This paper reports on an analysis of productivity growth and input trends in six energy intensive sectors of the Indian economy, using growth accounting and econometric methods. The econometric work estimates rates and factor price biases of technological change using a translog production model with an explicit relationship defined for technological change. Estimates of own-price responses indicate that raising energy prices would be an effective carbon abatement policy for India. At the same time, our results suggest that, as with previous findings on the US economy, such policies in India could have negative long run effects on productivity in these sectors. Inter-input substitution possibilities are relatively weak, so that such policies might have negative short and medium term effects on sectoral growth. Our study provides information relevant for the analysis of costs and benefits of carbon abatement policies applied to India and thus contributes to the emerging body of modeling and analysis of global climate policy.
INTRODUCTION
In December 1997, in Kyoto, the Annex I (industrialized) countries assumed differential commitments to reduce their greenhouse gas (GHG) emissions to an average of 5.2% below their 1990 emissions rates by approximately 2010 (UNFCCC, 1997) . Earlier analyses of GHG emissions have shown, however, that it will not be possible to stabilize atmospheric CO 2 concentration levels if industrialized countries alone limit their emissions (Lashof and Tirpak, 1990) .
While the developing countries' (i.e. non-OECD countries excluding the former Soviet Union, Central and Eastern Europe) share of world fossil fuel consumption is presently small, rapid population and economic growth will result in a substantial increase of this share in the first part of the 21st century. From 15% of world energy demand in 1971, the developing countries are expected to account for 40% of this demand by 2010 if present trends continue (IEA, 1994) . Even with aggressive policies to promote energy efficiency, developing countries' energy demand is likely to grow 5-10 fold over the next 30-40 years, resulting in a 3-fold increase in world energy demand. Consistent with a rapid growth in energy use, carbon emissions from the developing world increased at an annual rate of 4. 4% between 1990 and 1996 (Sathaye and Ravindranath, 1998 . Growth rates for the larger developing economies were same or higher at 4.4% for China, 6.7% for India and 10.3% for South Korea.
The participation of developing countries is thus essential for attaining the goal of global carbon abatement. Many developing countries, however, are demonstrably concerned that aggressive carbon abatement efforts on their part may have adverse effects on their economic growth and efforts to improve living standards. Hence, there is a need for enhanced analysis of their long-run energy use, carbon emission and technological trends to determine how the joint goals of economic improvement and climate protection might best be achieved.
Numerous integrated assessment models (IAMs) have been developed to analyze the economic impacts of climate change (Weyant et al., 1996) . Most such models show that GDP growth may be reduced if policies such as carbon taxes are implemented to reduce emissions.
1 At the same time, however, most IAMs have not incorporated regional or country-specific disaggregation. In addition, the IAM's canonical treatment of technological trends related to energy efficiency has been in terms of reduced form parameters (characteristically referred to as "autonomous energy efficiency improvement" parameters) that do not allow for refined analysis of the relations among energy use, economic growth, and policies. Consequently, an important frontier for IAM research is the simultaneous pursuit of developing country-specific analysis combined with more detailed investigation of technology, energy and productivity trends. This paper reports on such a study for India, on long-run productivity and input trends in six energyintensive sectors of the Indian economy: paper and paper products, cement, fertilizer, glass, iron and steel and aluminum. We have also studied aggregate manufacturing and the industry sector as a whole. We apply both growth accounting and econometric methods to these sectors. Our aim is to begin replicating for the Indian economy the extensive body of research on productivity, energy use, and related trends that has been previously conducted on the U.S. economy. We hope to inform policy analysts of the costs and benefits of carbon abatement policies applied to India, and thus contribute to the emerging body of modeling and analysis of global climate policy.
Previous work
Following the oil shocks of the 1970s a large body of econometric work on energy use emerged (see Roy, 1992, and Sarkar and Roy, 1995, for a survey) . This work focused primarily on understanding short-run patterns, particularly those of inter-fuel and inter-input substitution. However, for purposes of carbon policy, long-run trends are equally or more important. In particular, long-run patterns of technological change affecting the use of inputs, including energy, may have major consequences for estimates of the costs and benefits of various carbon policies. This fact has been the focus of considerable attention (and controversy) among energy analysts, who have focused on the magnitude and interpretation of "autonomous" trends of declining energy intensity.
In recent decades, several methodologies have been developed and applied to examine changes in productivity and technological development. The standard growth accounting approach, pioneered by Solow (1957) and further developed by Denison (1974 Denison ( , 1979 Denison ( , 1985 and others, can be employed to study long run trends in energy use and its relationship to other economic variables. In addition, Christensen and Jorgenson (1971) , Hogan and Jorgenson (1991) , Hudson and Jorgenson (1974) , and Jorgenson et al. (1981 Jorgenson et al. ( , 1987 have developed and applied methods that allow for an enhanced analysis of the relations between substitution effects induced by changes in relative factor prices, and pure 'productivity' trends, on a sector specific basis over long time periods. They have demonstrated that combining a finer level of analysis (in particular, sectoral disaggregation) with a form of "endogeneity" in the modeling of technological change can reveal patterns that are not readily detected by more traditional methods. These patterns can have substantial implications for conclusions regarding the long run costs and effects of price-based carbon abatement policies. Berndt and Watkins (1981) studied productivity growth in the aggregate Canadian economy and in two Canadian manufacturing sectors for the period 1957-76, and examined technological change using both accounting and econometric methods. Jorgenson and Fraumeni (1981) and Jorgenson, Gollop, Fraumeni (1987) estimated both productivity growth and rates of technological change for 35 sectors of the U. S. economy during the post-war period . Hogan and Jorgenson (1991) examined the relationships among productivity growth, biases in technological change, and long-range impacts of carbon-abatement policy in the U. S. economy. They found that these biases, although small, could result in substantial longrun "externality" impacts on productivity from policies that increased relative energy prices as a means of reducing carbon emissions.
A number of studies have estimated total factor productivity for the Indian economy using statistical indices within the standard growth accounting framework (for a detailed survey see Mongia and Sathaye, 1998 , 1998a , Ahluwalia, 1985 . There has also been a considerable amount of econometric work on inter-fuel and inter-input substitution for the Indian economy (for a survey see Ganguli and Roy 1995) , but very little (Jha et al., 1993) on long-run trends in the relations between technological change and fuel or input substitution. A comprehensive survey of research on total factor productivity in East Asia reveals a focus on capital and labor inputs, rather than energy (Felipe, 1997) .
METHODOLOGY
Our analysis is in two parts. First, we estimate sectoral and aggregate trends in multi-factor productivity growth or technical change for the selected industries using growth accounting methods. Second, we analyze patterns of productivity change using an econometric model that explicitly considers several factors affecting productivity.
Growth Accounting Framework
The approach here is in contrast to the traditional two input value-added growth accounting approach, in which only labor and capital are included. Instead, we assume that the rate of growth of sectoral output is the sum of the contributions of capital, labor, energy, material and rate of productivity growth. Assuming a production function relating output to four inputs with constant returns to scale and B as an index of the state of technology 
In terms of the translog formulation in (2), output elasticity terms in (3) would be
Under constant returns to scale and with competitive markets, however, we can write (4) as
i.e. output elasticities are simply equal to input cost shares M i .
Now substituting cost shares in (3) and taking the change in input quantities in a discrete time period we can write
The contribution of each of the input is the product of the average value share of the input and its growth rate. Since B is an index of the state of technology we find that multifactor productivity or the rate of technical change B & is simply the growth in outputs minus growth in inputs weighted by shares. B & represents the percentage of outward shift in the production function resulting from technical progress. From this accounting framework we can obtain the time series of the rate of technical change as a residual.
Econometric Framework
In the second stage we adopt the econometric framework to determine the pattern of technical change aimed at estimating rates and factor price biases of technological change. For this purpose, we apply the methodology developed and applied by Jorgenson et al. (1981) , and Hogan and Jorgenson (1991) . Models of individual sectors are based on production theory, with sectoral output a function of capital, labor, energy and materials inputs (the "KLEM" approach). It permits a considerably more detailed analysis of the relations among demand for relevant factor inputs, changes in relative prices, changes in output, and technological change.
More precisely, each sector is assumed first to admit representation by a constant returns-to-scale production function of the form
where Q is sectoral output, and X k , X l , X e and X m are sectoral inputs of capital, labor, energy and materials, respectively. t is time, representing B of equation (1) which enters the production function here to represent the way in which feasible input combinations are affected by time dependent technological progress, i.e. by multifactor productivity. Although Indian industries have historically operated within a regulated environment determined by licensing policy, output and input price controls by government we adopt as a benchmark the assumptions of perfect competition and assume price taking and cost-minimizing behavior across all ownership patterns. As can be seen in Table 1 most of the ownership is in private hands. Table 2 further provides a brief overview regarding the liberalization of price and distribution controls applied across sectors and over time.
Thus, in equilibrium, constant returns to scale implies that in each sector the value of output is equal to the sum of the values of capital, labor, energy and materials inputs. We can then define sectoral price functions for each sector by expressing the sectoral output price as a function of the prices of capital, labor, energy, and materials inputs, and time. Homogeneity of degree one of the production function then implies the existence of a dual unit cost function giving output price as a function of input prices.
Moreover, expenditure shares for each of the inputs can be expressed in terms of derivatives of the cost function, and the rate of change of total factor productivity is equal to the negative of the trend in output prices.
We adopt a translog functional form, so the dual unit cost function or output price can be written as 
Value shares of capital, labor, energy and materials are derivatives of the cost function as shown in (9), so that an econometric model is obtained by adding stochastic component as:
Finally, the rate of technical change for each sector can be expressed as the negative of the rate of price growth of sectoral output with respect to time as defined in (10), holding input prices constant:
In this model, rates of productivity growth and the value shares of inputs are endogenously determined. Since value shares sum to unity, the random disturbances in the four value share equations above are not independently distributed. However, from the cross equation restrictions, we observe that any three of the value share equations, along with the technological change equation, together yield estimates for all parameters. Since the value shares sum to unity, the sum of the disturbances across any three equations is zero at all observations. Hence, to avoid singularity of the covariance matrix any one of the four share equations can be dropped, i.e., three can be estimated and the fourth automatically determined. We drop disturbance from capital equation and iterative method may be applied to overcome the bias for the deleted equation. We follow the algorithm provided in the standard econometric package TSP 4.4 following the method described by Berndt, Hall, Hall and Hausman (1981) .
From the parameter estimates of the above model we can derive AES (σij ) and price elasticities (E ij ) and average productivity elasticities (η ij ) using following relations:
The share equations can be interpreted further. Using the unit cost function (11) and the derived demand equation (9) we can get the cost minimizing input-output coefficients (Berndt and Watkins, 1981) . The cost minimizing input-output coefficients (X i /Q) are simply the reciprocals of the average productivity measure defined as
Thus, in the above model, average productivity depends on technology, input prices and multifactor productivity.
Using equation (18) the elasticity of average productivity (Berndt and Watkins, 1981) of the ith input with respect to a change in price of jth input can be defined as:
Following Berndt and Watkins (1981) the average productivity elasticity is simply the negative of the familiar price elasticity.
Since by definition own price elasticities need to have a negative sign the average productivity elasticities for all the inputs would be positive with own price change. Thus, an increase in price of an input would increase its productivity and that of complementary inputs but will reduce the productivity of substitutable inputs.
The parameters a i can be interpreted as average value shares of capital, labor, energy and materials inputs for the corresponding sector, and a t as the average of the negative of rates of (sectoral) technological change or "pure" productivity improvement. b it has a two-fold interpretation. It represents the change in share of the ith input over time when relative factor prices are held constant that is, it is the impact of technology trends on input shares, or "factor price bias". Under the assumptions of the model, it displays also the impact on the trend in total factor productivity with changing input prices. b tt can be interpreted as constant rates of change or acceleration of the negative of the rates of technical change. If the estimated value is positive, the rate of technical change is decreasing. And if negative, the rate is increasing.
In the case of energy share, a positive value of the parameter b it would mean a greater pressure on expansion of output with rising energy prices, due to greater energy use. Alternatively, if energy price rises, the trend in total factor productivity will decline. As Hogan and Jorgenson (1991) demonstrated for the U.S. economy, such patterns can have an important impact on long-run projections of carbon abatement costs. If higher energy prices retard productivity growth, then future output (and aggregate consumption) may be reduced indirectly as a result of energy conservation attained through policies that increase energy prices.
The parameter b ij is interpreted as constant share elasticity with respect to the price of inputs. Along with the Allen Elasticities of Substitution (AES) and price elasticities, these parameters can yield short and medium run policy implications. They describe the implications of patterns of substitution among the four inputs for the relative distribution of the value of output among the inputs. Positive share elasticities imply that value shares increase with price.
DATA
Relevant data were collected from various editions of the Indian Annual Survey of Industries and different volumes of the Index of Wholesale Prices in India (Government of India, 1973 -1993 Mongia, 1998) . In particular, we obtained data on value shares for the four input factors, for each of the industries, for the period 1973-93. These data, along with sectoral price indices for outputs and inputs, and translog indices for sectoral rates of technical change, were used to estimate the model's parameters.
It is conventional in the literature to represent the service price of capital as a function of depreciation and the long-term interest rate. For developing countries, however, it is arguable that the social rate of discount should instead be used (Shankar and Pachauri, 1983) . In these countries, long-term interest rates typically do not reflect the cost of capital. In many cases interest rates are low, and severely distorted due to the effects of inflation. In such circumstances, the social discount rate -which also reflects the yield from the public sector at the margin, and is used by the government -can be used as a surrogate.
We have adopted 12% as the social rate of return, which is also the yield from marginal public sector investment in the Indian economy. We represent the flow price of capital as a linear function of the asset price (price index of investment goods as reflected in the machinery price index), the social discount rate and depreciation (Goldar, 1986) . In a similar way, the flow of capital services, our capital input, is assumed to be proportional to the corresponding capital stock. For labor input, the number of persons employed and the wage calculated from emoluments per person employed have been used for model estimation. For energy and materials, aggregate price indices and expenditure figures have been used. For productivity trends, translog indices calculated from the growth accounting framework have been used.
RESULTS

Growth Accounting
The decomposition analysis in Table 3 compares the annual growth rate of output of each industry with the input and productivity growth for the period 1973-1993. Over the twenty year period aggregate manufacturing as well as total industry have grown at an average annual rate of over 7%. Average annual rates of growth of the selected energy intensive sectors vary from 5% to 10%. The fertilizer sector experienced higher average annual growth slightly over 10%, followed by cement with 8.69%, iron and steel 7.58%, glass 6.38%, paper 5.25% and aluminum 5.10%.
However, the performance of each sector was not steady over this whole period of twenty years. A common observation is that the growth of the sum of the inputs dominates over productivity growth of the selected industries in accounting for sectoral output growth. For aggregate manufacturing, for example, total input growth accounts for 95% of the output growth. Only 5% is due to productivity growth. However, not all the industries under consideration experienced a positive average annual productivity change over the time span of twenty years. For aluminum, iron and steel and paper industries a declining productivity trend pulled down the positive impact of input growth. High volatility in productivity trends with fluctuations ranging from positive to negative growth rates characterizes the period 1973-93.
To demonstrate this we subdivide the time span of two decades into three sub-periods, 1973-1985, 1985-1991, 1991-1993 . The first period can be designated as the pre-liberalization era. Prior to 1985 the public sector was expected to be the main driving force for growth in India. Although the process for opening up sectors reserved for the public sector to the private sector started in the mid-seventies the official process of liberalization started in 1984 and culminated in 1991. Economic reforms towards liberalization (up to 1991) and subsequent globalization in India are being reflected in flexible price policies, enhanced role of big business houses, increased imports, technology transfer, reduction in subsidies etc. (Datt and Sundharam, 1998) .
For all sectors except for fertilizer, glass, aggregate manufacturing and total industry, the 1973-85 period is characterized by a negative productivity trend. The following six years show a positive productivity trend followed by negative growth for all the sectors except for iron and steel. Iron and steel illustrates a reverse trend for the last two subperiods with a decline in productivity between 1985 and 1991 and substantial increase in productivity thereafter. Together with mostly positive growth in total inputs, changes in productivity explain the magnitude and behavior of sectoral output.
Econometric Analysis
The results from the econometric model estimation are given in Table 4 . The majority of our parameter estimates (88 out of 160 and 98 out 160 are significant at five and ten percent levels of significance respectively) are statistically significant. Conventional goodness of fit is checked through R 2 . Except for five R 2 values all are high, ranging between .50 and .99 for input share equations. The technological change equation (15), however, has a very low R 2 value.
The empirical validity of the translog fit to the selected energy intensive manufacturing industries has been checked through positivity of the cost shares at the means of the data as well as at each data point and through the negative semi-definite property of the Hessians and/ or Lau's test (1978) . The tests indicate the wellbehavedness of the cost function. All the estimates of average cost shares are statistically significant.
Cost Share Trends
Despite changing temporal patterns, material and energy shares have consistently dominated over labor and capital shares in the aluminum, cement, glass and paper sector (Table 5 , Figures 1a-1h ). Material cost share dominates over other cost shares in all industries during the whole period under consideration. For cement, the material cost share shows a declining trend since 1979-80. In 1993-94 it was even lower than energy cost share. The energy cost share has exceeded labor and capital cost share for all industries except iron and steel and aggregate manufacturing as well as total industry. For cement the energy share was substantially higher than labor and capital cost share throughout the study period, for glass it was higher immediately following 1974-75, for aluminum after 1975-76, for paper after 1976-77, and for fertilizer eventually from 1983-84 on. The rising energy prices since 1973-74 led to substantial increases in shares of energy cost within most industries.
From the estimated values of a i it can be concluded that the material price has the largest effect on the aggregate cost/sectoral price followed by energy, labor and capital prices for all the sectors. This is also consistent with the intuition built up from the pattern of relative shares of the inputs shown in Figures 1a-1h.
Cross elasticities (b le ) of the share of energy with labor are negative for all the sectors except cement and total industry, i.e., the share of labor decreases with higher energy prices. This is consistent with the changing cost share pattern of labor of Figures 1a-1h . Cross elasticities of the share of energy with materials prices (b me ) are negative for all the industries except for iron and steel and fertilizer. Only for these sectors (iron and steel and fertilizer), the share of materials does not decrease with energy prices. The share of capital decreases with increasing energy prices due to negative share elasticities for all industries except cement.
Productivity Trends
For the technical bias (b it ) parameter, during the sample period the estimates show energy using bias for all the sectors except iron and steel (Table 6 ). That is, with constant relative input prices, the value shares of energy will increase over time. Alternatively, the rate of technological change decreases with increases in energy prices. If an increase in technical change or productivity is considered as an indicator for welfare gain our findings show that an energy price increase would affect welfare adversely. The corresponding bias is labor saving for all sectors, and capital saving for aluminum, fertilizer and paper. Material using bias is present in all sectors except aluminum and cement.
The annual rate of technical change decelerated (represented by b tt ) for aggregate manufacturing, total industry, iron and steel, and paper and accelerated for aluminum, cement, fertilizer and glass, although at insignificant levels. The insignificance of the acceleration in the technological change parameter estimate (b tt ) may be an indication of the statistical invalidity of the assumption of constant acceleration or deceleration of technological change. An enhanced analysis would therefore allow for flexible technological change over time through for example addition of dummy variables for different time periods.
Generally, the low explanatory power of the technological change equation (15) indicates a need for further investigation. Reasons for the low explanatory power need to be checked across other studies. Most studies, however, do not report the estimates for the equation. A reason for the low explanatory power may lie in the partial regulation of output prices in the Indian economy, where changes in input prices may not be clearly reflected in output price changes. This, however, as well as other market imperfections may apply to most other countries as well. Moreover, in Indian industries, technology imports and transfers may have a greater impact than endogenous trends. Additional research on these factors would be useful in determining the best policy design for the Indian environmental development strategy. Despite this, the significant bias parameter estimates do provide useful estimates and are a step forward compared to previous studies in Indian context which are based on Hicks neutral technical change.
Patterns of Input Substitution
We further computed the price elasticities (Table 7) at the means of the data. Positivity of cross price elasticity estimates indicates substitutability among inputs, while negativity indicates complementarity. The price elasticity estimates reveal that a) labor and capital are substitutes for all sectors; b) materials and labor are substitutes for all sectors except aluminum; c) capital and materials as well as energy and materials are substitutes for all sectors except cement; d) labor and energy are substitutional except for fertilizer, glass and iron and steel; e) energy and capital are substitutes for aluminum, cement and paper but complements for fertilizer, glass, iron and steel, aggregate manufacturing and total industry (Table 8) .
Negative own price elasticity estimates especially for energy input have far reaching implications as far CO 2 emissions are concerned. Although positive b ee parameters in Table 4 indicate that with rising energy price the cost share would increase, the price elasticities E ee (Table 7) indicate that in physical terms industries do reduce their energy consumption. This would reduce carbon emissions proportional to the quantity reduction in energy use. For aggregate manufacturing with one percent increase in energy price the cost share of energy input would go up by .0523 (Table 4 ) but in physical units energy use would decline by .2% as derived from the price elasticity. Energy price elasticities range from very low -0.02 for total industry to as high as -0.57 for the cement sector. Few of the cross and own price elasticities in our analysis are greater than or close to unity. These show a relatively responsive structure. Other inputs are only weakly substitutable or complementary.
The price elasticities also inform about the behavior of average productivity of the various factors. For example, the own price elasticity of -.24 for energy in the paper industry implies that a 1% increase in the price of energy would increase energy productivity by .24%. Now given that energy and capital are substitutable to each other an increase in the price of energy would on the one hand improve energy productivity (reduce energy intensity) because of the negative own price elasticity but would on the other hand additionally reduce capital productivity and hence increase capital intensity.
No general conclusion regarding productivity responses can be drawn, however, since the relationships between the input factors are not uniform across industries and vary between complementarity and substitutability (Table 8 ). An increase in energy prices would have varying impacts across industries so far as average factor productivity is concerned. However, low or moderate values for price elasticity estimates in Table 7 indicate a relatively limited degree of flexibility within the industries to adjust to rising energy prices within the short run. Coupled with the findings of energy using bias and insignificant or decelerating technological change, this suggests that price-based policies to abate carbon in the Indian economy may have limited impact, and may result in substantial economic costs in the longer run.
COMPARATIVE RESULTS
While, as we have noted, materials and energy had the dominant shares for the Indian economy during the sample period, for the U.S. economy labor share was the highest during the postwar era (Jorgenson et al., 1987) . In the Canadian economy as well labor share is higher than capital share, but it is the materials share that dominated over all the inputs. As regards sources of growth in output, input growth dominated over productivity growth in both the US and Canadian economies. Table 9 gives an overview of the results on price elasticity of demand for energy and input biases in technical change from various studies. Own price elasticity estimates for long run and short run are available for a limited number of countries compared to the intermediate run estimates obtained from the static model. The range of variation for short run estimates is -.25 to -.49. The long run estimates vary from a low of -.4 to -.84. The static model results are available for both developed and developing nations. Elasticity estimates vary across countries, industry coverage and period of study. However, one feature is common: the values are all less than one, reflecting either inelasticity or moderate elasticity. Moreover, it cannot be determined from above findings if developing countries have lower or higher price elasticity values compared to developed countries. Generally it can be expected that data from developing economies with more regulation and control may produce underestimates. For total industry, the values are all in the inelastic range, the lowest being the Indian estimate. For specific industries aggregate responses are higher. For iron and steel the Canadian estimate (-.57) is higher than estimates for India (-.03 and -.39). For pulp and paper, the estimates vary between -.24 and -.60 while for iron and steel the limits are further apart, -.01 and -.57. The estimates from the current study show mostly inelastic values except for cement, with -.57 showing relatively moderate elasticity.
Bias parameters across nations and studies (Table 9 ) reveal some common features. Capital saving bias is observed for all industries and countries except the Canadian iron and steel sector. All statistically significant estimates show energy using bias and labor saving and material using bias. The only exceptions are primary metals in the US, where Jorgenson et al. (1987) observed labor using and materials saving biases, and stone and glass where they report labor using bias, as well as iron and steel, where we find energy savings bias and cement where a bias towards materials saving is present. The labor saving parameter shows a yearly savings in the share of labor between .0025 and .0058. The labor saving values are comparable for India, the US and Canada. This may be due to the fact that the bias is implicitly imported to India with technology transfer from the latter two and other industrialized countries. Labor cost shares are higher for more industrialized countries which is consistent with labor savings bias.
The extent of capital, material and energy using or saving biases are country and industry specific. For the Indian aluminum sector, the energy using bias is higher compared to other sectors. The estimates show that for India the non price induced increase in energy cost share varies in the range of .0007 and .0063 per year. That means, for example for aggregate manufacturing, it would take about 100 years to double the 1993-94 cost share of energy (7.2%) if the estimated bias remains constant over the years. Given the dual interpretation of the bias parameters it can be said that with keeping all other prices constant a doubling of the energy price in India would lead to a decline in total productivity growth for the industry sector of .07%. Given the insignificant estimate for Canada it can be said that productivity for the aggregate manufacturing would hardly be affected. Yet, the industry level estimates for Canada do not lead to a very encouraging picture as well. For iron and steel, for example, the effect of a doubling of the energy price would lead to a decline in the industry's productivity by .038%. The same figure for India would be almost .17%. It appears that the adverse effect on productivity growth in India is higher compared to the US and Canada for comparable sectors.
Regarding the rate of change of technical progress over time, the observed deceleration of technological change in the Indian pulp and paper industry has its parallel in the US paper sector for the period 1958-74 (Jorgenson, Gollop and Fraumeni, 1987) . As opposed to our deceleration in technical change in iron and steel industry over 1973-93 accelerating technological change in iron and steel was observed by Jorgenson et al. (1987) for the US primary metals industry during 1958-74. Reverse are the findings for the glass industry. The US glass industry shows decelerating technological change while the Indian industry shows an acceleration. For the US economy as a whole, technological change has been negatively correlated with energy prices and positively correlated with materials prices (Hogan and Jorgenson, 1991) . This pattern implies that energy price increases would have a negative, long-run effect on productivity. The patterns found in the present study reveal a similar possibility for the Indian energy intensive and total industries but at varying degree. These variations support the need for country specific studies especially when implications are to be derived for long run time horizons.
CONCLUDING REMARKS
Our findings on own-price responses within the Indian energy intensive manufacturing sectors indicate that price-based policies would be effective in reducing energy use, and thus lowering carbon output, in Indian industry. Simultaneously, however, our results on technological change and patterns of factor price bias suggest that such policies could have a negative long run effect on productivity in these sectors, thus leading to welfare loss. Moreover, inter-input substitution possibilities are relatively weak, so that such policies might also have deleterious short and medium-run effects on sectoral growth. Differing details among the sectors, however, indicate a need for further research to link disaggregate and aggregate findings on energy demand and output growth in India, and for investigation of additional Indian economic sectors to estimate technological and productivity trends for the Indian economy as a whole.
It should be noted that the methodology adopted here is an advance over earlier studies on Indian industries to the extent that it relaxes the assumption of Hicks neutrality in allowing for technical bias parameters. Thus, the reported results can be considered as a first round of results for the Indian economy using a comparable methodology with other countries. The challenge for future studies remains to derive results from a model based on a minimum of maintained hypotheses, in particular relaxing the assumptions of constant returns to scale and perfect competition. Total Industry Materials saving saving using using using using using using Labor saving saving saving saving saving saving saving saving Energy using using using using saving using using using Capital saving using saving using using saving using using 
