Inverse graph semigroups were defined by Ash and Hall in 1975. They found necessary and sufficient conditions for the semigroups to be congruence free. In this paper we give a description of congruences on a graph inverse semigroup in terms of the underlying graph. As a consequence, we show that the inverse graph semigroup of a finite graph is congruence Noetherian.
Introduction and main results
In 1975, graph inverse semigroups were first introduced by Ash and Hall in [4] where they gave necessary and sufficient conditions for the semigroups to be congruence free. Such semigroups are defined based on special kinds of directed graphs where there exists at most one edge from one vertex to another. The definition of graph inverse semigroups based on general directed graphs can be found in [7, 8, 12] . These inverse semigroups are related to various types of algebras, for instance, C * -algebras, Cohn path algebras, Leavitt path algebras and so on (see [1, 2, [8] [9] [10] [11] 14] ). Graph inverse semigroups have also been studied in their own right in recent years (see [2, 5, 7, 8, 12, 13] ).
A directed graph G = (V, E, r, s) consists of V, E and functions r, s : E → V . The elements of V are called vertices and the elements of E are called edges. For each edge e, s(e) is the source of e and r(e) is the range of e. The cardinality |s −1 (v)| of a vertex v is called the index of v. In this paper, we shall refer to a directed graphs simply as a "graph". Now let G = (V, E, r, s) be a graph. The graph inverse semigroup Inv(G) of G is the semigroup with zero generated by V and E, together with the set E * of variables {e * : e ∈ E}, satisfying the following relations for all u, v ∈ V and e, f ∈ E:
(GI1) uv = δ u,v u; (GI2) s(e)e = er(e) = e; (GI3) r(e)e * = e * s(e) = e * ; (CK1) f * e = δ f,e r(e).
A path in G is a sequence α = e 1 · · · e n of edges such that r(e i ) = s(e i+1 ) for i = 1, · · · , n−1. In such a case, s(α) := s(e 1 ) is the source of α, r(α) := r(e n ) is the range of α, |α| := n is the length of α and α * := e * n · · · e * 1 the ghost path of α. We view an element v of V as a path of length 0, s(v) = r(v) = v and v * = v. Denote as Path(G) the set of all paths in G. Every nonzero element in Inv(G) can be uniquely written as αβ * for some α, β ∈ Path(G) with r(α) = r(β). One can also verify that Inv(G) is an inverse semigroup with zero such that (αβ * ) −1 = βα * for any α, β ∈ Path(G). The idempotent set E(Inv(G)), which is a (meet) semilattice, consists of all elements αα * with α ∈ Path(G). Moreover, for any αβ * , ζη * ∈ Inv(G), we have (αβ * )(ζη
In [12] , Mesyan and Mitchell showed that the quotient of any graph inverse semigroup by a Rees congruence is always isomorphic to another graph inverse semigroup. They also found a graph theoretical condition for a not necessarily Rees congruence and a graph theoretical condition for a graph inverse semigroup to have only Rees congruences. Jones also investigated non-Rees congruences on certain kinds of graph inverse semigroups (see [7] ).
In this paper we give a description of congruences on a graph inverse semigroup in terms of the underlying graph that is different from [12] . This description implies that the inverse graph semigroup of a finite graph is congruence Noetherian.
To present our main result, we need some more notions and notation. In what follows, G = (V, E, r, s) is always a graph and Inv(G) is the graph inverse semigroup of G.
A subset H of V is hereditary if s(e) ∈ H always implies r(e) ∈ H for e ∈ E. Let H be a hereditary subset of V , V 1 = V \ H, E 1 = {e ∈ E : r(e) ∈ H}, s G\H = s| E 1 and r G\H = r| E 1 . Then we denote the graph (
Let ρ be a congruence on Inv(G). Then clearly H = 0ρ ∩ V is a hereditary subset of V . Passing to the graph G \ H, we shall assume without loss of generality that H = ∅. So for graph inverse semigroups, we only need to describe these special congruences where no vertex is equivalent to 0.
Let α = e 1 · · · e n be a path in G and v(α) denote the set {s(e i ) : i = 1, · · · , n}. If |α| = 0, we appoint that v(α) = ∅. An edge e is an exit to the path α if there exists i such that s(e) = s(e i ) and e = e i . The path α is said to be no-exit if it does not have an exit. The path α is called a cycle if s(α) = r(α) and s(e i ) = s(e j ) whenever i = j. For any cycle c, let Cir(c) be the set of all cycles that are obtained from c by cyclic permutations. Two cycles c 1 and c 2 are said to be disjoint if v(c 1 ) ∩ v(c 2 ) = ∅.
We writeV := {v ∈ V : |s −1 (v)| = 1}, the set of vertices of index one. For any v ∈V , we denote the unique edge in s −1 (v) as e v . Let W be a subset ofV , Z + be the set of all positive integers and C(W ) be the set of all cycles whose vertices lie in W . Since all vertices in W have index one, an arbitrary cycle c ∈ C(W ) is no-exit and any two cycles in C(W ) are either disjoint or cyclic permutations of each other. Let us show how a congruence gives rise to a congruence triple (respectively, a special congruence gives rise to a congruence pair).
Let ρ be a congruence on Inv(G), H = 0ρ ∩ V and W = {v ∈ V \ H : ee * ρv for e ∈ s If ρ is a special congruence, then T (ρ) = (∅, W, f ). In this case, (W, f ) is a congruence pair.
Conversely, let (W, f ) be a congruence pair of G and let ℘(W, f ) denote the congruence generated by R consisting of all pairs (e v e * v , v) for v ∈ W and (c f (c) , s(c)) for c ∈ C(W ) with f (c) ∈ Z + .
Let (H, W, f ) be a congruence triple of G and let ℘(H, W, f ) denote the congruence generated by all pairs (v, 0) for v ∈ H, (ee * , w) for w ∈ W with s(e) = w and (c f (c) , s(c)) for c ∈ C(W ) with f (c) ∈ Z + . A graph inverse semigroup is said to be congruence Noetherian if for any congruence sequence
there exists m ∈ Z + such that ρ m = ρ m+k for all k ∈ Z + .
Corollary 1.5. Each graph inverse semigroup of a finite graph is congruence Noetherian.

Proof of the main results
We need to prove Theorem 1.3 and Corollary 1. 
and
Proof. We see from Lemma 2.1 that α = c l α 1 where l ∈ N and α 1 ∈ Path(G) such that c = α 1 α 2 for some α 2 ∈ Path(G). Obviously, c 1 = α 2 α 1 ∈ Cir(c). It follows from (CK1) that
That is, (1) and (2) hold. Now let ρ be a special congruence on Inv(G) and T (ρ) = (W, f ). We shall show that ρ = ℘(W, f ).
The next Lemma directly follows from (GI1), (CK1) and the definition of a congruence on a semigroup. Lemma 2.3. Let u, v ∈ V and α, β, γ ∈ Path(G).
Lemma 2.4. For any αβ * ∈ Inv(G), if (αβ * , s(α)) ∈ ρ, then both α and β are no-exit.
Proof. Suppose that α = e 1 · · · e n and e is an exit to α with s(e) = s(e i ). It follows from Lemma 2.3(2) and (CK1) that
We obtain from (GI3) and (CK1) that (0, r(e)) = (0, e * e) = (e * e i · · · e n β * e 1 · · · e i−1 e, e * s(e i )e) ∈ ρ which contradicts to the hypothesis 0ρ = {0}. Hence, α is no-exit. We see that β is also no-exit since (αβ * , s(α)) ∈ ρ implies that (βα * , s(β) ∈ ρ.
Lemma 2.5. For any α ∈ Path(G), if (αα * , s(α)) ∈ ρ and α = ξβη for some ξ, β, η ∈ Path(G), then (ββ * , s(β)) ∈ ρ.
Proof. We see from the hypothesis that (ξβηη * β * ξ * , s(ξ)) ∈ ρ. Then it follows from Lemma 2.3(4) that (βηη * β * , s(β)) ∈ ρ and (ηη * , s(η)) ∈ ρ. We see from (ηη * , s(η)) ∈ ρ and the compatibility of ρ that (βηη * β * , ββ * ) ∈ ρ. Hence, we obtain by the transitivity of ρ that (ββ * , s(β)) ∈ ρ.
For any c ∈ C(W ), the semigroup c, c * generated by c and c * is the (infinite) bicyclic semigroup (see [6] ), and c, c * /ρ is either the bicyclic semigroup or a cyclic group of order f (c). This implies
A closed path based at v is a path α = e 1 · · · e n such that s(α) = r(α) = v. A closed path α = e 1 · · · e n based at v is called a closed simple path based at v if s(e i ) = v for every i > 1. A cycle is a closed simple path. Proof. We see from Lemma 2.3(2) that α is a closed path based at s(α). It follows from Lemma 2.7 that there exist unique closed simple paths µ 1 , · · · , µ m based at s(α) such that α = µ 1 · · · µ m . Then we obtain from Lemma 2.4 that µ 1 = · · · = µ m = c for some no-exit cycle c.
The following lemma follows from [12, Proposition 8] .
Lemma 2.9. For any v ∈ V , every element in vρ is of the form αηα * or αη * α * for some α, η ∈ Path(G) such that s(α) = v and r(α) = s(η) = r(η). Proof. Note Lemma 2.9 and take x in vρ. Then either x = αηα * or x = αη * α * . We already have r(α) = s(η), s(α) = v and v(α) ⊆ W by Lemma 2.4. If |η| = 0, then it is clear x = αα * . If |η| > 0, then noticing η = η(s(η)) * , we see from Lemmas 2.3(4), (2), 2.8 and 2.6 that x = αc mf (c) α * where m ∈ Z \ {0} and c ∈ C(W ) with f (c) ∈ Z + . Proposition 2.11. ℘(W, f ) = ρ.
Proof. Recall that
∈ Path(G). It follows from (αβ * , ξη * ) ∈ ρ and (CK1) that (r(α), ξ 1 η * 1 ) ∈ ρ. Then we see from Lemmas 2.10 and 2.5 that (r(α), ξ 1 η * 1 ) ∈ ℘(W, f ). Hence, we have (αβ * , ξη * ) = (αβ * , αξ 1 η * 1 β * ) ∈ ℘(W, f ). Case 2. β = ηβ 1 for some β 1 ∈ Path(G) \ V . It again follows from (αβ * , ξη * ) ∈ ρ and (CK1) that (r(α), ξ 1 β 1 ) ∈ ρ. Then we observe from Lemma 2.8 that there exists c ∈ C(W ) with f (c) ∈ Z + and such that ξ 1 β 1 = c m for some m ∈ Z + . Thus, it follows from Lemma 2.6 that there exists k ∈ Z + such that m = kf (c). Now we get from the definition of ℘(W, f ) that (c kf (c) , s(c)) ∈ ℘(W, f ) which means that (r(α),
That is, (αβ * , ξη * ) ∈ ℘(W, f ).
As a consequence, we obtain that ρ ⊆ ℘(W, f ) which leads to ρ = ℘(W, f ).
Next let (W, f ) be a congruence pair of G and ℘(W, f ) = ̺. We shall prove that ̺ is a special congruence and T (̺) = (W, f ).
Let S be a semigroup, let T be a relation on S and denote the congruence generated by T as T ♯ . If c, d in S are such that c = xay, d = xby for some x, y ∈ S 1 , where either (a, b) ∈ T or (b, a) ∈ T, we say that c is connected to d by an elementary T-transition and write c → d.
Remark 2.12. Recall that the relation R consists of all pairs (e v e * v , v) for v ∈ W and (c f (c) , s(c)) for c ∈ C(W ) with f (c) ∈ Z + and that ℘(W, f ) = ̺ = R ♯ . The definition of an elementary R-transition c → d in Inv(G) can be adjusted as c = xay, d = xby for some x, y ∈ Inv(G) (not adjoined with 1) where either (a, b) ∈ R or (b, a) ∈ (R). In fact, if either x or y equals to 1, then either x or y can be replaced by some vertex since we have (GI1-3). Proof. If w ∈ v̺, then we know from Lemma 2.13 that there exists a sequence
of elementary R-transitions. We now prove by induction on n. Obviously, the result is true if n = 1. Suppose that z n−1 has one of the two forms in the lemma and that z n−1 = αβ * xξη * , z n = αβ * yξη * for some αβ * , ξη * ∈ Inv(G) \ {0}, where either (x, y) ∈ R or (y, x) ∈ R. Then we have the following cases and subcases. Case 1. z n−1 = γγ * for some γ ∈ Path(G). Note (1.1) and that v(γ) ⊆ W . Subcase 1.1. x ∈ W and y = e x e * x . Subcase 1.1.1. β = ξβ 1 for some β 1 ∈ Path(G). Then we get z n−1 = αβ * 1 η * = γγ * which means that α = γ = ηβ 1 . Thus, if |β| = 0, then we see that z n = γe x e * x γ * . Clearly, v(γe x ) ⊆ W . If |β| > 0, then we know that z n = αβ * e x e * x ξη * = αβ * ξη * = z n−1 . Subcase 1.1.2. ξ = βξ 1 for some ξ 1 ∈ Path(G). Then we get z n−1 = αξ 1 η * = γγ * which leads to αξ 1 = γ = η. One can similarly obtain that either z n = γe x e * x γ * or z n = z n−1 via discussing the two possibilities |ξ| = 0 and |ξ| > 0. Subcase 1.2. x ∈ W and y = c f (c) for some c ∈ C(W ) with s(c) = x and f (c) ∈ Z + . Subcase 1.2.1. β = ξβ 1 for some β 1 ∈ Path(G). As in Subcase 1.1.1, we get α = γ = ηβ 1 . It follows from Lemma 2.2(1) that z n = αβ
η * for some c 1 ∈ Cir(c). By Lemma 2.1, there exist β 2 , β 3 ∈ Path(G) and l ∈ N such that β 1 = c l 1 β 2 and c 1 = β 2 β 3 . So we get
, then we have
Obviously, v(η) ⊆ W . Subcase 1.2.2. ξ = βξ 1 for some ξ 1 ∈ Path(G). As in Case 1.1.2, we also get
ξ 1 η * for some c 1 ∈ Cir(c). So we see from Lemma 2.2(2) that
for some c 2 ∈ Cir(c). We already have v(αξ 1 ) ⊆ W . Subcase 1.3. x = e y e * y and y ∈ W . Then we get z n−1 = αβ * e y e * y ξη * . If |β| = 0 or |ξ| = 0, then we easily see that z n−1 = αβ * ξη * = z n . So we only need to consider the case where |β| = |ξ| = 0. In this case, we have αe y e * y η * = γγ * . So we get αe y = γ = ηe y which means that z n = αα * with v(α) ⊆ W . Subcase 1.4. x = c f (c) and y ∈ W for some c ∈ C(W ) with s(c) = y and f (c) ∈ Z + . Subcase 1.4.1. β = ξβ 1 for some β 1 ∈ Path(G). Then we get z n−1 = αβ * 1 ξ * c f (c) ξη * and z n = αβ * 1 η * . It follows from Lemma 2.2(1) that there exists c 1 ∈ Cir(c) such that z n−1 = αβ * 1 c f (c 1 ) 1 η * . By Lemma 2.1, we see that β 1 = c l 1 β 2 where l ∈ N and c 1 = β 2 β 3 for some β 3 ∈ Path(G). Clearly, c 2 = β 3 β 2 ∈ Cir(c). If l ≥ f (c), then we obtain that
β 2 . Hence, we have
Obviously, v(α) ⊆ W . Subcase 1.4.2. ξ = βξ 1 for some ξ 1 ∈ Path(G). Then we get z n−1 = αβ * c f (c) βξ 1 η * and z n = αξ 1 η * . It follows from Lemma 2.2(1) that there exists c 1 ∈ Cir(c) such that z n−1 = αc
and c ∈ C(W ) with f (c) ∈ Z + . Subcase 2.1. x ∈ W and y = e x e * x . Subcase 2.1.1. β = ξβ 1 for some β 1 ∈ Path(G). Then we get z n−1 = αβ * 1 η * = γc kf (c) γ * which means that α = γc kf (c) and γ = ηβ 1 . Thus, if |β| = 0, then we see from Lemma 2.2(2) that z n = γc kf (c) e x e * x γ * = γe x c kf (c 1 ) 1 e * x γ * for some c 1 ∈ Cir(c). Obviously, v(γe x ) ⊆ W . If |β| > 0, then we know that z n = αβ * e x e * x ξη * = αβ * ξη * = z n−1 . Subcase 2.1.2. ξ = βξ 1 for some ξ 1 ∈ Path(G). Then we get z n−1 = αξ 1 η * = γc kf (c) γ * and similarly obtain that either z n = γe x c kf (c 1 ) 1 e * x γ * for some c 1 ∈ Cir(c) or z n = z n−1 via discuss the two possibilities |ξ| = 0 and |ξ| > 0.
It is not difficult to see that c and d are cyclic permutations of each other since they are no-exit. Subcase 2.2.1. β = ξβ 1 for some β 1 ∈ Path(G). As in Subcase 2.1.1, we get α = γc kf (c) and γ = ηβ 1 . It follows from Lemma 2.2(1) that z n = αβ
η * for some c 1 ∈ Cir(c). By Lemma 2.1, there exist β 2 , β 3 ∈ Path(G) and l ∈ N such that β 1 = c l 1 β 2 and c 1 = β 2 β 3 . Moreover, we get z n = γc kf (c) β
η * . So we see that c = β 3 β 2 since r(β 2 ) = s(c). Hence, we see that
If l ≥ f (c), then we have
and z n = αξ 1 η * . It follows from Lemma 2.2(1) that there exists c 1 ∈ Cir(c) such that z n−1 = αc Therefore we obtain that z n = γc (k−1)f (c) γ * .
Case 3. z n−1 = γ(c * ) kf (c) γ * , where γ ∈ Path(G), s(γ) = v, v(γ) ⊆ W , k ∈ Z + , r(γ) = s(c) and c ∈ C(W ) with f (c) ∈ Z + . With a similar discussion as in Case 2, we can see that z n has the required form. Proof. Let T (̺) = (W 1 , f 1 ). It is not difficult to see that W ⊆ W 1 . Conversely, if v ∈ W 1 , then we certainly have (v, e v e * v ) ∈ ̺. It follows from Lemma 2.14 and the uniqueness of the expression of every nonzero element in Inv(G) that v ∈ W . So we get W 1 = W .
For f and f 1 , arbitrarily taking c ∈ C(W ) with f (c) ∈ Z + , we observe from the definition of ̺ and Lemma 2.6 that f 1 (c) | f (c) since (c f (c) , s(c)) ∈ ̺. On the other hand, let f 1 (c) ∈ Z + . Again noticing Lemma 2.14 and uniqueness of the expression of every nonzero element in Inv(G), we obtain that there must exist k ∈ Z + such that c f 1 (c) = c kf (c) since (s(c), c f 1 (c) ) ∈ ̺. Thus, we get f (c) | f 1 (c). In conclusion, we have
Up to now, we have completed the proof of Theorem 1.3. To end the section, we prove Corollary 1.5.
Let (H, W, f ) be a congruence triple. Denote the set {v ∈ V \ H : |s
. We appoint that all positive integers and ∞ divide ∞.
Lemma 2.18. The above relation ≤ is a partial order on the set of all congruence triples of G.
Proof. Obviously, the relation is reflexive and antisymmetric. To see it is transitive, we suppose that (
, then we observe that d ∈ C(W 2 ) because r(d) ∈ H 3 implies r(d) ∈ H 2 and r(e) ∈ H 1 implies r(e) ∈ H 2 for any exit e to d. So we have
By Theorem 1.4, the mapping T is a one-to-one correspondence from the set of all congruences on Inv(G) to the set of all congruence triples of G. Concretely, given a congruence ρ on Inv(G), the congruence triple T (ρ) = (H, W, f ) is defined as what follows. H = 0ρ ∩ V, W = {s(e) ∈ V : (ee * , s(e)) ∈ ρ, r(e) ∈ H}, and for any cycle c such that v(c) ⊆ W and every exit e to c satisfies r(e) ∈ H,
Arbitrarily pick congruences
. That is to say, T is order preserving. Hence, if G is finite, then Inv(G) must be congruence Noetherian.
Some other applications
Let S be a semigroup. S is called congruence free if the identity relation and the universal relation are the only congruences on S. If S has a zero element, S is called 0-simple if S has only {0} and S as its ideals. Let G = (V, E, r, s) be a graph. A pair of vertices u and v in G is strongly connected if there exist a path from u to v and a path from v to u. A graph is strongly connected if each pair of vertices is strongly connected. Notice the correspondence of the set of ideals in Inv(G) and the set of hereditary subsets of V . The next corollary is obvious. The equivalence of (1) and (3) (1) every congruence on Inv(G) is a Rees congruence;
(2) for every hereditary subset H of V ,V H = ∅; (3) for every e ∈ E, there exists α ∈ Path(G) such that e is an exit to α, s(e) = s(α) and r(e) = r(α).
Proof. Again noticing the correspondence of the set of ideals in Inv(G) and the set of hereditary subsets of V , we see from the definition of congruence triples, Theorem 1.4 and its proof that (1) and (2) are equivalent. Assume that there exists some e 0 ∈ E such that either e 0 is not an exit to any path, or any path α to which e 0 is an exit and satisfies s(e 0 ) = s(α) does not end at r(e 0 ). Taking H 0 = {r(α) : α ∈ Path(G) \ (V ∪ {e 0 }), s(e 0 ) = s(α)}, we see that H 0 is a hereditary subset of V (probably empty). However,V H 0 = ∅ since s(e 0 ) ∈V H 0 . Hence, we obtain that (2) implies (3) . By the definition of hereditary subsets andV H , one easily sees that (3) implies (2).
The equivalence of (1) and (3) in the next corollary is proved in [4, Theorem 3] for graphs where there exists at most one edge from a vertex to another and in [12, Corollary 11] for general cases. (1) and (2) are equivalent. Moreover, noticing that no vertex of G has index one if and only ifV = ∅, we see that (2) is equivalent to (3) from Corollary 3.1.
