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11 EINFÜHRUNG
In der Medizin gilt der Prophylaxe, der Frühdiagnose und der Prävention schwerwiegender
oder häufig vorkommender Erkrankungen, beispielsweise Karies, Parodontitis marginalis,
verschiedensten Malignomen oder Demenzen vom Alzheimer-Typ, bereits seit langem ein
besonderes Augenmerk. Diesen Erkrankungen ist gemeinsam, daß sie von einem bestim-
ten Ausprägungsgrad an kaum mehr abzufangen und gravierende, kostenträchtige Folge-
schäden oft unvermeidbar sind. Obwohl dies auch für eine Reihe von psychischen Störun-
gen gilt, und insbesondere für schizophrene Psychosen, wurde in der Psychiatrie lange Zeit
der Präventivforschung wenig Beachtung geschenkt. Die Ursache hierfür lag darin, daß bei
der ohnehin in diesem Gebiet oft schwierigen Differentialdiagnostik eine Früherkennung
schwerer psychischer Erkrankungen, wie sie etwa die schizophrenen Psychosen darstellen,
in den eher uncharakteristischen Prodromalphasen von der großen Mehrheit der Forscher
als aussichtslos angesehen wurde.
In den letzten Jahren hat sich diese Einstellung insbesondere durch Erfolge auf dem Gebiet
der Früherkennung drohender Rezidive und deren oft erfolgreicher Prävention drastisch ve-
ändert: Eine frühzeitige Erkennung und Behandlung schizophrener Psychosen vor der psy-
chotischen Erstmanifestation wird heute als ein realistisches Forschungsziel angesehen und
findet weltweit steigendes Interesse. In der Früherkennungs- und -interventions-Forschung
schizophrener Psychosen ergeben sich jedoch nicht nur eine Reihe konzeptioneller Fragen -
zum Beispiel die Frage nach der Bedeutung eines (potentiellen) Prodromalsymptoms für eine
Psychose und seine Beziehung zum Risiko einer nachfolgenden psychotischen Dekompen-
sation - und praktischer Unwägbarkeiten - etwa die Identifizierung von Personen in einer
Prodromalphase und ihre Einbindung in sekundärpräventive Maßnahmen, sondern auch
methodisch-mathematische Probleme.
Dieser letzte Punkt bezieht sich neben Fragen der Versuchsplanung vor allem auf die Ent-
wicklung und Überprüfung von Techniken und Strategien zur Bestimmung eines bestmögli-
chen und ökonomischen Vorhersagemodells für eine dichotome Zielvariable - zum Beispiel
'spätere Entwicklung einer schizophrenen Psychose' versus 'keine spätere Entwicklung einer
schizophrenen Psychose' - aus einer größeren Anzahl potentiell prädiktiver Variablen. Wäh-
rend bei Entwicklung solcher Verfahren in den letzten zwei Jahrzehnten große Fortschritte
erzielt wurden, haben sich bisher nur wenige Studien dem Vergleich der unterschiedlichen
Techniken hinsichtlich ihrer Vorhersageleistung für einen alternativen Ausgang (engl.: „out-
come“) gewidmet.
Um die praktische Relevanz solcher Vergleiche zu erfassen, ist es sicherlich notwendig, sich
vor Augen zu führen, daß das Ergebnis der verwandten Technik, d.h. das resultierende Vor-
2hersagemodell, die spätere Beurteilung von Einzelpersonen maßgeblich bestimmen wird.
Hierbei können schon geringfügige Unterschiede in der Vorhersageleistung einzelner Me-
thoden zur Generierung von prognostischen Modellen im Einzelfall darüber entscheiden, ob
bei einem Patienten eine beginnende Schizophrenie - oder andere Erkrankung - zu Recht
oder Unrecht (nicht) diagnostiziert wird. Da diese diagnostische Einschätzung die Grundlage
der weiteren Behandlung bildet, sind die Folgen einer Fehlbeurteilung im Einzelfall erheblich:
So kann etwa mit der fälschlichen Diagnose eines schizophrenen Prodroms eine nicht indi-
zierte Medikation mit Neuroleptika einher gehen, die mit dem Risiko potentieller Nebenwir-
kungen und Spätfolgen verbunden ist. Darüber hinaus wird der betroffene Patient mögli-
cherweise einer unnötigen Stigmatisierung ausgesetzt, die auch heute noch die Diagnose
einer Schizophrenie oft mit sich bringt, und die Einleitung einer adäquaten Behandlung der
eigentlichen Erkrankung bzw. die Fokussierung auf den eigentlichen Problembereich verzö-
gert.
Zu einer solchen Verzögerung der Einleitung einer adäquaten Behandlung führt auch die
Verkennung eines schizophrenen Prodroms. Die Folgen einer solchen Verzögerung sind ei-
ne möglicherweise verzögerte und unvollständige Remission der psychotischen Symptoma-
tik, eine längere stationäre Behandlungsbedürftigkeit, ein höheres Rückfallrisiko, ein stei-
gendes Risiko der Entwicklung persistierender Negativsymptomatik, eine größere Belastung
des Betroffenen, seines Umfelds und seiner Arbeits- und Ausbildungssituation, ein erhöhtes
Risiko zur Ausbildung sozialer Defizite, depressiver Symptomatik und suizidaler Tendenzen,
eine Steigerung der Neigung zu Substanzmißbrauch und nicht zuletzt deutlich höhere Be-
handlungskosten.
In der vorliegenden Arbeit soll deshalb anhand der Daten einer prospektiven psychometri-
schen Studie, des Köln-Bonn-Aachener Früherkennungs-Projekts, die Vorhersage- bzw.
Klassifizierungsleistung von acht Strategien zur Variablenselektion und Entwicklung multiva-
riater Vorhersagemodelle verglichen werden, die zwischen Übergang und Nicht-Übergang in
eine Schizophrenie unterscheiden. Bei den untersuchten Verfahren handelt es sich um die
inferenzstatistischen Ansätze der logistischen Regression und der nonparametrischen Dis-
kriminanzanalyse - jeweils mit und ohne vorgeschaltete hierarchische Clusteranalyse, um
zwei eher deskriptive Ansätze, die zum einen auf den ‘klassischen’ diagnostischer Effizien-
zindizes und zum anderen auf den alternativ hierzu vorgeschlagenen diagnostischen Likeli-
hood Ratios basieren, um einen mengentheoretisch basierten Ansatz nach der Grob-
Mengen-Theorie von Pawlak (1984) und um die auf binäre Daten spezialisierte nicht-
hierarchische Partitionierungsanalyse von Marshall (1986, 1995), die Elemente der Inferenz-
statistik mit Boolschen und mengentheoretischen Überlegungen verbindet. Die beiden letzt-
genannten Verfahren haben bereits in der Inneren und Zahnmedizin sowie der Onkologie
3erfolgreich Anwendung gefunden, wurden jedoch in der psychiatrischen Forschung bislang
nicht berücksichtigt. Ihrer Beschreibung wird deshalb besondere Aufmerksamkeit gewidmet,
während die bekannteren inferenzstatistischen Verfahren nur kurz skizziert werden.
Vor der Darstellung der verwandten Methoden in Kapitel 2.2 wird einleitend ein Überblick
über die Grundlagen und den heutigen Stand der Früherkennung in der Schizophreniefor-
schung gegeben und das den Daten zugrundeliegende Basissymptomkonzept erläutert.
Kapitel 3 wird sowohl den Aufbau der Studie als auch die Versuchsplanung und -
durchführung behandeln. Daran anschließend werden in Kapitel 4 die Ergebnisse der ein-
zelnen Evaluationsverfahren dargestellt und im Hinblick auf ihre Vorhersagekraft für den
Übergang in eine schizophrene Psychose sowie auf ihre inhaltliche Plausibilität und An-
wendbarkeit verglichen. Die Ergebnisse und die daraus resultierenden Implikationen für die
Auswahl zukünftiger Evaluationsmethoden in diesem Forschungsbereich werden in Kapitel 5
diskutiert. Eine abschließende Zusammenfassung der Arbeit wird in Kapitel 6 gegeben.
42 THEORETISCHER UND EMPIRISCHER HINTERGRUND
2.1 FRÜHERKENNUNG SCHIZOPHRENER PSYCHOSEN
2.1.1 Historische Grundlagen
Der Begriff Schizophrenie (griech.: „schizo“ = ich spalte, „phren“ = Geist) wurde 1908 von
dem Schweizer Psychiater Eugen Bleuler (1857-1939) eingeführt. Er bezeichnete hiermit
diejenigen psychischen Störungen, deren Zusammenfassung unter der Bezeichnung De-
mentia praecox zwölf Jahre zuvor von Emil Kraepelin (1896; 1854-1925) vorgelegt worden
war, schlug aber den Terminus Schizophrenie mit der Begründung vor, daß die Spaltung
psychischer Funktionen ein kennzeichnendes Symptom dieser Diagnosegruppe sei.
Kraepelin hatte eine Unterscheidung der heute als funktionelle oder endogene Psychosen
bezeichneten Krankheitsbilder in unabhängige, nach Symptomatik, Ätiologie, die von ihm be-
reits auf physiologischer Ebene angenommen wurde, und klinischem Verlauf differenzierbare
Krankheitsentitäten angestrebt und war zu einer Dichotomisierung in affektive Störungen
(Melancholie und Manie) und Dementia praecox (Katatonie, Hebephrenie und Paranoia) ge-
langt. Obwohl ihm bewußt war, daß eine kleine Gruppe von Patienten, die zunächst manife-
ste Symptome einer Dementia praecox aufgewiesen hatten, keinen geistigen Abbau zeigten,
postulierte er als Charakteristikum dieses Krankheitsbildes einen progressiven, chronischen
Krankheitsverlauf, der unausweichlich in eine 'Verblödung', eine Demenz führe.
Kraepelins Konzept und seine pessimistische Sicht des Verlaufs beeinflußte die traditionelle
Psychiatrie lange Zeit maßgeblich. Auch heute, in der im Zuge der Entwicklung neuerer bio-
logischer Ansätze in der Ätiologieforschung entstandenen Neo-Kraepelinschen Ära, sind die
darauf basierenden Symptomanordnungen von Kurt Schneider (1887-1967) bestimmend
geblieben. In enger Anlehnung an Kraepelins Symptomaufzählung und dessen Kriterium ei-
nes chronischen Verlaufs erarbeitete Schneider (1946) eine Klassifizierung der schizophre-
nen Symptomatik in Symptome ersten und zweiten Ranges, womit er gleichzeitig eine dia-
gnostisch relevante Gewichtung einführte. Unter die Symptome ersten Ranges faßte er Ge-
dankenlautwerden, -entzug, -ausbreitung und -eingebung, dialogische, imperative und kom-
mentierende Stimmen, leibliche Beeinflussungserlebnisse, Willensbeeinflussung und Wahn-
wahrnehmung; zu den Symptomen zweiten Ranges zählte er optische, olfaktorische, gusta-
torische und sonstige akustische Halluzinationen, Wahneinfall, Coenästhesien im engeren
Sinne, einfache Eigenbeziehung, Ratlosigkeit, depressive und maniforme Verstimmungen
sowie eine subjektiv erlebte Gefühlsverarmung.
Auch E. Bleuler hatte in seiner Monographie von 1911 schon eine diagnostische Gewichtung
schizophrener Symptome vorgenommen, indem er zwischen (primären) Grundsymptomen
5und (sekundären) akzessorischen Symptomen differenzierte. Seine Ansicht, es handele sich
bei Schizophrenien nicht um einen tatsächlichen Intelligenzverfall, eine Demenz, sondern um
eine Minderung der Zielgerichtetheit von Denkvorgängen bei überwiegend intakten grundle-
genden Sinnesfunktionen bestimmte seine Definition von Assoziationsstörungen, Affektstö-
rungen, intellektueller Ambivalenz und Ambitendenz sowie Autismus als Grundsymptome.
Alle anderen Symptome, insbesondere Halluzinationen, Wahn und katatone Symptome, be-
trachtete er als sekundär. Obwohl er weitgehend Kraepelins pessimistische Verlaufsbeurtei-
lung teilte, schloß Bleuler im Gegensatz zu Kraepelin Patienten mit einer guten Prognose
nicht aus und erweiterte die Gruppe der Schizophrenien um Patienten mit atypischen Manien
und Melancholien, psychotischer Symptomatik und auffälliger nervöser, zwanghafter oder
impulsiver Symptomatik. Den drei Subtypen der Dementia praecox fügte er darüber hinaus
die Schizophrenia simplex hinzu, wie sie auch heute noch im in den diagnostischen Leitlinien
der Weltgesundheitsorganisation (WHO), der ‘International Classification of Diseases - ICD-
10’ (1993), unter F20.6 aufgeführt ist, und prägte schließlich den Begriff der latenten Schizo-
phrenie.
Bleuler definierte die latente Schizophrenie als feinen, oft subklinischen psychopathologi-
schen Ausdruck der Disposition zur manifesten Schizophrenie, wie er als formes frustes ge-
rade im familiären Umfeld Schizophrener und im individuellen Vorfeld der psychotischen De-
kompensation gehäuft vorkomme. Diese Konzeption hat im ICD-10 unter der Bezeichnung
schizotype Störung (Kodierung F21) Eingang gefunden, wo sie der Schizophrenie und den
wahnhaften Störungen zur Seite gestellt wurde.
Die Bezeichnung schizotype Störung knüpft an Meehls (1962, 1990) in der anglo-
amerikanischen Psychiatrie höchst einflußreiche Konzeption der Schizotypie an. Schizotypie
meint hierbei eine Persönlichkeitsdisposition für die Entwicklung einer Schizophrenie, die auf
der Grundlage eines hypothetischen genetisch fundierten neurologischen Zustandes, der
Schizotaxie, durch den Einfluß polygenetisch determinierter kognitiver Potentatoren und un-
günstiger psychologischer Interaktionen mit der Umwelt entsteht. Der schizotypen Störung
nach ICD-10 entspricht in den diagnostischen Leitlinien der American Psychiatric Association
(APA), der vierten Fassung des ‘Diagnostic and Statistical Manual of Mental Disorders -
DSM-IV’ (1994) weitgehend die schizotypische Persönlichkeitsstörung (301.22). Anders als in
der ICD wurde die schizotype Persönlichkeitsstörung im DSM hingegen in Anlehnung an
Meehls Einschätzung der Schizotypie als Persönlichkeitsdisposition diagnostisch den Per-
sönlichkeitsstörungen zugeordnet. Von der Sache her ist mit Meehls Schizotypie und Bleu-
lers latenter Schizophrenie jedoch etwas ganz Ähnliches gemeint (Klosterkötter, 1998).
62.1.2 Die Vulnerabilitätshypothese
Gegenüber dem Lebenszeitrisiko für eine schizophrene Erkrankung in der Allgemeinbevölke-
rung von einem Prozent zeigten epidemiologische Studien ein erhöhtes Erkrankungsrisiko
bei Personen mit einer familiären Belastung. In einer Übersicht von Familien- und Zwillings-
studien, die in Europa zwischen 1920 und 1987 durchgeführt wurden, fand Gottesman
(1991) ein durchschnittliches Lebenszeitrisiko für die Entwicklung einer schizophrenen Psy-
chose bei biologisch Verwandten bereits manifest schizophren erkrankter Personen, das in
Abhängigkeit vom Verwandtschaftsgrad zwischen 2% bei Cousins/Cousinen dritten Grades
und 48% bei monozygoten Zwillingen liegt.
Die Tatsache, daß die Genpenetranz auch bei monozygoten Zwillingen weit unter 100%
liegt, leistete dem Entstehen von Vulnerabilitätsmodellen Vorschub, wie etwa dem kausalen
Modell von Meehl (1962). Den verschiedenen Vulnerabilitätsmodellen ist die Vorstellung ge-
meinsam, daß die Anwesenheit einer genetisch determinierten Anfälligkeit allein nicht aus-
reichend ist, um den Genotyp in einen Phänotyp umzusetzen, so daß die Einführung eines
auslösenden Moments erforderlich ist, das in Form eines Stressors eine bereits vorhandene
Vulnerabilität als sichtbare Störung manifestiert (s. Abb. 1 und 2).
Eine der frühesten und heute immer noch zutreffenden Überlegungen zur Vulnerabilitätshy-
pothese geht auf Karl Friedrich C. Canstatt (1807-1850) und seine Beschäftigung mit den
Ursachen der „Geisteskrankheiten“, die heute weitgehend unter die Psychosen subsumiert
würden, zurück:
Man beobachtet bei vielen Individuen, die man noch nicht geradezu geisteskrank nen-
nen kann, einen solchen Hochstand der psychischen Erregung, daß es nur eines ge-
ringen Anlasses bedarf, damit wirkliche Alienation entstehe. Wir nennen dies die psy-
chische Vulnerabilität und die meisten Gelegenheitsursachen, welche die Geistes-
krankheit ins Dasein rufen, finden bereits diese Prädisposition vor. (Canstatt, 1841,
S.329)
Im Gegensatz zu Kraepelins Krankheitsmodell der Dementia praecox setzen Vulnerabilitäts-
modelle nicht die Existenz eines zugrunde liegenden, unvermeidlichen und progressiven
Krankheitsprozesses voraus. Sie unterscheiden jedoch den Schizophrenen von anderen
Personen, indem sie bei ihm eine überdauernde Prädisposition postulieren, die unter b-
stimmten psychosozialen Bedingungen die Entwicklung einer akuten Krankheitsepisode be-
günstigt. Hinweise auf eine genetische Belastung finden sich indes bei der Mehrzahl von
schizophren Erkrankten nicht. Bei solchen "sporadisch Schizophrenen" oder "Phänokopien"
(Zubin, 1990, S.46) wird eine erworbene Vulnerabilität vermutet, die z.B. durch pränatale
oder perinatale Läsionen hervorgeruf n sein kann (Murray, 1994).
7Das heute weltweit anerkannteste und die Ergebnisse der Schizophrenieforschung wohl am
besten integrierende Vulnerabilitätsmodell stammt in seiner heutigen Fassung von Nuech-
terlein und Dawson (1984; Nuechterlein, 1987; Nuechterlein & Zaucha, 1990). Es postuliert,
daß das Zusammenspiel vielfältiger Risiko- und Schutzfaktoren - der Person inhärente Vul-
nerabilitätsfaktoren, umweltbedingte Potentatoren und Stressoren sowie personbezogene
und umweltbedingte Schutzfaktoren (s. Abb. 1) - in einer bestimmten Lebenssituation dar-
über entscheidet, ob sich über sogenannte intermediäre ‘states’ (Zwischenstufen) Prodro-
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Entstehen schizophrene Episoden ohne einen erkennbaren äußeren Anlaß, d.h. spielen per-
sönliche Vulnerabilitätsfaktoren eine entscheidende Rolle, so ist nach dem Vulnerabilitäts-
Streß-Bewältigungs-Modell von einer hohen genetischen und/oder erworbenen Vulnerabilität
auszugehen. Sind jedoch umweltbedingte Potenzierungs- und Streßfaktoren im Vorfeld einer
schizophrenen Episode wirksam, wird umgekehrt eine geringe genetisch-hirnorganische Vul-
nerabilität unterstellt, die durch psychosoziale Faktoren erst über die Schwelle zur schizo-
phrenen Symptombildung angehoben wird. Die kritische Schwelle ist hierbei generell um so
Abb. 1:Das Vulnerabilitäts-Streß-Bewältigungs-Modell für die Entwicklung schizophrener Episoden
(nach Nuechterlein, 1987)
8höher anzusetzen, je stärker persönliche und umweltbedingte Schutzfaktoren ausgebildet
sind (Klosterkötter, 1996). Das Zusammenspiel dieser drei Hauptfaktoren, Vulnerabilitäts-,
Schutz- und Potenzierungs- bzw. Streßfaktoren, wird in Anlehnung an Leffs Schwellenmodell
(Leff, 1987) in Abbildung 2 verdeutlicht.
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Abb. 2:Schwellenmodell der Interaktion zwischen Vulnerabilitäts-,
Schutz- und Potenzierungs- bzw. Streßfaktoren anhand eines
hypothetischen Verlaufs mit geringer Vulnerabilität (untere
Kurve) und eines mit hoher Vulnerabilität (obere Kurve; in An-
lehnung an Leff, 1987).
Ob eine Person anfällig für eine schizophrene Psychose ist, hängt also entscheidend von
den Vulnerabilitätsfaktoren ab. Während sich die ersten drei persönlichen Vulnerabilitäts-
faktoren (s. Abb. 1) auf psychophysiologisch meßbare Auffälligkeiten beziehen, wird mit dem
vierten Faktor, den schizotypen Persönlichkeitsmerkmalen, die psychometrische Untersu-
chungsebene angesprochen. Die Gleichstellung dieses hypothetischen Vulnerabilitätsfaktors
mit schizotypen Persönlichkeitsmerkmalen begründet sich in der Überlappung der bei 'high-
risk'-Kindern mit mindestens einem schizophrenen Elternteil gefundenen affektiv-kognitiven
Störungsmuster aus emotionaler Labilität, sozialer Ängstlichkeit, Aggressivität und Mißtra-
en, verflachtem Affekt, eigenartigem Verhalten, Wahrnehmungsabweichungen, bizarren
Denkinhalten und sozialer Anhedonie (Olin & Mednick, 1996; Parnas, 1999) mit den DSM-IV-
Kriterien einer schizotypischen Persönlichkeitsstörung. So ist aus der Sicht der 'high-risk'-
Forschung ohnehin die Schizotypie als Schizophrenie-Spektrum-Störung aufzufassen, wobei
angenommen wird, daß sowohl Personen mit Schizophrenie als auch solche mit schizotypi-
scher Persönlichkeitsstörung, sogenannte "schizotypes" (Olin et al.,1997, p. 93), eine ver-
9gleichbare genetische Anfälligkeit für eine schizophrene Erkrankung besäßen. Die Interakti-
on mit der Umwelt stellt nach dieser Konzeption die entscheidende Determinante dar, die
darüber entscheidet, ob ein solcher Schizotyp im Laufe seines Lebens psychotisch dekom-
pensiert.
Entsprechend rechnet Nuechterlein zu den schizotypen Persönlichkeitsmerkmalen auch
subklinische kognitive Gleitvorgänge, wie sie etwa mit dem 'Thought Disorder Index - TDI'
(Johnston & Holzman, 1979) erfaßt werden, und feine selbstwahrgenommene Denk-, Per-
zeptions- und Propriozeptionsstörungen im Sinne der sogenannten Wisco sin-Skalen, ins-
besondere der 'Physical Anhedonia Scale - PAn' (Chapman, Chapman & Raulin, 1976), der
'Magical Ideation Scale - MAG' (Eckblad & Chapman, 1983) und der 'P ceptual Aberration
Scale - PER' (Chapman, Chapman & Raulin, 1978), die stark auf Meehls Konzeption der
Schizotypie basieren (eine neuere Übersicht über die einzelnen Skalen und hierauf bezoge-
ne Forschungsergebnisse gibt Edell, 1995). Solche selbstwahrgenommenen subklinischen
attentional-perzeptiv-kognitiven Störungen sind unter dem Terminus technicus Basissym-
ptome bereits seit den 60er Jahren auch in Deutschland von Gerd Huber (1966) beschrieben
und später in Form der 'Bonner Skala für die Beurteilung von Basissymptomen - BSABS'
(Gross, Huber, Klosterkötter & Linz, 1987) operationalisiert worden (vgl. Kap. 2.1.7 und
3.1.2.2).
2.1.3 Epidemiologie und Verlauf
In einer vergleichenden Studie der WHO zu Manifestationsformen, Inzidenz und Verlauf von
schizophrenen Störungen in 10 Ländern an insgesamt 1 379 schizophrenen Patienten im
Alter zwischen 15 und 54 Jahren und einem 2-Jahres-Follow-up (Jablensky et al., 1992)
wurden die Ergebnisse der in den 60er Jahren durchgeführten International Pilot Study f
Schizophrenia (IPSS; WHO, 1973) weitgehend bestätigt: Schizophrene Erkrankungen traten
weltweit mit ähnlichen Inzidenzraten auf (1,5 bis 4,2 von 100 000 Personen bei einer ICD-9
Schizophrenie-Definition (1975), 0,7 bis 1,4 pro 100 000 bei einer engeren Definition nach
CATEGO S+ (Wing, 1976)) und beeindruckten in den verschiedenen Kulturen eher durch die
Ähnlichkeiten als durch die Unterschiede im klinischen Bild. Das aus den Daten erschlosse-
ne Lebenszeitrisiko, an einer Schizophrenie zu erkranken, betrug hiernach bei Zugrundele-
gen der weiter gefaßten ICD-9-Definition zwischen 0,5 und 1,72% und bei Verwendung der
strikteren Definition nach CATEGO S+ zwischen 0,26 und 0,54%. Das Alter für Ersterkran-
kungen lag im Durchschnitt bei Frauen einige Jahre höher als bei Männern, wobei 58% der
Patienten jünger als 35 Jahre waren. Der Krankheitsausgang zeigte sich insgesamt variabel
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und abhängig von genetischen, entwicklungsmäßigen und umweltbedingten Einflüssen, er-
schien aber in entwickelten Ländern günstiger. In dem zweijährigen Katamnesezeitraum
blieb es bei 50,3% der Patienten bei einer einmaligen psychotischen Episode, 31,1% hatten
zwei oder mehr Episoden, die jeweils vollständig remittierten, und nur bei 15,7% kam es zu
einem chronischen Verlauf. Zehn bis 19% der Patienten wurden retrospektiv als extrem
schüchterne, vornehmlich allein spielende und überangepaßte Kinder beschrieben, und in
der Adoleszenz waren retrospektiv 30% der schizophrenen Patienten als sehr reserviert und
ruhig, 22% als überaus sensibel und 10% als besonders mißtrauisch in ihrem Verhalten g-
schildert worden.
Eine in Deutschland mit dem ‘Instrument for the Retrospective Assessment of the Onset of
Schizophrenia - IRAOS’ (Häfner et al., 1990) durchgeführte, methodisch sehr elaborierte
epidemiologische Studie, die vornehmlich auf die retrospektive Erfassung des frühen Ver-
laufs bei Patienten mit einer schizophrenen Erstmanifestation abzielte, die Mannheimer
A(ge)-B(eginning)-C(ourse) Study (Häfner, 1993; Häfner et al., 1990; Häfner, Nowotny, Löff-
ler, an der Heiden & Maurer, 1995; Maurer & Häfner, 1995) kam zu ganz ähnlichen Ergeb-
nissen, bot darüber hinaus aber noch weitere Aufschlüsse über den Frühverlauf von Schizo-
phrenien.
Bei 73% der Patienten zeigte sich hiernach eine prodromale Phase von durchschnittlich fünf
Jahren (s. Abb. 3), die durch eine kontinuierliche oder häufig wiederkehrende unspezifische
Symptomatik und/oder Negativsymptomatik gekennzeichnet war und bei Männern im Schnitt
drei bis vier Jahre früher als bei Frauen einsetzte. Die Prodromalphase begann in 77% aller
Fälle vor dem 30. Lebensjahr, in 4% sogar vor dem zehnten Lebensjahr. Unter den mit dem
IRAOS erhobenen subjektiv erlebten unspezifischen Symptomen befinden sich auch Sym-
ptome der BSABS und der Wisconsin-Skalen PER und PAn; die beobachtbaren Negativ-
symptome wurden u.a. in Anlehnung an die 'Scale for the Assessment of Negative Sym-
ptoms - SANS' (Andreasen, 1982) definiert. Hierbei ist zu berücksichtigen, daß zwischen un-
spezifischen und negativen Symptomen einige Berührungspunkte bestehen und gerade
subjektive Defizienzerfahrungen der Patienten einen Teil der schizophrenen Minussympto-
matik ausmachen (Kukla & Gold, 1991). In der ABC-Studie fanden sich als häufigste erste
Anzeichen der Störung in 22 bis 14% der Fälle Konzentrations- und subjektive Denkstörun-
gen, Antriebsverlust und Verlangsamung, Mißtrauen und sozialer Rückzug sowie Angst im
Sinne einer Veränderung gegenüber der prämorbiden Phase (Häfner et al., 1995).
Im Anschluß an die Prodromalphase zeigte sich eine durchschnittlich 1,1 Jahre währende
psychotische Vorphase, deren Beginn durch das Auftreten des ersten positiven Symptoms
definiert war und in der es zu einem eklatanten Anstieg der Positivsymptomatik kam, so daß
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eine stationäre Aufnahme im Schnitt zwei Monaten nach Erreichen der maximalen Ausprä-
gung der Positivsymptomatik erfolgte (s. Abb. 3).
Eine Erhebung des sozialen Funktionsniveaus zwei Jahre nach der Ersthospitalisierung an
der gleichen Stichprobe zeigt einen deutlichen Zusammenhang mit dem prämorbiden sozia-
len Status, wobei Defizite in der sozialen Rollenanpassung in der Hauptsache während der
Prodromal- und der psychotischen Vorphase entstanden. Der im Vergleich zu Frauen eher
ungünstigere langfristige Verlauf bei Männern wurde daher auf den früheren Krankheitsbe-
ginn und die dadurch früher und umfangreicher gestörte soziale Anpassung zurückgeführt.
Diese Ergebnisse verdeutlichen nach Häfner und Kollegen (1995) die Dringlichkeit der Frage
nach einem früheren Einsatz therapeutischer und rehabilitativer Maßnahmen, um der Ent-
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Abb. 3: Frühphasen der Schizophrenie vom ersten Krankheitsanzeichen bis zur Ersthospitalisierung
(modifiziert nach Häfner & Maurer, 1996).
Die negativen Auswirkungen des verzögerten Beginns der Behandlung einer schizophrenen
Psychose werden ebenfalls durch Ergebnisse der neueren sogenannten firs -episode-
Forschung belegt. Diese Forschungsrichtung zielt insbesondere auf eine Verkürzung der
Dauer der psychotischen Vorphase ab, in der bereits schizophrenietypische und diagno-
stisch relevante Positivsymptome vorliegen, da immer wieder gezeigt werden konnte, daß
der Zeitraum der unbehandelten oder nicht adäquat behandelten Psychose negativ mit dem
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Therapieerfolg korreliert ist (Malla, Norman & Voruganti, 1999). So fanden sich in den unter-
schiedlichen Arbeiten hierzu Zusammenhänge zwischen der Dauer der unbehandelten Psy-
chose und
· einer verzögerten und unvollständigen Remission der Symptomatik (Birchwood &
Macmillan, 1993; Johnstone, Crow, Johnson & Macmillan, 1986; Loebel et al., 1992;
McGorry, Edwards & Mihalopoulos, 1996),
· einer längeren stationärer Behandlungsbedürftigkeit und einem höheren Rückfallrisiko
(Helgason, 1990),
· einer geringeren Compliance, einer höheren Belastung der Familie und einem erhöhten
Expressed Emotion-Niveau (Brown & Birtwistle, 1998; Stirling et al., 1991, 1993),
· einem erhöhten Komorbiditäts- und Suizidrisiko (Addington & Addington, 1998; Addington,
Addington, & Patten, 1998; Hambrecht & Häfner, 1996; Koreen et al., 1993; Strakowski,
Keck, McElroy, Lonczak & West, 1995),
· einer größeren Belastung der Arbeits- und Ausbildungssituation (Johnstone, Macmillan,
Frith, Benn & Crow, 1990; Larsen, McGlashan & Moe, 1996)
· einem schwächeren supportiven sozialen Netzwerk (Larsen, Johannessen & Opjordsmo-
en, 1998),
· erhöhtem Substanzmißbrauch und delinquentem Verhalten (Humphreys, Johnstone,
Macmillan & Taylor, 1992),
· möglichen zerebralen pathophysiologischen Veränderungen (Lieberman, Kinon & Loebel,
1990; Wyatt, 1991) und
· höheren Behandlungs- und Folgekosten (Genduso & Haley, 1997; McGorry & Edwards,
1997; Williams & Dickson, 1995).
Da diese Ergebnissen jedoch in erster Linie auf korrelativen Zusammenhängen basieren, ist
zu beachten, daß rein korrelative Beziehungen noch keine Aussagen über kausale Zusam-
menhänge erlauben und auch durch eine dritte Variable konfundiert sein können, wie etwa
die Art des Krankheitsbeginns - schleichend vs. akut (Malla & Norman, 1999). Dennoch
kommen Malla, Norman und Voruganti (1999) nach einer Sichtung der first-episode-Literatur
zu dem Schluß: „The arguments for early and optimal intervention are compelling.“ (p. 845).
Und es erscheint wie bei vielen somatischen Erkrankungen auch bei der Schizophrenie der
Grundsatz Gültigkeit zu besitzen: „Je früher die Behandlung einsetzt, um so günstiger ge-
staltet sich der Verlauf.“ (Klosterkötter, 1998, S. 367), wobei der genaue Zeitpunkt, zu dem
eine solche Behandlung einsetzen sollte, noch weiterer Forschung bedarf, um etwa eine be-
ginnende akut-psychotische Störung klar von einer kurzen, spontan remittierenden psychoti-
schen Episode abgrenzen zu können (Malla & Norman, 1999).
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2.1.4 Präventionsansätze
Den Ergebnissen von Studien zum Verlauf schizophrener Störungen folgend muß hiermit in
den meisten Fällen eine schizophrene Erkrankung als ein Prozeß aufgefaßt werden, der
unterschiedliche Phasen durchläuft. Entsprechend kann die Prävention eines Ausbruchs ei-
ner schizophrenen Episode auf verschiedenen Ebenen erfolgen: der primären, der sekundä-
ren und der tertiären (s. Abb. 4).





















Prävention primär sekundär tertiär
Phasen der Schizophrenie
Abb. 4: Phasen einer schizophrenen Erkrankung und Präventionsstrategien (modifiziert nach
Johannessen & Larsen, unpublished).
Eine primäre Prävention bzw. Prophylaxe schizophrener Erkrankungen, deren Erfolg in der
Senkung der Inzidenz von Schizophrenie zum Ausdruck käme, wird nur durch unspezifische
Interventionsformen in der Allgemeinbevölkerung, wie etwa verbesserte Bedingungen bei der
Geburt zur Vermeidung von Geburtskomplikationen, Steigerung der allgemeinen Hygien-
standards zur Vermeidung von Virusinfektionen (McGlashan, 1996) oder Beseitigung depri-
vierender Lebensbedingungen (van Os, Vortrag an der Psychiatrischen Klinik der Universität
zu Köln, 12.08.1998), zu erreichen sein.
Dagegen umfaßt eine sekundäre Prävention gezielte Interventionsstrategien, die den Aus-
bruch einer akuten psychotischen Episode bei identifizierten Risikopersonen verhindern hel-
fen sollen. Sie ist somit auf eine Reduktion der Prävalenz von Schizophrenie bzw. der Inzi-
denz von schizophrenen Erkrankungen im Sinne heutiger Diagnosekriterien nach ICD-10
und DSM-IV ausgerichtet. Demgegenüber zielt die tertiäre oder Rückfallprävention auf eine
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Senkung der Morbidität ab und soll die Langzeitprognose bereits erkrankter Personen ver-
bessern. Vor allem auf diesem Gebiet wurden in den letzten drei Jahrzehnten bereits erheb-
liche Erfolge erzielt.
So ergab hinsichtlich der Rückfallprävention ein Überblick über frühe Vergleichsstudien zum
Verlauf bei neuroleptisch behandelten und neuroleptisch unbehandelten Patienten  eindeu-
tig, daß durch eine neuroleptische Medikation eine deutlich bessere Prognose zu erreichen
war (Wyatt, 1991). Darüber hinaus konnte in neueren Studien gezeigt werden, daß eine
weitere Verbesserung der Langzeitprognose über eine strukturierte Langzeitbehandlung mit
zusätzlichen psychosozialen Interventionsansätzen erzielt werden konnte, die Familieninter-
vention, supportive Psychotherapie und die Beobachtung früher Symptome eines Rückfalls,
sogenannter early signs (Birchwood et al., 1989; Herz & Melville 1980), beinhalteten (Hein-
richs, Cohen & Carpenter, 1985; Hogarty, Anderson & Reiss, 1986).
Die Identifikation von Prodromalsymptomen eines Rückfalls ist hierbei von besonderer Be-
deutung, da ihr Auftreten oder ihre Zunahme den Zeitpunkt einer gezielteren Tertiärpräventi-
on vorgeben (Herz & Lamberti, 1995). Zur Erfassung der Prodromalsymptome eines Rezidivs
wurden eine Reihe klinischer Modelle und Testverfahren entwickelt (Birchwood, 1992), wobei
die bekanntesten sicherlich der 'Early Signs Questionnaire - ESQ' (Herz & Melville, 1980)
und die 'Early Signs Scale - ESS' (Birchwood et al., 1989) sind. Eine Reihe von Studien zur
Vorhersage schizophrener Rezidive demonstrierten dabei eine intraindividuelle Stabilität des
interindividuell stark variierenden Musters von Prodromalsymptomen eines drohenden
Rückfalls (Birchwood, 1992; Birchwood et al., 1989; Heinrichs & Carpenter, 1985; Herz &
Melville, 1980), für die Birchwood (1992) den Begriff der relapse signature prägte.
Da oft angenommen wird, daß kein prinzipieller Unterschied zwischen tertiärer und sekundä-
rer Prävention bzw. zwischen initialem und Rückfallprodrom besteht (Cutting, 1985; Docher-
ty, van Kammen, Siris & Marder, 1978; Johannessen & Larsen, unpublished; Keith &
Matthews, 1991), können die Ergebnisse zur Rückfallforschung bedingt auch auf das Pro-
drom einer schizophrenen Erstmanifestation ausgedehnt werden, wobei empirische Studien,
die das Ausmaß der Übereinstimmung zwischen dem Prodrom eines Rezidivs und der Erst-
manifestation in Einzelfällen untersuchen, bislang noch ausstehen. Ein Unterschied zwi-
schen initialem und Rückfallprodrom kommt jedoch schon heute recht klar zum Ausdruck
(Yung & McGorry, 1996): Prodrome eines psychotischen Rezidivs sind mit einer durch-
schnittlichen Dauer von einigen Wochen erheblich kürzer als das initiale Prodrom vor der
psychotischen Erstmanifestation, das bis zu Jahrzehnten andauern kann. Mögliche Ursa-
chen für eine solch unterschiedliche Dauer können zum einen in einer nach der ersten Epi-
sode erhöhten Vulnerabilität für eine psychotische Dekompensation, zum anderen aber auch
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in einem reduzierten Schwellenwert für die Manifestation psychotischer Symptome nach dem
Beginn einer psychotischen Störung liegen.
Im Gegensatz zu der Prävention von Rückfällen wird die Prävention einer ersten akuten
schizophrenen Psychose in der Prodromalphase bei identifizierten Risikopersonen, die se-
kundäre Prävention, trotz der angenommenen Ähnlichkeiten zwischen Rezidiv- und initialen
Prodromalsymptomen einer schizophrenen (Erst-)Episode erheblich dadurch erschwert, daß
gerade die Identifizierung von Personen in einer schizophrenen initialen Prodromalphase auf
Grund der im Vergleich zu der Akutsymptomatik größeren Unspezifität der Prodromalsym-
ptomatik bis heute noch nicht mit hinlänglicher Sicherheit erfolgen kann (Malla, Norman &
Voruganti, 1999; McGlashan, 1996; Vaglum, 1996; Yung & McGorry, 1997; Yung et al.,
1996). Während diese Unspezifität bei der tertiären Prävention nur eine untergeordnete
Rolle spielt - immerhin ist hier bereits bei dem einzelnen Patienten eine schizophrene Er-
krankung bekannt, ist sie bei der sekundären Prävention von maßgeblicher Bedeutung, da
sie die Gefahr in sich birgt, Personen, die noch niemals manifest schizophren erkrankt wa-
ren, fälschlich als 'prä-schizophren' oder in der Prodromalphase einer Schizophrenie befind-
lich zu diagnostizieren (Bell, 1992). Bevor also ähnliche Präventivmaßnahmen wie vor einem
Rezidiv auch vor einer schizophrenen Erstmanifestation eingeleitet werden können, muß ei-
ne verläßliche Früherkennung schizophrener Psychosen gesichert sein.
2.1.5 Das Früherkennungsparadigma
Die Konzeption schizophrener Vulnerabilität, eingebettet in die Annahme eines schizophre-
nen Spektrums, geht von einer Normalverteilung psychotischer Züge in der Allgemeinbevöl-
kerung aus, in der schizophren erkrankte Personen nur „the tip of an iceberg of human psy-
chotic proclivity“ (McGlashan & Johannessen, 1996, p. 202) darstellen. So zeigte beispiels-
weise eine in Südfrankreich durchgeführte Feldstudie (van Os et al., 1999; Verdoux et al.,
1998), daß paranoid wahnhafte Überzeugungen nicht nur bei Personen mit schizophrener,
schizoaffektiver oder affektiver Psychose vorkommen, sondern auch bei psychisch gesun-
den Patienten allgemeinmedizinischer Praxen auftreten.
Bei einer gezielten sekundären Prävention müssen also nicht nur Personen mit einer erhöh-
ten Vulnerabilität für Schizophrenie identifiziert werden, sondern unter ihnen vor allem jene,
die erste Anzeichen einer beginnenden schizophrenen Erkrankung bieten. So wird entspre-
chend im Vulnerabilitäts-Streß-Bewältigungs-Modell von Nuechterlein (Nuechterlein & Da-
wson, 1984) zwischen sogenannten state- und trait-Merkmalen unterschieden. Während
letztere zeitlich überdauernde Merkmale beschreiben, die eine generelle Anfälligkeit für schi-
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zophrene Erkrankungen anzeigen, sind state-Merkmale zeitlich auf die schizophrene Episo-
de begrenzt und kehren während der klinischen Remission auf einen Ausgangswert zurück,
der sich nicht von dem in der Allgemeinbevölkerung unterscheidet. Sie sind somit kein Cha-
rakteristikum einer schizophrenen Vulnerabilität. Kennzeichnend für die Prodromalphase ei-
ner Schizophrenie werden Symptome betrachtet, die sowohl trait- als auch state-Charakter
besitzen (Klosterkötter, 1996; Nuechterlein & Dawson, 1984; Parnas, 1999; s. Abb. 5).
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Abb. 5: Trait-state-Kontinuum (modifiziert nach Nuechterlein & Dawson,
1984)
2.1.5.1Vulnerabilitätsindikatoren
Vulnerabilitätsindikatoren hingegen wird trait-Charakter zugeschrieben (s. Abb. 5). Sie wer-
den deshalb überwiegend aufgrund von übereinstimmenden Auffälligkeiten bei bereits schi-
zophren erkrankten Patienten und ihren (noch) psychisch gesunden biologischen Angehöri-
gen oder aufgrund von Verlaufsbeobachtungen schizophrener Patienten im frühen Stadien
der schizophrenen Erkrankung beschrieben (Cornblatt, Obuchowski, Schnur & O’Brien,
1998; Parnas, 1999). Die Identifikation solch überdauernder Vulnerabilitätsindikatoren wird
als wesentlich bei der Aufdeckung eines schizophrenen Genotyps angesehen (Nuechterlein
et al., 1992).
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Tab. 1: Mögliche Vulnerabilitätsindikatoren der Schizophrenie zusammengestellt nach Übersichten
von Carpenter und Buchanan (1994), Erlenmeyer-Kimling und Cornblatt (1987), Kremen
und Mitarbeiter (1994), McGlashan und Johannessen (1996), Moldin und Erlenmeyer-
Kimling (1994) sowie Nuechterlein und Mitarbeiter (1992).
Klinisch
Persönlichkeitsstörung des DSM-III-R-/DSM-IV-Clusters A
Schizotypie im individuellen Fall oder in der Familie
Familiäre Belastung mit einer Schizophrenie-Spektrum-Störung
Verhaltensbezogen
Frühe neurointegrative Defizite im Temperament, in der Erregung und in der Entwicklung
Prämorbide Auffälligkeiten: auf perzeptiv-kognitiven Defiziten basierende Verhaltensauffälligkeiten, affektiv,
neuromotorische Dysfunktionen, geringe emotionale Ausdrucks- und Resonanzfähigkeit, soziale Kom-
petenzdefizite, Einzelgängertum, Antriebsschwäche, schulische und funktionelle Defizite
Umweltbezogen
Psychosozialer Streß: negatives affektives Klima, niedriger sozioökonomischer Status, instabiles Erzie-
hungsumfeld





Strukturelle Hirnabweichungen: Erweiterungen der lateralen Ventrikel und der Basalganglienkerne, Verä-
derungen des Limbischen Systems, des Gyrus parahippocampalis und des Gyrus cingulus anterior,
Volumenverkleinerung der Amygdala, des Temporallappens und des Hippocampus
Verringerung der Stoffwechselaktivitäten und des Blutfluß’ im Frontallappen, Präfrontallappen und inferio-
ren Parietallappen.
Chemisch
Homovanillinsäure im Blutplasma und der Zerebrospinalflüssigkeit bei einer schizotypischen Persönlich-
keitsstörung
Monoamidoxidase in Plättchen bei einer schizotypischen Persönlichkeitsstörung
Dopaminerge Hypoaktivität im mesokortikalen verbunden mit Hyperaktivität im mesolimbischen System
Veränderungen der norephedrinergen, serotonergen oder glutaminergen Aktivität
Genetisch
Polygenetischer Erbgang: bisher keine verläßlichen Ergebnisse zu Anzahl, Heterogenität und Art involvier-
ter Gene oder Transmissionsreihen. Vorläufige Daten weisen auf unterschiedliche Erbreihen bei pro-
duktiven und negativen Symptomen hin.
Psychophysiologisch
Autonome Reaktionen: Störungen des elektrodermalen Aktivierungsniveaus
Motorisch
Defizite in langsamen Augenfolgebewegungen
Visuelles Scannen / Fixieren
Halteinduzierte Muskelspannung
Neuromotorische Defizite (Mirror drawing)
Perzeptiv-kognitiv
Defizite in der Vigilanz (Continuous Performance Test)
Defizite in der Antwortbereitschaft bei einfachen Reaktionstests
Defizite der selektiven Aufmerksamkeit (Span of Apprehension Test)
Defizite der frühen Informationsverarbeitung (10-letter forced-choice Span of Apprehension Test, degra-
ded-stimulus Continuous Performance Test)
Defizite in kognitiven, visuell-räumlichen und sensorisch-motorische Inhibierungs- und Aktivierungsprozes-
sen der Informationsverarbeitung (startle reflex, prepulse inhibition, backward masking, Embedded
Figures Test, negative priming, ereignisevozierte Potentiale, mismatch negativity, P300 La enz)
Defizite in der Diskrimination mehrdeutiger Stimuli
Perzeptiv-motorische Geschwindigkeit (Trail Making Test, Stroop Test)
Lockerung der Assoziationen (semantic priming)
Hemisphärische Integration / Asymmetrie (dichotic listening, Händigkeit, Textverständnis und -wiedergabe)
Neuropsychologisch
Geringer IQ
Störung von Abstraktionsvermögen / Konzeptbildung (Object-sorting Test, Wisconsin Card Sorting Test)
Defizite in der mentalen Kontrolle / Enkodierung (A ditory and visual digit span test, dichotic listening)
Störungen verschiedener Gedächtnisfunktionen
Feine Störungen der expressiven und rezeptiven Sprache
Dyslexie
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Tabelle 1 gibt einen Überblick über potentielle Vulnerabilitätsindikatoren. Die Frage der Spe-
zifität der darin aufgeführten Indikatoren für Schizophrenie ist meist noch ungeklärt, ebenso
wie ihre Charakterisierung als trait- oder state-trait-Merkmale.
Während es also eine Fülle von möglichen Vulnerabilitätsindikatoren gibt, ist der Weg, auf
dem der schizophrene Genotyp in einen schizophrenen Phänotyp übergeht, noch ungeklärt.
Einer der hypothetischen Übergänge in eine schizophrene Erkrankung führt über eine biolo-
gisch-genetisch determinierte Vulnerabilität zu einer Instabilität in der neuronalen Entwick-
lung während der Schwangerschaft (Lewis & Murray, 1987). Diese Instabilität kann in einer
abnormen Neuroanatomie resultieren (Cannon et al., 1993) oder in einer erhöhten Anfällig-
keit des Fötus für neuronale Schädigungen durch Stressoren wie etwa Influenza (Barr, Med-
nick & Munk-Jørgenson, 1990), Hungersnöte und damit einher gehende Unterernährung
(Susser & Shang, 1992) oder Morbus heamolyticus fetalis (Hollister, Laing & Mednick, 1996)
insbesondere innerhalb des zweiten Schwangerschaftstrimesters.
Bislang ungeklärt bleibt jedoch die Frage, warum eine genetisch determinierte Vulnerabilität
für Schizophrenie meist nicht ihren phänotypischen Ausdruck vor der Adoleszenz findet. Eine
mögliche Erklärung hierfür liegt in der Ausweitung der Hypothese einer genetisch erhöhten
Anfälligkeit für Störungen der embryonalen neuronalen Entwicklung auf die Adoleszenz.
Hierbei wird angenommen, daß die in der Adoleszenz stattfindende Eliminierung kortikal-
kortikaler Synapsen, das sogenannte synaptic pruning (Hüttenlocher, 1979), über ihre nor-
malen entwicklungsmäßigen Grenzen hinaus geht (Hoffman & McGlashan, 1993; Hoffman et
al., 1995).
So unzweifelhaft eine biologisch determinierte Vulnerabilität bei allen offenen Fragen heute
auch ist (McGlashan & Johannessen, 1996; Parnas, 1999), so ist sie nach Erkenntnissen ei-
ner finnischen Adoptionsstudie jedoch keine hinreichende Bedingung für die Entwicklung ei-
ner akuten schizophrenen Episode (Tienari et al., 1985). Vielmehr muß noch  - wie bereits in
Abbildung 1 und 2 dargestellt - mindestens ein psychosozialer Stressor hinzutreten, um zu
einer psychotischen Dekompensation zu führen.
Die Anwesenheit eines oder mehrerer Vulnerabilitätsindikatoren rechtfertigt also noch keine
sekundärpräventiven Maßnahmen, auch wenn das Vorliegen mehrerer Indikatoren theore-
tisch das Risiko einer falsch-positiven ‘prä-schizophrenen’ Diagnose verringert (Bell, 1992).
2.1.5.2Prodromalsymptome
Nach dem Modell von Nuechterlein (s. Abb. 1 und 5) führt ein ständiger Anstieg der subklini-
schen Störungen - repräsentiert durch die intermediären ‘states’ - zu der Entwicklung von
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Prodromalsymptomen. Eine Vielzahl von Prodromalsymptomen sind sogenannte vermit ln-
de (engl.: „mediating“) Vulnerabilitätsfaktoren mit trait- und state-Charakter, die mit hoher
Wahrscheinlichkeit genetisch beeinflußt sind und von denen zu erwarten ist, daß sie mit ei-
ner abnorm hohen Häufigkeit in ‘high-risk’-Populationen auftreten. Sie werden als hilfreich
bei dem Versuch angesehen, Personen mit einer beginnenden Schizophrenie zu identifizie-
ren. Im Gegensatz zu den überdauernden Vulnerabilitätsindikatoren in Nuechterleins Modell
gelten sie als Verbindungsglieder, die der psychotischen Symptombildung kausal näher ste-
hen als die Vulnerabilitätsindikatoren (Nuechterlein et al., 1992). Dabei wird angenommen,
daß Prodromalsymptome oft zu einer Erhöhung des Streßniveaus führen, vermehrt die Ent-
wicklung protektiver Faktoren hervorrufen und temporär das Vulnerabilitätsniveau verändern
(s. Abb. 1). Hypothetisch evoziert die Interaktion von erhöhter psychobiologischer Vulnerabi-
lität und erhöhtem Streßniveau so einen kontinuierlichen Anstieg der Dysfunktionalität, also
der Schwere der intermediären states und der Prodromalsymptomatik, es sei denn, die vor-
handenen protektiven Faktoren stellen einen ausreichenden Schutz dar. Tun sie dies nicht,
wird die Schwelle zur psychotischen Symptombildung letztendlich überschritten (s. Abb. 2),
und das Individuum erlebt eine akute psychotische Episode, die oft von Einbußen in der so-
zialen und arbeitsbezogenen Leistungsfähigkeit begleitet ist (s. Abb. 1; Nuechterlein et al.,
1992).
Der Begriff Prodrom (griech. prodromoV: Vorläufer) bezeichnet hierbei in der Medizin die frü-
hen Symptome, die der charakteristischen Manifestation einer akuten und voll entwickelten
Krankheit vorausgehen. Damit stellt das Prodrom im engeren Sinne ein retrospektives Kon-
zept dar, das zu diagnostizieren erst nach der Ausbildung der endgültigen Krankheitssym-
ptomatik möglich ist (Yung & McGorry, 1996). In der Psychiatrie bzw. Schizophreniefor-
schung definiert sich das Prodrom entsprechend über die Zeitspanne präpsychotischer Auf-
fälligkeiten, die eine Abweichung von den vorhergehenden Erlebnis- und Verhaltensweisen
einer Person darstellen. Hierbei ist das initiale Prodrom einer psychotischen Erstmanifestati-
on von Prodromen psychotischer Rezidive zu unterscheiden, in denen es meist nicht nur zu
einer erneuten Ausbildung im Einzelfall bereits bekannter prodromaler Auffälligkeiten im Sin-
ne einer ‘relapse signature’ kommt, sondern auch zu einem Anstieg möglicherweise beste-
hender Residualsymptome. Während diese generelle Definition unter Klinikern und For-
schern weitgehenden Konsens erzielt, gibt es doch Differenzen über die genaue Bestim-
mung der Zeitspanne, über die ein initiales Prodrom zu definieren ist. Während eine Mög-
lichkeit darin besteht, das Selbsterleben des Patienten für die Beschreibung der Prodrom-
dauer heranzuziehen, d.h. das Prodrom durch die Zeit zwischen den ersten subjektiv erleb-
ten subklinischen Veränderungen und den ersten subjektiv erlebten psychotischen Sympto-
men zu beschreiben, besteht eine zweite Möglichkeit darin, die Beobachtungen von Bezugs-
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personen zugrunde zu legen, d.h. das Prodrom über die Zeit zwischen den ersten von den
Bezugspersonen beobachteten subklinischen Veränderungen und den ersten beobachteten
psychotischen Symptomen zu definieren (s. Abb. 6). Ein alternativer Ansatz ist die Konsens-
bildung zwischen den Angaben des Patienten und denen seiner Bezugspersonen (Beiser,
Erickson, Fleming & Iacono, 1993; Häfner et al., 1990; Loebel et al., 1992), d.h. die Definition
des Prodroms als Zeitspanne zwischen den validen und in den Angaben von Patient und
Bezugspersonen möglicherweise übereinstimmenden Schilderungen erster subklinischer
Veränderungen und erster psychotischer Symptome. Dabei können die Zeitangaben zu dem
Beginn des Prodroms und dem der psychotischen Episode aufgrund der oft schleichend-
graduellen Veränderungsprozesse meist nicht auf einen fixen Zeitpunkt - wie es in Abbildung
6 den Anschein hat, sondern nur auf ein Zeitintervall eingegrenzt werden. Diese Einschrän-
kung gilt insbesondere für den Beginn des initialen Prodroms (Beiser et al., 1993). Eine Ur-
sache hierfür liegt in der der Prodromdefinition innewohnenden Retrospektivität der Anga-

































  erste von Bezugspersonen bemerkte Veränderungen










 Abb. 6: Zeitpunkte der selbst- oder fremdbeobachtete Veränderungen bei der Entwicklung ei-
ner Psychose (modifiziert nach Yung & McGorry, 1996)
Es konnte gleichwohl gezeigt werden, daß auch rein subjektiv erlebte und bereits länger zu-
rückliegende subklinische Veränderungen aus der Erinnerung des Betroffenen heraus noch
zuverlässig zu ermitteln sind (Cutting & Dunne, 1989), und dies auch unabhängig vom schu-
lischen Ausbildungsniveau (Jaeger, Bitter, Czobor & Volavka, 1990) oder dem allgemeinen
Intelligenzniveau (Schultze-Lutter & Klosterkötter, 1995). Empirische Untersuchungen zu
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dem möglichen Einfluß von individuellen Erklärungsmodellen für die spätere Psychose, von
etwaigen Schuldgefühlen auf Seiten der Angehörigen, von Verdrängungsmechanismen als
Bewältigungsstrategie der Psychose oder von dem psychisch-mentalen Zustand des Pati-
enten zum Zeitpunkt der Befragung stehen bislang noch aus. Um jedoch den Einfluß psy-
chotisch bedingter kognitiver Denk- und speziell Gedächtnisdefizite im Sinne einer konfun-
dierenden Störvariable zu vermeiden, sollte die retrospektive Erfassung präpsychotischer
subjektiver Veränderungen in der Remissionsphase nach Abklingen der akut-psychotischen
Symptomatik erfolgen (Maurer & Häfner, 1995).
Trotz der retrospektiven Definition eines Prodroms und der daraus resultierenden methodi-
schen Probleme bei der Erfassung von Prodromalsymptomen wurde immer wieder auf die
Bedeutung einer präventiv ausgerichteten Früherkennung und -behandlung von schizophre-
nen Psychosen zur Vermeidung schwerwiegender psychologischer und sozialer Folgeschä-
den hingewiesen (Birchwood & Macmillan, 1993; Cameron, 1938; Docherty, van Kammen,
Siris & Marder, 1978; Falloon, 1992; Klosterkötter, 1998; Malla & Norman, 1994; McGorry,
1998; Parnas, 1999; Yung & McGorry, 1997). Doch um dies zuverlässig leisten zu können,
...a detailed characterization of the symptoms and signs of initial psychotic prodrome
and a study of the evolution of prodromal symptoms to psychotic symptoms are neces-
sary for early diagnosis and intervention. In particular, specific symptoms heralding a
psychotic episode need to be identified. (Yung & McGorry, 1996, p. 356)
Mit anderen Worten wird also die Erstellung valider und reliabler symptom- und entwick-
lungsbezogener Vorhersagemodelle für psychotische Erstmanifestationen als Voraussetzung
für eine Früherkennung und -behandlung angesehen.
2.1.5.3Methoden zur Erfassung von Prodromalsymptomen
Bei der Erfassung von Prodromalsymptomen wurden neben den wenigen Geburts-
Kohortenstudien (eine Übersicht geben Jones & Tarrant, 1998) bislang hauptsächlich vier
verschiedene methodische Ansätze beschrieben (Yung & McGorry, 1996):
1.  die detaillierte retrospektive Beschreibung von Veränderungen der prämorbiden Per-
sönlichkeit des Patienten über erste prodromale Symptome bis hin zur Erstmanifestati-
on einer Psychose, die durch Befragungen von Patienten in der Remissionsphase, ih-
rer Bezugspersonen und/oder anderer Informationsquellen wie etwa Studium der Kran-
kenakten vorbehandelnder Ärzte gewonnen werden,
2.  die Befragung von Patienten im frühen Stadium einer akuten Psychose und ihrer Be-
zugspersonen über aktuell erlebte Symptome,
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3.  prospektive Langzeituntersuchungen von Personen mit einem möglichen schizophre-
nen Prodrom oder einem aufgrund familiärer Belastung erhöhten Erkrankungsrisiko
(‘high-risk’-Studien),
4.  die prospektive oder retrospektive Studie von Prodromen eines Rezidivs bei bereits
diagnostizierten schizophrenen Patienten als Modell für das Prodrom einer schizophre-
nen Erstmanifesta ion.
Tabelle 2 gibt eine Übersicht über methodische Vor- und Nachteile dieser vier Vorgehens-
weisen.
Tab. 2: Methodische Vor- und Nachteile verschiedener Vorgehensweisen zur Erfassung von Pro-
dromalsymptomen einer schizophrenen Erstmanifestation.
1.* 2.* 3.* 4.*
abhängig von Zeit-, Gedächtnis- und Bewältigungsfaktoren + - - ±
diagnostische Unsicherheit bei Erstdiagnosen (Amin et al., 1998; McGorry, 1994)+ + + -
mögliche Beeinflussung durch aktuelle psychotische Positivsymptomatik - + - -
mögliche Beeinflussung durch aktuelle psychotische Negativsymptomatik + + - +
Stichprobenauswahl abhängig von Vorannahmen über Prodrome bei anfallenden
klinischen Stichproben mit Verdacht auf ein psychotisches Prodrom - - + -
große Stichproben nötig bei ‘h gh-risk’- Studien, um ausreichende Anzahl von
später erkrankenden Personen, d.h. des Zielkriteriums, zu gewähleisten - - + -
Jahrzehnte umfassender Beobachtungszeitraum bei ‘high-risk’-Studien - - + -
Gefahr möglicher Konfusion zwischen trait- und state-Merkmalen bei ‘high-risk’-
Studien - - + -
keine Aussage über Prodrome bei Personen ohne genetisches Risiko bei ‘high-
risk’-Studien - - + -
Gefahr hoher drop-out-Raten - - + ±
keine Aussagen möglich über das Vorkommen von Prodromalsymptomen bei
Personen mit beginnender Schizophrenie aber guten Bewältigungsstrategien
und/oder gutem protektiven Umfeld, die die Schwelle zur psychotischen Sym-
ptombildung nicht überschreiten
+ + - +
Aussagen über Spezifität der erhobenen Symptomatik für Schizophrenie nur be-
dingt möglich + + - +
unbekannter Einfluß von Medikation und Behandlung - - - +
nicht empirisch abgesicherte Vorannahme über Zusammenhänge von Prodromen
vor einer Erstmanifestation und Rezidiven - - - +
* die Numerierungen beziehen sich auf die Aufzählung der verschiedenen Studiendesigns (s.o.)
+ : zutreffend; - : nicht zutreffend; ± : bedingt zutreffend
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Vom theoretischen Standpunkt aus gesehen sind sicherlich Populationsstudien wie die Ge-
burts-Kohortenstudien, bei denen Probanden aus der Gesamtbevölkerung von Geburt an
systematisch und prospektiv über den weiteren Verlauf ihres Lebens - insbesondere über
den Zeitraum eines erhöhten Erkrankungsrisikos - beobachtet werden, die Methode der
Wahl. Solche Studien bedürfen aber einer hohen Inzidenzrate der Erkrankung, da sonst der
Stichprobenumfang enorm sein muß, um eine ausreichend große Anzahl von später erkran-
kenden Individuen einzuschließen. Die jährliche Inzidenzrate von Schizophrenien läßt ein
solches Vorgehen mit schätzungsweise 10 bis 15 Erkrankungsfällen pro 100 000 Einwoh-
nern deshalb nicht oder nur wenig praktikabel erscheinen (Maurer & Häfner, 1995).
Als ein praktikables Vorgehen zur Früherkennung wird heute die prospektive Studie von Per-
sonen mit einem vermutlich vorliegenden schizophrenen Prodrom gesehen (Vorgehen 3. in
Tab. 2), wobei Prodrome anhand bisher vorliegender Ergebnisse aller vier Untersuchungs-
ansätze theoretisch definiert werden, um sie einer empirischen Untersuchung insbesondere
im Hinblick auf ihre positive prädiktive Stärke und Spezifität für schizophrene Erkrankungen
zu unterziehen (Yung & McGorry, 1997). Tabelle 3 gibt eine Übersicht der in der Literatur als
schizophrene Prodromalsymptomatik beschriebenen selbst wahrgenommenen Symptome
und beobachtbaren Verhaltensweisen nach einer Zusammenstellung von Yung und McGorry
(1996) wieder. Eine detaillierte und umfassende Beschreibung von selbst wahrgenommenen
Beschwerden im Vorfeld schizophrener Erkrankungen und von Übergangsreihen in schizo-
phrene Erstrangsymptome bietet vor allem das Basissymptom-Konzept (Huber, 1986; Klo-
sterkötter, 1992), das in einem eigenen Kapitel behandelt wird (vgl. Kap. 2.1.7).
2.1.5.4Entwicklungsmodelle psychotischer Erstmanifestationen
Neben einer möglichst genauen und umfassenden Darstellung von selbst- und fremdwahr-
genommenen Symptomen im Prodromalstadium einer Schizophrenie ist für eine verläßliche
Früherkennung auch eine möglichst zutreffende Beschreibung der Entwicklungsschritte von
den ersten prodromalen Symptomen bis hin zu akut-psychotischen Symptomen wichtig, da
Prodrome einen prozeßhaften Charakter haben und adäquat nicht durch eine bloße Aufli-
stung von Symptomen zu einem beliebigen Zeit- bzw. Entwicklungspunkt der Prodromalpha-
se beschreibbar sind. So beklagten schon 1978 Docherty und Mitarbeiter die ‘statische’ Aus-
richtung psychiatrischer Forschung auf zu bestimmten Zeitpunkten vorhandene Symptome
unter Vernachlässigung des prozeduralen Charakters psychischer Erkrankungen:
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Tab. 3: Prodromalsymptome einer schizophrenen Erkrankung (nach einer Literaturübersicht von Yung
& McGorry, 1996)
Symptombereich Symptom
Neurotisch anmutende Symptome · Ängstlichkeit *
· Unruhe
· erhöhte Reizbarkeit
· erhöhte Irritierbarkeit *







Veränderung der Willensstärke · Apathie
· Verlust des Antriebs und der Motivation *
· Gefühle von Langeweile und Verlust von Interess n
· Müdigkeit und Verlust von Energie *
Kognitive Denkstörungen · Aufmerksamkeitsstörungen *
· Konzentrationsstörungen *
· vermehrte gedankliche Beschäftigung mit einem Thema, ver-
mehrte Tagträume
· reduziertes Abstraktionsvermögen (Konkretismus)
· Denkblockaden




Andere Symptome · zwanghafte Phänomene
· dissoziative Phänomene
· erhöhte interpersonelle Beeindruckbarkeit und Empfindsamkeit
· Veränderungen in der Wahrnehmung der eigenen Person, an-




Beobachtbare Verhaltensänderungen · Einbrüche in der Bewältigung von schulisch-beruflichen Anfor-
derungen und in der sozialen Rollenanpassung *
· sozialer Rückzug *
· impulsives Verhalten
· ungewöhnliches, bizarres Verhalten
· aggressives, störendes Verhalten
* am häufigsten beschriebene Symptome in retrospektiven first-episode-Studien
For many reasons psychiatric research and practice tend to focus on the major syn-
dromes as static and relatively independent structures. However, clinical practice
teaches that major disorders do not arise de novo. Almost always there seems to be a
prodromal history - a period of progressive psychological and biological dysfunction.
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This is reflected in the common colloquial use of the term “nervous breakdown”. Over
the years we have been recurrently impressed by the presence in almost every care-
fully taken history of an inexorably progressing decline in patients who suffer a psy-
chotic decompensation. We have also be impressed by the appearance of a charac-
teristic pattern in the way this decline unfolds. (Docherty, van Kammen, Siris & Marder,
1978, p. 420)
Docherty und Mitarbeiter (1978) generierten aufgrund eigener Beobachtungen und Sichtung
der verfügbaren Literatur ein fünfstufiges Übergangsreihenmodell (s. Abb. 7), wobei sie zu
Beginn der prodromalen Symptomatik das Auftreten unspezifischer, oft noch im subjektiven
Erleben verbleibender, neurotisch anmutender Symptome beschrieben, denen stärker vom
prämorbiden Erleben abweichende attenuierte psychotische Symptome folgten und die psy-
chotische Dekompensation einleiteten. Erste beobachtbare Verhaltensveränderungen und
Defizite in der sozialen Rollenanpassung können ihnen zufolge, z.B. anhand von Leistungs-
einbußen, bereits während der ersten Phase mit unspezifischer, hauptsächlich subjektiver
Symptomatik beobachtet werden (s. Abb. 7).
Die Modellvorstellung einer sich beginnend mit unspezifischen Symptomen über zunehmend
Schizophrenie-charakteristischere, attenuierte Symptombildung entwickelnden Psychose
wird heute wohl am häufigsten vertreten (Yung & McGorry, 1996) und liegt auch dem Basis-
symptom-Konzept zugrunde (vgl. Kap. 2.1.7). Hier wird sie jedoch um die Konzeption sog-
nannter Vorpostensyndrome erweitert.
Vorpostensyndrome sind definiert als phasenhaft abgegrenzte, vollständig remittierende,
dem initialen Prodrom vorangehende präpsychotische Stadien, die in ihrer Symptomatik Pro-
dromen gleichen, aber im Gegensatz zu ihnen nicht kontinuierlich in eine erste psychotische
Episode übergehen. Sie werden als „Ausdruck ein und desselben Krankheitsgeschehens“
(Huber, 1995, S. 133) angesehen, das auch dem initialen Prodrom, der akuten schizophre-
nen Psychose und den ihr möglicherweise folgenden reinen Defizienzsyndromen zugrunde
liegt, und nicht als Ausdruck eines prämorbiden persönlichkeitsbedingten Defizits im Sinne
eines vorauslaufenden Defekts nach Janzarik (1968). Das beschwerdefreie Intervall zwi-
schen einem solchen Vorpostensyndrom und dem initialen Prodrom variiert beträchtlich und
kann zwischen nur einigen Monaten bis hin zu Jahrzehnten betragen (Huber, 1995). Trifft
dieses Vorpostensyndrom-Modell zu, so wird eine wichtige Aufgabe der Früherkennung darin
bestehen, zwischen einem selbständig remittierenden Vorpostensyndrom und einem be-




















Prämorbide Phase guter Anpassung an das soziale und Umgebungsmilieu,
optimistische Grundhaltung, Gefühl eigener Kontrolle, minimale Ängstlichkeit, 
ausreichende Bewältigungsmechanismen für situative Anforderungen
“Equilibrium”
Gefühl der Überbeanspruchung in Folge äußerer Anforderungen oder ungelöster
Konflikte, erhöhte Anstrengung zur Bewältigung auch alltäglicher Aufgaben.
Überstimulation, persistierende Angst, Irritierbarkeit, Parapraxien, Ablenkbarkeit, 
Leistungs- und Effizienzeinbußen
“Overextension”
gedankliche Einschränkung, Antriebs- und Interessenverlust, sozialer Rückzug,
zwanghafte und phobische Symptome, negativistische Grundstimmung, 
somatische Beschwerden
“Restricted consciousness”
Störung der Impulskontrolle, hypomanische Symptome, dissoziative Phänomene,
z.T. gehobene Stimmung, erste wenig ausgeformte Beziehungsideen, Verlust 
gedanklicher Kontrolle und Leitbarkeit
“Disinhibition”
Verringerung der Angstsymptomatik, zunehmende psychotische Organisation mit
Entwicklung eines ausgeformten Wahnsystems (paranoider Typus) oder massiver
Verdrängung negativer Affekte und Verantwortungen (hebephrener Typus)
“Psychotic resolution”
Auseinanderbrechen der Struktur der äußeren Welt:
zunehmende perzeptuelle und kognitive Desorganisation, expressive und rezeptive
Sprachstörungen, Beziehungsideen
Auseinanderbrechen der Struktur des Selbst:
Verlust des Gefühls für die eigene Identität, extrem sprunghaftes Verhalten, starke
Angstgefühle, Panik- und Horrorattacken, Eindringen ‘primitiver’ sexueller und 
aggressiver Impulse in das Bewußtsein, halluzinatorische Phänomene
Totale Fragmentierung:















































































Abb. 7: Übergangsmodell nach Docherty et alii (1978). Unspezifischen Veränderungen folgen spe-
zifische präpsychotische Symptome bevor es zur psychotischen Erstmanifestation kommt.
Eine alternative Modellvorstellung wurde von dem englischen Forscher James Chapman
(1966, McGhie & Chapman, 1961) vertreten. Ihr zufolge entwickelt sich die floride psychoti-
sche Symptomatik direkt aus spezifischen Prodromalsymptomen, die vor allem durch selbst
wahrgenommene kognitive Störungen der Aufmerksamkeit, der Wahrnehmung, der Hand-






















Abb. 8:Übergangsmodell nach Chapman (1966; McGhie & Chapman, 1961). Di-
rekter Übergang von spezifischen Prodromalsymptomen in schizophrene
Erstepisode. Unspezifische Symptomatik als Folge des Prodroms.
¶ Tönung indiziert Anteil anderer primärer Prodromalsymptome an der
Entwicklung des entsprechenden Symptomkomplexes: hell=gering,
dunkel=hoch.
Als primäre Störung wird hierin ein Defizit in den selektiven und inhibitorischen Steuerungs-
mechanismen der Aufmerksamkeitsfokussierung angenommen, in dessen Folge es zu einer
graduell zunehmenden Regression („primitivization“, McGhie & Chapman, 1961, p. 114) von
Wahrnehmungsprozessen, einer Diskriminationsschwäche zwischen sensorischen Kanälen,
Störungen der motorischen Handlungskontrolle, einer erhöhten Wahrnehmung normalerwei-
se unbewußter körperlicher Vorgänge sowie Konzentrations- und Denkstörungen kommt (s.
Abb. 8). Unspezifische, neurotisch anmutende Störungen des Affekts und Antriebs treten
nach dieser Modellvorstellung erst als Folge der erlebten primären Prodromalsymptome auf:
The main point we would wish to make here however is that when these affective
changes are reported they would appear to be secondary and to follow as reactions to
the patients awareness of the primary cognitive changes which have already taken
place. (McGhie & Chapman, 1961, p. 110)
Zur Integration der drei unterschiedlichen Entwicklungsmodelle schizophrener Erstmanifesta-
tionen schlugen Yung und McGorry (1996) ein hybrides bzw. interaktives Modell vor (s. Abb.
9). Hiernach kann es im Vorfeld der ersten Episode einer schizophrenen Erkrankung zu ei-
nem Wechsel zwischen symptomatischen und asymptomatischen Phasen kommen, wobei
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symptomatische Phasen von eher unspezifischen oder von eher spezifischen attenuierten
Symptomen geprägt sein können. Sowohl unspezifische als auch attenuierte Symptome
können der floriden Symptomatik direkt vorangehen oder primär bestehen, reaktive Be-
schwerdebilder wie Angst oder Depression sich sowohl aufgrund von prodromaler wie auf-
grund von akut-psychotischer Symptomatik entwickeln und beobachtbare Verhaltensverän-












Abb. 9:Hybrides bzw. interaktives Übergangsmodell nach Yung & McGor-
ry (1996)
2.1.6 DSM-III-R-Prodromalsymptome einer schizophrenen Störung
Die beiden heute weltweit gebräuchlichsten Diagnosesysteme psychiatrischer Erkrankungen,
ICD-10 (WHO, 1993) und DSM-IV (APA, 1994), bieten keine Richtlinien zur Diagnose eines
schizophrenen Prodroms, obwohl in beiden die Prodromalphase als Bestandteil der schizo-
phrenen Erkrankung erwähnt wird bzw. sogar als Teil der für die Diagnose notwendigen Er-
krankungsdauer Berücksichtigung findet. Der Grund hierfür liegt in der geringen Spezifität in
Frage kommender Symptome und der ungesicherten Reliabilität ihrer Erfassung (Jackson,
McGorry & Dudgeon, 1995; Jackson, McGorry & McKenzie, 1994; Jackson et al., 1996; Keith
& Matthews, 1991; McGorry et al., 1995).
Dennoch war zuvor im DSM-III und DSM-III-R (APA, 1980, 1987) der Versuch gemacht wor-
den, prodromale Symptome einer schizophrenen Störung zu spezifizieren, die phänomeno-
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logisch mit residualen Symptomen gleichgesetzt wurden und sich dadurch von diesen nur
durch ihr Auftreten im klinischen Verlauf definitorisch unterschieden. Diese Kriterien sollten
zu einer verbesserten Reliabilität beitragen (Andreasen & Flaum, 1991), obwohl sie nicht
durch empirische Untersuchungen, sondern über einen Konsensentscheid des Komitees der
American Psychiatric Association festgelegt wurden. Die Liste prodromaler bzw. residualer
Symptome im DSM-III-R enthielt neun beobachtbare Verhaltensveränderungen, die eher at-
tenuierte Formen positiver und negativer Symptome bzw. Merkmale der schizotypischen
Persönlichkeitsstörung repräsentieren, jedoch keine subjektiv geschilderten Beschwerden:
1.  soziale Isolierung oder Zurückgezogenheit
2.  ausgeprägte Beeinträchtigung der Rollenerfüllung
3.  ausgeprägt absonderliches Verhalten
4.  ausgeprägte Beeinträchtigung der persönlichen Hygiene
5.  abgestumpfter, verflachter oder inadäquater Affekt
6.  abschweifende, vage oder umständliche Sprache
7.  eigentümliche Vorstellungen oder magisches Denken
8.  ungewöhnliche Wahrnehmungserlebnisse
9.  erheblicher Mangel an Initiative, Interesse oder Energie
Für die DSM-III-R-Diagnose einer schizophrenen Psychose war das Vorliegen von minde-
stens zwei der neun Symptome vor der floriden Phase als Prodromalsymptome und/oder
nach der floriden Phase als Residualsymptome über einen Zeitraum von insgesamt sechs
Monaten notwendig, wobei in diesem Zeitraum das Auftreten einer akut-psychotischen Pha-
se von mindestens einwöchiger Dauer mit florider Symptomatik obligat enthalten sein mußte,
es sei denn, die psychotischen Symptome wurden erfolgreich behandelt.
Eine Arbeitsgruppe, die sich intensiv mit der Eignung der neun im DSM-III-R definierten Pro-
dromalsymptome zur Früherkennung schizophrener Psychosen beschäftigt hat, ist die Mel-
bourner Gruppe um Patrick D. McGorry und Henry J. Jackson (Jackson, McGorry & Dud-
geon, 1995; Jackson, McGorry & McKenzie, 1994; Jackson et al., 1996; McGorry et al.,
1995). Untersuchungen zur Spezifität und Prävalenz der DSM-Prodromalsymptome (Jack-
son, McGorry & Dudgeon, 1995; McGorry et al., 1995) an Patienten mit verschiedensten
psychotischen Erstmanifestationen bzw. an durchschnittlich 16-jährigen high school-Schülern
zeigten trotz höherer Prävalenzraten der Prodromalsymptome bei Patienten mit schizophre-
ner Erstmanifestation, daß diese nicht nur kaum zwischen Patienten mit schizophrenen und
anderen psychotischen Erstmanifestationen hinsichtlich ihrer Häufigkeit differierten, sondern
auch bei psychisch unauffälligen high school-Schülern mit Prävalenzraten zwischen 8,1% für
‘ausgeprägte Beeinträchtigung der persönlichen Hygiene’ und 51,0% für ‘eigentümliche Vor-
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stellungen oder magisches Denken’ vorlagen, wobei bei gut der Hälfte der 657 untersuchten
Schüler mindestens zwei Symptome eruiert werden konnten.
Studien zur Interrater- und Test-Retest-Reliabilität (Jackson, McGorry & McKenzie, 1994;
Jackson et al., 1996) an Patienten mit einer psychotischen Erstepisode ergaben insgesamt
geringere Interrater- als Test-Retest-Reliabilitäten. Die Interrater-Reliabilität war zwar befrie-
digend (0,31 £ k £ 1,00), wenn die Datenerhebung über ein Konsensverfahren zwischen An-
gaben des Patienten und dessen Bezugsperson unter Verwendung der detaillierten Itembe-
schreibungen und Entscheidungsregeln des ‘Royal Park Multidiagnostic Instrument for Psy-
chosis - RPMIP’ (McGorry, Copolov & Singh, 1990; McGorry et al., 1990) erfolgte, jedoch
teils inakzeptabel (-0,06 £ k £ 0,72), wenn die Datenerhebung mit Hilfe des ‘DSM-IV Field
Trial Instruments - FTI’ (APA, 1992) vorgenommen wurde, das keine operationalisierten Kr-
terien und Entscheidungsregeln enthält und sich ausschließlich auf den Patienten als Infor-
mationsquelle stützt. Die mit dem FTI erhobenen Test-Retest-Reliabilitäten erzielten demge-
genüber mit einem k zwischen 0,21 und 0,89 zufriedenstellendere Werte.
Die Melbourner Arbeitsgruppe (Jackson et al., 1996) zog aus ihren Untersuchungen den
Schluß, daß die Streichung der DSM-III-R-Prodromalkriterien bei der Erstellung des DSM-IV
durchaus berechtigt gewesen sei, da trotz bestehender Unklarheit über deren Validität die
Erfassung zumindest bei Patienten mit schizophrener Erstmanifestation nur relativ unreliabel
erfolgen könne. Gründe für die mangelnde Reliabilität lagen ihres Erachtens besonders in
der unzureichenden Abgrenzbarkeit zu positiven und negativen Symptomen und in der
Schwierigkeit, die Prodromalsymptome ausreichend von der Symptomatik bei schizoiden, pa-
ranoiden und insbesondere schizotypischen Persönlichkeitsstörungen zu unterscheiden.
Aufgrund der unzweifelhaft bei den meisten schizophrenen Ersterkrankungen vorangehen-
den, lang andauernden Prodromalphase solle vielmehr statt der bisherigen beobachtbaren
Prodromalsymptome nach einer alternativen Konzeptualisierung von Prodromen gesucht
werden. Hinweise, wie solch alternative Prodromalsymptome definiert sein könnten, bestü-
den nach Ansicht der Autoren (ebd.) bereits in großer Zahl (s. Tab. 3): So haben etwa einige
Forscher auf diesem Gebiet nicht-psychotische, neurotisch anmutende Symptome mit Au-
genmerk auf eine ängstliche und depressive Symptomatik vorgeschlagen (Birchwood et al.,
1989; Malla & Norman, 1994), andere ziehen auch Symptome in Betracht, die als frühe Aus-
prägungen florider Symptomatik erscheinen (Carpenter & Heinrichs, 1983; Heinrichs & Ca-
penter, 1985; Herz, Glazer, Mirza, Mostert & Hafez, 1989).
Bevor nun aber Prodromalsymptome erneute Aufnahme in ein nosologisches System fän-
den, solle in breit gefächerten empirischen Untersuchungen an klinischen und allgemeinen
Populationen geklärt werden, ob irgendeines der in Frage kommenden Symptome prädiktive
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Validität besitze, ob es eventuell nur Ausdruck einer generellen Psychopathologie sei
und/oder ob es möglicherweise spontan zurückgehe, ohne in eine psychotische oder andere
psychische Erkrankung überzugehen. Hierfür seien v.a. prospektive Langzeituntersuchungen
notwendig (Jackson et al., 1996). Die Autoren schließen ihre Ausführungen mit der Bemer-
kung:
Our view is that such other symptoms [wie sie alternativ zu der Definition im DSM-III-R
von anderen Autoren vorgeschlagen wurden, v. Verf.], when taken in concert with one
another, may have greater sensitivity and specificity, and more importantly, greater
positive and negative predictive powers for psychosis, but obviously more empirical
work needs to be undertaken as regards such symptoms. (ebd., p. 503f.)
Schritte in genau diese Richtung werden bereits seit einiger Zeit in Untersuchungen zum Ba-
sissymptom-Konzept unternommen.
2.1.7 Das Basissymptom-Konzept schizophrener Erkrankungen
Das Basissymptom-Konzept, ein integrativer Ansatz, der dem Vulnerabilitäts-Streß-
Bewältigungs-Modell (Nuechterlein, 1987) vergleichbar ist, wurde in den 60er Jahren von
Gerd Huber (Huber, 1966, 1983, 1986, 1995; Huber & Gross, 1989) entwickelt. Es hat sei-
nen Ursprung in der Beobachtung von Defizienzen, die schon Jahre oder Jahrzehnte vor der
ersten akuten Episode sowie im Vorfeld schizophrener Rezidive als auch postpsychotisch
und intrapsychotisch bei fluktuierender akut-psychotischer Symptomatik auftreten, von den
Betroffenen selbst wahrgenommen und (retrospektiv) berichtet werden (Huber, 1997; Huber,
Gross & Schüttler, 1979; Huber, Gross, Schüttler & Linz, 1980). Diese milden, meist subklini-
schen, aber nichtsdestotrotz häufig starken Beschwerdedruck verursachenden Selbstwahr-
nehmungen von Störungen des Antriebs, des Affekts, der Denk- und Sprachprozesse, der
Wahrnehmung, der Propriozeption, der Motorik und zentral-vegetativer Funktionen wurden
von Huber unter dem Terminus technicus Basissymptome beschrieben, da er annahm,
...daß sie einem wie auch immer definierten somatischen Substrat, einem „hir be-
dingten pathologischen Funktionswandel“ (Conrad), einer aktuellen Störung oder blei-
benden Schädigung der seelischen Dynamik (50) [Janzarik, 1959; v. Verf.] näher sind
als andere schizophrene Phänomene, etwa akzessorische Symptome von E. Bleuler,
bei denen der „Prozeß“ nur die Disposition schafft, auf der psychodynamische Fakto-
ren das Symptom entwickeln. (Huber, 1966, S. 415)
Basissymptome können als Teil der subjektiv wahrgenommenen Vulnerabilität aufgefaßt
werden und sind mit objektiv meßbaren neuropsychologischen Defizienzen und, wenn auch
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in geringerem Maße, mit der Intensität frontaler neurologischer Auffälligkeiten assoziiert
(Cuesta, Peralta & Juan, 1996; Klosterkötter, Gross et al., 1997). Somit lassen sich das Ba-
sissymptom-Konzept und das Vulnerabilitäts-Streß-Bewältigungs-Modell leicht ineinander
überführen (s. Abb. 10), indem die Basissymptome zum einen als Teil der psychometrisch
erfaßbaren persönlichen Vulnerabilitätsfaktoren (s. Abb. 1) aufgefaßt werden, zum anderen
den Platz der von Nuechterlein nur grob definierten Prodromalsymptome (s. Abb. 1) einneh-
men (Klosterkötter, 1996). Diese Integration gelingt um so leichter, als zwar das Vulnerabili-
täts-Streß-Bewältigungs-Modell auf Meehls Schizotypie-Konzeption (Meehl, 1990) basiert,
das Basissymptom-Konzept hingegen auf E. Bleulers Vorstellung einer latenten Schizophre-
nie bzw. von formes frustes (Bleuler, 1911), beide zugrunde liegenden Konzeptionen jedoch


















































Abb. 10:Die Entwicklung schizophrener Psychosen nach dem integrativen Ansatz von Ba-
sissymptom-Konzept und Vulnerabilitäts-Streß-Bewältigungs-Modell (nach Kloster-
kötter, 1996)
Die Einbettung von Basissymptomen in die persönlichen Vulnerabilitätsfaktoren ist gerecht-
fertigt durch Nuechterleins Definition einer schizotypen Persönlichkeit im Sinne einer emotio-
nalen Instabilität, wie sie in der ‘high-risk’-Forschung beschrieben ist (Parnas & Mednick,
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1991), eines subklinischen kognitiven Gleitens (Arboleda & Holzman, 1985) und feiner sub-
jektiver Störungen von Denk-. Wahrnehmungs- und Propriozeptionsprozessen, wie sie mit
den Wisconsin-Skalen (Chapman & Chapman, 1987), insbesondere der MAG, PER und PAn
erhoben werden. Die hiermit beschriebene subjektive subklinische Symptomatik ist in ähnli-
cher Weise, obschon wesentlich detaillierter in der Operationalisierung des Basissymptom-
Konzepts als Fremdbeurteilungsverfahren enthalten, der ‘Bonner Skala für die Beurteilung
von Basissymptomen - BSABS’ (Gross, Huber, Klosterkötter & Linz, 1987, 1992a, 1992b,
1995; vgl. Kap. 3.1.2.2, Anhang A).
Die Ersetzung von Nuechterleins Prodromalsymptomen durch Basissymptome läßt sich
ebenfalls mit der deutlich umfassenderen und präziseren Beschreibung möglicher prodro-
maler Symptome anhand der BSABS begründen, die nicht nur die Prodromalsymptome vor
einem Rezidiv im Sinne der ESS und des ESQ sowie die subjektiven Korrelate der DSM-III-
R-Prodromalsymptome erfaßt, sondern gerade in den Bereichen kognitiver Denk-, Wahr-
nehmungs- und Handlungsstörungen sowie ungewöhnlicher körperlicher Mißempfindungen,
sogenannter Coenästhesien, detailliertere und darüber hinaus gehende Symptomdefinitio-
nen enthält (Klosterkötter, 1996; Klosterkötter, Schultze-Lutter, Gross, Huber & Steinmeyer,
1997).
2.1.7.1Entwicklungsmodell schizophrener Psychosen nach dem Basissymptom-Konzept
In der ursprünglichen Basissymptom-Konzeption wird von einem dreistufigen Prozeß bei der
Entstehung einer schizophrenen Psychose ausgegangen: Über uncharakteristische, neuro-
tisch anmutende Stufe-1-Basissymptome entwickeln sich schon leidlich charakteristische
Stufe-2-Basissymptome, aus denen dann - sofern es sich nicht um ein spontan remittieren-
des Vorpostensyndrom, sondern um eine Prodromalphase handelt - die Stufe-3-
Endphänomene der floriden psychotischen Symptomatik hervorgehen (Gross & Huber, 1989;
s. Abb. 11). Die Basissymptome fluktuieren dabei hinsichtlich ihres Auftretens und ihrer Aus-
prägung nicht nur endogen, sondern auch in Abhängigkeit von äußeren Stressoren. Insbe-
sondere eher charakteristische Stufe-2-Symptome sowie ihr Übergehen in eine floride Sym-
ptomatik können durch bestimmte Anlässe ausgelöst werden, etwa durch alltägliche soziale
Situationen, alltägliche arbeitsmäßige oder ungewöhnliche, neue und unter Zeitdruck durch-
zuführende Beanspruchungen oder emotionale Minimalanlässe. Eine Provokation oder Ver-
stärkung von Basissymptomen kann also prinzipiell durch jede beliebige Beanspruchung
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Abb. 11: Entwicklungsmodell schizophrener Psychosen nach der ur-
sprünglichen Basissymptom-Konzeption.
Eine Umkehr von der dritten Stufe, der akuten Episode, über Stufe-2- und schließlich Stufe-
1-Basissymptomen (sog. postpsychotische reversible Basisstadien) n die vollständige Re-
mission ist möglich, so lange es nicht in der akuten Episode zu einer „möglicherweise im Zu-
sammenhang mit einer prädisponierenden prämorbiden Persönlichkeitsstörung [stehenden;
v. Verf.] Strukturverformung mit Fixierung und Automatisierung“ (Gross & Huber, 1989, S.
656) kommt (s. Abb.11). Bildet sich die Basissymptomatik jedoch im Anschluß an eine Psy-
chose langfristig nicht zurück, so entsteht nach Gross und Huber (1989) ein irreversibles rei-
nes Defizienzsyndrom bzw. ein reines Defektsyndrom.
Eine Untersuchung von 121 Patienten mit der Diagnose einer paranoid-halluzinatorischen
Schizophrenie nach ICD-9, die im Verlauf ihrer Erkrankung Erstrangsymptome, Defizienzer-
fahrungen im Sinne von Basissymptomen, zeitliche Folgen von solchen Basissymptome und
Erstrangsymptomen sowie darin eingebettete intermediäre Defizienzen geboten hatten,
diente der gezielten Erhebung von Übergangsreihen zwischen vorauslaufenden subjektiven
Defiziten und Erstrangsymptomen (Klosterkötter, 1992). Mit Ausnahme von 47 Patienten, die
bei der Aufnahme eine anlaufende Basissymptomatik, aber noch keine akut-psychotischen
Symptome zeigten und somit prospektiv untersucht werden konnten, wurden die Sym-
ptomabfolgen anhand einer freien Exploration und anschließender Untersuchung mit der
neunten Version der ‘Present State Examination - PSE9’ (Wing, Cooper & Sartorius, 1974,
1982; vgl. Kap. 3.1.2.2) und der BSABS retrospektiv möglichst detailliert rekonstruiert. Auf
diese Weise konnten 216 Symptomabfolgen dokumentiert und auf Übereinstimmungen hin
analysiert werden. Hierbei war vor allem der Übergang von Stufe-2-Basissymptomen in die
Erstrangsymptomatik von Interesse, weshalb sehr frühe Stufe-1-Symptome in der Analyse
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vernachlässigt wurden. Es fanden sich charakteristische Übergänge für die Entwicklung von
Wahnwahrnehmungen, Gedankeneingebungs-, -entzugs- und -ausbreitungserlebnissen,
akustische Halluzinationen ersten Ranges sowie für die Entwicklung von Willens- und leibli-
che Beeinflussungserlebnissen, denen zwar jeweils eine unterschiedliche Basissymptomatik
zugrunde lag, die aber dennoch einem gleichen dreiphasigen Übergangsmuster folgten (s.
Abb. 12).
Abb. 12:Funktionale Betrachtung der drei Phasen der Entwicklung der Symptome ersten
Ranges (modifiziert nach Klosterkötter, 1992)
Zu Beginn der psychotischen Entwicklung kam es zu einer zunehmend vom normalen Erle-
ben abweichenden Basissymptomatik, der basalen Irritation, die meist durch äußere, die
pathogen reduzierte Informationsverarbeitungskapazität überlastende Anforderungen her-
vorgerufen war. In dieser Phase trat noch keine psychotische Symptomatik auf, sondern der
Betroffene erlebte seine gewohnte Erlebniswelt in wachsendem Maße als verändert und
komplexer; seine Verwirrung und Affektspannung nahm zu. Der Bezug zur Realität, die so-
genannte Überstiegsfähigkeit (Conrad, 1958), war in dieser Phase noch intakt; die erlebten
Defizienzen besaßen ‘Als ob’-Charakter.
Ein qualitativer und quantitativer Anstieg der Basissymptome führte im nächsten Schritt zu
einem Zusammenbruch des normalpsychologischen Realitätssystems; es kam zu einer psy-
chotischen Externalisierung. Für diese Phase wurden zwei Generierungsfaktoren postuliert:
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eine Reaktivierung von phylo- und ontogenetisch älteren Realitätsbezugssystemen im Zuge
eines Anpassungsversuchs an die als verändert erlebte Umwelt, das Zufälle ausschließt. Es
kam zu der Überzeugung des ‘Gemachten’ der Erfahrungen, die im Sinne eines Wahnein-
falls meist abrupt einsetzte. Diese leitete die Suche nach Erklärungsmodellen ein, die i halt-
liche Konkretisierung. Hierbei entwickelte sich durch normalpsychologische Eigenaktivitäten,
die durch die biographischen Erfahrungen und das zugängliche Wissen geprägt waren,
schrittweise ein voll konkretisiertes Wahnsystems, in welchem das Wissen um die Gründe,
Ursachen und Verursacher der erlebten Phänomene ‘logisch’ und Gegenargumenten unzu-
gänglich eingebettet war. Dieses neue ‘Wissen’ führte zu einer Reduktion der Affektspan-
nung, da durch die Erklärbarkeit die Komplexität der Erlebniswelt verringert wurde (s. Abb.
12). Tabelle 4 gibt die im ersten und zweiten Schritt der initialen Irritationsphase hauptsäch-
lich gefundenen Basis- und PSE9-Symptome wieder, die am Beginn der Entwicklung der
einzelnen Erstrangsymptome standen.
Doch so eindrucksvoll solche konsistenten Übergangsreihen auch sein mögen, reichen sie
allein für die Frühdiagnose einer schizophrenen Erkrankung indes nicht aus, da hiermit noch
nicht geklärt ist, wie häufig in der basalen Irritation auftretende Defizienzerfahrungen auch in
nicht-schizophrenen Patientengruppen und in der Allgemeinbevölkerung vorkommen. Viel-
mehr bedarf es Untersuchungen zur Spezifität bzw. diagnostischen Validität solcher selbst
wahrgenommenen präpsychotischen Defizienzen für eine schizophrene Erkrankung (Yung &
McGorry, 1996).
2.1.7.2Schizophreniespezifität von Basissymptomen
Vor allem die in den 80er Jahren durchgeführten Untersuchungen zur Schizophreniespezifi-
tät von Basissymptomen ließen Zweifel an der Eignung dieser Symptombilder für die Frühe-
kennung aufkommen und führten dazu, daß Basissymptome oft als Ausdruck einer generel-
len und unspezifischen psychophysiologischen Desorganisation angesehen wurden, die so-
wohl bei Patienten mit kurzen psychotischen Episoden, neurotischen, hirnorganischen, sub-
stanz-induzierten, bipolaren und Zwangsstörungen als auch bei Strafgefangenen und Pati-
enten mit Alkoholabhängigkeit in einer ähnlichen Häufigkeit auftreten wie bei Schizophrenen
(Jimeno Bulnes, Jimeno Valdes & Conde Lopez, 1991; Kryspin-Exner & Lutterotti, 1982;
Maß, Krausz & Gross, 1995; Mundt & Kasper, 1987; Ricca et al., 1997; Rösler, Bellaire,
Hengesch, Kiesling-Muck & Carls, 1985; Teusch, 1984, 1985). Diesen Studien ist jedoch
gemeinsam, daß sie alle anhand eines reinen Selbstbeurteilungsverfahren zur Erfassung
von Basissymptomen, des ‘Frankfurter Beschwerdefragebogens - FBF’ (Süllwold, 1977,
1986, 1991), durchgeführt wurden.
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Tab. 4: Häufigste Defizienzerlebnisse am Anfang der Entwicklung von Erstrangsymptomen in der
Reihenfolge der Häufigkeit (nach Klosterkötter, 1992). Die angegebenen Kennziffern bezie-







Veränderungen an Gesicht / Gestalt anderer: C.2.3 s5
Mikro- und Makropsien: C.2.3 s2
Veränderung des Farbensehens: C.2.3 s4
akustische Qualitäts-, Intensitätsveränderungen: C.2.5 s1
Photopsien: C.2.2 s1






















Gedächtnisstörungen: C.1.8 - C.1.11
Störung der Denkinitiative: C.1.13
Denkverlangsamung: C.1.12
Gedankendrängen / Gedankenjagen: C.1.3
Störung der expressiven Sprache: C.1.7














Störung der Konzentrationsfähigkeit: C.1.5
Gedankendrängen / Gedankenjagen: C.1.3
zwangähnliches Perseverieren: C.1.2
Gedankeninterferenz: C.1.1
Störung der Diskriminierung von Gedanken und Wahrnehmu-
gen: C.1.15
Gedankenblockierung: C.1.4
Gedächtnisstörungen: C.1.8 - C.1.11
Störung der Denkinitiative: C.1.13





























Bewegungs-, Zug- und Druckempfindungen: D.7
mehr umschriebene Schmerzsensationen: D.3
Elektrisierungssensationen: D.5
Sensationen der Verkleinerung, Schrumpfung und Ein-
schnürung, der Vergrößerung und Ausdehnung: D.9
Taubheits- und Steifigkeitsempfindungen: D.1
Wandersensationen: D.4
Sensationen motorischer Schwäche: D.2
thermische Sensationen: D.6
Sensationen abnormer Schwere, Leichtigkeit und Leere, Fall-,











Obwohl bereits 1986 eine Synopse von FBF und BSABS vorgelegt worden war (Süllwold &
Huber, 1986), gab es bis vor kurzem keine empirische Prüfung der Übereinstimmungen und
Unterschiede der beiden Verfahren, die Aufschluß über eine Vergleichbarkeit der mit den
beiden Verfahren gewonnenen Ergebnisse gegeben hätte. Eine 1997 vorgelegte Studie an
151 Patienten mit Diagnose einer Schizophrenie oder Alkoholabhängigkeit sowie der Dop-
peldiagnose beider Störungen läßt eine Vergleichbarkeit aber eher zweifelhaft erscheinen
(Maß, Hitschfeld, Wall & Wagner, 1997). So fanden sich zwar hoch signifikante Korrelatio-
nen zwischen FBF und BSABS sowie deren Subskalen, doch gingen diese nicht über eine
Korrelation von 0,60 zwischen der FBF-Subskala 4, expressive und rezeptive Sprachstörun-
gen, und der BSABS-Kategorie C.1, kognitive Denkstörungen, die ebenfalls Störungen der
expressiven und rezeptiven Sprache beinhaltet, hinaus (0,28 £ r £ 0,60). Berechnungen der
Korrelation einzelner FBF-Items mit inhaltlich übereinstimmend erscheinenden BSABS-Items
ergaben darüber hinaus selbst bei relativ eindeutigen, einfach definierbaren Symptomen im
allgemeinen sogar noch schwächere Zusammenhänge, z.B. ergab sich für das Symptom
‘Verschwommensehen’ (FBF-Item 67, BSABS-Item C.2.1 s1) lediglich eine Korrelation beider
Skalen von 0,51, d.h. Gemeinsamkeiten zwischen beiden Items bestanden nur zu etwa 25%.
Die Autoren führen diese überraschend geringen Korrelationen auf mögliche unspezifische
Kovarianzanteile zurück, wie etwa allgemeine Klagsamkeitstendenzen, Antwortstile (Schahn
& Amelang, 1992) oder Neigung zur Krankheitsverleugnung, die in den beiden Untersu-
chungssettings, Beantwortung eines Selbstbeurteilungsbogens versus direktes Gespräch, in
unterschiedlichem Maße zum Tragen kommen und kontrolliert werden können, obwohl beide
Verfahren in der Hauptsache das Selbsterleben der Patienten erfassen.
So steht es nicht im Widerspruch zu Ergebnissen zum FBF, daß Studien mit der BSABS
durchaus auf eine Schizophreniespezifität zumindest einiger Kategorien bzw. Subsyndrome
hinweisen (Bechdolf, Halve, Schultze-Lutter & Klosterkötter, 1998; Ebel, Gross, Klosterkötter
& Huber, 1989; Klosterkötter, 1994; Klosterkötter, Ebel, Schultze-Lutter & Steinmeyer, 1996;
Klosterkötter, Albers, Steinmeyer, Hensen & Saß, 1994; Klosterkötter, Schultze-Lutter et al.,
1997, Klosterkötter, Gross et al., 1997; Schultze-Lutter & Klosterkötter, 1995). Die meisten
dieser Vergleichsstudien sind neueren Datums und basieren auf einer BSABS-Kurzfassung
von 66 Items (vgl. Anhang B), die seit Anfang der 90er Jahre an der Psychiatrischen Klinik
der Rheinisch-Westfälischen Technischen Hochschule Aachen verwandt wurde. Diese Fas-
sung stellt bereits eine zeitlich ökonomischere Variante der ursprünglich 98 Hauptitems (142
Einzelitems) umfassenden BSABS und nach damaligen Erkenntnissen getroffene Auswahl
eher spezifischerer Basissymptome dar. Während die Kategorie der zentral-vegetativen Stö-
rungen (E) vollständig eliminiert wurde, wurden die Kategorien der dynamischen Defizienzen
(A und B) teilweise gekürzt und zusammengefaßt, indem auf eine Unterscheidung von dy-
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namischen Defizienzen mit direkter (A) und indirekter Minussymptomatik (B) verzichtet wur-
de. Die Kategorien der kognitiven Denk-, Wahrnehmungs- und Handlungsstörungen (C) so-
wie der Coenästhesien (D) fanden hingegen eine fast vollständige Aufnahme in die Kurzfas-
sung.
Eine an 243 konsekutiven Aufnahmen der Psychiatrischen Klinik der RWTH Aachen (ICD-
10-Diagnosen F0, F1, F2, F3, F4 und F6) sowie 79 psychisch gesunden Kontrollpersonen
durchgeführte clusteranalytische Überprüfung der emipirischen Itemgruppierung der Kurz-
fassung führte zu einer inhaltlich plausiblen und 53,25% der Varianz erklärenden Lösung von
fünf Subsyndromen (Klosterkötter, Ebel, Schultze-Lutter & Steinmeyer, 1996; s. Abb. 13):
· Informationsverarbeitungsstörungen (BIV): mit Ausnahme der ‘Unfähigkeit zur Diskriminie-
rung verschiedener Gefühlsqualitäten’ (A.6.2) bestehend aus kognitiven Denk-, Wahr-
nehmungs- und Handlungsstörungen,
· Coenästhesien (BC): allen aus der Kategorie D, Coenästhesien, enthaltenen Items ent-
sprechend,
· Vulnerabilität (BV): gebildet aus den fünf aus den Subkategorien A.8 und B.1, ‘Minderung
der psychischen Belastungsfähigkeit gegenüber bestimmten Stressoren mit direkter oder
indirekter Minussymptomatik’, übernommenen Items,
· Adynamie (BA): eher kognitiv-dynamische Prozesse beschreibende Basissymptome aus
der Subkategorie der Denkstörungen (C.1) - Konzentrationsstörungen, Störungen des Ar-
beits- und Kurzzeitgedächtnisses sowie Denkverlangsamung und Störung der Denkinitia-
tive - als auch dynamische Affekt- und Kontaktstörungen charakterisierende Basissym-
ptome (A.6) umfassend,
· Interpersonelle Verunsicherung (BIP): Anzeichen einer erhöhten Beeindruckbarkeit (B.2),
Störungen der Kontaktfähigkeit und des In-Erscheinung-Tretens (A.7) sowie ‘Eigenbezie-
hungstendenz’ aus der Subkategorie der kognitiven Denkstörungen (C.1) einschließ d.
Als besonders interessant bei dieser Gruppierung und gewissermaßen als eine Bereinigung
der Kategorie der Denkstörungen (C.1) wurde deren Teilung in eher eigenartiger  Stufe-2-
Basissymptome und eher uncharakteristische, dynamische Denkstörungen angesehen, die
in ein Cluster mit dynamisch-affektiven Störungen der Grundstimmung und der Kontaktbe-
reitschaft eingehen. Auch die weitere Aufspaltung der verbleibenden dynamischen Defizien-
zen (A und B) in Symptome einer verringerten Belastungsfähigkeit gegenüber bestimmten
von außen herangetragenen Anforderungen und Symptome einer verringerten emotionalen
Belastungsfähigkeit bzw. erhöhten emotionalen Beeindruckbarkeit, die in Verbindung mit der
Eigenbeziehungstendenz aus der Kategorie C.1 treten, wurde als inhaltlich plausibel be-
trachtet (Klosterkötter, Ebel, Schultze-Lutter & Steinmeyer, 1996).
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BSABS-Kategorien BSABS-Subsyndrome
A.6/7  Affekt- und Kontaktstörungen
(5 Items)
C.1  Kognitive Denkstörungen
(15 Items)
C.2  Kognitive Wahrnehmungsstörungen
(22 Items)





A.8, B.1/2  Verringerte Belastbarkeit,



























Abb. 13:Empirische Itemgruppierung der BSABS-Kurzfassung (nach Klosterkötter, Ebel,
Schultze-Lutter & Steinmeyer, 1996).
Eine anschließende Überprüfung dieser fünf Subsyndrome über die verschiedenen Patie-
tengruppen und die Kontrollpersonen ergab für die interpersonelle Verunsicherung als einzi-
gem Subsyndrom einen signifikanten Häufigkeitsvorsprung der schizophrenen Gruppe ge-
genüber allen anderen Gruppen (s. Abb. 14).
Im Gesamtwert und den Subsyndromen ‘Informationsverarbeitungsstörungen’ und ‘Coenäs-
thesien’ konnte hingegen kein signifikanter Mittelwertsunterschied zwischen der schizophre-
nen und der hirnorganischen Gruppe ermittelt werden, ‘Adynamie’ und ‘Vulnerabilität’ hinge-
gen trennten nicht zwischen den drei Psychosegruppen, F0, F2 und F3 (s. Abb. 14). Kanoni-
sche Diskriminanzanalysen der Gruppen über die einzelnen Subsyndrome bestätigten die
Ergebnisse der Mittelwertsvergleich weitgehend, ergaben jedoch für die ‘Informationsverar-
beitungsstörungen’ im Gegensatz zu den ‘Coenästhesien’ eine hoch signifikante kanonische
Komponente (p < 0,0001), die auch zwischen hirnorganischen und schizophrenen Psycho-
sen zu trennen in der Lage war (Klosterkötter, Ebel, Schultze-Lutter & Steinmeyer, 1996).
Zu ähnliche Ergebnisse führte auch eine Vergleichsstudie zwischen chronisch Schizophre-
nen, leicht geistig Behinderten, Personen mit der Doppeldiagnose einer Schizophrenie und
leichten geistigen Behinderung sowie geistig und psychisch unbeeinträchtigten Kontrollper-
sonen (Schultze-Lutter & Klosterkötter, 1995; s. Abb. 15). Hierin wurde die Hypothese ge-
prüft, daß durch eine leichte geistige Behinderung vorbestehende, subjektiv erlebte und Ba-
sissymptomen phänomenologisch gleichende und vor allem den affektiven und kognitiven
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Bereich betreffende Defizite eine mögliche Erklärung für das erhöhte Schizophrenierisiko
dieser Personengruppe von etwa drei Prozent (Turner, 1989) bieten könne, indem sie die
Anfälligkeit bzw. Vulnerabilität für eine Schizophrenie bei Personen mit einer leichten geistige
Behinderung unbekannten Ursprungs erhöhen.
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BA:   Adynamie 
BIP:   Interpersonelle Verunsicherung 
GESAMT: Gesamtwert
Abb. 14:Mittelwertsvergleich der BSABS-Subsyndrome über die sechs Patientengrup-
pen und eine psychisch gesunde Kontrollgruppe, multiple t-Tests (nach Klo-
sterkötter, Ebel, Schultze-Lutter & Steinmeyer, 1996).
(F0: hirnorganische psychische Störungen; F1: Störungen durch psychotrope
Substanzen; F2: schizophrene Störungen; F3: affektive Störungen; F4: neuro-
tische, Belastungs- und somatoforme Störungen; F6: Persönlichkeitsstörungen)
* p > 0.01 versus schizophrene Gruppe (F2): kein signifikanter Unterschied
Während sich Personen mit Schizophrenie unabhängig von ihrem intellektuellen Niveau er-
wartungsgemäß nicht voneinander, aber in jedem Fall von der Kontrollgruppe unterschieden,
zeigten sich keine Mittelwertsunterschiede zwischen leicht geistig Behinderten und beiden
schizophrenen Gruppen in den Subsyndromen ‘Vulnerabilität’ und ‘Adynamie’ (s. Abb. 15).
Leicht geistig Behinderte hingegen berichteten im Vergleich zu der Kontrollgruppe ein hypo-
thesenkonform allgemein erhöhtes Niveau von Basissymptomen phänomenologisch glei-
chenden Defiziten, wobei die Differenz im Gesamtwert sowie in den Subsyndromen ‘Infor-
mationsverarbeitungsstörungen’ und ‘Interpersonelle Verunsicherung’ signifikant wurde
(Schultze-Lutter & Klosterkötter, 1995).
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BIV: Informationsverarbeitungsstörungen BV:       Vulnerabilität
BC: Coenästhesien BIP:       Interpersonelle Verunsicherung












Abb. 15:Mittelwertsvergleich der BSABS-Subsyndrome über die vier Gruppen,
multiple t-Tests (nach Schultze-Lutter & Klosterkötter, 1995).
* p < 0.01 versus schizophrene unddoppelt diagnostizierte Gruppe
· p < 0.01 versus schizophrene Gruppe
Weitere Hinweise auf eine mögliche Schizophreniespezifität der Subsyndrome ‘Informations-
verarbeitungsstörungen’ und ‘Interpersonelle Verunsicherung’ ergab eine Vergleichsstudie
von Schizophrenen, psychisch gesunden erstgradigen Verwandten Schizophrener, die mit
einem durchschnittlichen Alter von 27 Lebensjahren noch ein hohes Risiko für die Entwick-
lung einer schizophrenen Erkrankung besaßen, und familiär unbelasteten, psychisch gesun-
den Kontrollpersonen (Klosterkötter, Gross et al., 1997; s. Abb. 16). Die drei Gruppen waren
im Hinblick auf Alter, Geschlecht und Schulbildung parallelisiert.
Die mit einem höheren Schizophrenierisiko behafteten biologischen Angehörigen Schizo-
phrener wiesen - wie die schizophrenen Patienten, wenn auch in geringerem Maße - in allen
BSABS-Subsyndromen eine größere Zahl von Basissymptomen auf als die Kontrollgruppe
(s. Abb. 16). Die Mittelwertsdifferenzen wurden jedoch nicht nur für die Informationsverar-
beitungsstörungen und die Anzeichen einer interpersonellen Verunsicherung signifikant,
sondern auch für das eher unspezifische Stufe-1-Basissymptome beinhaltende Subsyndrom
‘Vulnerabilität’. Letzteres wurde von den Autoren - in Übereinstimmung mit Befunden einer
signifikanten Häufung affektiver Erkrankungen mit psychotischer Symptomatik, aber nicht
affektiver Erkrankungen ohne psychotische Symptome bei erstgradigen Angehörigen Schi-
zophrener (Kendler et al., 1993) - als Indiz einer generellen Disposition zur Entwicklung einer
psychotischen Erkrankung interpretiert, da für diese Symptomgruppe in anderen Untersu-
chungen keine signifikanten Unterschiede zwischen schizophrenen und affektiven Psycho-
sen oder gar höhere Werte bei Patienten mit affektiven Störungen gefunden wurden
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(Bechdolf, Halve, Schultze-Lutter & Klosterkötter, 1998; Ebel, Gross, Klosterkötter & Huber,
1989; Klosterkötter, Gross et al., 1997).

















































t-Test: * p<0.05; *** p<0.001
BIV: Informationsverarbeitungsstörungen BC: Coenästhesien
BA: Adynamie BV: Vulnerabilität
BIP: Interpersonelle Verunsicherung
Abb. 16:Mittelwertsvergleich der BSABS-Subsyndrome über die drei Gruppen (nach Klo-
sterkötter, Gross et al., 1997).
Aufgrund des möglicherweise genetisch fundierten phänomenologischen Überschneidungs-
bereichs affektiver und schizophrener Psychosen forderten Yung und McGorry (1996) vor
allem bei Studien zu initialen Prodromen eine Betrachtung psychotischer Störungen als
Ganzes, da die bei einer psychotischen Erstepisode vergebene Diagnose häufig, wenn
Rückfälle auftreten, im weiteren Verlauf der Erkrankung revidiert werde (McGorry, 1994).
Zwei Untersuchungen sind bislang dem gezielten Vergleich von BSABS-Basissymptomen
bei Personen mit schizophrenen und affektiven Störungen gewidmet worden (Bechdolf, Hal-
ve, Schultze-Lutter & Klosterkötter, 1998; Ebel, Gross, Klosterkötter & Huber, 1989). Beide
Studien fanden übereinstimmend signifikant höhere Werte für Schizophrene im Bereich in-
terpersoneller Verunsicherung sowie höhere Werte von Patienten mit affektiven Störungen
im Subsyndrom ‘Vulnerabilität’. Hingegen differierten die Ergebnisse beider Studien für ko-
gnitive und coenästhetische Beschwerden sowie dynamische Defizienzen: Wurde in der ält-
ren Arbeit (Ebel, Gross, Klosterkötter & Huber, 1989) kein Gruppenunterschied in der Häu-
figkeit adynamischer Beschwerdeschilderungen, aber signifikant häufiger Denk-, Wahrneh-
mungs- und Handlungsstörungen sowie körperliche Mißempfindungen in der schizophrenen
Gruppe ermittelt, berichteten in der neueren Untersuchung depressive Patienten adynami-
sche und coenästhetische Beschwerden signifikant zahlreicher als schizophrene Patienten;
ein signifikanter Gruppenunterschied für ‘Informationsverarbeitungsstörungen’ wurde nicht
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gefunden (Bechdolf, Halve, Schultze-Lutter & Klosterkötter, 1998). Aus den Ergebnissen
letzterer Arbeit wurde geschlußfolgert, daß „die präepisodischen Störungen der Schizophre-
nen ... sich als Mikroproduktivität charakterisieren [lassen, v. Verf.], die der Depressiven als
ein depressives Syndrom milder Ausprägung“ (ebd., S. 378). Ebel, Gross, Huber und Klo-
sterkötter (1989) hingegen hatten in der Diskussion ihrer Ergebnisse besonderen Nachdruck
auf den Befund häufigerer Informationsverarbeitungsstörungen bei Schizophrenen gelegt
und ihn zunächst im Sinne von Berners Konzepts eines Achsensyndroms endogener Psy-
chosen (Berner, 1982) interpretiert, in dem beobachtbare Denkstörungen als Primärsympto-
me des endogenomorph-schizophrenen Achsensyndroms definiert sind. Später wurden die
Befunde unter Bezugnahme auf Ergebnisse anderer Studien im Sinne eines Kontinuitätsmo-
dells idiopathischer Psychosyndrome gedeutet, das die in heutigen Diagnosesystemen defi-
nierten unterschiedlichen Psychosetypen als „psychopathologische Zustands-Verlaufs-
Einheiten, wobei psychopathologische Syndrome und Verlauf solcher Einheiten sich auf-
grund zusätzlicher Faktoren, ..., sich [sic] sehr unterschiedlich gestalten können“ (Huber,
1992, S. 64) betrachtet, wobei sich schizophrene Erstrangsymptome „aus (kognitiven) Basis-
symptomen, die bereits quasi  „mikroproduktive“ Phänomene ... sind“ (ebd., S. 68), entwik-
keln.
2.1.7.3Basissymptome als Prodromalsymptome schizophrener Erkrankungen
Doch nicht nur in retrospektiven Untersuchungen zeigten sich ‘Informationsverarbeitungs-
störungen’ und ‘Interpersonelle Verunsicherung’ weitestgehend von herausragender Bedeu-
tung für die Entwicklung einer Psychose, sondern auch in den vorläufigen Ergebnissen des
prospektiven Köln-Bonn-Aachener Früherkennungsprojekts (Klosterkötter, Schultze-Lutter et
al., 1997), auf dessen Daten nach Abschluß des Projekts die vorliegende Arbeit basiert und
das in Kapitel 3.1.2 eingehend beschrieben ist.
Hier zeigten sich in einer Zwischenauswertung (ebd.) zum Zeitpunkt der Indexuntersuchung
bei 96 Patienten mit Verdacht auf ein initiales schizophrenes Prodrom signifikant höhere
Mittelwerte dieser beiden Subsyndrome in der Gruppe, die im Katamnesezeitraum tatsäch-
lich eine schizophrene Störung entwickelt hatte (n = 56), als in der Gruppe ohne schizophr-
ne Entwicklung (n = 40; s. Abb. 17). Die Patienten hatten bei der Indexuntersuchung noch
niemals positive oder negative Symptome geboten; ihre Zuordnung zu einer der beiden
Gruppen (mit versus ohne Übergang in eine schizophrene Psychose) erfolgte bei der durch-
schnittlich acht Jahre späteren Nachuntersuchung.
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t-Test: *** p < 0.001; * p < 0.05
BIV: Informationsverarbeitungsstörungen BC: Coenästhesien
BA: Adynamie BV: Vulnerabilität
BIP: Interpersonelle Verunsicherung
Abb. 17:Mittelwertsvergleich der BSABS-Subsyndrome über die zwei Gruppen des Köln-
Bonn-Aachener Früherkennungsprojekts (nach Klosterkötter, Schultze-Lutter et
al., 1997).
Kausalanalysen (LISREL 8; Jöreskog & Sörbom, 1993), die über die auf Einzelitemebene bei
Personen mit einem späteren Übergang in eine schizophrene Erkrankung signifikant häufiger
bei der Erstuntersuchung berichteten Basissymptome gerechnet wurden, bestätigten sowohl
die Rolle der Subsyndrome ‘Informationsverarbeitungsstörungen’ und ‘Interpersonelle Ver-
unsicherung’ als auch weitgehend deren empirische Itemgruppierung (s. Abb. 18).
Das in Abbildung 18 dargestellte Kausalmodell hatte die höchste Anpassung an die empiri-
schen Daten und konnte 94,1% der Ursprungsvarianz erklären. Die latente Variable x2, d e
hierin das Subsyndrom ‘Interpersonelle Verunsicherung’ repräsentiert, besaß einen direkten
und hoch signifikanten Einfluß auf die Entwicklung einer Schizophrenie, der einen Großteil
der Varianz der Zielvariable ‘Übergang in eine schizophrene Psychose’ erklärte (r2 = 0,920).
x2 wurde in diesem Modell durch die beobachteten Variablen x6, x7 und x8 beschrieben, wo-
bei x8 (Wahrnehmungsveränderungen am Gesicht und/oder der Gestalt anderer) clustera-
nalytisch dem Subsyndrom ‘Informationsverarbeitungsstörungen’ zugerechnet wurde, hier
aber aufgrund hoher Kovarianz mit x6 (Störung des In-Erscheinung-Tretens) und x7 (Subjekt-
Zentrismus) die latente Variable ‘Interpersonelle Verunsicherung’ mit repräsentiert.
x1, die latente Variable ‘Informationsverarbeitungsstörungen’, wie sie durch x1 bis x5 reprä-
sentiert wurde, beeinflußte x2  in hohem Maße, hatte aber für sich genommen nur einen g-
ringen direkten Einfluß auf die Zielvariable. Entsprechend der dem Basissymptom-Konzept
zugrunde liegenden Modellvorstellung gehen den durch Stufe-2-Basissymptomen repräsen-
tierten latenten Variablen Stufe-1-Merkmale voraus (z2 nd z3), und es fand sich eine gene-
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relle Disposition zu schizophrenen Störungen in Form einer bei der Erstuntersuchung dia-
gnostizierten schizotypen Persönlichkeitsstörung (z1), deren jeweiliger kausaler Einfluß auf x1
jedoch gering war (0.231 £ lj1 £ 0.284). Demographische Variablen, etwa Alter bei Auftreten
der ersten psychischen Beschwerden, Geschlecht oder höchster erreichter Schulabschluß,
hatten weder einen direkten noch einen über eine andere Modellkomponente vermittelten
Einfluß auf die Zielvariable ‘Übergang in eine schizophrene Psychose’ (Klosterkötter, Schul-
ze-Lutter et al., 1997).
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Abb. 18:Kausalmodell des Übergangs in eine schizophrene Psychose anhand der Daten des Köln-
Bonn-Aachener Früherkennungsprojekts (nach Klosterkötter, Schultze-Lutter et al., 1997).
c2 = 32,56; df = 48; p = 0,957
Goodness of fit-Index: 0,947; adjustierter Goodness of fit-Index: 0,914
erklärte Varianz: 0,941; Residualanteil nicht erklärter empirischer Kovarianzen: 5,2%
xi: beobachtete Variable, die eine latente Variable repräsentiert
zi: beobachtete Variable mit postuliertem kausalen Einfluß auf latente Variable
xj: latente Variable
di: Residualwert bzw. Fehlervarianz der beobachteten Variable xi
lij: Pfadkoeffizient, d.h. Stärke der kausalen Beziehung zwischen xi und xj
gj: Pfadkoeffizient zwischen xj und Zielvariable
Fjj: Pfadkoeffizient zwischen latenten Variablen
lij: Pfadkoeffizient zwischen zi und xj
z: nicht erklärte Varianz der Zielvariable
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Empirische Untersuchungen zur Eignung von Basissymptomen zur Früherkennung schizo-
phrener Psychosen wurden somit bereits auf allen vier von Yung und McGorry (1996) be-
schriebenen methodischen Ebenen zur Erfassung von Prodromalsymptomatik sowie zur
Entwicklung von Übergangsmodellen von Prodromen zu schizophrenen Psychosen (vgl.
Kap. 2.1.5.3 und 2.1.5.4) durchgeführt. Ihre Ergebnisse deuten auf eine Schizophreniespezi-
fität von Symptomen aus den Bereichen ‘Informationsverarbeitungsstörungen’ und ‘Interper-
sonelle Verunsicherung’. Damit kann das Basissymptom-Konzept in seiner in der BSABS
operationalisierten Form heute, nachdem sich die im DSM-III und DSM-III-R definierten Pro-
dromalsymptome als zu unspezifisch erwiesen haben und fallengelassen wurden, als viel-
leicht vielversprechendste Sammlung psychometrisch erfaßbarer Prodromalsymptome einer
schizophrenen Psychose betrachtet werden, weshalb seine Symptombeschreibungen auch
weitgehend Eingang in die neu konzipierten Früherkennungsinstrumente der beiden weltweit
führenden Forscher auf diesem Gebiet gefunden haben, der ‘Scale Of Prodromal Symptoms
- SOPS’ von Thomas H. McGlashan von der Yale University in New Haven / USA (Miller et
al., 1999) und dem ‘Comprehensive Assessment of At Risk Mental States - CAARMS’ von
Patrick D. McGorry und Alison R. Yung aus Melbourne / Australien (Yung et al., 1998). In ei-
ner vorläufigen Auswertung der Melbourner Prodromstudie an Patienten mit einem mögl-
chen Prodrom einer schizophrenen Psychose bestätigten sich die Befunde zur BSABS zum
Teil erneut: Insbesondere auf psychopathologischer Ebene ließen sich signifikante Unter-
schiede zwischen in eine akute Psychose übergegangenen und (noch) nicht übergegange-
nen Patienten aufdecken, und unter diesen Symptomen fanden sich auch eine Reihe aus
der BSABS übernommener Basissymptome (McGorry et al., 1999).
Um jedoch ein praktikables Früherkennungsinstrument zu erstellen, ist es notwendig eine
kleine, aber dennoch hoch prädiktive Anzahl von Symptomen zu finden, die im Individualfall
eine möglichst eindeutige und verläßliche Unterscheidung zwischen einem schizophrenen
Prodrom und anderen psychischen Erkrankungen oder Fluktuationen des psychischen Be-
findens treffen kann und auch der Tatsache gerecht wird, daß in der alltäglichen ärztlichen
Praxis nur eine begrenzte Zeitspanne für die Untersuchung eines einzelnen Patienten zur
Verfügung steht (Jackson et al., 1996). Für die Auswahl solcher sensitiver, spezifischer und
prädiktiver Symptome aus einer größeren Menge potentieller prädiktiver Variablen, die auf
psychometrischer Ebene meist nur ein nominales Meßniveau erreichen, und die Generierung
eines hierauf beruhenden validen und reliablen Prognosemodells wurden gerade in den
letzten Jahren eine Reihe ganz unterschiedlicher Techniken und Strategien entwickelt (Ag-
resti, 1996; Andreß, Hagenaars & Kühnel, 1997; Ashby et al., 1992; Marder et al., 1991;
Marshall, 1986, 1995, 1997; Marshall, Grover, Henderson & Hammermeister, 1994; Pawlak,
1984; Pawlak, Wong & Ziarko, 1988), die bislang aber kaum im Hinblick auf die für die Ent-
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wicklung eines ökonomischen und in der Einzelfalldiagnostik einsetzbaren Früherkennungs-
instruments entscheidende Frage, die Vorhersageleistung ihrer generierten Modelle und da-
mit auf die Verläßlichkeit ihrer Prognose, verglichen wurden.
2.2 MATHEMATISCHE METHODEN ZUR GENERIERUNG VON VORHERSAGE-
MODELLEN
In der Medizin stellt die Prognose traditionell seit mehr als 2000 Jahren die Vorhersage über
den Krankheitsverlaufs eines einzelnen Patienten dar, die der Arzt aufgrund seiner Erfah-
rungen mit vorangegangenen Patienten trifft. In diese prognostische Entscheidungsfindung
wird eine Anzahl von Merkmalen, die die Ausgangsverfassung früherer Patienten charakteri-
sierten, sowie deren klinischer Verlauf einbezogen. Hierbei werden nur diejenigen Merkmale
bei der Prognose berücksichtigt, die in der Vergangenheit als Vorboten eines bestimmten
Krankheitsverlaufs konsistent aufgetreten waren. Diese Merkmale werden bei einem neuen
Patienten auf ihr Vorliegen hin überprüft und bilden damit die Grundlage der Verlaufspro-
gnose. Bei dieser traditionellen Form klinischer Entscheidungsfindung, deren Basisstrategie
einen ‘selektiven Ausschluß’ (engl.: „selective exclusion“; Koss & Feinstein, 1971, p. 448)
darstellt, werden von der möglichen Vielzahl der Beobachtungen über einen Patienten alle
diejenigen außer Acht gelassen, die nicht maßgeblich für die Vorhersage des Krankheits-
verlaufs oder auch die Diagnose der Erkrankung erscheinen, beispielsweise das Vorhanden-
sein einer Erkältung bei der Beurteilung einer möglicherweise beginnenden Schizophrenie.
Diese Vorhersagestrategie hat sich in der langen Geschichte der Medizin sowohl aus logi-
schen wie aus mnestischen Gründen als sinnvoll erwiesen: Aus logischer Sicht bietet sie e-
ne Möglichkeit, sinnvolle Zusammenhänge in der unübersichtlichen Komplexität von Daten
vorangegangener Patienten aufzudecken; aus mnestischer Sicht hilft sie, diese Datenmenge
auf ein kognitionspsychologisch erinnerbares Maß zu reduzieren (ebd.).
Die fortschreitende Computerisierung kann heute jedoch helfen, die Grenzen menschlichen
Erinnerungsvermögens zu überwinden; selbst privaten Praxen stehen mit den modernen
hochleistungsfähigen Personal Computern die technischen Möglichkeiten zur Verarbeitung
auch sehr großer Datenmengen zur Verfügung, so daß für den Mediziner nicht mehr die
Notwendigkeit besteht, die Details und Verläufe einzelner Patienten möglichst genau im Ge-
dächtnis zu behalten. Da aber irrelevante, nicht mit der zu beurteilenden Erkrankung zu-
sammenhängende Informationen zu einer verzerrten oder falschen Prognose führen können,
besteht das Problem fort, eine adäquate, logische Methode zur Informationsverarbeitung
49
heranzuziehen, die nicht nur ein valides und reliables Vorhersagemodell generiert, sondern
auch die hierfür relevanten Patientendaten auswählt (ebd.).
Waren aus diesem Grund empirische Vorhersagemodelle für die Prognose des Krankheits-
verlaufs schon lange von Interesse, so kommt ihnen im Zuge des Paradigmenwandels vom
klassischen kurativen Ansatz der Krankheitsbekämpfung hin zu einem präventiven Ansatz
der Krankheitsvermeidung in der gesamten medizinischen Forschung ein immer größeres
Gewicht zu. Die psychiatrische Forschung schloß sich dieser Entwicklung hin einer zumin-
dest sekundären Prävention psychischer Erkrankungen allerdings erst in neuerer Zeit an,
was sich unter anderem dadurch erklärt, daß die auf diesem Gebiet erhobenen Daten, ins-
besondere auf psychopathologischer Ebene, meist ein nur maximal ordinales Skalenniveau
erreichen, in einer Vielzahl der Fälle aber kategorial bzw. dichotom sind. Da die meisten der
konventionellen statistischen Methoden zur Generierung von Vorhersagemodellen, wie etwa
diskriminanz- oder regressionsanalytische Verfahren, jedoch lange Zeit intervallskalierte Va-
riablen voraussetzten, standen bei Nominaldaten historisch gesehen zunächst c2-Methoden
zur Analyse von Kontingenztafeln im Mittelpunkt. Viele der heute verfügbaren Verfahren zur
kategorialen Datenanalyse waren noch vor 15 Jahren entweder nicht existent, kaum bekannt
oder für die breite Masse der Forscher nicht anwendbar, da die Computerentwicklung hinter
der methodischen Entwicklung zurücklag (Preisser & Koch, 1997).
2.2.1 Logistische Regressionsanalyse
Zur Generierung von Vorhersagemodellen bei Daten mit Nominalskalenniveau sind bis heute
Logitmodelle, basierend auf den bereits 1958 von Cox entwickelten logistischen Regressi-
onsverfahren, die am häufigsten verwandten Methoden, um simultan die Beziehungen von
mehreren unabhängigen Variablen zu einer dichotomen abhängigen Variablen zu erheben
(Ashby et al., 1992; Harrell, Lee, Matchar & Reichert, 1985). Mit diesen Verfahren können
Zusammenhänge erkannt und erklärt und die Wahrscheinlichkeit der abhängigen Variablen
in Relation zu einer Anzahl prädiktiver unabhängiger Variablen geschätzt bzw. prognostiziert
werden.
Das multiple logistische Regressionsmodell hat dabei die Form folgender Gleichung:
log (p/[1 - p]) = b0 + b1x1 + ... + bixi
wobei: p: die Wahrscheinlichkeit der abhängigen binären Variable
xi: die potentiell prädiktive unabhängige Variable, Regressor
bi:   Maß des Einfluß’ der unabhängigen Variablen xi, Regressionskoeffizient
b0:  konstantes Glied, das die Basiswahrscheinlichkeit nach Auswahl der Regressoren
repräsentiert
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Um die Wahrscheinlichkeiten der alternativen Ausprägungen der abhängigen Variablen y,
die Werte im Bereich 0 bis 1 darstellen, zum linearen Prädiktor ‘b0 + b1x1 + ... + bixi’, der prin-
zipiell beliebig große und auch negative Werte (-¥ bis ¥) annehmen kann, in Relation zu
setzen, wird die Transformation des linearen Prädiktors über den natürlichen Logarithmus
des Verhältnisses der Wahrscheinlichkeiten beider Ausprägungen der abhängigen Variable
(engl.: „odds“) vorgenommen, log (p/[1 - p]), wobei p = p(y = 1) und 1 - p = p(y = 0). Dadurch
werden die sogenannten log odds oder auch logits ermittelt, denen diese Form der Regres-
sionsanalyse seinen Namen verdankt.
Nach der Bestimmung eines a priori festgelegten Schwellenwerts für die Basiswahrschein-
lichkeit im Bereich 0 bis 1 wird durch Berechnung der Regressionskoeffizienten der ermittel-
ten Regressoren eine Klassifikationsregel erstellt, anhand derer die Objekte einem der bei-
den Ausgänge zugeordnet werden können, je nachdem, ob die für sie ermittelte Wahr-
scheinlichkeit unter- oder oberhalb des Schwellenwerts liegt. Im Gegensatz zu Korrelations-
analysen zur Ermittlung der Größe eines irgendwie gearteten potentiellen Zusammenhangs
wird hierbei bereits im Vorfeld eine eindeutige Richtung der Beziehung zwischen unabhängi-
gen und abhängiger Variable implizit angenommen, also „Je-Desto-Beziehungen“ (Back-
haus, Erichson, Plinke, Schuchard-Ficher & Weiber, 1987, S. 3) zwischen den Merkmalen
und dem Zielkriterium unterstellt.
Ist das Regressionsmodell in seiner einfachsten, grundlegenden Form formuliert, impliziert
diese Additivitätsannahme, daß die unabhängigen Variablen mit dem Zielkriterium in additi-
ver Weise verknüpft sind. Bei binären 0/1-kodierten unabhängigen Variablen hat dies eine
reine Summierung der Gewichte der vorliegenden 1-kodierten Variablen für die Berechnung
der Wahrscheinlichkeit der abhängigen Variable zur Folge. Im Falle der Früherkennung von
Schizophrenie bedeutet dies, daß dem logistischen Modell die Annahme immanent ist, daß
es eine adäquate Abbildung der realen Verhältnisse ist, daß die Erkrankungswahrscheinlic-
keit mit einer steigender Zahl von potentiell prädiktiven Symptomen zunimmt und andere Be-
ziehungen zwischen den Symptomen nicht bestehen. Potentielle nicht-lineare Zusammen-
hänge zwischen den Variablen bleiben deshalb bei der Analyse unberücksichtigt. Damit ist
die Additivitätsannahme eines der am häufigsten gegen die Verwendung von Regressions-,
aber auch von Diskriminanzanalysen angeführten Argumente. So sehen etwa Harrell und
Kollegen (1985) gerade mit der Entwicklung immer leistungsfähigerer Computerprogramme
die Gefahr einer Anwendung multipler logistischer Regressionsanalysen ohne vorherige
Prüfung der inhärenten Modellannahmen, wobei Annahmen bezüglich Linearität und Vertei-
lung der abhängigen Variable bei logistischen Regressionsanalysen keine oder zumindest
nur eine untergeordnete Rolle spielen. Der Additivitätsannahme sollte hingegen - soweit sie
nicht hinreichend empirisch oder theoretisch fundiert ist - durch die Berücksichtigung von In-
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teraktionen der Prädiktorvariablen in Form von Kreuz-Produkt-Termen bei der Modellkalkula-
tion Rechnung getragen werden. Ein Nachteil der logistischen Regressionsanalyse ist es
aber, daß sie a priori keine rechnerische Grundlage zur Aufdeckung möglicherweise rele-
vanter Interaktionen der unabhängigen Variablen bietet und die Berücksichtigung aller mögli-
chen Interaktionen zu einer entsprechenden Erhöhung der benötigten Stichprobengröße
führt, da jeder Kreuz-Produkt-Term seinerseits als zusätzliche unabhängige Variable fun-
giert. Mögliche relevante Kreuz-Produkt-Terme müssen deshalb entweder aufgrund theoreti-
scher Vorüberlegungen eingeführt oder mit Hilfe anderer mathemathischer Verfahren wie
etwa artifiziellen neuronalen Netzwerken, Grob-Mengen-Modellen oder Partitionierungsver-
fahren aufgedeckt werden (Lette et al., 1994). Die Einführung von Kreuz-Produkt-Termen
auf der Basis theoretischer Vorüberlegungen erfordert jedoch eine gute Kenntnis sowohl des
untersuchten Bereichs als auch der verwandten Methode, da es sonst leicht zu Fehlinter-
pretationen von Daten kommen kann, insbesondere wenn Datenerhebung und -auswertung,
wie in der medizinischen Forschung vielfach üblich, in unterschiedlichen Händen liegen
(Appleton, 1995).
The degree of understanding which the statistician has for the problem which the clin-
cian is trying to answer, and the understanding which the clinician has of the capabili-
ties, though not necessary details, of statistical methodology are important to the suc-
cess of any collaborative project. The strength and the weakness of methods of statis-
tical analysis is that they make simplifying assumptions. ... Sometimes such assump-
tions [etwa Verteilungs-, Linearitäts- und/oder Additivitätsannahmen; Anm. v. Verf.] are
perfectly reasonable, the methods they unleash provide good summaries of the data,
and inferences which result give genuine insight into the clinician’s problem.
Sometimes it is possible that both statistician and clinician forget that the assumptions
have been made, or make assumptions that are not justified by real-life aspects of the
system they are modelling, or they fail to investigate how dependent their inferences
are on the model which they have imposed on their data. (ebd., p. 185)
Ist bei der Versuchsplanung und Datenerhebung zudem noch nicht klar, welche unabhängi-
gen Variablen im Modell zu berücksichtigen sind, etwa weil gemäß den Forderungen von
Jackson und Kollegen (1996) möglichst viele potentielle Prodromalsymptome erhoben wur-
den, so können mit Hilfe der schrittweisen logistischen Regression nicht nur die Modellglei-
chung, sondern darüber hinaus auch die in die Gleichung eingehenden ‘wichtigen’ Variablen
ermittelt werden. Hierbei wird bei jedem Selektionsschritt über c2-Tests die Güte der Model-
lanpassung einerseits und der einzelnen potentiellen Einflußfaktoren xi andererseits be-
stimmt. So wird etwa über Wald-c2-Tests zu den einzelnen Regressionskoeffizienten gete-
stet, ob der jeweilige Faktor, also die jeweilige unabhängige Variable oder der jeweilige
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Kreuz-Produkt-Term, nach Adjustierung um alle anderen Parameter von signifikantem Ein-
fluß unter der Testhypothese H0: bi = 0 ist.
Bei dem Versuch, über ein solches schrittweises Verfahren zu einem möglichst einfachen,
ökonomischen Logitmodell zu gelangen, werden jedoch nach Ansicht von Harrell und Kolle-
gen (1985) sehr häufig Vorhersagemodelle anhand einer zu hohen Anzahl von unabhängi-
gen Variablen bzw. zu geringer Stichprobengröße generiert, die eine Überanpassung („over-
fit“; ebd., p. 1071) an die empirischen Daten aufweisen und in der Folge der Validierung an
einer unabhängigen Stichprobe nicht standhalten. Dies gilt insbesondere dann, wenn die
Zahl der Personen mit dem Zielkriterium, etwa dem Übergang in eine Schizophrenie, in der
Stichprobe gering ist. Für eine schrittweise Variablenselektion wird daher von ihnen als gro-
ber Richtwert ein Verhältnis von 1:10 zwischen der Zahl der in die Analyse eingehenden R-
gressoren und der Zahl der in der Stichprobe enthaltenen Personen mit dem Zielkriterium
angegeben (Harrell, Lee, Califf, Pryor & Rosati, 1984). Diese Richtlinie ist jedoch sehr kon-
servativ und wesentlich restriktiver als das von Backhaus und Koautoren (1987) empfohlene
Verhältnis von 1:2.
Darüber hinaus konnte für logistische Regressionsanalysen gezeigt werden, daß sich schon
bei relativ geringfügigen Änderungen der Wahl der in die Analyse eingehendenden unab-
hängigen Variablen die in den Vorhersagemodellen enthaltenen Regressoren erheblich un-
terscheiden (Harrell et al., 1984). Somit stellt sich gerade in der klinischen Forschung, in der
Stichproben meist nicht frei verfügbar sind, unabhängig von den unterschiedlichen Empfe-
lungen für das Verhältnis von Stichprobengröße und Zahl der unabhängigen Variablen das
Problem, welche der potentiell einflußreichen Variablen in der Analyse berücksichtigt werden
sollen. Zur Lösung dieses Problems werden von Harrell und Mitarbeitern (1985) drei alterna-
tive Vorgehensweisen vorgeschlagen:
1.  vorangestellte Variablenselektion nach statistischer Signifikanz,
2.  vorherige Hauptkomponentenanalyse und anschließende Nutzung der Faktoren als unab-
hängige Variablen oder
3.  vorangehende Clusteranalyse der unabhängigen Variablen mit anschließender Verbesse-
rung der Cluster anhand des klinischen Urteils und der Cluster-Variablen-
Korrelationsmatrix und nachfolgender Verwendung der Cluster als unabhängige Varia-
blen.
Ein Vergleich dieser drei Vorgehensweisen zeigte in der Studie der Autoren eine Überlegen-
heit des Vorhersagemodells nach Variablenreduktion durch eine Hauptkomponentenanalyse
in einer Validierungsstichprobe bei nahezu gleicher Güte des Modells über die Cluster in
größeren Stichproben (ebd.). Eine Überlegenheit der schrittweisen logistischen Regressi-
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onsanalyse von Clustern im Vergleich zu der von Hauptkomponenten oder Einzelvariablen
fanden hingegen Marshall, Grover, Henderson und Hammermeister (1994).
Ein weiteres Problem, das zu einer mangelhaften Replikation des Vorhersagemodells an ei-
ner Validierungsstichprobe führen kann und dem Problem der Fehleradjustierung bei multip-
len Paarvergleichsstudien entspricht, ergibt sich aus der Vielzahl von Vergleichen bei einer
großen Anzahl von unabhängigen Variablen. Dabei müssen bei einem dichotomen Ausgang
und k Regressoren [k(k - 1)]/2 Paarvergleiche vorgenommen werden, so daß die Möglichkeit,
daß einige der unabhängigen Variablen zufällig signifikant werden und damit Aufnahme in
das Modell finden, bei 1 - (1 - a)[k(k - 1)]/2 liegt. Zudem besteht die Gefahr, daß die Wichtigkeit
einiger Variablen aufgrund von Idiosynkrasien in der Berechnungsstichprobe überschätzt
wird und so ein an die Berechnungsstichprobe überangepaßtes Modell berechnet wird, das
die tatsächlichen Zusammenhänge zwischen abhängiger und unabhängigen Variablen nur
ungenügend bzw. verzerrt wiedergibt (Harrell et al., 1985).
Um diesen Problemen schon bei der Versuchsplanung entgegenzutreten, sollte zum einen
das Studiendesign dem späteren Vorhersagemodell angepaßt, d.h. prospektiv, und zum an-
deren eine Validierungsstichprobe vorhanden sein, um die tatsächliche Klassifizierungslei-
stung des Vorhersagemodells realistischer abschätzen zu können. So weist eine größere
Diskrepanz zwischen der Vorhersageleistung in der Berechnungs- und Validierungstichprobe
auf eine Überanpassung des Modells an die Daten der Berechnungsstichprobe hin (ebd.).
Aufgrund ihrer Überlegungen kamen Harrell und Kollegen (1985) im Hinblick auf die An-
wendbarkeit von Regressionsanalysen vor allem im Vergleich zu alternativen Stratifizie-
rungsverfahren zu dem folgenden Schluß:
When a regression analysis is not performed carefully, other methods such as recur-
sive partitioning can be more accurate. When the analysis is done carefully, however,
regression models can make prognostic estimates that are often as good and some-
times better than those obtained using stratification methods. (ebd., p. 1077)
2.2.2 Nonparametrische Diskriminanzanalyse
Regressions- bzw. Logitmodelle werden meist den ‘älteren’ diskriminanzanalytischen Verfah-
ren zur Analyse binärer Daten vorgezogen, da angenommen wird, „that they will not perform
better than logistic regression due to the high degree of non-normality of the data“ (Marshall
et al., 1994, p. 1502). Trotz formaler Ähnlichkeiten ihres linearen Prädiktors bestehen gravi-
rende modelltheoretische Unterschiede zwischen Regressions- und Diskriminanzanalysen:
Während bei der Regressionsanalyse die abhängige Variable als Zufallsvariable behandelt
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wird und die unabhängigen Variablen als fix angesehen werden, verhält es sich bei der Dis-
kriminanzanalyse genau umgekehrt, die abhängigen Variablen werden als fix und die unab-
hängigen Variablen als zufällig variiert behandelt. Auf dieser Grundlage wird im Gegensatz
zu Regressionsmodellen bei diskriminanzanalytischen Modellen eine Diskriminanzfunktion
berechnet, deren einzelne, auf ihr liegende Diskriminanzwerte L die prädiktiven Informatio-
nen aller enthaltenen unabhängigen Variablen im Individualfall zusammenfassen:
L = b0 + b1x1 + ... + bixi
wobei: L: der Diskriminanzwert der abhängigen binären Variable
xi: die potentiell prädiktive unabhängige Variable
bi: Maß des Einfluß’ der unabhängigen Variablen xi, Diskriminanzkoeffizient
b0: konstantes Glied
Während bei kontinuierlichen Variablen unter der Annahme einer Normalverteilung der Va-
riablen die Diskriminanzfunktion anhand generalisierter quadrierter Distanzen berechnet
wird, erfolgt die Berechnung bei nicht metrisch skalierten Variablen über nonparametrische
Schätzungen gruppenspezifischer Wahrscheinlichkeitsdichten (engl.: „probability densities“).
Hierbei stehen zwei Methoden zur Verfügung, kernel und k-nearest-neighbour, um nonpara-
metrische Schätzungen der Dichte für jede Gruppe zu berechnen und darüber ein Klassifika-
tionskriterium zu generieren. Die Proximität wird hierbei anhand quadrierter Euklidischer oder
Mahalanobis Distanzen, D², berechnet. Aufgrund der so generierten Klassifikationsfunktion
wird ein Objekt i in diejenige Gruppe g eingeordnet, der es am nächsten liegt, d.h. zu deren
Centroid, der aus den Daten geschätzten gruppenspezifischen Dichte, seine Distanz minimal
wird:
D²ig = S (Lki -`Lkg)²
wobei:    Lki: der Diskriminanzwert von Objekt i bzgl. Diskriminanzfunktion k
`Lkg: Centroid von Gruppe g bzgl. Diskriminanzfunktion k
Während die schrittweise logistische Regressionsanalyse die Möglichkeit zur gleichzeitigen
Modellgenerierung und Variablenselektion bietet, muß dies bei der Diskriminanzanalyse suk-
zessiv erfolgen, indem zunächst eine schrittweise Diskriminanzanalyse durchgeführt und an-
schließend eine nonparametrische Modellfunktion über die selektierten unabhängigen Varia-
blen ermittelt wird. Eine spezielle schrittweise Diskriminanzanalyse für nonparametrische
Daten steht bislang noch nicht zur Verfügung, doch kann nach den Anwendungsempfehlun-
gen des SAS (SAS Institute Inc., 1990) die für metrische, normalverteilte Daten bestehende
schrittweise Analyse deskriptiv auch auf nonparametrische Daten angewandt werden, wenn
ihr eine dem Datenniveau entsprechende Diskriminanzanalyse folgt. Wie bei der schrittwei-
sen logistischen Regressionsanalyse wird auch bei der schrittweisen Diskriminanzanalyse
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pro Selektionsschritt diejenige unabhängige Variable ausgewählt, die ein bestimmtes Güte-
maß maximiert bzw. minimiert, wenn Wilks’ l al  inverses Gütemaß verwandt wird.
Die unterschiedliche Gewichtung von Merkmalen durch Koeffizienten, wie sie sowohl bei Re-
gressions- als auch bei Diskriminanzanalysen erfolgt, und ihre Aufsummierung zu einem in-
dividuellen Referenzwert, der die Basis der individuellen Prognose darstellt, entspricht nach
Koss und Feinstein (1971) einer Entscheidungsstrategie des ‘abgestuften Einschlußes’
(„graded inclusion“; ebd., p. 449). Damit entsprechen diese statistischen Vorhersagestrategi-
en zumindest in ihrer nicht-schrittweisen Form nicht der traditionellen medizinischen Ent-
scheidungsfindung durch selektiven Ausschluß, die durch Eliminierung unwichtiger Informa-
tion zur Bildung von Subgruppen unterschiedlicher Merkmalskombinationen und zur indivi-
duelen Vorhersage aufgrund der Charakteristiken des mit der adäquaten Subgruppe asso-
ziierten Krankheitsverlaufs führt. Die prognostische Information über solche durch eine be-
grenzte Anzahl bestimmter Merkmalsausprägungen definierten Subgruppen mit unterschied-
lichem Krankheitsverlauf steht jedoch auch bei den mit schrittweisen multivariaten Regressi-
ons- und Diskriminanzanalysen erzielten Vorhersagemodellen dem Kliniker nicht zur Verfü-
gung, da diese nicht in der Lage sind, etwaige Subgruppen mit möglicherweise unterschied-
lichen relevanten Prädiktoren zu identifizieren. Koss und Feinstein schlugen deshalb schon
1971 die Methode der rekursiven Partitionierung als eine alternative Analysemethode vor, die
aufgrund ihrer sequentiellen, eher der klinischen Logik als mathematisch-theoretischen Kal-
kulationen folgenden Strategie der konventionellen klinischen Entscheidungsfindung näher
stehe, für den Praktiker in seiner Entscheidungsfindung transparenter sei und keine nebulö-
sen Generalisierungen über unspezifizierte klinische Entscheidungen enthalte.
2.2.3 Rekursive Partitionierung
Vor allem im Zuge des seit einigen Jahren wachsenden Interesses an Computer-
unterstützter Diagnostik, besonders in Bereichen, in denen die Diagnose von einer Vielzahl
von Faktoren abhängt, deren Spezifität noch unklar ist, wird heute vermehrt versucht, Pro-
gramme zu entwickeln, die mit Hilfe von sowohl statistischen als auch von ‘Expertensystem’-
Ansätzen die Diagnosefindung vereinfachen. Eine solcher integrativer Ansatz ist die soge-
nannte rekursive oder hierarchische Partitionierung, ein der nonparametrischen Diskrimi-
nanzanalyse verwandtes Verfahren, das die Daten basierend auf Merkmalen, die den ge-
wünschten Endpunkt vorhersagen, in immer kleinere Untergruppen stratifiziert (Cook &
Goldman, 1984).
Ursprünglich wurde die Methode der rekursiven Partitionierung für die ‘Regression’ mit einer
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intervallskalierten abhängigen Variable entwickelt. Sie kann jedoch auch auf eine nominal-
skalierte kategoriale abhängige Variable zur Bildung von Klassifikationsregeln angewandt
werden. Eine Reihe von Verfahren stehen inzwischen für die Berechnung rekursiver Partitio-
nierungsmodelle oder verwandter Modelle zur Verfügung (AID: Morgan & Sonquist, 1963; C
4.5: Quinlan, 1993; CART: Breiman, Friedman, Olshen & Stone, 1984; CHAID: Kass, 1980;
CLS: Quinlan, 1983; FACT: Loh & Vanichsetakul, 1988; HICLAS: DeBoeck & Rosenberg,
1988; KnowledgeSeeker: Biggs, De Ville & Suen, 1991; MARS: Friedmann & Roosen, 1995;
S routines: Clark & Pregibon, 1992; TREEMIN: Forsyth, Clarke & Wright, 1994). Obwohl die-
se Methode zunächst für den Einsatz im sozialwissenschaftlichen Bereich konzipiert wurde,
fand sie rasch Anwendung in der medizinischen und auch vereinzelt in der psychiatrischen
Forschung (Fleiss, Spitzer, Cohen & Endicott, 1977; Spitzer & Endicott, 1968, 1969; Wing,
1970) und ist Grundlage eines kürzlich erstellten psychiatrischen Expertenprogramms zur
Diagnosestellung nach ICD-10, DSM-IV und DSM-III-R, dem ‘Monash Interview for Liaison
Psychiatry - MILP’ (Yap & Clarke, 1996).
Während logistische Regressionsmodelle die Wahrscheinlichkeit einer Ausprägung der ab-
hängigen Variablen in Abhängigkeit von den Ausprägungen der unabhängigen Variablen be-
schreiben und die Diskriminanzanalyse eine einzige Wertefunktion bestimmt, die die prädik-
tive Information aller in ihr enthaltenen unabhängigen Variablen zusammenfaßt, verzichtet
die rekursive Partitionierung auf die Spezifizierung eines immanenten parametrischen Mo-
dells und unterteilt die Daten basierend auf den Ausprägungen der unabhängigen Variablen
in immer kleinere Gruppen, die die Ausprägungen der abhängigen Variable beschreiben
(Cook & Goldman, 1984). Die Ausprägungen der abhängigen Variablen stellen hierbei die
gewünschten Endpunkte des hierbei entstehenden Entscheidungsbaums oder Dendro-
gramms (s. Abb. 19) dar. Insofern steht das Ergebnis einer hierarchischen Partitionierung
dem klinischen Alltag näher als etwa die bei Regressions- oder Diskriminanzanalysen ge-
wonnenen Symptomgewichtungen, da für die diagnostische Entscheidung meist das Vorlie-
gen bzw. Nicht-Vorliegen von Symptomen maßgeblich ist (Marshall, 1986).
Die Grundzüge der rekursiven bzw. hierarchischen Partitionierung seien im folgenden erläu-
tert: Gegeben sei die abhängige Variable y mit J nominalen Klassen, y0, ..., yJ-1, und eine
Menge von p unabhängigen Variablen x bzw. Indikatoren von y, x = (x1 ..., xp). Die Menge
möglicher Werte, die x annehmen kann, sei X. Beispielsweise sei yj iner von J möglichen
diagnostischen oder prognostischen Ausgängen und x eine Menge von Symptomen. Die re-
kursive Partitionierung bildet aus den Rohdaten zu y und x ei e Aufteilung von X in J Unter-
mengen A0, ..., AJ-1 dergestalt, daß jede Untermenge Aj hinsichtlich yj ‘rein’ ist, d.h. nur eine
mögliche Ausgangsalternative yj enthält. Eine Beobachtung mit bekanntem x und unbe-
kanntem y kann der Klasse yj dann zugeordnet werden, wenn x zu Aj gehört. Eine solche
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Klassifizierungen bzw. Vorhersagen erst erlaubende Partition entsteht durch die wiederholte
Aufteilung der Stichprobe in Untergruppen mit zunehmender Reinheit („purity“, Marshall,
1986, p. 518) hinsichtlich y entsprechend der Werte der Elemente von x. Die Struktur einer
solchen Aufteilung läßt sich durch ein Dendrogramm repräsentieren, in dem sich die Äste,
d.h. die Untergruppen, aufteilen, um neue Äste bzw. neue, kleinere Untergruppen zu bilden
(s. Abb. 19). In einem solchen Dendrogramm ist jede der gebildeten Untergruppen, Klasse yj
Untergruppe, rein hinsichtlich einer der Klassen der abhängigen Variablen yj. Die Attribute
bzw. Variablenausprägungen, die alle Klasse yj Untergruppen definieren und von denen
theoretisch jede beliebige Anzahl vorliegen kann, bilden zusammengenommen Aj. Für die
Bestimmung der ‘besten’ Größe eines Dendrogramms wurden verschiedene Kriterien vorge-
schlagen, von denen Marshall (1986) die im ‘Classification and Regression Tree System -
CART’ (Breiman et al., 1984) implementierte Methode einer Straffunktion für die Komplexität
des Dendrogramms zur Relativierung der steigenden Reinheit der Untergruppen bei gleich-
zeitiger Verringerung ihrer Stichprobengröße als besten Lösungsansatz für dieses Problem
betrachtet.
Bei dem Spezialfall einer dichotomen abhängigen Variablen mit J = 2 Ausprägungen muß
eine Teilung von X in zwei Regionen A0 und A1 erfolgen. Hierbei ist A1 genau die komple-
mentäre Menge von A0, so daß durch die alleinige Spezifizierung von A0 die gesamte Partiti-
on bereits exakt festgelegt ist, deshalb wird in diesem Fall A0 als die Teilung von X bezeich-
net. In der Medizin, insbesondere in der Psychiatrie, werden zudem die unabhängigen Varia-
blen xi häufig ebenfalls binäre Variablen sein, beispielsweise psychopathologische Sympto-
me, die lediglich auf ihr (Nicht-)Vorhandensein hin überprüft werden. Damit induziert auch je-
des xi eine dichotome Partition, indem es etwa die Werte 0 (Symptom nicht vorhanden) und
1 (Symptom vorhanden) annehmen kann. Zur Vereinfachung soll im folgenden die Notation
Xi die Region von X bezeichnen, in der xi den Wert 0 annimmt, Xi = {x; xi = 0}. Eine mögliche
Partition stellt somit A0 = Xi dar; die komplementäre Region mit xi = 1 ist A1 = 
kXi.
Kombinationen verschiedener Attribute definieren komplexere Partitionen von X. Sind etwa
die binären unabhängigen Variablen xi (Depersonalisation) und xj (Gedankenblockierung)
gegeben, stellt die Attributkombination keine Depersonalisation und keine Gedankenblockie-
rung eine mögliche Partition von X dar, A0 = Xi Ç Xj wobei Xi = {x; xi = 0} und Xj = {x; xj = 0}.
Die entsprechende komplementäre Menge zu A0 ist A1 = 
kXi È 
kXj wobei 
kXi = {x; xi = 1} und
kXj = {x; xj = 1}, Depersonalisationserleben oder  Gedankenblockierung ist vorhanden. Da
hier das oder  kein ausschließendes ist, können auch beide Phänomene vorhanden sein.
Es konnte gezeigt werden, daß durch die Kombination von binären Attributen 2(2 hoch p) - 1 - 1
mögliche Pfade bei der Bildung einer dichotomen Partitionierung gegeben sind (Marshall,
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1986). Jede Aufteilung kann hierbei durch eine Boolsche Funktion von X1, ..., Xp mit den
Verbindungen Ç (‘geschnitten’) und È (‘vereinigt’) sowie dem komplementären Operator k
ausgedrückt werden. Eine direkte Suche nach der besten Aufteilung in den Daten wird damit
schnell undurchführbar; so ergeben sich etwa bei fünf in die Berechnung eingehenden un-
abhängigen Variablen bereits 231 -1 = 2 147 483 647 mögliche Pfade. Hierfür bietet die r-
kursive Partitionierung eine alternative Strategie.









Ist der GAF-Wert reduziert?andere Diagnoseandere Diagnose
Sind Positivsymptome vorhanden? andere Diagnoseandere Diagnose
andere Diagnoseandere Diagnose SchizophrenieSchizophrenie
Sind Negativsymptome vorhanden?SchizophrenieSchizophrenie
Abb. 19:Beispiel eines durch rekursive Partitionierung gewonnenen Dendro-
gramms zur Diagnose von Schizophrenie.
Die in Kästchen gefaßten ‘Endknoten’ kennzeichnen die Klassen
der abhängigen Variblen.
In Abbildung 19 ist das Ergebnis einer rekursiven Partitionierung am Beispiel einer grob ver-
einfachten Klassifizierung von psychiatrischen Patienten in solche mit der Diagnose einer
Schizophrenie, y = 1, und solche mit einer anderen Diagnose, y = 0, in Form eines Dendro-
gramms wiedergegeben. Wenn die Attribute X1 = {Gesamtbeschwerdedauer ³ 6 Monate}, X2
= {Positivsymptome vorhanden}, X3 = {Negativsymptome vorhanden} und X4 = {reduzierter
GAF-Wert} bezeichnen, dann läßt sich das graphisch repräsentierte Partitionierungsergebnis
für y = 0, ‘andere Diagnose’, formal folgendermaßen als Boolsche Funktion ausdrücken: A0 =
(kX1) È (X1 Ç 
kX2 Ç 
kX3) È (X1 Ç 
kX2 Ç X3 Ç 
kX4). Eine andere Diagnose wird vergeben, wenn
die Gesamtbeschwerdedauer weniger als sechs Monate beträgt, (kX1), oder  wenn sie min-
destens sechs Monate beträgt und weder Positiv- noch Negativsymptome vorhanden sind,
(X1 Ç 
kX2 Ç 
kX3), oder  wenn die Gesamtbeschwerdedauer mindestens sechs Monate be-
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trägt, keine Positiv-, aber Negativsymptome vorhanden sind und keine Reduktion des glo-
balen Funktionsniveaus, des GAF-Wertes, verzeichnet werden kann (X1 Ç 
kX2 Ç X3 Ç 
kX4).
Eine solche der graphischen Repräsentation entnommene Boolsche Funktion kann jedoch,
wie auch in diesem Beispiel, redundante Information enthalten. Da der einzige Pfad zu X3 =
{Negativsymptome vorhanden} über kX2 = {keine Positivsymptome vorhanden} führt und der
einzige Pfad zu kX4 = {GAF-Wert nicht reduziert} über 
kX2 und X3 (s. Abb. 19), läßt sich A0
vereinfacht auch als A0 = (
kX1) È (X1 Ç 
kX3) È (X1 Ç 
kX4) ausdrücken: Eine andere Diagnose
wird vergeben, wenn die Gesamtbeschwerdedauer weniger als sechs Monate beträgt, (kX1),
oder  wenn sie mindestens sechs Monate beträgt und keine Negativsymptome vorhanden
sind, (X1 Ç 
kX3), oder  wenn sie mindestens sechs Monate beträgt und der GAF-Wert nicht
reduziert ist (X1 Ç 
kX4).
Während in diesem Beispiel die in der Partition enthaltene redundante Information noch
recht einfach zu erkennen ist, kann in komplexeren Dendrogrammen, in denen die zugrunde
liegende Struktur der Partitionierung weniger offensichtlich ist, die Reduktion der Boolschen
Funktion auf ihre einfachste und keine Redundanz enthaltene Form mit erheblichen Schwie-
rigkeiten verbunden sein (Flegg, 1965).
In der Praxis stellt jedoch das Auftreten von komplementären Termen wie kX3 oft in größe-
res Problem als mögliche Redundanzen bei der Interpretation der Ergebnisse dar, da diese
häufig den klinischen Apriori-Erwartungen entgegengesetzt sind (Marshall, 1995). Dieses
Problem sei am Beispiel der Früherkennung von Schizophrenie erläutert. So forderten etwa
Jackson und Mitarbeiter (1996) die Untersuchung aller möglichen Prodromalsymptome zur
Verbesserung der Prädiktionsleistung von Früherkennungsinstrumenten. Dies basiert auf der
Annahme, daß das Vorhandensein jedes dieser möglichen Prodromalsymptome positiv mit
dem späteren Übergang in eine schizophrene Erkrankung assoziiert sein wird. Diesen Er-
wartungen entgegengesetzte Ergebnisse, etwa daß das Vorhandensein eines möglichen
Prodromalsymptoms die Nicht-Entwicklung einer späteren Schizophrenie anzeigt bzw. die
Abwesenheit eines Symptoms einen späteren Übergang in eine Schizophrenie indiziert, mö-
gen deshalb auf den ersten Blick paradox erscheinen und zu einem Ausschluß des entspre-
chenden Symptoms verleiten. Ein solcher Ausschluß ist gerechtfertigt, wenn es sich bei dem
entsprechenden Term um ein Artefakt handelt, das im Zuge der Partitionierungssequenzen
entstanden ist. Doch sollte nicht von vornherein die Möglichkeit ausgeschlossen werden, daß
eine aufgetretene Kombination von gleichzeitiger An- und Abwesenheit möglicher Prodro-
malsymptome auch klinisch sinnvoll sein kann. So wäre es bezogen auf das Basissymptom-
Konzept (vgl. Kap. 2.1.7) beispielsweise vorstellbar, daß vorhandene eher eigenartige ‘Stufe-
2’-Denkstörungen wie Sprachstörungen oder Gedankenblockierungen sich als weniger prä-
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diktiv für eine spätere Schizophrenie herausstellten, wenn sie ausschließlich zusammen mit
‘Stufe-1’-Denkstörungen wie Konzentrationsstörungen oder Verlangsamung und Erschwe-
rung von Denkprozessen auftreten. Durch eine entsprechende Kodierung von xi, etwa auf
der Basis von Korrelationsberechnungen, die nur positive Assoziationen zuläßt, und eine a
priori Restriktion von A0 auf Boolsche Funktionen ohne komplementäre Terme lassen sich
solche gemischten Ausdrücke jedoch auch leicht vermeiden, so daß der Vorannahme, daß
das Vorliegen von Symptomen das Vorliegen einer Erkrankung und die Abwesenheit von
Symptomen die Abwesenheit der Erkrankung anzeigt, entsprochen werden kann.
Neben diesen eher interpretativen Schwierigkeiten wurden vier weitere Argumente von Kriti-
kern der rekursiven Partitionierung immer wieder vorgebracht (Doyle, 1973; Einhorn, 1972;
Marshall, 1995):
1.  die Notwendigkeit großer Stichproben zur Gewährleistung sinnvoller Subgruppengrößen,
2.  die damit verbundene Ineffizienz im Umgang mit den Daten, da die Analyseeinheiten nicht
die empirschen Daten, sondern die Untergruppen bilden,
3.  das Fehlen von der Datenanalyse vorgeschalteten Modellannahmen und die daraus re-
sultierende Anfälligkeit für die Generierung verfälschter Beziehungen und
4.  das Vorhandenseins einer optimalen Gruppentrennung immer nur für bestimmte Unter-
gruppen in der Hierarchie (lokales Optimum).
Dennoch ließ sich in verschiedenen Studien zeigen, daß die rekursive Partitionierung eine
sinnvolle Analysemethode zur Erstellung von Klassifizierungsregeln für prognostische und
diagnostische medizinische Zwecke darstellt (Armitage & Gehan, 1984; Breiman et al., 1984;
Feinstein, 1977; Koss & Feinstein, 1971; Marshall, 1986, 1995; Marubini, Morabito & Valsec-
chi, 1983; Pascual, Rodriguez, Zayas, Moreno & Lage, 1983). Ein empirischer Vergleich der
rekursiven Partitionierung mit konventionellen multivariaten inferenzstatistischen Prozeduren
ermittelte eine ähnliche Güte der Verfahren (Cook & Goldman, 1984), aber es spricht nach
Ansicht von Marshall (1986) für die Anwendung von Partitionierungstechniken, daß „parti-
tioning is more intelligible to clinicians and has closer affinity to clinical logic.“ (ebd., p. 518).
Ein alternativer nicht-hierarchischer Partitionierungsansatz speziell für die Klassifizierung e-
nes dichotomen Merkmals bzw. Ausgangs, der die Einschränkungen der ‘klassischen’ rekur-
siven Partitionierung vermeiden helfen soll, die ‘Search Partition ANalysis - SPAN’, wurde
1986 von Marshall vorgeschlagen. Anstelle der Analyse über die progressive Aufteilung in
immer kleinere Gruppen wird hierbei eine direkte Suche in den gesamten Rohdaten mit dem
Ziel vorgeschlagen, die beste unter einer bestimmten Klasse dichotomer Partitionierungen
auszuwählen. Da dieser Ansatz zudem auf der Grundannahme gerichteter Zusammenhänge
zwischen der abhängigen und den unabhängigen Variablen basiert, vermeidet er auch das
Entstehen gemischter Boolscher Funktio en.
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2.2.3.1Search Partition Analysis
Wie die rekursive Partitionierung zielt auch die ‘Search Partition ANalysis - SPAN’ (Marshall,
1985, 1986, 1995) auf die Ermittlung Boolscher Funktionen ab, die entweder die Form einer
Vereinigung (‘È’) von Gruppen geschnittener Attribute Xi haben oder die einer Schnittmenge
(‘Ç’) vereinigter Gruppen von Attributen. Im Gegensatz zur rekursiven Partitionierung ist dies
in SPAN mit der Restriktion verbunden, daß ausschließlich nicht-komplementäre oder aus-
schließlich komplementäre Attribute Xi gemeinsam in einer Funktion auftreten. Es werden al-
so nur Partitionen zugelassen, die eine Vereinigung von q Gruppen geschnittener Mengen
sind (A0 = I1 È I2 È ... È Iq, wobei Is mit s = 1, ...., q die Schnittmenge einer Gruppe von ps Xis
ist) oder eine Schnittmenge von q Gruppen vereinigter Mengen (A’0 = J1 Ç J 2 Ç ... Ç J q, wo-
bei Js die Vereinigung einer Gruppe von ps Xis ist). A0 und A’0 sind dabei alternative Partitio-
nen, die sich zueinander wechselseitig verhalten, wobei A’0 nicht die komplementäre Menge
von A0 ist. Die zu A0 komplementäre Menge A1 stellt zwar auch - wie A’0 - die Schnittmenge
von q vereinigten Mengen dar, diese werden jedoch aus den komplementären Attributen,
kXis, gebildet. In SPAN wird q als „order“ (Ordnung) der Partitionen, p1, p2, ..., pq als ihre
„subordinates“ (Marshall, 1986, p. 521) und A0 und A’0 als reguläre Partitionen bezeichnet.
Zur Vermeidung redundanter Informationen und damit zur Generierung möglichst einfacher
Boolscher Funktionen wurde in SPAN darüber hinaus eine zweite Restriktion eingeführt, die
im Falle von Funktionen der Form A0 das Auftreten einer Schnittmenge Is vermeidet, die be-
reits als Untermenge in einer anderen Schnittmenge Ir enthalten ist (Is Ï Ir). Ist diese Voraus-
setzung erfüllt, wird keine Redundanz in A’0 auftreten, da hiermit ebenfalls gesichert ist, daß
keine Mengen vereinigt werden, die bereits als Untermenge in einer anderen vereinigten
Menge vorhanden sind, Js Ï J r.
SPAN zielt hiermit darauf ab, die Stichproben-Gesamtmenge in zwei weitgehend getrennte
Obermengen A0 und A1 zu unterteilen, die zwischen den alternativen Ausprägungen der ab-
hängigen Variable diskriminieren und gleichzeitig durch die Beschreibung von A0 und A1 in
einer regulären disjunktiven Form die Identifikation von Untermengen bzw. Subtypen und de-
ren Überschneidungsbereich erlauben.
Über den in SPAN implementierten Lock and Key-Algorithmus (Marshall, 1995) kann eine d-
rekte Suche nach der optimalen regulären Partition vorgenommen werden, wobei für eine
gegebene Ordnung q und ihre Subordinaten pq zunächst eine Aufstellung aller regulären
Partitionen (‘keys’) für eine gegebene Anzahl von abhängigen Variablen xp erfolgt, von de-
nen diejenige ausgewählt wird, die am besten zwischen den beiden Ausprägungen von y
diskriminiert, d.h. die größte ‘Reinheit’ (‘lock’) aufweist. Im Gegensatz zu der hierarchischen
Methode der rekursiven Partitionierung, bei der die Daten immer weiter in immer kleinere
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Subgruppen unterteilt werden, ermittelt SPAN jede Partition über die Gesamtdaten. Hier-
durch wird die bei der hierarchischen Partitionierung auftretende Problematik der Notwendig-
keit sehr großer Stichproben und der Ineffizienz der Analyseeinheiten vermieden. In
Abhängigkeit von den Vorgaben in den Analyseschritten für q bei p1 = ... = pq = u ergeben
sich 2(t über  q) mögliche Partitionen, wobei t = (p über  u), da es t Möglichkeiten für jedes Is
(oder Js) gibt, von denen q ausgewählt werden. Bei einer großen Anzahl von unabhängigen
Variablen werden also sowohl p als auch q eher klein gewählt werden, um die Zahl der in
den einzelnen Analyseschritten zu berücksichtigenden Partitionen nicht explosionsartig an-
steigen zu lassen (Marshall, 1986).
Zur Bewertung der Güte gefundener Partitionen und damit der Auswahl der am besten zwi-
schen dem Ausgang diskriminierenden kommen in SPAN zwei Meßkriterien zur Anwendung:
zum einen die Messung der Partitionsreinheit, zum anderen die der Untergruppenreinheit
(„partition purity“ und „subgroup purity“, Marshall, 1995, p. 2651). Als Maß für die Reinheit
der Gruppen wurde von Breiman und Mitarbeitern (1984) der Gini-Index G zur Schätzung der
Verschiedenheit der Gruppen bzw. Partition über ihre Wahrscheinlichkeiten vorgeschlagen.
Im Falle einer dichotomen abhängigen Variablen mit zwei Klassen ist G die Differenz zwi-
schen dem Produkt der beiden beobachteten Wahrscheinlichkeiten der Klassen der abhän-
gigen Variablen und den Produkten der einzelnen durch die Partitionen vorhergesagten
Klassenwahrscheinlichkeiten. Die Reduktion der Verschiedenheit von y durch die Partitioni-
rung in A0 und A1 kann für die Auswahl der ‘besten’ Partition genutzt werden:
G = p0p1 - p(A0)p(0|A0)p(1|A0) - p (A1)p(0|A1)p(1|A1),
wobei pi die Wahrscheinlichkeit für y = i,
p(Aj) die Wahrscheinlichkeit für die Zugehörigkeit von x zu Aj 
p(i|Aj) die bedingte Wahrscheinlichkeit für y = i unter der Voraussetzung
der Zugehörigkeit von x zu Aj für i = 1, 0 und j = 1, 0
Bei einer gegebenen Partition A0 können die beobachteten Daten in eine 4-Felder-Tafel
übertragen werden (s. Tab. 5). Unter der Voraussetzung, daß die Randsummen C und D in
Tabelle 5 die wahren Anteile der beiden Ausprägungen von y in der Population, aus der die
Berechnungsstichprobe gewonnen wurde, widerspiegeln, vereinfacht sich der Gini-Index G
durch die entsprechenden Ersetzungen der Wahrscheinlichkeiten durch die Zellenhäufigkei-
ten, etwa von p0 durch C / N, von p1 durch D / N, von p(A0) durch A / N und von p(0|A) durch
a / A, zu: G = [(CD / N) - (ab / A) - (cd / B)] / N. 
Damit hat G folgende Beziehung zu der 2´2-c2-Statistik: G = c2CD / N.
Ist die Annahme, daß die Randsummen C und D den real in der Population gegebenen Ver-
hältnisse entsprechen, nicht haltbar, muß das Bayes Theorem mit Schätzung der Apriori-
Wahrscheinlichkeiten pi zur Berechnung von G herangezogen werden. Dabei ergibt sich un-
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ter Verwendung der geschätzten verbundenen Wahrscheinlichkeiten anstelle der bedingten
Wahrscheinlichkeiten (s. Tab. 5): G = p0p1[1 - {ab / (p0aD + p1bC)} - {cd / (p0cD + p1dC)}].
Tab. 5:2´2-Tabelle für N Probanden, klassifiziert nach einer binären abhängigen Variablen y mit den
Ausprägungen 0 und 1 unter Verwendung einer 2-Klassen-Partition der unabhängigen Varia-
blen (A0 und A1). Die in Klammern gesetzten Ausdrücke bezeichnen die geschätzten verbun-
denen Zellenwahrscheinlichkeiten für eine gegebene Apriori-Wahrscheinlichkeit po = p(y = 0)
mit p1 = 1 - p0.
Klassifizierung
Partition der unabhän-
gigen Variablen y = 0 y = 1 Summe
A0 a (p0a / C) b (p1b / D) A = a + b
A1 c (p0c / C) d (p1d / D) B = c + d
Summe C = a + c D = b + d N = a + b + c + d
Für die Praxis empfiehlt Marshall (1986) die Verwendung einer balancierten Partition, in der
die Randsummen A und B annähernd gleich sind. Damit wird eine Gewichtung von G ent-
sprechend der Disparität in A und B auf einfachem Wege ermöglicht, indem G* = GAB ge-
setzt wird, da AB = A(N - B) maximal ist, wenn A = N / 2.
Alternativ wird für eine binäre abhängige Variable y die Messung der Entropie über das Ver-
hältnis der Anzahl fälschlicher Zuordnungen zu A0  der Gesamtzahl der Zuordnungen zu
A0, (b/A), vorgeschlagen (Marshall, 1995), wobei i(A0) den Meßwert für die Nicht-Reinheit der
Partition A0 darstellt, d.h. i(A0) wird kleiner mit zunehmender Partitionsreinheit:
i(A0) = - (b/A) log (b/A).
Ein weiteres Maß zur Berechnung der Nicht-Reinheit i(A0), das ebenfalls auf das Verhältnis
b/A Bezug nimmt und sowohl für intervallskalierte als auch für binäre abhängige Daten ver-
wandt werden kann, ist die Fehlervarianz: 
i(A0) = S (yi -` yAo)
2 / nAo, wobei `yAo der Anteil von y = 1 in A0 ist (b/A).
Wird der Gini-Index G als Maß der Reinheit auf das Maß der Nicht-Reinheit i(A0) zurückge-
führt, so lautet er: G = i(A0 È A1) - pA0i(A0) - pA1i(A1), wobei pAo und pA1 = 1 - pA0 der Anteil der
Stichprobe in A0 und A1. G als Maß der Partitionsreinheit ist damit die Differenz zwischen der
Nicht-Reinheit der verbundene, zueinander komplementären Partitionen A0 u d A1 und den
an ihren jeweiligen Anteilen an der Stichprobe gewichteten einzelnen Nicht-Reinheiten, i(A0)
und i(A1).
Zur Messung der Untergruppenreinheit i(Ij), für die ebenfalls der Gini-Index herangezogen
werden kann, werden i(A0) und i(A1) ersetzt durch den an der Gruppengröße gewichteten
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Mittelwert jeder Untergruppenreinheit, `i(A0) und ` i(A1), entsprechend der Formel:
`i(A0) = [S
q
j=1 i(Ij)nj] / S
q
j=1 nj.
Wie CART enthält auch SPAN eine Straffunktion b („penalty parameter“, Marshall, 1995, p.
2652), mit deren Hilfe eine Relativierung der steigenden Reinheit an der meist damit verbun-
denen steigenden Komplexität der Partition c erfolgt: Gb = G - cb.
Für die Bestimmung der Komplexität c stehen verschiedene Vorgehensweisen zur Auswahl
(van Mechelen & DeBoeck, 1990):
1.  Die Komplexität bestimmt sich durch die Gesamtzahl der generierten Untergruppen: 
c = q + q’ - 1,
2.  Die Komplexität c entspricht der Summe der Attribute in der Partition: c =
Anzahl Xi Diese Bestimmung ist weniger strikt als die vorherige, da es möglich ist, daß
zwar insgesamt wenige Attribute heran gezogen werden, aber die einzelnen Ausdrücke
für A0 und A1 dennoch recht kompliziert sind.
3.  Die Komplexität entspricht der minimal möglichen Zahl von Subordinaten:    c = min(q, q’).
Unter dieser Vorgehensweisen wird eine möglichst einfache Boolsche Funktion zur Be-
schreibung nur einer der beiden Hauptgruppen gefordert.
Gemäß dem ‘Lock and Key’-Algorithmus werden die generierten Partitionen in jedem Analy-
seschritt hinsichtlich G*, d.h. der an der Disparität in A und B (s. Tab. 5) gewichteten Partiti-
onsreinheit, bewertet und die Partition mit der höchsten Reinheit, dem höchsten G* ausg-
wählt. Diese kann als eigenständige Variable abgespeichert und im nächsten Schritt ver-
rechnet werden, wobei die hierfür ermittelte Straffunktion b den Voreinstellungswert für den
nächsten Suchschritt dieser iterativen Suchstrategie bildet. Eine solche iterative Suchstrat-
gie wird besonders bei einer großen Menge abhängiger Variablen empfohlen, denn bei q > 2
und pq > 3 nimmt die Menge der zu durchsuchenden Kombinationsmöglichkeiten explosions-
artig zu und führt damit zu immensen, unökonomischen Rechenzeiten (Marshall, 1995). Die
iterative Suche wird abgebrochen, wenn sie konvergiert, d.h. wenn eine Erhöhung der Kom-
plexität nicht mehr durch eine entsprechende Erhöhung der Partitionsreinheit aufgewogen
wird. Dieses Abbruchkriterium und die damit verbundene Selektion von Items stellen einen
weiteren Vorzug von SPAN gegenüber den hierarchischen Partitionierungsverfahren dar, die
prinzipiell die Stratifizierung so lange fortsetzen, bis jedes Objekt einen eigenen Endpunkt
bildet.
Da die Suche nach der optimalen Partition in SPAN auf die Menge der regulären Partitionen
begrenzt ist, können artifizielle oder uninterpretierbare Attributkombinationen nicht entstehen,
aber möglicherweise tatsächlich bestehende Interaktionen zwischen positiven und negativen
Attributen nicht aufgedeckt werden. Generell werden jedoch meist unabhängige Variablen in
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eine Studie aufgenommen werden, für die schon im Vorfeld Anhaltspunkte für einen Einfluß
auf die abhängige Variable und dessen positive Richtung bestehen. Gibt es bereits Hinweise
auf eine negative Beziehung zwischen der abhängigen und einer unabhängigen Variable, ist
es jedoch auch möglich, diese im Vorfeld zuzulassen, indem etwa die Abwesenheit der un-
abhängigen Variable, xi = 0, als positives Attribut definiert wird. Damit werden Kombinationen
negativer und positiver Attribute in Form einer regulären Partition und die Prüfung jedweder
Modellvorstellung ermöglicht.
Einen Vorzug von SPAN bietet die Definition der Untergruppen, die als intrinsisches Merkmal
des regulären Boolschen Ausdrucks generiert werden. Hierbei kann das Ausmaß der Über-
lappung von Untergruppen einer Hauptmenge A0 oder A1 einen Eindruck des Ausmaßes der
Verschiedenheit der in der Hauptgruppe enthaltenen Individuen geben: Eine starke Überlap-
pung spricht hierbei für eine weitgehend homogene Hauptmenge, eine geringe Überlappung
für eine heterogene, die aus mehreren unterscheidbaren Untergruppen gebild t wird.
Einen Nachteil von SPAN bildet jedoch die Tatsache, daß zur Zeit noch keine befriedigende
Möglichkeit besteht, die statistische Signifikanz der generierten Partition zu ermitteln (Mar-
shall, 1995)1. Um zumindest die Güte der Gruppentrennung zu bestimmen, werden jedoch
verschiedene Maße ermittelt, darunter c2-Statistiken, positive und negative Stärke sowie
Sensitivität und Spezifität.
Zwei Vergleichsstudien zu der Vorhersageleistung der generierten Entscheidungsregeln ei-
ner ‘klassischen’ rekursiven Partitionierung und der nicht-hierarchischen SPAN anhand von
Daten zur Prädiktion eines geringen Geburtsgewichts bzw. zur Güte eines Glukosetoleranz-
Screeningverfahrens ergaben etwa gleiche Vorhersagestärken für beide Verfahren, wobei
SPAN jedoch eine leichte Überlegenheit vor allem in der positiven prädiktiven Stärke zeigte
(Marshall, 1995).
2.2.4 Grob-Mengen-Theorie
Ein weiteres alternatives, nicht inferenzstatistisch basiertes Klassifizierungs- und Vorhersa-
gemodell, das Variablen jeden Skalierungsniveaus simultan verarbeiten kann und speziell für
die Datenanalyse, -reduktion und -modellierung sowie den Aufbau von Klassifikations-
Experten-Systemen entwickelt wurde, ist das Grob-Mengen-Modell (engl.: „rough sets“) von
Pawlak (1982, 1984, 1986; Pawlak, Wong & Ziarko, 1988). Es dient in erster Linie der De-
                                           
1 Laut persönlicher Mitteilung des Autors lag eine solche auch zum Zeitpunkt des Entstehens der vor-
liegenden Arbeit noch nicht vor.
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pendenzanalyse und Mustererkennung in Datentabellen, wobei es im Gegensatz zu Partitio-
nierungsmodellen nicht auf die Generierung einzelner homogener Subgruppen abzielt, son-
dern auf die Entwicklung einfacher Entscheidungsregeln, anhand derer vorgegebene Grup-
pen erkannt werden können. Eine Reihe von Programmen wurde inzwischen für Berechnung
grober Mengen entwickelt (ANLYST: Ziarko, 1987; LERS: Grzymala-Busse, 1992;
PRIMEROSE: Tsumoto & Tanaka, 1995; R2: Hashemi, 1989; ROSETTA: Øhrn & Komorows-
ki, 1997; Øhrn, Komorowski, Skowron & Synak, 1998; RoughDAS: Gruszecki, Slowinski &
Stefanowski, 1990). Während einige dieser Programme das Grob-Mengen-Modell mit El-
menten aus anderen Ansätzen verbinden, etwa aus Boolscher Logik (ROSETTA), ist das in
Kanada entwickelte Programm DataLogic (REDUCT System Inc., 1991-1992, 1991-1994)
eng an der ursprünglichen Grob-Mengen-Theorie von Pawlak (1982, 1984, 1986) orientiert.
Die Grob-Mengen sind ein mengentheoretisch fundiertes Modell, das der Approximations-
Klassifikation der abhängigen Variable über die Generierung von Entscheidungsregeln für
jede ihrer Ausprägungen im Sinne der Ermittlung spezifischer Datenmuster dient. Die Klassi-
fikation betrifft eine Menge von Objekten (z.B. Basissymptome), die durch eine Menge von
Attributen (z.B. Symptom vorhanden, Symptom nicht vorhanden) beschrieben sind. Jedem
Paar von Objekt und Attribut entspricht ein Wert, der Deskriptor. Die Objekte, Attribute und
Deskriptoren stellen die drei Basisbestandteile des Informationssystems, der Datentabelle,
dar. Bei den Attributen sind Bedingungs- und Entscheidungsattribute zu unterscheiden. Er-
stere, auch Kausalattribute genannt, beschreiben die Struktur der Objekte, letztere, auch
Konsekutivattribute genannt, definieren die Klassifikation der Objekte nach den Werten der
abhängigen Variable. Grundbegriffe der Grob-Mengen-Theorie sind die untere und obere
Approximation, Schätzung, der Menge. Bei Anwendung einer bestimmten Teilmenge von
Kausalattributen kann für jedes Objekt im Informationssystem bestimmt werden, ob es zur
oberen oder unteren Schätzung der Menge entsprechend der gegebenen Klasse der unab-
hängigen Variablen gehört. Zählt das Objekt zu der unteren Approximation, ist es unzweifel-
haft Teil dieser Klasse, gehört es zur oberen, kann es auch möglicherweise Teil der angren-
zenden Klasse sein.
2.2.4.1Grundlagen
Der Grob-Mengen-Ansatz basiert weitgehend auf der klassischen Mengentheorie, unter-
scheidet sich von dieser jedoch in einigen wesentlichen Punkten, die im folgenden beispiel-
haft dargestellt werden.
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In der klassischen Mengentheorie ist X definiert als eine Untermenge von Objekten xi d r
Gesamtmenge U = {x1, x2, ...., xi}. So sei beispielsweise die Gesamtmenge der Objekte U de-
finiert durch eine Datenbank, die die Symptome verschiedener Patienten beinhaltet, und X
sei die Untermenge der Patienten mit Schizophrenie (s. Abb. 20). In der Vorstellung der klas-
sischen Mengentheorie hat ein Patient entweder die Diagnose einer Schizophrenie erhalten
oder nicht. Dies wird ausschließlich durch die Diagnose selbst festgelegt. Gibt es keine An-
gaben zur Diagnose, ist in eine Zuordnung der Diagnose ‘Schizophrenie’ oder ‘andere Dia-
gnose’ zu einem Patienten nicht möglich, d.h. ein Objekt ist nur bei Kenntnis der Ausprägung
der abhängigen Variable y, dem Konsekutivattribut vy, klassifizierbar, eine Klassifikation an-
hand der Ausprägung der unabhängigen Variablen, der Kausalattribute vv, st nicht möglich.
Abb. 20: Definition von Gesamtmenge
und Untermenge nach der
klassischen Mengentheorie
In den Modellvorstellungen der Grob-Mengen ist hingegen die Kenntnis der Klassifikation-
grundlagen, die Identifikation der durch die Konsekutivattribute definierten Klassen anhand
der Ausprägung der unabhängigen Variablen vi, die die Menge V bilden, elementarer B-
standteil des Mengenmodells. So können hier bei Kenntnis der Symptome oder Kriterien, die
mit einer schizophrenen Erkrankung assoziiert sind -  etwa Wahn, Halluzinationen, formale
Denkstörungen, Beschwerdedauer und globales Funktionsniveau - Patienten bzgl. ihrer Er-
krankung klassifiziert werden, ohne die Diagnose zu kennen, indem die Beziehungen zwi-
schen den vorliegenden Symptomen und der Diagnose zur Zuordnung herangezogen wird.
Diese Beziehungen bilden das sogenannte Klassifikationswissen für die Erkrankung des Pa-
tienten, das in Form von Entscheidungsregeln ausgedrückt werden kann. Auf seiner Basis
können die meisten Patienten den beiden Mengen ‘Patienten mit Schizophrenie’ und ‘Pati-
enten mit einer anderen Diagnose’ zugeordnet werden. Diese Einbindung des Klassifikati-
onswissens in die Mengentheorie ist die Hauptneuerung der Grob-Mengen-Theorie und die
Grundlage zur Erstellung von Entscheidungs- bzw. Klassifikationsregeln.





Das Klassifikationswissen wird aus der Aufteilung der Gesamtmenge U in kleine unter-
scheidbare Kategorien, den sogenannte elementaren Mengen E gebildet. Eine elementare
Menge beinhaltet Objekte der gleichen Ausprägungskombination einer oder mehrerer unab-
hängiger Variablen vi (Kausalattribute vv), die als Kriterium benutzt werden. Eine Unterschei-
dung zwischen den Objekten einer elementaren Menge anhand ihrer Attributausprägung ist
nicht möglich, da sie im Hinblick auf ihre in einer elementaren Menge enthaltenen Kausa-
lattribute absolut identisch sind. Damit bilden die elementaren Mengen von Objekten - basi-
rend auf dem Klassifikationswissen - die kleinsten abzugrenzenden Objektmengen (s. Abb.
21). Hingegen beinhalten Atome $ Objekte gleicher Ausprägungskombinationen aller Attri-
bute. Sind alle Atome 1-Element-Mengen, ist das Informationssystem S, d.h. die Datenta-
belle, selektiv.
Das Klassifikationswissen wird formal durch die binäre Äquivalenzrelation R(C) repräsentiert,
die in einer Gesamtmenge von Objekten U definiert ist. Jede Äquivalenzrelation R(C) ent-
spricht einer Aufteilung von U in eine Anzahl elementarer Mengen, die durch eine Untermen-
ge C aus der Menge aller unabhängigen Variablen V gebildet werden. Sind zwei Objekte xi
Elemente der gleichen Äquivalenzrelation R(C), (xi, xj) Î R(C), und besitzen sie die gleiche
Informationsfunktion f(xi, v), die dem Objekt xi jeweils eine Ausprägung pro unabhängiger
Variable v zuordnet, f(xi, v) = f(xj, v), und gilt dies für alle Objekte xi der Gesamtmenge U, xj Î
U, und für alle unabhängigen Variablen v der Menge C, v Î , dann sind die Objekte xi und
xj im Näherungsraum A nicht unterscheidbar. Damit kann jedem Objekt xi durch R(C) eine
einzigartige Menge V von Kausalattributen vv zugeordnet werden, wobei C eine Untermenge
der Menge aller unabhängigen Variablen V, maximal aber die gleiche Menge ist, C Í V.
Abb. 21: Darstellung des Näherungsraums A
Die Aufteilung der Gesamtmenge U in einzelne elementare Mengen repräsentiert jeweils ei-
ne von mehreren möglichen Äquivalenzrelationen R(C), wobei U und die mit ihr assoziierte
Elementare Mengen von:
I.  NEG (X)
II.  POS (X)









Äquivalenzrelation R Bestandteile des Näherungsraums A, A = (U, R), sind (s. Abb.21). Der
Näherungsraum A stellt somit eine angenäherte Beschreibung jeder Untermenge X von U
unter der Annahme dar, daß auch leere Mengen elementar für jeden Näherungsraum A sind.
Jede endliche Gruppe elementarer Mengen in A heißt d finierbare Menge, DEF (A), oder
Region (s. Abb. 21 und 22). Die positive Region, POS (X), ist die Gesamtheit aller elementa-
ren Mengen, die vollständig in der Untermenge X liegen (s. Abb. 21 und 22). Objekte dieser
Region können zweifelsfrei als der Untermenge X zugehörig eingestuft werden. Die negative
Region, NEG (X), ist die Gesamtheit aller elementaren Mengen, die vollständig außerhalb
von X liegen. Objekte dieser Region können zweifelsfrei als nicht der Untermenge X zugehö-
rig eingestuft werden. Elementare Mengen, die nur zum Teil mit der Untermenge X überlap-
pen, bilden die Grenzregion, BnA (s. Abb. 21 und 22). Da sich Objekte einer elementaren
Menge nicht voneinander unterscheiden lassen, ist das Klassifikationswissen einer Grenz-
menge nicht ausreichend, um zu entscheiden, ob ein Objekt dieser Menge zur Untermenge
X gehört oder nicht. Die Grenzregion BnA (X) einer Untermenge X hinsichtlich R(C) ist somit
die Gesamtheit aller elementaren Mengen von A, die teilweise, aber nicht vollständig in X
eingeschlossen sind. Nur in dem Fall, daß die Grenzregion BnA (X) keine elementaren Men-
gen enthält, also eine leere Menge ist, BnA (X) = Æ, wäre das Klassifikationswissen perfekt
und alle Objekte könnten zweifelsfrei als der Untermenge X zugehörig bzw. nicht zugehörig
eingestuft werden.
Da die Grenzregion in den meisten Fällen jedoch keine leere Menge ist, sondern elementare
Mengen enthalten wird, BnA (X) ¹ Æ, wird durch die Spezifizierung der positiven, negativen
und Grenzregion durch die Äquivalenzrelation R(V) die Untermenge X der Gesamtmenge U
nur annäherungsweise beschrieben, so daß X als eine sogenannte grobe Menge (engl.:
„rough set“) definiert ist.






Die positive Region POS (X) stellt für sich genommen die untere Schätzung der Untermenge
X im Näherungsraum A dar, POS (X) = AX. Sie enthält alle Objekte, die zweifelsfrei X zuge-
hörig sind. Die Verbindung von positiver und Grenzregion stellt die obere Schätzung der
Untermenge X im Näherungsraum A dar: POS (X) È BnA (X) =`AX. Sie beinhaltet alle Ob-
jekte, die möglicherweise X zugehörig sind. Somit lassen sich auch die Grenzregion und die
negative Region NEG (X) durch die untere und obere Schätzung der Untermenge X im Nä-
herungsraum A der Gesamtmenge U beschreiben: BnA (X) = `AX - AX und NEG (X) = U -
`AX, Die Grenzregion ist gleich der Differenz von oberer und unterer Schätzung der Unter-
menge X, die negative Region hingegen die Differenz der Gesamtmenge U und der oberen
Schätzung von X, die die Vereinigung der positiven und der Grenzregion darstellt.
Die obere und untere Schätzung,`A und A, sind die Einschluß- bzw. Ausschlußoperationen
im topologischen Raum TA, der durch den Näherungsraum A definiert wird, TA = (U, DEF (A)),
und durch die folgenden mengentheoretischen Eigenschaften charakterisiert:
1. AX Ì X Ì`AX Die untere Schätzung der Menge X ist eine Untermenge von X,
die eine Untermenge der oberen Schätzung von X darstellt.
2. AU =` AU = U Die untere Schätzung der Gesamtmenge entspricht ihrer oberen
Schätzung bzw. der Gesamtmenge selbst.
3. AÆ =` AÆ = Æ Die untere Schätzung einer leeren Menge entspricht ihrer oberen
Schätzung bzw. ist eine leere Menge.
4.` A (X È Y) =` AX È`AY Die obere Schätzung der vereinigten Untermengen X und Y ist
gleich der Vereinigung von der oberen Schätzung von X mit der
oberen Schätzung von Y.
5. A (X È Y) É AX È AY Die untere Schätzung der vereinigten Untermengen X und Y ist
eine Obergruppe der Vereinigung der unteren Schätzung von X
und der unteren Schätzung von Y.
6.` A (X ÇY) = AX Ç AY Die obere Schätzung der Schnittmenge von X und Y ist gleich der
Schnittmenge der jeweils unteren Schätzungen von X und Y.
7. A (X Ç Y) Ì AX Ç AY Die untere Schätzung der Schnittmenge von X und Y ist eine
Untermenge der Schnittmenge der jeweils unteren Schätzung
beider Mengen.
8.` A (kX) = kAX Die obere Schätzung der komplementären Menge von X, kX, ist
gleich dem Komplement der unteren Schätzung von X, kAX.
9. A (kX) = k`AX Die untere Schätzung der komplementären Menge von X, kX, ist
gleich dem Komplement der oberen Schätzung von X, k`AX.
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Damit ist eine Menge X in A nur dann vollständig definierbar wenn AX =` AX, ist dies nicht
der Fall, gehört X zu einer der folgenden vier Gruppen mit unterschiedlichen Graden an
‘Nicht-Definierbarkeit’:
1. AX ¹ Æ und` AX ¹ U Wenn die untere Schätzung von X keine leere Menge ist und die
obere Schätzung nicht gleich der Gesamtmenge U ist, dann ist X
grob definierbar in A und kann geschätzt werden.
2. AX ¹ Æ und` AX = U Wenn die untere Schätzung von X keine leere Menge ist und die
obere Schätzung gleich der Gesamtmenge U ist, dann ist X ex-
tern undefinierbar in A, und kein Attribut kann eliminiert werden.
3. AX = Æ und` AX ¹ U Wenn die untere Schätzung von X eine leere Menge und die obe-
re Schätzung nicht gleich der Gesamtmenge U ist, dann ist X in-
tern undefinierbar in A; kein Element kann eindeutig X zugeord-
net werden.
4. AX = Æ und` AX = U Wenn die untere Schätzung von X eine leere Menge ist und die
obere Schätzung gleich der Gesamtmenge U, dann ist X vol-
ständig undefinierbar in A, und nicht einmal Schätzungen von X
können definiert werden.
Ist die Untermenge X grob definierbar in A und kann damit geschätzt werden, so bestimmt
sich die Genauigkeit der Untermengenschätzung, µA (X), durch das Verhältnis der in der obe-
ren und unteren Schätzung eingeschlossenen Objekte: 
µA (X) = (Anzahl der Objekte in AX) / (Anzahl der Objekte in`AX)
Hierbei kann µA (X) Werte von 0 bis 1 annehmen. Bei einem Wert von 1 ist die Schätzung
eindeutig, da hierbei keine Grenzregion existiert und X vollständig definierbar in A ist, AX
=` AX. Da dies nur selten der Fall sein wird, ist die zentrale Aufgabe in des Grob-Mengen-
Modells das Erstellen einfacher, nicht-redundanter Mengenbeschreibungen bei gleichzeiti-
gem Erhalt der Genauigkeit der Mengenschätzung. Um dies zu erreichen, muß die Gesamt-
menge U so in elementare Mengen eingeteilt werden, daß keine Trennung zwischen den
elementaren Mengen aufgehoben werden kann, ohne die Genauigkeit der Schätzung von X
zu verringern. Ein Software-Programm, das dies leistet, ist DataLogic (REDUCT System Inc.,
1991-1994).
2.2.4.2DataLogic
Das Informationssystem S, das die gesamten Informationen über alle Objekte U, die abhän-
gige und die unabhängigen Variablen enthält, S = (U, V, Vv, f), bildet die Grundlage für die
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Ermittlung der Klassifizierungsregeln durch die Identifizierung wiederkehrender und spezifi-
scher Datenmuster mit einer möglichst kleinen Anzahl von unabhängigen Variablen in Data-
Logic, das sich eng an der ursprünglichen Theorie von Pawlak (1982, 1984; Pawlak, Wong &
Ziarko, 1988) anlehnt. In Form einer Datentabelle enthalten hierbei die Zeilen die Informatio-
nen über reale Objekte x, die Spalten Informationen über die Kausalattribute vv (s. Tab. 6).
Jede unabhängige Variable besitzt eine Anzahl möglicher Ausprägungen, den Bereich Vv:
Vv = {Ausprägung1, Ausprägung2, Ausprägung3, ...., Auspräg ng n} = {v1, 2, v3, ..., vv}.
Die Informationen über ein Objekt xi ist in der Informationsfunktion f(xi, v) enthalten, die dem
Objekt xi jeweils eine Ausprägung pro unabhängiger Variable v zuordnet. Jedes aus der Ge-
samtmenge U stammende Objektpaar, (xi, xj) mit xi, xj Î U, das durch Kausalattribute vv aus
einer Menge von unabhängigen Variablen charakterisiert ist, v Î C, ist eine Beschreibung in
S. Auf dieser Basis ist es möglich, mit jeder Untermenge C der Menge der unabhängigen Va-
riablen V (C Í V) einen Näherungsraum A in der Datentabelle durch die Definition einer
Äquivalenzrelation R(C) über die Gesamtmenge U wie folgt zu assoziieren:
(xi, xj) Î R(C), wenn f (xi, v) = f (xj, v) für alle   xi, xj Î U   und   v Î C.
Hierbei werden durch R(C) die Objekte entsprechend der Anzahl der Ausprägungen der un-
abhängigen Variablen in C elementaren Mengen zugeordnet. Tabelle 6 verdeutlicht dies bei-
spielhaft anhand der gleichen Informationen, die schon zur Illustration der rekursiven Patitio-
nierung (vgl. Kap. 2.2.3, Abb. 19) herangezogen wurden (Symptom, Gesamtbeschwerde-
dauer und GAF-Wert als unabhängige und Diagnose als abhängige Var able).
Tab. 6: Beispiel eines Informationssystems S
U V





P1 Negativsympt. 6 Monate reduziert Schizophrenie
P2 Positivsympt. > 6 Monate reduziert Schizophrenie
P3 Negativsympt. < 6 Monate normal andere
P4 Positivsympt. > 6 Monate reduziert Schizophrenie
P5 Positivsympt. 6 Monate reduziert Schizophrenie
P6 Positivsympt. < 6 Monate reduziert andere
P7 Negativsympt. < 6 Monate erhöht andere
P8 Negativsympt. > 6 Monate normal andere
P9 Negativsympt. < 6 Monate normal andere
Hierin ist:
U = {P1, P2, ...., P9}
V = {Symptom, Gesamtbeschwer-
        dedauer, GAF-Wert, Diagno-
        se}
VSymptome = {Positivsymptome,
                   Negativsymptome}
VGesamtbeschwerdedauer =  {< 6 Monate,
                  6 Monate, > 6 Monate}
VGAF-Wert =  {reduziert, normal,
                   erhöht}
VDiagnose =  {Schizophrenie,
                   andere Diagnose}.
f(x, v) muß jeweils dem grau un-
terlegten Bereich der Tabelle ent-
nommen werden.
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Das in Tabelle 6 dargestellte Beispiel von neun Patienten P enthält sieben Atome $ von S,
d.h. sieben verschiedene Untermengen von Objekten identischer Attributauspägungen bzw.
identischer elementarer Mengen:$1 = {P1}, $2 = {P2, P4},   $3 = {P3, P9}, 
$4 = {P5}, $5 = {P6},    $6 = {P7},    $7 = {P8}.
Wird nun beispielsweise als Untermenge C der Menge der unabhängigen Variablen V die
Gesamtbeschwerdedauer, C = {Gesamtbeschwerdedauer}, herausgegriffen, dann besitzt die
Äquivalenzrelation R(C) entsprechend den hierin enthaltenen Kausalattributen  < 6 Monate,
6 Monate und > 6 Monate drei elementare Mengen E, aufgeteilt nach:
E1 = {P3, P6, P7, P9} < 6 Monate
E2 = {P1, P5} 6 Monate
E3 = {P2, P4, P8} > 6 Monate
Für diesen Näherungsraum A kann nun die Schätzung der aus der Menge der Attribute ge-
wählten Entscheidungsvariable Y, hier Y = {Diagnose} berechnet werden.
Ist die Untermenge X das Attribut Diagnose = {Schizophrenie}, dann enthält sie nach Tabelle
6 vier Objekte, X = {P1, P2, P4, P5}.
Da E2 die einzige elementare Menge von R(C) ist, deren Objekte alle in X enthalten sind,
gilt: POS (X) = AX = E2 = {P1, P5}.
Die Schnittmengen aller elementaren Mengen mit X sind:
E1 Ç X = Æ da kein Objekt in E1 auch ein Objekt in der Menge X ist,
E2 Ç X ¹ Æ wobei E2 eine Untermenge und damit eine positive Region von X ist,
E2 Ì X, und
E3 Ç X ¹ Æ wobei die Schnittmenge nur zwei der drei Objekte von E3 enthält und
somit die Grenzregion darstellt, (E3 Ç X) = {P2, P4}.
Die obere Schätzung ergibt sich aus dem Zusammenschluß der Mengen, die Objekte aus X
enthalten, bzw. der positiven und der Grenzregion, also der elementaren Mengen E2 und E3:
          `AX = E2 È E3 = {P1, P2, P4, P5, P8}
Da AX ¹`AX, kann X nicht vollständig definiert, sondern nur grob mit einer Genauigkeit von
AX /` AX = 2/5 = 0,4 = µA (X) geschätzt werden.
Aus den Bestimmungen der oberen und unteren Schätzung von X lassen sich die in der
Grenzregion und der negative Region befindlichen Objekte bestimmen:
BnA (X) = `AX - AX = {P2, P4, P8} und
NEG (X) = U -`AX = { P3, P6, P7, P9}
Bei der Generierung von Vorhersagemodellen auf der Basis wiederkehrender Datenmuster
wird nun aber in den seltensten Fällen die Auswahl von nur einer unabhängigen Variablen
für die Erstellung von möglichst präzisen Entscheidungsregeln ausreichend sein, so daß die
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Identifizierung von Abhängigkeiten zwischen verschiedenen Variablengruppen notwendig
wird.
Ist C eine Menge von Kausalvariablen und Y die Entscheidungsvariable und werden mehrere
Variablen in C zur Aufteilung der Gesamtmenge in elementare Mengen genutzt, definiert
dies die Äquvalenzrelation R(Y) mit Y’ = Gruppe der elementaren Mengen, die der Äquiva-
lenzrelation R(Y) zugehörig sind. Hierbei wird also nicht nur eine, sondern es werden mehre-
re Äquivalenzrelationen ermittelt und mit ihnen zusammen die positive Region jeder Katego-
rie von Y, mit POS (C, Y) als Gesamtheit der positiven Regionen der Aufteilung Y’: 
POS (C, Y) = U {R(C) Y : Y Î Y’}
Wie im Falle nur einer herangezogenen unabhängigen Variable ist auch bei Einbezug meh-
rerer Variablen die positive Region von Y’ erneut als ein eindeutig abgegrenzter Teil der Ge-
samtmenge U definiert, in dem jedes Objekt in POS (C, Y) durch die Kausalattribute der
Menge C eindeutig einer der elementaren Mengen von Y’ zugeordnet werden kann. Dabei
besteht eine Abhängigkeit der Menge der Entscheidungsattribute Y von der Menge der Kau-
salattribute C im Ausmaß K, dem Verhältnis der Anzahl der Objekte in allen positiven Regio-
nen der Entscheidungsattribute zu der Anzahl aller Objekte, mit 0 £ K £ 1:
K = (Anzahl der Objekte in POS (C, Y)) / (Anzahl der Objekte in der Gesamtmenge U).
Ist K = 1 besteht eine vollständige Abhängigkeit: Alle Kategorien von Y’ können durch die
Attribute in C diskriminiert werden. Ist K = 0 besteht eine vollständige Unabhängigkeit: Durch
die Attribute in C kann kein Objekt in irgendeine Kategorie in Y’ klassifiziert werden. Nimmt K
Werte zwischen 0 und 1 an, 0 < K < 1, besteht eine partielle Abhängigkeit: Nur einige Ob-
jekte können durch die Attribute in C in Kategorien von Y’ klassifiziert werden.
Angewandt auf das Beispiel in Tabelle 6 bedeutet dies: Bei C = {Symptom, Gesamtbe-
schwerdedauer, GAF-Wert} und Y = {Diagnose} ist für das Konzept Schizophrenie K = 4/4 =
1, d.h. die Abhängigkeit ist vollständig; jeder Patient, kann eindeutig als Person mit Schizo-
phrenie oder anderer Diagnose klassifiziert werden.
Entscheidungsregeln sollen jedoch nicht nur möglichst präzise Objekte klassifizieren, son-
dern darüber hinaus auch möglichst ökonomisch sein, d.h. möglichst wenig Variablen ent-
halten. Da es wahrscheinlich ist, daß einige Attribute der Datentabelle redundant und/oder ir-
relevant sind und keinen Effekt auf die Diskriminationsleistung des Systems haben, sollte es
im Zuge der Modellgenerierung möglich sein, diese Variablen zu identifizieren und ohne es-
sentiellen Informationsverlust zu eliminieren. Dabei gilt es bei Erhalt der Attributabhängigkeit
K eine Untermenge von Variablen von minimaler Größe zu ermitteln, das sogenannte Attri-
butredukt M, an das die folgenden zwei Bedingungen gestellt werden:
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1.  Der Abhängigkeitsgrad K zwischen den Mengen C und Y muß erhalten bleiben.
2.  Eine weitere Eliminierung von Attributen aus M ist ohne einen Abhängigkeitsverlust, einer
Senkung von K, nicht möglich, d.h. M enthält keine weiteren Variablen mit redundanter
Information.
Besitzt ein Informationssystem mehr als ein Redukt, kann jedes dieser Redukte anstelle der
Menge der Bedingungsvariablen C verwandt werden. Dies sei erneut an den Schizophrenie-
Daten aus Tabelle 6 erläutert: Eine Betrachtung der Objekte mit dem Entscheidungsattribut
Schizophrenie zeigt, daß sie sich durch das Redukt M1 = {Gesamtbeschwerdedauer, GAF-
Wert} und durch das Redukt M2 = {Symptome, Gesamtbeschwerdedauer} ohne Abhängig-
keitsverlust beschreiben lassen. Aus diesen Redukten resultieren somit zwei Entscheidung-
regeln für M1:
1.  Wenn Gesamtbeschwerdedauer = 6 Monate & GAF-Wert = reduziert, dann Diagnose =
Schizophrenie
2.  Wenn Gesamtbeschwerdedauer = > 6 Monate & GAF-Wert = reduziert, dann Diagnose =
Schizophrenie
und folgende drei Entscheidungsregeln für M2:
1.  Wenn Gesamtbeschwerdedauer = 6 Monate & Symptome = Negativsymptome, dann Dia-
gnose = Schizophrenie
2.  Wenn Gesamtbeschwerdedauer = 6 Monate & Symptome = Positivsymptome, dann Dia-
gnose = Schizophrenie
3.  Wenn Gesamtbeschwerdedauer = > 6 Monate & Symptome = Positivsymptome, dann
Diagnose = Schizophrenie
Entsprechend können auch Regeln für die negative Region von X (hier: y1 = Schizophrenie)
erstellt werden. Sind diese erfüllt, dann ist die Entscheidungskategorie ‘nicht X’ (hier: y2 =
andere Diagnose). Solche aus POS (X) und NEG (X) abgeleiteten Regeln sind determini-
stisch, da nur jeweils ein Ergebnis mit ihnen assoziiert ist. Existiert jedoch - wie dies meist
der Fall sein wird - eine Grenzregion, gibt es auch nicht-deterministische Regeln, mit mehr
als einem Ergebnis. Am Beispiel von Tabelle 6 könnte eine solche nicht-deterministische
Regel der Grenzregion lauten: Wenn GAF-Wert = reduziert, dann Diagnose = Schizophrenie
oder andere.
Für die meisten empirischen Daten werden unpräzise Muster, d.h. das Vorkommen einer
Grenzregion, deren Zellen teilweise eine große Anzahl von Objekten der Menge X enthalten,
unvermeidbar sein. Diese Tatsache führt bei einer ausschließlichen Nutzung der positiven
Region POS (X) bei der Beschreibung von X zu einem Verlust der Informationen über Ob-
jekte von X, die in der Grenzregion enthalten sind. Es ist deshalb wichtig, auch die in der
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Grenzregion BnA (X) enthaltenen Informationen zu analysieren. Obwohl die Mengenzugehö-
rigkeit eines in BnA (X) befindlichen Objekts xi nicht bestimmt werden kann, ist es doch mög-
lich den Anteil der Objekte xi einer elementaren Menge von BnA (X) zu ermitteln und somit
die Wahrscheinlichkeit p zu schätzen, mit der ein in der Grenzregion befindliches Objekt xi zu
X gehört, p(xi Î X). Die Einführung von Wahrscheinlichkeiten erlaubt somit die Nutzung auch
unpräziser Muster zur Beschreibung von X und gibt ein Maß für die Genauigkeit dieser Mu-
ster, wenn sie zur Klassifizierung von xi herangezogen werden. Das Ausmaß dieser Genau-
igkeit kann über die Spezifizierung einer Schwellenwert-Wahrscheinlichkeit im Vorfeld der
Analyse bestimmt werden. Elementare Mengen der Grenzregion, deren Wahrscheinlichkeit
über diesem Schwellenwert liegt, werden dann POS (X) zugerechnet und zur Beschreibung
von X herangezogen, die verbleibenden elementaren Mengen werden NEG (X) hinzugefügt.
Abbildung 23 verdeutlicht dieses Vorgehen graphisch für eine vorgegebene Schwell nwert-
Wahrscheinlichkeit von p = 0,5.
Durch die Wahl von p < 1 wird POS (X) so verändert, daß einige Information redundant wird
und zusätzliche Variablen bei der Beschreibung von M entfallen. Es resultieren stärkere und
generellere Entscheidungsregeln, die jedoch X nicht mehr mit hundertprozentiger Genaui-
keit beschreiben. Dennoch wird die Verwendung solcher unpräzisen Muster als ein effektiver
Weg betrachtet, um auch in stark von Nebeneffekten überlagerten, unpräzisen und inkonsi-
stenten Daten starke Muster aufdecken zu können (Hashemi, Jelovsek & Razzaghi, 1993;
Pawlak, Wong & Ziarko, 1988). Um dies zu ermöglichen, kann in DataLogic sowohl die ‘rule
roughness’ (Regel-Grobheit) als auch der ‘rule precision threshold’ (Schwellenwert der Re-
gel-Genauigkeit) für die Generierung von Entscheidungsregeln a priori festgelegt werden, die
- ausgedrückt als Wahrscheinlichkeiten - Werte zwischen 1 und 0 annehmen können.
Abb. 23:Nutzung unpräziser Muster zur Beschreibung von X. Einführung eines Schwellenwertes
für p(xi Î X) für xi Î BnA (X) und resultierende Neuzuordnung der elementaren Mengen.
NEG (X)POS BnA (X)
Ursprünglicher Näherungsraum A                  Näherungsraum A mit p=0.5
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Bei einer Vorgabe von 1 bei der rule roughness werden sehr generelle, ‘grobe’ Regeln gene-
riert, mit sinkendem Voreinstellungswert tendieren die Regeln zu immer größerer Detailge-
nauigkeit, wobei ihre Anzahl steigt, da die einzelnen Regeln immer weniger Objekte be-
schreiben. Der rule precision threshold entspricht der geringsten Wahrscheinlichkeit, daß ein
durch eine zutreffende Entscheidungsregeln klassifiziertes Objekt auch tatsächlich dem Be-
dingungsattribut yv der Entscheidungsregel entspricht, d.h. bei einer Voreinstellung von 0.5
entsprächen mindestens 50% der den Bedingungen einer Entscheidungsregel entspreche-
den Fälle tatsächlich dem vorhergesagten Ausgang.
Damit bietet das Grob-Mengen-Modell die Möglichkeit, generelle Muster in den individuellen
Datenkonstellationen aufzudecken und dies unabhängig von inferenzstatistischen oder ver-
teilungsbezogenen Vorannahmen. Da individuelle Unterschiede zudem nicht ‘herausgemit-
telt’ werden, können prinzipiell auch seltene, aber hoch prädiktive Zusammenhänge erkannt
werden, die sich in inferenzstatistischen Verfahren möglicherweise in Form von  ‘Ausreißern’
niederschlagen und aus der Analyse ausgeschlossen würden.
2.2.5 Diagnostische Effizienzindizes
Neben inferenzstatistischen und alternativen mathematischen Verfahren zur Generierung
von Vorhersagemodellen bei gleichzeitiger Variablenselektion kommt in der Medizin häufig
eine eher deskriptive Strategie der Variablenselektion zur Anwendung, die Auswahl einzelner
Symptome nach ihrer diagnostischen Güte. Hierbei werden in Anlehnung an die quantitative
Abschätzung der diagnostischen Güte medizinischer Testverfahren für einzelne qualitative,
insbesondere binär-nominalskalierte Symptome sogenannte diagnostische Effizienzindizes
(engl.: „indices of diagnostic efficiency“; Jackson, McGorry & Dudgeon, 1995, p. 244) heran-
gezogen: Sensitivität, Spezifität, positive prädiktive Stärke (PPP) und negative prädiktive
Stärke (NPP), die sich alternativ als Wahrscheinlichkeiten p mit Werten zwischen 0 und 1 (s.
Tab. 7) oder in Prozentwerten mit Werten zwischen 0% und 100% ausdrücken lassen. Ob-
wohl die diagnostischen Effizienzindizes ursprünglich für den Vergleich von Testverfahren
entwickelt wurden (Begg & Greenes, 1983; Boyko, 1994; Leisenring & Pepe, 1998; McNeil,
Keeler & Adelstein, 1975; Sackett, 1991), wurde ihre Anwendung später auch auf die Be-
schreibung der diagnostischen Güte einzelner Symptome ausgedehnt (Flaum & Andreasen,
1991; Jackson, McGorry & Dudgeon, 1995; Klosterkötter, Hellmich, & Schultze-Lutter, 2000;
Olin & Mednick, 1996).
Die formalen Definitionen der einzelnen Effizienzindizes, die sich aus den unterschiedlichen
Relationen von Zellbesetzungen in Kontingenztafeln ergeben, etwa einer 4-Felder-Tafel mit y
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= {Erkrankung aufgetreten; Erkrankung nicht aufgetreten} und xi = {Symptom vorhanden;
Symptom nicht vorhanden}, sind in Tabelle 7 wiedergegeben.
Tab. 7: Definitionen der diagnostischen Effizienzindizes zur quantitativen Bestimmung der diagnosti-
schen Güte binärer Merkmale als Wahrscheinlichkeiten p.
Indize Definition
Sensitivität = p(Symptom | Erkrankung)
Spezifität = p(Ø Symptom | Ø Erkrankung)
positive prädiktive Stärke (PPP) = p(Erkrankung | Symptom)
negative prädiktive Stärke (NPP) = p(Ø Erkrankung | Ø Symptom)
Symptom: Symptom vorhanden; Ø Symptom: Symptom nicht vorhanden
Erkrankung: Erkrankung aufgetreten Ø Erkrankung: Erkrankung nicht aufgetreten
Die Sensitivität beschreibt den Anteil der Personen mit dem Symptom von den Personen mit
der Erkrankung bzw. die Wahrscheinlichkeit für das Auftreten eines Symptoms bei einer Per-
son mit der Erkrankung. Die Spezifität ermittelt sich umgekehrt als der Anteil der Personen
ohne das Symptom von den nicht erkrankten Personen bzw. als die Wahrscheinlichkeit für
das Nicht-Auftreten eines Symptoms bei einer nicht erkrankten Person. Die positive prädikti-
ve Stärke (PPP) ist definiert durch den Anteil der erkrankten Personen von den Personen mit
dem Symptom bzw. als die Wahrscheinlichkeit, mit der eine Person mit dem Symptom er-
krankt (ist). Entsprechend bestimmt sich die negative prädiktive Stärke (NPP) durch den An-
teil der nicht erkrankten Personen an den Personen ohne das Symptom bzw. als Wahr-
scheinlichkeit nicht zu erkranken (nicht erkrankt zu sein), wenn das Symptom nicht vorliegt.
Bei der Abschätzung der diagnostischen Güte von Testverfahren, die der Zuordnung von
Patienten zu bestimmten Erkrankungsbildern bzw. Risikogruppen dienen, wird darüber hin-
aus den Anteilen falsch-positiv (%F-P) und falsch-negativ beurteilter Patienten (%F-N) be-
sondere Aufmerksamkeit gewidmet. Dabei werden die Mitglieder einer Risikogruppe, die
nicht erkranken als Falsch-Positive (engl.: „false positives“; Bell, 1992, p. 372) bezeichnet,
die nicht der Risikogruppe zugerechneten, jedoch erkrankenden Personen als Falsch-
Negative (engl.: „false negatives“; Bell, 1992, p. 372):
%F-P = 100 ´ S(ØErkrankung Ç Symptom) / N und
%F-N = 100 ´ S(Erkrankung Ç ØSymptom) / N.
Die Prozentsätze falsch-positiver und falsch-negativer Vorhersagen beschreiben - wie die
richtig-positiver und richtig-negativer Vorhersagen - hierbei lediglich Zellenbesetzungen in ei-
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ner 4-Felder-Tafel und haben damit nicht notwendigerweise einen Einfluß auf die Frage, ob
ein Patient erkranken wird (erkrankt ist) oder nicht. Kraemer (1992) schlußfolgerte daraus,
daß anhand dieser Kennwerte „... we cannot assume that the diagnosis is correct and the
test is wrong; the opposite may occasionally be true“ (ebd., p. 27). Im allgemeinen wird aber
eine große Übereinstimmung zwischen Testergebnis und einer klinisch zuverlässigen Dia-
gnose anzeigen, daß der Test - wie schon die Diagnose - ein valider Indikator für das Vorlie-
gen der Erkrankung oder des Erkrankungsrisikos ist, eine geringe Übereinstimmung, also
hohe Prozentsätze falscher Vorhersagen, hingegen auf einen mangelhaft validen Test hin-
weisen.
Die einzelnen diagnostischen Kennwerte sind dabei nicht unabhängig voneinander: So ist
etwa ein Symptom dann hoch sensitiv, wenn es bei vielen erkrankten Personen vorkommt. In
der Praxis, insbesondere in der Früherkennung initialer schizophrener Prodrome, hat dieses
häufige Auftreten aber vielfach zur Folge, daß das entsprechende Symptom auch bei nicht
erkrankten Patienten zahlreich anzutreffen ist, was eine erhöhte Rate falsch-positiver Vor-
hersagen bei gleichzeitiger Minderung der PPP zur Folge hat. Zudem verringert sich die Zahl
nicht-erkrankter Personen ohne das Symptom, was zu einem unerwünschten Absinken der
Spezifität führt. Die geringe Zahl von Personen ohne das Symptom wird jedoch auch eine
Erhöhung der NPP und eine Reduktion der Rate falsch-negativer Vorhersagen mit sich brin-
gen. Umgekehrt wird eher selten auftretendes, aber für ein Prodrom möglicherweise cha-
rakteristischeres Symptom nur eine geringe Sensitivität, aber auch eine geringe Rate falsch-
positiver Vorhersagen aufweisen. Hingegen wird das seltenere Auftreten in der erkrankten
Gruppe zu einer Erhöhung des Prozentsatzes falsch-negativer Vorhersagen und einer Ver-
ringerung der NPP führen, das noch seltenere Auftreten in der nicht-erkrankten Gruppe aber
zu einer Steigerung der PPP und der Spezifität. Optimale Werte für alle diagnostischen Effi-
zienzindizes werden dann erzielt, wenn das Symptom ausschließlich in der erkrankten Grup-
pe und hier bei allen Personen auftritt. Die Sensitivität, Spezifität, PPP und NPP besäßen in
diesem Fall Prozentwerte von 100% bzw. Wahrscheinlichkeiten von 1, die Raten falscher
Vorhersagen betrügen 0%.
Sensitivität und Spezifität sind die am häufigsten verwandten Parameter, da sie im Gegen-
satz zu PPP und NPP unabhängig von der Prävalenz der Erkrankung in der Stichprobe in-
terpretiert werden können und darüber hinaus auch über Fallstudien mit Kontrollgruppen ge-
schätzt werden können, die erheblich kostengünstiger als Kohortenstudien sind (Leisering &
Pepe, 1998). Problematisch wirkt sich jedoch ein möglicher Bias bei der Stichprobenauswahl
(Überweisungs-Bias), bei der möglicherweise willkürlichen Dichotomisierung der abhängigen
Variablen ‘Erkrankung’ und/oder bei der Auswahl der nachzuuntersuchenden Fälle (Verifizie-
rungs-Bias) aus (Begg & Greenes, 1983).
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Im Hinblick auf die Auswahl eines geeigneten diagnostischen Testverfahrens wurden mehre-
re Daumenregeln (engl.: „rules of thumb“; Boyko, 1994, p. 175) vorgeschlagen: Nach Sackett
(1991, 1992) solle beispielsweise der spezifischste Test für die Diagnosestellung der ent-
sprechenden Erkrankung herangezogen werden, der sensitivste Test hingegen für deren
Ausschluß, ohne dabei die Anzahl falsch-positiver und falsch-negativer Klassifikationen zu
berücksichtigen. McNeil, Keeler und Adelstein (1975) schlugen demgegenüber eine Aus-
wahlstrategie vor, die sich an den relativen praktischen Kosten von Fehlklassifikationen ori-
entiert. Hiernach solle ein diagnostischer Test für eine ernste Erkrankung, etwa einer Schild-
drüsenunterfunktion, für die es jedoch eine auch bei fälschlich positiv diagnostizierten Per-
sonen gut verträgliche und sicherer Behandlungsmethode gebe, möglichst hoch sensitiv
sein, auch wenn dies zu Lasten der Spezifität gehe. Eine solche Strategie wäre etwa dann
für die Früherkennung von schizophrenen Erkrankungen empfehlenswert, wenn die Diagno-
se eines initialen Prodroms einer Schizophrenie nur eine symptomorientierte Psychotherapie
nach sich zöge. Im Gegensatz dazu forderten die Autoren (ebd.) eine möglichst hohe Spezi-
fität auch auf Kosten einer geringen Sensitivität für die Diagnose von Erkrankungen, deren
Behandlung mit starken Nebenwirkungen und nicht abzuschätzenden Spätfolgen einher ge-
he, etwa der eines Non-Hodgkin-Lymphoms oder einer neuroleptischen Medikation als Kon-
sequenz der Diagnose eines schizophrenen Prodroms. Andere Testauswahlstrategien zielen
auf eine Nutzen-Maximierung bzw. Erfassung der Erkrankungswahrscheinlichkeit ab, da sich
zeigte, daß eine Auswahl nach Sacketts Daumenregel (1991, 1992), also allein auf Basis der
Spezifität, im Einzelfall eine zu geringe PPP besitzt (Corpuz, Hilton, Lardis, Singer & Zolan,
1991; Newman et al., 1991).
Auf Einzelsymptomebene sind Sensitivität und Spezifität eines Merkmals heute noch weitge-
hend die ausschlaggebenden Kriterien bei der Beurteilung der Tauglichkeit eines diagnosti-
schen Kriteriums oder diagnostisch bzw. prognostisch relevanten Symptoms. So sahen etwa
Flaum und Andreasen (1991) für die Sensitivität eines zur Diagnosestellung einer schizo-
phrenen Störung geeigneten Merkmals Werte unterhalb einer Wahrscheinlichkeit von 0,10
bis 0,15 auch bei einer Spezifität von 1 als ungenügend an, da ein solches Merkmal zu sel-
ten vorkomme, um eine verläßliche Beurteilung im Einzelfall zu erlauben, nämlich nur bei 10
bis 15% der Erkrankten. Hingegen wurden Sensitivitätswerte über 0,30 bis 0,40 bei einer
nicht näher quantifizierten guten Spezifität von ihnen als optimal für diagnostisch relevante
Symptome bei einer in ihrem klinischen Bild variierenden Störung wie der Schizophrenie ein-
gestuft (ebd.).
Neben der Sensitivität ist in der Früherkennung die PPP, die Genauigkeit eines Tests oder
Symptoms bei der Vorhersage der Erkrankung, ein wichtiges Kriterium, denn ein diagno-
stisch relevantes Prodromalsymptom sollte nicht nur häufig genug auftreten, um die Diagno-
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se eines Prodroms zu erlauben, sondern auch den späteren Krankheitsausbruch mit hin-
länglicher Sicherheit prädizieren können. Hierbei werden auf Einzelitemebene Wahrschein-
lichkeiten von mindestens 0,70 bereits als hoch angesehen (Jackson, McGorry & Dudgeon,
1995). Da jedoch PPP und NPP von der Prävalenz der Erkrankung in der Stichprobe abhän-
gig sind, ist ihre Generalisierbarkeit nicht generell gewährleistet. Eine Übertragbarkeit auf
nicht zu der Berechnungsstichprobe gehörige Fälle ist somit streng genommen nur dann
möglich, wenn die Werte an einer repräsentativen Stichprobe etwa aus der Normalbevölke-
rung gewonnen wurden.
Eine ebenfalls wichtige Rolle, insbesondere im Hinblick auf medizinisch-ethische Aspekte der
Früherkennung und Prävention, spielen die falsch-positiven Vorhersagen, da bei einer gro-
ßen Zahl falsch-positiv beurteilter Patienten der Einsatz präventiver Interventionen im Ein-
zelfall nicht mehr gerechtfertigt sein kann, „...because a majority of cases considered at risk
could suffer negative effects of intervention along with positive effects that they do not need.“
(Bell, 1992, p. 380). Hierbei sind die Kosten einer möglicherweise nicht indizierten Behand-
lung gegen die einer versäumten Frühbehandlung nicht erkannter Fälle, der falsch-negativ
beurteilten Patienten, abzuwägen (Boyko, 1994; Weinstein et al., 1980), wie dies ja schon
mit der ‘Daumenregel’ von McNeil, Keeler und Adelstein (1975) angestrebt wurde. Verbindli-
che Auswahlkriterien, die alle Kennwerte berücksichtigen und gegeneinander abwägen, exi-
stieren jedoch zur Zeit nicht.
2.2.5.1Diagnostische Likelihood Ratios
Aufgrund der Problematik bei der Verwendung der ‘klassischen’ diagnostischen Effizienzin-
dizes wurde alternativ vorgeschlagen, die positive (+) und negative (-) Vorhersagekraft eines
Tests über die entsprechenden diagnostischen Likelihood Ratios (DLR) zu bestimmen, die
Sensitivität und Spezifität gegeneinander abwägen und wie folgt definiert sind (Leisenring &
Pepe, 1998; Sackett, Haynes & Tugwell, 1985):
DLR+ = Sensitivität / (1-Spezifität)
= p(Symptom | Erkrankung) / p(Symptom | Ø Erkrankung)
DLR- = (1-Sensitivität) / Spezifität
= p(Ø Symptom | Erkrankung) / p(ØSymptom | Ø Erkrankung),
wobei Symptom: Symptom vorhanden; Ø Symptom: Symptom nicht vorhanden,
Erkrankung: Erkrankung aufgetretenØ Erkrankung: Erkrankung nicht aufgetreten.
Eine DLR+ > 1 kennzeichnet einen Test mit einer besseren Einschlußfähigkeit der Erkran-
kung, wobei der Wert den Faktor angibt, um den die Erkrankungwahrscheinlichkeit bei einem
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positiven Testergebnis steigt. Hingegen zeigt eine DLR- < 1 einen Test mit besserer Aus-
schlußfähigkeit an, d.h. ein Patient mit einem negativen Testresultat hat eine um (1 - DLR-)
Prozent geringere Erkrankungswahrscheinlichkeit im Vergleich zu seiner Erkrankungswahr-
scheinlichkeit vor Kenntnis des Testresultats (Boyko, 1994; Leisenring & Pepe, 1998). Bei
einem Wert von 1 für die DLRs resultiert aus der Kenntnis des Testergebnisses keine zu-
sätzliche Information über die Erkrankungswahrscheinlichkeit (Leisenring & Pepe, 1998).
Nach Ansicht der Autoren kann die Anwendung von DLRs „...the common misconception
that low sensibility translates to low ability to rule in disease and high specificity to increased
ability to rule out disease“ ( bd., p. 446) entgegenwirken, da in der Tat das Gegenteil zutref-
fend sein kann. So würde bei einem hypothetischen diagnostischen Test, der eine Sensitivi-
tät von 0,20 und eine Spezifität von 0,90 aufweist, die DLR+ = 2,00 und die DLR- = 0,90 be-
tragen, d.h. bei einem positiven Testergebnis wäre die Erkrankungswahrscheinlichkeit ver-
doppelt, bei einem negativen hingegen nur um 10% reduzie t.
Wie Sensitivität und Spezifität haben auch die diagnostischen Likelihood Ratios als Maß für
die Fähigkeit eines diagnostischen Tests, eine Erkrankung ein- oder auszuschließen, den
Vorteil, daß sie von der Prävalenz der Erkrankung in der Untersuchungsstichprobe unab-
hängig sind (ebd.). Die Entscheidung zwischen zwei Tests bzw. zwei Symptomen aufgrund
von Sensitivität und Spezifität ist nur dann eindeutig, wenn die Werte in einem der beiden
Parameter in beiden Tests identisch sind. Dabei wird der sensitivere von zwei Tests zum
Ausschluß der Erkrankung bei gleicher oder höherer Spezifität im Vergleich zum Alterna-
tivtest die Erkrankung mit größerer Sicherheit ausschließen, während für die Diagnosestel-
lung der spezifischere von zwei Tests bei vergleichbarer oder höherer Sensitivität eine grö-
ßere Verläßlichkeit der Diagnose gewährleisten wird. Sind jedoch die Werte für Sensitivität
und Spezifität in beiden Tests unterschiedlich, geben DLRs eine bessere Abschätzung der
diagnostischen Güte eines Tests als die alleinige Betrachtung von Sensitivität und Spezifität
(Boyko, 1994; Schultze-Lutter, 2000). Allerdings kann es gerade auf Einzelsymptomebene
bei der Berechnung von DLR+ zu Schwierigkeiten kommen, wenn das Symptom in der er-
krankten Gruppe niemals aufgetreten ist, da dies zu einer unzulässigen Division durch Null
führt. In diesem Fall ist es aber ohnehin sehr fraglich, ob das Symptom überhaupt einen Bei-
trag zur Identifizierung der Erkrankung leisten kann.
Leisenring und Pepe (1998) betrachten die DLRs als alternative oder ergänzende Meßme-
thode zu den Standardmessungen Sensitivität und Spezifität, mit denen sie den Vorzug der
funktionellen Unabhängigkeit von der Prävalenz der Erkrankung in der Stichprobe gemein-
sam haben, aber im Gegensatz zu letzteren einen direkten Bezug zu dem Prädiktionswert
des Tests besitzen und somit für den Kliniker leichter zu interpretieren seien. Dennoch fand
die Berechnung von diagnostischen Likelihood Ratios auf Einzelsymptomebene für die Be-
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stimmung der Erkrankungswahrscheinlichkeit bei Vorliegen bzw. Nicht-Vorliegen eines Sym-
ptoms bislang - zumindest in der psychiatrischen Literatur, wie überhaupt in der biostatisti-
schen Literatur (ebd.) - noch keine bzw. nur geringe Berücksichtigung.
2.2.6 Vergleichsstudien
Obwohl in den letzten Jahrzehnten immer größere Anstrengungen unternommen wurden, für
Nominaldaten Techniken und Strategien zur Generierung von Vorhersagemodellen mit und
ohne Option zur Selektion von Variablen neu zu entwickeln oder aber bestehende auf dieses
Skalenniveau auszudehnen, widmeten sich nur wenige Studien einem Vergleich der Vorher-
sagequalität verschiedener Methoden. Ein umfassender Vergleich von acht Methoden zur
Prognose eines dichotomen Ausgangs wurde 1994 von Marshall, Grover, Henderson und
Hammermeister vorgelegt. Hierin wurden anhand von 33 unabhängigen Variablen unter-
schiedlichen Skalenniveaus, die an insgesamt 12 712 Patienten (Berechnungsstichprobe: N
= 6 317 und Validierungsstichprobe: N = 6 395) erhoben worden waren, acht Modelle zur
Vorhersage von Todesfällen nach Herzoperationen im Hinblick auf ihre Diskriminationslei-
stung verglichen. Dies waren im einzelnen:
1.  schrittweise logistische Regressionsanalyse der unabhängigen Variablen,
2.  logistische Regressionsanalyse aller unabhängiger Variablen,
3.  schrittweise logistische Regressionsanalyse mit vorheriger Clusteranalyse der unabhängi-
gen Variablen und Clusteroptimierung nach klinischem Urteil,
4.  schrittweise logistische Regressionsanalyse im Anschluß an eine Hauptkomponentena-
nalyse,
5.  subjektiver ‘Krankheitswert’ („sickness score“: ebd., p. 1506) generiert nach klinischem
Urteil,
6.  diskriminanzanalytisches Modell unter Einbezug der Apriori-Wahrscheinlichkeiten des
Ausgangs basierend auf dem Bayes-Theorem über die auf Einzelitemebene signifikant
mit dem Ausgang assoziierten Variablen (c²- oder t-test, p < 0,01),
7.  additives Modell basierend auf dem Additionstheorem für Wahrscheinlichkeiten unter
Verwendung des nicht adjustierten relativen Risikos der Einzelvariablen über die auf Ein-
zelitemebene signifikant mit dem Ausgang assoziierten Variablen (c²- oder t-test, p < 0,01)
und
8.  rekursive Partitionierung (CART; Breiman et al., 1984).
Für die Bestimmung der Güte der Vorhersagegenauigkeit waren von Harrell, Califf, Pryor,
Lee und Rosati (1982) zwei Maße vorgeschlagen worden: Reliabilität und Diskriminationsfä-
higkeit. Die Reliabilität bestimmt sich durch die Übereinstimmung zwischen vorhergesagtem
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und beobachtetem Ausgang; die Diskriminationsfähigkeit bezieht sich auf das Ausmaß, mit
dem die beiden möglichen Ausgänge der abhängigen Variablen unterschieden werden kön-
nen. Für die Berechnung der Diskriminationsfähigkeit empfahlen sie den Konkordanz-Index
c, der im Falle einer binären abhängigen Variablen der Fläche unter der ‘Receiver Operating
Characteristic’ (ROC) Kurve entspricht (Hanley & McNeill, 1982). Ein c = 0,5 entspräche hier-
bei der Zufallsfunktion mit gleicher Wahrscheinlichkeit für das Auftreten einer der beiden
Ausgänge, ein c = 1,0 kennzeichnete ein Instrument mit perfekter Diskriminationsfähigkeit,
das alle Objekte entsprechend ihrer beobachteten Ausprägung auf der abhängigen Varia-
blen korrekt zuordnen würde.
Marshall und Kollegen (1994) verwandten die Diskriminationsfähigkeit für den Vergleich der
Vorhersageleistung der acht generierten Modelle. Die schrittweise logistische Regression
über alle Kandidatorvariablen und die schrittweise logistische Regression über zuvor berech-
nete Cluster zeigten hierbei die besten Vorhersagestärken sowohl für die Berechnungs- als
auch für die Validierungsstichprobe (Tabelle 8). Wie zu erwarten, war die Fläche unter der
ROC-Kurve, der Konkordanz-Index c, in der Validierungsstichprobe generell kleiner als die
der Berechnungsstichprobe (Tab. 8), was darauf hindeutete, daß alle Verfahren - mit Aus-
nahme des nach dem klinischen Urteil gebildeten Krankheitswerts - zu einer Überanpassung
der Vorhersagemodelle an die empirischen Daten tendierten, und erneut bestätigte, daß eine
Validierung der Ergebnisse anhand einer unabhängigen Stichprobe unerläßlich für die Be-
urteilung einer späteren Prognse im Einzelfall ist.
Tabelle 8: Ergebnisse der Beurteilung verschiedener Vorhersagemodelle in absteigender Ordnung:
Anzahl der im Modell enthaltenen Parameter, Diskriminationsfähigkeit gemessen an dem
Konkordanz-Index c für Berechnungs- und Validierungsstichprobe, Prozentsatz der aus
der Berechnung wegen unvollständiger Daten ausgeschlossenen Beobachtungen und




c Index % ausge-
schlossen
c Index Standardfehler
Clusteranalyse (3) 6 0,733 19 0,711 0,019
schrittweise (1) 6 0,739 13 0,710 0,019
additives Modell (7) 24 0,718 20 0,697 0,021
Bayes Modell (6) 24 0,713 20 0,695 0,021
logistisch (2) 33 0,749 38 0,694 0,022
Hauptkomponenten (4) 5 0,700 38 0,690 0,022
Krankheitswert (5) 8 0,674 24 0,678 0,020
Partitionierung (8) 11 0,716 0 0,655 0,017
Die in Klammern gesetzten Numerierungen hinter den Modellen beziehen sich auf die Auflistung der Methoden
(s.o.).
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Eine teilweise Stützung dieser Ergebnisse stellt die Untersuchung von Harrell, Lee, Matchar
und Reichert (1985) dar. Sie verglichen schrittweise logistische Regressionsanalysen über
alle unabhängigen Variablen und über einen auf Clusteranalysen der Variablen basierenden
Krankheitswert bzw. zuvor berechnete Hauptkomponenten mit der rekursiven Partitionierung
(CART; Breiman et al., 1984) und einem zweiten Stratifizierungsverfahren, der Entropie-
Minimax-Methode (Christensen, 1981), anhand von 25 unabhängigen Variablen unterschied-
lichen Skalenniveaus zur Vorhersage des Behandlungsausgangs (vollständige versus un-
vollständige Remission) von insgesamt 630 Patienten mit Hodgkin-Lymphom (Berechnungs-
stichprobe 1: N = 110; Berechnungsstichprobe 2: N = 224; Validierungsstichprobe: N = 296).
Die regressionsanalytischen Modelle zeigten sich mit Ausnahme der schrittweisen logist-
schen Regression über alle Kandidatorvariablen im Falle der kleinen Berechnungsstichprobe
der rekursiven Partitionierung generell überlegen, wobei die Regressionsmodelle der Haupt-
komponenten über beide Berechnungsstichproben die besten Validierungsresultate gemes-
sen an der Diskriminationsfähigkeit erlangten. Im Falle der Berechnung über die größere
Stichprobe zeigte die Entropie-Minimax-Methode jedoch eine gleich hohe Diskriminations-
stärke wie die logistische Regression über die Hauptkomponenten.
Eine bessere Klassifizierungsleistung der schrittweisen logistischen Regressionsanalyse im
Vergleich zur hierarchischen Partitionierung (CART; Breiman et al., 1984) fanden auch
Knuiman, Vu und Segal (1997). Ihre Stichprobe bestand aus 1 701 Personen, die auf acht
potentielle Risikofaktoren für kardiovaskuläre Erkrankungen untersucht wurden, wie etwa
Raucher, Cholesterinspiegel und Blutdruckwerte. Die abhängige Variable war Tod durch eine
kardiovaskuläre Erkrankung im Zeitraum des 13-Jahres-Follow-up. Dieses Ereignis trat bei
137 Personen ein. In der schrittweisen logistischen Regression wurden neben den Einzelva-
riablen auch alle paarweisen Interaktionen mit berücksichtigt, und in Ermangelung einer Vali-
dierungsstichprobe wurde eine 10-fache Kreuzvalidierung der Ergebnisse vorgenommen.
Während das logistische Regressionsmodell zu einer Fläche unter der ROC-Kurve von c =
0,72 führte, betrug diese für das Partitionsmodell nur c = 0,66. Eine ebenfalls leichte Überle-
genheit der logistischen Regression gegenüber der hierarchischen Partitionierung zeigten
auch drei weitere Studien (Hadorn, Draper, Rogers, Keeler & Brook, 1992; Long, Griffith,
Selker & D’Agostino, 1993; Selker, Griffith, Patil, Long & D’Agostino, 1995). Dennoch sehen
Knuiman, Vu und Segal (1997) als Vorteil der hierarchischen Partitionierung, daß sie keine
Vorannahmen über das Skalenniveau oder den Trend auf dieser Skala macht und somit
auch nicht-lineare Beziehungen zwischen der abhängigen und den unabhängigen Variablen
zuläßt (Marshall et al., 1994), daß sie in der Lage ist, Interaktionen und Synergismen zwi-
schen Prädiktoren aufzudecken und eine mögliche unterschiedliche Wichtigkeit einzelner Ri-
sikofaktoren in verschiedenen Risikogruppen berücksichtigen kann. Deshalb kommen sie zu
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dem Schluß, daß „...it is not clear on a priori grounds whether [...] logistic [...] regression
would necessarily have superior performance in risk estimation and prediction compared with
tree approaches.“ (Knuiman, Vu & Segal, 1997, p. 132).
So fanden im Gegensatz zu diesen Ergebnissen eine Reihe anderer Studien zum Vergleich
der Vorhersagequalität von logistischen Regressionsanalysen und Partitionierungsverfahren
auch in der Tat zumindest eine vergleichbare Vorhersagestärke der beiden Ansätze (Cook &
Goldman, 1984; Marshall, 1986; Marshall & Chisholm, 1985, van Mechelen & DeBoeck,
1990).
Van Mechelen und DeBoeck (1990) verglichen die logistische Regression und die hierarchi-
sche Partitionierung (HICLAS; DeBoeck & Rosenberg, 1988) anhand der Beurteilung von 23
Symptomen bei 30 Patienten durch 15 Psychiater hinsichtlich der kategorialen Zielvariable
‘Diagnose’ = {affektive Störung; Schizophrenie; Angststörung} und kamen zu ähnlichen Er-
gebnissen für beide Verfahren nicht nur in Bezug auf die Klassifizierungsleistung, sondern
auch auf die Variablenauswahl. Hierbei unternahm die logistische Regression teils weitere
Schritte zur Generierung eines auf Kriteriumwahrscheinlichkeiten basierten feineren Modells
als der Alles-oder-Nichts-Ansatz des Partitionierungsmodells. Allerdings verbargen sich die
Interaktionen der unabhängigen Variablen hinter dem Muster der Regressionskoeffizienten
und waren dadurch - anders als bei den mit der Partitionierungsanalyse ermittelten Bool-
schen Entscheidungsregeln - schwerer zu interpretieren. Die Autoren zogen daher den
Schluß: „...the logical and the logistic approaches can be considered complementary in that
the former leads to easily interpretable categorical combination rules, whereas the latter pro-
vides a detailed model of criterion probabilities.“ (ebd., p. 693).
Ausgehend von 50 unabhängigen Variablen verglichen Cook und Goldman (1984) die logi-
stische Regressionsanalyse, die lineare Diskriminanzanalyse und die rekursive Partitionie-
rung (CART; Breiman et al., 1984) über die Sensitivitäten und Spezifitäten für unterschiedli-
che Schwellenwerte zur Vorhersage eines myokardialen Infarktrisikos bei Patienten mit
Brustschmerzen in der Notfallaufnahme (N = 482) anhand der Fläche unter den resultieren-
den ROC-Kurven. Sie fanden vergleichbare Vorhersageleistungen beider Verfahren in einer
Validierungsstichprobe (N = 900) bis zu einer Sensitivität von 85%, bei höheren Sensitivi-
tätswerten aber signifikant höhere Werte der Spezifität für das anhand der rekursiven Parti-
tionierung generierte Modell. In der Diskussion ihrer Ergebnisse kamen sie dennoch zu dem
Schluß, daß keine der drei Analysemethoden, logistische Regression, lineare Diskriminanza-
nalyse und rekursive Partitionierung, eindeutig die überlegenere sei, sondern daß jede dieser
Methoden Eigenschaften besäße, die ihre Anwendung je nach Situation wünschenswert ma-
che. Die Autoren sahen die folgenden neun Charakteristiken der rekursiven Partitionierung
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als Vorzüge bzw. Nachteile gegenüber konventionelleren multivariaten Verfahren wie Re-
gressions- und Diskriminanzsanalysen an:
1. Die rekursive Partitionierung ist eine einfache und verständliche Methode zur Klassifikati-
on von Objekten: Der in konventionellen multivariaten Verfahren berechnete Summenwert
der Produkte ‘unabhängige Variable × Gewichtung’, der mit einem Apriori-Schwellenwert
verglichen wird, um den Ausgang vorherzusagen, ist teils nicht nur schwer zu interpretie-
ren, sondern kann auch in seiner dahinterstehenden Berechnung kompliziert sein.
2. Die rekursive Partitionierung basiert auf der Identifizierung von Interaktionen zwischen
den unabhängigen Variablen: Nur in wenigen Fällen werden in konventionellen multiva-
riaten Modellen Interaktionen der Variablen berücksichtigt, die die Art, in der die Diskrimi-
nationsstärke einer Variable durch die An- oder Abwesenheit einer anderen beeinflußt
wird, abbilden. Die Vernachlässigung solcher Interaktionen erfolgt meist entweder aus
Gründen der Vermeidung zu abstrakter Modelle oder weil die genaue Art positiver und
negativer Interaktionen - insbesondere bei einer großen Anzahl von unabhängigen Varia-
blen - unbekannt ist.
3. Die rekursive Partitionierung beruht nicht auf einer möglicherweise unzutreffenden Linea-
ritätsannahme und kann nicht-lineare Beziehungen unabhängiger und abhängiger Varia-
blen identifizieren.
4. Die rekursive Partitionierung bietet einfache Möglichkeiten zur Gruppierung von Objekten
in homogene Risikoschichten (engl.: „risk strata“) mit unterschiedlichen Endpunktwahr-
scheinlichkeiten oder zur detaillierten Bildung von Subgruppen, die einer weiteren Analyse
unterzogen werden können, etwa im Hinblick auf die adäquateste Behandlungsmethode
für einzelne Gruppen.
5. Die rekursive Partitionierung berücksichtigt zuvor festgelegte Wahrscheinlichkeiten und
Straffunktionen für Fehlklassifizierungen bei der Variablenselektion. Im Gegensatz zu
konventionellen multivariaten Verfahren, die die Kosten falsch-positiver Vorhersagen de-
nen falsch-negativer gleichsetzten, werden a priori festgelegte Wahrscheinlichkeiten und
Straffunktionen für Fehlklassifizierungen bei der Variablenauswahl der rekursiven Partitio-
nierung berücksichtigt.
6. Die rekursive Partitionierung kann möglicherweise zusätzliche prädiktive Variablen in
späteren Phasen des Selektionsprozesses übergehen, da die den Berechnungen zugrun-
de liegenden Stichproben im Verlauf der Analyse immer kleiner werden und somit die
Aufdeckung kleinerer Effekte kaum mehr möglich ist.
7. Die rekursive Partitionierung verstärkt möglicherweise das Problem multipler Testungen:
Bei der Anwendung von konventionellen multivariaten Verfahren bleibt das Problem der
Fehlerkumulierung durch multiple Einzeltestungen meist unberücksichtigt. Dies Problem
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verstärkt sich in der rekursiven Partitionierung, bei der in jedem Schritt eine große Zahl
möglicher Partitionen berücksichtigt werden. Da darüber hinaus nur binäre Partitionen
einbezogen werden, resultiert schon aus dem Einbezug einer ordinalen Variable eine
Vielzahl möglicher binärer Partitionen.
8. Die rekursive Partitionierung verstärkt möglicherweise das Problem der Überanpassung,
da die Endpunkte nur noch auf einer geringen Stichprobengröße basieren und somit unter
Umständen nur ein Artefakt ihrer Stichprobe darstellen und somit nicht generalisierbar
sind. Eine Überprüfung anhand einer Validierungsstichprobe ist daher unerläßlich.
9. Die rekursive Partitionierung unterschätzt womöglich die prädiktive Stärke intervallskalier-
ter unabhängiger Variablen, die für die Berechnung künstlich in Intervalle zerlegt werden
und somit einen Teil ihrer Information verlieren.
Cook und Goldman (1984) forderten in ihrer Schlußfolgerung trotz offensichtlicher Nachteile
auch auf Seiten der rekursiver Partitionierung ihren verstärkten Einsatz, insbesondere bei
Vorliegen größerer Stichproben und/oder des Verdachts, daß die Vorhersagefähigkeit einer
unabhängigen Variable möglicherweise über Kategorien anderer unabhängiger Variablen va-
riiert. In Übereinstimmung mit van Mechelen und DeBoeck (1990) empfehlen sie, daß „Ev n
in situations where a parametric analysis [logistische Regressions- und lineare Diskriminanz-
analyse werden von den Autoren aufgrund der in den postulierten Beziehungen involvierten
unbekannten Parameter für die prädiktiven Variablen als parametrische Analysen bezeich-
net, v. Verf.] ultimately may be preferable, recursive partitioning analysis should be consid-
ered to assist in the identification of interaction terms that may then by [sic] used in the con-
struction of a parametric model.“ (Cook & Goldman, 1984, p. 730).
Ein Vergleich von logistischer Regression und einer ersten Version der ‘Search Partition
Analysis - SPAN’ (Marshall, 1995) anhand von 22 Merkmalen zur Diagnose von gastrointe-
stinalem Krebs, die bei 195 Personen erhoben wurden, ergab nur marginale Unterschiede
der beiden Verfahren dahingehend, daß die Vorhersageleistung des Regressionsmodells
besser für den Ausgang ‘Krebs’ (PPP = 0,96 im Gegensatz zu 0,74 bei SPAN), die der Parti-
tionierungsanalyse besser für den Ausgang ‘benigner Krebs’ (NPP = 0,96 im Gegensatz zu
0,76 für das Regressionsmodell) war (Marshall, 1986; Marshall & Chisholm, 1985).
Zwei Vergleiche von hierarchischer (S routines; Clark & Pregibon, 1992) und nicht-
hierarchischer Partitionierung (SPAN) zum einen zur Vorhersage eines niedrigen Geburts-
gewichts anhand von acht Variablen (N=188) und zum anderen zur Vorhersage von Gluko-
seintoleranz (N=5 314) anhand einer nicht näher spezifizierten Anzahl von mehr als sieben
Variablen, zeigte bei minimalsten Unterschieden in der Diskriminationsstärke beider Verfah-
ren eine leichte Überlegenheit der nicht-hierarchischen Methode, SPAN, im Hinblick auf die
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positive prädiktive Stärke im zweiten Vergleich (S routines: PPP = 0,135 vs. SPAN: PPP =
0,144) bei gleicher negativer prädiktiver Stärke (NPP = 0,984) beider Vorhersagemodelle
(Marshall, 1995).
1993 unternahmen Hashemi, Jelovsek und Razzaghi einen Vergleich zwischen zwei Grob-
Mengen-theoretisch basierten Ansätzen und einer Diskriminanzanalyse (s. Tab. 9). Während
ein Grob-Mengen-Modell eng an die ursprüngliche Konzeption von Pawlak (1982, 1984) an-
gelehnt ist, wird in dem modifizierten Ansatz durch Schätzung der Regeln ein Einbezug der
Grenzregion in die Entscheidungsfindung möglich, ähnlich wie dies durch die Einführung von
‘rule roughness’ und ‘rule precision threshold’ auch bei der neuen Version von DataLogic
(vgl. Kap. 2.2.5) ermöglicht ist.
Tab. 9: Klassifizierungsraten für einen Grob-Mengen-Ansatz und einen modifizierten Grob-Mengen-
Ansatz (geschätzte Regeln) im Vergleich zur Diskriminanzanalyse für a) die Toxitätsdaten















Positiv 5 Negativ 6
a)
Diskriminanzanalyse[+][-] N=116 86,2 56,3 97,6 90 85,4
Grob-Mengen [+][-] N=116 73,3 78,1 71,4 *** ***
mod. Grob-Mengen [+][-] N=116 92,2 84,4 95,2 96,4 97,6
Diskriminanzanalyse[+][0][?][-] N=175 61,1 40,6 89,3 76,5 62
Grob-Mengen [+][0][?][-] N=175 59,4 71,9 58,3 *** ***
mod. Grob-Mengen [+][0][?][-] N=175 79,4 78,1 84,5 96,1 92,2
b)
Diskriminanzanalyse[+][-] N=116 89,7 65,4 96,7 96,7 90,6
Grob-Mengen [+][-] N=116 76,7 80,8 73,3 *** ***
mod. Grob-Mengen [+][-] N=116 97,4 88,5 100 100 100
Diskriminanzanalyse[+][0][?][-] N=175 60 34,5 89,2 89,2 61,2
Grob-Mengen [+][0][?][-] N=175 60,6 69 61,4 *** ***
mod. Grob-Mengen [+][0][?][-] N=175 79,4 82,8 86,7 92,3 92,3
1 [-]=negativ, [0]=unbekannt, [?]=Verdacht, [+]=positiv
2 Prozentsatz richtig positiver und richtig negativer Vorhersagen von der Gesamtmenge
3 Prozentsatz der richtig positiven Vorhersagen von den Positiven (Sensitivität)
4 Prozentsatz der richtig negativen Vorhersagen von den Negativen (Spezifität)
5 Prozentsatz der Positiven von den positiven Vorhersagen
6 Prozentsatz der Negativen von den negativen Vorhersagen
*** Berechnung nicht möglich
Die Daten bestanden aus 175 Substanzen, die in zwei Analysereihen anhand von 16 unab-
hängigen Variablen entsprechend ihrer Karzinogenität und Mutagenität (‘negativ’, ‘nicht ge-
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testet’, ‘widersprüchliche Testresultate’, ‘positiv’ als Ausprägungen der abhängigen Variable
über ein  N=175 bzw. nur Berücksichtigung der Ausprägungen ‘negativ’ und ‘positiv’ über ein
N=116) zu klassifizieren waren. Die Vorhersagemodelle wurden anschließend kreuzvalidiert,
da eine Validierungsstichprobe nicht zur Verfügung stand.
Der modifizierte Grob-Mengen-Ansatz zeigte sich deutlich dem diskriminanzanalytischen
überlegen, während der an die ursprüngliche Grob-Mengen-Konzeptualisierung angelehnte
Ansatz ohne den expliziten Einbezug der Grenzregion BnA zu den ungünstigsten Klassifizie-
rungsleistungen führte (s. Tab. 9).
1994 legten Lette und Mitarbeiter einen Vergleich von schrittweiser logistischer Regressions-
analyse und einem artifiziellem neuronalen Netzwerk-Modell (ANN) bei der Vorhersage von
kardiologischen Komplikationen bei nicht-kardiologischen operativen Eingriffen vor.
Artifizielle neuronale Netzwerke sind Computerprogramme zur Simulation der Struktur und
Funktion eines rudimentären Gehirns. Das grundlegende Verarbeitungselement des ANN ist
das in Analogie zum Gehirn benannte Neuron, das ein Eingangssignal, einen Input, emp-
fängt und transformiert und dieses transformierte Signal als Ausgangssignal, Output, zu
nachgeschalteten Neuronen weiterleitet. Die grundlegende Netzwerkstruktur besteht aus drei
Neuronenlayern: einem Inputlayer, bei dem jedes Neuron einer unabhängigen Variablen ent-
spricht, einem Hidden-Layer, der in etwa die doppelte Anzahl von Neuronen wie der Input-









Abb. 24:Vereinfachtes Schema eines artifiziellen neuro-
nalen Netzwerks mit seinen drei Layern.
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Jedes Neuron des Inputlayers ist mit jedem Neuron des Hidden-Layers und das wiederum
mit den Neuronen des Outputlayers verbunden. Jede Verbindung ist durch ein numerisches
Gewicht und seine Richtung charakterisiert und reflektiert damit das Ausmaß des Einflusses
eines Neurons auf ein anderes. Dem Inputlayer werden Lernbeispiele (etwa Patientendaten)
mehrfach, also iterativ, präsentiert. Dabei kommt es innerhalb des Netzwerks durch Verände-
rungen der Gewichte der Verbindungen zur Ausbildung einer inneren Repräsentation der im
Datensatz enthaltenen Muster. Durch die Neugewichtung der Neuronenverbindungen zwi-
schen Input- und Hidden-Layer werden so lineare und/oder non-lineare Korrelationen zwi-
schen den Ergebnisklassen der abhängigen Variablen und den einzelnen unabhängigen Va-
riablen bzw. Interaktionen von unabhängigen Variablen dargestellt. Nach Abschluß der Lern-
phase, d.h. nach Erreichen einer Netzwerkkonvergenz, die dadurch gekennzeichnet ist, daß
die Signale der Neurone des Inputlayers ein korrektes Outputsignal für jeden Patienten der
Berechnungsstichprobe erzeugen, ist das ANN in der Lage, gleiche oder ähnliche Inputmu-
ster in einem neuen Datensatz wiederzuerkennen.
Als Vorteile neuronaler Netzwerk-Modelle gegenüber herkömmlichen statistischen Verfahren
gelten die parallele Datenverarbeitung, die Möglichkeit zur Aufdeckung komplexer non-
linearer Zusammenhänge und zur gleichzeitigen Verarbeitung von Daten unterschiedlichen
Skalenniveaus oder unklarer innerer Struktur sowie die Klassifizierung auch von Objekten,
deren Variablen nicht genau denen der Berechnungsstichprobe entsprechen. Als nachteilig
werden hingegen die fehlende Möglichkeit zur Eliminierung redundanter oder nicht relevanter
Information und damit zur Variablenreduktion bzw. -selektion, die sehr hohe Anzahl benötig-
ter ‘Lernbeispiele’, also die große Stichprobengröße bei komplexen Datensätzen, die schwie-
rige Interpretierbarkeit der Klassifikationsergebnisse und die erschwerte Validierbarkeit von
ANN angesehen (Winter, Vortrag auf dem Mainzer AGNP-Arbeitstreffen ‘Methoden’ am
31.01.1997).
Der zugrunde liegende Datensatz der Arbeit von Lette und Mitarbeitern (1994) enthielt als
unabhängige Variablen 17 dem Krankenblatt entnommene präoperative klinische Parameter
auf Nominalskalenniveau, etwa Raucher, Diabetiker, vorbestehende bekannte Herzprobleme
oder Auffällgkeiten im Ruhe-EKG, sowie sieben quantitative Meßparameter einer Thallium-
Szintigraphie des Herzens. Als negativer postoperativer Ausgang galt Tod durch Herzversa-
gen und akuter nicht-tödlicher Multiinfarkt. Die Gesamtstichprobe von N = 360 wurde in eine
Berechnungsstichprobe bestehend aus den ersten 200 aufgenommenen Patienten mit 21
postoperativen kardiologischen Komplikationen und eine Validierungsstichprobe aus den
zuletzt aufgenommenen 160 Patienten mit neun kardiologischen Fällen untert ilt.
Die schrittweise logistische Regressionsanalyse erfolgte nach der backward Maximum Likeli-
hood Ratio-Methode über alle 24 unabhängigen Variablen, von denen fünf in die Regressi-
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onsgleichung eingeschlossen wurden. Die Modellierung des ANN folgte einem ‘Backpropa-
gation’-Algorithmus über zehn zuvor unter dem Aspekt der Vermeidung widersprüchlicher
Patienteninformation ausgewählte unabhängige Variablen und vier Kreuz-Produkt-Terme.
Beim Backpropagation-Algorithmus wird das Outputergebnis mit dem gewünschten Klassifi-
kationsergebnis nach Präsentation eines Musterbeispiels verglichen und ggf. vom Supervisor
als Irrtum registriert. Der Irrtum wird als Fehlersignal an die einzelnen Neurone im ANN zu-
rückgegeben, die daraufhin ihre Gewichte in die gewünschte Richtung korrigieren. Die Vor-
auswahl der Input-Variablen schien den Autoren angemessen, da eine Variablenselektion
bzw. -reduktion mit Hilfe von ANN-Verfahren nicht möglich ist.
Tabelle 10: Vorhersageleistung von schrittweiser logistischer Regression (LR) und artifiziellem neuro-
nalem Netzwerk-Modell (ANN) in der Berechnungs- (N = 200) und Validierungsstichprobe










KKK KK KKK KK KKK KK KKK KK p *
KKK  (b) 159 20 179 0 124 27 145 6
KK (b) 3 18 0 21 3 6 3 6
Sensitivität 0,86 1,0 0,67 0,67 1,0
Spezifität 0,89 1,0 0,82 0,96 < 0,01
PPP 0,47 1,0 0,18 0,50 0,08 a
NPP 0,98 1,0 0,98 0,98 1,0
KKK: keine kardiologischen postoperativen Komplikationen
KK:    kardiologische postoperative Komplikationen
PPP: positive prädiktive Stärke
NPP: negative prädiktive Stärke
(b): beobachtet
* Statistische Signifikanz in der Vorhersageleistung von LR und ANN in der Validierungsstichprobe
a Keine statistische Signifikanz aufgrund der wenigen Fälle mit KK (n = 9; 6%)
Tabelle 10 zeigt die Vorhersageleistungen beider Modelle in der Berechnungs- und Validie-
rungsstichprobe. Das ANN-Modell zeigte sich in der Validierungsstichprobe der schrittweisen
logistischen Regression im Hinblick auf die Spezifität signifikant und im Hinblick auf die posi-
tive prädiktive Stärke noch deutlich überlegen, während Sensitivität und negative prädiktive
Stärke nahezu identisch waren. Bei der Beurteilung der Ergebnisse ist jedoch zu bedenken,
daß der Anteil der Patienten mit kardiologischen Komplikationen in beiden Stichproben sehr
gering war und die Anzahl der unabhängigen Variablen (24 insgesamt) die Anzahl der Pati-
enten mit kardiologischen Komplikationen (n = 21) in der Berechnungsstichprobe überstieg,
so daß die Gruppenwahrscheinlichkeiten bzw. Logits der logistischen Regressionsanalyse in
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der Validierungsstichprobe nicht als zuverlässige Schätzung angesehen werden können
(ebd.), da logistische Regressionsanalysen zu den zuverlässigsten Schätzungen bei einer
balancierten Randverteilung der abhängigen Variable neigen (Harrell et al., 1985)
Ein von Eisenstein und Alemi 1996 vorgelegter Vergleich von logistischer Regressionsanaly-
se, Bayes’schem Modell und artifiziellem neuronalem Netzwerk-Modell (ANN) jeweils über
zwei unterschiedliche Stichprobengrößen (N = 100 und N = 600) und zwei unterschiedliche
Variablenanzahlen (drei und elf unabhängige Variablen) sowie unterschiedlicher Handha-
bung von fehlenden Werten (mit und ohne Zulassung fehlender Werte in der Berechnung)
und Variablen-Interaktionen (nicht zulässig und zulässig) zeigte über alle Bedingungen weit-
gehend ähnliche Vorhersageleistungen der drei Verfahren bei Ausschluß fehlender Werte in
einer Validierungsstichprobe, bei Zulassung fehlender Werte in den Berechnungen jedoch
eine durchgängige Überlegenheit des Bayes’schen Modells (Tab. 11). Eine Variablenselekti-
on, die ohnehin nur durch die logistische Regressionsanalyse zu leisten gewesen wäre, war
hierbei nicht angestrebt worden.
Tabelle 11: Diskriminationsleistung von logistischer Regression (LR), Bayes’schem Modell (BM) und
artifiziellem neuronalem Netzwerk-Modell (ANN) über die verschiedenen Versuchsbedin-
gungen; Fläche unter der ROC-Kurve in der Validierungsstichprobe (nach Eisenstein &
Alemi, 1996).
Modell Keine fehlenden Werte Fehlende Werte
n=100 n=600 n=100 n=600
3 UV 11 UV 3 UV 11 UV 3 UV 11 UV 3 UV 11 UV
LR ohne Interaktion 0,663 0,645 0,627 0,733 0,500 0,500 0,654 0,689
LR mit Interaktion 0,663 0,663 0,627 0,733 0,500 0,500 0,654 0,689
BM ohne Interaktion 0,656 0,749 0,644 0,735 0,653 0,730 0,657 0,730
BM mit Interaktion 0,654 0,729 0,644 0,732 0,654 0,715 0,657 0,727
ANN mit Interaktion 0,663 0,662 0,650 0,746 0,619 0,568 0,650 0,594
ANN ohne Interaktion 0,631 0,600 0,650 0,692 0,549 0,598 0,557 0,534
UV: unabhängige Variable,
höchster Wert je Bedingung in Fettdruck.
Insgesamt wurde in allen Vergleichsstudien die logistische Regression unter den konventio-
nelleren statistischen Verfahren am positivsten beurteilt. Darüber hinaus wurde aber auch
die gemessen an der Häufigkeit ihrer Anwendung immer noch unterschätzte Rolle alternati-
ver Verfahren zur Generierung von Vorhersagemodellen deutlich2.
                                           
2 Eine Vergleichsstudie, die neben unterschiedlichen konventionellen statistischen Verfahren auch un-
terschiedliche alternative Ansätze mit einbezieht, konnte auch bei umfassenden Literaturrecherchen
in DIMDI nicht gefunden werden.
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Diese mangelnde Berücksichtigung alternativer Methoden zeigte sich auch in dem 1997 ver-
öffentlichten Übersichtsartikel ‘CATEGORICAL DATA ANALYSIS IN PUBLIC HEALTH’ von
Preisser und Koch, in dem ausschließlich konventionellere statistische Verfahren, die Analy-
se von Kontingenztafeln, logistische Regressionsanalysen, GEE- und WSK-Methoden, er-
läutert werden. Und auch in einer 1992 veröffentlichten Bibliographie zu Analysemetoden für
korrelierte kategoriale Daten widmeten sich die weitaus meisten der über 100 aufgeführten
Arbeiten Regressionsmodellen und -schätzungen, wobei ein besonderer Schwerpunkt auf
logistischen Modellen mit binärer abhängiger Variable lag (Ashby et al., 1992).
2.3 FRAGESTELLUNG
Obwohl in den letzten Jahren eine Vielzahl von mathematischen Verfahren zur Generierung
von (reduzierten) Vorhersagemodellen neu entwickelt oder bestehende Verfahren an Varia-
blen mit Ordinal- oder Nominalskalenniveau adaptiert wurden, liegen zur Zeit keine umfas-
senden spezielle Vergleiche der Klassifizierungsleistung von Methoden vor, die auch bei di-
chotomen abhängigen und unabhängigen Variablen angewandt werden können, wie sie auf
psychopathologischer Ebene in der Forschung zur Früherkennung schizophrener Psychosen
hauptsächlich zu finden sind. Dies gilt insbesondere für den Vergleich zwischen verschiede-
nen nicht-inferenzstatistischen, alternativen Methoden, die der Erstellung von Vorhersage-
modellen bei paralleler Variablenselektion dienen (vgl. Kap. 2.6).
Anhand prospektiv gewonnener dichotomer Daten zu möglichen Prodromalsymptomen einer
schizophrenen Erstmanifestation sollen deshalb in der vorliegenden Studie die beiden wich-
tigsten konventionellen inferenzstatistischen Verfahren zur Generierung von Vorhersagemo-
dellen bei gleichzeitiger Variablenselektion, schrittweise nonparametrische Diskriminanz- und
logistische Regressionsanalyse, mit zwei alternativen Verfahren, der Search Partition Analy-
sis und einer Analyse basierend auf dem Grob-Mengen-Modell, sowie zwei Selektionsvari-
anten basierend auf diagnostischen Gütekriterien im Hinblick auf ihre Klassifikationsleistung
in einer Validierungsstichprobe verglichen werden. Da hier nur Verfahren verglichen werden
sollen, die neben der Generierung eines Vorhersagemodells auch eine Variablenreduktion
erlauben, werden reine Klassifikationsmodelle, wie etwa auf dem Bayes'schem Theorem
oder dem Additionstheorem für Wahrscheinlichkeiten beruhende und artifizielle neuronale
Netzwerk-Modelle, nicht berücksichtigt, da sie keine Option zur Variablenselektion beinhalte
Aufgrund der bisher publizierten Vergleiche ist dabei zu erwarten, daß die logistische Re-
gressionsanalyse der nonparametrischen Diskriminanzanalyse überlegen sein wird, wobei
die logistische Regression über zuvor generierte Cluster noch einmal zu besseren Ergebnis-
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sen als die über Einzelvariablen führen sollte. Die beiden alternativen Verfahren sollten je-
weils zu Klassifikationsleistungen führen, die denen der logistischen Regressionsanalysen
vergleichbar sind, und die anhand der diagnostischen Likelihood Ratios selektierten Varia-
blen der Variablenselektion anhand klassischer diagnostischer Effizienzindizes überlegen
sein.
Bei der Bewertung der einzelnen Methoden soll jedoch nicht nur der Klassifizierungsleistung
der einzelnen Vorhersagemodelle in einer Validierungsstichprobe, sondern darüber hinaus
auch erstmals gezielt, wenn auch nur deskriptiv der inhaltlichen Plausibilität und praktischen
Anwendbarkeit der generierten Modelle Rechnung getragen werden. Dies erscheint vor al-
lem aus praktischen Erwägungen sinnvoll, da in der klinischen Praxis nur solche Vorhersa-
gemodelle auf Akzeptanz stoßen werden, die für den Anwender aufgrund seiner klinischen
Vorerfahrung inhaltlich einsichtig und nachvollziehbar sind. Dies gilt insbesondere für ein
solch umstrittenes Gebiet wie der Früherkennung von schizophrenen Psychosen und der




In der vorliegenden Studie zum Vergleich verschiedener Vorgehensweisen zur Generierung
von Vorhersagemodellen stellen die verwandten mathematischen Methoden die Bedin-
gungsvariationen der unabhängigen Variablen ‘Methode’ dar, deren jeweiliger Einfluß auf die
abhängigen Variablen ‘Klassifikationsleistung’, ‘inhaltlich-klinische Plausibilität des Modells’
und ‘praktische Anwendbarkeit der Klassifikationsregeln’ untersucht werden soll. Aus dieser
Überlegung ergibt sich eine unifaktorielle Versuchsplan-Anlage mit einer unabhängigen Va-
riablen (UV) und drei abhängigen Variablen (AV).
3.1.2 Daten
Die den Berechnungen zugrunde liegenden Daten entstammen dem Köln-Bonner Früher-
kennungsprojekt (Klosterkötter, Hellmich & Schultze-Lutter, 2000; Klosterkötter, Hellmich,
Steinmeyer & Schultze-Lutter, 2001; Schultze-Lutter, Klosterkötter & Steinmeyer, 2000), das
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zum Ziel hatte, die Möglichkeit zur Vorhersage schizophrener Erstepisoden anhand von B-
sissymptomen prospektiv zu prüfen (vgl. Kap. 2.1.7.3).
3.1.2.1Stichprobe
Die Stichprobe für das Köln-Bonner Früherkennungsprojekt wurde unter allen 695 Patienten
ausgewählt, die vor 1991 in den Ambulanzen der Psychiatrischen Universitätskliniken Ulm-
Weißenau, Lübeck, Bonn, Aachen und Köln mit der BSABS auf das Vorliegen von Prodr-
malsymptomen untersucht worden waren. Vor ihrer Übermittlung an eine dieser Ambulanzen
hatten die meisten dieser Patienten schon mit Vorfeldeinrichtungen in Kontakt gestanden
und waren zunächst von psychologischen Beratungsstellen oder Allgemeinärzten zu nieder-
gelassenen Psychiatern, Neurologen oder Psychotherapeuten weitergeleitet worden. In de-
ren Praxen hatten sie oft nacheinander verschiedene Diagnosen aus dem Bereich der Per-
sönlichkeitsstörungen, Neurosen oder Erlebnisreaktionen zugeschrieben bekommen. Meist
waren zum Zeitpunkt der Indexuntersuchung (t1) mehrere Behandlungsversuche bereits
mehr oder weniger erfolglos durchlaufen worden, und dieses unbefriedigende Ergebnis hatte
zu dem Eindruck geführt, daß es sich um diagnostisch und therapeutisch besonders schwie-
rige Fälle handelte. Die Überweisung an die Ambulanzen der genannten Kliniken war dem-
entsprechend meist mit dem Ziel einer differenzierteren diagnostische Einschätzung sowie
der Frage nach einer den Beschwerdebildern möglicherweise zugrundeliegenden beginne-
den schizophrenen Störung erfolgt. Aus diesem Grunde wurden die Patienten in den Ambu-
lanzen sehr ausführlich auf eine eventuell vorliegende (prä-)psychotische Symptomatik mit
der BSABS und der PSE 9 untersucht.
Die Indexuntersuchung ergab bei einem Großteil der überwiesenen Patienten, daß in der Tat
schon die diagnostischen Kriterien einer schizophrenen Störung zu sichern waren oder das
jeweilige Beschwerdebild auf eine substanzinduzierte Störung, eine organisch bedingte Stö-
rung oder eine mentale Retardierung zurückzuführen war. Alle diese Fälle wurden von der
Studie ausgeschlossen. Zudem blieben auch solche Patienten unberücksichtigt, die bei t1
schon älter als 50 Jahre waren, da sie sich bei der geplanten Nachuntersuchung (t2) bereits
in einer stärker durch körperliche Erkrankungen oder Todesfälle belasteten Altersgruppe
befunden hätten (s. Abb. 25).
Bei den verbliebenen 385 Fällen waren bei t1 keine positiven oder negativen Schizophrenie-
symptome gefunden worden, weder im damaligen Querschnitt noch in der gesamten vorhe-
rigen Lebensgeschichte. Diese Patienten erhielten dem vorherrschenden klinischen Bild ent-
sprechende Diagnosen (s. Abb. 26) und kehrten zumeist in die Betreuung ihrer überweisen-
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Abb. 26:Diagnoseverteilung der in das Projekt eingeschlossenen Patienten (N =
385). Die Diagnosen sind entsprechend DSM-IV-Kriterien revidie t.
Da aber ein Großteil dieser Patienten schon bei t1 psychopathologische Veränderungen g-
boten hatten, die als Prodromalsymptome einer schizophrenen Störung verdächtig waren,
wurde 1989 in Bonn mit ihrer Nachuntersuchung begonnen, die in Aachen fortgeführt und
schließlich 1998 in Köln abgeschlossen wurde.
Das Ergebnis der Rekrutierungsbemühungen ist in Abbildung 27 dargestellt.
Abb. 25: Diagnoseverteilung und Anteil der über 50-jährigen der aus dem



















Abb. 27:Ergebnis der Rekrutierungsbemühungen um die in das Projekt einge-
schlossenen Patienten (N = 385).
Insgesamt konnten so 160 Patienten nachuntersucht werden, die bei t1 j  nach dem vorherr-
schenden klinischen Bild Diagnosen vornehmlich aus dem Bereich der Neurosen und Per-
sönlichkeitsstörungen erhalten hatten (s. Abb. 28). Hinsichtlich der vorläufigen auf dem aktu-
ellen klinischen Bild zum Zeitpunkt der Indexuntersuchung beruhenden Diagnosen fanden
sich keine signifikanten Unterschiede zwischen der nachuntersuchten und der nicht nach-
untersuchten Gruppe, so daß hier nicht von einem systematischen Selektionsfehler zugun-
sten schwerer erkrankter Patienten ausgegangen werden kann (Klosterkötter et al., 2001).
Auch hinsichtlich der als Prodromalsymptome betrachteten, bei der Indexuntersuchung ge-
schilderten Beschwerden ergab sich kein signifikanter Unterschied zwischen der nachunte-
suchten und der nicht nachuntersuchten Gruppe. Während in der nicht nachuntersuchten
Gruppe 143 Patienten Prodromalsymptome nach BSABS-Kriterien genannt hatten und 82
nicht, waren es in der nachuntersuchten Gruppe 110 Patienten gewesen, die Prodromal-
symptome gezeigt hatten, und 50, die keine berichteten. Auch hier ergibt sich somit kein
Hinweis auf einen systematischen Selektionsfehler zugunsten schwerer erkrankter Fälle bei
der Nachuntersuchung (Klosterkötter et al., 2001). Darüber hinaus fanden sich zwischen den
beiden Gruppen auch keine signifikanten Unterschiede in der Alters- oder Geschlechtsver-
teilung. Damit kann die nachuntersuchte Stichprobe von 160 Patienten durchaus als reprä-
sentativ für die gesamte Zielstichprobe von 385 Patienten angesehen werden (Klosterkötter
et al., 2001).
Unabhängig von den bei t1 vergebenen Diagnosen, waren von 110 der nachuntersuchten
Patienten Störungen berichtet worden, die nach BSABS-Kriterien Prodromalsymptomen ent-
sprachen. Für diese Fälle wurde die jeweilige Indexdiagnose deshalb nur als vorläufiger
Kompromiß betrachtet und hypothetisch angenommen, daß sie sich bereits in der Prodro-
malphase einer schizophrenen Störung vor der psychotischen Erstmanifestation befanden.
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Genau diese Hypothese wurde durch die Nachuntersuchung überprüft. Die übrigen 50 nach-
untersuchten Fälle hatten bei t1 keine auf Prodromalsymptome verdächtigten Beschwerden
geboten, zeigten ansonsten aber hinsichtlich Diagnoseverteilung, Alter und Geschlecht bei t1
keine signifikanten Unterschiede zu den 110 Patienten mit Prodromalsymptomen (Kloster-
kötter et al., 2001). Damit ließ der Vergleich der beiden Gruppen im Hinblick auf eine spätere
Schizophrenieentwicklung die Beantwortung der Fragestellung zu, ob mit der BSABS als
potentielle Prodromalsymptome identifizierte Störungen in der Tat nachfolgende psychoti-
































Abb. 28: Diagnoseverteilung der nachuntersuchten Patienten bei t1 (N = 160). Die Diagnosen sind
entsprechend DSM-IV-Kriterien revidiert.
Bei der im Durchschnitt etwa zehn Jahre nach der Indexuntersuchung erfolgten Nachunter-
suchung zeigte sich, daß in der Tat 79 Personen eine schizophrene Erkrankung im Katam-
nesezeitraum entwickelt hatten; nur zwei von ihnen hatten bei der Indexuntersuchung keine
Basissymptome geboten. Tabelle 12 zeigt die allgemeinen und anamnestischen Daten der
nachuntersuchten Stichprobe.
3.1.2.2Instrumente
Bei t2 wurden dieselben psychometrischen Untersuchungsverfahren wie bei t1 verwandt,
BSABS und PSE 9, und das DSM-IV als Diagnosesystem zugrunde gelegt.
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Die neunte Version der ‘Present State Examination - PSE 9’ (Wing, Cooper & Sartorius,
1982) ist ein halbstandardisiertes psychiatrisches Interview und dient der Beurteilung des
psychischen Zustandes von erwachsenen Patienten mit Neurosen oder funktionellen Psy-
chosen zum Untersuchungszeitpunkt sowie in den vorangegangenen vier Wochen. In der
vorliegenden Untersuchung wurde der vorgesehene Erhebungszeitraum der PSE 9 von vier
Wochen jedoch dahingehend ausgedehnt, daß das gesamte katamnestische Intervall zwi-
schen t1 und t2 erfaßt wurde.
Neben der Anleitung zur Durchführung des diagnostischen Interviews, mit dem systematisch
die wichtigsten diagnostischen Phänomene erhoben werden, sind Regeln zur Bewertung der
einzelnen Symptome und zur Verdichtung dieser Informationen zu verschiedenen Syndrom-
klassen im Manual enthalten. Die resultierenden deskriptiven Klassen sind mit den Kriterien
der ICD-Diagnosen vergleichbar.
Das Gesamtverfahren besteht aus 140 Items, die in einem Glossar definiert sind. Obwohl
dem Untersucher standardisierte, vorformulierte Fragen zur Verfügung stehen, steht es ihm
frei, andere Formulierungen zu wählen, Zusatzfragen zu stellen oder die Reihenfolge der
Fragen zu verändern, wenn dies in der aktuellen Untersuchungssituation angemessener er-
scheint. Jedes Symptom wird vom Untersucher auf sein Vorliegen hin überprüft, wobei sein
klinisches Urteil Vorrang vor den Selbstangaben des Patienten hat. Die Bewertung der Sym-
ptome erfolgt zudem nach Ausprägung und Häufigkeit (0 = nicht vorhanden, 1 = vorhanden
in mäßiger Ausprägung oder in schwerer Ausprägung, aber in weniger als der Hälfte der Zeit,
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2 = vorhanden in schwerer Ausprägung in mehr als der Hälfte der Zeit, 8 = fraglich vorhan-
den, 9 = keine Beurteilung möglich). Die Symptome sind nach Gesichtspunkten der Zweck-
mäßigkeit in 20 sich teilweise überschneidende Sektoren gegliedert. Die ersten 17 Sektoren
beziehen sich auf die Angaben des Patienten, die restlichen vier auf Verhalten, Affekt und
Sprache während der Untersuchung.
Bezüglich der Schizophrenie deckt die PSE 9 alle diagnostisch relevanten Merkmale - insbe-
sondere die Symptome ersten Ranges im Sinne Schneiders (1992) - sehr genau ab. Ent-
sprechend setzt sich das schizophrene PSE 9-Kernsyndrom (Categoklasse S+) auch weit-
gehend aus diesen transkulturell stabilen (Jablensky et al., 1992) Schizophreniemerkmalen
zusammen.
Die Reliabilität des PSE ist in verschiedenen Studien überprüft worden. In einer Übersicht
kommen Domann und Klug (1979) zu dem Fazit einer insgesamt zufriedenstellenden Relia-
bilität des Verfahrens, obwohl die Vergleichbarkeit der Untersuchungen nicht generell ge-
währleistet sei, da verschiedene Versionen und Untersuchungsmethoden verwandt worden
seien.
Die ‘Bonner Skala für die Beurteilung von Basissymptomen - BSABS’ (Gross, Huber, Klo-
sterkötter & Linz, 1989) ist ebenfalls ein halbstandardisiertes Verfahren zur Erhebung und
Dokumentation feiner, subklinischer psychopathologischer Beschwerden bei Patienten, bei
denen die Diagnose einer Schizophrenie bereits gesichert ist oder der Verdacht auf ein Vor-
postensyndrom oder Prodrom einer Schizophrenie besteht. Den ursprünglichen Ausführun-
gen der Autoren folgend kann sie zudem bei idiopathischen Psychosen des ‘schizoaffektiven
Zwischenbereichs’ (Janzarik, 1980) und affektiven Psychosen verwandt werden, da auch
hier Basissymptome vorkommen können.
Obwohl die BSABS ein Fremdbeurteilungsverfahren ist, erfaßt sie als Basissymptome aus-
schließlich die vom Patienten selbst als Störung erlebten und berichteten Phänomene. Die
BSABS hat ihre Ursprünge in der Heidelberger Checkliste von 1962, die anhand der Ergeb-
nisse spätkatamnestischer Untersuchungen bei früheren Patienten der Heidelberger Psych-
iatrischen Universitätsklinik entwickelt wurde (Huber, 1966, 1968). Die 1987 publizierte Form
der BSABS basiert auf einer Langzeitstudie an 202 schizophrenen Patienten (Huber, Gross
& Schüttler, 1979), „die nach einer durchschnittlichen Verlaufsdauer von 22,4 Jahren seit
mindestens fünf Jahren einigermaßen stabile reine Defizienzsyndrome zeigten“ (Huber,
1986, S. 132). Die Ergebnisse dieser Studie wurden als Bestätigung dafür gewertet, daß
„Basissymptome ... vor der ersten Manifestation der Psychose in Prodromen und Vorposten-
syndromen und nach der Remission der psychotischen Phasen ... die eigentlichen primären
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Symptombildungen darstellen“ (Huber, 1986, S. 62). Die in der BSABS aufgeführten Basis-
symptome, die nicht quantitativ, sondern nur qualitativ (0 = nicht vorhanden, 1 = fraglich vor-
handen, 2 = vorhanden) erhoben werden, werden in fünf Hauptkategorien (A-E) mit insge-
samt 98 Hauptitems (142 Einzelitems) eingeteilt:
(A)  Dynamische Defizienzen mit direkten Minussymptomen,
(B)  Dynamische Defizenzen mit indirekten Minussymptomen,
(C)  Kognitive Denk-, Wahrnehmungs- und Handlungsstörungen,
(D)  Coenästhesien
(E)  Zentral-vegetative Störungen inklusive Schlafstörungen und Intoleranz gegen bestimmte
Substanzen.
In einer Zusatzkategorie (F) werden darüber hinaus sechs bewußte Bewältigungsversuche
des Patienten gegenüber den selbstwahrgenommenen Basissymptomen festgehalten.
Das BSABS-Manual enthält für jedes Item neben den definitorischen Kriterien typische Aus-
sagen von Patienten und Anregungen für gezielte Fragen des Untersuchers sowie Hinweise
zur Abgrenzung von anderen Items. Da die BSABS nicht zur nosologischen Klassifizierung,
sondern für psychopathologisch deskriptive Zwecke entwickelt wurde, enthält sie keine Nor-
mierungen für die einzelnen Kategorien oder den Gesamtwert.
Eine Untersuchung der Interrater-Reliabilität der BSABS über acht Untersucher, die zuvor
alle an zehn Trainingssitzungen zur BSABS teilgenommen hatten, in 28 jeweils unterschied-
lichen Paarkombinationen ergab eine mittlere Übereinstimmung der Untersucherpaare ge-
messen an Spearmans Rangkorrelation von rs = 0,808 (s = 0.102), die als gut zu bewerten ist
(Gross, Stassen, Huber & Klosterkötter, 1990).
Die in der vorliegenden Arbeit verwandte, gegenüber dem Originalinstrument auf 72 Items
verkürzte Version der BSABS (vgl. Anhang C) beinhaltet Basissymptome der Kategorien A
bis D, wobei auf die Differenzierung zwischen dynamischen Defizienzen mit direkter und indi-
rekter Minussymptomatik (Kategorien A und B) verzichtet wurde und eher unspezifische
Stufe-1-Basissymptome dieser beide Kategorien entfielen. Die Kategorien C und D wurden
hingegen fast vollständig in diese Version aufgenommen.
BSABS und PSE 9 lassen sich aufgrund ihrer halbstrukturierten Form, die dem Untersucher
eine Anpassung an die jeweilige Untersuchungssituation gestattet, gut miteinander kombinie-
ren, denn beide Instrumente dienen der Fremdbeurteilung vornehmlich von Erlebnissympto-
men und erfassen diese in phänomenologisch sehr differenzierter Form.
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3.1.2.3Untersuchungsdurchführung
Während die im regelmäßigen Kontakt mit den Ambulanzen verbliebenen Patienten leicht für
eine Teilnahme an der Nachuntersuchung zu gewinnen waren, gelang der Einschluß derje-
nigen Patienten, die in die Betreuung durch niedergelassene Ärzte oder Psychotherapeuten
zurückgekehrt waren oder die Therapie beendet hatten, oft erst nach wiederholten Versu-
chen der postalischen Kontaktaufnahme. Nach informierter Einwilligung führten jeweils zwei
Mitarbeiter die Nachuntersuchung entweder im Rahmen eines Klinikbesuchs der ehemaligen
Patienten oder eines Hausbesuchs in ihrer Heimatgemeinde durch. BSABS und PSE 9 ka-
men dabei immer gemeinsam zur Anwendung. Jeder der Untersucher hatte zuvor an einer
Überprüfung der Urteilszuverlässigkeit über 10 Patienten teilgenommen und gemäß den
Gütekriterien nach Schouten (1982) befriedigende Bias-korrigierte k-W rt  für die einzelnen
BSABS und PSE-9-Subsyndrome mit einem Rang von 0.72 - 0.78 erzielt. Außerdem wurde
streng darauf geachtet, daß die jeweiligen Rater bei der Nachuntersuchung blind für die Er-
gebnisse der Indexuntersuchung bei dem betreffenden Patienten waren. Die Zuweisung der
Schizophreniediagnose erfolgte - ebenfalls ohne Kenntnis der Ergebnisse und Diagnosen
bei t1 - jeweils nach Abschluß der Untersuchungen zu t2 d rch zwei in der Handhabung des
DSM-IV geübte Kliniker unter Berücksichtigung aller gewonnenen Befunde und Informatio-
nen zum Verlauf.
3.1.2.4Eignung der Stichprobe
Der Datensatz erscheint aufgrund seines prospektiven Designs, der für diesen Forschungs-
bereich relativ umfangreichen Stichprobe und der fast gleichen Häufigkeit der beiden Aus-
prägungen der in die einzelnen Berechnungen als abhängigen Variable eingehenden Varia-
ble ‘Ausgang’ für die Fragestellung gut geeignet. Zudem hatten sich außer für die Indexdia-
gnose ‘Persönlichkeitsstörung’ keine signifikanten Korrelationen zwischen dem Ausgang und
anderen potentiell konfundierenden Variablen gezeigt (s. Tab. 13).
Die signifikante Korrelation zwischen der Entwicklung einer schizophrenen Störung im ka-
tamnestischen Intervall und der Diagnose einer Persönlichkeitsstörung bei t1 war, wie Häu-
figkeitsvergleiche der einzelnen Persönlichkeitsstörungen zeigten (Klosterkötter, Hellmich &
Schultze-Lutter, 2000), auf ein signifikant häufigeres Vorkommen der schizotypen Persön-
lichkeitsstörung bei t1 in dieser Gruppe zurückzuführen (c
2-Test, df = 1, p < 0,001). Da die
schizotype Persönlichkeitsstörung dem schizophrenen Spektrum zugerechnet wird (Olin &
Mednick, 1996; WHO, 1993), im ICD-10 als dazugehöriger Begriff auch die „prodromale
Schizophrenie“ (WHO, 1993, S. 114) aufgeführt ist und die früheren DSM-III-R-
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Prodromalsymptome einer Schizophrenie heute im DSM-IV weitgehend als Diagnosekriterien
der schizotypen Persönlichkeitsstörung aufgeführt werden, ist dieser Zusammenhang nicht
verwunderlich und zum Großteil sicherlich darauf zurückzuführen, daß das klinische Bild ei-
ner beginnenden Schizophrenie häufig am ehesten die diagnostischen Kriterien einer schi-
zotypen Persönlichkeitsstörung erfüllen wird, insbesondere wenn eine sekundäre ängstliche
und/oder depressive Symptomatik fehlen. Da somit die Diagnosestellung einer schizotypen
Persönlichkeitsstörung eher als Folge der vorliegenden, potentiell prodromalen Symptomatik
gewertet werden kann und damit nicht als eigenständige Einflußvariable auf die abhängige
Variable ‘Ausgang’, wird sie nicht als weitere unabhängige Variable neben den einzelnen
Basissymptomen oder als Störvariable im Sinne einer Kovariaten in die Berechnungen mit
aufgenommen.
Tab. 13: Korrelationen zwischen der abhängigen Variablen ‘Ausgang’ und potentiell konfundierenden
Variablen (Phi-, Spearmans- bzw. Pearsons Korrelationskoeffizient).
Variable Korrelation
Allgemein anamnestische Daten
Gestörte Heimverhältnisse (engl.: „broken home“) -0,038
Höchster erreichter Ausbildungsstand 0,071
Familiäre Belastung mit schizophrenen Störungen 0,107
Familiäre Belastung mit bipolaren Störungen 0,101
Familiäre Belastung mit Angststörungen 0,065
Familiäre Belastung mit unklaren psychischen Störungen -0,065
Geschlecht -0,038
Alter bei t1 -0,079
Alter bei t2 0,021
Katamnesezeitraum 0,067





* p < 0,05
3.1.2.5Stichprobenteilung
Um eine Validierung der generierten Lösungen zu ermöglichen und Aufschluß über eine
mögliche Überanpassung der Lösungen an die Berechnungsstichprobe zu erhalten, wurde
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die Gesamtstichprobe der nachuntersuchten Patienten randomisiert in eine Berechnungs-
stichprobe von 120 Fällen und eine Validierungsstichprobe von 40 Fällen mit Hilfe der ent-
sprechenden SPSS-Option zur Auswahl einer Zufallsstichprobe aufgeteilt. Diese Aufteilung
wurde der Stichprobenhalbierung vorgezogen, um bei der gemessen an der Fallzahl großen
Anzahl von in die einzelnen Berechnungen eingehenden unabhängigen Variablen (72 Basis-
symptome) bei Verfahren wie etwa Regressions- und Diskriminanzanalysen, die nur eine be-
grenzte Menge unabhängiger Variablen zulassen, nicht schon bei der Berechnung eine zu
große Vorselektion der eingehenden Variablen treffen zu müssen. Zudem hatten Studien
zum Einfluß der Stichprobenauswahl und -größe auf Regressionsmodelle gezeigt, daß das
Ausmaß der Übereinstimmung zwischen der Klassifizierungsleistung in der Berechnungs-
und der Validierungsstichprobe mit steigendem Umfang der Berechnungsstichprobe zunimmt
(Harrell et al., 1984, 1985), weshalb die Berechnungen an einer möglichst großen Stichprobe
erfolgen sollten. Die allgemeinen anamnestischen Daten der beiden Stichproben sind in den
Tabellen 14 und 15, die jeweilige Verteilung der Indexdiagnosen in den Abbildungen 29 und
30 wiedergegeben.
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Abb. 29: Diagnoseverteilung der Berechnungsstichprobe bei t1 (n = 120). Die Dia-


































3.2.1 Bedingungsvariationen der unabhängigen Variable ‘Methode’
Bei der kategorialen unabhängigen Variable ’Methode’ (UV A) werden acht Bedingungsva-
riationen eingeführt3 :
1.  schrittweise Diskriminanzanalyse über die Merkmale, die auf Einzelitemebene einen signi-
fikanten Gruppenunterschied in den Häufigkeiten aufweisen (2´2-c²-Test, df = 1, p <
0,05), wobei bei mehr als 26 Merkmalen die mit der höchsten Signifikanz ausgewählt wer-
den, mit anschließender nonparametrischer Diskriminanzanalyse (DA-I),
2.  schrittweise Diskriminanzanalyse über Merkmalscluster, die zuvor über eine hierarchische
Clusteranalyse berechnet werden, mit anschließender nonparametrischer  Diskriminanza-
nalyse (DA-C),
3.  schrittweise logistische Regressionsanalyse über die Merkmale, die auf Einzelitemebene
einen signifikanten Gruppenunterschied in den Häufigkeiten aufweisen (2´2-c²-Test, df =
1, p < 0,05), wobei bei mehr als 26 Merkmalen die mit der höchsten Signifikanz ausge-
wählt werden (LR-I),
                                           
3 Die Berechnungen erfolgen, soweit bei der Beschreibung der Methoden nicht anderweitig aufgeführt
mit Hilfe der Standardversion des Programm-Pakets SPSS für Windows Version 7.5.
Abb. 30: Diagnoseverteilung der Validierungsstichprobe bei t1 (n = 40). Die Diagno-
sen sind entsprechend DSM-IV-Kriterien revidi rt.
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4.  schrittweise logistische Regressionsanalyse über Merkmalscluster, die zuvor über eine
hierarchische Clusteranalyse berechnet werden (LR-C),
5.  Erkennung von Klassifikationsmustern auf der Grundlage des Grob-Mengen-Modells über
alle Merkmale (GMM),
6.  Search Partition Analysis über die gemessen an den positiven Produkt-Moment-
Korrelationen 15 am höchsten mit dem Ausgang ‘Übergang in Schizophrenie’ korrelierten
Merkmale (SPAN),
7.  Ermittlung eines optimal trennenden Summenwertes für die den Selektionskriterien auf
der Basis der diagnostischen Effizienzindizes (DEI) entsprechenden Merkmale,
8.  Ermittlung eines optimal trennenden Summenwertes für die den Selektionskriterien auf
der Basis diagnostischer Likelihood Ratios (DLR) entsprechenden Merkmale.
Die Auswahl der in die Diskriminanz- und Regressionsanalyse als Einzelvariablen eingehe-
den Merkmale erfolgt mit Hilfe einfacher Häufigkeitsvergleiche der Einzelmerkmale in den
beiden Gruppen. Es werden diejenigen Merkmale ausgewählt, die in 2´2-c²-Tests bzw. bei
einer erwarteten Zellenbesetzung f(e) £ 5 in Fishers Exaktem Test auf dem 5%-Niveau bei ei-
nem Freiheitsgrad signifikant werden. Trifft dies auf mehr als 26 Merkmale zu, so werden die
26 Merkmale ausgewählt, die die höchste Signifikanz aufweisen, da laut den Anwendungs-
empfehlungen von Backhaus und Mitarbeitern (1987) in beiden Verfahren die Zahl der Be-
obachtungen in der kleinsten Gruppe (hier die Gruppe mit dem Ausgang ‘Übergang in Schi-
zophrenie’, n = 55) wenigstens doppelt so groß sein sollte wie die Anzahl der Variablen in
der Analyse. Da dieser Schritt nicht zu statistischen Aussagen über Gruppenunterschiede
führen soll, sondern nur der Vorselektion von Merkmalen gilt, also rein explorativ ist, wird
hierbei auf eine Fehleradjustierung verzichtet.
Die Ermittlung der in die Diskriminanz- und Regressionsanalyse als Summenwerte einge-
henden Cluster erfolgt mittels einer agglomerativen hierarchischen Clusteranalyse nach der
Ward-Linkage-Methode. Das Ward-Verfahren ist ein eher konservatives Verfahren basierend
auf Distanzmaßen, das weder zu dilatierenden, noch zu kontrahierenden Clusterbildungen
neigt, das Heterogenitätsmaß mit zunehmender Fusionierung monoton ansteigen läßt und
zur Bildung etwa gleich großer Cluster neigt. Untersuchungen haben gezeigt, daß das Ward-
Verfahren im Vergleich zu anderen Algorithmen in den meisten Fällen sehr gute Partitionen
findet und die Objekte den ‘richtigen’ Clustern zuordnet (Backhaus et al., 1987; Berg, 1981;
Milligan, 1980, 1981). Für die Distanzmatrix werden die quadrierten Euklidischen Distanzen
berechnet. Da ein hierarchisches Vorgehen keine Neuzuordnung einmal zugeordneter Va-
riablen im Zuordnungsprozeß erlaubt, wird im Anschluß daran eine limitierte Clusteroptimie-
rung entsprechend der höchsten Pearson-Korrelation zwischen Merkmal und Cluster sowie
der inhaltlich-klinischen Plausibilität vorgenommen. Unter der Voraussetzung, daß die di-
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chotome Variable wie hier 0/1-kodiert ist, entspricht der Korrelationskoeffizient nach Pearson
dem punktbiserialen Korrelationskoeffizienten. Bei der Variablenreduktion über Struktur-
aufdeckende Verfahren wird die Clusteranalyse gegenüber einer Hauptkomponentenanalyse
bevorzugt, da der Vergleich von Marshall et al. (1994) gezeigt hat, daß eine schrittweise log-
stische Regressionsanalyse mit vorgeschalteter Clusteranalyse zu besseren Klassifikation-
leistungen in der Validierungsstichprobe führte als die schrittweise logistische Regressions-
analyse mit vorgeschalteter Hauptkomponentenanalyse (vgl. Kap. 2.2.6).
Die schrittweise Diskriminanzanalyse erfolgt sowohl nach der Forward- als auch nach der
Backward-Methode mit einem jeweiligen 5%-Signifikanzniveau für den Einschluß und Ver-
bleib, um etwaige Unterschiede bei den Selektionsstrategien zu berücksichtigen. Treten
hierbei Unterschiede auf, so wird die Selektion gewählt, die in der Berechnungsstichprobe zu
einer insgesamt höheren Klassifizierungsleistung bzw. zu einer höheren Klassifizierungslei-
stung in der erkrankten Gruppe führt. Obwohl die schrittweise Diskriminanzanalyse eigentlich
eine Normalverteilung der Daten voraussetzt, kann sie deskriptiv auch für nonparametrische
Daten verwandt werden, wenn sich eine nonparametrische Analyse über die selektierten
Merkmale anschließt (SAS Institute Inc., 1989). Die nonparametrische Diskriminanzanalyse
der zuvor schrittweise selektierten Merkmale erfolgt mit der k-nearest-neighbour-Methode
und verwendet die Mahalanobis Distanz als Proximitätsmaß. Die Zuordnung eines Objekts
erfolgt in die nächstgelegene Gruppe. Die Diskriminanzanalysen werden mit dem Programm-
Paket SAS Release 6.12, SAS/STAT, berechnet, da die SPSS 9.0-Standardversion keine
Option zur Berechnung nonparametrischer Diskriminanzanalysen enthält.
Die schrittweise logistische Regressionsanalyse folgt der Wald-Methode mit sowohl ‘Vor-
wärts’- als auch ‘Rückwärts’-Selektion mit Zulassung einer Konstanten. Da die bereits in der
Regressionsgleichung befindlichen Merkmale Einfluß auf den berechneten partiellen Korre-
lationskoeffizienten bzw. dessen Signifikanzniveau haben, werden beide Selektionsprozedu-
ren berechnet, um mögliche Unterschiede in der Merkmalsselektion aufzudecken. Treten
hierbei Unterschiede auf, so wird die Selektion gewählt, die in der Berechnungsstichprobe zu
einer insgesamt höheren Klassifizierungsleistung bzw. zu einer höheren Klassifizierungslei-
stung in der erkrankten Gruppe führt. Als Einschluß- bzw. Ausschlußwert wird jeweils ein 5%-
Signifikanzniveau definiert. Der Schwellenwert zur Klassifizierung in eine Gruppe wird auf p =
0,5 festgelegt.
Bei der Generierung von Vorhersageregeln auf Grundlage des Grob-Mengen-Ansatzes wird
das Software-Paket ‘DataLogic/R+1.5’ (REDUCT System Inc., 1991-1994) verwandt. Es
werden möglichst wenig und allgemein gültige, d.h. generelle, deterministische Regeln ange-
strebt, so daß eine hohe ‘roughness’ (0,90) und eine geringe ‘rule precision’ (0,10) voreinge-
stellt wird (vgl. Kap. 2.2.4.2).
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Als eine weitere alternative Methode zur Generierung von Vorhersageregeln, die der Bool-
schen Logik folgen, wird das Programm ‘Search Partition ANalysis - SPAN’ (Marshall, 1997)
eingesetzt (vgl. Kap. 2.2.3.1). Die Messung der Partitionsreinheit erfolgt über die Entropie.
Als Apriori-Wahrscheinlichkeit wird die Gruppenverteilung der Berechnungsstichprobe zu-
grunde gelegt (Option ‘data priors’). Um die iterative Suche auf ein mit einem Standard-PC
verarbeitbares Maß zu beschränken, wird die in einem Suchschritt der iterativen Suche er-
laubte Attributanzahl pro Partition sowie die Anzahl der Partitionen auf jeweis 2 beschränkt,
wobei die in einem Suchschritt gefundene Partition als neues Attribut in den jeweils nächsten
eingehen kann (q=2, p1=2, p2=1). Die Straffunktion b w rd gemäß den Anwendungsemp-
fehlungen initial gleich 0 gesetzt (Marshall, 1995, p. 2653), für den ‘balancing parameter’ g
wird 0,5 gewählt, d.h. eine möglichst gleichmäßige Verteilung der Fälle in beide Gruppen der
abhängigen Variable angestrebt, die dem zu erwartenden Ergebnis bei Zufallsklassifizierung
Rechnung trägt.
Bei der Auswahl von Merkmalen nach den ‘klassischen’ diagnostischen Effizienzindizes wird
sowohl Sensitivität, positive prädiktive Stärke als auch der Prozentsatz falsch-positiver Vor-
hersagen berücksichtigt. In Abwesenheit verbindlicher Kriterien, werden hierbei etwas libe-
ralere Werte als die für die Diagnose einer akuten Schizophrenie diagnostisch relevanten
Symptome geltenden angelegt: Sensitivität ³ 0.25, positive prädiktive Stärke ³ 0.65 und Pro-
zentsatz falsch-positiver Vorhersagen £ 10%. Als cut-off wird derjenige Summenwert ge-
wählt, der zu den meisten korrekten Klassifizierungen in der Berechnungsstichprobe führt.
Bei der Auswahl von Merkmalen nach den diagnostischen Likelihood Ratios wird in Abwe-
senheit verbindlicher Selektionskriterien eine Steigerung des Erkrankungsrisikos bei vorhan-
denem Merkmal um den Faktor vier gefordert, d.h. Merkmale mit einer positiven diagnosti-
schen Likelihood Ratio ³ 4 ausgewählt. Als cut-off wird derjenige Summenwert gewählt, der
zu den meisten korrekten Klassifizierungen in der Berechnungsstichprobe führt.
3.2.2 Versuchsplan-Anlage (2)
Aus den Operationalisierungen der unabhängigen Variable ‘Methode’ ergibt sich eine uni-
faktorielle Versuchsplan-Anlage mit acht kategorialen Ausprägungen der unabhängigen Va-
riablen und drei abhängigen Variablen (s. Tab. 16).
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Tab. 16: Versuchsplan-Anlage VPL-A1 (Hager, 1987).
Unabhängige Variable ‘Methoden’ (UV A)
A1: schrittweise und nonparametrische Diskriminanzanalyse über signifikante
Merkmale (DA-I)
A2: schrittweise und nonparametrische Diskriminanzanalyse über Cluster (DA-C)
A3: schrittweise logistische Regression über signifikante Merkmale (LR-I)
A4: schrittweise logistische Regression über Cluster (LR-C)
A5: Grob-Mengen-theoretisch basierte Analyse (GMM)
A6: Search Partition Analysis (SPAN)
A7: Selektion nach diagnostischen Effizienzindizes und Einführung eines cut-offs
(DEI)




































































































Die Güte der Vorhersagegenauigkeit der einzelnen generierten Modelle in der Validierungs-
stichprobe wird in Anlehnung an Harrell und Mitarbeiter (1982) über die Reliabilität bestimmt,
d.h. die Übereinstimmung zwischen vorhergesagtem und beobachtetem Ausgang. Die hier-
bei erhobene intervallskalierte abhängige Variable ‘Klassifikationsleistung’ (AV1) berechnet
sich als der Prozentsatz korrekter Gruppenzuordnungen mit Hilfe des mit der jeweiligen Me-
thode generierten Klassifizierungsalgorithmus’ in der Validierungsstichprobe. Auf eine Prü-
fung der Diskriminationsfähigkeit über die Fläche unter der Receiver Operating Characteristic
(ROC) Kurve muß hier verzichtet werden, da hierfür zumindest ein Ordinalskalenniveau der
zu überprüfenden Zuordnungen vorliegen muß, die von SPAN und DataLogic generierten
Klassifizierungsregeln jedoch nur im Hinblick auf ihre korrekte Zuordnung, also dichotom in-
terpretierbar sind.
Die ordinalskalierte abhängige Variable ‘inhaltlich-klinische Plausibilität des Modells’ (AV2)
wird über Expertenratings erhoben. Hierzu werden die generierten Vorhersageregeln in
ausformulierter Form dargeboten und die Lösungen von den sieben ärztlichen und psycho-
logischen wissenschaftlichen Mitarbeitern des Früherkennungs- und -therapie-Zentrums für
psychotische Krisen, FETZ, der Kölner psychiatrischen Universitätsklinik aufgrund ihrer klini-
schen und wissenschaftlichen Erfahrung hinsichtlich ihrer inhaltlichen Plausibilität in eine
Rangordnung gebracht (vgl. Anhang D). Entsprechend wird auch bei der Beurteilung der
dritten ebenfalls ordinalskalierten abhängigen Variablen, ‘Anwendbarkeit der Klassifikations-
regeln’ (AV3), vorgegangen (vgl. Anhang D).
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3.2.3 Ableitung von empirischen Vorhersagen
Obwohl in den letzten Jahren eine Vielzahl von Verfahren zur Generierung von Vorhersage-
modellen mit einem reduzierten nominalskalierten Variablensatz entwickelt worden sind (vgl.
Kap. 2.2.1 bis 2.2.5), wurden Untersuchungen zum Vergleich der Klassifizierungsleistungen
dieser Verfahren bislang eher vernachlässigt oder sind auf Vergleiche von neu entwickelten
Verfahren, etwa Partitionierungs- oder Grob-Mengen-Modelle, mit bereits etablierten Verfah-
ren, wie Regressions- oder Diskriminanzanalysen, begrenzt (vgl. Kap. 2.2.6). Die Ergebnisse
bisheriger Methodenvergleiche sind zudem zum Teil widersprüchlich und lassen sich wegen
der unterschiedlichen zugrunde liegenden Stichproben nur schwer miteinander vergleichen.
Dennoch zeichnen sich einige generelle Trends ab: So ist zu erwarten, daß die logistische
Regressionsanalyse zu einer besseren Klassifikationsleistung führt als die Diskriminanzana-
lyse, wobei eine vorgeschaltete Clusteranalyse zur Reduktion der in die Analyse eingehen-
den Variablen noch einmal den Prozentsatz korrekter Klassifizierungen im Vergleich zur
Analyse über Einzelmerkmale erhöhen sollte. Darüber hinaus weisen eine Reihe bisheriger
Ergebnisse darauf hin, daß Partitionierungsverfahren zumindest zu einer der schrittweisen
logistischen Regressionsanalyse vergleichbaren Klassifizierungsleistung führen und daß
Grob-Mengen-basierte Verfahren bei Einbeziehung der Grenzregion der Diskriminanzanaly-
se überlegen sind (vgl. Kap. 2.2.6). Bei der Selektion von Merkmalen nach ihrer diagnosti-
schen Effizienz ist eine Überlegenheit der diagnostischen Likelihood Ratios über die ‘klassi-
schen’ diagnostischen Effizienzindizes zu erwarten, da erstere einen direkteren Bezug zum
Prädiktionswert eines Tests bzw. Symptoms besitzen (Leisenring & Pepe, 1998).
Neben der objektiv meßbaren Klassifizierungsleistung der verschiedenen Verfahren finden
immer wieder theoretische Überlegungen in die Diskussion um die Verfahren Eingang, die
auf die Plausibilität und Handhabbarkeit der generierten Lösungen abzielen. Hierbei wurde
velfach betont, daß es als Vorteil anzusehen sei, wenn der Klassifizierungsalgorithmus der
prognostischen Entscheidungsbildung im klinischen Alltag nahe stehe und somit leicht ver-
ständlich sei (Cook & Goldman, 1984; Koss & Feinstein, 1971; Leisenring & Pepe, 1998;
Marshall, 1986). Die Diskussion um die Plausibilität und Praktikabilität der aus den unter-
schiedlichen Verfahren resultierenden Klassifizierungssregeln ist bisher jedoch eine rein
theoretische, eine empirische Untersuchung der Einschätzung generierter Regeln hinsichtlich
dieser Eigenschaften von erfahrenen Klinikern ist nicht vorgenommen worden.
Treffen die in der Diskussion um die klinische Plausibilität der generierten Klassifikationsre-
geln gerade für die alternativen Verfahren angeführten Argumente zu, so sollten Selektions-
und Partitionierungsverfahren als plausibler als Regressions- und Diskriminanzverfahren b-
urteilt werden und im Falle der Search Partition Analysis auch dem Grob-Mengen-Modell
überlegen sein, da in letzteres auch die Abwesenheit eines Symptoms innerhalb einer Ent-
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scheidungsregel für die Vorhersage der Erkrankung eingehen kann. Die Selektionsmodelle
über die diagnostischen Gütekriterien sollten sich hinsichtlich der Beurteilung ihrer klinischen
Plausibilität weitgehend entsprechen.
Da im Hinblick auf die Anwendbarkeit zu erwarten ist, daß einfache und übersichtliche Ver-
fahren bevorzugt werden, wird vorausgesagt, daß die Einführung eines cut-offs, wie dies bei
der Selektion nach diagnostischen Gütekriterien der Fall ist, allen anderen Modellen vorge-
zogen wird, wobei die Lösung mit der geringeren Anzahl von Variablen noch einmal positiver
beurteilt wird. Entsprechend wird auch erwartet, daß die einfacheren Regeln der Search Par-
tition Analyse gegenüber den komplexeren Regeln der Grob-Mengen-Modelle als anwender-
freundlicher eingestuft werden. Zudem wird angenommen, daß die loglinearen Regressions-
gleichungen den eher dimensional ausgelegten Lösungsalgorithmen der nonparametrischen
Diskriminanzanalysen hinsichtlich ihrer Handhabbarkeit vorgezogen werden, wobei auch hier
die jeweilige Lösung mit der geringeren Anzahl von eingehenden Variablen, die voraussicht-
lich die Berechnungen über die Cluster sein wird, präferiert werden.
3.2.4 Ableitung von statistischen Vorhersagen
Aus den empirischen Vorhersagen ergeben sich folgende gerichtete statistische Vorhersa-
gen für die AV1, ‘Klassifizierungsleistung’ (KL), die sich über die erwarteten Häufigkeiten
richtiger Gruppenzuordnungen in der Validierungsstichprobe, e f[KL(k)] mit k = Ausprägung der
UV, ausdrücken lassen:
1.  e f[KL(SPAN)] ³ e f[KL(LR-C)] > e f[KL(LR-I)] > e f[KL(DA-C)] ³ e f[KL(DA-I)] und
2.  e f[KL(GMM)] > e f[KL(DA-I)] und
3.  e f[KL(DLR)] ³ e f[KL(DEI)].
Für die zweite AV, ‘Plausibilität der Vorhersageregel(n)’ (P), resultieren entsprechend den
empirischen Vorhersagen (vgl. Kap. 3.2.3) die nachfolgenden statistischen Vorhersagen für
die erwarteten mittleren Ränge, e`RP(k) mit k = Ausprägung der UV, wobei ein niedriger Rang
eine hohe Plausibilität ausdrückt:
1.  e`RP(SPAN) < e`RP(GMM) < e`RP(LR-C) £ e`RP(LR-I) £ e`RP(DA-C) £ e`RP(DA-I) und
2.  e`RP(DLR) @ e`RP(DEI) £ e`RP(LR-C) £ e`RP(LR-I) £ e`RP(DA-C) £ e`RP(DA-I).
und für die AV3, ‘Anwendbarkeit der Vorhersageregel(n)’ (A) werden folgende statistische
Vorhersagen für die erwarteten mittleren Ränge, e`RA(k) mit k = Ausprägung der UV, abge-
leitet, wobei ein niedriger Rang eine Anwendbarkeit ausdrückt:
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1.  e`RA(DLR) @ e`RA(DEI) < e`RA(LR-C) £ e`RA(LR-I) < e`RA(DA-C) £ e`RA(DA-I) und
2.  e`RA(DLR) @ e`RA(DEI) < e`RA(SPAN) < e`RA(GMM).
3.2.5 Ableitung von statistischen Hypothesen
Die statistischen Vorhersagen lassen sich für die drei abhängigen Variablen in die folgenden
inferenzstatistisch direkt prüfbaren statistischen Hypothesen überführen:
Für die AV1 ‘Klassifizierungsleistung’ resultieren
1. H1: p(c
2
(7;95%)) £ 0,05 für den Vergleich aller acht Methoden und
2. H1: pm(c
2
(1;95%)) £ 0,05 für mindestens einen der (8 über  2) Paarvergleiche m.
Für die AV2 ‘Plausibilität der Vorhersageregel(n)’ und die AV3 ‘Anwendbarkeit der Vorhersa-
geregel(n)’, die jeweils nur von sieben Ratern eingeschätzt werden, sind die Daten aufgrund
der geringen Stichprobenzahl nur deskriptiv, aber nicht inferenzstatistisch auswertbar, so
daß hier auch auf die Auflistung der multiplen, genauer der sich für die AV2 und AV3 jeweils
ergebenden (8 über  2) = 28 Paarvergleiche der Mediane und Modalwerte der einzelnen
Verfahren verzichtet wird.
3.2.6 Testplanung
Zur statistischen Prüfung der ersten H1, der Annahme eines Unterschiedes zwischen den
Häufigkeiten der einzelnen Bedingungsvariationen ‘Klassifizierungsleistung der Methoden in
der Validierungsstichprobe’, wird ein 1-dimensionaler c2-T st mit k - 1 = 7 Freiheitsgraden
gerechnet und bei zweiseitiger Fragestellung auf dem 5%-a-Niveau getestet (c2krit (7; 95%)
 =
14,0671). Hiermit läßt sich bei einer Teststärke = 0,90 ein nach den Konventionen von Co-
hen (1977) etwa mittlerer Effekt von d = 0,5110 aufdecken.
Die 28 Paarvergleiche der AV1 ‘Klassifizierungsleistung’ über die acht Bedingungsvariatio-
nen der UV ‘Methode’ werden über 2´2-c2-Tests mit jeweils einem Freiheitsgrad und einem a
= 5% bei einseitiger Fragestellung kalkuliert (c2krit (1; 90%)
 = 2,7055). Der 2´ -c2-Test entspricht
der Überprüfung der Differenz zweier Prozentwerte aus unabhängigen Stichproben. Obwohl
die Erhebungen der AV1 an ein und derselben Stichprobe erfolgen, werden die Bedingungs-
variationen der UV als voneinander unabhängig betrachtet, so daß der 2´2-c2-Test zur An-
wendung gelangen kann.
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Die in der Literatur verfügbaren Methodenvergleiche (vgl. Kap. 2.2.6) lassen erwarten, daß
sich die Klassifizierungsleistungen der einzelnen Methoden nicht sehr deutlich bzw. signifi-
kant unterscheiden, d. h. der aufzudeckende Effekt d gemäß den Konventionen von Cohen
(1977) eher klein (d < 0,2000) ist. Die für die Validierungsstichprobe verfügbare Stichproben-
größe erlaubt mit N = 40 bei einem a = 5% bei einseitiger Testung und einer Teststärke von
0,90 jedoch nur die Aufdeckung eines sehr großen Effekts von d = 0,9252 durch die einzel-
nen 2´ 2-c2-Tests. Daher können statistisch signifikante Unterschiede in den Paarvergleichen
kaum erwartet werden, und es wird auf die bei der Verwendung des schwachen Kriteriums
strenggenommen notwendige Adjustierung des a-F hlers (Hager, 1987) bewußt verzichtet,
da sich dadurch der bei der vorgegebenen Stichprobengröße maximal auzudeckende Effekt
auf d > 1.00 erhöhen würde.
4 Ergebnisse
4.1 Ergebnisse der vorgeschalteten Analysen
4.1.1 Häufigkeitsvergleich
Häufigkeitsvergleiche der einzelnen unabhängigen Variablen in den beiden Outcome-
Gruppen der abhängigen Variablen zeigten ein signifikanten Gruppenunterschied für 20 der
72 BSABS-Items auf dem 5%-Signifikanzniveau (s. Tab. 17; Anhang E enthält die Ergebnis-
se der Häufigkeitsvergleiche für alle 72 unabhängigen Variablen).
Diese 20 Einzelitems gehen entsprechend der Versuchsplanung als unabhängige Variablen
in die schrittweise Diskriminanzanalyse (vgl. Kap. 4.2.1) bzw. die schrittweise logistische Re-
gressionsanalyse (vgl. Kap. 4.2.3) ein.
4.1.2 Clusteranalyse
Als zweite, alternative Vorgehensweise zur Reduktion der in die schrittweise Diskriminanza-
nalyse bzw. die schrittweise logistische Regressionsanalyse eingehenden unabhängigen Va-
riablen wurde eine hierarchische Clusteranalyse nach der Ward-Linkage-Methode über die
Einzelvariablen gerechnet (s. Anhang F).
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Tab. 17: Ergebnis der Häufigkeitsvergleiche der Einzelvariablen in den beiden Outcome-Gruppen







c2-Wert a p b
A.8.4 Unfähigkeit, die Aufmerksamkeit zu
spalten 4 14 8,704 0,003
C.1.1 Gedankeninterferenz 6 24 18,808 0,000
C.1.2 Zwangähnliches Perseverieren zu-
rückliegender Vorgänge 8 19 8,449 0,004
C.1.3 Gedankendrängen, -jagen 3 21 20,979 0,000
C.1.4 Blockierung des jeweiligen Gedan-
kengangs 9 20 8,242 0,004
C.1.6 Störung der rezeptiven Sprache 4 22 20,108 0,000
C.1.7 Störung der expressiven Sprache 5 13 5,940 0,015
C.1.15 Störung der Diskriminierung von Vor-
stellungen und Wahrnehmungen bzw.
von Phantasie- und Erinnerungsvor-
stellungen
3 13 9,328 0,002
C.1.17 ‘Subjekt-Zentrismus’, Eigenbezie-
hungstendenz 6 21 14,320 0,000
C.2.2 s1 Überempfindlichkeit gegen Licht oder
visuelle Reize 2 12 10,154 0,001
C.2.2 s2 Photopsien 2 9 6,316 0,012
C.2.3 s5 Wahrnehmungsveränderungen an
Gesicht und/oder Gestalt anderer 0 7 8,785 0,003
C.2.3 s6 Wahrnehmungsveränderungen am
eigenen Gesicht 3 12 8,061 0,005
C.2.5 s1 Veränderung der Intensität / Qualität




4 13 7,488 0,006
C.2.8 Sensorische Überwachheit 1 11 11,282 0,001
C.2.9 Fesselung (Bannung) durch Wahr-
nehmungsdetails 0 7 8,785 0,003
C.2.11 Derealisation 7 14 4,450 0,035
C.3.1 Motorische Interferenz 0 6 7,464 0,008
C.3.3 Automatismenverlust 3 12 8,061 0,005
G0: Gruppe der Patienten ohne Entwicklung einer schizophrenen Störung im Katamnese-Intervall
G1: Gruppe der Patienten mit Entwicklung einer schizophrenen Störung im Katamnese-Intervall
   a 2´2-c2-Test, df = 1
   b Asymptotische bzw. exakte Signifikanz bei Zellenbesetzungen mit einer erwarteten Häufigkeit
f(e) < 5 bei 2-seitiger Testung
117
Ausgehend von dem Elbow-Kriterium beim Ward-Verfahren, bei dem die Fehlerquadrat-
summe gegen die Clusterzahl in einem Koordinatensystem abgetragen und die Entschei-
dung für eine Clusteranzahl getroffen wird, die noch vor den Fusionen mit relativ starkem
Heterogenitätszuwachs liegt (Backhaus et al., 1987), wurde eine auch inhaltlich weitgehend
plausible Lösung von sieben Clustern ausgewählt (s. Anhang G). Da die hierarchische Clu-
steranalyse keine Umgruppierung einmal zugeordneter Variablen zuläßt, wurden auf der Ba-
sis von Pearsons Korrelationskoeffizienten zwischen den Variablen und den generierten Clu-
stern sowie inhaltlich-klinischer Überlegungen begrenzte Neuzuordnungen von insgesamt elf
Variablen in zwei Schritten vorgenommen. Diese führten zu der in Tabelle 18 dargestellten
Variablenzuordnung zu den sieben Clustern. Mit Ausnahme von zwei Variablen, ‘Scheinbe-
wegungen von Wahrnehmungsobjekten’ (C.2.3 s7) und ‘Doppelt-, Schief-, Schräg- und Ver-
kehrtsehen’ (C.2.3 s8), bei denen inhaltliche Gründe für ihre Zuordnung entscheidend waren,
korrelierten bei dieser Lösung alle Variablen nicht nur hoch signifikant, sondern auch am
höchsten mit ihrem eigenen Cluster (s. Anhang H). Für die Variablen ‘Auflösung der Geradli-
nigkeit gegenständlicher Konturen’ (C.2.3 s10) und ‘kinästhetische Sensationen’ (D.10), die
in der Berechnungsstichprobe in keiner der beiden Gruppen auftraten (s. Anhang E), erfolgte
die Zuordnung allein aufgrund inhaltlich-klinischer Kriterien. Diese sieben Cluster gehen mit
ihrem jeweiligen Summenwert in die schrittweisen Diskriminanz- und Regressionsanalysen
ein (vgl. Kap. 4.2.2 und 4.2.4).





A.5 Mangelnde Entscheidungsfähigkeit, Entschlußschwäche, Unschlüssigkeit
A.6.4 Minderung des Kontaktbedürfnisses
A.7.1 Minderung der Kontaktfähigkeit bei vorhandenem Kontaktwunsch
A.7.2 Störung des In-Erscheinung-Tretens
A.8.1 +
B.1.2
Minderung der psychischen Belastungsfähigkeit gegenüber ungewöhnlichen, unerwarte-
ten, besonderen, neuen Anforderungen
A.8.2 +
B.1.3
Minderung der psychischen Belastungsfähigkeit gegenüber bestimmten alltäglichen, pri-
mär affektiv neutralen sozialen Situationen
A.8.3 +
B.1.4
Minderung der psychischen Belastungsfähigkeit gegenüber Arbeit unter Zeitdruck oder
gegenüber rasch wechselnden unterschiedlichen Anforderungen
B.1.1 Minderung der psychischen Belastungsfähigkeit gegenüber körperlicher und/oder psychi-
scher arbeitsmäßiger Beanspruchung
B.2.1 Erhöhte Beeindruckbarkeit durch alltägliche Ereignisse
B.2.2 Erhöhte Beeindruckbarkeit durch Verhaltensweisen anderer, die den Patienten persönlich
betreffen
B.2.3 Erhöhte Beeindruckbarkeit durch „fremdes Leid“
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Dynamische Defizite (Cluster BS2)
A.6.1 Veränderung von Grundstimmung und emotionaler Resonanzfähigkeit
A.6.3 Abschwächung bejahender Fremdwert- und Sympathiegefühle
C.1.5 Störung der Konzentrationsfähigkeit
Wahrnehmungs- und Handlungsstörungen (Cluster BS3)
C.1.15 Störung der Diskriminierung von Vorstellungen und Wahrnehmungen bzw. von Phantasie-
und Erinnerungsvorstellungen
C.2.1 s1 Verschwommen- und Trübsehen
C.2.1 s3 Partielles Sehen
C.2.2 s1 Überempfindlichkeit gegenüber Licht / bestimmten visuellen Wahrnehmungsobjekten
C.2.2 s2 Photopsien
C.2.3 s1 Porropsie, Nahsehen
C.2.3 s2 Mikro- und Makropsie
C.2.3 s3 Metamorphopsie
C.2.3 s4 Veränderungen des Farbensehens, Farbigsehen
C.2.3 s5 Wahrnehmungsveränderungen an Gesicht und/oder Gestalt anderer
C.2.3 s7 Scheinbewegungen von Wahrnehmungsobjekten
C.2.3 s8 Doppelt-, Schief-, Schräg- und Verkehrt-Sehen
C.2.3 s9 Störung der Schätzung von Entfernungen / Größe von Gegenständen
C.2.3 s10 Auflösung der Geradlinigkeit gegenständlicher Konturen
C.2.4 s1 Überempfindlichkeit gegenüber Geräuschen, Lärm / allgemein akustischen Reizen
C.2.4 s2 Akoasmen
C.2.5 s1 Veränderungen von Intensität und/oder Qualität von Gehörswahrnehmungen
C.2.6 Wahrnehmungsveränderungen auf olfaktorischem, gustatorischem, sensiblem Gebiet
C.2.8 Sensorische Überwachheit
C.2.10 Störung der Kontinuität der Wahrnehmung der eigenen Handlungen
C.3.1 Motorische Interferenz, Automatosesyndrom
C.3.2 Motorische Blockierung, Bannungszustände
C.3.3 Verlust automatisierter Fertigkeiten (Automatismenverlust)
Entfremdung (Cluster BS4)
A.6.2 Unfähigkeit zur Diskriminierung verschiedener Gefühlsqualitäten
B.3.1 Erhöhte Reflexivität
B.3.4 Autopsychische Depersonalisation
C.1.2 Zwangähnliches Perseverieren zurückliegender Vorgänge
C.2.3 s12 Abnorm langes Haften optischer Reize, nachträgliches Se n
C.2.5 s2 Abnorm langes Haften akustischer Reize, nachträgliches Hören
C.2.11 Derealisation
D.1 s1 Somatopsychische Depersonalist on
Kognitive Einbußen (Cluster BS5)
C.1.8 Störungen des unmittelbaren Behaltens
C.1.9 Störungen des Kurzzeitgedächtnisses
C.1.10 Besonders strukturierte Störungen des Langzeitgedächtnisses
C.1.12 Verlangsamung und Erschwerung der Denkvorgänge
C.1.13 Störung der Denkinitiative und gedanklichen Intentionalität
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Kognitive Störungen (Cluster BS6)
A.8.4 Unfähigkeit, die Aufmerksamkeit zu spalten
C.1.1 Gedankeninterferenz
C.1.3 Gedankendrängen, Gedankenjagen
C.1.4 Blockierung des jeweiligen Gedankenganges
C.1.6 Störung der rezeptiven Sprache
C.1.7 Störung der expressiven Sprache
C.1.16 Störung der Symbolerfassung (Konkretismus)
C.1.17 ‘Subjekt-Zentrismus’ - Eigenbeziehungstendenz
C.2.9 Fesselung (Bannung) durch Wahrnehmungsdetails
Störungen der Körperwahrnehmung (Cluster BS7)
C.2.3 s6 Wahrnehmungsveränderungen am eigenen Gesicht
D.1 Taubheits- und Steifigkeitsempfindungen
D.2 Sensationen motorischer Schwäche (‘Lähmungssensationen’)




D.7 Bewegungs-, Zug- und Druckempfindungen im Körperinneren / an der Körperoberfläche
D.8 Sensationen abnormer Leere, Leichtigkeit, Schwere, Fall- und Sink-, Levitations- und
Elevationsphänomene





4.2.1 Diskriminanzanalyse der Einzelitems
Bei der schrittweisen Diskriminanzanalyse über die 20 signifikanten Einzelvariablen (s. Tab.
17) wurde sowohl die Vorwärts-Selektion mit einem Signifikanzniveau von 5% für die Auf-
nahme als auch die Rückwärts-Elimination mit einem 5%-Signifikanzniveau für den Verbleib
gerechnet. Beide Selektionsstrategien führten zu dem gleichen Ergebnis von vier ausge-
wählten Variablen (s.Tab. 19): ‘Zwangähnliches Perseverieren zurückliegender Vorgänge’
(C.1.2), ‘Gedankendrängen, -jagen’ (C.1.3), ‘Störung der rezeptiven Sprache’ (C.1.6) und
‘Wahrnehmungsveränderungen am eigenen Gesicht’ (C.2.3 s6).
Diese vier unabhängigen Variablen gingen in die nonparametrische Diskriminanzanalyse
nach der k-nearest-neighbour-Methode ein. Sie führte für diese Variablen zu den in Tabelle
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20 aufgeführten pooled within-class standardisierten Gruppenmitteln und univariaten Test-
statistiken der Varianz.
Tab. 19: Ergebnis der schrittweisen Diskriminanzanalysen der Einzelvariablen (n=120).
BSABS-
Item-Nr.
Basissymptom F-Wert p (> F) Wilks' l p (< l)
A.8.4 Unfähigkeit, die Aufmerksamkeit zu
spalten 0,017 0,8952 0,5774 0,0001
C.1.1 Gedankeninterferenz 2,395 0,1245 0,6307 0,0001
C.1.2 Zwangähnliches Perseverieren zu-
rückliegender Vorgänge 7,434 0,0074 0,6910 0,0001
C.1.3 Gedankendrängen, -jagen 25,000 0,0001 0,8252 0,0001
C.1.4 Blockierung des jeweiligen Gedan-
kengangs 0,036 0,8494 0,5779 0,0001
C.1.6 Störung der rezeptiven Sprache 14,313 0,0002 0,7352 0,0001
C.1.7 Störung der expressiven Sprache 0,017 0,8953 0,5775 0,0001
C.1.15 Störung der Diskriminierung von Vor-
stellungen und Wahrnehmungen bzw.
von Phantasie- und Erinnerungsvor-
stellungen
0,482 0,4891 0,5873 0,0001
C.1.17 ‘Subjekt-Zentrismus’, 3,736 0,0557 0,6513 0,0001
C.2.2 s1 Überempfindlichkeit gegen Licht oder
visuelle Reize 0,407 0,5247 0,5831 0,0001
C.2.2 s2 Photopsien 0,012 0,9125 0,5773 0,0001
C.2.3 s5 Wahrnehmungsveränderungen an
Gesicht und/oder Gestalt anderer 0,294 0,5886 0,5847 0,0001
C.2.3 s6 Wahrnehmungsveränderungen am
eigenen Gesicht 6,998 0,0093 0,6513 0,0001
C.2.5 s1 Veränderung der Intensität / Qualität




2,244 0,1369 0,6176 0,0001
C.2.8 Sensorische Überwachheit 0,243 0,6230 0,5792 0,0001
C.2.9 Fesselung (Bannung) durch Wahr-
nehmungsdetails 0,304 0,5827 0,5809 0,0001
C.2.11 Derealisation 0,031 0,8615 0,5777 0,0001
C.3.1 Motorische Interferenz 1,583 0,2110 0,6054 0,0001
C.3.3 Automatismenverlust 0,970 0,3268 0,5969 0,0001
Kursiv: Statistische Kennwerte für den Einschluß bei Vorwärts-Selektion
Standard: Statistische Kennwerte für den Ausschluß bei Rückwärts-Elimination
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Tab. 20: Nonparametrische Diskriminanzanalyse der vier Einzelitems: pooled within-class standardi-
sierte Gruppenmittel und Ergebnisse der univariaten Teststatistik.
Gruppenmittel F-Statistik, df = 1
G0 G1 pooled s Korrelation F p
C.1.2 - 0,2510 0,1267 0,4060 0,0704 8,9372 0,0034
C.1.3 - 0,4199 0,4962 0,3664 0,1748 25,0000 0,0001
C.1.6 - 4,4093 0,4837 0,3790 0,1676 23,7535 0,0001
C.2.3 s6 - 0,2448 0,2893 0,3221 0,0672 8,4972 0,0043
G0: Gruppe der Patienten ohne Entwicklung einer schizophrenen Störung im Katamnese-Intervall
G1: Gruppe der Patienten mit Entwicklung einer schizophrenen Störung im Katamnese-Intervall
Das Modell erwies sich als sehr hoch signifikant (Wilks’ l = 0,6513: Fexakt = 15,3913, df = 4, p
= 0,0001). Die Rate richtiger Gruppenzuordnungen der Berechnungsstichprobe bei Kreuzva-
lidierung betrug 79,17% (s. Tab. 21).
Tab. 21: Nonparametrische Diskriminanzanalyse der vier Einzelitems: Klassifizierungsleistung und
Schätzung der Aposteriori-Wahrscheinlichkeit der Fehlerraten bei Kreuzvalidierung in der
Berechnungsstichprobe (n=120).
Vorhergesagte Gruppenzugehörigkeit Gesamt
Beobachtete Gruppenzugehörigkeit G0 G1









































Damit war das generierte Modell in der Lage, die Gruppen hoch signifikant zu differenzieren
(2×2-c2 = 40,7735, df = 1, p < 0,001), und führte im McNemar-c2-Test zur Aufdeckung signi-
fikanter Veränderungen zwischen zwei Messungen an einer abhängigen Stichprobe zu kei-
nem signifikanten Unterschied zwischen der beobachteten und der berechneten Gruppenzu-
gehörigkeit bei zweiseitiger Testung (McNemar-c2 = 0,2500, df = 1, p > 0,500). Da die Sum-
me der falschen Vorhersagen weniger als 30 betrug, wurde hier und auch bei den Verglei-
chen der anderen Vorhersagemodellen bei der Berechnung des McNemar-2-Wertes die
Kontinuitätskorrektur nach Yates verwandt. Und da hierbei gegen die H1, die Annahme, daß
ein Unterschied zwischen beobachteter und berechneter Gruppenzugehörigkeit besteht,
getestet wird, wurde ein relativ hoher a-Fehler von a = 25% für die Annahme der H0 festge-
legt, daß keine Veränderung der Gruppenzugehörigkeit stattgefunden hat, da durch die Ver-
größerung des a-Fehlers die hier entscheidende Wahrscheinlichkeit des b-Fehlers zumindest
indirekt gering gehalten werden kann (Bortz, 1985).
4.2.2 Diskriminanzanalyse der Cluster
Bei der schrittweisen Diskriminanzanalyse über die sieben Cluster (s. Tab. 18) wurde eben-
falls sowohl die Vorwärts-Selektion mit einem Signifikanzniveau von 5% für die Aufnahme als
auch die Rückwärts-Elimination mit einem 5%-Signifikanzniveau für den Verbleib gerechnet.
Beide Selektionsstrategien führten auch hier zu dem gleichen Ergebnis von einem ausge-
wählten Cluster (s. Tab. 22): ‘kognitive Störungen’ (Cluster BS6).
Tab. 22: Ergebnis der schrittweisen Diskriminanzanalysen der Cluster (n=120).
Cluster-
Nr.
Cluster F-Wert p (> F) Wilks' l p (< l)
BS1 Überbeanspruchung 2,320 0,1304 0,6895 0,0001
BS2 Dynamische Defizite 0,238 0,6266 0,6599 0,0001
BS3 Wahrnehmungs- und Handlungsstö-
rungen 0,476 0,4916 0,6761 0,0001
BS4 Entfremdung 0,039 0,8429 0,6585 0,0001
BS5 Kognitive Einbußen 1,194 0,2768 0,6668 0,0001
BS6 Kognitive Störungen 53,142 0,0001 0,6895 0,0001
BS7 Störungen der Körperwahrnehmung 1,117 0,2928 0,6733 0,0001
Kursiv: Statistische Kennwerte für den Einschluß bei Vorwärts-Selektion
Standard: Statistische Kennwerte für den Ausschluß bei Rückwärts-Elimination
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Dieses Cluster ging als unabhängige Variable mit seinem Summenwert in die nonparametri-
sche Diskriminanzanalyse nach der k-nearest-neighbour-Methode ein. Diese führte zu den in
Tabelle 23 aufgeführten pooled within-class standardisierten Gruppenmitteln, die in diesem
Fall, da es sich um eine intervallskalierte Variable handelt, exakt den Gruppencentroiden der
kanonischen Diskriminanzanalyse entsprechen.
Tab. 23: Nonparametrische Diskriminanzanalyse des Clusters: pooled within-class standardisierte
Gruppenmittel und Ergebnisse der univariaten Teststatistik.
Gruppenmittel F-Statistik, df = 1
G0 G1 pooled s Korrelation F p
BS6 - 0,6121 0,7234 1,5477 0,3105 53,1423 0,0001
G0: Gruppe der Patienten ohne Entwicklung einer schizophrenen Störung im Katamnese-Intervall
G1: Gruppe der Patienten mit Entwicklung einer schizophrenen Störung im Katamnese-Intervall
In der Modellprüfung wurde die Gesamtlösung mit einem Wert für Wilks’ l = 0,6895 sehr
hoch signifikant (Fexakt = 53,1423,  df =1, p = 0,0001). Der Anteil zutreffender Gruppenzuord-
nungen der Berechnungsstichprobe bei Kreuzvalidierung betrug 77,50% (s. Tab. 24).
Tab. 24: Nonparametrische Diskriminanzanalyse des Clusters: Klassifizierungsleistung und Schät-
zung der Aposteriori Wahrscheinlichkeit der Fehlerraten bei Kreuzvalidierung in der Be-
rechnungsstichprobe (n=120).
Vorhergesagte Gruppenzugehörigkeit Gesamt
Beobachtete Gruppenzugehörigkeit G0 G1









































Im Gegensatz zu dem Modell der nonparametrischen Diskriminanzanalyse über die Einzel-
items war das über die Cluster generierte Modell zwar ebenfalls in der Lage, Gruppenunter-
schiede hoch signifikant aufzudecken (2×2-c2 = 38,7343, df = 1, p < 0,001), zeigte jedoch im
McNemar-c2-Test bei zweiseitiger Testung eine signifikante Veränderung zwischen beob-
achteter und berechneter Gruppenzugehörigkeit bereits auf einem 5%-Signifikanzniveau
(McNemar-c2 = 5,7870, df = 1, p < 0,050), da für eine große Anzahl von Personen ohne be-
obachtete Schizophrenieentwicklung durch die Modellfunktion eine schizophrene Störung
fälschlicherweise vorausgesagt wurde.
4.2.3 Logistische Regressionanalyse der Einzelitems
Die 20 signifikanten Einzelvariablen (s. Tab. 17) gingen als unabhängige Variablen in die lo-
gistischen Regressionsanalysen ein, bei der die beiden Outcome-Gruppen als abhängige
Variable fungierten. Die Analysen wurden nach der schrittweisen Wald-Methode mit Zulas-
sung einer Konstanten durchgeführt. Dies erfolgte zum einen mit dem Modus der Vorwärts-
Suche mit p = 0,05 für den Einschluß und p = 0,10 für den Ausschluß und zum anderen mit
dem der Rückwärts-Eliminierung mit p = 0,10 für den Einschluß und p = 0,05 für den Aus-
schluß. Die beiden unterschiedlichen Selektionsstrategien führten hierbei anders als bei der
nonparametrischen Diskriminanzanalyse (vgl. Kap. 4.2.1) zu unterschiedlichen Ergebnissen.








C.1.3 Gedankendrängen, -jagen 2,3568 0,7134 10,9140 0,0010
C.1.6 Störung der rezeptiven Sprache 2,0283 0,6486 9,7801 0,0018
C.1.17 ‘Subjekt-Zentrismus’, Eigenbezie-
hungstendenz 1,4359 0,5960 5,8039 0,0160
C.2.2 s1 Überempfindlichkeit gegenüber Licht
oder visuellen Reizen 2,0724 0,8863 5,4673 0,0194
Konstante - 1,4052 0,3023 21,6135 0,0000
b: Regressionskoeffizient
sb: Standardfehler der Regressionskoeffizienten
Während bei der Vorwärts-Methode die Variablen ‘Gedankendrängen, -jagen’ (C.1.3), ‘Stö-
rung der rezeptiven Sprache’ (C.1.6), ‘Subjekt-Zentrismus’ (C.1.17) und ‘Überempfindlichkeit
gegenüber Licht und/oder bestimmten visuellen Wahrnehmungsobjekten’ (C.2.2 s1) in die
Modellgleichung aufgenommen wurden (Tab. 25), verblieben bei der Rückwärts-Methode die
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Variablen ‘zwangähnliches Perseverieren zurückliegender Vorgänge’ (C.1.2) sowie ‘Gedan-
kendrängen, -jagen’ (C.1.3), ‘Störung der rezeptiven Sprache’ (C.1.6) und ‘Wahrnehmungs-
veränderungen am eigenen Gesicht’ (C.2.3 s6) in der Gleichung (s. Tab. 26).








C.1.2 Zwangähnliches Perseverieren zu-
rückliegender Vorgänge 1,2951 0,5550 5,4456 0,0196
C.1.3 Gedankendrängen, -jagen 2,0743 0,7106 8,5210 0,0035
C.1.6 Störung der rezeptiven Sprache 2,2148 0,6421 11,8997 0,0006
C.2.3 s6 Wahrnehmungsveränderungen am ei-
genen Gesicht 1,7343 0,7535 5,2979 0,0214
Konstante - 1,4402 0,3093 21,6783 0,0000
b: Regressionskoeffizient
sb: Standardfehler der Regressionskoeffizienten
Tab. 27: Schrittweise logistische Regressionsanalyse der Einzelitems, Vorwärtssuche: Klassifizie-
rungsleistung in der Berechnungsstichprobe (n=120).
Vorhergesagte Gruppenzugehörigkeit Gesamt
Beobachtete Gruppenzugehörigkeit G0 G1






























Während das aus der Vorwärts-Suche resultierende höchst signifikante Regressionsmodell
(c2 = 50,244, df = 4, p = 0,0000) zu einer Rate zutreffender Gruppenklassifizierungen von
insgesamt 80,83% führte (s. Tab. 27), wurden durch das aus der Rückwarts-Eliminierung
ebenfalls höchst signifikante Modell (c2 = 49,243, df = 4, p = 0,0000) nur 76,67% der Fälle
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der Berechnungsstichprobe korrekt klassifiziert (s. Tab. 28), so daß das Regressionsmodell
mit Rückwärts-Eliminierung zugunsten des Regressionsmodells nach Vorwärts-Selektion
verworfen wurde.
Tab. 28: Schrittweise logistische Regressionsanalyse der Einzelitems, Rückwärts-Eliminierung: Klas-
sifizierungsleistung in der Berechnungsstichprobe (n=120).
Vorhergesagte Gruppenzugehörigkeit Gesamt
Beobachtete Gruppenzugehörigkeit G0 G1






























Das gewählte durch die Vorwärts-Suche generierte Modell konnte Gruppenunterschiede
hoch signifikant aufdecken (2×2-c2 = 45,3297, df = 1, p < 0,001) und führte im McNemar-c2-
Test zu keinem signifikanten Unterschied zwischen der beobachteten und der berechneten
Gruppenzugehörigkeit bei zweiseitiger Testung (McNemar-c2 = 0,0109, df = 1, p > 0,900).
4.2.4 Logistische Regressionsanalyse der Cluster
Bei der zweiten Variante der schrittweisen logistischen Regressionsanalyse gingen die sie-
ben Cluster (s. Tab. 18) als unabhängige Variablen in die in die Berechnungen ein, bei der
die beiden Outcome-Gruppen erneut als abhängige Variable fungierten. Die Analysen wur-
den ebenfalls nach der schrittweisen Wald-Methode mit Zulassung einer Konstanten durch-
geführt, zum einen im Vorwärts-Modus mit p = 0,05 für den Einschluß und p = 0,10 für den
Ausschluß und zum anderen im Rückwärts-Modus mit p = 0,10 für den Einschluß und p =
0,05 für den Ausschluß. Im Gegensatz zu den Analysen der Einzelvariablen (vgl. Kap. 4.2.3)
führten hier beide Selektionsmodi zu identischen Regressionsmodellen (s. Tab. 29), die mit
einem c2 = 45,947 bei bei einem Freiheitsgrad höchst signifikant wurden (p = 0,0000) und
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75,83% der Fälle der Berechnungsstichprobe der jeweils richtigen Gruppe zuordneten (s.
Tab. 30).








BS6 Kognitive Störungen 0,9682 0,1922 25,3727 0,0000
Konstante - 1,4569 0,3113 21,9056 0,0000
b: Regressionskoeffizient
sb: Standardfehler des Regressionskoeffizienten
Tab. 30: Schrittweise logistische Regressionsanalyse der Cluster, Rückwärts-Eliminierung und Vor-
wärts-Selektion: Klassifizierungsleistung in der Berechnungsstichprobe (n=120).
Vorhergesagte Gruppenzugehörigkeit Gesamt
Beobachtete Gruppenzugehörigkeit G0 G1






























Das generierte Modell war in der Lage, Gruppenunterschiede hoch signifikant aufzudecken
(2×2-c2 = 31,4685; df = 1, p < 0,001), und zeigte im McNemar-c2-Test einen signifikanten
Unterschied zwischen beobachteter und berechneter Gruppenzugehörigkeit bei zweiseitiger
Testung nur auf dem 25%-Signifikanzniveau (McNemar-c2 = 1,5648, df = 1, p < 0,250) auf-
grund seiner Tendenz zu falsch-negativen Vorhersagen.
4.2.5 Grob-Mengen-Modell
Die Berechnungen nach dem Grob-Mengen-Modell mit Voreinstellungen der ‘rule roughness’
(0,90) und der ‘rule precision’ (.10), die eine geringe Anzahl relativ genereller, wenig speziali-
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sierter Regeln generieren, führten zu insgesamt 15 deterministischen Entscheidungsregeln
auf der Basis von insgesamt sechs unabhängigen Variablen (Tab. 31): ‘Gedankeninterefe-
renz’ (C.1.1), ‘zwangähnliches Perseverieren zurückliegender Vorgänge’ (C.1.2), ‘Gedan-
kendrängen, -jagen’ (C.1.3), ‘Blockierung des jeweiligen Gedankengangs’ (C.1.4), ‘Störung
der rezeptiven Sprache’ (C.1.6) und ‘Subjekt-Zentrismus’ (C.1.17).
Tabelle 31:Grob-Mengen-Modell: Vorhersageregeln bei einer ‘rule roughness’ = 0,90 und einer ‘rule
precision’ = 0,10 und deren Gütekriterien in absteigender Ordnung der Regelwahrschein-
lichkeit (n=120). Die Regeln sind deterministisch, d.h. die einzelnen Ausprägungen der
unabhängigen Variablen einer Regel sind mit einem logischen ‘und’ (Ç) verbunden, die
Regeln untereinander hingegen mit einem logischen ‘oder’ (È).
Vorhersage der Regel
für die abhängige




Variable ‘Ausgang’ C.1.1 C.1.2 C.1.3 C.1.4 C.1.6 C.1.17 Fälle (#)
  1| Keine Schizophrenie vorh. vorh. n. vorh. n. vorh. 1,000 2
  2| Schizophrenie vorh. vorh. 0,929 14
  3| Schizophrenie vorh. vorh. 0,917 12
  4| Schizophrenie vorh. n. vorh. n. vorh. 0,909 11
  5| Schizophrenie n. vorh. vorh. 0,857 21
  6| Keine Schizophrenie n. vorh. n. vorh. n. vorh. n. vorh. n. vorh. 0,855 55
  7| Keine Schizophrenie n. vorh. n. vorh. n. vorh. n. vorh. 0,847 59
  8| Keine Schizophrenie n. vorh. n. vorh. n. vorh. n. vorh. 0,839 56
  9| Schizophrenie n. vorh. vorh. 0,824 17
10| Schizophrenie vorh. n. vorh. 0,706 17
11| Schizophrenie n. vorh. vorh. 0,688 16
12| Keine Schizophrenie vorh. vorh. n. vorh. n. vorh. vorh. 0,667 3
13| Keine Schizophrenie n. vorh. vorh. vorh. n. vorh. 0,600 5
14| Keine Schizophrenie n. vorh. vorh. vorh. vorh. n. vorh. 0,500 2
15| Schizophrenie n. vorh. n. vorh. n. vorh. 0,254 67
Max. lokale Stärke 0,34 0,22 0,34 0,21 0,34 0,29
vorh. = Symptom vorhanden, n. vorh. = Symptom nicht vorhanden
p (Regel): Wahrscheinlichkeit, mit der ein die Entscheidungsregel erfüllendes Objekt der
richtigen Gruppe zugeordnet wird:
p(durch die Regel korrekt klassifizierte Fälle | die Regel erfüllende Fälle).
auftretende Fälle (#):Anzahl der Fälle, auf die die Entscheidungsregel angewandt werden kann.
Max. lokale Stärke: Die relative Stärke einer unabhängigen Variablen bei der Unterscheidung der
Klassen der abhängigen Variablen mit möglichen Ausprägungen zwischen 0
(schwächste) und 1 (stärkste).
Dreizehn der 15 Regeln trafen mit Wahrscheinlichkeiten von über 60% korrekte Vorhersagen
oberhalb des Zufallsniveaus von 50% (s. Tab. 30). Da jedoch bei der Generierung von Re-
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geln zur Vorhersage einer Ausprägung der abhängigen Variablen bereits generierte Regeln
zur Vorhersage anderer Ausprägungen unberücksichtigt bleiben, können Muster als Ent-
scheidungsregel ermittelt werden, die bereits Teil einer Entscheidungsregel für die Vorhersa-
ge einer alternativen Ausprägung der abhängigen Variablen sind, wie dies bei den Regeln 3
bzw. 11 und 14 sowie 6 und 15 der Fall war (s. Tab. 31). Da die Regeln 3 bzw. 11 und 6
deutlich höhere Wahrscheinlichkeiten besaßen als die Regeln 14 und 15, wurden in Fällen,
in denen beide zutrafen, letztere zugunsten der ersteren verworfen. Auch in allen anderen
Fällen, auf die mehr als eine Entscheidungsregel zutraf, kam die Regel mit der höchsten Re-
gelwahrscheinlichkeit zur Anwendung. Damit ließen sich anhand der generierten Entschei-
dungsregeln 86,67% der Fälle der Berechnungsstichprobe korrekt klassifizieren (s. Tab. 32).
Tab. 32: Grob-Mengen-Modell: Klassifizierungsleistung der Entscheidungsregeln in der Berech-
nungsstichprobe (n=120).
Vorhergesagte Gruppenzugehörigkeit Gesamt
Beobachtete Gruppenzugehörigkeit G0 G1






























Mit Hilfe der aus dem Grob-Mengen-Modell resultierenden Entscheidungsregeln konnten
Gruppenunterschiede hoch signifikant aufgedeckt werden (2×2-c2 = 64,2334, df = 1, p <
0,001). Im McNemar-c2 Test zur Ermittlung signifikanter Veränderungen zwischen zwei Mes-
sungen an einer abhängigen Stichprobe zeigte sich kein signifikanter Unterschied zwischen
der beobachteten und der berechneten Gruppenzugehörigkeit bei zweiseitiger Testung auf
dem 25%-Signifikanzniveau (McNemar-c2 = 0,7656, df = 1, p > 0,250).
4.2.6 Search Partition Analysis
Die auf dichotome Daten speziell zugeschnittene Variante der rekursiven Partitionierung, die
Search Partition Analysis (SPAN), wurde über die ‘wichtigsten’ 15 unabhängigen Variablen
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gerechnet, die jeweils positiv mit dem Ausgang in eine Schizophrenie assoziiert waren und
die höchsten Korrelationen mit der abhängigen Variable aufwiesen (s. Tab. 33). Als Effekti-
vitätsmaß wurde die Entropie gewählt, die Voreinstellung für die Straffunktion b war 0, die
des ‘balancing parameters’ g 0,5. Die Komplexität wurde über die Anzahl der in die Partitio-
nen eingehenden unabhängigen Variablen gemessen, und die Suche erfolgte iterativ mit ei-
ner maximalen Verarbeitung von zwei Attributen, unabhängige Variablen oder bereits in ei-
ner vorherigen Iteration ermittelte Partition, pro Suchschritt. Als Apriori-Wahrscheinlichkeit
wurde die Gruppenverteilung der Berechnungsstichprobe zugrunde gelegt.
Tab. 33: Die in die Search Partition Analysis eingehenden 15 unabhängigen Variablen, geordnet





C.1.3 Gedankendrängen, -jagen 0,418
C.1.6 Störung der rezeptiven Sprache 0,409
C.1.1 Gedankeninterferenz 0,396
C.1.17 ‘Subjekt-Zentrismus’, Eigenbeziehungstendenz 0,345
C.2.8 Sensorische Überwachheit 0,307
C.1.2 Zwangähnliches Perseverieren zurückliegender Vorgänge 0,265
C.2.2 s2 Photopsien 0,229
C.1.15 Störung der Diskriminierung von Vorstellungen und Wahrnehmungen bzw.
von Phantasie- und Erinnerungsvorstellungen 0,279
A.8.4 Unfähigkeit, die Aufmerksamkeit zu spalten 0,269
C.1.4 Blockierung des jeweiligen Gedankegangs 0,241
C.2.3 s6 Wahrnehmungsveränderungen am eigenen Gesicht 0,259
C.2.6 Wahrnehmungsveränderungen auf olfaktorischem, gustatorischem oder sen-
siblem Gebiet 0,250
C.2.9 Fesselung (Bannung) durch Wahrnehmungsdetails 0,271
C.2.3 s5 Wahrnehmungsveränderungen an Gesicht und/oder Gestalt anderer 0,271
C.3.3 Automatismenverlust 0,230
Die Suche konvergierte nach fünf Iterationen. Bei einer Komplexität von c = 4 begann die
Komplexitätssteigung (‘complexity hull’) abzuflachen, d.h. eine weiter zunehmende Komple-
xität mit entsprechend höherer Straffunktion b ergab nur noch eine vergleichsweise geringe
Erhöhung der Effektivität. Hier war die gefundene Partition optimal für eine Straffunktion von
0,0055 < b < 0,0077 und lautete:
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Ausgang ‘Schizophrenie’ = (C.1.1 = 1) È (C.1.2 = 1) È (C.1.3 = 1) È (C.1.6 = 1), 
wobei 1 = Symptom vorhanden.
Entsprechend ergab sich als komplementärer Term:
Ausgang ‘keine Schizophrenie’ = (C.1.1 = 0 Ç C.1.2 = 0 Ç C.1.3 = 0 Ç C.1.6 = 0), 
wobei 0 = Symptom nicht vorhanden.
Die Effektivität bzw. Reinheit der Partition war hoch, die an der Straffunktion gewichtete
Entropie, die ein Maß für die Nicht-Reinheit der Partition darstellt, lag bei einem Wert von nur
0,1033. Die ermittelte Partition klassifizierte insgesamt 80,83% der Fälle in der Berech-
nungsstichprobe korrekt (s. Tab. 34).
Tab. 34: Partitionsmodell: Klassifizierungsleistung in der Berechnungsstichprobe (n=120).
Vorhergesagte Gruppenzugehörigkeit Gesamt
Beobachtete Gruppenzugehörigkeit G0 G1






























Damit war die Search Partition Analysis in der Lage, Gruppenunterschiede hoch signifikant
aufzudecken, und das Modell damit signifikant (2×2-c2 = 45,9525, df = 1, p < 0,001). Darüber
hinaus führte die durch das Partitionsmodell vorgenommene Klassifizierung im McNemar-c2-
Test zu keinem signifikanten Unterschied zwischen der beobachteten und der berechneten
Gruppenzugehörigkeit bei zweiseitiger Testung auf dem 25%-Signifikanzniveau (McNemar-c2
= 0,8804, df = 1, p > 0,250).
4.2.7 Diagnostische Effizienzindizes
Insgesamt acht Basissymptome waren bei mindestens 25% der später Schizophrenen bei
der Indexuntersuchung vorhanden und besaßen darüber hinaus eine positive prädiktive
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Stärke von PPP ³ 0,65 sowie einen Prozentsatz falsch-positiven Vorhersagen von weniger
als 10% (s. Tab. 35; für alle Einzelitems vgl. Anhang I): ‘Unfähigkeit, die Aufmerksamkeit zu
spalten’ (A.8.4), ‘Gedankeninterferenz’ (C.1.1), ‘zwangähnliches Perseverieren zurückliegen-
der Vorgänge’ (C.1.2), ‘Gedankendrängen, -jagen’ (C.1.3), ‘Blockierung des jeweiligen Ge-
dankengangs’ (C.1.4), ‘Störung der rezeptiven Sprache’ (C.1.6), ‘Subjekt-Zentrismus’
(C.1.17) und ‘Derealisation’ (C.2.11).
Tab. 35: Diagnostische Effizienzindizes der Basissymptome mit einer Sensitivität ³ 0,25, einer posi-
tiven prädiktiven Stärke ³ 0,65 und einem Prozentsatz falsch-positiver Vorhersagen £ 10%
in der Berechnungsstichprobe (n=120).
BSABS-Item-Nr. Sensitivität Spezifität PPP NPP %F-P %F-N
A.8.4 0,26 0,94 0,78 0,60 3,3 34,2
C.1.1 0,44 0,91 0,80 0,66 5,0 25,8
C.1.2 0,35 0,88 0,71 0,61 6,7 30,0
C.1.3 0,38 0,95 0,88 0,65 2,5 28,3
C.1.4 0,36 0,86 0,69 0,62 7,5 29,2
C.1.6 0,40 0,94 0,85 0,65 3,3 27,5
C.1.17 0,38 0,91 0,78 0,63 5,0 28,3
C.2.11 0,26 0,89 0,67 0,59 5,8 34,2
PPP: positive prädiktive Stärke
NPP: negative prädiktive Stärke
%F-P: Prozentsatz falsch-positiver Vorhersagen
%F-N: Prozentsatz falsch-negativer Vorhersagen
Diese acht die Selektionskriterien erfüllenden Einzelvariablen erbrachten die beste Klassifi-
zierungsrate (81,67%) bei einem cut-off-Wert von ³ 2, d.h. wurde bei dem Vorliegen von
mindestens zwei dieser acht Basissymptome eine Schizophrenie prognostiziert und bei ei-
nem Vorliegen von weniger als zwei der acht Basissymptome keine Schizophrenie vorherge-
sagt, so wurden 81,67% der Patienten der Berechnungsstichprobe korrekt zugeordnet (s.
Tab. 36).
Bei einem cut-off ³ 1 betrug die Klassifizierungsrate nur 71,67% und bei ³ 3 immerhin noch
75,83%, wobei sie bei höheren cut-offs rapide weiter absank. Somit konnten bei dem ge-
wählten cut-off Gruppenunterschiede hoch signifikant aufgedeckt werden (2×2-c2 = 47,6417,
df = 1, p < 0,001). Im McNemar-c2-Test wurde kein signifikanter Unterschied zwischen der
beobachteten und der berechneten Gruppenzugehörigkeit bei zweiseitiger Testung deutlich
(McNemar-c2 = 0,1023, df = 1, p > 0,500).
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Tab. 36: Variablen mit einer Sensitivität ³ 0,25 und einer positiven prädiktiven Stärke ³ 0,65: Klassi-
fizierungsleistung bei einem cut-off ³ 2 in der Berechnungsstichprobe (n = 120).
Vorhergesagte Gruppenzugehörigkeit Gesamt
Beobachtete Gruppenzugehörigkeit G0 G1






























4.2.8 Diagnostische Likelihood Ratios
Insgesamt 17 Einzelvariablen zeigten eine positive diagnostische Likelihood Ratio von min-
destens vier (s. Tab. 37; für alle Einzelitems s. Anhang I). Diese 17 Einzelitems erbrachten
die beste allgemeine Klassifizierungsrate (78,33%) bei einem cut-off-Wert von ³ 3, w bei al-
lerdings die Vorhersageleistung für eine ausbleibende Entwicklung einer schizophrenen Stö-
rung (93,85%) klar über der einer späteren Schizophrenieentwicklung (60,00%) lag (Tab.
38). Bei einem cut-off ³ 2 war dieses Verhältnis zwar deutlich ausgeglichener (richtige Vor-
hersage ‘keine Schizophrenie’ = 78,46%; richtige Vorhersage ‘Schizophrenie’ = 74,55%), die
generelle korrekte Klassifizierungsrate betrug jedoch lediglich 76,67%, so daß entsprechend
der Versuchsplanung die Wahl auf den cut-off ³ 3 fiel. Bei einem cut-off ³ 4 lag der Prozent-
satz richtiger Gruppenzuordnungen nur noch bei 70,83% und sank bei höheren cut-off-
Werten weiter ab.
Mit dem für die das Selektionskriterium erfüllenden Einzelitems eingeführten cut-off ließen
sich Gruppenunterschiede hoch signifikant aufdecken (2×2-c2 = 40,5030, df = 1, p < 0,001),
damit war das Modell hoch signifikant. Jedoch zeigte sich im McNemar-c2-Test wie auch
schon bei der nonparametrischen Diskriminanzanalyse sowie der logistischen Regressiona-
nalyse der Cluster (vgl. Kap. 4.2.2 und 4.2.4) eine signifikante Veränderung zwischen der
beobachteten und der berechneten Gruppenzugehörigkeit bei zweiseitiger Testung (McNe-
mar-c2 = 11,7789, df = 1, p < 0,001) bereits bei a = 0,001, die vor allem auf die große Zahl
falsch-negativer Schizophrenievorhersagen zurückzuführen war.
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Tab. 37: Diagnostische Likelihood Ratios der Basissymptome mit einer positiven diagnostischen




A.8.4 Unfähigkeit, die Aufmerksamkeit zu spalten 4,33 0,79
C.1.1 Gedankeninterferenz 4,89 0,62
C.1.3 Gedankendrängen, -jagen 7,60 0,65
C.1.6 Störung der rezeptiven Sprache 6,67 0,64
C.1.15 Störung der Diskriminierung von Vorstellungen und Wahrneh-
mungen bzw. von Phantasie- und Erinnerungsvorstellungen 4,80 0,80
C.1.17 ‘Subjekt-Zentrismus’, Eigenbeziehungstendenz 4,22 0,68
C.2.2 s1 Überempfindlichkeit gegenüber Licht oder visuelle Reize 7,33 0,80
C.2.2 s2 Photopsien 5,33 0,87
C.2.3 s1 Nah-, Fernsehen 4,00 0,97
C.2.3 s2 Mikro- und Makropsien 6,00 0,95
C.2.3 s6 Wahrnehmungsveränderungen am eigenen Gesicht 4,40 0,82
C.2.3 s7 Scheinbewegungen von Wahrnehmungsobjekten 6,00 0,95
C.2.3 s9 Störungen der Schätzung von Entfernungen, Größe von Ge-
genständen 4,00 0,97
C.2.3 s12 Abnorm langes Haften optischer Reize, nachträgliches Sehen4,00 0,97
C.2.6 Wahrnehmungsveränderungen auf olfaktorischem, gustatori-
schem oder sensiblem Gebiet 4,00 0,81
C.2.8 Sensorische Überwachheit 20,00 0,81
C.3.3 Automatismenverlust 4,40 0,82
DLR+:   positive diagnostische Likelihood Ratio;           DLR-:   negative diagnostische Likelihood Ratio
Tab. 38: Einzelitems mit einer positiven diagnostischen Likelihood Ratio ³ 4: Klassifizierungsleistung
bei einem optimalen cut-off von ³ 3 in der Berechnungsstichprobe (n=120).
Vorhergesagte Gruppenzugehörigkeit Gesamt
Beobachtete Gruppenzugehörigkeit G0 G1































4.2.9 Vergleich der ausgewählten Variablen
Die generierten Vorhersagemodelle griffen somit auf insgesamt 23 der 72 Einzelitems zu-
rück, 13 von ihnen waren dabei nur in jeweils einem Modell bzw. nur durch die Auswahl ihres
Clusters berücksichtigt worden (für eine Übersicht der in die Modelle eingegangenen Varia-
ben s. Anhang J). Nur sechs der aufgenommenen Variablen, die ‘Störung der Symbolerfas-
sung’ (C.1.16) als Bestandteil des Clusters ‘Kognitive Störungen’ (BS6), die anderen aus-
nahmslos optische Wahrnehmungsveränderungen (C.2.3 s1, s2, s7, s9, s12; s. Tab. 37),
waren nicht unter den Einzelvariablen mit signifikanten Häufigkeitsunterschieden in den bei-
den Gruppen (s. Tab. 17) zu finden, während andererseits nur drei dieser signifikanten Ein-
zelvariablen nicht in den Modellen berücksichtigt wurden: ‘Wahrnehmungsveränderungen an
Gesicht und/oder Gestalt anderer’ (C.2.3 s5), ‘Veränderung der Intensität/Qualität von Ge-
hörswahrnehmungen’ (C.2.5 s1) und ‘motorisch Interferenz’ (C.3.1). Die fünf in den c2-Tests
nicht signifikant gewordenen optischen Wahrnehmungsveränderungen waren allesamt aus-
schließlich Bestandteil des Selektionsmodells nach den diagnostischen Likelihood Ratios (s.
Tab. 37, vgl. Anhang J), das mit seinen 17 Variablen nicht nur die bei weitem größte Anzahl
von unabhängigen Variablen für die Vorhersage der Zielvariable nutzte, sondern mit zehn
von ihnen, die einzig in dieses Modell eingehen, auch die größte Variation in die gesamte
Variablenauswahl einbrachte.
In jedem der acht generierten Vorhersagemodelle fanden hingegen das ‘Gedankendrängen,
-jagen’ (C.1.3) und die ‘Störung der rezeptiven Sprache’ (C.1.6) Berücksichtigung, die ‘Ge-
dankeninterferenz’ (C.1.1) und der ‘Subjektzentrismus’ (C.1.17) immerhin noch in sechs der
acht und die 'Unfähigkeit, die Aufmerksamkeit adäquat zu spalten’ (A.8.4), das ‘zwangähnli-
che Perseverieren zurückliegender Vorgänge’ (C.1.2) und die ‘Gedankenblockierungen’
(C.1.4) noch in vier der acht Modelle (vgl. Anhang J). Ein Vorhersagemodell, das sich au-
schließlich auf diese sieben häufig ausgewählten Variablen stützt, fand sich nicht.
4.3 Klassifizierungsleistung der Vorhersagemodelle
Zur besseren Abschätzung der Klassifizierungsleistung der Vorhersagemodelle wurden eine
Überprüfung der jeweiligen Lösungen anhand einer Validierungsstichprobe von 40 Patienten
vorgenommen, die aus der Gesamtstichprobe von N = 160 zuvor randomisiert ausgewählt
worden und bei der Berechnung der Modelle unberücksichtigt geblieben war. Die Lösungen
der einzelnen Methoden führten zu den in Tabelle 39 aufgeführten Gruppenzuordnu gen.
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Tab. 39: Klassifizierungsleistung der mit den unterschiedlichen Methoden generierten Vorhersagere-
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Im Hinblick auf die richtige Zuordnung zu der Gruppe mit einer späteren Entwicklung einer
schizophrenen Erkrankung waren die Search Partition Analysis und die Diskriminanzanalyse
der Einzelvariablen allen anderen Modellen überlegen und ordneten 79,17% der später schi-
zophren erkrankten Patienten der richtigen Gruppe zu, gefolgt von dem Regressionsmodell
der Einzelvariablen mit 75%. Die meisten falsch-negativen Zuordnungen trafen das Grob-
Mengen-Modell und das Selektionsmodell über die diagnostischen Likelihood Ratios, die je-
weils ein Drittel der späteren Schizophrenen fehlklassifizierten. Die beiden inferenzstatisti-
schen Modelle über die Cluster und das Selektionsmodell über die diagnostischen Effizien-
zindizes sagten für jeweils 70,83% der in der schizophrenen Gruppe befindlichen Patienten
den richtigen Ausgang voraus. Anders stellten sich die Verhältnisse für die korrekten Klassi-
fizierungen in der Gruppe ohne spätere Schizophrenieentwicklung dar. Hier zeigten sich die
inferenzstatistischen Modelle über die Einzelitems mit nur 50% korrekter Vorhersagen bei
dem diskriminanzanalytischen und 62,50% bei dem Regressionsmodell allen anderen Mo-
dellen unterlegen. Das diskriminanzanalytische Clustermodell, das Selektionsmodell über die
diagnostischen Effizienzindizes und das Partitionsmodell trafen mit 68,75% richtiger Zuord-
nungen in dieser Gruppe nur geringfügig präzisere Vorhersagen als das Regressionsmodell
der Einzelitems. Überlegen zeigte sich hier das Selektionsmodell über die diagnostischen Li-
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kelihood Ratios mit nur einer Fehlklassifizierung und damit 93,75% korrekter Klassifizie-
rungsleistung in der Gruppe ohne spätere Schizophrenieentwicklung, gefolgt von dem Re-
gressionsmodell über die Cluster mit 87,50% richtiger Vorhersagen und damit nur zwei Fehl-
klassifizierungen. Das Grob-Mengen-Modell war in der Lage, zumindest drei Viertel der Pati-
enten ohne spätere Schizophrenieentwicklung korrekt zu klassifizieren, und nahm damit hin-
sichtlich der korrekt-negativen Klassifizierungsleistung den dritten Rang in dieser Gruppe ein
(s. Tab. 39).
Mit Ausnahme des Modells der kombinierten schrittweisen, nonparametrischen Diskrimi-
nanzanalyse über die 20 signifikanten Einzelitems, das zu sehr guten Zuordnungsleistungen
in der Gruppe der späteren Schizophrenen geführt hatte, erwiesen sich alle generierten Mo-
delle auch in der Validierungsstichprobe als signifikant (s. Tab. 40).
Tab. 40: Modellprüfungen anhand der Validierungsstichprobe (n = 40).
Methode
2×2-c2-Test mit df = 1 bei 2-
seitiger Testung zur Aufdeckung
signifikanter Gruppenunterschiede
durch die Vorhersageregel(n)
McNemar-c2-Test mit df = 1 bei 2-
seitiger Testung zur Aufdeckung
signifikanter Veränderungen zwi-
schen beobachteter und vorherge-
sagter Gruppenzugehörigkeit
c2 p c2 p
Diskriminanzanalyse der
Einzelitems 3,72 < 0,100 0,48 > 0,250
Diskriminanzanalyse der
Cluster 6,08 < 0,050 * 0,19 > 0,500
logistische Regression
der Einzelitems 5,63 < 0,050 * 0,02 > 0,750
logistische Regression
der Cluster 13,10 < 0,010 ** 2,25 < 0,250 °
Analyse nach dem Grob-
Mengen-Modell 6,67 < 0,010 ** 1,02 > 0,250
Search Partition Analysis 9,18 < 0,010 ** 0,03 > 0,750
diagnostische Effizienz-
indizes 6,08 < 0,050 * 0,19 > 0,500
diagnostische Likelihood
Ratios 14,34 < 0,010 ** 4,69 < 0,050 °°°
° signifikanter Unterschied auf dem 25%-Niveau, mit Ablehnung der H0
°°°signifikanter Unterschied auf dem 5%-Niveau, mit Ablehnung der H0
*  signifikanter Unterschied auf dem 5%-Niveau, mit Annahme der H1
** signifikanter Unterschied auf dem 1%-Niveau, mit Annahme der H1
Die beiden insgesamt am besten klassifizierenden Modelle, die schrittweise logistische Re-
gressionsanalyse über die sieben zuvor generierten Cluster und die Selektion nach den po-
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sitiven diagnostischen Likelihood Ratios mit Einführung eines cut-off-Wertes, zeigten jedoch
signifikante Veränderungen zwischen der beobachteten und der vorhergesagten Gruppen-
zugehörigkeit (s. Tab. 40), die in beiden Fällen durch eine deutlich höhere Rate fehlklassifi-
zierter Patienten in der Gruppe mit Schizophrenieentwicklung hervorgerufen waren. Beide
Modelle tendierten also zu einer besseren Vorhersage des Ausbleibens einer akuten schizo-
phrenen Störung.
Um eine mögliche Überanpassung der Modelle an die Berechnungsstichprobe aufzudecken,
wurde ein Vergleich der Prozentsätze richtiger und falscher Vorhersagen in der Berech-
nungs- und Validierungsstichprobe gerechnet (s. Tab.41).
Tab. 41: Vergleich der Prozentsätze falscher und richtiger Vorhersagen zwischen Berechnungsstich-
probe (n = 120) und Validierungsstichprobe (n = 40) für die jeweiligen Modelle: Überprüfung
einer etwaigen Überanpassung der Modelle an die Berechnungsstichprobe.
Methode
Prozentsatz korrekter Vorhersagen




n = 120 n = 40 c2 p
Diskriminanzanalyse der
Einzelitems 79,17 67,50 2,7858 < 0,100 *
Diskriminanzanalyse der
Cluster 77,50 70,00 1,1622 > 0,250
logistische Regression
der Einzelitems 80,83 70,00 2,5304 < 0,250 °
logistische Regression
der Cluster 75,83 77,50 0,0624 > 0,750
Analyse nach dem Grob-
Mengen-Modell 86,67 70,00 6,5496 < 0,050 **
Search Partition Analysis 80,83 75,00 0,7901 > 0,250
diagnostische Effizienz-
indizes 81,67 70,00 2,9727 < 0,100 *
diagnostische  Likelihood
Ratios 78,33 77,50 0,0160 > 0,750
° signifikanter Unterschied auf dem 25%-Niveau, mit Ablehnung der H0
*  signifikanter Unterschied auf dem 10%-Niveau, mit Ablehnung der H0
** signifikanter Unterschied auf dem 5%-Niveau, mit Ablehnung der H0
Hierbei zeigten sich signifikante Unterschiede in der Klassifizierungsleistung beider Stichpro-
ben und damit eine Überanpassung der generierten Modelle an die Berechnungsstichprobe
für vier der acht Methoden (s. Tab. 41): schrittweise, nonparametrische Diskriminanzanalyse
und schrittweise logistische Regressionsanalyse der Einzelitems, Selektion nach diagnosti-
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schen Effizienzindizes mit Einführung eines cut-off-Wertes und die Analyse nach dem Grob-
Mengen-Modell. Mit einer Differenz in den Prozentsätzen richtiger Vorhersagen von 16,67%
neigte hierbei das Grob-Mengen-Modell am stärksten zu einer Überanpassung an die Be-
rechnungsdaten. Die geringste Anpassung an die Daten der Berechnungsstichprobe fand
sich hingegen für das Selektionsmodell über die diagnostischen Likelihood Ratios und das
logistische Clustermodell (s. Tab. 41).
Wie erwartet (vgl. Kap. 3.2.6) ergab ein Vergleich der Klassifizierungsleistung der Modelle
keinen signifikanten Unterschied in der Anzahl der jeweils durch das einzelne Modell in der
Validierungsstichprobe richtig zugeordneten Patienten (1-dimensionales c2 = 0,5915, df = 7,
p > 0,995). Und auch keiner der 28 Paarvergleiche der Anzahl richtiger Klassifizierungen
durch die mit den acht Methoden generierten Vorhersagemodelle wurde signifikant (2´2-c2:
0,0582 £ c2  £ 1,0031, df = 1, p > 0,250).
Die geringfügigen Unterschiede in der Anzahl korrekter Vorhersagen durch die einzelnen
Modelle (s. Tab. 39) wiesen dennoch weitgehend in die vorhergesagten Richtungen (vgl.
Kap. 3.2.3 bis 3.2.5): Die Variablenselektion anhand der diagnostischen Likelihood Ratios
war der anhand der diagnostischen Effizienzindizes in der Klassifizierungsleistung erwar-
tungsgemäß ebenso überlegen wie das Grob-Mengen-Modell der Diskrinimanzanalyse der
Einzelitems. Hypothesenkonform war zudem, daß sowohl bei der logistischen Regressions-
als auch bei der nonparametrischen Diskriminanzanalyse die Cluster-Variante jeweils zu ei-
ner höheren Anzahl richtiger Vorhersagen in der Validierungsstichprobe führte als die Ein-
zelvariablen-Variante.
Die Befunde einer gegenüber der logistischen Regression besseren oder zumindest gleichen
Klassifizierungsleistung der Vorhersageregeln der Search Partition Analysis ließ sich hinge-
gen nur bedingt bestätigen: Während die logistische Regression der Einzelitems zu einer ge-
ringeren Zahl korrekter Zuordnungen als das Partitionsmodell führte, war die der Cluster dem
Partitionsmodell überlegen. Nur zum Teil Bestätigung fand auch die Annahme, daß die logi-
stische Regressionsanalyse der nonparametrischen Diskriminanzanalyse generell überlegen
sei. Traf dies für das über die Cluster generierte logistische Modell zu, zeigte sich das über
die Einzelvariablen berechnete nur dem ebenfalls über die Einzelitems kalkulierten Diskrimi-
nanzmodell, nicht aber dem über die Cluster ermittelten Modell überlegen.
Während sich die Vorhersagemodelle hinsichtlich ihrer Klassifizierungsleistung in der Validie-
rungsstichprobe insgesamt gesehen mit Werten zwischen 50 und 93,75% am stärksten in
der Anzahl korrekter Vorhersagen des Ausbleibens einer späteren schizophrenen Erkra-
kung, jedoch kaum in ihrer Gesamtleistung korrekter Klassifizierungen (67,5 bis 77,5%) und
in der Anzahl korrekter Vorhersagen späterer schizophrener Erkrankungen (66,67 bis
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79,17%) unterschieden (s. Tab. 39), differierten die Vorhersageleistungen hinsichtlich einzel-
ner Patienten deutlich stärker (vgl. Anhang K). Nur 16 der 40 Patienten der Validierungs-
stichprobe (40%) wurden von allen Vorhersagemodellen korrekt klassifiziert, neun von ihnen
hatten im Katamnesezeitraum eine Schizophrenie entwickelt, sieben nicht. Insgesamt sechs
Patienten (15%) konnten von keinem der acht Vorhersagemodelle ihrer richtigen Gruppe zu-
geordnet werden, fünf von ihnen gehörten der Gruppe mit einer späteren Schizophrenieent-
wicklung an (vgl. Anhang K). Damit fanden sich Unterschiede in der Vorhersageleistung der
einzelnen Modelle bei insgesamt 45% der Patienten der Validierungsstichprobe, bei 41,67%
der Patienten der Gruppe mit Übergang in eine schizophrene Psychose und bei 50% der Pa-
tienten der Gruppe ohne einen solchen.
Die beiden Vorhersagemodelle mit der insgesamt besten Klassifizierungsleistung, das Lo-
gitmodell der Cluster und das Selektionsmodell über die diagnostischen Likelihood Ratios,
trafen dabei einerseits zwar in den Fällen, in denen fünf bis sieben Modelle zu Fehlzuord-
nungen führten (Patienten Nr. 37, 54 und 97; vgl. Anhang K), richtige Vorhersagen über die
Gruppenzugehörigkeit, andererseits führten sie jedoch in anderen Fällen zu der jeweils ein-
zigen Fehlklassifizierung eines Patienten (Nr. 51, 68 und 160; vgl. Anhang K).
Die bessere Vorhersageleistung einzelner Modelle, insbesondere des logistischen Cluster-
modells und des Selektionsmodells nach der positiven diagnostischen Likelihood Ratio, ge-
genüber anderen war damit nicht auf die korrekte Klassifizierung ausschließlich zusätzlicher
Patienten zurückzuführen, sondern auf die von Patienten mit anderen Charakteristika bzw.
Symptomkonstellationen.
4.4 PLAUSIBILITÄT DER VORHERSAGEMODELLE
Die klinische Plausibilität der generierten Vorhersagemodelle (vgl. Kap. 4.2) wurde von den
sieben Ratern recht unterschiedlich beurteilt (s. Abb. 31), was zum einen in der unterschied-
lichen Verteilung von Medianen und Modalwerten der Modelle zum Ausdruck kommt, zum
anderen in dem Auftreten unterschiedlicher Modalwerte bei einem Vorhersagemodell (s.
Abb. 32).
Insgesamt ergaben sich tendenziell positive Beurteilungen der beiden Selektionsmodelle
über die diagnostischen Gütekriterien, die diagnostischen Effizienzindizes einerseits (vgl.
Kap. 4.2.7) und die positiven diagnostischen Likelihood Ratios andererseits (vgl. Kap. 4.2.8).
Beiden Modellen wurde am häufigsten der erste Rang, also die höchste klinische Plausibilität
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zugesprochen (s. Abb. 32), wobei dieses Urteil für die Selektion weniger Einzelitems durch
die diagnostischen Effizienzindizes eindeutiger ausfiel (s. Abb. 31).



























Abb. 31:Klinische Plausibilität der Vorhersagemodelle: Anzahl der den
Modellen zugewiesenen Ränge mit Rang 1 = plausibelste Lö-
sung und Rang 8 = am wenigsten plausible Lösung.
DA-I: diskriminanzanalytisches Modell der Einzelitems
DA-C: diskriminanzanalytisches Modell der Cluster
LR-I: logistisches Modell der Einzelitems
LR-C: logistisches Modell der Cluster
GMM: Grob-Mengen-Modell
SPAN: Partitionsmodell
DEI: Selektionsmodell nach diagnostischen Effizienzindizes
DLR: Selektionsmodell nach positiven diagnostischen Likeli-
hood Ratios
Relativ homogen war auch die negative Einschätzung der mit dem Grob-Mengen-Modell ge
nerierten Entscheidungsregeln (vgl. Kap. 4.2.5), die am häufigsten als aus klinischer Sicht
am wenigsten plausibel beurteilt wurden (s. Abb. 31). Die diskriminanzanalytischen und logi-
stischen Modelle (vgl. Kap. 4.2.1 bis 4.2.4), insbesondere die über Einzelitems gerechneten,
wurden wie auch das  Partitionsmodell (vgl. Kap. 4.2.6) hinsichtlich ihrer klinischen Plausibi-
lität sehr unterschiedlich eingestuft (s. Abb. 31 und 32). Dabei zeigte sich eine Tendenz zu
einer positiveren Beurteilung der logistischen Modelle im Vergleich zu dem Partitionsmodell
und den diskriminanzanalytischen Modellen.
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Abb. 32:Klinische Plausibilität der Vorhersagemodelle: Modalwert(e) und
Median der für die Modelle vergebenen Ränge.
DA-I: diskriminanzanalytisches Modell der Einzelitems
DA-C: diskriminanzanalytisches Modell der Cluster
LR-I: logistisches Modell der Einzelitems
LR-C: logistisches Modell der Cluster
GMM: Grob-Mengen-Modell
SPAN: Partitionsmodell
DEI: Selektionsmodell nach diagnostischen Effizienzindizes
DLR: Selektionsmodell nach positiven diagnostischen Likeli-
hood Ratios
Damit bestätigten sich die aus den in der Literatur ausgeführten theoretischen Überlegungen
abgeleiteten Vorhersagen zur klinischen Plausibilität der Prädiktionsmodelle nur zum Teil
(vgl. Kap. 3.2.3 und 3.2.4): Die mit dem Grob-Mengen-Modell generierten Entscheidungsre-
geln wurden nicht nur geringfügig, sondern deutlich als klinisch unplausibler als die durch die
Search Partition Analysis generierten eingeschätzt und darüber hinaus auch negativer als
die logistischen und diskriminanzanalytischen Modelle bewertet. Hingegen wurden die bei-
den Selektionsmodelle ähnlich beurteilt, und es zeigte sich eine Tendenz, ein weniger Ein-
zelvariablen umfassendes Modell als klinisch plausibler zu betrachten, in diesem Fall das
Selektionsmodell anhand der diagnostischen Effizienzindizes. Insgesamt wurden die Selekti-
onsmodelle entsprechend den Vorannahmen nur geringfügig positiver als die logistischen
Modelle und als schon deutlich plausibler als die diskriminanzanalytischen Modelle einge-
stuft. Das Partitionsmodell, die logistischen Regressionsmodelle und die diskriminanzanalyti-
schen Modelle wurden zwar erwartungsgemäß ähnlich, jedoch sehr heterogen beurteilt. Eine
größere Plausibilität des Partitionierungsmodells gegenüber den logistischen und diskrimi-
nanzanalytischen Modellen, insbesondere gegenüber dem logistischen Modell mit vorge-
schalteter Clusteranalyse, zeichnete sich nicht ab.
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4.5 ANWENDBARKEIT DER VORHERSAGEMODELLE
Im Gegensatz zu den inhomogenen Einschätzungen der klinischen Plausibilität der Vorher-
sagemodelle waren die Beurteilungen ihrer Anwendbarkeit übereinstimmender (s. Abb. 33).



























Abb. 33:Anwendbarkeit der Vorhersagemodelle: Anzahl der den Model-
len zugewiesenen Ränge mit Rang 1 = erste Wahl und Rang 8 =
letzte Wahl.
DA-I: diskriminanzanalytisches Modell der Einzelitems
DA-C: diskriminanzanalytisches Modell der Cluster
LR-I: logistisches Modell der Einzelitems
LR-C: logistisches Modell der Cluster
GMM: Grob-Mengen-Modell
SPAN: Partitionsmodell
DEI: Selektionsmodell nach diagnostischen Effizienzindizes
DLR: Selektionsmodell nach positiven diagnostischen Likeli-
hood Ratios
Für jedes Modell wurde ein eigener Rang als Median ermittelt, und dieser stimmte jeweils mit
dem Modalwert überein, wobei nur das logistische Regressionsmodell der Einzelitems einen
zweiten Modalwert aufwies (s. Abb. 34). Die Vorhersageregeln des Partitionsmodells (vgl.
Kap. 4.2.6) wurden gefolgt von den Selektionsmodellen anhand der diagnostischen Effizien-
zindizes (vgl. Kap. 4.2.7) und anhand der diagnostischen Likelihood Ratios (vgl. Kap. 4.2.8)
hinsichtlich ihrer Anwendbarkeit am positivsten beurteilt. Auf den Rängen 4 und 5 befanden
sich die logistischen Modelle über die Cluster (vgl. Kap. 4.2.4) bzw. die Einzelitems (vgl. Kap.
4.2.3). Negativer wurde die Anwendbarkeit der diskriminanzanalytischen Modelle beurteilt,
wobei das diskriminanzanalytische Modell der Cluster (vgl. Kap. 4.2.2) positiver abschnitt als
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das der Einzelitems (vgl. Kap. 4.2.1). Am negativsten wurde die Anwendbarkeit der Ent-
scheidungsregeln des Grob-Mengen-Modells  (vgl. Kap. 4.2.5) bewertet.












zweiter, vom Median abweichender Modalwert
Abb. 34:Anwendbarkeit der Vorhersagemodelle: Modalwert(e) und Medi-
an der für die Modellwe vergebenen Ränge.
DA-I: diskriminanzanalytisches Modell der Einzelitems
DA-C: diskriminanzanalytisches Modell der Cluster
LR-I: logistisches Modell der Einzelitems
LR-C: logistisches Modell der Cluster
GMM: Grob-Mengen-Modell
SPAN: Partitionsmodell
DEI: Selektionsmodell nach diagnostischen Effizienzindizes
DLR: Selektionsmodell nach positiven diagnostischen Likeli-
hood Ratios
Damit stützten auch die Beurteilungen der Anwendbarkeit der generierten Vorhersagemo-
delle die theoretischen Überlegungen, wie sie hierzu in der Literatur angestellt wurden,
ebenfalls nur bedingt: Entgegen den Vorannahmen wurde zwar das Partitionsmodell am an-
wenderfreundlichsten beurteilt, ihm folgten aber erwartungsgemäß die Selektionsmodelle vor
den logistischen Modellen, die ihrerseits positiver als die diskriminanzanalytischen Modelle
bewertet wurden. Ebenfalls hypothesenkonform war bei vergleichbaren Regeltypen, den
Selektionsmodellen und dem Patitionsmodell in seiner hier ermittelten Form, die Präferenz
des jeweiligen Modells mit der geringeren Variablenanzahl und die gegenüber den Selek-
tionmodellen und dem Partitionsmodell negativer bewertete Anwendbarkeit des Grob-
Mengen-Modells, das wie schon hinsichtlich seiner klinischen Plausibilität auch hinsichtlich
der Anwendbarkeit die durchschnittlich schlechteste Bewertung erhielt.
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5 DISKUSSION
Standen in der Medizin und insbesondere in der Psychiatrie lange Zeit Bemühungen um eine
möglichst einheitliche Diagnostik und adäquate Behandlungsstrategien bestehender Erkran-
kungen, also ein eher kurativer Ansatz, im Mittelpunkt des Interesses, so wird in den letzten
Jahren der Prävention schwerwiegender Erkrankungsbilder immer größere Aufmerksamkeit
gewidmet (Klosterkötter, 1998). So war es zwar bereits seit langem unbestritten, daß insbe-
sondere schizophrene Erkrankungen in den seltensten Fällen spontan entstehen, doch wur-
den die Beschwerdebilder im Vorfeld der akuten Erkrankung als zu unspezifisch für die Dia-
gnose eines schizophrenen Prodroms angesehen:
Besonders bei jungen Menschen tritt vor den typischen schizophrenen Symptomen,
[sic] eine Wochen oder Monate dauernde Prodromalphase mit unspezifischen Sym-
ptomen auf. ... Diese Symptome sind zwar weder pathognomonisch für eine be-
stimmte Störung, noch sind sie für die betroffene Person im gesunden Zustand ty-
pisch. ... Retrospektiv betrachtet, machen diese Prodromalstadien einen wesentli-
chen Teil der gesamten Krankheitsentwicklung aus. Es gibt nur wenig Information
darüber, ob bei anderen psychiatrischen Störungen ähnliche Prodromi vorkommen,
[sic] oder ob ähnliche Zustandsbilder auch zeitweise bei Personen auftreten und
wieder zurückgehen, die niemals eine diagnostizierbare psychiatrische Störung en-
wickeln.
Falls ein Prodrom als typisch und spezifisch für eine Schizophrenie angesehen wer-
den und reliabel beschrieben werden kann und es sich von einem Vorstadium ande-
rer psychiatrischer Störungen oder von einem nicht-krankhaften Zustand eindeutig
unterscheidet, kann es gerechtfertigt sein, so ein Prodrom zu den optionalen Kriteri-
en für die Schizophrenie zu zählen. Die zum jetzigen Zeitpunkt vorliegenden Infor-
mationen rechtfertigen es allerdings nicht, ein Prodromalstadium als eindeutiges
Kriterium für die Diagnose anzusehen. (WHO, 1993, S. 26)
Und genau diese letztgenannte Schwierigkeit zu überwinden und die Basis für eindeutige
diagnostische Kriterien für das Prodromalstadium einer Schizophrenie zu schaffen ist vor-
rangiges Ziel der Früherkennungsforschung auf diesem Gebiet. Um dies aber verläßlich lei-
sten zu können, ist es nicht hinreichend, allein das Augenmerk auf die Erfassung möglicher
spezifischer und typischer Prodromalsymptome zu richten und das Studiendesign an die
Fragestellung anzupassen, d.h. prospektive Studien durchzuführen, sondern es ist überdies
notwendig, Methoden für die Datenanalyse auszuwählen, die in der Lage sind, möglichst op-
timale valide und reliable Vorhersagemodelle zu generieren.
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In der Forschung zum initialen schizophrenen Prodrom wurde bislang jedoch dieser methodi-
sche Aspekt zumeist vernachlässigte. So kritisierten Marshall und Kollegen (1994), daß sich
nur wenige Studien der Fragestellung widmeten, welche der verfügbaren Techniken die be-
ste und präziseste Vorhersage für einen dichotomen Ausgang liefere, obschon Vorhersage-
modelle in der medizinischen Forschung insgesamt unter Klinikern als ein wichtiges Instru-
ment der medizinischen Entscheidungsfindung sehr populär geworden seien und Mathema-
tiker große Anstrengungen unternommen hätten, bestehende Methoden an ein nonparame-
trisches Skalenniveau anzupassen sowie neue Methoden zur Generierung von Vorhersage-
modellen zu entwickeln.
Dieser Frage wurde in der vorliegenden Studie nachgegangen. Acht Vorgehensweisen zur
Selektion prädiktiver binärer Variablen und Erstellung von Zuordnungsregeln zu einer von
zwei Ausgangsalternativen wurden hinsichtlich ihrer Klassifizierungsleistung in einer Validi-
rungsstichprobe verglichen: schrittweise logistische Regressionsanalysen und kombinierte
schrittweise und nonparametrische Diskriminanzanalysen - jeweils mit vorgeschalteter Vari-
blenreduktion zum einen durch Auswahl von Einzelitems nach ihrer statistischen Signifikanz,
zum anderen durch eine vorherige hierarchische Clusteranalyse der Items, ein speziell für
binäre Daten entwickeltes Partitionierungsverfahren, eine Grob-Mengen-Modell-basierte
Analyse und zwei Item-Selektionsverfahren mit Einführung eines Schwellenwertes zur Grup-
penzuordnung; hierbei erfolgte die Selektion einerseits nach den diagnostischen Effizienzi-
dizes der Einzelitem, andererseits nach ihren diagnostischen Likelihood Ratios.
Die Analysegrundlage bildeten die Daten von insgesamt 160 Patienten einer prospektiven
Studie zur Vorhersage von schizophrenen Störungen anhand von 72 selbstwahrgenomme-
nen subklinischen Beschwerden im Sinne von Basissymptomen (Huber, 1983, 1986; Klo-
sterkötter, Hellmich & Schultze-Lutter, 2000; Klosterkötter, Schultze-Lutter et al., 1997). Har-
rell und Kollegen (1985) hatten neben der Beachtung und möglicherweise notwendigen
Überprüfung der Modellannahmen als Grundvoraussetzung für die Generierung zuverlässi-
ger, klinisch umsetzbarer regressionsanalytischer Vorhersagemodelle angemahnt, daß be-
reits das Studiendesign der Fragestellung angemessen, d.h. prospektiv, und die Stichprobe
ausreichend groß sein müsse, wobei das Zielkriterium ausreichend häufig aufzutreten habe,
um das zulässige Verhältnis der Anzahl von Personen mit dem Zielkriterium und der Anzahl
der in die Analyse eingehenden unabhängigen Variablen nicht zu überschreiten. Darüber
hinaus forderten sie, daß die Nachuntersuchung zur Vermeidung eines Untersuchungsbias
möglichst vollständig sein und eine Aufteilung der Daten in eine Berechnungs- und eine Va-
lidierungsstichprobe vorgenommen werden müsse, um eine etwaige Überanpassung des
Vorhersagemodells an Idiosynkrasien der Berechnungsstichprobe aufdecken zu können
(ebd.).
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Mit Ausnahme der Forderung nach einer möglichst vollständigen Nachuntersuchung der
Stichprobe erfüllen die den Analysen zugrunde liegenden Daten diese Anforderungen, wobei
durch die Korrelationsanalysen von möglichen demographischen und anamnestischen Ein-
flußfaktoren und dem Zielkriterium ‘Schizophrenie’ auch weitgehend sichergestellt wurde,
daß die Vorhersage der abhängigen Variable ‘Schizophrenie’ durch die unabhängigen Va-
riablen ‘Basissymptome’ nicht auf dritte, konfundierende Variablen zurückzuführen ist. Die
Annahme eines direkten Zusammenhangs zwischen dem Vorliegen von Basissymptomen
und dem späteren Auftreten einer akuten schizophrenen Psychose wurde überdies durch die
bei der Zwischenauswertung der Daten berechnete Kausalanalyse konfirmiert (Klosterkötter,
Schultze-Lutter et al., 1997). Der einzige signifikante korrelative Zusammenhang zwischen
dem Übergang in eine Schizophrenie und anamnestischen Daten ergab sich für die Diagno-
se einer schizotypen Persönlichkeitsstörung bei der Erstuntersuchung, die auch in der Kau-
salanalyse einen indirekten Einfluß auf die Entwicklung einer späteren Schizophrenie zeigte.
Dieser Zusammenhang ist aber kaum verwunderlich, da die schizotype Persönlichkeitsstö-
rung ohnehin den Schizophrenie-Spektrum-Störungen zugerechnet wird (Olin & Mednick,
1996), in der ICD-10 als Synonym den Begriff der ‘prodromalen Schizophrenie’ führt (WHO,
1993) und die im DSM-III-R (APA, 1987) aufgeführten Prodromal- bzw. Residualsymptome
einer Schizophrenie in der heutigen Fassung des DSM-IV (APA, 1994) weitgehende Über-
lappungen mit den Diagnosekriterien für die schizotype Persönlichkeitsstörung zeigen. Ge-
rade in Abwesenheit von einer depressiven und/oder ängstlichen Symptomatik wird deshalb
das klinische Bild eines initialen schizophrenen Prodroms in vielen Fällen am ehesten den
Kriterien der schizotypen Persönlichkeitsstörung entsprechen, so daß diese Diagnose als
Folge der prodromalen Symptomatik und nicht als eigenständige und somit in den Kalkula-
tionen zu berücksichtigende Einflußvariable auf die spätere Entwicklung einer schizophrenen
Erstmanifestation zu bewerten ist. Über diese bereits bestehenden Hinweise auf einen di-
rekten Zusammenhang von unabhängigen und abhängiger Variable hinaus ist es als ein
weiterer Vorteil der vorliegenden Stichprobe zu sehen, daß die Daten der 160 nachunter-
suchten Patienten keine fehlenden Werte enthalten, da es Hinweise darauf gibt, daß die
unterschiedliche Behandlung fehlender Werte - Eliminierung oder Verrechnung - einen er-
heblichen Einfluß auf das Ergebnis haben kann (Eisenstein & Alemi, 1996; Marshall et al.,
1994).
Ein entscheidender Nachteil der Stichprobe ist allerdings die Tatsache, daß mehr als die
Hälfte der Ursprungstichprobe nicht nachuntersucht werden konnte, was bei einem nicht
auszuschließenden Bias bei der Selektion der Stichprobe zu einer erheblichen Verzerrung
der Vorhersageschätzungen führen kann (Begg & Greenes, 1983; Harrell et al., 1985, Klo-
sterkötter et al., 2001). Da bei der hier vorliegenden methodischen Fragestellung jedoch
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nicht auf die Generierung eines validen Vorhersagemodells für die klinische Prognose in
Einzelfällen abgezielt wurde, wobei ein solcher Bias bzw. eine Verzerrung der Vorhersage-
schätzung von erheblicher Bedeutung wäre, sondern auf einen generellen Vergleich der R-
liabilität, der Klassifizierungsleistung der unterschiedlichen Vorhersagemodelle, spielt dieser
Aspekt nur eine untergeordnete Rolle, da ein solcher Selektionsbias als konstante Störvaria-
ble auf alle Vorhersagemodelle gleichermaßen einwirkt. Somit ist nicht zu erwarten, daß er
zu einer Verzerrung zugunsten oder zuungunsten bestimmter Modelle führt, die generelle
Aussagen über die Klassifizierungsleistung nicht zulässig erscheinen ließe. Zudem hatte sich
weder hinsichtlich der Diagnosen, noch des Alters, des Geschlechts oder des Vorliegens von
Prodromalsymptomen bei t1 ein Unterschied zwischen der nachuntersuchten und der nicht
nachuntersuchten Gruppe gezeigt, so daß sich keine Hinweise auf einen Selektions-, einen
Nachuntersuchungs- oder Verifikationsbias bei t2 ergaben. Die nachuntersuchte Stichprobe
von 160 Patienten kann damit als weitgehend repräsentativ für die Ursprungsstichprobe von
385 Patienten angesehen werden (Klosterkötter et al., 2001).
Bei der Betrachtung der generierten Vorhersagemodelle darf dennoch nicht außer Acht ge-
lassen werden, daß neben der Stichprobenauswahl auch die Auswahl der bei den einzelnen
Methoden verfügbaren Kalkulationsoptionen einen erheblichen Einfluß auf das Endmodell
hat, etwa die Wahl der Selektionsrichtung und der Ein- und Ausschlußkriterien bei schrittwei-
sen Regressions- und Diskriminanzanalysen, des ‘rule precision’- und ‘roughness’-
Schwellenwertes bei dem Grob-Mengen-Modell, des Komplexitätsmaßes, der Straffunktion
und des ‘balancing parameters’ bei der Search Partition Analyse oder der Auswahlkriterien
bei den Selektionsmodellen. So führten etwa in der vorliegenden Studie die Selektionsmodi
der logistischen Regressionsanalyse der Einzelvariablen zu weitgehend differierenden Vor-
hersagemodellen. Darüber hinaus konnte für die schrittweise Regressionsanalyse gezeigt
werden, daß sich die Variablenauswahl dramatisch verändert, wenn unterschiedliche Be-
rechnungsstichproben aus der gleichen Grundstichprobe gezogen werden, wobei nicht ein-
mal die ‘wichtigsten’ Variablen konstant die gleichen blieben (Harrell et al., 1984, 1985).
Idealerweise würden deshalb alle möglichen Stichproben und Optionen berechnet und a-
schließend ein kalibriertes Modell erstellt werden. Da dies aber bereits bei relativ kleinen Be-
rechnungsstichproben zu einer enormen Zahl von Einzelmodellen führen würde, stellt ein
solches Vorgehen bislang nur ein theoretisches Optimum der Modellentwicklung dar - be-
trachtet man etwa nur die in dieser Arbeit verwandte Stichprobe mit insgesamt 160 Patienten
und einer Wahl der randomisierten Berechnungsstichprobe von 120 Personen, so würden
sich allein hinsichtlich der möglichen Auswahl der Berechnungsstichprobe schon (160 über
120) = 8,6381E+37 Kombinationsmöglichkeiten ergeben und diese Zahl würde noch einmal
um den Faktor der möglichen Optionen pro verwandtem Verfahren steigen. Deshalb wurde
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in der vorliegenden Arbeit die Schätzung der Anpassung des Modells an die Daten der Be-
rechnungsstichprobe über die Differenz der Vorhersageleistung in der Berechnungs- und
Validierungsstichprobe bestimmt und bei der Wahl der Kalkulationsoptionen in Übereinstim-
mung mit dem Vorgehen von Knuiman, Vu und Segal (1997) auf diejenigen zurückgegriffen,
die am ehesten die Routineanwendung der entsprechenden Methode widerspiegeln.
Erwartungsgemäß unterschieden sich die so generierten Vorhersagemodelle hinsichtlich ih-
rer Klassifizierungsleistung ur geringfügig und wiesen keine signifikanten Unterschiede zwi-
schen den Prozentsätzen richtiger Gruppenzuordnungen auf. Die Richtung der bestehenden
Unterschiede in den einzelnen Klassifizierungsleistungen entsprach jedoch weitgehend den
in der Literatur beschriebenen Befunden und den daran orientierten Eingangshypothesen.
Die schrittweise logistische Regressionsanalyse über die zuvor ermittelten Variablencluster
führte mit 77,5% zu einer Rate an richtigen Klassifizierungen in der Validierungsstichprobe,
die nur noch von der Selektionsstrategie nach der positiven diagnostischen Likelihood Ratio
erreicht wurde. Beide Verfahren zeigten zudem die geringste Tendenz zu einer Überanpas-
sung der Daten an die Berechnungsstichprobe, neigten jedoch deutlich dazu, das Ausblei-
ben einer Schizophrenie besser als ihre spätere Entwicklung zu prädizieren.
Die Überlegenheit der schrittweisen logistischen Regressionsanalyse über zuvor generierte
Cluster gegenüber fast allen anderen Modellen in der Validierungsstichprobe bestätigt die
Befunde des umfassenden Methodenvergleichs von Marshall und Kollegen (1994), die im
Vergleich mit der schrittweisen logistischen und logistischen Regressionsanalyse der einzel-
nen unabhängigen Variablen, der schrittweisen logistischen Regressionsanalyse nach einer
vorgeschalteten Hauptkomponentenanalyse, einer auf dem Bayes-Theorem basierenden
Analyse, einem additiven Modell, einem subjektiv nach der klinischen Erfahrung bestimmten
‘Krankheitswert’ und einem hierarchischen Partitionsmodell hierfür ebenfalls die höchste Dis-
kriminationsleistung gemessen an der Fläche unter der ROC-Kurve in der Validierungsstich-
probe gefunden hatten. Und auch bei Harrell und Kollegen (1985) hatte das schrittweise lo-
gistische Regressionsmodell nach vorheriger Clusteranalyse zu höheren Werten der Fläche
unter der ROC-Kurve in der Validierungsstichprobe geführt als das schrittweise Logitmodell
der Einzelvariablen und zwei Stratifizierungsverfahren, die rekursive bzw. hierarchische Par-
titionierung unter Verwendung der CART-Software (Breiman et al., 1984) und das Stratifizie-
rungsverfahren nach der Entropie-Minimax-Methode von Christensen (1981). Allerdings hatte
in dieser Studie die schrittweise logistische Regressionsanalyse der Hauptkomponenten die
beste Diskriminationsleistung in der Validierungsstichprobe gezeigt (Harrell et al., 1985).
Während sich in beiden Studien die schrittweise logistische Regressionsanalyse zuvor gene-
rierter Clustern dem hierarchischen Partitionierungsansatz eindeutig überlegen zeigte, erga-
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ben Vergleiche zwischen schrittweiser logistischer Regression von Einzelvariablen und Parti-
tionierungsmodellen ein weniger einheitliches Bild. Während einige Studien eine Überlegen-
heit des Regressionsmodells vor allem bei umfangreichen Berechnungsstichproben nach-
wiesen (Hadorn et al., 1992; Knuiman, Vu & Segal, 1997; Long et al., 1993; Marshall et al.,
1994; Selker et al., 1995), fanden sich vergleichbare oder gar bessere Klassifizierungslei-
stungen durch Partitionsmodelle gegenüber logistischen Regressionsmodellen in Studien mit
eher kleinen Berechnungsstichproben (Cook & Goldman, 1984; Marshall, 1986; Marshall &
Chisholm, 1985; van Mechelen & DeBoeck, 1990). Die Studie von Harrell und Kollegen
(1985) verdeutlichte die Abhängigkeit der Klassifizierungsleistung der einzelnen Verfahren
von der Größe der Berechnungsstichprobe und der Art der Sratifizierungsmethode. Während
das hierarchische mit CART (Breiman et al., 1984) berechnete Partitionsmodell bei der Be-
rechnung über eine kleine Stichprobe (N = 110) dem schrittweisen logistischen Regressi-
onsmodell der Einzelvariablen bei der Validierung an einer zweiten Stichprobe leicht überl-
gen war, verhielt es sich bei einer umfangreicheren Berechnungsstichprobe (N = 224) genau
umgekehrt. Die Entropie-Minimax-Methode nach Christensen (1981) war hingegen in beiden
Stichproben dem logistischen Modell der Einzelvariablen überlegen. Eine Überlegenheit des
Partitionierungsansatzes gegenüber dem logistischen Ansatz bei Einzelvariablen bei einer
eher kleinen Berechnungsstichprobe von N = 120 bestätigte sich erneut in der vorliegenden
Studie. Der hier verwandte nicht-hierarchische Partitionierungsansatz, der zu ganz ver-
gleichbaren Ergebnissen wie hierarchische Ansätze führte (Marshall, 1995), die  Search Par-
tition Analysis mit der Messung der Entropie als Effektivitätsmaß, konnte in der Validierungs-
stichprobe 75% der Patienten richtig klassifizieren, die schrittweise logistische Regressions-
analyse der Einzelitems hingegen nur 70%. Dabei war das Partitionsmodell sowohl bei der
Vorhersage der späteren Erkrankung als auch bei der ihres Ausbleibens dem logistischen
Einzelvariablen-Modell überlegen; die spätere Entwicklung einer schizophrenen Erkrankung
wurde mit knapp 80% an korrekten Prognosen in der Validierungsstichprobe von dem Se-
arch Partition-Modell sogar gemeinsam mit dem Diskriminanzmodell der Einzelitems am prä-
zisesten vorhergesagt. Damit wies das Partitionsmodell den insgesamt zweitbesten Prozen-
satz an korrekten Klassifizierungen auf; hinsichtlich der Vorhersage des Ausbleibens der Er-
krankung nahm es eine mittlere Position ein.
Obwohl es Hinweise darauf gibt, daß die Klassifizierungsleistung von hierarchischen Partitio-
nierungsverfahren bei der Validierung an einer unabhängigen Stichprobe stärker abnimmt
als die von Regressionsverfahren (Long, Griffith, Selker & D’Agostino, 1993), wies das hier
generierte nicht-hierarchische Partitionsmodell im Gegensatz zu dem logistischen Einzelva-
riablen-Modell keine signifikante Überanpassung an die Berechnungsdaten auf. Die größere
Überanpassung herkömmlicher hierarchischer Partitionierungsverfahren resultiert allerdings
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daraus, daß sie das Erkrankungsrisiko an immer kleineren einzelnen Substichproben ab-
schätzen, während Regressionsverfahren ihre Risikoabschätzung zu jeder Zeit an der gan-
zen Stichprobe ausrichten. Dieses Problem der Berechnung über immer kleinere Stichpro-
ben wird in der Search Partition Analyse umgangen, indem hier - wie bei inferenzstatisti-
schen Verfahren - die Suche nach der optimalen Partition ebenfalls in jedem Schritt über das
Gesamtkollektiv durchgeführt wird, so daß eine lokale Überanpassung an Teilstichproben
und damit die Generierung nur lokaler Optima vermieden wird. Dadurch erklärt sich, daß sich
auch in der vorliegenden Arbeit keine signifikante Differenz zwischen der Vorhersageleistung
in beiden Stichproben für diese speziell für kategoriale Daten entwickelte Partitionierungs-
methode fand, die sich damit gerade für klinische Studien mit binären Daten qualifiziert, in
denen die Stichprobe nicht frei verfügbar ist, da sie in jedem Schritt die begrenzt verfügbaren
Informationen voll auszuschöpfen vermag.
Einen weiteren, vor allem im Hinblick auf die Variablenselektion großen Vorteil der Search
Partition Analysis gegenüber den ‘klassischen’ hierarchischen Partitionierungsverfahren bil-
det das Abbruchkriterium der iterativen Suche, die dann konvergiert, wenn eine Erhöhung
der Komplexität nicht mehr durch eine entsprechende Erhöhung der Partitionsreinheit auf-
gewogen wird. Die rekursiven Partitionierungsverfahren hingegen setzen die Stratifizierung
theoretisch so lange fort, bis jedes Objekt bzw. jede Gruppe identischer Objekte einen eige-
nen Endpunkt bildet. Abbruchkriterien dieser Verfahren sind zumeist eine willkürlich a priori
festgelegte maximale Anzahl von Endpunkten und/oder minimale Zahl von in einem End-
knoten enthaltenen Objekten.
Gemeinsam mit dem nicht-hierarchischen Partitionsmodell der Search Partition Analysis er-
reichte die kombinierte Diskriminanzanalyse der signifikanten Einzelitems hinsichtlich der
Prognose einer späteren Erkrankung in der Validierungsstichprobe zwar die besten Klassifi-
zierungsleistungen, wies jedoch insgesamt die geringste Rate an korrekten (67,5%) und
richtig-negativen Vorhersagen (50%) und zudem eine signifikante Überanpassung des Mo-
dells an die Daten der Berechnungsstichprobe auf, die nur noch von dem Grob-Mengen-
Modell übertroffen wurde.
Demgegenüber klassifizierten die kombinierte Diskriminanzanalyse der Cluster, die schritt-
weise logistische Regressionsanalyse der Einzelitems, das Grob-Mengen-Modell und das
Selektionsmodell über die diagnostischen Effizienzindizes immerhin noch jeweils 70% der
Patienten der Validierungsstichprobe korrekt. Hierbei zeigte jedoch nur die Diskriminanzana-
lyse der Cluster keine signifikante Überanpassung des Modells an die Berechnungsstichpro-
be, die für das Grob-Mengen-Modell, das Diskriminanzmodell der Einzelitems und das Se-
lektionsmodell anhand ‘klassischer’ diagnostischer Effizienzindizes mit signifikanten Unter-
schieden zwischen den Prozentsätzen korrekter Klassifizierungen in Berechnungs- und Vali-
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dierungsstichprobe von 16,67% und 11,67 % am gravierendsten war. Wie auch in der Ver-
gleichsstudie von Hashemi, Jeloosek und Razzaghi (1993) zeigte sich damit das Grob-
Mengen-Modell unter Einbezug der Grenzregion, also unter Nutzung aller verfügbaren Infor-
mation, dem diskriminanzanalytischen Ansatz über die Einzelitems in Hinblick auf die Ge-
samtklassifizierungsleistung in der Validierungsstichprobe überlegen. Dies galt auch für die
Vorhersageleistung in der Gruppe der nicht schizophren erkrankten Patienten, jedoch nicht
in der der später schizophrenen Patienten, für die beide Diskriminanzmodelle dem Grob-
Mengen-Modell überlegen waren. Eine solch bessere Vorhersage negativer Ausgänge durch
das Grob-Mengen-Modell hatten Hashemi, Jeloosek und Razzaghi (1993) ebenfalls gefun-
den.
Die im Vergleich mit den anderen Vorhersagemodellen insgesamt jedoch eher geringe Klas-
sifizierungsleistung des Grob-Mengen-Modells in der Validierungsstichprobe und seine aus-
geprägte Überanpassung an die Daten der Berechnungsstichprobe sind zum Teil sicherlich
erklärbar durch die für methodische Vergleichsstudien relativ kleine Berechnungs- und Vali-
dierungsstichprobe bei einer relativ großen Anzahl von Attributen (bei 72 binären Variablen
bzw. Symptomen sind dies 144 Kausalattribute bzw. Symptomausprägungen) und der dar-
aus resultierenden enormen Zahl von potentiell möglichen Symptommustern. Da die klini-
schen Beobachtungen zu Prodromalstadien zudem nahelegen, daß Prodromalsymptome
nicht nur theoretisch, sondern auch in der Praxis interindividuell stark variieren und zudem im
Verlauf fluktuieren (Birchwood, 1992; Docherty et al., 1978; Jackson et al., 1996; Kloster-
kötter, 1998; McGlashan, 1996; Vaglum, 1996; WHO, 1993; Yung & McGorry, 1996, 1997),
kann angenommen werden, daß diese Heterogenität im vorliegenden Fall dazu geführt hat,
daß auch bei einer Wahl der Voreinstellungen für die ‘rule roughness’ und ‘rule precision’,
die zu der Generierung von eher wenigen, generellen Entscheidungsregeln führt, Artefakte
der Berechnungsstichprobe immer noch einen starken Einfluß auf die Lösung nahmen. D-
bei beeinflussen solche Artefakte nicht nur die Formulierung der einzelnen Entscheidungsre-
geln, sondern darüber hinaus auch die Einschätzung der einzelnen Regelwahrscheinlichkei-
ten und damit die Wahl der anzuwendenden Regel in Fällen, in denen das Symptommuster
eines Patienten mehr als eine Entscheidungsregel erfüllt. Unter diesen Gesichtspunkten er-
staunt nicht die relativ geringe Klassifizierungsleistung des Grob-Mengen-Modells in der Va-
lidierungsstichprobe, sondern vielmehr die Tatsache, daß dieser Ansatz selbst bei einer wie
im vorliegenden Fall relativ kleinen Berechnungsstichprobe immer noch zu einer mit infe-
renzstatistischen Verfahren vergleichbaren oder sogar besseren Vorhersageleistung führt.
Bei einer größeren Stichprobe oder weniger komplexen Daten ist somit der Grob-Mengen-
basierte Ansatz durchaus als echte Alternative zu den herkömmlichen inferenzstatistischen
oder selektiven Ansätzen zu sehen, zumal Grob-Mengen-Modelle die Möglichkeit bieten, aus
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‘Fehlern’ zu lernen, indem sie ihre Regelwahrscheinlichkeiten an neuen Fällen korrigieren
und sich so neuen Gegebenheiten anpassen.
Im Vergleich der beiden inferenzstatistischen Verfahren, der schrittweisen logistischen Re-
gressionsanalyse und der kombinierten schrittweisen und nonparametrischen Diskriminanz-
analyse, zeigte sich erwartungsgemäß der logistische Regressionsansatz dem diskriminanz-
analytischen überlegen (Cook & Goldman, 1984; Jackson, McGorry & Dudgeon, 1995; Mar-
shall et al., 1994). Dies zeigte sich insbesondere in der besseren Klassifizierungsleistung des
logistischen Cluster-Modells gegenüber dem diskriminanzanalytischen Cluster-Modell, die ja
beide dasselbe Cluster, die kognitiven Störungen, beinhalteten. Mit 7,5% mehr richtigen
Klassifizierungen des logistischen Modells, die auf eine bessere Vorhersage negativer Aus-
gänge zurück ging, zeigte sich deutlich, daß in Stichproben mit nicht-normalverteilten Daten
das logistische Regressionsmodell zu verläßlicheren Schätzungen als der diskriminanzana-
lytische Ansatz führt. Gemeinsam ist jedoch beiden Ansätzen, daß sie im Vergleich zu der
Berechnung über die Einzelvariablen insgesamt zu einer besseren Klassifizierungsleistung
tendierten, wenn die Berechnung über zuvor generierte Cluster erfolgte. Hierbei wurde die
Vorhersage einer spätere Schizophrenieentwicklung zuverlässiger von den jeweiligen Einze-
litem-Modellen geleistet, die des Ausbleibens einer Schizophrenie hingegen zuverlässiger
von den jeweiligen Cluster-Modellen. Die Cluster-Modelle wiesen zudem eine verglichen mit
den Einzelvariablen-Modellen deutlich geringere Tendenz zur Überanpassung der Modelle
an die Berechnungsdaten auf und gaben damit eine verläßlichere Schätzung der zu erwar-
tenden Klassifizierungsleistung in der Validierungsstichprobe. Darüber hinaus führte die Be-
rechnung über die Cluster in den jeweiligen Suchoptionen der schrittweisen Diskriminanz-
bzw. Regressionsanalyse, Vorwärts-Suche und Rückwärts-Eliminierung, zu den gleichen
Schätzfunktionen, wohingegen im Falle der schrittweisen logistischen Regression der Einzel-
variablen die beiden Suchoptionen aufgrund der hierbei entstehenden unterschiedlichen
partiellen Korrelationskoeffizienten in differierenden Variablenselektionen mit unterschiedli-
cher Klassifizierungsleistung in der Berechnungsstichprobe resultierten.
Während sich die Klassifizierungsleistungen der ermittelten acht Prognosemodelle mit Pro-
zentsätzen richtiger Vorhersagen von 67,50 bis 77,50% für die gesamte Validierungsstich-
probe und mit 66,67 bis 79,19% für die Gruppe der später schizophren erkrankten Patienten
verhältnismäßig gering und mit 50,00 bis 93,75% für die Gruppe der später nicht in eine
Schizophrenie übergegangenen Patienten schon offenkundiger unterschieden, differierten
ihre Vorhersageleistungen hinsichtlich einzelner Patienten in der Validierungsstichpobe deut-
lich stärker. So wurde nur für weniger als die Hälfte der 40 Patienten (40,00%) von allen acht
Modellen eine zutreffende Prognose hinsichtlich ihres Krankheitsverlaufs, (kein) Übergang in
eine schizophrene Psychose, erstellt. Von diesen 16 Patienten hatten neun im Katamnese-
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zeitraum eine Schizophrenie entwickelt, sieben hingegen nicht. Insgesamt sechs Patienten
der Validierungsstichprobe (15,00%) konnten von keinem der acht Modelle korrekt zugeord-
net werden, wobei hier die Gruppe der Patienten mit einem späteren Übergang in eine Schi-
zophrenie deutlich stärker vertreten war und fünf der sechs insgesamt fehlklassifizierten Pa-
tienten stellte. Damit war bei insgesamt 45% der Patienten die (nicht) korrekte Vorhersage
über ihren späteren Krankheitsverlauf abhängig von der gewählten Methode zur Generierung
des Vorhersagemodells, bei knapp 42% der Patienten mit Übergang in eine schizophrene
Psychose und bei 50% der Patienten ohne Übergang. Diese Zahlen verdeutlichen auf drasti-
sche Weise die Abhängigkeit einer zutreffenden Prognose im Einzelfall von der Wahl des
Vorhersagemodells, die erheblich größer war, als es bei Betrachtung der Klassifizierungslei-
stungen der einzelnen Modelle, die insgesamt nur zu einem Unterschied von 10% in der Ge-
samtklassifizierungsleistung führten, den Anschein hatte.
Aus diesen Zahlen wird auch deutlich, daß besser klassifizierende Verfahren, wie etwa die
logistische Regressionsanalyse oder die Variablenselektion nach diagnostischen Likelihood
Ratios mit anschließender Einführung eines cut-off-Wertes, nicht etwa nur mehr, sondern
auch andere Patienten ihrer jeweiligen Gruppe korrekt zuordnen als Verfahren mit einer
schlechteren Klassifizierungsleistung, wie etwa diskriminanzanalytische Ansätze. So trafen
abgesehen von dem Partitionsmodell und dem Selektionsmodell der diagnostischen Effizien-
zindizes alle anderen sechs Verfahren in der Validierungsstichprobe in einem oder zwei Fäl-
len als jeweils einziges Modell eine falsche Vorhersage und dies mit Ausnahme des diskrimi-
nanzanalytischen Cluster-Modells immer für Patienten mit einer späteren Schizophrenieent-
wicklung. Allerdings prognostizierten das Selektionsmodell nach den positiven diagnosti-
schen Likelihood Ratios bzw. dieses Modell und das logistische Cluster-Modell, die hinsicht-
lich ihrer Gesamtklassifizierungsleistung allen anderen Verfahren überlegen waren, die ab-
hängige Variable auch in den Fällen noch korrekt, in denen (fast) alle anderen Modelle zu ei-
ner falschen Vorhersage kamen, wobei es sich hierbei ausnahmslos um Patienten mit nega-
tivem Ausgang handelte. Diese bessere Klassifizierungsleistung dieser beiden Modelle für
Patienten mit ausbleibender Schizophrenieentwicklung auch in der Einzelfallbetrachtung
paßt sich zwar gut in ihr Gesamtbild ein, doch können entsprechende Schlüsse von der all-
gemeinen Klassifizierungsleistung auf den Einzelfall nicht grundsätzlich gezogen werden. So
gehörten im Falle des diskriminanzanalytischen Einzelvariablen-Modells, das mit zu den ex-
aktesten Vorhersagen für einen positiven Ausgang in der Validierungsstichprobe führte, die
beiden Patienten, für die es als einziges Modell eine falsche Gruppenzuordnung traf, zu
eben dieser Gruppe mit positivem Ausgang.
Die Unterschiede in der individuellen Vorhersageleistung sind wahrscheinlich vor allem da-
auf zurückzuführen, daß das Stadium der Prodromalphase, in dem sich die übergegangenen
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Patienten befanden, nicht bei jedem Patienten das gleiche war und auch nicht ausgeschlos-
sen werden kann, daß sich einige Patienten bei der Index-Untersuchung noch nicht in einem
initialen Prodrom, sondern in einem phänomenologisch ähnlichen, aber spontan vollständig
remittierenden Vorpostensyndrom (Huber, 1995) befanden. So betrug der Zeitraum zwischen
der Index-Untersuchung und der schizophrenen Erstmanifestation in Einzelfällen bis zu 22
Jahren, im Mittel aber nur 5,5 Jahre, was sich gut in Ergebnisse epidemiologischer Untersu-
chungen einpaßt, die eine mittlere Prodromdauer vor schizophrenen Erstmanifestationen von
fünf Jahren ermittelten (Häfner et al., 1995). Darüber hinaus stimmt auch der Prozentsatz
von 20% fehlklassifizierten Patienten mit Übergang in eine schizophrene Psychose in der
Validierungsstichprobe durchaus mit epidemiologischen Befunden überein, die eine sponta-
ne Entwicklung einer schizophrenen Psychose ohne vorheriges initiales Prodrom bei etwa
25% der Patienten mit schizophrener Erstmanifestationen fanden (ebd.). Zukünftige pro-
spektive Langzeitstudien werden zeigen müssen, ob und wie Patienten mit (scheinbar) aku-
tem Krankheitsbeginn im Vorfeld der akuten Psychose erkannt werden können und wie sich
unterschiedliche Stadien eines initialen Prodroms einer Psychose mit hinlänglicher Sicherheit
differenziert erfassen lassen. Während das erste Problem insbesondere durch eine noch
detailliertere Erfassung auch feinster psychopathologischer Auffälligkeiten zu lösen sein
könnte, erfordert das zweite vor allem eine angemessene Analysemethode, die anders als
die inferenzstatistischen und Selektionsverfahren auch Subgruppen zu identifizieren vermag,
wie dies prinzipiell mit Stratifizierungs- und Grob-Mengen-Ansätzen der Fall ist.
Bei der Anwendung jedes mathematischen Verfahrens ist generell jedoch - unabhängig von
dem Ergebnis und dessen (scheinbarer) Güte - von entscheidender Bedeutung, daß die der
jeweiligen Methode zugrunde liegenden Annahmen bei der Auswahl berücksichtigt werden.
So werden in der medizinischen Forschung, in der Kliniker und Statistiker gemeinsam an
Projekten arbeiten und die Hypothesengenerierung, Datenerhebung und Datenauswertung
zumeist in unterschiedlichen Händen liegen, inferenzstatistische Verfahren, insbesondere
(logistische) Regressionsanalysen (Ashby et al., 1992), häufig routinemäßig angewandt, oh-
ne ihre Anwendbarkeit auf die aktuelle Problemstellung zu überprüfen (Appleton, 1995; Har-
rell et al., 1985), was die Gefahr verzerrter und/oder zu Fehlinterpretationen verleitender E-
gebnisse in sich birgt.
Es kann daher als ein Vorteil des Grob-Mengen-Modells als auch von Partitionierungsverfah-
ren betrachtet werden, daß sie auf die Spezifizierung eines immanenten parametrischen
Modells verzichten, das den realen Bedingungen möglicherweise nicht gerecht wird. Kritiker
dieser Ansätze, vor allem der Partitionierungsansätze, führten jedoch genau dieses Fehlen
vorgeschalteter Modellannahmen immer wieder gegen ihre Verwendung ins Feld und wiesen
darauf hin, daß hieraus eine Anfälligkeit für das Generieren verfälschter Beziehungen auf-
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grund von Stichprobenartefakten resultiere (Doyle, 1973; Einhorn, 1972). Dieser Kritik trägt
das hier verwandte Spezialmodell, die Search Partition Analysis, durch seine Grundannahme
gerichteter Zusammenhänge Rechnung, was zudem einem Entstehen gemischter Boolscher
Funktionen vorbeugt, die dem klinischen Urteil zuwider laufen könnten.
Die Möglichkeit, negative Zusammenhänge aufdecken zu können, kann jedoch dann von
Vorteil sein, wenn das Vorliegen einzelner potentiell prädiktiver Variablen in umschriebenen
Risikogruppen zu einer Aufhebung der prädiktiven Aussagekraft einer anderen führt, d.h.
wenn die empirischen Zusammenhänge komplex und nicht zwangsläufig ausschließlich li-
nearer Natur sind. In solchen Fällen ist zu erwarten, daß das Grob-Mengen-Modell eine bes-
sere Abbildung der Realität liefern wird als auf Additivitätsannahmen beruhende selektive
oder inferenzstatistische Verfahren wie etwa Diskriminanz- oder Regressionsanalysen. Die
Additivitätsannahme impliziert, daß die Prädiktorvariablen mit dem Zielkriterium prinzipiell in
einer additiven Form verbunden sind, wenn das Modell in seiner einfachsten Weise formu-
liert wird. Bei einem Vorliegen binärer unabhängiger Variablen mit einer 0/1-Kodierung für die
Ab- bzw. Anwesenheit der Variable bedeutet dies, daß die den einzelnen vorliegenden, 1-
kodierten Variablen zugeschriebenen Gewichte durch das Modell nur aufsummiert werden.
Vereinigungen und Schnittmengen von Bedingungen werden hierbei - anders als in Partitio-
nierungs- und Grob-Mengen-Ansätzen - als wenig relevant für die Vorhersage angesehen
und statt dessen angenommen, daß ein Patient um so wahrscheinlicher erkrankt, je mehr
Symptome er bietet (Harrell et al., 1985). Die logistische Regressionsanalyse läßt zwar auch
die Berücksichtigung von Interaktionen in Form von Kreuz-Produkt-Termen zu, doch bietet
sie keine Möglichkeit relevante Interaktionen zu identifizieren, ohne daß zuvor alle möglichen
Interaktionen als jeweils zusätzliche unabhängige Variable in die Berechnung eingegeben
werden. Dies wird jedoch gerade in klinischen Studien mit nicht frei wählbarer Stichproben-
größe, in denen die Anzahl der vorliegenden Variablen ihre für die Berechnung zulässige
Zahl ohnehin oftmals bereits überschreiten wird, nicht durchführbar sein, so daß bereits im
Vorfeld Hinweise auf relevante Interaktionen, wie sie alternative Verfahren bieten können,
benötigt werden (Lette et al., 1994).
Die Tatsache, daß für die vorliegenden Daten bei der Search Partition Analysis keine Mehr-
variablen-Partitionen gefunden wurden, sowie die vergleichsweise guten Resultate der bei-
den Selektionsmodelle können als Stützung eines additiven Übergangsmodells vom initialen
Prodrom in eine akute schizophrene Erstepisode gewertet werden, in dem die Art und An-
zahl der vorliegenden Variablen bzw. Symptome eine größere Rolle spielen als etwaige In-
teraktionen oder Synergismen zwischen ihnen. Dies würde auch die bessere Vorhersagelei-
stung des logistischen Cluster-Modells erklären, da sich in den alternativen Modellen keine
eindeutigen Hinweise auf relevante Interaktionen von unabhängigen Variablen ergaben, d-
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ren fehlende Berücksichtigung zu einer Minderung der Vorhersageleistung der logistischen
Modelle geführt haben könnte, und damit die modellimmanente Additivitätsannahme keine
Verletzung der realen Gegebenheiten darzustellen scheint.
Die Möglichkeit, wichtige Interaktionen zwischen einzelnen unabhängigen Variablen aufzu-
decken und eventuell vorhandene Subgruppen zu identifizieren, die Partitionierungsansätze
und Grob-Mengen-Modelle im Gegensatz zu den inferenzstatistischen und Selektionsansä-
zen bieten, spricht für ihre gemeinsame Anwendung mit regressionsanalytischen bzw. logi-
stischen Verfahren. Die Search Partition Analyse ist zudem in der Lage, über den ‘balancing
parameter’ g der vorhandenen Randverteilung der abhängigen Variablen in der Berech-
nungsstichprobe von vornherein Rechnung zu tragen, während etwa für die logistische Re-
gressionsanalyse gezeigt werden konnte, daß sie die besten und zuverlässigsten Ergebnisse
nur dann erzielt, wenn die beiden Ausprägungen der abhängigen Variablen in der Berech-
nungsstichprobe etwa gleiche Häufigkeit besitzen (Harrell et al., 1985), wie dies bei der vor-
liegenden Stichprobe der Fall war.
Damit boten die Daten der hier verwandten Stichprobe eine optimale Grundlage für die An-
wendung einer schrittweisen logistischen Regressionsanalyse (Harrell et al., 1985): Es gab
keine Hinweise auf nicht-lineare Beziehungen, auf relevante Interaktionen bestimmter unab-
hängiger Variablen oder auf konfundierende dritte Variablen, die modellimmanente Annahme
einer additiven Beziehung der unabhängigen zu der abhängigen Variable wurde auch durch
die Ergebnisse der anderen Verfahren gestützt, die Randverteilung der abhängigen Variable
war nahezu balanciert, dem Verhältnis von Fällen mit dem Zielkriterium und den in die Analy-
se eingehenden Variablen wurde zumindest nach liberalen Anwendungsrichtlinien Rechnung
getragen (Backhaus et al., 1987), und nicht zuletzt war das Studiendesign der Fragestellung
angemessen, d.h. prospektiv. Vor diesem Hintergrund erscheint die im Vergleich zu fast allen
anderen Modellen bessere Vorhersageleistung des logistischen Cluster-Modells wenig er-
staunlich und bestätigt die Annahme, daß Regressionsmodelle verglichen mit Stratifizie-
rungsmethoden zu prognostischen Schätzungen von vergleichbarer oder sogar besserer
Präzision führen, wenn bei der Analyse die Anwendungsvoraussetzungen hinreichende Be-
achtung fanden (Harrell et al., 1985).
Hinsichtlich der Auswahl der unabhängigen Variablen in den einzelnen Modellen ergaben
sich weitgehende Übereinstimmungen für einen Kernsatz von sieben der insgesamt 23 be-
rücksichtigten Variablen. Die mit 17 aufgenommenen weitaus größte Anzahl von Variablen,
von denen zehn ausschließlich in diesem Modell berücksichtigt wurden, fand Eingang in das
Selektionsmodell der diagnostischen Likelihood Ratios. Dieses Modell schloß zudem als ein-
ziges Variablen ein, die aufgrund ihres geringen Vorkommens nicht in den Häufigkeitsver-
gleichen der Einzelvariablen signifikant geworden waren, aber durchaus noch befriedigende
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positive prädiktive Stärken von ³ 0,67 aufwiesen. Diese Tatsache kann als ein Hinweis dar-
auf gewertet werden, daß die anderen der hier verwandten Methoden möglicherweise dazu
tendieren, die Wichtigkeit seltener, aber dennoch prädiktiver Variablen bei der Prognose zu
unterschätzen.
So testen schrittweise Regressions- und Diskriminanzanalysen den partiellen Einfluß einzel-
ner Variablen auf die Gruppendiskriminierung und tendieren somit zu der Auswahl von Va-
riablen, die auf Einzelitemebene einen deutlichen bzw. signifikanten Häufigkeitsunterschied
in den Gruppen aufweisen. Darüber hinaus bergen sie hinsichtlich der Variablenauswahl die
Gefahr, daß sich ihre Ergebnisse bei einer größeren Zahl von unabhängigen Variablen auf-
grund des Problems multipler Vergleiche nicht replizieren lassen. Dies Problem entspricht
dem multipler paarweiser Gruppenvergleiche bzw. dem multipler Vergleiche mehrerer Bedin-
gungsvariatonen über zwei Gruppen, bei denen ohne eine entsprechende Fehleradjustie-
rung die Wahrscheinlichkeit, daß einige Vergleiche zufällig signifikant werden, mit steigender
Zahl der Vergleiche exponentiell ansteigt.
Bei Regressionsanalysen, bei denen anders als in diskriminanzanalytischen Ansätzen die
unabhängige Variablen als fix, die abhängige hingegen als Zufallsvariable behandelt wird,
tritt zudem ein weiteres Problem auf: die Regression zum Mittelwert (engl.: „regression to the
mean“) und die damit einhergehende sogenannte ‘Schrumpfung’ (engl.: „shrinkage“). Der
Effekt der Regression zum Mittelwert impliziert, daß die zukünftigen Werte der abhängigen
Variablen dazu tendieren, näher als zu erwarten am generellen Mittelwert zu liegen, also in-
dividuelle Unterschiede 'herausgemittelt' werden. Ein klassisches Beispiel von Fisher (1958)
für diesen Effekt in linearen Regressionsmodellen ist die Vererbung der Körpergröße, wobei
gemäß den Vorhersagen der hierbei ermittelten Regressionsgleichung große Väter kleinere
Söhne und kleine Väter größere Söhne haben werden. In der linearen Regressionsanalyse
ist dieser Effekt bei gleich- und normalverteilten Daten abhängig von der Korrelation der V-
riablen und um so größer, je kleiner diese Korrelation z.B. zwischen der Größe des Vaters
und der des Sohnes ist (Copas, 1997). Eine solche Schrumpfung tritt aber nicht nur bei der
linearen Regressionsanalyse auf, sondern wurde auch für logistische Regressionsmodelle
gefunden und stellt vor allem bei kleinen Stichproben und/oder einer zu großen Anzahl von
unabhängigen Variablen ein ernst zu nehmendes Problem dar (ebd.).
Eine Regression zum Mittelwert besteht prinzipiell nicht bei der Verwendung von Grob-
Mengen- und Partitionierungsverfahren und der Selektion nach diagnostischen Gütekriterien,
die grundsätzlich seltene, aber hoch prädiktive Zusammenhänge der unabhängigen Varia-
blen mit der abhängigen Variablen erkennen können und nicht a priori dazu tendieren, sie
als ‘Ausreißer’ zu elimnieren.
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Bei der Selektion nach ‘klassischen’ diagnostischen Effizienzindizes besteht jedoch das Pro-
blem, daß die einzelnen Indizes nicht unabhängig voneinander sind und nur dann insgesamt
hohe oder zumindest zufriedenstellende Werte erreichen werden, wenn das Symptom auch
in 2´ 2-c2-Tests signifikante Häufigkeitsunterschiede in den Gruppen aufweist, da sich die
diagnostischen Effizienzindizes wie auch der 2´2-c2-Test über eine 4-Felder-Tafel ermitteln.
Hierdurch besitzen die diagnostischen Effizienzindizes einen starken Bezug zu statistischen
Verfahren.
Ein weiteres Problem bei der Selektion nach diagnostischen Effizienzindizes stellt das Feh-
len von allgemein gültigen Auswahlkriterien dar und die damit verbundene Unklarheit dar-
über, welchen Indizes bei der Auswahl das größte Gewicht zukommen sollte (Boyko, 1994).
Bei der häufig propagierten alleinigen Betrachtung von Sensitivität und Spezifität unter der
Annahme, daß eine hohe Sensitivität eine hohe Erkrankungswahrscheinlichkeit und eine ho-
he Spezifität eine hohe Wahrscheinlichkeit, nicht zu erkranken, anzeigt (McNeil, Keeler &
Adelstein, 1975; Sackett, 1992), kann es zu drastischen Fehlurteilen kommen, da in der Tat
auch das Gegenteil zutreffend sein kann (Leisenring & Pepe, 1998). Zudem ist eine Ent-
scheidung zwischen zwei Symptomen oder Tests aufgrund der Sensitivität und Spezifität nur
dann eindeutig möglich, wenn sie gleiche Werte für einen der beiden Indizes aufweis n.
Hingegen ist eine Auswahl allein nach positiven und/oder negativen prädiktiven Stärken, die
insbesondere in der Früherkennung eine wichtige Rolle spielen, vor allem in Studien proble-
matisch, die nicht repräsentativ für die Normalpopulation sind und einen starken Selektions-
und/oder Verifizierung-Bias aufweisen (ebd.). Da beide Indizes von der Prävalenz der Er-
krankung in der Berechnungsstichprobe abhängig sind, ist ihre Übertragbarkeit auf andere
Populationen in solchen Fällen nicht gewährleistet. Die Berücksichtigung der positiven prä-
diktiven Stärke bei den hier verwandten Selektionskriterien für die diagnostischen Effizien-
zindizes stellt damit sehr wahrscheinlich eine Ursache der gefundenen signifikanten Übera-
passung des Selektionsmodells an die Daten der Berechnungsstichprobe dar. Dieser An-
nahme entsprechend wurde eine solche Überanpassung an die Berechnungsdaten nicht für
das Selektionsmodell mit alleiniger Berücksichtigung der positiven diagnostischen Likelihood
Ratio gefunden, die unabhängig von der Prävalenz der Erkrankung in der Stichprobe ist.
Während also die Tatsache, daß nur Variablen mit signifikanten Häufigkeitsunterschieden in
den beiden Ausgangsgruppen Aufnahme in das logistische und diskriminanzanalytische Ein-
zelvariablen-Modell sowie das Selektionsmodell über die diagnostischen Effizienzindizes
fanden, aufgrund der ihnen immanenten Selektionsstrategien nicht überrascht, war doch an-
genommen worden, daß die alternativen Ansätze der Partitionierungs- und Grob-Mengen-
Analyse auch Beziehungen und damit Variablen berücksichtigten würden, die in statistische
Modelle im weitesten Sinne nicht eingehen. Dennoch wurden auch in diesen Modellen nur
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Einzelvariablen, die einen signifikanten Häufigkeitsunterschied zwischen den beiden Aus-
gangsalternativen aufwiesen, aufgenommen. Dies erklärt sich bei dem Partitionsmodell nach
der Search Partition Analysis schon allein aus der Tatsache heraus, daß eine der Vorselekti-
on bei den inferenzstatistischen Ansätzen nach signifikanten Häufigkeitsunterschieden der
Einzelvariablen vergleichbare Begrenzung der in die Analyse eingehenden unabhängigen
Variablen aufgrund ihrer Produkt-Moment-Korrelation mit der abhängigen Variable erfolgte.
Hierbei zeigten naturgemäß nur diejenigen unabhängigen Variablen eine hohe Korrelation
mit der abhängigen Variablen, die auch in den Häufigkeitsvergleichen signifikant geworden
waren. Demgegenüber ist bei dem Grob-Mengen-Ansatz der Grund für eine ausschließliche
Aufnahme von im 4-Felder-c2-Test signifikanten Variablen sicherlich in dem Umstand zu se-
hen, daß sowohl sehr selten als auch sehr häufig auftretende Variablen insbesondere bei
der Generierung weniger, genereller Entscheidungsregeln nur wenig diskriminierende Infor-
mation für die Mustererkennung beisteuern können, da ihre Ausprägung in den meisten Fäl-
len ‘nicht vorhanden’, also ‘0’, bzw. ‘vorhanden’, also ‘1’, sein wird.
Die wichtige Rolle, die Variablen mit signifikanter Häufung in der Schizophrenie-Gruppe zu-
kommt, wird auch durch die Auswahl des Clusters ‘Kognitive Störungen’ in den inferenzstati-
stischen Analysen über die zuvor generierten Cluster deutlich: Dieses Cluster beinhaltet mit
einer Ausnahme ausschließlich Variablen mit einer solchen Signifikanz, während alle ande-
ren Cluster vorwiegend oder ausschließlich Variablen ohne signifikanten Häufigkeitsunter-
schied umfassen.
Doch nicht nur vom methodischen Standpunkt aus betrachtet ist die Variablenauswahl plau-
sibel, sondern sie paßt sich darüber hinaus auch inhaltlich gut in die bisherigen Ergebnisse
der Basissymptom-Forschung ein: Gerade solche eher eigenartigen kognitiven Denk- und
Wahrnehmungsstörungen der Stufe 2, wie sie in der älteren Clusterlösung im BSABS-
Subsyndrom ‘Informationsverarbeitungsstörungen’ zusammengefaßt wurden (Klosterkötter et
al., 1996) und hier in die Cluster ‘Kognitive Störungen’ und ‘Wahrnehmungs- und Hand-
lungsstörungen’ eingingen, wurden nicht nur vermehrt retrospektiv für die Zeit vor der Erst-
manifestation einer schizophrenen Psychose berichtet (Klosterkötter, 1992), sie traten
ebenfalls signifikant gehäuft bei Schizophrenen auf in Vergleichen mit psychisch gesunden
Personen (Klosterkötter et al., 1996; Klosterkötter, Gross et al., 1997; Schultze-Lutter & Klo-
sterkötter, 1995), mit Patienten mit Störungen durch psychotrope Substanzen, mit neuroti-
schen, Belastungs- und somatoformen Störungen und mit Persönlichkeitsstörungen (Klo-
sterkötter et al., 1996), mit Personen mit einer leichten geistigen Behinderung (Schultze-
Lutter & Klosterkötter, 1995) und zumindest in Teilen auch in Vergleichen mit Patienten mit
einer affektiven Störung (Bechdolf et al., 1998; Ebel et al., 1989; Klosterkötter et al., 1996)
oder einer Adoleszentenkrise (Resch, 1992). Zudem waren Störungen aus diesem Bereich
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auch signifikant häufiger bei erstgradigen Verwandten von bereits manifest schizophren er-
krankten Personen, die vom Alter her betrachtet noch eine erhöhte Wahrscheinlichkeit für
die Entwicklung einer Psychose besaßen (Häfner et al., 1995), als bei nach Alter, Geschlecht
und Schulbildung gematchten, nicht familiär belasteten psychisch gesunden Kontrollpers-
nen aufgetreten, wobei die Häufigkeit dieser kognitiven und perzeptiven Störungen bei Ver-
wandten zwischen der Schizophrener und der gesunder Kontrollen lag (Klosterkötter, Gross
et al., 1997). Damit scheint diese Symptomgruppe sowohl state- als auch trait-Charakter zu
besitzen, eine Eigenschaft, die ja in besonderem Maße Prodromalsymptomen zugeschrieben
wird (Nuechterlein & Dawson, 1984; Parnas, 1999).
Doch nicht nur in der Basissymptomforschung, sondern auch in anderen Entwicklungsmo-
dellen psychotischer Episoden kommt subklinischen Denk- und Wahrnehmungsstörungen
besonderes Gewicht zu. So finden sie etwa in dem heute weitgehend anerkannten Vulnera-
bilitäts-Streß-Bewältigungsmodell (Nuechterlein, 1987; Nuechterlein & Dawson, 1984;
Nuechterlein & Zaucha, 1990) sowohl unter den schizotypen Persönlichkeitsmerkmalen als
Teil der persönlichen Vulnerabilitätsfaktoren als auch unter den Prodromalsymptomen Be-
rücksichtigung (Klosterkötter, 1996). Und auch in älteren Übergangsmodellen, die zumeist
auf der Basis von Beobachtungen von schizophrenen Patienten und deren Selbstbeschrei-
bungen und weniger auf systematischen Erhebungen und Untersuchungen entstanden,
werden solche kognitiven und perzeptiven Störungen immer wieder beschrieben: Im Über-
gangsmodell von Docherty und Mitarbeitern (1978) werden sie als Folge eher adynamischer,
noch weitestgehend unspezifischer Symptome als Teil der ‘Disinhibition’ und der darauf fol-
genden ‘Psychotic Disorganisation’ angesehen, während sie im Übergangsmodell von
Chapman (1966; McGhie & Chapman, 1961) als primäre, schon spezifische Symptome be-
trachtet werden, die erst die Grundlage für unspezifische, neurotisch anmutende Symptome
sowie akut-psychotische Symptome legen. Damit passen sich die vorliegenden Vorhersage-
modelle hinsichtlich ihrer Variablenauswahl inhaltlich gut in die bisherigen Modellvorstellun-
gen und Ergebnisse zu der Entwicklung schizophrener Episoden ein.
Problematischer als die Variablenauswahl stellt sich die subjektive Beurteilung der generier-
ten Vorhersagemodelle durch Experten auf dem Gebiet der Früherkennung hinsichtlich ihrer
klinischen Plausibilität und Anwendbarkeit dar. Das Grob-Mengen-Modell wurde sowohl im
Hinblick auf seine klinische Plausibilität als auch auf seine Anwendbarkeit von den befragten
Experten mit großer Übereinstimmung am negativsten von allen Vorhersagemodellen be-
wertet. Dies ist sicherlich zum einen dadurch zu erklären, daß die generierten Entschei-
dungsregeln auf den ersten Blick unübersichtlich und teils widersprüchlich erscheinen, da
Teile einer Entscheidungsregel eine eigene Regel mit der Vorhersage eines anderen Aus-
gangs bilden können. Zum anderen sind in den Entscheidungsregeln für eine Prognose der
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Erkrankung auch negative Terme enthalten bzw. in denen für eine Prognose des Ausblei-
bens der Erkrankung auch positive, was der klinischen Vorannahme, daß das Vorliegen ei-
nes Symptoms mit einer größeren Erkrankungswahrscheinlichkeit assoziiert ist, zuwiderläuft.
Dies hatte bereits bei der Entwicklung der Search Partition Analyse zu der Restriktion auf die
Zulassung ausschließlich regulärer Partitionen geführt, wobei jedoch auch die Abwesenheit
einer unabhängigen Variablen als prädiktiv für das Zielkriterium definiert werden kann, wenn
sich entsprechende Zusammenhänge in den Korrelationskoeffizienten abzeichnen (Marshall,
1995).
Dieser Verzicht auf gemischte Boolsche Funktionen, die geringe Zahl von nur vier ausge-
wählten Variablen und die Abwesenheit von Interaktionstermen war vermutlich der Haupt-
grund für die positive Beurteilung des Partitionsmodells hinsichtlich seiner Anwendbarkeit mit
‘Rang 1’ sowohl im Modalwert als auch im Median. Die Vorhersage einer späteren schizo-
phrenen Psychose anhand nur jeweils eines Symptoms führte jedoch wahrscheinlich auch
dazu, daß diesem Modell nur ein mittlerer, fünfter Rang für seine klinische Plausibilität zuge-
wiesen wurde, da hiermit ein initiales schizophrenes Prodrom phänomenologisch eindeutiger
zu erkennen wäre als eine akute schizophrene Psychose, für die nach den allgemeinen A-
Kriterien des DSM-IV (APA, 1994) und nach den ICD-10-Kriterien (WHO, 1993) mindestens
ein eindeutiges oder zwei weniger eindeutig ausgeprägte Symptome vorliegen müssen. Die
‘Diagnose’ eines in der Schizophrenie-Forschung übereinstimmend als wesentlich unspezifi-
scher betrachteten Prodroms auf der Basis nur eines Symptoms erscheint somit vom klini-
schen Standpunkt nach heutigen Erkenntnisse  in der Tat wenig plausibel.
Als wenig klinisch plausibel und ebenfalls wenig anwenderfreundlich wurden neben dem
Grob-Mengen-Modell auch die beiden diskriminanzanalytischen Modelle eingeschätzt, die
auf dem siebenten bzw. sechsten Rang lagen. Dies ist sicherlich in beiden Fällen auf ihre
dimensionale Lösung zurückzuführen, da sich das diskriminanzanalytische Cluster-Modell in
seinen eingeschlossenen Variablen nicht von dem logistischen Cluster-Modell unterscheidet,
aber dennoch in seiner klinischen Plausibilität drei Ränge unterhalb desselben eingestuft
wurde. Die logistischen Modelle ihrerseits wurden ebenfalls insgesamt negativer als die bei-
den Selektionsmodelle und hinsichtlich ihrer Anwendbarkeit auch negativer als das Partiti-
onsmodell beurteilt. Wie auch bei den diskriminanzanalytischen Modellen wurde hierbei das
Cluster-Modell in seiner Anwendbarkeit positiver, in seiner klinischen Plausibilität jedoch ne-
gativer als das Einzelvariablen-Modell bewertet. Der Grund hierfür liegt möglicherweise in der
Tatsache, daß eine unterschiedliche Gewichtung einzelner Symptome und eine damit einher
gehende Rangordnung ihrer ‘Wichtigkeit’ für den Übergang in eine schizophrene Psychose
klinisch sinnvoller erscheint als eine generelle Gewichtung einer Summe von Symptomen,
letzteres aber einfacher zu berechnen ist.
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Sehr positiv wurden in beiden Aspekten die Selektionsmodelle mit Einführung eines cut-off-
Wertes eingestuft, wobei sich die Selektion nach den diagnostischen Effizienzindizes, die zu
der Auswahl von acht Variablen führte, der nach diagnostischen Likelihood Ratios mit 17
ausgewählten Variablen hinsichtlich beider Beurteilungsaspekte überlegen zeigte. Beide
Modelle wurden in ihrer geschätzten Anwenderfreundlichkeit nur noch von dem Partitions-
modell übertroffen, das in seiner ausformulierten Form jedoch starke Ähnlichkeit mit den
Selektionsmodellen aufwies. Hierbei war der zugewiesene mittlere Rang klar von der Anzahl
der aufgenommenen Variablen bestimmt, wobei entsprechend den Vorannahmen die An-
wendbarkeit um so positiver bewertet wurde, je weniger Variablen das Modell enthielt. Dieser
Gesichtspunkt schlug sich vermutlich auch bei der Einschätzung der klinischen Plausibilität
nieder, bei der ebenfalls der weniger umfangreichen Selektion nach den diagnostischen Effi-
zienzindizes der Vorzug gegenüber der umfangreicheren nach der positiven diagnostischen
Likelihood Ratio gegeben wurde, so daß dem Kriterium von ‘mindestens 2 von 8 Sympto-
men’ gegenüber dem von ‘mindestens 3 von 17 Symptomen’ auch vom klinischen Stand-
punkt der Vorzug gegeben wurde - wenn auch weniger deutlich als bei der Anwendbarkeit,
während das von ‘mindestens 1 von 4 Symptomen’ als klinisch eher wenig plausibel einge-
stuft worden war. Die generell positive Beurteilung der Selektionsmodelle ist mutmaßlich z-
dem auch darauf zurück zu führen, daß sie in ihrer Form der Entscheidungsfindung in der
klinischen Praxis am nächsten kommen. So wird im klinischen Alltag die An- bzw. Abwesen-
heit bestimmter als relevant erachteter Symptome oder Risikofaktoren bei der Prognose oder
Diagnose für einen bestimmten Patienten, also eine Strategie des selektiven Ausschlusses
(Koss & Feinstein, 1971), eine größere Rolle spielen als eine Gewichtung einer bestimmten
vorgegebenen Anzahl von Faktoren, also eine Strategie des graduellen Einschlusses (ebd.).
Und auch die heute gültigen Diagnosesysteme, DSM-IV und ICD-10, folgen in der Formulie-
rung ihrer diagnostischen Kriterien der Strategie des selektiven Ausschlusses und tragen
somit dazu bei, entsprechende Entscheidungsregeln als klinisch plausibler erscheinen zu
lassen als etwa inferenzstatistische Modellgleichungen oder die komplexeren Grob-Mengen-
basierten Entscheidungsregeln.
Es darf jedoch nicht außer Acht gelassen werden, daß bei der Bewertung der beiden Selek-
tionsmodelle in ihrer letztendlichen Form ein wichtiger Unterschied zwischen den diagnosti-
schen Effizienzindizes und den diagnostischen Likelihood Ratios nicht zum Tragen kam: Im
Gegensatz zu den diagnostischen Likelihood Ratios geben die diagnostischen Effizienzindi-
zes nur Absolutwerte für die Erkrankungswahrscheinlichkeit an, die die Apriori-
Erkrankungswahrscheinlichkeit nicht berücksichtigen. Es ist aber vom klinischen Standpunkt
aus gesehen kaum vertretbar, anzunehmen, daß etwa das Vorliegen von einem oder mehre-
ren prädiktiven Prodromalsymptomen einer Schizophrenie bei einem Patienten ohne familiä-
164
re Belastung die gleiche Aussagekraft besitzen solle wie bei einem Patienten mit einer fami-
liären Belastung, da bei letzterem das Erkrankungsrisiko in Abhängigkeit zu seinem Ver-
wandtschaftsgrad mit dem bereits erkrankten Angehörigen von vornherein als erhöht be-
trachtet würde (Gottesman, 1991) und dem Vorliegen psychischer Auffälligkeiten ein anderes
‘Gewicht’ bei der klinischen Beurteilung zukäme. Eine solche Verrechnung der Apriori-
Erkrankungswahrscheinlichkeit ermöglichen die diagnostischen Likelihood Ratios, die die
Zunahme der Apriori-Erkrankungswahrscheinlichkeit bei Vorliegen des Symptoms bzw. ihre
Abnahme bei Abwesenheit des Symptoms anzeigen und damit eine Abschätzung des indivi-
duellen Erkrankungsrisikos erlauben, ohne daß die entsprechenden bekannten Risikofakto-
ren in die Berechnung des Vorhersagemodells mit einfließen müssen und möglicherweise
durch hohe Interkorrelationen mit prädiktiven Symptomen zu einem Ausschluß eben dieser
prädiktiven Symptome führen, wie dies etwa bei der logistischen Regressionsanalyse der
Fall sein könnte. Ursprünglich wie die diagnostischen Effizienzindizes als Testgütekriterien
konzipiert, können diagnostische Likelihood Ratios jedoch auch für jedes Vorhersagemodell
angegeben werden und erlauben so theoretisch eine Berücksichtigung der Apriori-
Erkrankungswahrscheinlichkeit für jedes generierte Vorhersage- oder Prognosemodell unab-
hängig von der Art seiner Entstehung - inferenzstatistische Analyse, Vergleich individueller
Datenmuster, Stratifizierung bzw. Partitionierung von Objekten oder Patienten oder Varia-
blenselektion nach bestimmten Kriterien.
Insgesamt belegt die vorliegende Studie die in anderen methodischen Vergleichsstudien
gefundenen Trends für die Klassifizierungsleistung der einzelnen Verfahren und unterstreicht
erneut die wichtige Rolle der schrittweisen logistischen Regressionsanalyse bei der Generie-
rung von reduzierten und damit ökonomischen Vorhersagemodellen für eine dichotome Ziel-
variable, wenn ihren Modellannahmen und Anwendungsvoraussetzungen hinreichend Rech-
nung getragen wird. Dabei zeigte sich eine eventuell notwendige Vorreduktion der Anzahl
der unabhängigen Variablen durch Strukturen-entdeckende Verfahren, wie hier durch eine
hierarchische Clusteranalyse, in Übereinstimmung mit bestehenden Methodenvergleichen
der Vorselektion von Einzelvariablen anhand von Häufigkeitstests überlegen. Bei der Appli-
kation der logistischen Regressionsanalyse ist jedoch zu bedenken, daß sie dazu tendiert,
ihre beste und zuverlässigste Schätzung bei einer balancierten Randverteilung der abhängi-
gen Variablen abzugeben sowie Ausreißer herauszumitteln und damit gerade Extrem- oder
Grenzfälle fehlzuklassifizieren, und daß sie darüber hinaus nicht in der Lage ist, nicht-lineare
Zusammenhänge, die in Form von Interaktions- bzw. Kreuz-Produkt-Termen einen signifi-
kanten Einfluß auf die abhängige Variable haben, oder Subgruppen selbständig aufzudek-
ken. Deshalb ist es vor allem bei einer Vielzahl von unabhängigen Variablen mit noch nicht
hinlänglich gesicherten Erkenntnissen über ihre Beziehungen untereinander und zu der ab-
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hängigen Variable und einer voraussichtlich sehr heterogenen Stichprobe mit einem eher
niedrigen Anteil von Personen mit dem Zielkriterium, wie dies in Studien zur Früherkennung
schizophrener Psychosen meist der Fall sein wird, empfehlenswert, parallel zu der logisti-
schen Regressionsanalyse alternative, nicht an Modellannahmen gebundene Verfahren wie
etwa die (nicht-)hierarchische Partitionierung einzusetzen, um Hinweise auf möglicherweise
relevante Subgruppierungen oder Variableninteraktionen zu erhalten. Dies sollte insbeson-
dere dann geschehen, wenn neben potentiellen Prodromalsymptomen auch überdauernde
Risikofaktoren bzw. Vulnerabilitätsmarker in die Berechnung einfließen, da hierbei zu erwar-
ten ist, daß neben linearen auch anders geartete, etwa exponentielle Zusammenhänge auf-
treten, die die der logistischen Regressionsanalyse immanente Additivitätsannahme verlet-
zen.
Eine Kombination des logistischen und des Partitionierungsansatzes empfiehlt sich auch für
die Datenanalyse von Langzeitstudien mit mehreren Meßzeitpunkten, wobei bei der Auswahl
der Modelle solche berücksichtigt werden sollten, die nicht nur den Ausgang an sich, son-
dern auch den Zeitpunkt seines Eintritts einbeziehen, wie dies etwa das Proportional Hazard
Modell von Cox (1972; Harris & Albert, 1991; Kalbfleisch & Prentice, 1980) oder Survival Re-
gression Trees (LeBlanc & Crowley, 1992; Segal, 1988) tun. Für diese Verfahren konnte im
Vergleich mit der ‘einfachen’ logistischen Regression bzw. der ‘klassischen’ hierarchischen
Partitionierung bereits gezeigt werden, daß die volle Nutzung aller über die verschiedenen
Meßzeitpunkte erhobenen Informationen anstelle der nur binären Information über den Sta-
tus zum Zeitpunkt der letzten Erhebung besonders bei langfristig angelegten Studien zu ei-
ner Verbesserung der Vorhersageleistung führt (Knuiman, Vu & Segal, 1997).
Bestehen im Vorfeld der Analyse jedoch keine empirischen Hinweise auf oder begründete
Vermutungen über die Art der Zusammenhänge zwischen den (un-)abhängigen Variablen,
sollte annahmefreien alternativen Verfahren generell der Vorzug gegenüber der logistischen
Regression gegeben werden. Für Nominaldaten erzielte hierbei ein auf dieses Datenniveau
spezialisierter nicht-hierarchischer Partitionierungsansatz, die Search Partition Analysis
(Marshall, 1995), mit der logistischen Regression von zuvor ermittelten Clustern beinahe ver-
gleichbare Ergebnisse in der Gesamtklassifizierungsleistung bei einer Überlegenheit in der
Vorhersage von Fällen mit positivem Ausgang und insgesamt bessere Ergebnisse als das
logistische Einzelvariablen-Modell. Zudem bot die Search Partition Analysis nach dem hier
vorliegenden erstmaligen Vergleich mit dem ebenfalls verteilungs- und annahmefreien Grob-
Mengen-Modell neben einer besseren Klassifikationsleistung zudem eine höhere Akzeptanz
des Modells für den Einsatz in der klinischen Praxis. Da dieses auf nominale Daten speziali-
sierte Modell außerdem auf die gegen hierarchische Partitionierungsverfahren oftmals an-
geführte Aufsplittung der Stichprobe verzichtet und in jedem Berechnungsschritt auf die ge-
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samte Stichprobe zurückgreift und darüber hinaus die Randverteilung der abhängigen Varia-
ble zu berücksichtigen vermag, erscheint es für den Einsatz gerade bei klinischen Studien
mit beschränkter Stichprobengröße und einem eher selten auftretenden Zielkriterium - wie
etwa der Schizophrenie - gut geeignet.
Sowohl die logistische Regressions- als auch die Search Partition Analyse tendieren jedoch
dazu, ausschließlich auf Variablen zurückzugreifen, die einen signifikanten Häufigkeitsunter-
schied für die abhängige Variable aufweisen, und unterschätzen damit möglicherweise die
Rolle seltener, aber hoch prädiktiver Symptome bei der Vorhersage. Diese finden Berück-
sichtigung bei der Selektion über die positive diagnostische Likelihood Ratio, deren Selekti-
ons-cut-off-Modell neben dem logistischen Cluster-Modell zu der höchsten Gesamtklassifizie-
rungsleistung in der Validierungsstichprobe führte und wie dieses und das Partitionsmodell
keine signifikante Überanpassung an die Daten der Berechnungsstichprobe zeigte. Da die
diagnostischen Likelihood Ratios, ebenso wie Sensitivität und Spezifität, unabhängig von der
Prävalenz des Zielkriteriums in der Stichprobe sind, im Gegensatz zu den diagnostischen Ef-
fizienzindizes aber keine absolute Erkrankungswahrscheinlichkeit, sondern die Erhöhung
bzw. Verringerung der Apriori-Erkrankungswahrscheinlichkeit anzeigen, stehen sie inhaltlich
der klinischen Praxis, insbesondere der Prognostik näher und erlauben auch die Berücksich-
tigung nicht in das Modell aufgenommener Risikofaktoren. Somit bieten sie allgemein eine
bessere Grundlage für die vergleichende Bewertung ermittelter Vorhersagemodelle und kön-
nen möglicherweise verläßlichere Hinweise auf ‘wichtige’ Variablen als die diagnostischen
Effizienzindizes geben. Ob und inwieweit eine Vorauswahl der in Analysen eingehenden un-
abhängigen Variablen nach ihrer diagnostischen Likelihood Ratio anstelle von signifikanten
Häufigkeitsvergleichen zu besseren Vorhersageleistungen führt, werden allerdings zukünfti-
ge Studien zeigen müssen.
Es wird ebenfalls weiterer umfangreicher Studien bedürfen, ehe die hier und in anderen bis-
lang vorliegenden Studien gefundenen Unterschiede in der Klassifikationsleistung der unter-
schiedlichen Verfahren als gesichert angesehen und verläßliche Anwendungsempfehlungen
gegeben werden können. Dabei wäre es schon ein entscheidender Schritt nach vorn, wenn
sich die Unterschiede der Klassifizierungsleistung der einzelnen Vorhersagemodelle in der




In der Medizin findet zunehmend ein Paradigmenwandel von einem kurativen hin zu einem
präventiven Ansatz statt. Dieser generelle Trend beeinflußt in den letzten Jahren verstärkt
auch die psychiatrische Forschung, insbesondere auf dem Gebiet der schizophrenen Er-
krankungen, für die eine oft mehrjährige Prodromalphase vor der Erstmanifestation schon
seit langem bekannt ist. Doch wurde die prodromale Symptomatik einer schizophrenen Stö-
rung über Jahrzehnte generell als zu unspezifisch für die Diagnose und die damit verbunde-
ne Einleitung präventiver Behandlungsmaßnahmen angesehen, wodurch Bemühungen um
eine Früherkennung nur sehr vereinzelt erfolgten. Die Früherkennungsforschung in diesem
Gebiet wurde gleichwohl nicht nur durch das sehr vielfältige psychopathologische Erschei-
nungsbild eines initialen schizophrenen Prodroms erschwert, sondern es standen darüber
hinaus auch lange Zeit kaum adäquate Analysemethoden für die in der psychopathologi-
schen Forschung vorherrschenden Nominaldaten, mit Ausnahme einfacher Häufigkeitsver-
gleiche mittels c2-Tests, zur Verfügung. Während jedoch bei der Entwicklung von nonpara-
metrischen Verfahren zur Bestimmung von Vorhersagemodellen für eine dichotome abhän-
gige Variable in den letzten zwei Jahrzehnten große Fortschritte erzielt wurden und eine
ganze Reihe unterschiedlicher Methoden dem Wissenschaftler heute in gut handhabbarer
Form zur Auswahl stehen, haben sich bisher nur sehr wenige Studien dem Vergleich der
Klassifikations- bzw. Vorhersageleistung dieser Methoden gewidmet.
In der vorliegenden Studie wurden deshalb acht Ansätze zur Generierung von Vorhersage-
modellen bei gleichzeitiger Variablenselektion einander hinsichtlich ihrer Klassifizierungslei-
stung in einer Validierungsstichprobe sowie ihrer klinischen Akzeptanz gegenübergestellt:
· eine kombinierte schrittweise und nonparametrische Diskriminanzanalyse von in c2-
Tests signifkant gewordenen unabhängigen Variablen,
· eine kombinierte schrittweise und nonparametrische Diskriminanzanalyse zuvor über
die unabhängigen Variablen generierter Cluster,
· eine schrittweise logistische Regressionsanalyse von in c2-Tests signifikant geworde-
nen unabhängigen Variablen,
· eine schrittweise logistische Regressionsanalyse zuvor über die unabhängigen Varia-
blen generierter Cluster,
· eine auf dem Grob-Mengen-Modell basierte Analyse,
· ein nicht-hierarchisches Partitionierungsverfahren, die Search Partition Analysis,
· ein auf diagnostischen Effizienzindizes basierender Selektionsansatz mit Einführung
eines cut-off-Wertes und
· ein auf positiven diagnostischen Likelihood Ratios basierender Selektionsansatz mit
Einführung eines cut-off-Wertes.
168
Als Analysegrundlage, randomisiert aufgeteilt in eine 120 Patienten umfassende Berech-
nungs- und eine 40 Patienten umfassende Validierungsstichprobe, dienten die Daten der
weltweit ersten, abgeschlossenen prospektiven Studie zur Früherkennung von Schizophre-
nie anhand 72 feiner, selbst wahrgenommener psychopathologischer Auffälligkeiten, wie sie
detailliert und umfassend mit der ‘Bonner Skala für die Beurteilung von Basissymptomen -
BSABS’ erhoben werden können. Aufgrund der bereits bestehenden Hinweise auf einen di-
rekten Zusammenhang solcher Basissymptome und der Entwicklung einer schizophrenen
Psychose, der nahezu gleichmäßigen Randverteilung der abhängigen Variable ‘Übergang in
eine Schizophrenie’, der Abwesenheit fehlender Werte und nicht zuletzt des der Zielsetzung
der verwandten Methoden angemessenen, prospektiven Designs wurde diese Stichprobe als
gut geeignet für die vorliegende Fragestellung angesehen.
Die Ergebnisse bestätigten weitgehend die bisherigen Befunde methodischer Vergleichsstu-
dien, die ebenfalls nur marginale Unterschiede in der Diskriminationsfähigkeit bzw. Klassifi-
zierungsleistung verschiedener Verfahren fanden: Die kombinierte Diskriminanzanalyse der
Einzelitems zeigte sich infolge der in der schrittweisen Analyse vorausgesetzten, aber feh-
lenden Normalverteilung allen anderen Verfahren in ihrer Klassifizierungsleistung mit 67,5%
korrekter Gruppenzuordnungen in der Validierungsstichprobe unterlegen, die der Cluster j-
doch zumindest der logistischen Regressionsanalyse der Einzelitems, dem Grob-Mengen-
Modell und dem Selektionsmodell der diagnostischen Effizienzindizes ebenbürtig; die Varia-
blenselektion über von der Prävalenz des Zielkriteriums in der Stichprobe unabhängige dia-
gnostische Likelihood Ratios führte zu besseren und verläßlicheren Klassifizierungsleistun-
gen als die über diagnostische Effizienzindizes; und das nicht-hierarchische Partitionsmodell
war dem logistischen Modell der Einzelvariablen, nicht aber dem der Cluster überlegen, das
gemeinsam mit dem Selektionsmodell über die positive diagnostische Likelihood Ratio mit
77,5% zutreffender Vorhersagen für die Validierungsstichprobe zu der besten Klassifizie-
rungsleistung führte und wie diese, das Partitionsmodell und das diskriminanzanalytische
Cluster-Modell keine signifikante Überanpassung an die Daten der Berechnungsstichprobe
zeigte. Die Selektionsmodelle, das Partitionierungsmodell und das logistische Cluster-Modell
fanden zudem auch noch eine zumindest zufriedenstellende klinische Akzeptanz bei den
befragten Experten auf dem Gebiet der Früherkennung schizophrener Psychosen, wobei
insbesondere die Selektionsmodelle sowohl hinsichtlich ihrer klinischen Plausibilität als auch
ihrer Anwendbarkeit besonders positiv beurteilt wurden.
Darüber hinaus zeigte ein Vergleich der Vorhersageleistung der generierten Modelle für die
einzelnen Patienten der Validierungsstichprobe, daß nur 40% von allen Modellen richtig und
ganze 15% von allen falsch klassifiziert wurden, so daß nicht nur für 10%, sondern für 45%
der Patienten die korrekte Vorhersage von dem applizierten Prognosemodell abhängig war.
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Hierbei wurden auch von den beiden am besten klassifizierenden Verfahren, dem logisti-
schen Clustermodell und dem Selektionsmodell der diagnostischen Likelihood Ratios, ein-
zelne Patienten ausschließlich von ihnen fehlklassifiziert.
Im Hinblick auf die Variablenselektion fügten sich alle acht Modelle inhaltlich gut in die be-
stehenden Befunde der Basissymptom-Forschung und in heutige und frühere Entwicklungs-
modelle schizophrener Episoden ein, indem sie vor allem kognitive Denkstörungen, aber
auch Wahrnehmungsstörungen einbezogen. Für die insgesamt berücksichtigten 23 Sym-
ptome ergab sich hierbei ein Kernsatz von sieben kognitiven Denkstörungen, der zumindest
in der Hälfte der Modelle aufgenommen wurde. Allein das mit 17 Variablen umfangreichste
Selektionsmodell über die diagnostischen Likelihood Ratios enthielt dabei Variablen, die kei-
nen signifikanten Häufigkeitsunterschied in der abhängigen Variable geboten hatten, und er-
scheint gleichsam als einziges Modell in der Lage, auch seltene, aber möglicherweise hoch
prädiktive und für eine korrekte Prognose sehr aussagekräftige Symptome zu berücksichti-
gen.
Obwohl somit die vorliegende Studie die in der Literatur beschriebenen Unterschiede der
Vorhersageleistung der untersuchten Methoden weitestgehend bestätigte, wird es noch
weiterer Untersuchungen bedürfen, bis diese Trends als gesichert angesehen und detaillierte
Anwendungsempfehlungen für die Forschungspraxis formuliert werden können. Auch wird
abzuwarten bleiben, ob und inwieweit sich die generierten Modelle an unabhängigen, neu
erhobenen Stichproben bewähren.
Bis dahin sollte den Anwendungsvorausetzungen einzelner Modelle ein hohes Maß an Be-
achtung geschenkt werden, um dem Entstehen verzerrter oder gar fälschlicher Vorhersage-
modelle vorzubeugen. Dabei sollte, wenn Unsicherheit über zugrunde liegende Modellan-
nahmen besteht, auf annahmefreie Verfahren, wie etwa Partitionierungsansätze zurückge-
griffen werden. Eine Berechnung dieser Modelle empfiehlt sich jedoch auch in Kombination
mit logistischen Regressionsanalysen, da sie Hinweise auf mögliche wichtige Interaktionen
von unabhängigen Variablen geben können, die von logistischen Regressionsverfahren nicht
selbständig aufgedeckt werden können.
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ANHANG
ANHANG A:  Bonner Skala für die Beurteilung von Basissymptomen - BSABS (Gross, Hu-




A DYNAMISCHE DEFIZIENZEN MIT DIREKTEN MINUS-SYMPTOMEN
A.1 Erhöhte Erschöpfbarkeit
A.1.1 Körperliche und seelisch-geistige Ermüdung
A.1.2 Erschöpfbarkeit und Ermüdbarkeit mit Indirekten Minus-Symptomen, IMS







A.3 Minderung an Spannkraft, Energie, Ausdauer, ‘Geduld’
A.3.1 Minderung an Spannkraft und Energie
A.3.2 Minderung an Ausdauer und Geduld
A.4 Minderung an Antrieb, Aktivität, Schwung, Elan, Initiative
A.5 Mangelnde Entscheidungsfähigkeit, Entschlußschwäche, Unschlüs-
sigkeit
A.6 Affektive Veränderungen
A.6.1 Veränderungen von Grundstimmung und emotionaler Resonanzfähigkeit
A.6.2 Unfähigkeit zur Diskriminierung verschiedener Gefühlsqualitäten
A.6.3 Abschwächung bejahender Fremdwert- und Sympathiegefühle
A.6.4 Minderung des Kontaktbedürfnisses
A.6.5 Phasenhafte depressive Verstimmungen
Hypomanische bzw. maniforme Phasen ?
Coenästhesien ?
A.7 Störung der Kontaktfähigkeit und des In-Erscheinung-Tretens
A.7.1 Minderung der Kontaktfähigkeit bei vorhandenem Kontaktwunsch
A.7.2 Störung des In-Erscheinung-Tretens
A.8 Minderung der psychischen Belastungsfähigkeit gegenüber bestimm-
ten Stressoren






A.8.2 ... gegenüber bestimmten alltäglichen, primär affektiv neutralen sozialen
Situationen
s1: Unterhaltung, Besuche
s2: Gegenwart zu vieler Menschen, "Trubel", "Rummel", Kaufhäuser
s3: Optische und/oder akustische Stimulation
s4: Andere Situationen?
A.8.3 ... gegenüber Arbeit unter Zeitdruck und/oder rasch wechselnden unter-
schiedlichen Anforderungen
A.8.4 Unfähigkeit, die Aufmerksamkeit zu spalten
B DYNAMISCHE DEFIZIENZEN MIT INDIREKTEN MINUS-SYMPTOMEN
B.1 Minderung der psychischen Belastungsfähigkeit gegenüber bestimm-
ten Stressoren
B.1.1 ... gegenüber körperlicher und/oder psychischer arbeitsmäßiger Beanspru-
chung






B.1.2 ... gegenüber ungewöhnlichen, unerwarteten, besonderen, neuen Anforde-
rungen






B.1.3 ... gegenüber bestimmten alltäglichen, primär affektiv neutralen sozialen
Situationen
s1: Unterhaltung, Besuche
s2: Gegenwart zu vieler Menschen, "Trubel", "Rummel", Kaufhäuser
s3: Optische und/oder akustische Stimulation
s4: Andere Situationen?










B.1.4 ... gegenüber Arbeit unter Zeitdruck und/oder rasch wechselnden unter-
schiedlichen Anforderungen













B.1.6 ... gegenüber emotional affizierenden Ereignissen mit IMS obligat und ge-
wöhnlich ausschließlich in Form von Coenästhesien
B.2 Erhöhte Beeindruckbarkeit; erhöhte Erregbarkeit
B.2.1 Erhöhte Beeindruckbarkeit durch alltägliche Ereignisse





B.2.2 Erhöhte Beeindruckbarkeit durch Verhaltensweisen anderer, die die Per-
son persönlich betreffen









B.2.3 Erhöhte Beeindruckbarkeit durch ‘fremdes Leid’





B.2.4 Erhöhte Erregbarkeit und Reizbarkeit
B.3 Erhöhte Reflexivität, Zwang, Phobie, autopsychische Depersonalisati-
on





C KOGNITIVE DENK-, WAHRNEHMUNGS- UND HANDLUNGSSTÖRUNGEN
C.1 Kognitive Denkstörungen
C.1.1 Gedankeninterferenz




C.1.4 Blockierung des jeweiligen Gedankenganges
s1: Reine Blockierung
s2: Reines Fading
s3: Gedankenschwund und -interferenz simultan
s4: Gedankenblockierung und -interferenz sukzessiv
s5: ‘Fadenverlieren’
C.1.5 Störung der Konzentrationsfähigkeit
C.1.6 Störung der rezeptiven Sprache
s1: Visuell
s2: Akustisch
C.1.7 Störung der expressiven Sprache
C.1.8 Störung des unmittelbaren Behaltens
C.1.9 Störung des Kurzzeitgedächtnisses





C.1.11 Nicht (unter C.1.8 .- 10.) rubrizierbare Gedächtnisstörungen
C.1.12 Verlangsamung und Erschwerung der Denkvorgänge
C.1.13 Störung der Denkinitiative und gedankliche Intentionalität
C.1.14 Störung der Revisualisation (der Vorstellung vertrauter Dinge)
C.1.15 Störung der Diskriminierung von Vorstellungen und Wahrnehmungen bzw.
von Phantasie- und Erinnerungsvorstellungen
s1: Von Vorstellungen und Wahrnehmungen
s2: Von Phantasie- und Erinnerungsvorstellungen
C.1.16 Störung der Symbolerfassung (Konkretismus)
C.1.17 ‘Subjekt-Zentrismus’ - Eigenbeziehungstendenz
C.2 Kognitive Wahrnehmungsstörungen




C.2.2 Lichtüberempfindlichkeit, Überempfindlichkeit gegenüber bestimmten visu-
ellen Reizen; Photopsien
s1: Überempfindlichkeit gegen Licht oder visuelle Reize
s2: Photopsien
C.2.3 Andere optische Wahrnehmungsstörungen
s1: Porropsie (Fernsehen), Nahsehen
s2: Mikro- und Makropsien
s3: Metamorphosie
s4: Veränderungen des Farbensehens, Farbigsehen
s5: Wahrnehmungsveränderungen an Gesicht und/oder Gestalt an-
derer
s6: Wahrnehmungsveränderungen am eigenen Gesicht
s7: Scheinbewegungen von Wahrnehmungsobjekten
s8: Doppelt-, Schief-, Schräg- und Verkehrtsehen
s9: Störungen der Schätzung von Entfernungen, Größe von Gege-
ständen
s10: Auflösung der Geradlinigkeit gegenständlicher Konturen
s11: Dysmegalopsien






s1: Geräusche, Lärm, allgemein akustische Reize
s2: Akoasmen
C.2.5 Veränderungen von Gehörswahrnehmungen
s1: Intensität/Qualität
s2: Abnorm langes Haften akustischer Reize, nachträgliches Hören
von Geräuschen





C.2.7 Störung der Erfassung der Bedeutung von Wahrnehmungen
C.2.8 Sensorische Überwachheit
C.2.9 Fesselung (Bannung) durch Wahrnehmungsdetails
C.2.10 Störungen der Kontinuität der Wahrnehmung der eigenen Handlungen
C.2.11 Derealisation
s1: Einbuße an Physiognomierung, Entfremdung der Wahrneh-
mungswelt
s2: Zunahme der Physiognomierung
C.3 Kognitive Handlungs- (Bewegungs-) Störungen
C.3.1 Motorische Interferenz; Automatosesyndrom
C.3.2 Motorische Blockierung, Bannungszustände (Starre)
C.3.3 Verlust automatisierter Fertigkeiten (Automatismenverlust)
C.3.4 Psychomotorische Verlangsamung, Störung der psychomotorischen Orga-
nisation der Sprache
s1: Verlangsamung psychomotorischer Abläufe
s2: Verlangsamung des Sprechens
C.3.5 Selbst wahrgenommene Bewegungsstörungen i.S. extrapyramidal ausse-
hender und ticartiger Hyperkinesen
D COENÄSTHESIEN
D.1 Taubheits- und Steifigkeitsempfindungen
D.1.1 Entfremdungserlebnisse am eigenen Körper - somatopsychische Deperso-
nalisation
D.2 Sensationen motorischer Schwäche ("Lähmungssensationen")








D.7 Bewegungs-, Zug- und Druckempfindungen im Körperinneren
und/oder an der Körperoberfläche
D.8 Sensationen abnormer Leere, Leichtigkeit und Schwere, Fall- und
Sink-, Levitations- und Elevationsphänomene
D.9 Sensationen der Verkleinerung, Schrumpfung und Einschnürung, der
Vergrößerung und Ausdehnung
D.10 Kinästhetische Sensationen
D.11 Sog. Vestibuläre Sensationen; qualitativ eigenartige Raumsinn- und
Gleichgewichtsstörungen
D.12 Sensorisch und sensibel ausgelöste Mißempfindungen
D.13 Nicht rubrizierbare Coenästhesien
D.14 Dysästhetische Krisen
D.15 Paroxysmale (nicht psycho-reaktive, endogene) Angstzustände ohne
Coen-ästhesien und ohne zentral-vegetative Störung
E ZENTRAL-VEGETATIVE STÖRUNGEN INCL. SCHLAFSTÖRUNGEN UND
INTOLERANZ GEGEN BESTIMMTE SUBSTANZEN
E.1 Zentral-vegetative Störungen




E.1.2 Vasomotorische Störungen; Störungen der Thermoregulation
s1: Vasomotorische Störungen
s2: Thermoregulation (v.a. Kältezittern)
E.1.3 Übelkeit, Brechreiz und Erbrechen; Aufstoßen





s5: Suchtähnlicher Nikotin- und Alkoholabusus
s6: Ostipation, Diarrhoe
E.1.5 Veränderung von Libido und Potenz, Menstruationsstörungen





s2: Steigerung der Libido
s3: Verlust der Potenz
s4: Menstruationsstörungen




s4: ‘Symptom der widerspenstigen Haare’
E.1.7 Polyurie, Nykturie, Oligurie, Urininkontingenz/-retention; Harn- und
Stuhlzwang




E.2.3 Durchschlafstörungen i.S. von Früherwachen
E.2.4 Kombinierte Einschlaf- und Durchschlafstörungen
E.2.5 Schlafinversion (-umkehr). Abnorm tiefer und langer Schlaf
E.3 Intoleranz gegen Alkohol, Coffein, Nikotin u.a. Substanzen
E.3.1 Intoleranz gegen Alkohol






E.3.2 Intoleranz gegen Coffein (Kaffee, Tee)






E.3.3 Intoleranz gegen Nikotin










E.3.4 Intoleranz gegen bestimmte Speisen und Getränke oder bestimmte andere
Substanzen








F.2 Bestreben, die selbst wahrgenommenen Basissymptome durch be-
stimmte Verhaltensweisen zu kompensieren
F.3 Gewöhnung und/oder Anpassung an die Erkrankung
F.4 Bemühungen, die Basissymptome durch willensmäßige Anstrengung
zu kompensieren
F.5 Versuch, bestimmte Funktionen oder Verhaltensweisen zu trainieren
F.6 ‘Selbstbehandlung’ mit Alkohol, Medikamenten u.ä.
?: 2 = Basissymptom vorhanden;
1 = Basissymptom fraglich vorhanden;
0 = Basissymptom nicht vorhanden
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A / B DYNAMISCHE DEFIZIENZEN
A.6.1 Veränderungen von Grundstimmung und emotionaler Resonanzfähigkeit
A.6.2 Unfähigkeit zur Diskriminierung verschiedener Gefühlsqualitäten
A.6.4 Minderung des Kontaktbedürfnisses
A.7.1 Minderung der Kontaktfähigkeit bei vorhandenem Kontaktwunsch
A.7.2 Störung des In-Erscheinung-Tretens
A.8.1 +
B.1.2
Minderung der psychischen Belastungsfähigkeit gegenüber ung wöhnli-
chen, unerwarteten, besonderen, neuen Anforderungen
A.8.2 +
B.1.3
Minderung der psychischen Belastungsfähigkeit gegenüber bestimmten
alltäglichen, primär affektiv neutralen sozialen Situationen
A.8.3 +
B.1.4
Minderung der psychischen Belastungsfähigkeit gegenüber Ar it unter
Zeitdruck und/oder rasch wechselnden unterschiedlichen Anforderungen
B.1.1 Minderung der psychischen Belastungsfähigkeit gegenüber körperlicher
und/oder psychischer arbeitsmäßiger Beanspruchung
A.8.4 Unfähigkeit, die Aufmerksamkeit zu spalten
B.2.1 Erhöhte Beeindruckbarkeit durch alltägliche Ereignisse
B.2.2 Erhöhte Beeindruckbarkeit durch Verhaltensweisen anderer, die die Per-
son persönlich betreffen
B.2.3 Erhöhte Beeindruckbarkeit durch ‘fremdes Leid’
C.1 Kognitive Denkstörungen
C.1.1 Gedankeninterferenz
C.1.2 s1: Zwangähnliches Perseverieren zurückliegender Vorgänge
C.1.3 Gedankendrängen, Gedankenjagen
C.1.4 Blockierung des jeweiligen Gedankenganges
C.1.5 Störung der Konzentrationsfähigkeit
C.1.6 Störung der rezeptiven Sprache
C.1.7 Störung der expressiven Sprache
C.1.8 Störung des unmittelbaren Behaltens
C.1.9 Störung des Kurzzeitgedächtnisses
C.1.10 Besonders strukturierte Störungen des Langzeitgedächtnisses
C.1.12 Verlangsamung und Erschwerung der Denkvorgänge
C.1.13 Störung der Denkinitiative und gedankliche Intentionalität
C.1.15 Störung der Diskriminierung von Vorstellungen und Wahrnehmungen bzw.





C.1.16 Störung der Symbolerfassung (Konkretismus)
C.1.17 ‘Subjekt-Zentrismus’ - Eigenbeziehungstendenz
C.2 Kognitive Wahrnehmungsstörungen
C.2.1 s1: Verschwommen-, Trübsehen
C.2.1 s3: Partielles Sehen
C.2.2 s1: Überempfindlichkeit gegen Licht oder visuelle Reize
C.2.2 s2: Photopsien
C.2.3 s1: Porropsie (Fernsehen), Nahsehen
C.2.3 s2: Mikro- und Makropsien
C.2.3 s3: Metamorphosie
C.2.3 s4: Veränderungen des Farbensehens, Farbigsehen
C.2.3 s5: Wahrnehmungsveränderungen an Gesicht und/oder Gestalt an-
derer
C.2.3 s6: Wahrnehmungsveränderungen am eigenen Gesicht
C.2.3 s7: Scheinbewegungen von Wahrnehmungsobjekten
C.2.3 s8: Doppelt-, Schief-, Schräg- und Verkehrtsehen
C.2.3 s9: Störungen der Schätzung von Entfernungen, Größe von Gege-
ständen
C.2.3 s10: Auflösung der Geradlinigkeit gegenständlicher Konturen
C.2.3 s12: Abnorm langes Haften optischer Reize, nachträgliches Sehen
C.2.4 s1: Geräusche, Lärm, allgemein akustische Reize
C.2.4 s2: Akoasmen
C.2.5 s1: Intensität/Qualität
C.2.5 s2: Abnorm langes Haften akustischer Reize, nachträgliches Hören
C.2.6 Wahrnehmungsveränderungen auf olfaktorischem, gustatorischem oder
sensiblem Gebiet
C.2.8 Sensorische Überwachheit
C.2.9 Fesselung (Bannung) durch Wahrnehmungsdetails
C.3 Kognitive Handlungs- (Bewegungs-) Störungen
C.3.1 Motorische Interferenz; Automatosesyndrom
C.3.2 Motorische Blockierung, Bannungszustände (Starre)
C.3.3 Verlust automatisierter Fertigkeiten (Automatismenverlust)
D COENÄSTHESIEN





D.1.1 Entfremdungserlebnisse am eigenen Körper - somatopsychische Deperso-
nalisation
D.2 Sensationen motorischer Schwäche ("Lähmungssensationen")




D.7 Bewegungs-, Zug- und Druckempfindungen im Körperinneren
und/oder an der Körperoberfläche
D.8 Sensationen abnormer Leere, Leichtigkeit und Schwere, Fall- und
Sink-, Levitations- und Elevationsphänomene
D.9 Sensationen der Verkleinerung, Schrumpfung und Einschnürung, der
Vergrößerung und Ausdehnung
D.10 Kinästhetische Sensationen
D.11 Sog. Vestibuläre Sensationen; qualitativ eigenartige Raumsinn- und
Gleichgewichtsstörungen
D.14 Dysästhetische Krisen
?: 2 = Basissymptom vorhanden;
1 = Basissymptom fraglich vorhanden;
0 = Basissymptom nicht vorhanden
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A / B DYNAMISCHE DEFIZIENZEN
A.5 Mangelnde Entscheidungsfähigkeit, Entschlußschwäche, Unschlüs-
sigkeit
A.6.1 Veränderungen von Grundstimmung und emotionaler Resonanzfähigkeit
A.6.2 Unfähigkeit zur Diskriminierung verschiedener Gefühlsqualitäten
A.6.3 Abschwächung bejahender Fremdwert- und Sympathiegefühle
A.6.4 Minderung des Kontaktbedürfnisses
A.7.1 Minderung der Kontaktfähigkeit bei vorhandenem Kontaktwunsch
A.7.2 Störung des In-Erscheinung-Tretens
A.8.1 +
B.1.2
Minderung der psychischen Belastungsfähigkeit gegenüber ung wöhnli-
chen, unerwarteten, besonderen, neuen Anforderungen
A.8.2 +
B.1.3
Minderung der psychischen Belastungsfähigkeit gegenüber bestimmten
alltäglichen, primär affektiv neutralen sozialen Situationen
A.8.3 +
B.1.4
Minderung der psychischen Belastungsfähigkeit gegenüber Ar it unter
Zeitdruck und/oder rasch wechselnden unterschiedlichen Anforderungen
B.1.1 Minderung der psychischen Belastungsfähigkeit gegenüber körperlicher
und/oder psychischer arbeitsmäßiger Beanspruchung
A.8.4 Unfähigkeit, die Aufmerksamkeit zu spalten
B.2.1 Erhöhte Beeindruckbarkeit durch alltägliche Ereignisse
B.2.2 Erhöhte Beeindruckbarkeit durch Verhaltensweisen anderer, die die Per-
son persönlich betreffen
B.2.3 Erhöhte Beeindruckbarkeit durch ‘fremdes Leid’





C.1.2 s1: Zwangähnliches Perseverieren zurückliegender Vorgänge
C.1.3 Gedankendrängen, Gedankenjagen
C.1.4 Blockierung des jeweiligen Gedankenganges
C.1.5 Störung der Konzentrationsfähigkeit
C.1.6 Störung der rezeptiven Sprache
C.1.7 Störung der expressiven Sprache
C.1.8 Störung des unmittelbaren Behaltens





C.1.10 Besonders strukturierte Störungen des Langzeitgedächtnisses
C.1.12 Verlangsamung und Erschwerung der Denkvorgänge
C.1.13 Störung der Denkinitiative und gedankliche Intentionalität
C.1.15 Störung der Diskriminierung von Vorstellungen und Wahrnehmungen bzw.
von Phantasie- und Erinnerungsvorstellungen
C.1.16 Störung der Symbolerfassung (Konkretismus)
C.1.17 ‘Subjekt-Zentrismus’ - Eigenbeziehungstendenz
C.2 Kognitive Wahrnehmungsstörungen
C.2.1 s1: Verschwommen-, Trübsehen
C.2.1 s3: Partielles Sehen
C.2.2 s1: Überempfindlichkeit gegen Licht oder visuelle Reize
C.2.2 s2: Photopsien
C.2.3 s1: Porropsie (Fernsehen), Nahsehen
C.2.3 s2: Mikro- und Makropsien
C.2.3 s3: Metamorphosie
C.2.3 s4: Veränderungen des Farbensehens, Farbigsehen
C.2.3 s5: Wahrnehmungsveränderungen an Gesicht und/oder Gestalt an-
derer
C.2.3 s6: Wahrnehmungsveränderungen am eigenen Gesicht
C.2.3 s7: Scheinbewegungen von Wahrnehmungsobjekten
C.2.3 s8: Doppelt-, Schief-, Schräg- und Verkehrtsehen
C.2.3 s9: Störungen der Schätzung von Entfernungen, Größe von Gege-
ständen
C.2.3 s10: Auflösung der Geradlinigkeit gegenständlicher Konturen
C.2.3 s12: Abnorm langes Haften optischer Reize, nachträgliches Sehen
C.2.4 s1: Geräusche, Lärm, allgemein akustische Reize
C.2.4 s2: Akoasmen
C.2.5 s1: Intensität/Qualität
C.2.5 s2: Abnorm langes Haften akustischer Reize, nachträgliches Hören
von  Geräuschen
C.2.6 Wahrnehmungsveränderungen auf olfaktorischem, gustatorischem oder
sensiblem Gebiet
C.2.8 Sensorische Überwachheit
C.2.9 Fesselung (Bannung) durch Wahrnehmungsdetails






C.3 Kognitive Handlungs- (Bewegungs-) Störungen
C.3.1 Motorische Interferenz; Automatosesyndrom
C.3.2 Motorische Blockierung, Bannungszustände (Starre)
C.3.3 Verlust automatisierter Fertigkeiten (Automatismenverlust)
D COENÄSTHESIEN
D.1 Taubheits- und Steifigkeitsempfindungen
D.1.1 Entfremdungserlebnisse am eigenen Körper - somatopsychische Deperso-
nalisation
D.2 Sensationen motorischer Schwäche ("Lähmungssensationen")




D.7 Bewegungs-, Zug- und Druckempfindungen im Körperinneren
und/oder an der Körperoberfläche
D.8 Sensationen abnormer Leere, Leichtigkeit und Schwere, Fall- und
Sink-, Levitations- und Elevationsphänomene
D.9 Sensationen der Verkleinerung, Schrumpfung und Einschnürung, der
Vergrößerung und Ausdehnung
D.10 Kinästhetische Sensationen
D.11 Sog. Vestibuläre Sensationen; qualitativ eigenartige Raumsinn- und
Gleichgewichtsstörungen
D.14 Dysästhetische Krisen
?: 2 = Basissymptom vorhanden;
1 = Basissymptom fraglich vorhanden;
0 = Basissymptom nicht vorhanden
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ANHANG D:  Beurteilungsbogen für Entscheidungsregeln
Im folgenden sind acht Varianten zur Vorhersage von schizophrenen Ersterkrankungen auf-
geführt. Bitte schauen Sie sie sich genau an und beurteilen Sie sie auf der Grundlage Ihrer
bisherigen klinischen Erfahrungen im Hinblick auf zwei Fragen:
1.  Wie plausibel erscheinen die Lösungen inhaltlich für die Vorhersage einer schizophrenen
Erstepisode?
2.  Wenn Sie selbst eine der Lösungen in der klinischen Praxis verwenden müßten, welche
würden Sie auswählen?
Bitte bringen Sie die Lösungen in eine entsprechende Rangordnung mit
Plausibilität: 1=plausibelste Lösung, 2=zweitplausibelste Lösung, ......, 8=am wenigsten
plausible Lösung
Anwendbarkeit: 1=meine erste Wahl, 2=meine zweite Wahl, ......, 8=meine letzte Wahl
Beachte: Basieren die Vorhersagealgorithmen auf mathematischen Formeln, so nimmt ein







Die Wahrscheinlichkeit für eine späteren schizophrenen Erkrankung be-
trägt 1/1+e(-1 x (0.9682 x [die Anzahl der von den folgenden 9 Symptomen vorhandenen: ‘Unfähigkeit, die
Aufmerksamkeit zu spalten’, ‘Gedankeninterferenz’, ‘Gedankendrängen, -jagen’, ‘Gedankenblockierung’, ‘Störung
der rezeptiven Sprache’, ‘Störung der expressiven Sprache’, ‘Störung der Symbolerfassung’, ‘Eigenbeziehungsten-
denz’, ‘Fesselung durch Wahrnehmungsdetails’] - 1,4569)). Ist die Wahrscheinlichkeit größer
als 0,5 wird eine spätere schizophrene Erkrankung vorhergesagt.
Eine schizophrene Erkrankung wird vorhergesagt, wenn mindestens 2
der folgenden 8 Symptome vorhanden sind: ‘Unfähigkeit, die Aufmerk-
samkeit zu spalten’, ‘Gedankeninterferenz’, ‘zwangähnliches Perseverie-
ren von Denkinhalten’, ‘Gedankendrängen, -jagen’, ‘Gedankenblocki-
rung’, ‘Störung der rezeptiven Sprache’, ‘Eigenbeziehungstendenz’, ‘De-
realisation’.
Wenn entweder ‘Gedankeninterferenz’, ‘zwangähnliches Perseverieren
von Denkinhalten’, ‘Gedankendrängen, -jagen’   und/oder ‘Störung der
rezeptiven Sprache’ vorhanden ist, wird eine schizophrene Erkrankung








Eine schizophrene Erkrankung wird vorhergesagt, wenn mindestens 3
der folgenden 17 Symptome vorhanden sind: ‘Unfähigkeit, die Aufmerk-
samkeit zu spalten’, ‘Gedankeninterferenz’, ‘Gedankendrängen, -jagen’,
‘Störung der rezeptiven Sprache’, ‘Störung der Diskriminierung von Vor-
stellungen und Wahrnehmungen bzw. Phantasie- und Erinnerungsvor-
stellungen’, ‘Eigenbeziehungstendenz’, ‘Lichtüberempfindlichkeit’, ‘Pho-
topsien’, ‘Porropsie, Nahsehen’, ‘Mikropsie, Makropsie’, ‘Wahrneh-
mungsveränderungen am eigenen Gesicht’, ‘Scheinbewegungen von
Wahrnehmungsobjekten’, ‘Störung der Schätzung von Entfernungen und
Größen von Gegenständen’, ‘abnorm langes Haften optischer Reize’,
‘Wahrnehmungsveränderungen auf olfaktorischem, gustatorischem oder
taktilem Gebiet’, ‘sensorische Überwachheit’, ‘Verlust automatisierter
Fertigkeiten’.
Eine spätere schizophrene Erkrankung wird vorhergesagt, wenn der Dis-
kriminanzwert [= konstantes Glied + Diskriminanzkoeffizient x (die Anzahl
der von den folgenden 9 Symptomen vorhandenen: ‘Unfähigkeit, die
Aufmerksamkeit zu spalten’, ‘Gedankeninterferenz’, ‘Gedankendrängen,
-jagen’, ‘Gedankenblockierung’, ‘Störung der rezeptiven Sprache’, ‘Stö-
rung der expressiven Sprache’, ‘Störung der Symbolerfassung’, ‘Eigen-
beziehungstendenz’, ‘Fesselung durch Wahrnehmungsdetails’)] näher an
dem Gruppencentroid von 0,723 als am Gruppencentroid von -0,612
liegt.
Eine spätere schizophrene Erkrankung wird vorhergesagt, wenn der Dis-
kriminanzwert [= konstantes Glied + Diskriminanzkoeffizient1 x ‘zwan-
gähnliches Perseverieren von Denkinhalten’ + Diskriminanzkoeffizient2 x
‘Gedankendrängen, -jagen’ + Diskriminanzkoeffizient3 x ‘Störung der re-
zeptiven Sprache’ + Diskriminanzkoeffizient4 x ‘Wahrnehmungsverände-
rungen am eigenen Gesicht’] im 4-dimensionalen Raum näher an dem
Gruppencentroid der später schizophrenen Gruppe als am Gruppencen-
troid der später nicht schizophrenen Gruppe liegt.
Die Wahrscheinlichkeit für eine späteren schizophrenen Erkrankung be-
trägt 1/1+e(-1 x (1,2951 x ‘zwangähnliches Perseverieren von Denkinhalten’ + 2,0743 x ‘Gedankendrängen, -
jagen’ + 2,2148 x ‘Störung der rezeptiven Sprache’ + 1,7343 x ‘Wahrnehmungsveränderungen am eigenen Gesicht’ -








Eine schizophrene Erkrankung wird vorhergesagt, wenn
‘Gedankeninterferenz’ vorhanden und ‘Gedankendrängen, -jagen’ vor-
handen oder
 ‘Gedankendrängen, -jagen’ vorhanden und ’Gedankenblockierungen’
vorhanden oder
‘Gedankeninterferenz’ vorhanden und ‘Gedankenblockierungen’ nicht
vorhanden und ‘Eigenbeziehungstendenz’ nicht vorhanden oder
‘zwangähnliches Perseverieren von Denkinhalten’ nicht vorhanden und
‘Störung der rezeptiven Sprache’ vorhanden o r
‘zwangähnliches Perseverieren von Denkinhalten’ nicht vorhanden und
‘Eigenbeziehungstendenz’ vorhanden oder
‘zwangähnliches Perseverieren von Denkinhalten’ vorhanden und ‘Ei-
genbeziehungstendenz’ nicht vorhanden oder
‘Gedankeninterferenz’ nicht vorhanden und ’zwangähnliches Perseverie-
ren von Denkinhalten’ vorhanden
Eine schizophrene Entwicklung wird ausgeschlossen, wenn
‘Gedankeninterferenz’ vorhanden und ’zwangähnliches Perseverieren
von Denkinhalten’ vorhanden und ‘Gedankenblockierungen’ nicht vor-
handen und ’Störung der rezeptiven Sprache’ nicht vorhanden und ’Ei-
genbeziehungstendenz’ vorhanden oder
‘Gedankendrängen, -jagen’ nicht vorhanden und ’Gedankenblockierun-
gen’ vorhanden und ’Störung der rezeptiven Sprache’ vorhanden und
’Eigenbeziehungstendenz’ nicht vorhanden o r
‘Gedankeninterferenz’ vorhanden und ’zwangähnliches Perseverieren
von Denkinhalten’ vorhanden und ’Gedankendrängen, -jagen’ nicht vor-
handen und ‘Eigenbeziehungstendenz’ nicht vorhanden oder
‘Gedankeninterferenz’ nicht vorhanden und ‘Gedankendrängen, -jagen’
nicht vorhanden und ’Gedankenblockierungen’ nicht vorhanden und ’Stö-
rung der rezeptiven Sprache’ nicht vorhanden und ’Eigenbeziehungsten-
denz’ nicht vorhanden oder
 ‘zwangähnliches Perseverieren von Denkinhalten’ nicht vorhanden und
’Gedankendrängen, -jagen’ nicht vorhanden und ‘Störung der rezeptiven
Sprache’ nicht vorhanden und ’Eigenbeziehungstendenz’ nicht vorhan-
den oder
‘Gedankeninterferenz’ nicht vorhanden und ’zwangähnliches Perseverie-
ren von Denkinhalten’ nicht vorhanden und ‘Gedankenblockierungen’
nicht vorhanden und ’Störung der rezeptiven Sprache’ nicht vorhanden
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ANHANG E: Ergebnis der Häufigkeitsvergleiche der Einzelvariablen in beiden Outcome-













c2-Wert a p b
A.5 Mangelnde Entscheidungsfähigkeit 17 10 1,086 0,297
A.6.1 Veränderungen von Grundstimmung
und emotionaler Resonanzfähigkeit 42 35 0,012 0,911
A.6.2 Unfähigkeit zur Diskriminierung ver-
schiedener Gefühlsqualitäten 4 7 1,546 0,214
A.6.3 Abschwächung bejahender Fremdwert-
und Sympathiegefühle 32 27 0,000 0,988
A.6.4 Minderung des Kontaktbedürfnisses 20 19 0,194 0,660
A.7.1 Minderung der Kontaktfähigkeit bei
vorhandenem Kontaktwunsch 19 13 0,477 0,490
A.7.2 Störung des In-Erscheinung-Tretens 9 12 1,311 0,252
A.8.1 +
B.1.2
Minderung der psychischen Bela-
stungsfähigkeit gegenüber ungewöhnli-
chen, unerwarteten, besonderen, neuen
Anforderungen
15 21 3,237 0,072
A.8.2 +
B.1.3
Minderung der psychischen Bela-
stungsfähigkeit gegenüber bestimmten
alltäglichen, primär affektiv neutralen
sozialen Situationen
27 23 0,001 0,975
A.8.3 +
B.1.4
Minderung der psychischen Bela-
stungsfähigkeit gegenüber Arbeit unter
Zeitdruck oder rasch wechselnden un-
terschiedlichen Anforderungen
21 15 0,360 0,549




26 22 0,000 1,000
A.8.4 Unfähigkeit, die Aufmerksamkeit zu
spalten 4 14 8,704 0,003
B.2.1 Erhöhte Beeindruckbarkeit durch all-
tägliche Ereignisse 8 6 0,057 0,812
B.2.2 Erhöhte Beeindruckbarkeit durch Ver-
haltensweisen anderer, die die Person
persönlich betreffen
18 15 0,003 0,959
B.2.3 Erhöhte Beeindruckbarkeit durch ‘frem-
des Leid’ 7 6 0,001 0,980
B.3.1 Erhöhte Reflexivität 16 16 0,305 0,581














c2-Wert a p b
C.1.1 Gedankeninterferenz 6 24 18,808 0,000
C.1.2 Zwangähnliches Perseverieren zurück-
liegender Vorgänge 8 19 8,449 0,004
C.1.3 Gedankendrängen, -jagen 3 21 20,979 0,000
C.1.4 Blockierung des jeweiligen Gedanke-
gangs 9 20 8,242 0,004
C.1.5 Störung der Konzentrationsfähigkeit 43 43 2,123 0,145
C.1.6 Störung der rezeptiven Sprache 4 22 20,108 0,000
C.1.7 Störung der expressiven Sprache 5 13 5,940 0,015
C.1.8 Störung des unmittelbaren Behaltens 10 8 0,016 0,898
C.1.9 Störung des Kurzzeitgedächtnisses 12 12 0,210 0,647
C.1.10 Besonders strukturierte Störungen des
Langzeitgedächtnisses 4 3 0,027 1,000
C.1.12 Verlangsamung und Erschwerung der
Denkvorgänge 19 23 2,075 0,150
C.1.13 Störung der Denkinitiative und gedank-
lichen Intentionalität 16 14 0,011 0,916
C.1.15 Störung der Diskriminierung von Vor-
stellungen und Wahrnehmungen bzw.
von Phantasie- und Erinnerungsvor-
stellungen
3 13 9,328 0,002
C.1.16 Störung der Symbolerfassung 0 3 3,636 0,057
C.1.17 ‘Subjekt-Zentrismus’, Eigenbeziehung-
stendenz 6 21 14,320 0,000
C.2.1 s1 Verschwommen-, Trübsehen 5 8 1,448 0,229
C.2.1 s3 Partielles Sehen 0 3 3,636 0,093
C.2.2 s1 Überempfindlichkeit gegen Licht oder
visuelle Reize 2 12 10,154 0,001
C.2.2 s2 Photopsien 2 9 6,316 0,012
C.2.3 s1 Fern-, Nahsehen 1 2 0,538 0,593
C.2.3 s2 Mikro- und Makropsien 1 3 1,418 0,332
C.2.3 s3 Metamorphopsie 0 1 1,192 0,458
C.2.3 s4 Veränderungen des Farbensehens 2 5 1,962 0,245
C.2.3 s5 Wahrnehmungsveränderungen an Ge-
sicht und/oder Gestalt anderer 0 7 8,785 0,003
C.2.3 s6 Wahrnehmungsveränderungen am ei-
genen Gesicht 3 12 8,061 0,005
C.2.3 s7 Scheinbewegungen von Wahrneh-














c2-Wert a p b
C.2.3 s8 Doppelt-, Schief-, Schräg- und Ver-
kehrtsehen 0 1 1,192 0,458
C.2.3 s9 Störungen der Schätzung von Entfer-
nungen, Größe von Gegenständen 1 2 0,538 0,593
C.2.3 s10 Auflösung der Geradlinigkeit gegen-
ständlicher Figuren 0 0
c c
C.2.3 s12 Abnorm langes Haften optischer Reize,
nachträgliches Sehen 1 2 0,538 0,593
C.2.4 s1 Geräuschüberempfindlichkeit 13 15 0,881 0,348
C.2.4 s2 Akoasmen 5 8 1,448 0,229
C.2.5 s1 Veränderung der Intensität/Qualität von
Gehörswahrnehmungen 5 11 3,905 0,048
C.2.5 s2 Abnorm langes Haften akustischer Rei-
ze, nachträgliches Hören 0 1 1,192 0,458
C.2.6 Wahrnehmungsveränderungen auf ol-
faktorischem, gustatorischem oder sen-
siblem Gebiet
4 13 7,488 0,006
C.2.8 Sensorische Überwachheit 1 11 11,282 0,001
C.2.9 Fesselung (Bannung) durch Wahrneh-
mungsdetails 0 7 8,785 0,003
C.2.10 Störung der Kontinuität der Wahrne-
mung der eigenen Handlungen 2 3 0,422 0,660
C.2.11 Derealisation 7 14 4,450 0,035
C.3.1 Motorische Interferenz 0 6 7,464 0,008
C.3.2 Motorische Blockierung, Bannungszu-
stände 4 9 3,215 0,073
C.3.3 Automatismenverlust 3 12 8,061 0,005
D.1 Taubheits-, Steifigkeitsempfindungen 12 8 0,329 0,566
D.1 s1 Somatopsychische Depersonalisation 9 10 0,420 0,517
D.2 Sensationen motorischer Schwäche 9 6 0,235 0,628
D.3 Mehr umschriebene Schmerzsensatio-
nen 21 10 3,103 0,078
D.4 Wandersensationen 11 4 2,537 0,111
D.5 Elektrisierungssensationen 6 3 0,612 0,505
D.6 Thermische Sensationen 16 10 0,727 0,394
D.7 Bewegungs-, Zug- und Druckempfin-
dungen im Körperinneren und/oder an
der Körperoberfläche














c2-Wert a p b
D.8 Sensationen abnormer Leere, Leichtig-
keit und Schwere, Fall- und Sink-, Le-
vitations- und Elevationsphänomene
8 13 2,648 0,104
D.9 Sensationen der Verkleinerung,
Schrumpfung und Einschnürung, der
Vergrößerung und Ausdehnung
14 12 0,001 0,970
D.10 Kinästhetische Sensationen 0 0 c c
D.11 Vestibuläre Sensationen 12 9 0,091 0,763
D.14 Dysästhetische Krisen 20 15 0,176 0,675
a  2´2-c2-Test, df = 1
b  Asymptotische bzw. exakte Signifikanz bei Zellenbesetzungen unterhalb der erwarteten Häufigkeit
von f(e) ³ 5 bei zweiseitiger Testung
c Kann nicht berechnet werden, da nur zwei Zellen besetzt sind.
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ANHANG F: Hierarchische Clusteranalyse nach der Wald-Linkage-Methode: Dendogramm
der Fusionierungsstufen und der ‘normierten’ Fehlerquadratsummen (d.h. der
höchste Wert der Fehlerquadratsumme bei der letzten Fusionierungsstufe ist
auf 25 festgelegt)
  BSABS-                0         5         10        15        20       25 ‘normierte’
  Item-Nr.         Num  +—————————+—————————+—————————+—————————+—————————+ Fehlerquadratsumme
  C.2.3 s10         39   —+
  C.2.5 s2          53   —+
  C.2.3 s8          48   —+
  C.2.3 s3          43   —+
  C.2.3 s12         40   —+
  C.1.16            22   —+
  C.2.3 s1          41   —+
  C.2.3 s9          49   —+
  C.2.1 s3          36   —+
  C.2.10            33   —+
  C.2.3 s2          42   —+—+
  C.2.3 s4          44   —+ |
  C.1.10            18   —+ |
  C.2.3 s7          47   —+—+—+
  C.3.1             57   —+ | |
  C.2.3 s5          45   —+—+ +———+
  C.2.9             56   —+   |   |
  B.2.1             13   ———+—+   |
  B.2.3             15   ———+     |
  C.2.2 s2          38   —+—+     |
  C.2.4 s2          51   —+ +—+   |
  D.2               64   ———+ |   +———————+
  C.3.2             58   ———+ |   |       |
  D.5               67   ———+—+   |       |
  C.1.15            21   ———+ |   |       |
  A.6.2              3   —+—+ |   |       |
  C.2.8             55   —+ | |   |       |
  C.2.2 s1          37   ———+ +———+       |
  C.2.1 s1          35   ———+—+           |
  C.3.3             59   ———+ |           |
  A.8.4             11   ———+ |           +———+
  C.2.6             54   ———+—+           |   |
  C.2.5 s1          52   ———+ |           |   |
  A.7.2              7   —————+           |   |
—————————————————————————————————————————————————————————————————————————————————————————————
  C.1.1             24   —————+           |   |
  C.1.3             26   —————+—+         |   |
  C.1.17            23   —————+ |         |   |
  C.1.6             29   ———+—+ +———+     |   |
  C.1.7             30   ———+ | |   |     |   |
  C.2.4 s1          50   —————+—+   |     |   |
  C.1.4             27   —————+     +—————+   |
——————————————————————————————————————————————————————————————————————————————————————————————
  B.3.4             17   —+—+       |         +———————————————————————————+
  C.2.11            34   —+ +———+   |         |                           |
  D.1 s1            63   ———+   +———+         |                           |
  B.3.1             16   —————+—+             |                           |
  C.1.2             25   —————+               |                           |
——————————————————————————————————————————————————————————————————————————————————————————————
  D.8               70   —————+               |                           |
  D.9               71   —————+               |                           |
  D.1               62   —————+—+             |                           |
  D.14              61   —————+ |             |                           |
  D.11              60   ———+   +—+           |                           |
  D.4               66   ———+———+ |           |                           |
  C.2.3 s6          46   ———+   | +———————————+                           |
  D.3               65   ———————+ |                                       |
  D.6               68   ———————+ |                                       |
  D.7               69   —————————+                                       |
——————————————————————————————————————————————————————————————————————————————————————————————
  A.6.1              2   —————+———+                                       |
  A.6.3              4   —————+   +—————————————+                         |
  C.1.5             28   —————————+             |                         |
——————————————————————————————————————————————————————————————————————————————————————————————
  C.1.8             31   ———+———+               |                         |
  C.1.9             32   ———+   +———+           +—————————————————————————+
  C.1.12            19   —————+—+   |           |
  C.1.13            20   —————+     |           |
——————————————————————————————————————————————————————————————————————————————————————————————
  A.7.1              6   —————+—+   +———————————+
  B.2.2             14   —————+ +—+ |
  A.6.4              5   ———————+ | |
  A.8.1 + B.1.2      8   —————+   +—+
  A.8.3 + B.1.4     10   —————+—+ |
  A.5                1   —————+ | |
  B.1.1             12   ———————+—+
  A.8.2 + B.1.3      9   ———————+
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ANHANG H: Korrelationsmatrix zwischen Einzelvariablen und Clustern nach der letzten,
zweiten Umstellung: Pearsons Korrelationskoeffizient.
BSABS-Item-Nr. Cluster
BS1 BS2 BS3 BS4 BS5 BS6 BS7
 A.5  0,551 **  0,196 *  0,062  0,146  0,122  0,033  0,120
 A.6.1  0,222 *  0,792 **  0,123  0,318 **  0,264 **  0,124 -0,037
 A.6.2  0,201 *  0,216 *  0,449 **  0,513 **  0,247 **  0,239 **  0,143
 A.6.3  0,138  0,764 **  0,129  0,316 **  0,190 *  0,068 -0,015
 A.6.4  0,444 **  0,328 **  0,154  0,268 **  0,316 **  0,249 ** -0,089
 A.7.1  0,487 **  0,273 **  0,109  0,131  0,247 **  0,168 -0,244 **
 A.7.2  0,347 ** -0,040  0,196 *  0,214 *  0,117  0,109  0,070
 A.8.1 + B.1.2  0,754 **  0,149  0,186 *  0,266 **  0,310 **  0,211 * -0,010
 A.8.2 + B.1.3  0,624 **  0,074  0,225 *  0,074  0,246 **  0,312 **  0,068
 A.8.3 + B.1.4  0,670 **  0,167  0,145  0,110  0,338 **  0,102 -0,054
 A.8.4  0,421 **  0,199 *  0,446 **  0,294 **  0,290 **  0,552 **  0,150
 B.1.1  0,509 **  0,070  0,065  0,032  0,208 *  0,057  0,101
 B.2.1  0,484 **  0,155  0,119  0,249 **  0,059  0,095 -0,061
 B.2.2  0,656 **  0,182 *  0,082  0,042  0,142  0,060 -0,161
 B.2.3  0,468 **  0,077  0,101  0,170  0,040  0,004 -0,016
 B.3.1  0,371 **  0,273 **  0,257 **  0,556 **  0,218 *  0,178  0,062
 B.3.4  0,112  0,265 **  0,345 **  0,770 **  0,212 *  0,274 **  0,125
 C.1.1  0,110  0,160  0,324 **  0,277 **  0,132  0,620 ** -0,002
 C.1.2  0,150  0,235 **  0,271 **  0,583 **  0,075  0,152  0,071
 C.1.3  0,042  0,094  0,394 **  0,226 *  0,029  0,627 ** -0,002
 C.1.4  0,073  0,197 *  0,413 **  0,153  0,225 *  0,558 **  0,151
 C.1.5  0,235 **  0,577 **  0,159  0,204 *  0,207 *  0,296 ** -0,003
 C.1.6  0,222 *  0,097  0,462 **  0,190 *  0,266 **  0,739 **  0,017
 C.1.7  0,213 *  0,085  0,307 **  0,155  0,254 **  0,615 ** -0,058
 C.1.8  0,312 **  0,039  0,194 *  0,124  0,675 **  0,160 -0,077
 C.1.9  0,211 *  0,196 *  0,129  0,268 **  0,765 **  0,142 -0,036
 C.1.10  0,091  0,106  0,128  0,171  0,305 **  0,084 -0,078
 C.1.12  0,296 **  0,347 **  0,214 *  0,190 *  0,776 **  0,258 **  0,033
 C.1.13  0,273 **  0,254 **  0,266 **  0,252 **  0,661 **  0,224 * -0,041
 C.1.15  0,052  0,106  0,465 **  0,264 **  0,094  0,275 **  0,194 *
 C.1.16 -0,056  0,076  0,174  0,059  0,250 **  0,331 ** -0,044
 C.1.17  0,119  0,118  0,301 **  0,199 * -0,004  0,508 ** -0,010
 C.2.1 s1  0,002  0,077  0,481 **  0,295 **  0,250 **  0,309 **  0,289 **
214
ClusterBSABS-Item-Nr.
BS1 BS2 BS3 BS4 BS5 BS6 BS7
 C.2.1 s3  0,294 **  0,180 *  0,612 **  0,413 **  0,250 **  0,331 **  0,129
 C.2.2 s1  0,234 *  0,079  0,555 **  0,266 **  0,099  0,306 **  0,276 **
 C.2.2 s2  0,134  0,103  0,513 **  0,302 ** -0,002  0,349 **  0,132
 C.2.3 s1  0,212 *  0,128  0,453 **  0,413 **  0,166  0,129  0,194 *
 C.2.3 s2  0,240 **  0,164  0,554 **  0,356 **  0,217 *  0,249 **  0,163
 C.2.3 s3  0,074  0,103  0,316 ** -0,007  0,071  0,272 ** -0,013
 C.2.3 s4  0,064  0,106  0,447 **  0,194 *  0,138  0,334 **  0,153
 C.2.3 s5  0,201 *  0,071  0,540 **  0,123  0,054  0,488 **  0,196 *
 C.2.3 s6 -0,055 -0,092  0,193 *  0,056 -0,062  0,235 **  0,397 **
 C.2.3 s7 -0,047  0,073  0,242 **  0,263 ** -0,001  0,099  0,068
 C.2.3 s8 -0,103  0,013 -0,026 -0,007 -0,073 -0,026  0,136
 C.2.3 s9  0,212 *  0,128  0,453 **  0,448 **  0,166  0,129  0,238 **
 C.2.3 s10 a a a a a a a
 C.2.3 s12  0,150  0,180 *  0,233 *  0,519 **  0,418 **  0,157  0,086
 C.2.4 s1  0,118  0,139  0,556 **  0,287 **  0,166  0,432 **  0,275 **
 C.2.4 s2 -0,039 -0,028  0,461 **  0,135  0,061  0,164  0,311 **
 C.2.5 s1  0,213 *  0,034  0,565 **  0,232 *  0,228 *  0,381 **  0,244 **
 C.2.5 s2  0,180 *  0,103  0,214 *  0,418 **  0,287 **  0,173 -0,013
 C.2.6  0,107  0,060  0,482 **  0,272 **  0,147  0,236 **  0,235 **
 C.2.8  0,259 **  0,239  **  0,724 **  0,381 **  0,346 **  0,508 **  0,236 **
 C.2.9 -0,019  0,071  0,234 *  0,147  0,026  0,450 **  0,052
 C.2.10  0,281 **  0,153  0,439 **  0,206 *  0,359 **  0,258 **  0,106
 C.2.11  0,067  0,261 **  0,327 **  0,693 **  0,169  0,275 **  0,194 *
 C.3.1  0,038  0,071  0,363 **  0,085  0,118  0,350 **  0,030
 C.3.2 -0,060 -0,080  0,371 **  0,099 -0,107  0,178  0,311 **
 C.3.3  0,101  0,179  0,504 **  0,223 *  0,215 *  0,344 **  0,152
 D.1  0,059 -0,131  0,198 *  0,131  0,050 -0,004  0,519 **
 D.1 s1  0,051  0,220 *  0,277 **  0,574 **  0,087  0,188 *  0,384 **
 D.2  0,023  0,031  0,353 **  0,073  0,017  0,044  0,387 **
 D.3 -0,207 * -0,062 -0,027  0,021 -0,153 -0,144  0,528 **
 D.4 -0,133  0,006  0,042  0,006 -0,161 -0,147  0,541 **
 D.5  0,108 -0,051  0,356 **  0,189 * -0,002  0,040  0,512 **
 D.6  0,019  0,038  0,205 * -0,051 -0,035  0,050  0,436 **
 D.7 -0,057  0,068  0,204 *  0,135 -0,059  0,034  0,644 **
 D.8  0,135  0,046  0,483 **  0,287 **  0,117  0,263 **  0,488 **
 D.9  0,003  0,057  0,220 *  0,230 *  0,108  0,050  0,608 **
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BSABS-Item-Nr. Cluster
BS1 BS2 BS3 BS4 BS5 BS6 BS7
 D.10 a a a a a a a
 D.11 -0,136 -0,126  0,368 **  0,170 -0,123 -0,022  0,675 **
 D.14  0,009  0,004  0,200 *  0,306 ** -0,004 -0,001  0,618 **
** Die Korrelation ist auf dem 1%-Niveau bei zweiseitiger Testung signifikant.
* Die Korrelation ist auf dem 5%-Niveau bei zweiseitiger Testung signifikant.
a Kann nicht berechnet werden, da mindestens eine der Variablen konstant ist.
Hellgrau unterlegt Korrelation von Einzelvariable mit ihrem zugeordneten Cluster.
Fettdruck Höchste Korrelation von einer Einzelvariable mit einem Cluster, das nicht das
eigene ist.
Für die Numerierungen der BSABS-Items und Cluster siehe Tabelle 18, Kapitel 4.1.2.
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PPP NPP DLR+ DLR- %F-P %F-N
A.5 0,18 0,74 0,37 0,52 0,69 1,11 14,2 37,5
A.6.1 0,64 0,35 0,46 0,54 0,98 1,03 35,0 16,7
A.6.2 0,13 0,94 0,64 0,56 2,17 0,93 3,3 40,0
A.6.3 0,49 0,51 0,46 0,54 1,00 1,00 26,7 23,3
A.6.4 0,35 0,69 0,49 0,56 1,13 0,94 16,7 30,0
A.7.1 0,24 0,71 0,41 0,52 0,83 1,07 15,8 35,0
A.7.2 0,22 0,86 0,57 0,57 1,57 0,91 13,8 35,8
A.8.1 + B.1.2 0,38 0,77 0,58 0,59 1,65 0,81 12,5 28,3
A.8.2 + B.1.3 0,42 0,59 0,46 0,54 1,02 0,98 22,5 26,7
A.8.3 + B.1.4 0,27 0,68 0,42 0,52 0,84 1,07 17,5 33,3
A.8.4 0,26 0,94 0,78 0,60 4,33 0,79 3,3 34,2
B.1.1 0,40 0,60 0,46 0,54 1,00 1,00 21,7 27,5
B.2.1 0,11 0,88 0,43 0,54 0,92 1,01 6,7 40,8
B.2.2 0,27 0,72 0,46 0,54 0,96 1,01 15,0 33,3
B.2.3 0,11 0,89 0,46 0,54 1,00 1,00 5,8 40,8
B.3.1 0,29 0,75 0,50 0,54 1,16 0,95 13,3 32,5
B.3.4 0,18 0,86 0,53 0,55 1,29 0,95 7,5 37,5
C.1.1 0,44 0,91 0,80 0,66 4,89 0,62 5,0 25,8
C.1.2 0,35 0,88 0,71 0,61 2,92 0,74 6,7 30,0
C.1.3 0,38 0,95 0,88 0,65 7,60 0,65 2,5 28,3
C.1.4 0,36 0,86 0,69 0,62 2,57 0,74 7,5 29,2
C.1.5 0,78 0,34 0,50 0,65 1,18 0,65 35,8 10,0
C.1.6 0,40 0,94 0,85 0,65 6,67 0,64 3,3 27,5
C.1.7 0,24 0,92 0,72 0,59 3,00 0,83 4,2 35,0
C.1.8 0,15 0,85 0,44 0,54 1,00 1,00 8,3 39,2
C.1.9 0,22 0,82 0,50 0,55 1,22 0,95 10,0 35,8
C.1.10 0,06 0,94 0,43 0,54 1,00 1,00 3,3 43,3
C.1.12 0,42 0,71 0,55 0,59 1,45 0,82 15,8 26,7
C.1.13 0,26 0,75 0,47 0,54 1,04 0,99 13,3 34,2
C.1.15 0,24 0,95 0,81 0,60 4,80 0,80 2,5 35,0
C.1.16 0,06 10,00 10,00 0,56 E 0,94 0 43,3
C.1.17 0,38 0,91 0,78 0,63 4,22 0,68 5,0 28,3
C.2.1 s1 0,15 0,92 0,62 0,56 1,88 0,92 4,2 39,2






PPP NPP DLR+ DLR- %F-P %F-N
C.2.2 s1 0,22 0,97 0,86 0,59 7,33 0,80 1,7 35,8
C.2.2 s2 0,16 0,97 0,82 0,58 5,33 0,87 1,7 38,3
C.2.3 s1 0,04 0,99 0,67 0,55 4,00 0,97 0,8 44,2
C.2.3 s2 0,06 0,99 0,75 0,55 6,00 0,95 0,8 43,3
C.2.3 s3 0,02 10,00 10,00 0,55 E 0,98 0 45,0
C.2.3 s4 0,09 0,97 0,71 0,56 3,00 0,94 1,7 41,7
C.2.3 s5 0,13 10,00 10,00 0,58 E 0,87 0 40,0
C.2.3 s6 0,22 0,95 0,80 0,59 4,40 0,82 2,5 35,8
C.2.3 s7 0,06 0,99 0,75 0,55 6,00 0,95 0,8 43,3
C.2.3 s8 0,02 10,00 10,00 0,55 E 0,98 0 45,0
C.2.3 s9 0,04 0,99 0,67 0,55 4,00 0,97 0,8 44,2
C.2.3 s10 0,00 10,00 0,00 0,54 E 1,00 0 45,8
C.2.3 s12 0,04 0,99 0,67 0,55 4,00 0,97 0,8 44,2
C.2.4 s1 0,27 0,80 0,54 0,57 1,35 0,91 10,8 33,3
C.2.4 s2 0,15 0,92 0,62 0,56 1,88 0,92 4,2 39,2
C.2.5 s1 0,20 0,92 0,69 0,58 2,50 0,87 4,2 36,7
C.2.5 s2 0,02 10,00 10,00 0,55 E 0,98 0 45,4
C.2.6 0,24 0,94 0,77 0,59 4,00 0,81 3,3 35,0
C.2.8 0,20 0,99 0,92 0,59 20,00 0,81 0,8 36,7
C.2.9 0,13 10,00 10,00 0,58 E 0,87 0 40,0
C.2.10 0,06 0,97 0,60 0,55 2,00 0,97 1,7 43,3
C.2.11 0,26 0,89 0,67 0,59 2,36 0,83 5,8 34,2
C.3.1 0,11 10,00 10,00 0,57 E 0,89 0 40,8
C.3.2 0,16 0,94 0,69 0,57 2,67 0,89 3,3 38,3
C.3.3 0,22 0,95 0,80 0,59 4,40 0,82 2,5 35,8
D.1 0,15 0,82 0,40 0,53 0,83 1,04 10,0 39,2
D.1 s1 0,18 0,86 0,53 0,55 1,29 0,95 7,5 37,5
D.2 0,11 0,86 0,40 0,53 0,79 1,03 7,5 40,8
D.3 0,19 0,68 0,32 0,49 0,59 1,19 17,5 37,5
D.4 0,07 0,83 0,27 0,51 0,41 1,19 9,2 42,5
D.5 0,06 0,91 0,33 0,53 0,67 1,03 5,0 43,3
D.6 0,18 0,75 0,39 0,52 0,72 1,09 13,3 37,5
D.7 0,47 0,68 0,55 0,60 1,47 0,78 17,5 24,2
D.8 0,24 0,88 0,62 0,58 2,00 0,86 6,7 35,0
D.9 0,22 0,79 0,46 0,54 1,05 0,99 11,7 35,8






PPP NPP DLR+ DLR- %F-P %F-N
D.11 0,16 0,82 0,43 0,54 0,89 1,02 10,0 38,3
D.14 0,27 0,69 0,43 0,53 0,87 1,06 16,7 33,3
PPP: Positive Prädiktive Stärke (Power)
NPP: Negative Prädiktive Stärke (Power)
DLR+: Positive Diagnostische Likelihood Ratio
DLR-: Negative Diagnostische Likelihood Ratio
%F-P: Prozentsatz Falsch-Positiver Vorhersagen
%F-N: Prozentsatz Falsch-Negativer Vorhersagen
E:  Nicht zu berechnen, da unerlaubte Division durch 0
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DA-I DA-C LR-IF LR-IB LR-C GMM SPAN DEI DLR
A.8.4 X X X X
C.1.1 X X X X X X
C.1.2 X X X X X
C.1.3 X X X X X X X X X
C.1.4 X X X X




C.1.17 X X X X X X













DA-I: schrittweise und nonparametrische Diskriminanzanalyse der Einzelitem
DA-C: schrittweise und nonparametrische Diskriminanzanalyse der Cluster
LR-IF: schrittweise logistische Regressionsanalyse der Einzelitems im Vorwärtssuchmodus (ausge-
wählt)
LR-IB: schrittweise logistische Regressionsanalyse der Einzelitems im Rückwärtssuchmodus (nicht
ausgewählt)
LR-C: schrittweise logistische Regressionsanalyse der Cluster
GMM: Grob-Mengen-Modell-basierte Analyse mit DataLogic
SPAN: Search Partition Analysis
DEI: Selektion nach diagnostischen Effizienzindizes
DLR: Selektion nach positiven diagnostischen Likelihood Ratios
Für die Bezeichnungen der Basissymptome siehe Anhang C.
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ANHANG K: Übersicht über die Gruppenzuordnungen der einzelnen Vorhersagemodelle für






DA-I DA-C LR-IF LR-C GMM SPAN DEI DLR
falsch
klassi.
    3 1 0 0 0 0 0 0 0 0 8
  16 0 0 0 0 0 0 0 0 0 0
  24 1 1 1 1 0 1 1 0 1 2
  30 1 1 1 0 1 1 1 1 1 1
  31 1 1 1 1 1 1 1 1 1 0
  32 1 1 1 1 1 1 1 1 1 0
  35 1 1 1 1 1 1 1 1 1 0
  37 0 1 1 1 1 1 1 1 0 7
  44 1 1 1 1 1 1 1 1 1 0
  48 1 0 0 0 0 0 0 0 0 8
  51 1 1 1 1 1 1 1 1 0 1
  53 1 0 0 0 0 0 0 0 0 8
  54 0 1 1 1 0 1 1 0 0 5
  55 0 0 0 0 0 0 0 0 0 0
  62 0 1 1 1 1 1 1 1 1 8
  64 1 1 1 1 1 1 1 1 1 0
  65 0 0 1 1 0 0 0 1 0 3
  68 1 1 1 1 0 1 1 1 1 1
  74 1 1 1 1 1 0 1 1 1 1
  75 0 1 0 0 0 0 1 0 0 2
  82 1 0 1 1 1 1 1 1 1 1
  90 0 0 0 0 0 0 0 0 0 0
  97 0 1 1 1 0 1 1 1 0 6
103 0 0 0 0 0 0 0 0 0 0
105 1 0 0 0 0 0 0 0 0 8
106 1 1 1 1 1 0 1 1 1 1
111 1 1 1 1 1 1 1 1 1 0
113 1 1 1 1 1 1 1 1 1 0
120 1 1 1 1 1 0 1 0 0 3
122 0 0 0 0 0 0 0 0 0 0
127 0 0 1 1 0 0 0 0 0 2
128 1 1 1 1 1 1 1 1 1 0







DA-I DA-C LR-IF LR-C GMM SPAN DEI DLR
falsch
klassi.
133 1 0 0 0 0 0 0 0 0 8
140 0 0 1 0 0 0 0 0 0 1
143 0 0 0 0 0 0 0 0 0 0
151 0 0 1 0 0 0 0 1 0 2
154 1 1 1 1 1 1 1 1 1 0
155 0 0 0 0 0 0 0 0 0 0
160 1 1 1 1 1 1 1 1 0 1
beob. GZ:    beobachtete Gruppenzugehörigkeit
0: Zugehörigkeit zu Gruppe ohne Schizophrenieentwicklung
1: Zugehörigkeit zu Gruppe mit Schizophrenieentwicklung
falsch klassi.: Anzahl fälschlicher Klassifizierungen d s Patienten durch die Vorhersagemodelle
DA-I: schrittweise und nonparametrische Diskriminanzanalyse der Einzelitems
DA-C: schrittweise und nonparametrische Diskriminanzanalyse der Cluster
LR-IF: schrittweise logistische Regressionsanalyse der Einzelitems m Vorwärtssuchmodus
LR-C: schrittweise logistische Regressionsanalyse der Cluster
GMM: Grob-Mengen-Modell-basierte Analyse mit DataLogic
SPAN: Search Partition Analysis
DEI: Selektion nach diagnostischen Effizienzindizes
DLR: Selektion nach positiven diagnostischen Likelihood Ratios
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