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Resumo
Este trabalho engloba dois temas diferentes. Inicialmente, apresentamos
um algoritmo para resolver problemas de otimizac¸a˜o restrita que na˜o faz
uso das derivadas da func¸a˜o objetivo. O algoritmo mescla conceitos de
restaurac¸a˜o inexata com te´cnicas de filtro. Cada iterac¸a˜o e´ decomposta
em duas fases: uma fase de viabilidade e uma fase de otimalidade, as
quais visam reduzir os valores da medida de inviabilidade e da func¸a˜o obje-
tivo, respectivamente. A fase de otimalidade e´ computada por iterac¸o˜es
internas de regia˜o de confianc¸a sem derivadas, sendo que seus modelos
podem ser constru´ıdos por qualquer te´cnica, contanto que sejam apro-
ximac¸o˜es razoa´veis para a func¸a˜o objetivo em torno do ponto corrente.
Assumindo esta, e hipo´teses cla´ssicas, provamos que o algoritmo satisfaz
uma certa condic¸a˜o de eficieˆncia, a qual implica sua convergeˆncia glo-
bal. Para a ana´lise pra´tica, sa˜o apresentados alguns resultados nume´ricos.
O segundo tema refere-se a problemas de complementaridade linear. Nesta
parte sa˜o discutidos alguns algoritmos de pivotamento em blocos princi-
pais, eficientes para solucionar este tipo de problema. Uma ana´lise sobre
algumas te´cnicas para garantia de convergeˆncia desses algoritmos e´ reali-
zada. Apresentamos alguns resultados nume´ricos para comparar a eficieˆncia
e a robustez dos algoritmos discutidos. Ale´m disso, sa˜o apresentadas duas
aplicac¸o˜es para o me´todo de pivotamento em blocos principais: decom-
posic¸a˜o em matrizes na˜o negativas e me´todos de gradiente projetado precon-
dicionado. Para finalizar, nesta segunda aplicac¸a˜o, sugerimos uma matriz
de precondicionamento.
Palavras-chave: Convergeˆncia global; otimizac¸a˜o sem derivadas; me´todos
de regia˜o de confianc¸a; me´todos de filtro; problema de complementaridade
linear; me´todos de gradiente projetado.
xvi
Abstract
This work covers two different subjects. First we present an algorithm for
solving constrained optimization problems that does not make explicit use
of the objective function derivatives. The algorithm mixes an inexact res-
toration framework with filter techniques. Each iteration is decomposed in
two phases: a feasibility phase that reduces an infeasibility measure; and
an optimality phase that reduces the objective function value. The opti-
mality step is computed by derivative-free trust-region internal iterations,
where the models can be constructed by any technique, provided that they
are reasonable approximations of the objective function around the current
point. Assuming that this and classical hypotheses hold, we prove that the
algorithm satisfies an efficiency condition, which provides its global conver-
gence. Preliminar numerical results are presented. In the second subject,
we discuss the linear complementarity problem. Some block principal pi-
voting algorithms, efficient for solving this kind of problem, are discussed.
An analysis of some techniques to guarantee convergence results of these
algorithms is made. We present some numerical results to compare the
efficiency and the robustness of the algorithms. Moreover we discuss two
applications of the block principal pivoting: nonnegative matrix factoriza-
tion and preconditioned projected gradient methods. Furthermore, in this
second application, we suggest a preconditioning matrix.
Keywords: Global convergence; derivative-free optimization; trust-region
methods; filter methods; linear complementarity problem; projected gradi-
ent methods.
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Introduc¸a˜o
Esta tese aborda diferentes me´todos para abranger duas frentes de trabalho:
otimizac¸a˜o cont´ınua com restric¸o˜es suaves pore´m sem derivadas da func¸a˜o objetivo e
otimizac¸a˜o restrita especificamente para problemas de complementaridade linear. Este
segundo tema surgiu do doutoramento sandu´ıche no Instituto de Telecomunicac¸o˜es de
Coimbra sob orientac¸a˜o do Prof. Dr. Joaquim J. Ju´dice no per´ıodo de janeiro a marc¸o
de 2015.
A seguir fazemos uma breve revisa˜o bibliogra´fica procurando situar nossa tese no
atual estado da arte.
Otimizac¸a˜o sem derivadas
Num primeiro momento abordamos me´todos para problemas de programac¸a˜o
na˜o linear nos quais as derivadas da func¸a˜o objetivo na˜o esta˜o dispon´ıveis ou sa˜o des-
conhecidas e as avaliac¸o˜es da func¸a˜o objetivo sa˜o caras computacionalmente. Existem
muitas aplicac¸o˜es de otimizac¸a˜o sem derivadas em diversas a´reas tais como projetos de
engenharia, projetos de circuito, precificac¸a˜o dinaˆmica, geometria molecular e registro de
imagens me´dicas, como mencionadas em [34]. Tais situac¸o˜es motivaram pesquisadores a
desenvolver te´cnicas para otimizac¸a˜o livre de derivadas.
Em particular, M.J.D. Powell tem uma grande contribuic¸a˜o na a´rea de otimizac¸a˜o
sem derivadas. Em 1964, ele comec¸ou seu exaustivo estudo nesta a´rea com o trabalho
[108]. Para problemas de otimizac¸a˜o irrestrita, Powell propoˆs os me´todos de regia˜o de
confianc¸a UOBYQA [109] e NEWUOA [110], com bons resultados pra´ticos. Baseados em
[110], sa˜o apresentados em [7] e [68] algoritmos para resolver problemas com restric¸o˜es
de caixa e com restric¸o˜es lineares, respectivamente. Em [112], Powell propoˆs o algoritmo
BOBYQA para restric¸o˜es de caixa. Apesar de bons resultados pra´ticos, os algoritmos
apresentados em [109, 110, 112] na˜o fornecem ferramentas necessa´rias para prova de con-
2vergeˆncia. A fim de garantir resultados teo´ricos, ele sugere em [114] um me´todo para
problemas irrestritos globalmente convergente.
Durante meu mestrado estudamos me´todos de regia˜o de confianc¸a [14, 29, 100]
para problemas irrestritos sem uso das derivadas da func¸a˜o objetivo, o que culminou com
a publicac¸a˜o do artigo [51], onde apresentamos um algoritmo passo a passo. O algoritmo
envolve dois tipos de iterac¸o˜es: de regia˜o de confianc¸a e alternativas; e os modelos da
func¸a˜o objetivo sa˜o constru´ıdos por interpolac¸a˜o polinomial [30, 34]. Nas iterac¸o˜es de
regia˜o de confianc¸a resolvemos um subproblema na esperanc¸a de que pelo menos uma
frac¸a˜o da reduc¸a˜o obtida pelo modelo seja herdada pela func¸a˜o objetivo. Ja´ as iterac¸o˜es
alternativas teˆm o objetivo de cuidar da boa geometria dos pontos interpoladores e sa˜o
divididas em duas variac¸o˜es: alfa e beta. Enquanto as tentativas alfa visam maximizar
o volume da envolto´ria convexa formada pelos pontos interpoladores, as iterac¸o˜es beta
evitam que os pontos fiquem muito distantes do centro da regia˜o de confianc¸a. Sob
hipo´teses razoa´veis, provamos que todos os pontos de acumulac¸a˜o da sequeˆncia gerada
pelo algoritmo sa˜o estaciona´rios.
Va´rios me´todos sem derivadas veˆm sendo desenvolvidos para problemas irrestritos
[31, 35, 47, 51, 109, 111, 114], problemas com restric¸o˜es de caixa [7, 34, 66, 86, 112, 118],
problemas com restric¸o˜es lineares [32, 68, 82, 87, 114, 113], problemas com restric¸o˜es de
igualdade [25], problemas com restric¸o˜es convexas [28], problemas com restric¸o˜es lower-
level [41] e problemas com restric¸o˜es gerais [8, 10, 11, 25]. Resultados de convergeˆncia
global para problemas irrestritos sa˜o apresentados em [31, 34, 51, 114], para problemas
restritos a um conjunto via´vel convexo e fechado em [28], para problemas com restric¸o˜es
de caixa em [8] e para problemas com restric¸o˜es de igualdade em [25, 45].
Nesta tese abordamos problemas de otimizac¸a˜o na˜o linear restritos cujas derivadas
da func¸a˜o objetivo na˜o esta˜o dispon´ıveis, enquanto as derivadas das restric¸o˜es esta˜o [25,
91]. Em relac¸a˜o a` mesma classe de problemas, Bueno et.al. [25] propuseram um trabalho
de restaurac¸a˜o inexata [53, 93, 94] para problemas com restric¸o˜es de igualdade no qual o
progresso do algoritmo e´ medido por uma func¸a˜o de me´rito. Pore´m, usar estas func¸o˜es traz
a necessidade de tomar deciso˜es dif´ıceis como, por exemplo, realizar as atualizac¸o˜es dos
paraˆmetros de penalidade. Valores muito grandes ou muito pequenos destes paraˆmetros
tendem a provocar instabilidade nume´rica [74]. Ale´m disso, uma escolha muito grande
amortece o efeito da func¸a˜o objetivo, resultando por exemplo, em convergeˆncia lenta
quando o me´todo de minimizac¸a˜o segue o contorno da regia˜o via´vel. Outro ponto delicado
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e´ que, dependendo do valor do paraˆmetro de penalidade, o algoritmo pode recusar uma
soluc¸a˜o o´tima ou, por outro lado, ficar muito lento. Como uma alternativa para func¸o˜es
de me´rito, Fletcher e Leyffer [55] sugeriram, no contexto de otimizac¸a˜o com derivadas, as
te´cnicas de filtro.
Ao longo dos u´ltimos anos, os me´todos de filtro veˆm sendo estudados por va´rios
autores. Inicialmente proposto para resolver problemas de programac¸a˜o na˜o linear, os
me´todos de filtro teˆm sido combinados com abordagens de regia˜o de confianc¸a [106, 117],
te´cnicas de programac¸a˜o quadra´tica sequencial [54, 128], algoritmos de restaurac¸a˜o inexata
[62, 78], estrate´gias de pontos interiores [125] e algoritmos de busca linear [67, 103, 127].
Tambe´m foram estendidos para outras a´reas de otimizac¸a˜o, tais como equac¸o˜es e ine-
quac¸o˜es na˜o lineares [44, 56, 63, 65], otimizac¸a˜o na˜o suave [80, 104], problemas de com-
plementaridade [89, 90] e otimizac¸a˜o sem derivadas [9, 45]. Enquanto em [9] e´ sugerido
um algoritmo de filtro com busca padra˜o, em [45], publicado recentemente, e´ proposto
um algoritmo de filtro com restaurac¸a˜o inexata sem derivadas.
Os me´todos de restaurac¸a˜o inexata foram propostos inicialmente para problemas
de programac¸a˜o na˜o linear com derivadas, por Mart´ınez e Pilotta, em [94, 95]. Nestes
me´todos, cada iterac¸a˜o e´ decomposta em duas fases. Na primeira, chamada de fase de
restaurac¸a˜o, a viabilidade e´ melhorada sem avaliac¸o˜es da func¸a˜o objetivo. Na segunda,
chamada de fase de otimalidade, busca-se uma melhora da func¸a˜o objetivo em uma apro-
ximac¸a˜o linear das restric¸o˜es. A decisa˜o se o ponto obtido sera´ aceito ou se outro ponto
tentativo sera´ calculado pode ser feita, por exemplo, func¸o˜es de me´rito [25, 93, 94] ou,
como optamos neste trabalho, usando o crite´rio de filtro [62, 78, 117]. Vale mencionar
que abordagens de restaurac¸a˜o inexata se aplicam adequadamente para o caso em que
avaliac¸o˜es da func¸a˜o objetivo sa˜o caras, situac¸a˜o mais comum em otimizac¸a˜o sem deri-
vadas. Nestes casos e´ prefer´ıvel tratar da inviabilidade de uma maneira independente da
func¸a˜o objetivo. Ale´m disso, se alguma restric¸a˜o na˜o possuir derivada dispon´ıvel ou pos-
suir avaliac¸o˜es caras, esta restric¸a˜o pode ser inclu´ıda na func¸a˜o objetivo em um contexto
de Lagrangiano aumentado [1].
Nesta parte da tese, propomos um algoritmo de restaurac¸a˜o inexata sem derivadas
cujo controle do progresso e´ feito por interme´dio de um filtro que pode ser tanto o original
[57] como o inclinado [26]. Cada iterac¸a˜o e´ composta de duas fases. Primeiramente um
passo de viabilidade e´ computado, a partir do ponto corrente, com objetivo de obter
um ponto restaurado que reduza uma medida de inviabilidade. Nesta fase, basicamente
4qualquer me´todo que reduza a medida de inviabilidade pode ser utilizado [44, 93, 94]. Em
seguida, a partir do ponto restaurado, uma fase de otimalidade com te´cnicas de regia˜o
de confianc¸a [29, 100, 121, 129] calcula um ponto que na˜o seja proibido pelo filtro e que
fornec¸a uma reduc¸a˜o no valor da func¸a˜o objetivo. Os modelos de regia˜o de confianc¸a
podem ser lineares ou quadra´ticos, sendo obtidos apenas com informac¸o˜es de ordem zero
da func¸a˜o objetivo. Para fins teo´ricos, as Hessianas dos modelos devem ser sime´tricas e
limitadas e os gradientes devem ser aproximac¸o˜es razoa´veis para o gradiente da func¸a˜o
objetivo em torno do ponto restaurado. Modelos que satisfazem estas propriedades podem
ser constru´ıdos por va´rias te´cnicas sem derivadas, tais como interpolac¸a˜o polinomial [27,
33, 34, 40] e regressa˜o por vetores suporte [79]. Assumindo hipo´teses cla´ssicas, provamos
que o algoritmo satisfaz uma certa condic¸a˜o de eficieˆncia, como proposta em [117] e
considerada em [78, 105, 106], que garante, essencialmente, que perto de um ponto via´vel
na˜o estaciona´rio o decre´scimo da func¸a˜o objetivo e´ grande. A prova desta propriedade
e´ uma das contribuic¸o˜es desta tese. A convergeˆncia global do algoritmo e´ consequeˆncia
desta propriedade, uma vez que esta e´ herdada dos resultados provados em [78, 106].
Experimentos nume´ricos preliminares sa˜o apresentados.
Nosso trabalho difere de [45] pois consideramos restric¸o˜es de desigualdade ale´m
de igualdades, os modelos podem ser constru´ıdos por qualquer te´cnica desde que sejam
boas aproximac¸o˜es da func¸a˜o objetivo, e por considerar a possibilidade do uso do filtro
inclinado, que garante resultados mais fortes de convergeˆncia, ou seja, que todo ponto de
acumulac¸a˜o da sequeˆncia gerada pelo algoritmo e´ estaciona´rio.
Problema de complementaridade linear
O problema de complementaridade linear e´ muito importante na otimizac¸a˜o e
consiste em, dados Q ∈ IRn×n e c ∈ IRn, encontrar um par (x, ω) ∈ IR2n tal que
Qx+ c = ω,
x ◦ ω = 0,
x ≥ 0, ω ≥ 0,
sendo x ◦ ω := (x1ω1, . . . , xnωn) ∈ IRn. Este problema tem uma vasta gama de aplicac¸o˜es
em cieˆncia e tecnologia aplicada, por exemplo, em ana´lise so´cio-econoˆmica, teoria dos
jogos, modelos de equil´ıbrio espacial, problemas de ana´lise elastopla´stica em mecaˆnica e
modelagem de energia [69, 76, 98].
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O me´todo de pivotamento e´ um dos primeiros algoritmos desenvolvidos para este
tipo de problema e foi inicialmente introduzido por Lemke em [85]. O me´todo escolhe as
varia´veis por uma regra de complementaridade e pode ser visto como o pioneiro nestes
tipos de algoritmos [98]. Existem muitas refereˆncias na literatura que fazem uso desses
algoritmos, podemos citar, por exemplo, os livros [37, 73, 98]. Estes algoritmos geralmente
possuem um excelente desempenho na pra´tica, o que e´ comprovado em [75] quando Q e´
uma matriz sime´trica definida positiva (PD) de grande porte. Uma comparac¸a˜o entre
estes me´todos e os me´todos de pontos interiores e´ realizada em [107].
Murty em [97] propo˜e um algoritmo de pivotamento principal com terminac¸a˜o
finita assegurada quando Q e´ uma matriz-P [98]. Aquele trabalho inspirou muitos pes-
quisadores a desenvolver variac¸o˜es deste algoritmo no intuito de herdar a convergeˆncia
finita do me´todo. Em [123] e´ sugerida uma modelagem em d´ıgrafos, a qual e´ utilizada
em [43] para examinar o desempenho do me´todo de Murty quando aplicado a classes de
matrizes mais gerais. Em [76] os autores propo˜em o algoritmo de pivotamento em blocos
principais cla´ssico e o combina com o algoritmo de Murty, e consequentemente, herda a
convergeˆncia finita do me´todo de Murty para toda matriz-P . Como as iterac¸o˜es do tipo
Murty quase nunca sa˜o utilizadas, este u´ltimo trabalho conseguiu propor um algoritmo
muito eficiente. Pore´m este me´todo e´ lento quando as iterac¸o˜es tipo Murty sa˜o utilizadas.
Ale´m disso, o algoritmo de pivotamento em blocos principais cla´ssico que na˜o usa estas
u´ltimas iterac¸o˜es na˜o tem convergeˆncia teo´rica garantida para toda matriz-P , existindo
va´rios trabalhos que apresentam exemplos em que este algoritmo cicla [39, 124]. Em [124],
e´ verificado que para qualquer matriz-P que seja triangular inferior ou superior, o algo-
ritmo cla´ssico encontra a soluc¸a˜o em no ma´ximo n passos. Ademais, os autores tambe´m
verificam que o algoritmo cla´ssico tem terminac¸a˜o finita quando aplicado a problemas
de complementaridade linear de ordem 3 com matrizes-P estritamente diagonalmente
dominantes por linhas ou colunas.
Em [83], os autores propo˜e um algoritmo de conjuntos ativos e garantem que
o me´todo proposto tem terminac¸a˜o finita para uma subclasse de matrizes PD. Um
algoritmo de conjuntos ativos que converge para toda matriz PD e´ proposto em [72],
pore´m este me´todo e´ recursivo e na˜o existe um controle sobre quantas recursividades sera˜o
necessa´rias. Verificamos neste trabalho que ambos os algoritmos podem ser considerados
como um algoritmo de pivotamento em blocos principais. Deste modo ainda na˜o existe
uma prova de convergeˆncia para o algoritmo de pivotamento em blocos principais para
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Neste trabalho, discutimos o algoritmo cla´ssico de pivotamento em blocos princi-
pais e verificamos que os algoritmos de conjuntos ativos apresentados em [72, 83] podem
ser vistos como algoritmos de pivotamento em blocos principais. Tambe´m discutimos um
algoritmo em duas fases: uma fase de viabilidade, que visa obter um ponto via´vel, e outra
de complementaridade. No intuito de fornecer um texto auxiliar para um futuro resultado
de convergeˆncia mais geral, e´ feito um levantamento sobre estas provas de convergeˆncia,
assim como listamos va´rias func¸o˜es de me´rito que podem ser utilizadas nestes me´todos.
Para validar os comenta´rios decorrentes ao longo do texto apresentamos testes nume´ricos
que comprovam a grande eficieˆncia desses algoritmos na pra´tica e a lentida˜o do algoritmo
proposto em [76], quando iterac¸o˜es do tipo Murty sa˜o utilizadas. Tambe´m e´ feita uma
comparac¸a˜o entre o desempenho dos algoritmos apresentados e a sua dependeˆncia com os
conjuntos iniciais considerados.
Para finalizar esta parte do trabalho, discutimos duas aplicac¸o˜es do algoritmo de
pivotamento em blocos principais. A primeira delas consiste na possibilidade de utili-
zar este tipo de me´todo para os problemas de decomposic¸a˜o em matrizes na˜o negativas
[16, 84, 102], problema decorrente do desenvolvimento tecnolo´gico, principalmente devido
ao processamento e transmissa˜o de grandes quantidades de dados. Apresentamos as ideias
de Kim e Park [81] para solucionar este tipo de problema utilizando algoritmos de pivo-
tamento em blocos principais. Como segunda aplicac¸a˜o, mostramos que os algoritmos
apresentados anteriormente podem ser aplicados no Algoritmo de Gradiente Projetado
[60, 100, 116, 119] Precondicionado [15, 92]. Cabe salientar que estes me´todos veˆm sendo
intensamente aplicados em problemas pra´ticos [12, 18, 19, 20, 24, 38, 58, 115, 126]. Neste
contexto, nossa principal contribuic¸a˜o e´ propor uma matriz de precondicionamento para
os me´todos de gradiente projetado precondicionado no intuito de obter uma soluc¸a˜o com
boa precisa˜o e em poucas iterac¸o˜es. Resultados nume´ricos preliminares sa˜o apresentados.
Organizac¸a˜o do trabalho
O trabalho esta´ organizado da seguinte forma. No Cap´ıtulo 1, apresentamos um
me´todo de filtro com restaurac¸a˜o inexata sem derivadas da func¸a˜o objetivo para proble-
mas de otimizac¸a˜o cont´ınua com restric¸o˜es suaves. Ale´m disso, provamos que o algoritmo
proposto e´ globalmente convergente e apresentamos resultados nume´ricos na resoluc¸a˜o
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de alguns problemas da colec¸a˜o CUTEst. Discutimos, no Cap´ıtulo 2, o problema de
complementaridade linear e os algoritmos de pivotamento em blocos principais como uma
possibilidade para solucionar este tipo de problema. Sintetizamos alguns algoritmos exis-
tentes numa linguagem unificada e fazemos uma ana´lise sobre alguns resultados de con-
vergeˆncia existentes. Enfatizamos nossa conjectura de que o algoritmo de pivotamento
em blocos principais cla´ssico tem terminac¸a˜o finita para problemas de complementari-
dade linear com matrizes-P diagonalmente dominantes por colunas atrave´s de resultados
nume´ricos. No Cap´ıtulo 3, discutimos duas aplicac¸o˜es para o algoritmo de pivotamento
em blocos principais: soluc¸a˜o de problemas de decomposic¸a˜o em matrizes na˜o negativas
e aplicac¸a˜o no algoritmo de gradiente projetado precondicionado. Uma proposta de ma-
trizes de precondicionamento e´ apresentada. No Apeˆndice A, alguns resultados auxiliares
para a convergeˆncia estabelecida no Cap´ıtulo 1 sa˜o apresentados. As tabelas referentes aos
resultados dos testes nume´ricos obtidos para o algoritmo de filtro proposto no Cap´ıtulo 1
sa˜o apresentadas no Apeˆndice B.
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PARTE 1
OTIMIZAC¸A˜O SEM DERIVADAS
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Cap´ıtulo 1
Um algoritmo de filtro globalmente
convergente sem derivadas da func¸a˜o
objetivo para otimizac¸a˜o restrita
Neste cap´ıtulo propomos um algoritmo globalmente convergente, que na˜o faz uso
das derivadas da func¸a˜o objetivo, para resolver um problema de programac¸a˜o na˜o linear
com restric¸o˜es de igualdade e desigualdade. O algoritmo combina conceitos de restaurac¸a˜o
inexata com filtro e e´ decomposto em duas fases: uma fase de viabilidade, que visa obter
um ponto mais pro´ximo do conjunto via´vel, e uma fase de otimalidade, que visa reduzir
o valor da func¸a˜o objetivo. A fase de otimalidade consiste de um algoritmo de regia˜o
de confianc¸a, cujos modelos podem ser obtidos por qualquer te´cnica sem derivadas que
fornec¸a uma aproximac¸a˜o suficientemente boa para a func¸a˜o objetivo pro´ximo ao ponto
corrente. Verificamos neste cap´ıtulo que este algoritmo satisfaz uma condic¸a˜o de eficieˆncia
que implica a sua convergeˆncia global. Para finalizar este tema da tese, sa˜o apresentados
alguns testes computacionais.
1.1 O problema
Este cap´ıtulo aborda problemas de otimizac¸a˜o na˜o linear da seguinte forma
(P )

minimizar f(x)
sujeito a cE(x) = 0
cI(x) ≤ 0,
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sendo que a func¸a˜o objetivo f : IRn → IR e as func¸o˜es que definem as restric¸o˜es ci : IRn →
IR, para i ∈ E ∪ I com |E ∪ I| = m, sa˜o continuamente diferencia´veis. Assumimos que
as derivadas da func¸a˜o objetivo na˜o esta˜o dispon´ıveis ou sa˜o caras computacionalmente
enquanto que as das restric¸o˜es esta˜o dispon´ıveis.
O conjunto
Ω = {x ∈ IRn | cE(x) = 0 e cI(x) ≤ 0}
e´ denominado conjunto via´vel do problema (P ). Se um ponto x pertence a Ω, enta˜o este e´
chamado de ponto via´vel e, caso contra´rio, de ponto invia´vel. Este problema tambe´m pode
ser estendido a problemas em que as derivadas de algumas restric¸o˜es estejam inacess´ıveis
ou sejam caras computacionalmente. Nestes casos, por exemplo, bastaria incluir estas
restric¸o˜es na func¸a˜o objetivo no contexto de Lagrangiano aumentado [1].
Para medir quanto um iterando esta´ longe do conjunto Ω, considere a func¸a˜o
medida de inviabilidade h : IRn → IR+ definida por
h(x) =
∥∥c+(x)∥∥ , (1.1)
sendo que ‖.‖ e´ uma norma arbitra´ria e c+ : IRn → IRm e´ dada por
c+i (x) =
 ci(x) para i ∈ Emax {0, ci(x)} para i ∈ I.
Note que h(x) = 0 se, e somente se, x ∈ IRn e´ um ponto via´vel do problema (P ).
A sequeˆncia de pontos gerada pelo algoritmo proposto sera´ denotada por (xk)k∈IN.
Para simplificar a notac¸a˜o, referenciaremos f(xk) por fk e h(xk) por hk.
Com o propo´sito de estabelecer a convergeˆncia global do algoritmo, as seguintes
hipo´teses sa˜o consideradas.
H1 Todas as func¸o˜es f e ci, para i ∈ E ∪ I, sa˜o continuamente diferencia´veis.
H2 A sequeˆncia (xk)k∈IN ⊂ IRn gerada pelo algoritmo esta´ contida em um conjunto com-
pacto e convexo X.
H3 O gradiente ∇f e´ Lipschitz cont´ınuo em um conjunto aberto contendo X, ou seja,
existe uma constante L > 0 tal que
‖∇f(x)−∇f(y)‖ ≤ L ‖x− y‖
para todo x e y em um conjunto aberto contendo X.
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Ω
x
L(x)
(a) x ∈ Ω
Ω
x
L(x)
(b) x /∈ Ω
Figura 1.1: Conjunto linearizado L.
Cabe ressaltar que H2 e´ uma condic¸a˜o exigida sobre a sequeˆncia gerada pelo algoritmo e
esta pode ser garantida ao adicionar restric¸o˜es de caixa ao problema.
A seguir apresentamos a definic¸a˜o de estacionariedade para (P ).
Definic¸a˜o 1.1 Dizemos que x¯ ∈ Ω e´ um ponto estaciona´rio para o problema (P ) quando
lim inf
x→x¯
∥∥PL(x)(x−∇f(x))− x∥∥ = 0, (1.2)
sendo que PL(x) e´ a projec¸a˜o ortogonal sobre o conjunto L(x) definido por
L(x) = {x+ d ∈ IRn | JcE(x)d = 0 e cI(x) + JcI(x)d ≤ c+I (x)}, (1.3)
onde JcE(.) e JcI(.) sa˜o as matrizes Jacobianas das restric¸o˜es cE e cI, respectivamente.
O conjunto L(x) e´ uma linearizac¸a˜o do conjunto via´vel em torno de x. Na Figura 1.1a
ilustramos o conjunto L no ponto (1, 0) ∈ Ω e na Figura 1.1b no ponto (0, 0) /∈ Ω para
um problema com conjunto via´vel dado por
Ω = {(x, y) ∈ IR2 | (x− 3)2 + 4y2 = 4}.
1.2 Me´todo de filtro
Os me´todos de filtro, que se inspiram no crite´rio de dominaˆncia de Pareto de
otimizac¸a˜o multiobjetivo, foram propostos no contexto de programac¸a˜o na˜o linear por
Fletcher e Leyffer em [55]. As principais refereˆncias desta sec¸a˜o sa˜o [26, 55].
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Definic¸a˜o 1.2 Dizemos que o par (f i, hi) domina outro par (f j, hj) ou que o par (f j, hj)
e´ dominado pelo par (f i, hi) quando
f i ≤ f j e hi ≤ hj.
Este crite´rio e´ denominado Dominaˆncia de Pareto.
No contexto de otimizac¸a˜o na˜o linear, quando um par (f i, hi) domina outro par
(f j, hj), isto quer dizer que o ponto xi e´ pelo menos ta˜o bom quanto o ponto xj tanto com
relac¸a˜o a` otimalidade como com relac¸a˜o a` viabilidade. Com base neste crite´rio, podemos
definir o filtro como sendo uma lista de pares (f i, hi) escolhidos convenientemente levando
em considerac¸a˜o os dados das iterac¸o˜es anteriores. Denotamos por Fk o conjunto dos pares
(f i, hi) que constituem o filtro na iterac¸a˜o k, com i < k.
A ideia do me´todo de filtro consiste em evitar pontos dominados por pelo menos
um dos pares do filtro corrente. Deste modo, o me´todo na˜o permite que seja obtido
um ponto que piore tanto a viabilidade quanto a otimalidade comparado aos pares que
constituem o filtro. A Figura 1.2 ilustra os pares, no plano f × h, que constituem um
determinado filtro e, na regia˜o preenchida, o conjunto de pontos que sa˜o dominados por
pelo menos um dos pares deste filtro. Nesta, podemos observar que cada par (f j, hj) do
filtro cria uma regia˜o em bloco na qual dado um ponto x ∈ IRn tal que o par (f(x), h(x))
pertenc¸a a este bloco, temos que
h(x) ≥ hj e f(x) ≥ f j,
ou seja, qualquer ponto pertencente a este bloco aumenta, ou mante´m, tanto o valor da
inviabilidade quanto o valor da func¸a˜o objetivo comparado a xj. A Figura 1.3 ilustra
f
h
(f1, h1)
(f2, h2)
(f4, h4)
Figura 1.2: Filtro e as respectivas regio˜es dos pares dominados pelo filtro.
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x2
x1
Ω
xk
fk
hk
hk
(a) Domı´nio de f e conjunto via´vel Ω.
f
h
(fk, hk)
f < fk
h > hk
f < fk
h < hk
f > fk
h < hk
f > fk
h > hk
(b) Plano f × h.
Figura 1.3: Relac¸a˜o entre o domı´nio de f e as regio˜es no plano f × h.
a relac¸a˜o entre as regio˜es no domı´nio de f e no plano f × h que melhoram a viabili-
dade, e/ou a otimalidade, ou nenhuma delas. Nesta figura, consideramos que (P ) e´ um
problema bidimensional, com func¸a˜o objetivo f : IR2 → IR dada por f(x1, x2) = x2 e
uma restric¸a˜o de igualdade c : IR2 → IR. As curvas cont´ınuas em azul ( -- ) represen-
tam as curvas de n´ıvel da medida de inviabilidade de valor hk, a curva cont´ınua em preto
(--) representa o conjunto via´vel Ω e a reta pontilhada em preto ( - ) ilustra a curva de n´ıvel
de f de valor fk. As regio˜es preenchidas em verde nas Figuras 1.3a e 1.3b representam os
pontos e os pares, respectivamente, em que ocorre uma melhora na otimalidade, pore´m
uma piora na viabilidade. Analogamente, em azul claro temos os pontos e os pares em
que a medida de inviabilidade e´ reduzida, mas o valor da func¸a˜o objetivo aumenta. Em
laranja, temos a melhor situac¸a˜o, na qual acontece uma reduc¸a˜o tanto na inviabilidade
quanto na otimalidade. Por fim, em rosa temos os pares dominados pelo par (fk, hk), ou
seja, os pontos e os pares que pioram tanto a viabilidade quanto a otimalidade comparado
ao ponto xk e ao par (fk, hk).
Deste modo, podemos dizer que o me´todo de filtro e´ um me´todo que em cada
iterac¸a˜o define uma regia˜o proibida em IRn para o pro´ximo ponto corrente. Esta regia˜o
consiste de todos os pontos x ∈ IRn cujos pares (f(x), h(x)) sa˜o dominados por pelo menos
um dos pares do filtro. Dada uma iterac¸a˜o k, denotaremos por Fk ⊂ IRn o conjunto dos
pontos x ∈ IRn proibidos pelo me´todo nesta iterac¸a˜o.
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f
h
(f i, hi)
(f j , hj)
(f ℓ, hℓ)
(a) Regia˜o proibida segundo a regra (1.4)
e em pontilhado a fronteira da regia˜o
proibida sem a margem.
(f i, hi)
(f j , hj)
(f ℓ, hℓ)
f
h
(b) Regia˜o proibida segundo a regra (1.5)
e em pontilhado a fronteira da regia˜o
proibida com filtro original.
Figura 1.4: Regio˜es proibidas no plano f × h segundo os crite´rios de filtro original e
inclinado.
Para garantir a convergeˆncia do me´todo de filtro, em [57] cria-se uma margem
em torno da regia˜o proibida. Assim, dado um filtro Fk a regia˜o proibida nesta iterac¸a˜o e´
dada por
Fk =
{∪Rj | (f j, hj) ∈ Fk}
sendo
Rj =
{
x ∈ IRn ∣∣ f(x) ≥ f j − αhj e h(x) ≥ (1− α)hj } (1.4)
e α ∈ (0, 1) e´ uma constante dada. Uma maneira um pouco diferente de definir esta
regia˜o, proposta inicialmente por [26], considera uma inclinac¸a˜o na margem referente a`
otimalidade e e´ dada por
Rj =
{
x ∈ IRn ∣∣ f(x) + αh(x) ≥ f j e h(x) ≥ (1− α)hj } . (1.5)
Os me´todos baseados na regra (1.4) sera˜o denominados de filtro original e os baseados
em (1.5) de filtro inclinado. Ilustramos na Figura 1.4 as respectivas regio˜es proibidas no
plano f ×h segundo as regras (1.4) na figura da esquerda e (1.5) na da direita. Na Figura
1.4a, a fronteira da regia˜o sem margem esta´ representada em pontilhado. Ja´ na Figura
1.4b as linhas pontilhadas demarcam a fronteira da regia˜o segundo a regra (1.4).
Definimos F̂k e F̂k os conjuntos dados por
F̂k = Fk ∪ {(fk, hk)} e F̂k = Fk ∪Rk,
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f
h
fk
hk
(a) Filtro original segundo (1.4).
f
h
fk
hk
(b) Filtro inclinado segundo (1.5).
Figura 1.5: Regio˜es proibidas tempora´rias e permanentes.
estes sa˜o denominados de filtro tempora´rio e regia˜o proibida tempora´ria, respectivamente,
sendo Fk e Fk o filtro permanente e a regia˜o proibida permanente na iterac¸a˜o k. As regio˜es
proibidas tempora´rias e permanentes, segundo as regras de filtro (1.4) e (1.5), para um
determinado filtro podem ser vistos na Figura 1.5. A regia˜o proibida permanente esta´
representada pela regia˜o preenchida em tom de rosa, ja´ a regia˜o tempora´ria consiste da
unia˜o da regia˜o permanente, em rosa, com a regia˜o preenchida em amarelo, de acordo
com cada crite´rio de filtro adotado.
1.3 O algoritmo
O algoritmo proposto para resolver (P ) mescla conceitos de restaurac¸a˜o inexata
com conceitos de filtro. Cada iterac¸a˜o k do algoritmo e´ composta por uma fase de viabili-
dade, que reduz a medida de inviabilidade sem avaliac¸o˜es da func¸a˜o objetivo, e uma fase
de otimalidade, que visa reduzir o valor da func¸a˜o objetivo. Estas fases sa˜o independentes
e a ligac¸a˜o entre elas ocorre por interme´dio do filtro.
Dado um ponto corrente xk /∈ Fk ⊂ IRn, a fase de viabilidade encontra um ponto
restaurado zk que esteja relativamente pro´ximo de xk, fora do filtro tempora´rio F̂k e que
seja mais via´vel que o ponto corrente, ou seja, tal que zk /∈ F̂k e satisfac¸a
h(zk) < (1− α)h(xk) e ∥∥zk − xk∥∥ ≤ βh(xk), (1.6)
para α ∈ (0, 1) e β > 0. Enta˜o e´ considerada uma aproximac¸a˜o linear das restric¸o˜es neste
ponto mais via´vel atrave´s do conjunto linearizado L( . ) definido em (1.3). Computado
o ponto zk, a fase de otimalidade deve encontrar um ponto xk+1 = zk + dk /∈ F̂k com
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zk + dk ∈ L(zk), tal que este fornec¸a uma reduc¸a˜o do valor da func¸a˜o objetivo a partir
do ponto restaurado, ou seja, tal que f(xk+1) < f(zk). Note que neste algoritmo, a u´nica
relac¸a˜o entre as duas etapas e´ dada pelo filtro. Ale´m disso, a fase de viabilidade obte´m um
ponto mais pro´ximo do conjunto via´vel sem que sejam necessa´rias avaliac¸o˜es da func¸a˜o
objetivo.
A fase de viabilidade deve obter um ponto restaurado zk /∈ F̂k que satisfac¸a
(1.6). Como as restric¸o˜es sa˜o providas de derivadas, o processo usado nesta fase pode ser
qualquer algoritmo iterativo de descida para h, e o te´rmino finito deve ser atingido uma vez
que hj > 0 para todo (f j, hj) ∈ F̂k, (veja Lema A.2). Devido a` acessibilidade das derivadas
das restric¸o˜es e como, por exemplo, o passo de viabilidade estudado por Mart´ınez em [93]
pode ser aplicado diretamente neste trabalho, na˜o discutimos em detalhes o processo de
viabilidade. Note que a fase de viabilidade pode falhar quando a medida de inviabilidade
h( . ) tem um ponto estaciona´rio invia´vel. Neste caso, o me´todo para sem sucesso.
Na fase de otimalidade sera˜o realizadas iterac¸o˜es de regia˜o de confianc¸a kj para
j ∈ IN. A ideia do me´todo de regia˜o de confianc¸a [29, 116] e´ definir um modelo para a
func¸a˜o objetivo e uma regia˜o em torno do ponto corrente na qual o modelo e´ uma boa
aproximac¸a˜o para a func¸a˜o, ou seja, uma regia˜o na qual confiamos no modelo. A partir
da´ı, encontramos um minimizador aproximado do modelo e caso este fornec¸a uma reduc¸a˜o
razoa´vel em f , aceitamos o ponto. Caso contra´rio, pode ser que o modelo na˜o esteja
representando adequadamente a func¸a˜o nesta regia˜o. Neste caso, o ponto e´ recusado, o
tamanho da regia˜o e´ reduzido e constru´ımos um novo modelo para encontrar um novo
minimizador.
Os modelos quadra´ticos mkj : IR
n → IR de f em torno do ponto restaurado zk
sa˜o definidos por
mkj(x) = f(z
k) + (x− zk)tgkj +
1
2
(x− zk)tBkj(x− zk), (1.7)
onde gkj ∈ IRn e Bkj ∈ IRn×n e´ uma matriz sime´trica. O raio da regia˜o de confianc¸a, regia˜o
em que confiamos que o modelo e´ uma boa aproximac¸a˜o para f , e´ denotado por ∆kj > 0.
O modelo pode ou na˜o ser atualizado no comec¸o de cada iterac¸a˜o kj e a sua qualidade e´
controlada por um segundo raio δkj ∈ (0,∆kj ]. Para garantir um boa aproximac¸a˜o para
f perto do ponto zk, e´ exigido que os modelos quadra´ticos mkj satisfac¸am a` seguinte
condic¸a˜o:
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H4 Existem constantes γ > 0 e σ > 0 tais que∥∥Bkj∥∥ ≤ γ e ∥∥gkj −∇f(zk)∥∥ ≤ σδkj
para todo k ∈ IN, j ∈ IN e δkj > 0.
Cada iterac¸a˜o do me´todo de regia˜o de confianc¸a comec¸a com um raio ∆k0 ≥ ∆min
e δk0 = ∆k0 , para ∆min > 0 fixado. O uso deste raio mı´nimo simplifica a prova de
convergeˆncia. Caso zk+dkj ∈ F̂k ou a reduc¸a˜o f(zk)−f(zk+dkj) na˜o seja suficientemente
boa, dizemos que a iterac¸a˜o kj foi de insucesso. Neste caso, o raio da regia˜o de confianc¸a
∆kj e o raio δkj sa˜o reduzidos, o contador kj e´ incrementado, caso necessa´rio um novo
modelo satisfazendo H4 e´ constru´ıdo e repetimos o processo com os novos raios. Caso
contra´rio, a iterac¸a˜o kj e´ de sucesso e o processo de regia˜o de confianc¸a esta´ conclu´ıdo
nesta iterac¸a˜o k.
Apesar de zk estar fixado, a condic¸a˜o H4 e o fato do raio δkj ser reduzido em uma
iterac¸a˜o de insucesso sa˜o responsa´veis pela atualizac¸a˜o dos modelos em cada iterac¸a˜o
interna kj, uma vez que, gkj = g(z
k, δkj) e, consequentemente, mkj( . ) = m( . , z
k, δkj).
Esta dependeˆncia dos modelos com relac¸a˜o a cada raio δkj ocorre exclusivamente em gkj .
As Hessianas podem ser sempre as mesmas, em particular nulas. Qualquer te´cnica que
satisfac¸a a Hipo´tese H4 pode ser utilizada para obter os modelos quadra´ticos, os processos
mais conhecidos na literatura sa˜o os baseados em interpolac¸a˜o polinomial [34, 47, 122].
Existem va´rios algoritmos capazes de encontrar modelos que satisfac¸am esta condic¸a˜o sem
calcular ∇f(zk), como em [34, Cap´ıtulo 6].
Em cada iterac¸a˜o kj consideramos o subproblema de regia˜o de confianc¸a dado
por
(SP )

minimizar mkj(z
k + d)
sujeito a zk + d ∈ L(zk)
‖d‖ ≤ ∆kj ,
(1.8)
sendo que ‖.‖ e´ uma norma arbitra´ria em IRn. A soluc¸a˜o obtida e´ denominada de passo de
regia˜o de confianc¸a e e´ denotada por dkj ∈ IRn. Definimos a medida de estacionariedade
para (SP ) em um ponto x por
pikj(x) =
∥∥PL(x)(x−∇mkj(x))− x∥∥ . (1.9)
A pro´xima etapa consiste em avaliar o passo. Esperamos que o ponto zk + dkj
proporcione uma reduc¸a˜o na func¸a˜o objetivo que seja no mı´nimo uma frac¸a˜o da reduc¸a˜o
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obtida no modelo. Para tal, definimos aredkj como sendo a reduc¸a˜o real obtida pela
func¸a˜o objetivo, dada por
aredkj = f(z
k)− f (zk + dkj) (1.10)
e predkj a reduc¸a˜o predita e obtida pelo modelo, dada por
predkj = mkj(z
k)−mkj
(
zk + dkj
)
. (1.11)
Um passo dkj e´ aceito quando a reduc¸a˜o real for menor que uma frac¸a˜o η ∈ (0, 1) da
reduc¸a˜o predita, isto e´, quando
aredkj > η predkj ,
pois do contra´rio, o modelo na˜o esta´ representando bem a func¸a˜o objetivo na regia˜o
delimitada por ∆kj e neste caso, diminu´ımos o raio e obtemos um novo modelo.
O subproblema (SP ) e´ resolvido de forma aproximada no sentido que o ponto
obtido fornec¸a uma reduc¸a˜o suficiente no valor do modelo. Deste modo, levando em
considerac¸a˜o a reduc¸a˜o mı´nima obtida por um passo de Cauchy [34, Teorema 10.1], con-
sideramos que dkj e´ uma soluc¸a˜o aproximada do subproblema (SP ) quando
predkj ≥ ξpikj(zk)min
{
pikj(z
k)
1 +
∥∥Bkj∥∥ ,∆kj
}
, (1.12)
sendo pikj(.) a medida de estacionariedade dada em (1.9), Bkj ∈ IRn×n a Hessiana do
modelo mkj , ∆kj > 0 o raio da regia˜o de confianc¸a e ξ > 0 uma constante.
Em algumas iterac¸o˜es kj a iterac¸a˜o e´ incrementada e considerada como insucesso,
antes mesmo que um passo de regia˜o de confianc¸a dkj seja computado. Isto ocorre nas
situac¸o˜es em que o raio δkj esta´ muito grande comparado a` medida de estacionariedade
pikj , ou seja, quando δkj > µpikj(z
k) para µ > 1. Esta exigeˆncia esta´ relacionada com o
fato de que os modelos devem ser boas aproximac¸o˜es para a func¸a˜o objetivo em torno de
uma vizinhanc¸a do ponto restaurado. Note que quando pikj(z
k) e´ muito pequeno, o ponto
corrente esta´ provavelmente pro´ximo da soluc¸a˜o do subproblema (1.8). Por outro lado, se
o raio δkj e´ consideravelmente grande, na˜o podemos garantir que a func¸a˜o objetivo esta´
bem representada pelo modelo.
O algoritmo sem derivadas da func¸a˜o objetivo com filtro (SD-F) e´ apresentado a
seguir.
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Algoritmo 1.1 SD-F
Dados: x0 ∈ IRn, α ∈ (0, 1), η ∈ (0, 1), ε > 0, β > 0, ∆min > 0, µ > 1
Considere F0 = ∅, F0 = ∅ e k = 0
Repita
Defina F̂k = Fk ∪
{(
fk, hk
)}
e
F̂k = Fk ∪Rk, sendo Rk a regia˜o definida em (1.4) ou em (1.5)
Obtenc¸a˜o de xk+1 /∈ F̂k
Fase de viabilidade
Se h(xk) = 0, enta˜o zk = xk
Sena˜o, calcule zk /∈ F̂k satisfazendo (1.6)
Se imposs´ıvel, enta˜o pare sem sucesso
Fase de otimalidade
Fac¸a j = 0, escolha ∆k0 ≥ ∆min e considere δk0 = ∆k0
Repita
Construa o modelo mkj satisfazendo H4
Se δkj > µpikj(z
k), enta˜o
Se δkj ≤ ε e h(zk) ≤ ε, pare o algoritmo com sucesso
Sena˜o, fac¸a dkj = 0, δkj+1 = δkj/2 e escolha ∆kj+1 ∈ [δkj+1 ,∆kj ]
Sena˜o
Calcule dkj como uma soluc¸a˜o aproximada de (1.8)
Se zk + dkj /∈ F̂k e aredkj > η predkj
Fac¸a xk+1 = zk + dkj , dk = dkj , ∆k = ∆kj , δk = δkj
e pare a fase de otimalidade com sucesso
Sena˜o, fac¸a δkj+1 = δkj/2 e ∆kj+1 = ∆kj/2
j = j + 1
Atualizac¸a˜o do filtro
Se f(xk+1) < f(xk), enta˜o
Fk+1 = Fk, Fk+1 = Fk (iterac¸a˜o-f)
Sena˜o,
Fk+1 = F̂k, Fk+1 = F̂k (iterac¸a˜o-h)
k = k + 1
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No comec¸o de cada iterac¸a˜o, o par (fk, hk) e´ temporariamente introduzido no filtro
atrave´s do filtro tempora´rio, e a regia˜o proibida tempora´ria e´ gerada. Depois de comple-
tada a iterac¸a˜o, o par (fk, hk) pertencera´ permanentemente ao filtro somente quando a
iterac¸a˜o na˜o reduziu f , em outras palavras, quando k e´ uma iterac¸a˜o do tipo h. Quando
k e´ denominada de iterac¸a˜o-f , a nova entrada (fk, hk) e´ descartada, o filtro na˜o e´ atuali-
zado e, consequentemente, nem a regia˜o proibida. Note que se xk e´ via´vel, enta˜o qualquer
ponto x que na˜o for proibido pelo filtro deve satisfazer f(x) < f(xk). Note tambe´m que o
me´todo pode adotar tanto o filtro original como o filtro inclinado de acordo com a regia˜o
Rk escolhida. Deste modo, para todo x /∈ F̂k, temos que para cada (f j, hj) ∈ F̂k vale
f(x) < f j − αhj ou h(x) < (1− α)hj, (1.13)
caso seja usado o filtro original e
f(x) < f j − αh(x) ou h(x) < (1− α)hj, (1.14)
caso o filtro inclinado esteja em considerac¸a˜o. Os pares de um determinado filtro e suas
respectivas regio˜es proibidas tempora´rias e permanentes, segundo as regras de filtro (1.4)
e (1.5), podem ser vistos na Figura 1.5.
1.4 Convergeˆncia global
A tarefa desta sec¸a˜o e´ assegurar a convergeˆncia global do Algoritmo 1.1, ou seja,
mostrar que a sequeˆncia gerada pelo algoritmo tem um ponto de acumulac¸a˜o estaciona´rio.
A fim de alcanc¸ar este objetivo, primeiramente vamos verificar que o passo de otimalidade
e´ eficiente, no sentido de que perto de um ponto via´vel na˜o estaciona´rio o decre´scimo na
func¸a˜o objetivo e´ relativamente grande. Em seguida, verificamos que esta condic¸a˜o de
eficieˆncia e´ suficiente para estabelecer a convergeˆncia do passo todo.
De agora em diante vamos assumir que o algoritmo gerou as sequeˆncias infinitas
(xk) e (zk) e que as Hipo´teses H1-H4 esta˜o satisfeitas. Dado k ∈ IN, considere Jk o
conjunto de ı´ndices das iterac¸o˜es internas do passo de otimalidade que apenas atualizam
os modelos sem computar passos de regia˜o de confianc¸a, o qual pode ser definido por
Jk = {j ∈ IN | δkj > µpikj(zk)}, (1.15)
sendo a constante µ > 1 dada no algoritmo e pikj( . ) definido em (1.9). O lema a seguir
verifica que existe uma iterac¸a˜o kj tal que um passo de regia˜o de confianc¸a e´ calculado
em toda iterac¸a˜o interna kj > kj.
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Lema 1.3 Considere zk um ponto na˜o estaciona´rio e µ > 1. Enta˜o o conjunto Jk e´
finito.
Demonstrac¸a˜o. Suponha por contradic¸a˜o que o conjunto Jk e´ infinito. Pelo mecanismo
do algoritmo temos que δkj =
(
1
2
)j
δk0 > 0 e, consequentemente,
δkj−→0, (1.16)
uma vez que Jk e´ infinito. Assim, pela definic¸a˜o de Jk,
pikj(z
k)
j ∈Jk−−−→0. (1.17)
Por outro lado, como zk e´ na˜o estaciona´rio, por (1.2) temos que existe uma constante
c > 0 tal que ∥∥PL(zk)(zk −∇f(zk))− zk∥∥ > c. (1.18)
Por (1.16), existe j0 ∈ IN tal que, para todo j > j0, temos δkj <
c
2σ
. Usando a definic¸a˜o
de pikj(z
k) e a desigualdade triangular, temos que para todo j ∈ IN
pikj(z
k) =
∥∥PL(zk)(zk − gkj)− zk∥∥
=
∥∥PL(zk)(zk − gkj)− PL(zk)(zk −∇f(zk)) + PL(zk)(zk −∇f(zk))− zk∥∥
≥ − ∥∥PL(zk)(zk − gkj)− PL(zk)(zk −∇f(zk))∥∥+ ∥∥PL(zk)(zk −∇f(zk))− zk∥∥
Assim, usando a propriedade de contrac¸a˜o da projec¸a˜o [116, Cap´ıtulo 3], Hipo´tese H4 e
(1.18) temos que para todo j > j0
pikj(z
k) ≥ − ∥∥gkj −∇f(zk)∥∥+ ∥∥PL(zk)(zk −∇f(zk))− zk∥∥
> −σδkj + c
>
c
2
> 0,
o que contradiz (1.17) e conclui a prova.
Cabe ressaltar que a exigeˆncia de que os modelos sejam atualizados quando
δkj > µpikj(z
k) esta´ relacionada com o fato de que os modelos devem ser boas apro-
ximac¸o˜es para a func¸a˜o objetivo numa vizinhanc¸a do ponto restaurado.
Para o pro´ximo resultado e´ necessa´ria uma condic¸a˜o de qualificac¸a˜o. Embora
existam va´rias condic¸o˜es de qualificac¸a˜o [100, 116], algumas inclusive recentes [3, 5], ado-
tamos aqui a cla´ssica condic¸a˜o de Mangasarian-Fromovitz, definida a seguir.
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Definic¸a˜o 1.4 Dizemos que a condic¸a˜o de qualificac¸a˜o de Mangasarian-Fromovitz e´ sa-
tisfeita em um ponto x quando os gradientes das restric¸o˜es de igualdade sa˜o linearmente
independentes e existe um vetor d ∈ IRn tal que
∇ci(x)td = 0 e ∇cj(x)td < 0,
para todo i ∈ E e j ∈ {I | cj(x) = 0}.
Ale´m das Hipo´teses H1 - H4, tambe´m assumiremos que a condic¸a˜o a seguir e´
va´lida.
H5 Todo ponto do conjunto via´vel Ω satisfaz a condic¸a˜o de qualificac¸a˜o de Mangasarian-
Fromovitz.
O resultado a seguir garante a continuidade de algumas func¸o˜es auxiliares.
Lema 1.5 Seja x um ponto satisfazendo a condic¸a˜o de Mangasarian-Fromovitz e p :
IRn → IRn uma func¸a˜o cont´ınua em x. Enta˜o a transformac¸a˜o ponto conjunto L(.) e a
func¸a˜o z 7→ PL(z)(p(z)) sa˜o cont´ınuas em x.
Demonstrac¸a˜o. Veja [62, Lemas A.1 e A.2].
No lema seguinte verificamos que a diferenc¸a da medida de inviabilidade ao longo
do conjunto linearizado esta´ relacionada com o quadrado da norma do passo.
Lema 1.6 [62, Lema 3.3] Para todo z ∈ X e z + d ∈ L(z), existe uma constante C1 > 0
tal que
|h(z + d)− h(z)| ≤ C1 ‖d‖2 .
Demonstrac¸a˜o. Pela Hipo´tese H1, temos que para todo z ∈ X, z + d ∈ L(z) e i ∈ E ∪ I,
existe uma constante C1 > 0 tal que
ci(z + d)− ci(z) ≤ ∇ci(z)td+ C1 ‖d‖2 . (1.19)
Como z + d ∈ L(z), decorre diretamente da definic¸a˜o do conjunto linearizado L que
ci(z) +∇ci(z)td ≤ c+i (z).
Portanto, com isso e (1.19), temos que
ci(z + d) ≤ c+i (z) + C1 ‖d‖2 .
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Pela definic¸a˜o da medida de inviabilidade h, basta provar que
c+i (z + d) ≤ c+i (z) + C1 ‖d‖2 . (1.20)
Se ci(z + d) < 0, para i ∈ I, temos c+i (z + d) = 0 e (1.20) vale. Caso contra´rio,
c+i (z + d) = ci(z + d) e (1.20) e´ verdadeira. Assim, usando a definic¸a˜o de normas e a
definic¸a˜o de h em (1.20) temos o resultado desejado.
O resultado a seguir garante que perto de um ponto via´vel na˜o estaciona´rio a
medida de estacionariedade do subproblema e´ suficientemente grande.
Lema 1.7 Seja x ∈ X um ponto via´vel na˜o estaciona´rio, c = 1
4
∥∥PL(x)(x−∇f(x))− x∥∥ >
0 e σ > 0 dado por H4. Enta˜o existe uma vizinhanc¸a V1 de x tal que para todo z
k ∈ V1 e
j ∈ IN
pikj(z
k) > −σδkj +
c
2
.
Demonstrac¸a˜o. Considere V˜1 = B
(
x,
c
2
χ
)
, sendo χ = min{1, 1/γ} e γ > 0 dada por H4.
Enta˜o, para todo x ∈ V˜1, zk ∈ V˜1 e k, j ∈ IN,∥∥∇mkj(x)−∇mkj(x)∥∥ = ∥∥Bkj(x− x)∥∥ < c2 . (1.21)
Dado v ∈ IRn, a PL(.)(v) e´ cont´ınua em x pelo Lema 1.5. Consequentemente, existe uma
vizinhanc¸a V˜2 de x tal que para todo z
k ∈ V˜2,∥∥PL(zk)(v)− PL(x)(v)∥∥ < c2 . (1.22)
Como
∥∥PL(x)(x−∇f(.))− x∥∥ e´ cont´ınua em x, existe uma vizinhanc¸a V˜3 de x tal que
para todo zk ∈ V˜3∥∥PL(x)(x−∇f(zk))− x∥∥ > 3
4
∥∥PL(x)(x−∇f(x))− x∥∥ = 3c. (1.23)
Considere V1 = V˜1 ∩ V˜2 ∩ V˜3. Usando a definic¸a˜o de pikj dada em (1.9), a desi-
gualdade triangular duas vezes e somando e subtraindo (PL(zk)(x−∇mkj(x))− x), segue
que, para todo zk ∈ V1,∣∣pikj(zk)− pikj(x)∣∣ =
=
∣∣∥∥PL(zk)(zk −∇mkj(zk))− zk∥∥− ∥∥PL(x)(x−∇mkj(x))− x∥∥∣∣
≤ ∥∥PL(zk)(zk −∇mkj(zk))− zk − PL(x)(x−∇mkj(x)) + x∥∥
=
∥∥PL(zk)(zk −∇mkj(zk))− zk − PL(zk)(x−∇mkj(x)) + x +
+PL(zk)(x−∇mkj(x))− x− PL(x)(x−∇mkj(x)) + x
∥∥
≤ ∥∥PL(zk)(zk −∇mkj(zk))− zk − PL(zk)(x−∇mkj(x)) + x ∥∥+
+
∥∥PL(zk)(x−∇mkj(x))− PL(x)(x−∇mkj(x))∥∥
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Usando a contrac¸a˜o da projec¸a˜o no resultado pre´vio, temos que para todo zk ∈ V1∣∣pikj(zk)− pikj(x)∣∣ =
≤∥∥∇mkj(x)−∇mkj(zk)∥∥+∥∥PL(zk)(x−∇mkj(x))− PL(x)(x−∇mkj(x))∥∥
≤ ∥∥∇mkj(x)−∇mkj(zk)∥∥+ ∥∥PL(zk)(x−∇mkj(x))− PL(x)(x−∇mkj(x))∥∥+
+2
∥∥x− zk∥∥ .
Com isto, (1.21) e (1.22)
pikj(z
k) > pikj(x)− 2c. (1.24)
Por outro lado, usando novamente a definic¸a˜o de pikj , a definic¸a˜o de mkj dada em (1.7) e
a desigualdade triangular temos que
pikj(x) =
∥∥PL(x)(x− gkj −Bkj(x− zk))− x∥∥
=
∥∥PL(x)(x− gkj −Bkj(x− zk))− x− (PL(x)(x−∇f(zk))− x)+
+ (PL(x)(x−∇f(zk))− x)
∥∥
≥ − ∥∥PL(x)(x−gkj−Bkj(x−zk))−PL(x)(x−∇f(zk))∥∥+∥∥PL(x)(x−∇f(zk))−x∥∥ .
Pela propriedade de contrac¸a˜o da projec¸a˜o e desigualdade triangular segue que
pikj(x) ≥ −
∥∥gkj +Bkj(x− zk)−∇f(zk)∥∥+ ∥∥PL(x)(x−∇f(zk))− x∥∥
≥ − ∥∥gkj −∇f(zk)∥∥− ∥∥Bkj(x− zk)∥∥+ ∥∥PL(x)(x−∇f(zk))− x∥∥ .
Assim, usando a Hipo´tese H4, propriedade de norma, (1.23) e o fato que zk ∈ V1 ⊂ V˜1,
temos que
pikj(x) > −σδkj + 3c− γ
∥∥x− zk∥∥ ≥ −σδkj + 52c.
Usando isto em (1.24) obtemos o resultado desejado.
Segue imediatamente deste lema que a medida de estacionariedade do subpro-
blema em torno de um ponto via´vel na˜o estaciona´rio e´ limitada inferiormente por uma
constante positiva.
Corola´rio 1.8 Considere um ponto via´vel na˜o estaciona´rio x ∈ X e a vizinhanc¸a V1
dada pelo Lema 1.7. Enta˜o existem constantes δ̂ ∈ (0,∆min) e C2 > 0, tais que para todo
zk ∈ V1 e j /∈Jk ou j ∈ IN com δkj ≤ δ̂, vale
pikj(z
k) > C2.
Demonstrac¸a˜o. Seja zk ∈ V1. Considere inicialmente que j /∈ Jk. Pelo Lema 1.7 e a
definic¸a˜o de Jk dada em (1.15), segue que
pikj(z
k) > −σδkj +
c
2
≥ −σµpikj(zk) +
c
2
.
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Enta˜o
pikj(z
k) >
c
2(1 + σµ)
.
Considere agora δ̂ = min
{
c
4σ
,
∆min
2
}
> 0 e j ∈ IN tal que δkj ≤ δ̂. Pelo Lema 1.7
pikj(z
k) > −σδ̂ + c
2
≥ c
4
.
Tomando C2 = min
{
1
2(1 + σµ)
,
1
4
}
c > 0, completamos a prova.
O pro´ximo lema estabelece que, pro´ximo de um ponto via´vel na˜o estaciona´rio,
todo ponto obtido com um raio suficientemente pequeno sera´ aceito pelo crite´rio de regia˜o
de confianc¸a.
Lema 1.9 Considere um ponto via´vel na˜o estaciona´rio x ∈ X, a vizinhanc¸a V1 dada pelo
Lema 1.7. Enta˜o existem constantes ∆ ∈ (0,∆min) e C3 > 0 tais que para todo zk ∈ V1 e
j /∈Jk,
predkj > C3 min
{
∆kj ,∆
}
(1.25)
e
aredkj > η predkj > ηC3∆kj , para ∆kj ∈ (0,∆]. (1.26)
Demonstrac¸a˜o. Considere zk ∈ V1 e j /∈ Jk. Enta˜o, pela condic¸a˜o (1.12), Hipo´tese H4,
Corola´rio 1.8 e o fato que j /∈Jk segue que
predkj ≥ ξpikj(zk)min
{
pikj(z
k)
1 +
∥∥Bkj∥∥ ,∆kj
}
> ξC2min
{
C2
1 + γ
,∆kj
}
.
Assim, considerando
∆ = min
{
∆min
2
,
C2
1 + γ
}
∈ (0,∆min)
e C3 = C2ξ > 0, obtemos (1.25).
Agora vamos verificar a validade de (1.26). Considere zk ∈ V1, j /∈ Jk com
∆kj ∈
(
0,∆
]
e dkj o passo de regia˜o de confianc¸a obtido na iterac¸a˜o interna kj. Pela
Hipo´tese H1 e pelo Teorema do Valor Me´dio, existe uma constante θ ∈ (0, 1) tal que
f(zk)− f(zk + dkj) = −∇f(zk + θdkj)tdkj .
Usando as definic¸o˜es das reduc¸o˜es aredkj e predkj , o resultado anterior e as definic¸o˜es dos
modelos mkj , obtemos que∣∣∣aredkj − predkj ∣∣∣ = ∣∣f(zk)− f(zk + dkj)− (mkj(zk)−mkj(zk + dkj))∣∣
=
∣∣∣∣−∇f(zk + θdkj)tdkj + gkj tdkj + 12dkj tBkjdkj
∣∣∣∣ .
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Com isso, a desigualdade de Cauchy-Schwarz, propriedades de norma e a condic¸a˜o H3,
segue que∣∣∣aredkj − predkj ∣∣∣ ≤
≤
(∥∥∇f(zk + θdkj)−∇f(zk)∥∥+ ∥∥∇f(zk)− gkj∥∥+ 12 ∥∥Bkj∥∥∥∥dkj∥∥
)∥∥dkj∥∥
≤
(
Lθ
∥∥dkj∥∥+ ∥∥∇f(zk)−gkj∥∥+ 12 ∥∥Bkj∥∥∥∥dkj∥∥
)∥∥dkj∥∥ .
Portanto, pela Hipo´tese H4 e pelos fatos que
∥∥dkj∥∥ ≤ ∆kj e ∆kj ≥ δkj , temos que∣∣∣aredkj − predkj ∣∣∣ ≤ (Lθ + σ + 12γ
)
∆2kj . (1.27)
Redefinindo ∆ ∈ (0,∆min) como
∆ = min
{
∆min
2
,
C2
1 + γ
,
C2(1− η)(
Lθ + σ + 1
2
γ
)} > 0,
usando (1.25), (1.27) e o fato que ∆kj ∈
(
0,∆
]
, temos que∣∣∣∣∣aredkjpredkj − 1
∣∣∣∣∣ =
∣∣∣∣∣aredkj − predkjpredkj
∣∣∣∣∣ <
(
Lθ + σ + 1
2
γ
)
C2
∆kj ≤ 1− η.
Desta maneira, para todo zk ∈ V1 e ∆kj ∈
(
0,∆
]
, obtemos que
aredkj > ηpredkj .
Usando isto e (1.25) obtemos a segunda desigualdade de (1.26), o que completa a prova.
O lema a seguir garante que, perto de um ponto via´vel na˜o estaciona´rio, a recusa
de um passo de otimalidade e´ devida a um grande aumento da inviabilidade. Para tanto,
defina a folga do filtro por
Hk = min
{
1,min
{
(1− α)hj ∣∣ (f j, hj) ∈ Fk e f j ≤ fk}} . (1.28)
A Figura 1.6 ilustra a relac¸a˜o entre Hk e a regia˜o proibida tempora´ria F̂k = Fk ∪ Rk
quando o crite´rio de filtro adotado e´ o filtro original. Esta relac¸a˜o e´ ana´loga para o
crite´rio de filtro inclinado. Ale´m disso, note que pelas Hipo´teses H1, H2 e pelo Teorema
do Valor Me´dio de Lagrange, existe uma constante L˜ > 0 tal que∣∣f(zk)− f(xk)∣∣ ≤ L˜∥∥zk − xk∥∥ .
Usando isto e (1.6), temos que existe uma constante C4 > 0 tal que∣∣f(zk)− f(xk)∣∣ ≤ C4h(xk). (1.29)
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Lema 1.10 Seja x ∈ X um ponto via´vel na˜o estaciona´rio. Considere as constantes dadas
pelos Lemas 1.6 e 1.9 e pelo Corola´rio 1.8 e a vizinhanc¸a V1 dada pelo Lema 1.7. Defina
as constantes C5 =
1
2
min
{
1√
C1
, µC2
}
> 0 e ∆′ ∈ (0,∆min) por
∆′ = min
{
δ̂,∆,
ηC3
8αC1
, ηC3
(
1− α
C5
2 + C1α +
C4
αC5
2
)−1}
. (1.30)
Enta˜o existe uma vizinhanc¸a V2 ⊂ V1 de x tal que para todo xk ∈ V2 e ∆kj ∈ (∆′/2,∆′]
com j /∈Jk, temos que zk ∈ V1 e
f(zk + dkj) + αh(x
k) < f(xk) para o filtro original (1.31)
e
f(zk + dkj) + αh(z
k + dkj) < f(x
k) para o filtro inclinado. (1.32)
Ale´m disso, se o passo dkj e´ recusado pelo algoritmo, enta˜o
h(zk + dkj) ≥ Hk.
Demonstrac¸a˜o. Como x e´ um ponto via´vel, h e´ uma func¸a˜o cont´ınua e
∥∥zk − xk∥∥ ≤ βh(xk),
enta˜o existe uma vizinhanc¸a V2 ⊂ V1 de x tal que para todo xk ∈ V2 temos que zk ∈ V1 e
h(xk) ≤ ηC3∆
′
2
min
{
1
α + C4
,
1
2C4
,
1
4α(1− α)
}
. (1.33)
Considere xk ∈ V2, zk ∈ V1 e j /∈Jk com ∆kj ∈
(
∆′
2
,∆′
]
⊂ (0,∆]. Como ∆′
2
< ∆kj ≤
∆, pelo Lema 1.9, segue que
f(zk)− f(zk + dkj) > ηC3∆kj >
ηC3∆
′
2
.
Assim, usando isto e (1.29) obtemos que
f(xk)− f(zk + dkj) = f(xk)− f(zk) + f(zk)− f(zk + dkj) > −C4h(xk) +
ηC3∆
′
2
. (1.34)
Usando (1.33) segue que
f(xk)− f(zk + dkj) > −C4h(xk) + (α + C4)h(xk) = αh(xk),
o que implica o resultado (1.31) para o crite´rio de filtro original.
Agora vamos verificar (1.32) para o filtro inclinado. Usando (1.33) em (1.34)
temos que
f(xk)− f(zk + dkj) > −C4
ηC3∆
′
4C4
+
ηC3∆
′
2
=
ηC3∆
′
4
. (1.35)
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Por outro lado, pelo Lema 1.6 temos que |h(zk + dkj)−h(zk)| ≤ C1∆2kj e pelo mecanismo
do Algoritmo 1.1, que h(zk) < (1 − α)h(xk). Portanto, usando estes resultados e o fato
que ∆kj ≤ ∆′, segue que
h(zk + dkj) ≤ h(zk) + C1∆2kj < (1− α)h(xk) + C1∆′
2
.
Multiplicando por α > 0 e usando (1.30) e (1.33), obtemos que
αh(zk + dkj) < α(1− α)
ηC3∆
′
8α(1− α) + C1α∆
′2 =
ηC3∆
′
8
+ C1α∆
′2 <
ηC3
4
∆′.
Assim, combinando isto com (1.35), temos que
f(xk)− f(zk + dkj) > αh(zk + dkj),
o que prova (1.32) para o filtro inclinado.
Para completar a prova, suponha que o ponto zk+dkj foi recusado pelo algoritmo.
Como ∆kj ≤ ∆ e j /∈ Jk, o Lema 1.9 garante que este ponto foi aceito pelo crite´rio de
regia˜o de confianc¸a e, consequentemente, foi recusado pelo crite´rio de filtro. Assim,
zk + dkj ∈ F̂k.
Portanto, como (1.31) vale para o crite´rio de filtro original e (1.32) vale para o crite´rio de
filtro inclinado, temos, pela definic¸a˜o do filtro e de Hk, dada em (1.28), que
h(zk + dkj) ≥ Hk,
e a prova esta´ conclu´ıda.
O pro´ximo resultado estabelece que, perto de um ponto via´vel na˜o estaciona´rio,
a fase de otimalidade fornece um decre´scimo suficiente no valor da func¸a˜o objetivo, com-
parado com o valor obtido no ponto restaurado.
Teorema 1.11 Dado um ponto x ∈ X via´vel na˜o estaciona´rio, existem constantes C6, C7 >
0 e uma vizinhanc¸a V3 de x tais que, para qualquer x
k ∈ V3, o ponto xk+1 obtido pelo Al-
goritmo 1.1 satisfaz
f(zk)− f(xk+1) ≥ C6
√
Hk (1.36)
e
f(zk)− f(xk+1) ≥ C7
∥∥zk − xk+1∥∥ , (1.37)
sendo Hk > 0 a folga do filtro definida em (1.28).
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Demonstrac¸a˜o. Primeiramente, cabem ressaltar alguns resultados imediatos. Pelo meca-
nismo do algoritmo segue que
f(zk)− f(xk+1) = aredk > ηpredk, (1.38)
sendo aredk := aredkj e predk := predkj para j ∈ IN tal que dkj = dk. Ale´m disso, como
zk + dkj ∈ L(zk), pelo Lema 1.6, temos que para todo ∆kj > 0 existe uma constante
C1 > 0 tal que ∣∣h(zk + dkj)− h(zk)∣∣ ≤ C1∆2kj . (1.39)
Considere a constante ∆ > 0 dada pelo Lema 1.9, a constante ∆′ ≤ ∆ e a
vizinhanc¸a V2 de x dadas pelo Lema 1.10. Seja V3 ⊂ V2 uma vizinhanc¸a de x tal que
h(xk) < 1 e zk ∈ V2, para todo xk ∈ V3. Esta vizinhanc¸a esta´ bem definida uma vez que
h(x) = 0, h(.) ≥ 0 e´ uma func¸a˜o cont´ınua e (1.6) vale.
Considere xk ∈ V3 e, consequentemente, zk ∈ V2. Pela fase de viabilidade, a
definic¸a˜o de Hk e o fato que h(x
k) < 1, temos que
h(zk) < (1− α)h(xk) < (1− α)Hk. (1.40)
Denote j∗ o ı´ndice da iterac¸a˜o interna de sucesso, ou seja, tal que ∆k = ∆kj∗ . Note
que pelo mecanismo do algoritmo, j∗ /∈Jk. Vamos considerar alguns casos ao longo da
demonstrac¸a˜o conforme representados na Tabela 1.1.
Primeiro caso: Segundo caso:
∆k >
∆′
2
∆k ≤ ∆
′
2
h(zk + dkj) ≥ Hk, ∃j /∈Jk com ∆kj ≤ (∆′/2) tal que
∀ ∆kj ≤ (∆′/2) com j /∈Jk h(zk + dkj) < Hk
Tabela 1.1: Casos considerados na demonstrac¸a˜o do Teorema 1.11.
Primeiro caso: suponha que ∆k >
∆′
2
. Pelo fato que j∗ /∈ Jk, pelo Lema 1.9 e
pelo fato que
∆′
2
< min{∆k, ∆} temos que
predk > C3
∆′
2
.
Aplicando isto em (1.38), segue que
f(zk)− f(xk+1) > 1
2
ηC3∆
′. (1.41)
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As sequeˆncias
(√
Hk
)
k∈IN
e
(∥∥zk − xk+1∥∥)
k∈IN sa˜o limitadas, pois para todo k ∈ IN temos
que 0 < Hk ≤ 1 e (∆k)k∈IN e´ uma sequeˆncia positiva na˜o cresente. Assim, existem
constantes C6 > 0 e C7 > 0 tais que
1
2
ηC3∆
′ ≥ C6
√
Hk e
1
2
ηC3∆
′ ≥ C7
∥∥zk − xk+1∥∥ .
Aplicando estas relac¸o˜es em (1.41), temos (1.36) e (1.37).
Segundo caso: suponha que
∆k ≤ ∆
′
2
. (1.42)
Pelo Lema 1.3 e pelo mecanismo do algoritmo, existe pelo menos um ı´ndice j ∈ IN tal
que j /∈ Jk. Ale´m disso, os passos de regia˜o de confianc¸a sa˜o calculados somente nas
iterac¸o˜es internas j /∈Jk e xk+1 = zk + dkj∗ com j∗ /∈Jk. Assim, e´ suficiente verificar o
resultado para j /∈Jk. Vamos novamente considerar duas situac¸o˜es.
Primeiro subcaso: suponha que a condic¸a˜o
h(zk + dkj) ≥ Hk (1.43)
vale para todo ∆kj ≤
∆′
2
com j /∈ Jk. Assim, por (1.42) temos que (1.43) vale em
particular para j∗. Portanto, por (1.40) e (1.43) obtemos que
h(zk + dk)− h(zk) > αHk.
Usando isto e (1.39) segue que
αHk < h(z
k + dk)− h(zk) ≤ C1∆2k. (1.44)
De (1.38), Lema 1.9 e do fato que ∆k ≤ ∆
′
2
< ∆, obtemos que
f(zk)− f(xk+1) > ηC3∆k. (1.45)
Usando isto, (1.44) e considerando C6 = ηC3
√
α
C1
> 0, obtemos (1.36). Por outro lado,
usando o fato que
∥∥zk − xk+1∥∥ ≤ ∆k em (1.45) e considerando C7 = ηC3 > 0, obtemos
(1.37), como desejado.
Segundo subcaso: suponha agora que existe j /∈Jk com ∆kj ≤
∆′
2
tal que (1.43)
na˜o vale. Considere ĵ /∈Jk o primeiro ı´ndice com ∆kj ≤
∆′
2
tal que (1.43) falha. Denote
∆̂ = ∆kĵ e x̂ = z
k + dkĵ .
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Em primeiro lugar vamos limitar o raio ∆̂ com respeito a` folga do filtro Hk. Note
que, como
2∆̂ ≤ ∆′ ≤ ∆ < ∆min e ∆k0 > ∆min,
temos que o raio 2∆̂ da iterac¸a˜o interna ĵ − 1 foi recusado pelo algoritmo. Suponha que
ĵ − 1 /∈ Jk. Neste caso, ∆kĵ−1 = 2∆̂ e (1.43) vale em 2∆̂. De fato, se 2∆̂ ≤
∆′
2
, isto
segue imediatamente da definic¸a˜o de ∆̂ e do fato que ĵ − 1 /∈ Jk. Por outro lado, se
2∆̂ ∈
(
∆′
2
,∆′
]
, o resultado e´ decorrente do Lema 1.10. Assim, por (1.39), (1.40) e (1.43)
temos que
4C1∆̂
2 ≥ h
(
zk + dkĵ−1
)
− h(zk) > Hk − (1− α)Hk = αHk.
Portanto,
∆̂ >
1
2
√
C1
√
αHk. (1.46)
Suponha agora que ĵ − 1 ∈Jk. Assim, pelas definic¸o˜es de ∆̂ e de Jk, pelo mecanismo
do algoritmo e pelos fatos que
√
Hk ≤ 1 e α ∈ (0, 1), temos que
2∆̂ = ∆kĵ−1 ≥ δkĵ−1 > µpikĵ−1(zk) > µ
√
αHkpikĵ−1(z
k).
Usando isto e o fato que δkĵ−1 ≤ 2∆̂ ≤ ∆′ ≤ δ̂ temos, pelo Corola´rio 1.8, que
∆̂ >
µC2
2
√
αHk. (1.47)
Considere C5 > 0 a constante dada pelo Lema 1.10. Combinando a definic¸a˜o de C5 com
(1.46) e (1.47), temos que, em ambos os casos ĵ − 1 /∈Jk e ĵ − 1 ∈Jk,
∆̂ > C5
√
αHk. (1.48)
Por outro lado, usando o fato que ĵ /∈ Jk, o Lema 1.9 e o fato que ∆̂ < ∆,
resulta que
f(zk)− f(x̂) > ηC3∆̂. (1.49)
Usando (1.48) em (1.49) e considerando C6 = ηC3C5
√
α > 0, segue que
f(zk)− f(x̂) > C6
√
Hk. (1.50)
Combinando
∥∥zk − x̂∥∥ ≤ ∆̂ com (1.49) e tomando C7 = ηC3 > 0 temos que
f(zk)− f(x̂) > C7
∥∥zk − x̂∥∥ .
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Portanto, (1.36) e (1.37) valem em x̂. Para finalizar a prova e´ suficiente verificar que
xk+1 = x̂. Como ĵ /∈Jk e ∆̂ < ∆, o Lema 1.9 garante que
aredkĵ > ηpredkĵ .
Assim, o ponto x̂ satisfaz o crite´rio de regia˜o de confianc¸a. Ale´m disso, como (1.43) na˜o
vale em x̂, para que xk+1 seja igual a x̂ e´ suficiente conferir que
f(x̂) < f(xk)− αh(xk) (1.51)
para o filtro original e
f(x̂) < f(xk)− αh(x̂)
para o filtro inclinado, pois desta maneira teremos que x̂ /∈ F̂k e, consequentemente,
xk+1 = x̂. Vamos verificar primeiramente o resultado para o filtro original. Por (1.29) e
(1.50), temos que
f(x̂) < f(zk)− C6
√
Hk ≤ f(xk) + C4h(xk)− C6
√
Hk. (1.52)
Se h(xk) = 0,
f(x̂) < f(xk)− C6
√
Hk < f(x
k) = f(xk)− αh(xk)
e neste caso xk+1 = x̂. Suponha agora que h(xk) > 0. Como h(xk) < Hk, pois h(x
k) < 1,
temos por (1.52) que
f(x̂) < f(xk) + C4h(x
k)− C6
√
h(xk) = f(xk) +
(
C4 − C6√
h(xk)
)
h(xk). (1.53)
Uma vez que h e´ uma func¸a˜o cont´ınua e x e´ um ponto via´vel, podemos restringir V3, se
necessa´rio, tal que para todo xk ∈ V3, temos que√
h(xk) <
C6
C4 + α
.
Assim, combinando isto com (1.53) temos (1.51) e xk+1 = x̂, como desejado.
Vamos verificar que xk+1 = x̂ quando o crite´rio de filtro inclinado e´ considerado.
Por (1.39) e (1.40),
h(x̂) ≤ h(zk) + C1∆̂2 < (1− α)Hk + C1∆̂2.
Usando (1.48) obtemos que
h(x̂) <
(
(1− α)
αC25
+ C1
)
∆̂2. (1.54)
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Por outro lado, combinando o fato que Hk ≥ h(xk) com (1.29) e (1.48) segue que∣∣f(zk)− f(xk)∣∣ ≤ C4Hk < C4
αC25
∆̂2. (1.55)
Assim, (1.49), (1.55) e o fato que ∆̂ < ∆′ garantem que
f(xk)− f(x̂) = f(xk)− f(zk) + f(zk)− f(x̂) > − C4
αC25
∆̂2 + ηC3∆̂ >
(
− C4
αC25
+
ηC3
∆′
)
∆̂2.
Finalmente, usando a definic¸a˜o de ∆′ dada pelo Lema 1.10 e (1.54), obtemos que
f(xk)− f(x̂) >
(
(1− α)
C25
+ C1α
)
∆̂2 > αh(x̂)
e a prova esta´ completa.
A condic¸a˜o de eficieˆncia do passo de otimalidade provada no teorema anterior e´
estendida para o passo total no resultado a seguir. Para tanto, defina a altura do filtro
por
vk = min
{
1,min
{
(1− α)hj | (f j, hj) ∈ Fk
}}
.
Esta altura e a folga do filtro Hk, dada em (1.28), foram inicialmente definidas em [117]
e esta˜o ilustradas na Figura 1.6.
f
h
(fk, hk)
Hk
vk
Figura 1.6: Diferenc¸a entre a folga do filtro Hk e a altura do filtro vk.
Lema 1.12 Considere um ponto via´vel na˜o estaciona´rio x ∈ X. Enta˜o, existem cons-
tantes C8 > 0 e C9 > 0 e uma vizinhanc¸a V4 de x tais que para todo x
k ∈ V4,
f(xk)− f(xk+1) ≥ C8vk (1.56)
e
f(xk)− f(xk+1) ≥ C9
∥∥xk − xk+1∥∥ . (1.57)
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Demonstrac¸a˜o. Considere a vizinhanc¸a V3 e a constante C6 dadas pelo Teorema 1.11, e C4
dada em (1.29). Como x e´ via´vel e, por H1, a func¸a˜o h e´ cont´ınua, existe uma vizinhanc¸a
V4 ⊂ V3 de x tal que, para todo x ∈ V4,
h(x) ≤ min
{
1,
(
C6
2C4
)2}
. (1.58)
Considere xk ∈ V4. Usando a relac¸a˜o (1.29), o Teorema 1.11, o fato que
√
h(xk) ≤
√
Hk
e (1.58), temos que
f(xk)− f(xk+1) = f(xk)− f(zk) + f(zk)− f(xk+1)
≥ −C4h(xk) + C6
√
Hk
≥ (−C4
√
h(xk) + C6)
√
Hk
≥ C6
2
√
Hk.
Como Hk ≤ 1, temos que
√
Hk ≥ Hk ≥ vk. Usando isto e tomando C8 = C6/2 > 0,
obtemos (1.56), como desejado.
Agora vamos verificar (1.57). Por (1.6) e pelo fato que h(xk) ≤
√
Hk ≤ 1, temos
que ∥∥zk − xk∥∥ ≤ βh(xk) ≤ β√Hk.
Usando isto em (1.36), temos que
f(zk)− f(xk+1) ≥ C6
√
Hk ≥ C6
β
∥∥zk − xk∥∥ . (1.59)
Pela continuidade Lipschitz de f , temos que existe uma constante L˜ > 0 tal que
|f(zk)− f(xk+1)| ≤ L˜∥∥zk − xk+1∥∥ .
Com isso e (1.59), segue que
∥∥zk − xk∥∥ ≤ βL˜
C6
∥∥zk − xk+1∥∥ . (1.60)
Deste modo, usando a desigualdade triangular e (1.60),
∥∥xk+1 − xk∥∥ ≤ ∥∥xk+1 − zk∥∥+ ∥∥zk − xk∥∥ ≤ (1 + βL˜
C6
)∥∥zk − xk+1∥∥ . (1.61)
Usando (1.29), o fato que
√
h(xk) ≤
√
Hk, (1.58) e (1.36), temos que
|f(xk)− f(zk)| ≤ C4h(xk) ≤ C3
√
h(xk)
√
Hk ≤ C6
2
√
Hk ≤ 1
2
(f(zk)− f(xk+1)).
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Deste modo,
f(xk)− f(xk+1) = f(xk)− f(zk) + f(zk)− f(xk+1) ≥ 1
2
(f(zk)− f(xk+1)).
Com isso, (1.37) e (1.61), temos que
f(xk)− f(xk+1) ≥ 1
2
(f(zk)− f(xk+1)) ≥ C7
2
∥∥zk − xk+1∥∥ ≥ C6C7
2(C6 + βL˜)
∥∥xk − xk+1∥∥ .
Tomando C9 =
C6C7
2(C6 + βL˜)
> 0, obtemos (1.57) e a prova esta´ conclu´ıda.
Embora o Algoritmo 1.1 decomponha cada iterac¸a˜o em duas fases, ele essenci-
almente consiste em calcular um ponto xk+1 na˜o proibido pelo filtro, a partir do ponto
corrente xk, e atualizar o filtro. Este passo satisfaz a condic¸a˜o de eficieˆncia, como mos-
trado no u´ltimo lema, proposta inicialmente em [117] e considerada por Peric¸aro, Ribeiro
e Karas em [106, H3]. Ale´m disso, a construc¸a˜o e a atualizac¸a˜o do filtro sa˜o feitas da
mesma maneira e nossas hipo´teses implicam nas condic¸o˜es consideradas pelos autores.
Consequentemente, nosso algoritmo se encaixa no algoritmo geral de filtro [106, Alg. 1]
e os resultados de convergeˆncia global seguem imediatamente daquele trabalho, como
discutido a seguir. Para melhor esclarecimento, estes resultados esta˜o apresentados em
detalhes no Apeˆndice A.
Teorema 1.13 [106, Teorema 3.5] A sequeˆncia (xk) tem um ponto de acumulac¸a˜o esta-
ciona´rio.
Demonstrac¸a˜o. A demonstrac¸a˜o pode ser vista no Teorema A.8.
O u´ltimo resultado garante que a sequeˆncia (xk) gerada pelo Algoritmo 1.1 tem
um ponto de acumulac¸a˜o estaciona´rio, independentemente da regra de filtro adotada. No
entanto, quando o crite´rio de filtro inclinado e´ considerado, todo ponto de acumulac¸a˜o
da sequeˆncia gerada pelo algoritmo e´ um ponto estaciona´rio. Tal resultado e´ herdado de
[78], onde os autores consideram um algoritmo geral no formato de [106] com o ponto
xk+1 /∈ F̂k computado por restaurac¸a˜o inexata e filtro inclinado, e apresentado a seguir.
Teorema 1.14 [78, Teorema 3.7] Considere Rk como definido em (1.5). Enta˜o todo
ponto de acumulac¸a˜o de sequeˆncia (xk) gerada pelo Algoritmo 1.1 e´ estaciona´rio.
Demonstrac¸a˜o. A prova deste fato esta´ apresentada no Teorema A.13.
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1.5 Experimentos computacionais
Nesta sec¸a˜o apresentamos experimentos computacionais realizados com o objetivo
de testar o desempenho do algoritmo proposto.
1.5.1 Algoritmos testados
A estrutura do nosso algoritmo e´ semelhante a` do [105, Alg. 1] com o ponto
xk+1 /∈ F̂k calculado por restaurac¸a˜o inexata pelo [105, Alg. 3]. A principal diferenc¸a
reside no uso, ou na˜o, das derivadas da func¸a˜o objetivo.
Assim, foram considerados os dois algoritmos com as regras de filtro original e in-
clinado, que correspondem a`s regio˜es proibidas definidas em (1.4) e (1.5), respectivamente.
Em suma, temos quatro instaˆncias a serem testadas:
• SD-FO: Algoritmo 1.1 Sem uso de Derivadas da func¸a˜o objetivo e com crite´rio de
Filtro Original, isto e´, com as regio˜es proibidas dadas em (1.4);
• SD-FI: Algoritmo 1.1 Sem uso de Derivadas da func¸a˜o objetivo e com crite´rio de
Filtro Inclinado, isto e´, com as regio˜es proibidas dadas em (1.5);
• CD-FO: Algoritmo [105, Alg. 1.1 com Alg. 1.3] de restaurac¸a˜o inexata Com uso
de Derivadas da func¸a˜o objetivo e com crite´rio de Filtro Original;
• CD-FI: Algoritmo [105, Alg. 1.1 com Alg. 1.3] de restaurac¸a˜o inexata Com uso de
Derivadas da func¸a˜o objetivo e com crite´rio de Filtro Inclinado.
As implementac¸o˜es em Matlab das instaˆncias com derivada, CD-FO e CD-FI,
foram fornecidas pela autora de [105]. Os detalhes de implementac¸a˜o destas verso˜es esta˜o
descritos no Cap´ıtulo 2 daquele trabalho.
Partindo desta versa˜o fornecida, foi realizada a implementac¸a˜o das instaˆncias sem
uso de derivada (SD-FO e SD-FI) que diferem de CD-FO e CD-FI essencialmente na fase
de otimalidade e no crite´rio de parada do algoritmo, como explicado a seguir.
Fase de otimalidade sem derivada
Dada uma iterac¸a˜o k, para cada iterac¸a˜o interna j, a fase de otimalidade requer
um modelo quadra´tico mkj que aproxime adequadamente a func¸a˜o objetivo em torno
do ponto restaurado zk e que satisfac¸a a hipo´tese H4. Estes modelos foram obtidos
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por interpolac¸a˜o polinomial [70, 100]. Cada iterac¸a˜o interna j possui um conjunto de
(n+ 1)(n+ 2)/2 pontos interpoladores, incluindo entre eles o ponto restaurado corrente.
Na primeira iterac¸a˜o este conjunto e´ obtido por [34, Alg. 6.3] com um conjunto inicial
contendo apenas o ponto zk. Cabe lembrar que este algoritmo garante que a hipo´tese H4
e´ satisfeita. Na implementac¸a˜o, os raios δ e ∆ coincidem e, no in´ıcio de cada iterac¸a˜o j,
seus valores sa˜o herdados da iterac¸a˜o anterior. Caso esta iterac¸a˜o na˜o calcule um passo
de regia˜o de confianc¸a, o raio do modelo δkj e´ reduzido pela metade e o novo conjunto
interpolador e´ recalculado segundo este mesmo Algoritmo 6.3 de [34] com conjunto inicial
{zk}. Por outro lado, se um passo de regia˜o de confianc¸a for calculado e na˜o for proibido
pelo filtro, a iterac¸a˜o j e´ de sucesso, o novo ponto xk+1 = zk + dk e´ inclu´ıdo no conjunto
interpolador no lugar do ponto mais distante com relac¸a˜o a zk, o raio δ na˜o e´ alterado
e a fase de otimalidade e´ finalizada com sucesso. A fim de melhorar o desempenho do
algoritmo, a partir de 10n iterac¸o˜es k, o raio δ e´ reduzido por uma frac¸a˜o de 5% na fase
de otimalidade de sucesso. Por fim, se um passo de regia˜o de confianc¸a for calculado e o
ponto obtido for proibido pelo filtro, os raios δ e ∆ sa˜o reduzidos pela metade, o ponto
zk + dkj e´ inclu´ıdo no conjunto interpolador no lugar do ponto mais distante do ponto
restaurado corrente e uma nova iterac¸a˜o interna e´ realizada com estes novos raios e novo
conjunto interpolador.
Crite´rios de parada
Dados εh > 0 e ε > 0, o crite´rio de parada do Algoritmo 1.1 e´
h(zk) < εh e µpikj(z
k) < δkj < ε. (1.62)
No entanto, para fins pra´ticos, adotamos o crite´rio alternativo
h(zk) < εh e pikj(z
k) < ε. (1.63)
Note que (1.62) implica (1.63).
Os crite´rios que consideram que uma soluc¸a˜o aproximada foi obtida para os al-
goritmos com derivadas foram os mesmos adotados em [106, (44)], ou seja, quando
∥∥PL(xk)(xk −∇f(xk))− xk∥∥∞ ≤ ε e h(xk) ≤ εh. (1.64)
Como usual em testes nume´ricos, os algoritmos a`s vezes precisam ser interrom-
pidos antes de encontrar uma poss´ıvel soluc¸a˜o. Assim, a seguir sa˜o descritos os crite´rios
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de parada adotados com os respectivos indicadores de sa´ıda dos algoritmos com e sem
derivada:
• 1: o algoritmo encontrou uma soluc¸a˜o aproximada, satisfazendo (1.64) para os
algoritmos com derivada e (1.62) ou (1.63) para os algoritmos sem derivadas, com
precisa˜o εh > 0 para viabilidade e ε > 0 para otimalidade;
• -1: o nu´mero ma´ximo de iterac¸o˜es externas (kmax) ou de iterac¸o˜es internas (kmaxi)
foi atingido;
• -2: falha na fase de otimalidade, um valor na˜o nume´rico foi encontrado;
• -3: o procedimento de restaurac¸a˜o retornou um ponto invia´vel, estaciona´rio de h;
• -4: falha na obtenc¸a˜o do modelo interpolador, a Hessiana ou o gradiente do mo-
delo obtido continha componentes, em mo´dulo, maiores que 1018, ou um valor na˜o
nume´rico foi obtido.
Paraˆmetros
Tanto para as verso˜es com quanto sem derivadas foram adotados os seguintes
paraˆmetros:
• Paraˆmetro de definic¸a˜o da margem dos filtros: α = 0.1;
• Paraˆmetro de aceitac¸a˜o do passo de regia˜o de confianc¸a: η = 0.01;
• Raio de regia˜o de confianc¸a inicial: ∆00 = 1;
• Toleraˆncia para o crite´rio de otimalidade: ε = 10−4;
• Toleraˆncia para que o ponto seja considerado via´vel: εh = 10−6;
• Nu´mero ma´ximo de iterac¸o˜es externas: kmax = 5000;
• Nu´mero ma´ximo de iterac¸o˜es internas: kmaxi = 1000;
Para o raio mı´nimo foi adotado o valor ∆min = 1 nas verso˜es com derivada e ∆min = 10
−30
nas verso˜es sem derivada. Tomamos valores diferentes pois este paraˆmetro desempenha
papel diferente nas duas verso˜es. Adotou-se µ = 1.0001 para o paraˆmetro usado na fase
de otimalidade do Algoritmo 1.1. Cabe salientar que, como consideramos paraˆmetros
diferentes dos adotados em [105], as soluc¸o˜es obtidas podem ser diferentes.
Um algoritmo de filtro sem derivadas da func¸a˜o objetivo 41
0.5 1 1.5 2 2.5 3 3.5 4
−1
−0.5
0
0.5
1
1.5
2
(a) Sequeˆncias (xk) e (zk) obtidas.
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(b) Subsequeˆncias (xk) e (zk) para k > 20.
Figura 1.7: Comportamento do Alg. 1.1 com filtro inclinado para o problema (1.65).
1.5.2 Exemplo ilustrativo
Primeiramente ilustramos o comportamento do Algoritmo 1.1, especificamente a
instaˆncia SD-FI, aplicado ao problema em IR2 dado por
minimizar 2x1
2 +
1
2
x2
2
sujeito a (x1 − 3)2 + 4(x2)2 − 4 = 0,
(1.65)
cuja soluc¸a˜o e´ x∗ = (1, 0). Note que o conjunto via´vel e´ uma elipse centrada em (3, 0) e
ve´rtices (1, 0), (3, 1), (5, 0) e (3, −1).
Partindo do ponto inicial x0 = (4, 2), o algoritmo obteve uma soluc¸a˜o x com
‖x∗ − x‖ da ordem de 10−6 apo´s 136 iterac¸o˜es. Nosso objetivo com esta ilustrac¸a˜o e´
mostrar o desempenho do algoritmo de restaurac¸a˜o inexata com relac¸a˜o a`s fases de via-
bilidade e otimalidade. Os pontos da sequeˆncia (xk) esta˜o representados em azul (•), os
da sequeˆncia (zk) em vermelho (•) e a soluc¸a˜o encontrada x em preto (•). As trajeto´rias
dos pontos de otimalidade para os pontos restaurados esta˜o plotadas em verde, enquanto
que, as dos pontos restaurados para os pontos de otimalidade sa˜o representadas em azul.
A Figura 1.7b ilustra o comportamento do algoritmo pro´ximo a` soluc¸a˜o obtida.
1.5.3 Resultados nume´ricos
Os testes foram realizados em um computador DELL Intel Core i7-4510U, CPU
2.00GHz × 4, com 16GB RAM, modelo Inspiron 5000 - i15 5547-A30, 64-bit, usando
Matlab 2014a, v. 8.3.
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Foram rodadas as quatro instaˆncias do algoritmo para a resoluc¸a˜o de cada um dos
196 problemas da colec¸a˜o CUTEst [64] com dimensa˜o menor ou igual a 20 e que foi resol-
vido com sucesso pelo algoritmo de restaurac¸a˜o inexata com derivadas proposto em [105].
Os pontos iniciais considerados foram os preestabelecidos pela colec¸a˜o de problemas. Os
dados dos problemas selecionados e os resultados nume´ricos das quatro instaˆncias conside-
radas esta˜o representados em forma de tabelas no Apeˆndice B. Apesar de escolhermos os
problemas resolvidos com sucesso em [105] nos nossos testes as instaˆncias CD-FO e CD-FI
podem na˜o resolver alguns destes problemas, uma vez que consideramos o paraˆmetro que
determina a margem (α) diferente do adotado naquele trabalho.
Quantidade de problemas
Sa´ıdas SD-FO SD-FI CD-FO CD-FI
1 109 111 191 190
-1 2 3 4 5
-2 18 18 0 0
-3 0 0 1 1
-4 64 64 0 0
Tabela 1.2: Quantidades de problemas × sa´ıdas para as instaˆncias com e sem derivadas.
A Tabela 1.2 sumariza a quantidade de problemas relacionada com o indicador
de sa´ıda obtido em cada uma das quatro instaˆncias. A primeira coluna representa o tipo
de sa´ıda. As demais colunas representam a quantidade de problemas com as respectivas
sa´ıdas obtidas pelos Algoritmos SD-FO, SD-FI, CD-FO e CD-FI. Nesta tabela constata-
mos que os algoritmos sem derivadas pararam com sa´ıda −4 em 32.7% dos problemas, o
que pode indicar dificuldades na construc¸a˜o dos modelos. No entanto, observamos que,
em muitos casos, este tipo de sa´ıda ocorreu ja´ pro´ximo a uma soluc¸a˜o do problema. Veja,
por exemplo, no Apeˆndice B as soluc¸o˜es obtidas pelas instaˆncias SD-FO e SD-FI para
os problemas: BT7, BT8, CANTILVR, CB2, CHACONN1, HS10, HS108, HS27, HS31,
HS43, HS63, HS66, MIFFLIN2, OET2, POLAK3 e TRUSPYR2. Deste modo, uma dis-
cussa˜o e´ necessa´ria na forma de atualizar o conjunto interpolador dando atenc¸a˜o ao bom
posicionamento do mesmo. E´ preciso fazer um estudo cuidadoso sobre a escolha do ponto
que deve deixar o conjunto interpolador ou ainda, qual ponto deve entrar no conjunto
numa iterac¸a˜o de regia˜o de confianc¸a de insucesso. Algumas poss´ıveis refereˆncias para
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Figura 1.8: Gra´fico de desempenho das instaˆncias CD-FO, CD-FI, SD-FO e SD-FI.
tanto sa˜o [66, 99, 122].
Sejam h e f os valores da medida de inviabilidade e da func¸a˜o objetivo, respec-
tivamente, obtidos por uma das instaˆncias quando esta e´ aplicada a um dado problema
teste. Como em [59], consideramos que esta instaˆncia resolveu este problema, quando
h ≤ 10−6 e f − fmin
max{1, |fmin|} ≤ 10
−4,
sendo fmin o menor valor de func¸a˜o objetivo encontrado entre todas as instaˆncias consi-
deradas para o mesmo problema. Deste modo, consideramos que o algoritmo com melhor
desempenho e´ aquele com uma medida de inviabilidade suficientemente boa e menor va-
lor de func¸a˜o objetivo, independentemente do indicador de sa´ıda. Caso alguma outra
instaˆncia na˜o obtenha um valor de func¸a˜o objetivo pro´ximo a fmin ou uma medida de
inviabilidade suficientemente pequena, consideramos que este algoritmo na˜o resolveu o
problema.
Para facilitar a apresentac¸a˜o dos dados obtidos, utilizamos o conceito de perfil
de desempenho (performance profile) [42]. Adotamos o nu´mero de iterac¸o˜es e o nu´mero
de avaliac¸o˜es da func¸a˜o objetivo como medidas de desempenho nas comparac¸o˜es dos
algoritmos. As Figuras 1.8a e 1.8b apresentam os gra´ficos com os perfis de desempenho
das quatro instaˆncias SD-FO, SD-FI, CD-FO e CD-FI com relac¸a˜o ao nu´mero de iterac¸o˜es
e a quantidade de avaliac¸o˜es da func¸a˜o objetivo, respectivamente. Como e´ esperado, os
algoritmos com derivadas sa˜o mais robustos e mais eficientes do que os que na˜o fazem uso
da derivada. Note que a robustez dos algoritmos sem derivadas e´ de aproximadamente
60%, valor semelhante a` porcentagem dos problemas com sa´ıda 1 na Tabela 1.2.
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Figura 1.9: Gra´fico de desempenho com excec¸a˜o dos problemas com sa´ıda -4.
Com base na dificuldade que o algoritmo sem derivada apresentou na construc¸a˜o
dos modelos, vamos desconsiderar os problemas em que pelo menos uma das instaˆncias
sem derivadas obteve sa´ıda -4, o que resulta em 134 problemas. A Figura 1.9 ilustra o
desempenho das quatro instaˆncias com relac¸a˜o a` quantidade de iterac¸o˜es e o nu´mero de
avaliac¸o˜es da func¸a˜o objetivo. Com relac¸a˜o ao nu´mero de iterac¸o˜es externas, o algoritmo
SD-FI foi o mais eficiente, resolvendo 53.7% dos problemas com o menor nu´mero de
iterac¸o˜es, em seguida temos os algoritmos com derivadas, ambos resolvendo 45.5% dos
problemas com o menor nu´mero de iterac¸o˜es, e o SD-FO na˜o resolveu nenhum problema
com o menor nu´mero de iterac¸o˜es. Ja´ com relac¸a˜o a` quantidade de avaliac¸o˜es da func¸a˜o
objetivo, os algoritmos sem derivadas sa˜o os menos eficientes, resolvendo apenas 11.2% dos
problemas com o menor nu´mero de avaliac¸o˜es, enquanto que as instaˆncias CD-FO e CD-
FI resolveram 88.0% e 87.2%, respectivamente. Isto e´ plenamente justificado visto que as
instaˆncias SD-FO e SD-FI na˜o usam derivadas e portanto exigem mais avaliac¸o˜es de func¸a˜o
na construc¸a˜o dos modelos. A robustez dos algoritmos para estes 134 problemas na˜o teve
grande diferenc¸a entre os crite´rios de filtro original e inclinado, sendo 97.7% e 98.5% para
os algoritmos com derivadas, respectivamente, e ambos os sem derivadas com robustez de
81.3%. Notamos que uma melhora na forma de atualizac¸a˜o dos conjuntos interpoladores
podera´ contribuir significativamente para um melhor desempenho do algoritmo.
A Figura 1.10 apresenta o gra´fico de perfil de dados (data profile) [96] em relac¸a˜o
ao nu´mero de avaliac¸o˜es da func¸a˜o objetivo f . A figura da direita e´ uma ampliac¸a˜o do
gra´fico apresentado a` esquerda. Permitindo usar ate´ 500 avaliac¸o˜es de func¸a˜o, os me´todos
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Figura 1.10: Pefil de dados em relac¸a˜o ao nu´mero de avaliac¸o˜es de f .
sem derivadas resolvem cerca de 60% dos problemas, enquanto os me´todos que fazem uso
das derivadas resolvem cerca de 94% dos problemas. Como era de se esperar o algoritmo
com derivadas e´ o mais eficiente com relac¸a˜o ao nu´mero de avaliac¸o˜es da func¸a˜o objetivo
para resolver os problemas.
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1.6 Concluso˜es do cap´ıtulo
Nesta parte do trabalho propomos um algoritmo de restaurac¸a˜o inexata com
filtro para problemas de programac¸a˜o na˜o linear, o qual na˜o faz uso expl´ıcito das deriva-
das da func¸a˜o objetivo. Cada iterac¸a˜o consiste de duas fases: uma fase de restaurac¸a˜o
para reduzir a medida de inviabilidade e uma de otimalidade para melhorar o valor da
func¸a˜o objetivo no conjunto linearizado. Os modelos lineares ou quadra´ticos podem ser
constru´ıdos por qualquer te´cnica desde que os gradientes dos modelos aproximem suficien-
temente bem os gradientes da func¸a˜o objetivo perto do ponto restaurado. No´s mostramos
que os passos obtidos satisfazem uma condic¸a˜o de eficieˆncia, usando tanto a regra de filtro
original quanto a de filtro inclinado. Esta condic¸a˜o implica que a sequeˆncia gerada pelo
algoritmo tem um ponto de acumulac¸a˜o estaciona´rio independentemente do crite´rio de
filtro utilizado. No entanto, se o filtro inclinado e´ adotado, garante-se que todo ponto de
acumulac¸a˜o e´ estaciona´rio. Alguns resultados nume´ricos preliminares sa˜o apresentados,
com os modelos constru´ıdos por interpolac¸a˜o polinomial. A forma como os modelos sa˜o
atualizados ainda precisa de ajustes, uma vez que a maioria dos problemas na˜o resolvidos
pelo algoritmo proposto sa˜o decorrentes de falhas na obtenc¸a˜o dos modelos. Um dos prin-
cipais motivos consiste na escolha do ponto que deve sair e entrar no conjunto interpolador
quando a iterac¸a˜o interna e´ de insucesso, ou ainda na escolha de qual ponto deve deixar
o conjunto interpolador quando a iterac¸a˜o interna e´ de sucesso. Excluindo os problemas
em que houve tal tipo de falha, o algoritmo se comportou muito bem, encontrando um
ponto muito pro´ximo do obtido com o algoritmo com derivadas proposto em [106]. Uma
possibilidade para trabalhos futuros e´ estender o algoritmo proposto para o caso em que
tanto as derivadas da func¸a˜o objetivo quanto as das restric¸o˜es na˜o esta˜o dispon´ıveis. E
tambe´m propor uma implementac¸a˜o para a interpolac¸a˜o polinomial com um estudo mais
profundo sobre a obtenc¸a˜o e atualizac¸a˜o dos modelos.
PARTE 2
PROBLEMA DE COMPLEMENTARIDADE LINEAR
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Cap´ıtulo 2
Algoritmos de pivotamento em
blocos principais para problemas de
complementaridade linear
Neste cap´ıtulo, o problema de complementaridade linear e´ descrito. O problema
tem como dados um vetor c e uma matriz quadrada Q e, para cada vetor c, tem soluc¸a˜o
u´nica quando Q e´ uma matriz-P , isto e´, quando todos os subdeterminantes principais de
Q sa˜o positivos. Nesta tese discutimos alguns algoritmos eficientes para a resoluc¸a˜o do
problema, nesse caso, e fazemos uma ana´lise sobre algumas estrate´gias existentes para
garantia de convergeˆncia dos algoritmos. Finalmente, investigamos o desempenho com-
putacional desses algoritmos.
2.1 O problema
Considere Q ∈ IRn×n e c ∈ IRn. O problema de complementaridade linear (Linear
Complementarity Problem - LCP) consiste em encontrar x ∈ IRn e ω ∈ IRn tais que
Qx+ c = ω,
x ◦ ω = 0,
x ≥ 0, ω ≥ 0,
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sendo x ◦ ω := (x1ω1, . . . , xnωn) ∈ IRn. Para facilitar a notac¸a˜o, denotaremos (x, ω) := x
ω
 ∈ IR2n. Note que o LCP e´ equivalente ao seguinte sistema

Qx+ c = ω, (2.1)
xtω = 0, (2.2)
x ≥ 0, (2.3)
ω ≥ 0. (2.4)
Note tambe´m que, devido a`s condic¸o˜es (2.3) e (2.4), os vetores x e ω devem ser na˜o negati-
vos e por isso a igualdade (2.2) so´ e´ verificada quando, para todo
i ∈ N := {1, 2, . . . , n}, pelo menos um elemento do par (xi, ωi) e´ nulo. Ademais, quando
c ≥ 0, o par (x, ω) = (0, c) e´ trivialmente uma soluc¸a˜o para o problema.
No decorrer do trabalho denominaremos a varia´vel x de varia´vel primal do LCP
e ω de varia´vel dual. Um par de vetores (x, ω) e´ uma soluc¸a˜o via´vel para este problema
quando
x ≥ 0 e ω = Qx+ c ≥ 0.
Ale´m disso, dizemos que um par (x, ω) e´ uma soluc¸a˜o complementar para o problema
quando
Qx+ c = ω e x ◦ ω = 0.
Portanto, um par (x, ω) e´ uma soluc¸a˜o do LCP quando este e´ uma soluc¸a˜o complementar
e via´vel para o problema. Por fim, dizemos que um LCP e´ via´vel quando existe uma
soluc¸a˜o via´vel para o problema. Vamos assumir que estamos considerando LCPs via´veis.
Considere a matriz Q e o vetor c dados por
Q =
 2 1
1 2
 e c =
 −4
−5
 ,
e o LCP associado dado por
ω1 = 2x1 + x2 −4
ω2 = x1 + 2x2 −5
x1, x2, ω1, ω2 ≥ 0 e x1ω1 = x2ω2 = 0.
(2.5)
Note que este pode ser reescrito na seguinte forma matricial
ω1
 1
0
+ ω2
 0
1
+ x1
 −2
−1
+ x2
 −1
−2
 =
 −4
−5
 (2.6)
x1, x2, ω1, ω2 ≥ 0 e x1ω1 = x2ω2 = 0. (2.7)
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Como em qualquer soluc¸a˜o deste sistema pelo menos um elemento do par (xi, ωi) tem
que ser nulo para i ∈ {1, 2}. Uma maneira de soluciona´-lo e´ considerar uma varia´vel de
cada par (x1, ω1) e (x2, ω2) como sendo nula em (2.6). Se a soluc¸a˜o de (2.6), considerando
essas varia´veis nulas, fornecer uma soluc¸a˜o na˜o negativa, enta˜o esta e´ uma soluc¸a˜o para
o sistema.
Por exemplo, fixe as varia´veis ω1 e ω2 como sendo nulas em (2.6). O sistema
resultante e´ dado por
x1
 −2
−1
+ x2
 −1
−2
 =
 −4
−5
 =
 c1
c2
 = c
x1, x2 ≥ 0.
(2.8)
Note que este sistema possui soluc¸a˜o se, e somente se, o vetor c pode ser escrito como
uma combinac¸a˜o na˜o negativa dos vetores (−2,−1) e (−1,−2). O conjunto de todas
combinac¸o˜es lineares na˜o negativas entre esses vetores e´ um cone no espac¸o c1 × c2 como
apresentado na Figura 2.1. Este cone e´ chamado de um cone complementar do LCP (2.5).
Como a soluc¸a˜o de (2.8) e´ (x1, x2) = (1, 2) > 0, o vetor c pode ser escrito como uma
combinac¸a˜o na˜o negativa dos vetores associados aos coeficientes x1 e x2 (veja Figura 2.1)
e portanto, c pertence a este cone complementar e (x1, x2, ω1, ω2) = (1, 2, 0, 0) e´ uma
soluc¸a˜o para (2.5).
c
c1
c2
Figura 2.1: Cone complementar associado ao LCP descrito em (2.5), com ω1 = ω2 = 0.
Cabe salientar que a complementaridade tambe´m pode ser garantida quando
fixamos, separadamente, cada um dos pares (x1, x2), (x1, ω2) e (x2, ω1) como sendo nulos.
A cada vez que um desses pares e´ anulado em (2.6), o sistema resultante consiste em
escrever, quando poss´ıvel, o vetor c como uma combinac¸a˜o linear na˜o negativa dos vetores
associados aos coeficientes na˜o nulos. Cada conjunto contendo todas as combinac¸o˜es na˜o
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negativas desses vetores gera um cone complementar. Na Figura 2.2 apresentamos todos
os poss´ıveis cones complementares para (2.5). Note que o vetor c so´ pertence a um dos
cones complementares quando ω1 = ω2 = 0. Assim, a soluc¸a˜o (x1, x2, ω1, ω2) = (1, 2, 0, 0)
e´ a u´nica soluc¸a˜o para (2.5). Um estudo mais detalhado sobre cones complementares pode
ser encontrado em [98, Cap´ıtulo 1].
c1
c2
x1, x2 = 0
x1, ω2 = 0ω1, ω2 = 0
ω1, x2 = 0
Figura 2.2: Cones complementares para o LCP (2.5), e o vetor c = (−4,−5).
2.1.1 Classes de matrizes
Nesta sec¸a˜o ressaltamos as definic¸o˜es de algumas classes de matrizes que sera˜o
u´teis no decorrer do trabalho.
Seja A = (aij) uma matriz quadrada de ordem n e N = {1, . . . , n}. Considere
F = {i1, . . . , ir} ⊂ N um conjunto com elementos arranjados em ordem crescente. A
submatriz principal de A determinada por F e´ denotada por AF e obtida suprimindo de
A todos os elementos das linhas e colunas i tais que i /∈ {i1, . . . , ir}, [98, pag. 12], isto e´,
AF =

ai1,i1 . . . ai1,ir
...
. . .
...
air,i1 . . . air,ir
 .
Como existem 2n − 1 subconjuntos com elementos distintos do conjunto N , a matriz A
possui 2n − 1 submatrizes principais. O determinante de uma submatriz principal de
A e´ denominado de subdeterminante principal de A. Considere T ⊂ N com T 6= F ,
denotamos por AFT a submatriz de A cujos elementos pertencem a`s linhas e colunas
indexadas por elementos de F e T , respectivamente.
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Para que o leitor possa se familiarizar com esta notac¸a˜o, vamos apresentar dois
exemplos. Considere
A =

11 12 13 14
21 22 23 24
31 32 33 34
41 42 43 44
 .
Se F = {1, 3, 4} e T = {2}, enta˜o
AF =

11 13 14
31 33 34
41 43 44
 , ATF = (21 23 24 ) , AFT =

12
32
42
 e AFN =

12
22
32
42
 .
Considere agora
x =
(
101 102 103 104 105 106
)
e ω =
(
201 202 203 204 205 206
)
.
Se F = {1, 4, 6} e T = {2, 3, 5}, enta˜o
(xF , ωT ) = ( 101 202 203 104 205 106 ).
Dizemos que A e´ uma matriz-P (A ∈ P ) quando todos os seus subdeterminantes
principais sa˜o estritamente positivos, [98, pag. 18]. Deste modo,
P =
{
A ∈ IRn×n | det(AF ) > 0, ∀F ⊂ N
}
.
Uma matriz A e´ dita ser definida positiva (semidefinida positiva) quando
xtAx > 0 (xtAx ≥ 0) para todo vetor x ∈ IRn \ {0} (x ∈ IRn). A classe de matrizes
definidas positivas (semidefinidas positivas) e´ denotada por PD (PSD).
Lema 2.1 Seja uma matriz A ∈ IRn×n. Se A e´ definida positiva, enta˜o A e´ uma
matriz-P .
Demonstrac¸a˜o. [98, Teorema 1.3].
A rec´ıproca do resultado anterior na˜o e´ va´lida. Seja A ∈ IR2×2 dada por
A =
 1 0
3 2
 . (2.9)
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Apesar de A ser uma matriz-P , temos que A /∈ PD, uma vez que, para todo
x =
(
−3
2
y, y
)
com y 6= 0,
xtAx = −1
4
y2 < 0.
As classes de matrizes-P sime´tricas e sime´tricas definidas positivas sa˜o denotadas
por SP e SPD. Deste modo,
SP = {A ∈ P | At = A}
e
SPD = {A ∈ PD | At = A}.
Analogamente, as classes de matrizes sime´tricas semidefinidas positivas sa˜o denotadas
por SPSD.
Lema 2.2 A classe de matrizes-P sime´tricas coincide com a classe de matrizes PD
sime´tricas.
Demonstrac¸a˜o. [98, Teorema 1.9].
Lema 2.3 [98, Resultado 1.9] Seja A ∈ IRn×n. Enta˜o A ∈ PD (PSD) se, e somente se,
(A+ At) ∈ SPD (SPSD).
Demonstrac¸a˜o. Seja A ∈ IRn×n e x ∈ IRn \ {0} (IRn). Assim,
xt(A+ At)x = xtAx+ (Ax)tx = 2xtAx.
Pela igualdade acima temos que A ∈ PD (PSD) se, e somente se, (A+At) ∈ PD (PSD).
Como a simetria de (A+ At) e´ imediata, a demonstrac¸a˜o esta´ conclu´ıda.
Lema 2.4 [98, Resultado 1.11] Considere B ∈ IRm×n de posto coluna completo. Enta˜o
BtB ∈ SPD.
Demonstrac¸a˜o. A simetria de BtB e´ imediata. Assim, considere x ∈ IRn \ {0}. Deste
modo,
xt(BtB)x = ‖Bx‖2 ≥ 0.
Mas como B tem posto n, Bx = 0 se, e somente se, x = 0. Logo xt(BtB)x > 0 para todo
x 6= 0, o que completa a prova.
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A classe de matrizes diagonalmente dominantes por linhas e´ denotada por RDD
e definida por
RDD =
{
A ∈ IRn×n | |aii| ≥
∑
j 6=i
|aij| ,∀i ∈ N
}
.
A subclasse de RDD contendo as matrizes estritamente diagonalmente dominantes por li-
nhas e´ denotada por SRDD e usa a desigualdade estrita na definic¸a˜o anterior. A subclasse
que conte´m as matrizes diagonalmente dominantes por linhas com elementos diagonais po-
sitivos e´ denotada por RDD+. A intersecc¸a˜o dessas duas classes e´ denotada por SRDD+
e por isso satisfaz
A ∈ SRDD+ ⇔ aii >
∑
j 6=i
|aij| , ∀i ∈ N .
A classe de matrizes diagonalmente dominantes por colunas e´ denotada por CDD
e definida por
CDD =
{
A ∈ IRn×n | |ajj| ≥
∑
i 6=j
|aij| ,∀j ∈ N
}
.
Analogamente denotamos por SCDD e CDD+ a`s subclasses de CDD contendo as ma-
trizes estritamente diagonalmente dominantes por colunas e as matrizes diagonalmente
dominantes por colunas com elementos diagonais positivos, respectivamente. Por fim,
SCDD+ = CDD+ ∩ SCDD, isto e´,
A ∈ SCDD+ ⇔ ajj >
∑
i 6=j
|aij| , ∀j ∈ N .
Note que a matriz-P dada por
A =
 1 0
−5 6
 (2.10)
pertence a SRDD+, mas na˜o pertence a SCDD+.
Lema 2.5 Seja A ∈ IRn×n. Enta˜o A ∈ CDD se, e somente se, At ∈ RDD.
Demonstrac¸a˜o. Segue imediatamente da definic¸a˜o das classes de matrizes envolvidas.
Lema 2.6 Se A ∈ SCDD+ ∪ SRDD+, enta˜o A ∈ P . Ale´m disso, se A ∈ SCDD+ ∩
SRDD+, enta˜o A ∈ PD.
Demonstrac¸a˜o. Veja Proposic¸a˜o 2.2.20 em [37].
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Note que as rec´ıprocas deste lema na˜o valem. De fato, a matriz A dada em (2.9)
e´ uma matriz-P , mas na˜o pertence a SCDD+ ∪ SRDD+. Ja´ a matriz 1 −2
2 1

e´ PD mas na˜o pertence a SCDD+ ∩ SRDD+. Ale´m disso, A ∈ SCDD+ ∪ SRDD+ na˜o
e´ suficiente para que A ∈ PD. Por exemplo, a matriz A dada em (2.10) e´ P , pertence a
SCDD+ ∪SRDD+, mas na˜o e´ definida positiva, pois para todo x =
(
5
2
y, y
)
com y 6= 0,
xtAx = −1
4
y2 < 0.
2.1.2 Classes do problema de complementaridade linear
Com base nas classes de matrizes apresentadas na sec¸a˜o anterior, discutimos a
seguir algumas classes do LCP.
Dizemos que um LCP e´ estritamente mono´tono quando Q e´ uma matriz definida
positiva, ou seja, Q ∈ PD, e mono´tono quando Q ∈ PSD [37].
Quando a matriz Q ∈ P e´ sime´trica (e portanto PD) uma propriedade interes-
sante e´ que o LCP estritamente mono´tono e o problema quadra´tico estritamente convexo
dado por
(PQ)
 minimizar
1
2
xtQx+ ctx
sujeito a x ≥ 0,
sa˜o equivalentes. De fato, como o conjunto via´vel do problema (PQ) possui interior na˜o
vazio, a condic¸a˜o de qualificac¸a˜o de Slater [100, 116] e´ satisfeita. Deste modo, usando
isto e o Teorema Karush-Kuhn-Tucker (KKT) para (PQ), temos que x∗ e´ o minimizador
(global) deste problema se, e somente se, existe ω∗ tal que (x∗, ω∗) satisfaz o sistema KKT,
o qual e´ exatamente o sistema definido pelo LCP.
No caso em que Q ∈ P , o LCP possui soluc¸a˜o u´nica para cada c ∈ IRn [98,
Cap´ıtulo 3]. Assim, iremos abordar LCPs que possuem matrizes pertencentes a` ampla
classe de matrizes-P . Cabe salientar que, como vimos nos Lemas 2.1 e 2.2, PD ⊂ P e
P = PD para matrizes sime´tricas.
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2.2 Algoritmos de pivotamento em blocos principais
Esta sec¸a˜o apresenta alguns me´todos de pivotamento que visam resolver LCPs
com matrizes-P . Estes me´todos trabalham com maneiras de pivotar a igualdade (2.1) e
fornecem, iterativamente, soluc¸o˜es complementares invia´veis ate´ que seja encontrada uma
soluc¸a˜o complementar via´vel e, portanto, a soluc¸a˜o do problema.
Considere F ⊂ N e T ⊂ N dois conjuntos de ı´ndices, tais que
F ∩ T = ∅ e F ∪ T = N . (2.11)
A ideia geral dos me´todos de pivotamento em blocos principais consiste em, a partir desses
conjuntos, obter um par corrente (x, ω), tal que este seja uma soluc¸a˜o complementar para
o LCP. Caso o par obtido tambe´m seja via´vel, enta˜o a soluc¸a˜o do problema foi encontrada
e o me´todo termina com sucesso. Caso contra´rio, os conjuntos F e T sa˜o modificados e o
processo e´ repetido.
No decorrer do trabalho, denotamos o complementar de um conjunto T em N
por T , isto e´, T = N \ T . Ale´m disso, dado um vetor x ∈ IRn, o vetor em IR|T | contendo
as componentes xi tais que i ∈ T e´ denotado por xT .
Para formalizar o processo realizado pelos me´todos de pivotamento em blocos
principais, considere dois conjuntos F e T satisfazendo (2.11). A cada iterac¸a˜o desses
me´todos, o par corrente (x, ω) e´ definido como a soluc¸a˜o do subsistema do LCP dado por
ω = Qx+ c
xT = 0
ωF = 0.
(2.12)
Note que este subsistema satisfaz (2.1) e (2.2) e, portanto, garante que o par (x, ω) e´
uma soluc¸a˜o complementar do LCP. A soluc¸a˜o de (2.12) e´ denominada de soluc¸a˜o ba´sica
complementar do LCP relacionada aos conjuntos F e T quando a submatriz principal
QF e´ na˜o-singular. As varia´veis nulas xi e ωj para i ∈ T e j ∈ F sa˜o denominadas de
varia´veis na˜o ba´sicas e as varia´veis xi e ωj para i ∈ F e j ∈ T de varia´veis ba´sicas, que
podem ser nulas ou na˜o.
Vamos agora descrever como obter os valores das varia´veis ba´sicas de uma soluc¸a˜o
complementar, isto e´, o vetor c′ = (xF , ωT ) ∈ IRn. Note primeiramente que, ao determinar
c′ determinamos tambe´m o par corrente (x, ω), uma vez que, as componentes xT e ωF ja´
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foram fixadas como nulas. Para tanto, vamos particionar (2.1) da seguinte forma: ωF
ωT
 =
 cF
cT
+
 QF QFT
QTF QT
 xF
xT
 .
Uma vez que ωF e xT sa˜o nulos e que xF = c
′
F e ωT = c
′
T , temos que
QF c
′
F = −cF e c′T = cT +QTFxF .
Deste modo, para determinar c′ de modo que a inversa de QF na˜o seja calculada, basta{
resolver QF c
′
F = −cF (2.13)
calcular c′T = cT +QTF c
′
F . (2.14)
Portanto, o par corrente (x, ω), soluc¸a˜o ba´sica complementar de (2.12), e´ dado por
x =
 xF
xT
 =
 c′F
0
 e ω =
 ωF
ωT
 =
 0
c′T
 , (2.15)
sendo c′F e c
′
T dados por (2.13) e (2.14), respectivamente. Se c
′ = (xF , ωT ) ≥ 0, enta˜o
(x, ω) e´ a soluc¸a˜o do LCP e o me´todo termina. Caso contra´rio, dizemos que esta soluc¸a˜o
ba´sica e´ invia´vel, os conjuntos F e T sa˜o atualizados e uma nova iterac¸a˜o e´ realizada.
Como veremos nas pro´ximas sec¸o˜es, a grande diferenc¸a entre os me´todos de pi-
votamento em blocos principais consiste nas formas de atualizac¸o˜es dos conjuntos F e T
realizadas de uma iterac¸a˜o para outra.
2.2.1 Pivotamento em blocos principais cla´ssico - BPP
Nesta sec¸a˜o apresentaremos o algoritmo de pivotamento em blocos principais
(Block Principal Pivoting Algorithm - (BPP)) proposto em [76] para resolver LCPs com
matrizes-P .
Dados T ⊆ N e F = N \ T dois conjuntos de ı´ndices, a soluc¸a˜o ba´sica associada
(x, ω) e´ dada por (2.15). Deste modo,
xi =
 c′i se i ∈ F0 caso contra´rio e ωi =
 c′i se i ∈ T0 caso contra´rio,
sendo c′ o vetor obtido por (2.13) e (2.14). Se c′ ≥ 0, enta˜o (x, ω) e´ a soluc¸a˜o do LCP.
Caso contra´rio, considere o conjunto H dado por
H = {i ∈ N | c′i < 0} , (2.16)
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ou, equivalentemente
H = {i ∈ N | xi < 0 ou ωi < 0} .
Note que, como c′  0, temos que H 6= ∅. Qualquer ı´ndice i satisfazendo c′i < 0 e´ chamado
de ı´ndice de inviabilidade e o conjunto H e´ denominado de conjunto das inviabilidades.
Um algoritmo de pivotamento em blocos principais e´ um processo que, a partir
de conjuntos F e T , satisfazendo (2.11), constro´i novos conjuntos ate´ obter uma soluc¸a˜o
ba´sica complementar associada que seja via´vel, ou seja, ate´ que H = ∅. Para tanto, os
conjuntos F e T sa˜o modificados da seguinte maneira
F = F − (F ∩H ′) ∪ (T ∩H ′) (2.17)
e
T = T − (T ∩H ′) ∪ (F ∩H ′), (2.18)
sendo H ′ um conjunto contido em, igual a, ou contendo H. Salientamos que esta notac¸a˜o
representa as seguintes atualizac¸o˜es
F ← F − (F ∩H ′) ∪ (T ∩H ′) e T ← T − (T ∩H ′) ∪ (F ∩H ′),
as quais foram escritas nas formas (2.17) e (2.18) para simplificar a notac¸a˜o. Ale´m disso,
nessas atualizac¸o˜es primeiramente sa˜o calculadas as operac¸o˜es entre pareˆnteses e depois
as operac¸o˜es na ordem em que esta˜o, primeiro a subtrac¸a˜o e depois a unia˜o. Suponha,
por exemplo, que F = {1, 2, 3}, T = {4, 5, 6} e H ′ = {2, 6}, enta˜o de acordo com (2.17) e
(2.17), as atualizac¸o˜es em F e T sa˜o dadas por
F = {1, 2, 3} − {2} ∪ {6} = {1, 3, 6}
e
T = {4, 5, 6} − {6} ∪ {2} = {2, 4, 5}.
De acordo com (2.17) e (2.18), se H ′ = H, enta˜o estas atualizac¸o˜es podem ser
reescritas da seguinte forma
F = F − {i ∈ F | xi < 0} ∪ {i ∈ T | ωi < 0}
e
T = T − {i ∈ T | ωi < 0} ∪ {i ∈ F | xi < 0}.
Observe tambe´m que estas atualizac¸o˜es sa˜o razoa´veis, uma vez que, se um ı´ndice i ∈ F
(i ∈ T ) corresponde a uma varia´vel ba´sica via´vel xi ≥ 0 (ωi ≥ 0), enta˜o este ı´ndice
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permanece no conjunto para a pro´xima iterac¸a˜o. Caso contra´rio, este ı´ndice trocara´
de conjunto. Deste modo, na pro´xima iterac¸a˜o a soluc¸a˜o ba´sica invia´vel de ı´ndice i da
iterac¸a˜o anterior se tornara´ via´vel para a iterac¸a˜o seguinte, uma vez que esta sera´ anulada
ao trocar de conjunto.
O Algoritmo BPP tambe´m pode ser visto como um me´todo de conjuntos ativos
em blocos (Block Active-Set) [6, 100]. De fato, seja uma iterac¸a˜o qualquer com conjuntos
F e T que fornecem a soluc¸a˜o ba´sica complementar (x, ω). Na pro´xima iterac¸a˜o o novo
conjunto T , de restric¸o˜es ativas (xi = 0), e´ definido por
T = {i ∈ F | xi < 0} ∪ {i ∈ T | ωi ≥ 0}, (2.19)
e, como anteriormente, o novo conjunto F e´ atualizado, com base no novo conjunto T ,
por
F = N \ T.
Em outras palavras, em cada iterac¸a˜o o conjunto das restric¸o˜es ativas (xi = 0) conte´m
os ı´ndices via´veis (i) das varia´veis ba´sicas duais (ωi ≥ 0) e os ı´ndices invia´veis (i) das
varia´veis ba´sicas primais (xi < 0) da iterac¸a˜o anterior.
A seguir dispomos o algoritmo de pivotamento em blocos principais cla´ssico que
satisfaz as propriedades descritas nesta sec¸a˜o.
Algoritmo 2.1 BPP
Dados: k = 0, T ⊆ N e F = N \ T
Repita
Calcule c′ por (2.13) e (2.14) e (x, ω) por (2.15)
Calcule H por (2.16)
Se H = ∅
Pare com (x, ω) soluc¸a˜o do LCP
Sena˜o
Atualize F e T por (2.17) e (2.18), respectivamente, considerando H ′ = H
k = k + 1
Observe que este algoritmo e´ muito simples de entender e de ser implementado.
Pore´m, resultados de convergeˆncia ainda esta˜o sendo estudados e sera˜o abordados mais
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adiante. Note tambe´m que o nu´mero de iterac¸o˜es k do algoritmo coincide com o nu´mero
de sistemas (2.13) resolvidos.
O lema a seguir garante que os conjuntos F e T mudam em cada iterac¸a˜o, a
menos que a soluc¸a˜o seja obtida. Deste modo, como a soluc¸a˜o do sistema (2.12) e´ u´nica
para cada conjunto F , o algoritmo na˜o gera duas soluc¸o˜es ba´sicas consecutivas iguais.
Lema 2.7 Considere F , T e F+, T+ conjuntos de duas iterac¸o˜es consecutivas e (x, ω)
a soluc¸a˜o ba´sica complementar associada aos conjuntos F e T . Enta˜o, (x, ω) satisfaz
(2.1)–(2.4) ou, T 6= T+ e F 6= F+.
Demonstrac¸a˜o. Suponha que T = T+ e, consequentemente, F = F+. Considere i ∈ T+.
Enta˜o, ωi ≥ 0 ou xi < 0. Mas, T+ = T e para i ∈ T temos que xi = 0. Logo, na˜o existe
i ∈ N tal que xi < 0. Assim, x ≥ 0 e ωT+ ≥ 0. Como ωF+ = 0, temos que ω ≥ 0 e,
consequentemente, H = ∅. Portanto, a soluc¸a˜o (x, ω) de (2.12) e´ soluc¸a˜o do LCP e o
algoritmo para antes de gerar o conjunto T+.
2.2.2 Pivotamento em blocos principais alternativo - KR
Apesar do Algoritmo Kunisch-Rendl - (KR), proposto em [83], ser introduzido
como um algoritmo de conjuntos ativos, apresentamos nesta sec¸a˜o que este pode ser visto
como um algoritmo de pivotamento em blocos principais que usa em cada iterac¸a˜o os
conjuntos T e F dados por
T = {i ∈ N | xi < 0 ou ωi > 0} e F = N \ T, (2.20)
onde (x, ω) e´ uma soluc¸a˜o ba´sica da iterac¸a˜o anterior. Note que a definic¸a˜o de T difere de
(2.19) apenas pelas desigualdades estritas nas varia´veis duais. Como em implementac¸o˜es
computacionais a igualdade e´ raramente atingida, os dois me´todos, BPP e KR, coincidem
na pra´tica.
Seja (x, ω) uma soluc¸a˜o ba´sica complementar de (2.12), dada por (2.15). Cada
iterac¸a˜o do algoritmo KR utiliza as regras de atualizac¸a˜o (2.17) e (2.18) com o conjunto
H ′ dado por
H ′ = {i ∈ F | c′i < 0} ∪ {i ∈ T | c′i ≤ 0}, (2.21)
ou, equivalentemente,
H ′ = {i ∈ F | xi < 0} ∪ {i ∈ T | ωi ≤ 0}.
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Note que H ⊆ H ′, sendo H o conjunto de inviabilidades definido em (2.16) e considerado
no me´todo BPP. Cabe salientar que, como o conjunto H ′ possui as varia´veis ba´sicas duais
ativas e na˜o apenas as inviabilidades, a cardinalidade nula deste conjunto na˜o pode ser
um crite´rio de parada, como foi considerado no Algoritmo BPP. Deste modo, o Algoritmo
KR e´ o Algoritmo BPP com H ′ dado por (2.21), como apresentado a seguir.
Algoritmo 2.2 KR
Dados: k = 0, T ⊆ N e F = N \ T
Repita
Calcule c′ por (2.13) e (2.14) e (x, ω) por (2.15)
Calcule H ′ por (2.21)
Se c′ ≥ 0
Pare com (x, ω) soluc¸a˜o do LCP
Sena˜o
Atualize F e T por (2.17) e (2.18)
k = k + 1
2.2.3 Algoritmo em duas fases - BPP-PC
Discutimos nesta sec¸a˜o um algoritmo de pivotamento principal alternativo cha-
mado de algoritmo de pivotamento em blocos principais - ciclos primais (Block Principal
Pivoting - Primal Cycle (BPP-PC)). Este algoritmo e´ baseado no proposto em [72]. Cada
iterac¸a˜o deste algoritmo e´ decomposta em duas fases: uma fase de viabilidade primal, que
fornece uma soluc¸a˜o ba´sica primal via´vel e uma fase dual, que a partir da fase primal
obte´m uma soluc¸a˜o ba´sica dual.
Sejam F e T dois conjuntos de ı´ndices satisfazendo (2.11) e x = (c′F , 0) a soluc¸a˜o
ba´sica associada, com c′F dado por (2.13). Se o ponto x for via´vel (x ≥ 0), enta˜o a fase
de viabilidade e´ finalizada com a soluc¸a˜o ba´sica primal via´vel x. Caso contra´rio, esta fase
realiza atualizac¸o˜es consecutivas do conjunto F segundo (2.17), com H ′ = Hx sendo Hx
definido por
Hx = {i ∈ F | c′i < 0}, (2.22)
ate´ obter um conjunto F tal que a soluc¸a˜o ba´sica primal associada seja via´vel
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(x = (c′F , 0) ≥ 0), ou seja, ate´ que Hx = ∅. Enta˜o esta fase e´ finalizada com sucesso.
Como Hx ⊆ F , podemos reescrever a atualizac¸a˜o de F , definida em (2.17), por
F = F \Hx.
Note que o nu´mero ma´ximo de atualizac¸o˜es necessa´rias para obter uma soluc¸a˜o primal
via´vel e´ n, uma vez que, a cada soluc¸a˜o ba´sica primal invia´vel, o conjunto F se torna
menor, ate´ que, no pior dos casos, este se torne vazio. Ale´m disso, como o objetivo desta
fase e´ obter uma soluc¸a˜o primal via´vel, as varia´veis duais e as atualizac¸o˜es no conjunto T
na˜o precisam ser calculadas.
A partir do ponto x = (c′F , 0) via´vel, obtido na fase de viabilidade primal, a fase
dual calcula o conjunto T por T = N \F e a varia´vel ba´sica dual associada por ω = (c′T , 0),
com c′T dado por (2.14). Note que o conjunto T na˜o pode ser atualizado segundo (2.18),
pois durante a fase de viabilidade primal este conjunto na˜o foi atualizado.
Suponha que se tenha uma soluc¸a˜o ba´sica complementar (x, ω) com x via´vel e
considere o conjunto das inviabilidades duais, associado a esta soluc¸a˜o, dado por
Hω = {i ∈ T | c′i < 0}. (2.23)
Se Hω = ∅, enta˜o a soluc¸a˜o ba´sica complementar (x, ω) e´ tambe´m via´vel, a soluc¸a˜o do LCP
e´ encontrada com sucesso e o algoritmo para. Caso contra´rio, o conjunto F e´ modificado
segundo (2.17) com H ′ = Hω e uma nova fase de viabilidade primal e´ realizada. Cabe
salientar que, ao realizar esta atualizac¸a˜o no conjunto F , a viabilidade da varia´vel primal
pode ser perdida, e por isso e´ necessa´rio realizar a fase de viabilidade primal novamente.
Note tambe´m que o conjunto Hω calculado na fase dual e´ o mesmo que o conjunto H
considerado no algoritmo BPP, dado por (2.16), devido ao fato de x ser um ponto via´vel.
Ale´m disso, a atualizac¸a˜o de F na fase dual pode ser reescrita por
F = F ∪Hω = F ∪H.
Para estabelecer o algoritmo, denote kv o nu´mero de fases realizadas para recu-
perar a viabilidade primal e k o nu´mero de sistemas (2.13) resolvidos. Adotamos que o
nu´mero de iterac¸o˜es coincide com o nu´mero k de sistemas resolvidos.
Cabe salientar que, usualmente, o conjunto inicial F e´ considerado como F =
{i | ci < 0} em todos os algoritmos discutidos ate´ o momento, a na˜o ser que as carac-
ter´ısticas do LCP a resolver sugiram uma escolha do conjunto inicial F mais conveniente.
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Algoritmo 2.3 BPP-PC
Dados: kv = 0, k = 0, F ⊆ {1, 2, . . . , n}, T = N \ F
Repita
Calcule c′F , x e Hx por (2.13), (2.15) e (2.22), respectivamente
k = k + 1
Se Hx 6= ∅
kv = kv + 1
Enquanto Hx 6= ∅
Atualize F por (2.17) com H ′ = Hx
Calcule c′F , x e Hx por (2.13), (2.15) e (2.22), respectivamente
k = k + 1
Fac¸a T = N \ F
Calcule c′T , ω e Hω por (2.14), (2.15) e (2.23), respectivamente
Se Hω = ∅
Pare com (x, ω) soluc¸a˜o do LCP
Sena˜o
Atualize F por (2.17) com H ′ = Hω
2.3 Ciclos nos algoritmos
Apesar dos algoritmos descritos anteriormente estarem bem definidos quando Q e´
uma matriz-P , na˜o ha´ garantia teo´rica de convergeˆncia desses processos num nu´mero finito
de iterac¸o˜es. Nesta sec¸a˜o sa˜o apresentados alguns exemplos em que os algoritmos ciclam
e, consequentemente, na˜o convergem. Notemos que esses casos ocorrem muito raramente
na pra´tica e que, como veremos mais adiante, na pra´tica os algoritmos requerem em geral
poucas iterac¸o˜es para obter a soluc¸a˜o u´nica do LCP.
Inicialmente, considere o LCP, sugerido em [71], cujo vetor c e´ dado por
c = ( −1852, −9850, 8930, −1624, −27127, −11927, 3889, 5579, 203, −652, −1781, −353 ) (2.24)
e a matriz Q por (2.25). Note que a matriz Q e´ sime´trica e definida positiva e portanto Q ∈
P , mas na˜o e´ diagonalmente dominante. Ale´m disso, como a matriz Q e´ sime´trica, resolver
um LCP com esta matriz e´ equivalente a resolver o problema (PQ), independentemente
do vetor c adotado.
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Q =

102 1 −105 −1 182 −2 −1 −23 1 0 0 0
1 92 1 16 56 −27 −16 3 −13 1 10 −2
−105 1 114 0 −196 −4 1 25 0 1 1 0
−1 16 0 36 1 −2 5 −5 −26 1 1 −3
182 56 −196 1 541 206 −53 −121 14 −5 9 −1
−2 −27 −4 −2 206 427 −43 −123 4 0 5 −4
−1 −16 1 5 −53 −43 130 12 −2 1 14 3
−23 3 25 −5 −121 −123 12 218 −13 −9 4 8
1 −13 0 −26 14 4 −2 −13 339 11 15 −6
0 1 1 1 −5 0 1 −9 11 590 82 −3
0 10 1 1 9 5 14 4 15 82 685 −13
0 −2 0 −3 −1 −4 3 8 −6 −3 −13 457

. (2.25)
2.3.1 Algoritmos BPP e KR
A diferenc¸a entre os Algoritmos BPP e KR esta´ na atualizac¸a˜o dos conjuntos F
e T , a qual utiliza os conjuntos H, para o me´todo BPP, e H ′ para o me´todo KR. Esta
diferenc¸a decorre exclusivamente da adic¸a˜o dos ı´ndices das restric¸o˜es duais ativas de T
em H ′, como descrito em (2.21), que na˜o ocorre no conjunto H, como definido em (2.16).
Pore´m, na pra´tica esta diferenc¸a acaba na˜o existindo. Isso pode ser visto no desempenho
ideˆntico desses algoritmos para resolver o problema anterior e nos demais testes realizados
e apresentados mais adiante na Sec¸a˜o 2.6.2.
Considere agora o exemplo descrito anteriormente e os Algoritmos 2.1 e 2.2. Para
este exemplo, estes algoritmos geram sequeˆncias perio´dicas para va´rios conjuntos iniciais
F e T . Por exemplo, considere os conjuntos iniciais T 0 = {1, 2, 3, 6, 9} e F 0 = N \ T 0.
Assim, para todo j ∈ IN e ` = 0, 1, 2, 3, temos que T 4j+` = T `. Consequentemente, como
para cada conjunto T e F existe uma u´nica soluc¸a˜o ba´sica do problema (2.12), temos
que (x4j+`, ω4j+`) = (x`, ω`), para j ∈ IN e ` = 0, 1, 2, 3. Este ciclo esta´ resumido na
Tabela 2.1. Ale´m deste conjunto inicial, os algoritmos tambe´m ciclam, por exemplo, para
os conjuntos T 0 = N , T 0 = {3, 4, 7, 8, 10, 11} e T 0 = {1, 7, 9, 12}.
Em [39], os autores exibem um exemplo de menor dimensa˜o em que os Algoritmos
BPP e KR ciclam para va´rios conjuntos iniciais. Este exemplo e´ um LCP cuja matriz Q
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k f(xk) (×106) T k
4j -0.726676 {1, 2, 3, 6, 9}
4j + 1 -1.181320 {1, 7 }
4j + 2 -0.792242 {1, 3, 4, 5, 7, 8}
4j + 3 -1.613570 {3, 4, 7, 8}
Tabela 2.1: Soluc¸a˜o perio´dica gerada pelos algoritmos BPP e KR para j = 0, 1, 2, . . ..
e vetor c sa˜o dados por
Q =

4 5 −5
5 9 −5
−5 −5 7
 e c =

−2
−1
3
 . (2.26)
Note que a matriz Q e´ sime´trica e definida positiva, mas na˜o e´ diagonalmente domi-
nante. Os Algoritmos BPP e KR ciclam para os conjuntos iniciais F 0 = N \ T 0, com
T 0 ∈ {∅, {2}, {3}, {1, 2}, {1, 3}, {1, 2, 3}}. Cabe salientar que o Algoritmo BPP-PC
encontra a soluc¸a˜o do problema em no ma´ximo 3 iterac¸o˜es, para todos os conjuntos iniciais
poss´ıveis em N .
Os Algoritmos BPP e KR tambe´m ciclam para matrizes-P na˜o sime´tricas. Em
[98] os autores sugerem o exemplo em que a matriz Q e o vetor c do LCP sa˜o dados por
Q =

1 + ε 0 −2
−2 1 4
−4 2 9 + ε
 e c =

1
−1
−3
 , (2.27)
para 0 < ε <
1
3
. Considerando ε =
1
4
, os algoritmos entram em ciclo para todos os
conjuntos iniciais, com excec¸a˜o dos conjuntos T 0 = {3} e T 0 = {1, 2}.
2.3.2 Algoritmo BPP-PC
Considere o problema (PQ) cuja matriz Q e o vetor c sa˜o dados por (2.25)
e (2.24), respectivamente. Quando o Algoritmo 2.3 e´ utilizado para resolver este pro-
blema, sequeˆncias perio´dicas sa˜o geradas para diferentes conjuntos iniciais F e T . Por
exemplo, caso o conjunto inicial seja F 0 = {2, 3, 4, 5, 6, 8, 10, 11, 12} e T 0 = N \ F 0, o
algoritmo gera F 4j+` = F `, para todo j = 0, 1, . . . e ` = 0, 1, 2, 3. Consequentemente,
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(x4j+`, ω4j+`) = (x`, ω`). Este ciclo e´ resumido na Tabela 2.2. O algoritmo tambe´m ci-
cla para, por exemplo, os seguintes conjuntos iniciais: F 0 = ∅, F 0 = {1, 2, 5, 6, 9, 12} e
F 0 = {2, 3, 4, 5, 6, 8, 10, 11}.
k f(xk) (×106) F k
4j -1.17740 {2, 3, 4, 5, 6, 8, 10, 11, 12}
4j + 1 -0.79019 {2, 6, 10, 11, 12}
4j + 2 -1.61357 {1, 2, 5, 6, 9, 10, 11, 12}
4j + 3 -0.68208 {5, 10, 11, 12}
Tabela 2.2: Ciclo gerado pelo Algoritmo 2.3.
O Algoritmo 2.3 tambe´m cicla para o LCP com a matriz na˜o sime´trica Q dada
em (2.27). Para ε =
1
4
o algoritmo cicla para todos os conjuntos iniciais, com excec¸a˜o
do conjunto T 0 = {3}. O interessante e´ que o me´todo BPP-PC cicla para T 0 = {1, 2},
enquanto que os Algoritmos BPP e KR na˜o ciclam.
Resumindo, nesta sec¸a˜o vimos que os algoritmos apresentados podem ciclar para
LCPs com matrizes Q definidas positivas sime´tricas e na˜o sime´tricas. Cabe salientar que
toda matriz definida positiva e´ uma matriz-P . Note ainda que ate´ enta˜o na˜o foi poss´ıvel
gerar um LCP com matriz SRDD+ ou SCDD+ para o qual os algoritmos ciclam.
2.4 Func¸o˜es de me´rito
As func¸o˜es de me´rito sa˜o func¸o˜es que fornecem um valor escalar que pode indicar
o progresso do algoritmo de uma iterac¸a˜o para outra. Deste modo, podemos por exemplo
verificar se um novo ponto e´ melhor ou pior que o ponto corrente. Nesta sec¸a˜o expomos
algumas func¸o˜es de me´rito para o problema de complementaridade linear, com matriz
Q ∈ P , associadas aos algoritmos de pivotamento em blocos principais. Em [49] e´ realizado
um extensivo estudo sobre func¸o˜es de me´rito para LCPs.
Neste contexto, uma func¸a˜o e´ considerada de me´rito para o LCP quando um
minimizador global desta e´ soluc¸a˜o do LCP. Deste modo, considere K um conjunto que
engloba os iterandos do algoritmo. Dizemos que φ : K → IR e´ uma func¸a˜o de me´rito para
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o LCP quando um minimizador global do problema
minimizar φ(u)
sujeito a u ∈ K
e´ soluc¸a˜o do LCP.
Quando a matriz Q do problema e´ P e sime´trica, isto e´, PD, vimos que resolver
o LCP e´ equivalente a resolver o problema (PQ). Deste modo, a func¸a˜o
f(x) =
1
2
xtQx+ ctx (2.28)
pode ser considerada como uma func¸a˜o de me´rito para o problema.
Os algoritmos de pivotamento em blocos principais geram em cada iterac¸a˜o uma
soluc¸a˜o ba´sica complementar, isto e´, cada iterando satisfaz (2.1) e (2.2). Deste modo, para
que a func¸a˜o de me´rito fornec¸a alguma informac¸a˜o sobre o desempenho do algoritmo,
esta deve estar relacionada com a na˜o-negatividade do par corrente, ou seja, levar em
considerac¸a˜o qua˜o perto as equac¸o˜es (2.3) e (2.4) esta˜o de serem satisfeitas. A seguir,
listamos algumas quantificac¸o˜es deste tipo que podem ser usadas como func¸o˜es de me´rito
para o LCP. Uma func¸a˜o que analisa estas condic¸o˜es e´ a soma das varia´veis invia´veis, ou
seja,
Φ1(x, ω) = −
∑
{i|xi<0}
xi −
∑
{i|ωi<0}
ωi.
Podemos tambe´m, utilizar uma func¸a˜o de me´rito que realiza a soma dos quadrados das
varia´veis invia´veis
Φ2(x, ω) =
∑
{i|xi<0}
(xi)
2 +
∑
{i|ωi<0}
(ωi)
2.
Uma outra possibilidade seria contar o nu´mero de varia´veis invia´veis,
Φ3(x, ω) =
∑
{i|xi<0}
1 +
∑
{i|ωi<0}
1.
Para finalizar, podemos considerar a norma das inviabilidades dada por
Φρ(x, ω) =
∥∥∥∥min{x, ωρ
}∥∥∥∥2 ,
para algum ρ > 0. O pro´ximo resultado verifica que estas func¸o˜es sa˜o de fato func¸o˜es de
me´rito para o LCP.
Lema 2.8 [36, Teorema 3] O par (x, ω) e´ soluc¸a˜o do LCP se, e somente se, o par e´ uma
soluc¸a˜o complementar e um minimizador global das func¸o˜es Φ1, Φ2, Φ3 e Φρ.
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Demonstrac¸a˜o. Note que as quatro func¸o˜es de me´rito sa˜o na˜o negativas. Considere (x, ω)
uma soluc¸a˜o complementar tal que
Φ1(x, ω) = Φ2(x, ω) = Φ3(x, ω) = Φρ(x, ω) = 0.
Como isso ocorre se, e somente se, o par (x, ω) e´ uma soluc¸a˜o complementar e via´vel do
LCP, ou seja, e´ a soluc¸a˜o do LCP, e a demonstrac¸a˜o esta´ conclu´ıda.
Considere a seguinte func¸a˜o ξ̂ : IR2n → IRn definida por
ξ̂(x, ω) = min(x, ω),
sendo o mı´nimo considerado componente a componente.
Teorema 2.9 [36, Sec¸a˜o 4.1] O par (x, ω) e´ soluc¸a˜o do LCP se, e somente se,
ξ̂(x, ω) = 0 e ω = Qx+ c.
Demonstrac¸a˜o. De fato, considere (x, ω) tal que ω = Qx + c e ξ̂(x, ω) = 0. Deste modo,
como ξ̂(x, ω) = 0, temos que o par e´ via´vel e que x ◦ ω = 0. Assim, o par e´ uma soluc¸a˜o
do LCP, uma vez que este e´ via´vel e complementar. A rec´ıproca e´ imediata.
Como os me´todos de pivotamento em blocos principais sempre consideram soluc¸o˜es
complementares (x, ω) do LCP, a varia´vel ω e´ dada implicitamente pela varia´vel x. Assim,
podemos considerar o caso particular ξ : IRn → IRn de ξ̂ dada por
ξ(x) = min(x, ω), (2.29)
sendo ω = Qx+ c.
2.4.1 O Algoritmo BPP e o me´todo de Newton
Esta sec¸a˜o apresenta uma relac¸a˜o entre o algoritmo de pivotamento em blocos
principais cla´ssico e o me´todo de Newton.
Considere dois conjuntos F e T satisfazendo (2.11). Seja x = (xF , 0) e ω = (0, ωT )
uma soluc¸a˜o ba´sica complementar associada a esses conjuntos. Com base no par (x, ω)
vamos particionar os conjuntos F e T da seguinte forma:
F1 = {i ∈ F | xi < 0}, F2 = {i ∈ F | xi ≥ 0} (2.30)
T1 = {i ∈ T | ωi ≥ 0} e T2 = {i ∈ T | ωi < 0}. (2.31)
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Note que, F = F1 ∪ F2 e T = T1 ∪ T2. Ale´m disso, pelas atualizac¸o˜es dos conjuntos F e
T consideradas no me´todo BPP, dadas em (2.17) e (2.18), segue que os novos conjuntos
F+ e T+ sa˜o dados por
F+ = T2 ∪ F2 e T+ = T1 ∪ F1. (2.32)
Para obter a relac¸a˜o entre os me´todos, iremos considerar a func¸a˜o de me´rito
ξ : IRn → IRn, definida em (2.29), e empregar o me´todo de Newton para sistemas [100]
para resolver
ξ(x) = 0. (2.33)
Note que se ξ(x) = 0, enta˜o (x,Qx + c) e´ a soluc¸a˜o do LCP considerado. Para este
problema, sabemos que o passo d do me´todo de Newton e´ a soluc¸a˜o do seguinte sistema
Jξ(x)d = −ξ(x), (2.34)
sendo Jξ(x) a matriz Jacobiana da func¸a˜o ξ avaliada em x. Obtido d, o novo iterando e´
dado por
x+ = x+ d. (2.35)
Consequentemente,
ω+ = Qx+ + c. (2.36)
O pro´ximo resultado garante que os me´todos de Newton e BPP sa˜o equivalentes
quando os iterandos sa˜o soluc¸o˜es ba´sicas complementares na˜o degeneradas. Recordamos
que um par complementar (x, ω) ∈ IR2n e´ na˜o degenerado, quando xi + ωi 6= 0 para todo
i ∈ N .
Teorema 2.10 [36, Sec¸a˜o 4.1] Considere (x, ω) uma soluc¸a˜o ba´sica complementar na˜o
degenerada do LCP. Enta˜o, o pro´ximo iterando, a partir de (x, ω), do me´todo de Newton
para resolver o problema (2.33) coincide com o pro´ximo iterando do me´todo BPP para o
LCP.
Demonstrac¸a˜o. Considere os conjuntos F e T satisfazendo (2.11) e (x, ω) a soluc¸a˜o ba´sica
complementar associada. Suponha que este par seja na˜o degenerado. Sejam F1, F2, T1 e
T2 os conjuntos definidos em (2.30) e (2.31). Pela definic¸a˜o de ξ, para i ∈ N , temos que
[ξ(x)]i =
 xi, se i ∈ F1 ∪ T1ωi, se i ∈ F2 ∪ T2.
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Por isto e pelo fato que (x, ω) e´ na˜o degenerado, obtemos que
ξ(x) = (xF1 , ωF2 , xT1 , ωT2). (2.37)
Como ω = Qx+ c, segue que
ξ(x) = (xF1 , QF2Nx+ cF2 , xT1 , QT2Nx+ cT2).
Deste modo,
Jξ(x) =

IF1 0 0 0
QF2F1 QF2 QF2T1 QF2T2
0 0 IT1 0
QT2F1 QT2F2 QT2T1 QT2
 ,
sendo I a matriz identidade. Assim, pela definic¸a˜o do passo de Newton, dada em (2.34),
e por (2.37) , temos que
IF1 0 0 0
QF2F1 QF2 QF2T1 QF2T2
0 0 IT1 0
QT2F1 QT2F2 QT2T1 QT2


dF1
dF2
dT1
dT2
 = −

xF1
ωF2
xT1
ωT2
 (2.38)
Consequentemente,
dF1 = −xF1 e dT1 = −xT1 . (2.39)
Para verificar que o novo iterando x+ do passo de Newton, como definido em
(2.35), (ω+ dado em (2.36)) coincide com o obtido pelo me´todo BPP, vamos primeiramente
constatar que x+ e ω+ sa˜o complementares. De fato, como a validac¸a˜o da igualdade (2.1)
decorre imediatamente da definic¸a˜o de ω+, basta garantir que x+ e ω+ satisfazem (2.2).
Usando a definic¸a˜o de x+ e (2.39), temos que
x+F1 = xF1 − xF1 = 0 e x+T1 = xT1 − xT1 = 0.
Ale´m disso, pelas definic¸o˜es de x+ e ω+ e por (2.1), temos que
ω+T2 = cT2 + (Qx
+)T2
= cT2 + (Q(x+ d))T2
= cT2 + (Qx)T2 + (Qd)T2
= cT2 + (ω − c)T2 + (Qd)T2
= ωT2 +QT2Nd.
72
Logo, por isso e (2.38), obtemos que
ω+T2 = ωT2 − ωT2 = 0.
Analogamente, temos que
ω+F2 = cF2 + (ω − c)F2 + (Qd)F2 = ωF2 − ωF2 = 0.
Deste modo, como N = F1 ∪ F2 ∪ T1 ∪ T2 e x+T1 = x+F1 = ω+T2 = ω+F2 = 0, segue que (2.2)
e´ satisfeita. Portanto, com isso e o fato que ω+ = Qx+ + c, temos que o par (x+, ω+) e´
uma soluc¸a˜o complementar do LCP.
Para finalizar, vamos garantir que x+ e ω+, decorrentes do me´todo de Newton,
satisfazem (2.13) e (2.14), ou seja, vamos verificar que (x+, ω+) e´ uma soluc¸a˜o ba´sica
complementar do LCP associada aos conjuntos F+ e T+, como definidos em (2.32). Por
(2.38), temos que
QF2F1dF1 +QF2dF2 +QF2T1dT1 +QF2T2dT2 = −ωF2 .
Com isso, (2.39) e (2.1), segue que
QF2dF2 +QF2T2dT2 = −ωF2 +QF2F1xF1 +QF2T1xT1
= −(Qx+ c)F2 +QF2F1xF1 +QF2T1xT1
= −(Qx)F2 − cF2 +QF2F1xF1 +QF2T1xT1 .
Com isso e o fato que
−(Qx)F2 = −QF2Nx = −QF2T1xT1 −QF2T2xT2 −QF2F1xF1 −QF2xF2 ,
segue que
QF2dF2 +QF2T2dT2 = −QF2xF2 −QF2T2xT2 − cF2 .
Deste modo,
(QF2 QF2T2)
 dF2
dT2
 = − (QF2 QF2T2)
 xF2
xT2
− cF2 . (2.40)
Novamente, por (2.38), temos que
QT2F1dF1 +QT2F2dF2 +QT2T1dT1 +QT2dT2 = −ωT2 .
Analogamente ao que fizemos anteriormente, usando a relac¸a˜o anterior, (2.39) e (2.1),
segue que
QT2F2dF2 +QT2dT2 = −(Qx+ c)T2 +QT2F1xF1 +QT2T1xT1
= −QT2F2xF2 −QT2xT2 − cT2 .
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Logo,
(QT2F2 QT2)
 dF2
dT2
 = − (QT2F2 QT2)
 xF2
xT2
− cT2 . (2.41)
Portanto, juntando (2.40) e (2.41), obtemos que QF2 QF2T2
QT2F2 QT2
 dF2
dT2
 = −
 QF2 QF2T2
QT2F2 QT2
 xF2
xT2
−
 cF2
cT2
 .
Com isso e (2.32), temos que
dF+ = −xF+ − (QF+)−1cF+ .
Mas dF+ = x
+
F+ − xF+ . Logo
x+F+ = −(QF+)−1cF+ ,
o que mostra que (2.13) vale. Para finalizar, pela definic¸a˜o de ω+ e pelo fato que ωF+ = 0,
segue que
ω+T+ = cT+ +QT+F+x
+
F+
e, consequentemente, ω+T+ satisfaz (2.14). Logo, os novos iterandos x
+ e ω+ do me´todo de
Newton satisfazem xT+ = ωF+ = 0, e xF+ e ωT+ verificam (2.13) e (2.14), respectivamente.
Portanto, os novos iterandos dos me´todos de Newton e BPP coincidem e a prova esta´
conclu´ıda.
Uma explicac¸a˜o para o fato dos me´todos de pivotamento em blocos principais
serem ta˜o eficientes na pra´tica, para solucionar LCPs com matrizes P , sime´tricas ou na˜o,
pode estar relacionada com a sua equivaleˆncia com o me´todo de Newton, provada no
resultado anterior. Cabe salientar que o me´todo de Newton tem convergeˆncia quadra´tica
quando o algoritmo converge para um ponto no qual a Jacobiana e´ na˜o-singular e isto
ocorre para a func¸a˜o ξ quando a soluc¸a˜o ba´sica complementar do LCP e´ na˜o degenerada.
2.5 Ana´lise de convergeˆncia
Vimos na Sec¸a˜o 2.3 que os Algoritmos BPP, KR e BPP-PC podem ciclar para
matrizes-P sime´tricas e na˜o sime´tricas, apesar desse fenoˆmeno ser raro na pra´tica. Deste
modo, na˜o e´ poss´ıvel garantir que esses algoritmos convergem. Portanto, a convergeˆncia
pode ser garantida somente para algumas subclasses de matrizes-P ou para verso˜es mo-
dificadas dos algoritmos.
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Nesta sec¸a˜o e´ realizada uma ana´lise sobre alguns resultados de convergeˆncia exis-
tentes para os algoritmos de pivotamento em blocos principais. Primeiramente, exibimos
a convergeˆncia dos Algoritmos BPP e KR para uma subclasse de matrizes sime´tricas defi-
nidas positivas. Em seguida, expomos um algoritmo que combina o Algoritmo BPP com
um algoritmo convergente, pore´m lento, a fim de garantir a convergeˆncia do algoritmo
para qualquer matriz-P sime´trica ou na˜o, e em particular para um LCP estritamente
mono´tono. Ademais, discutimos a impossibilidade de ciclos, quando o Algoritmo BPP e´
aplicado a problemas em que as matrizes pertencem a uma subclasse de matrizes PD.
Uma versa˜o modificada do Algoritmo BPP-PC e´ apresentada com convergeˆncia para toda
matriz PD sime´trica. Por fim, fazemos alguns apontamentos sobre trabalhos futuros.
2.5.1 Caso sime´trico
Nesta sec¸a˜o e´ apresentada uma ana´lise de convergeˆncia para os Algoritmos BPP
e KR. O resultado e´ garantido exclusivamente para LCPs com matrizes sime´tricas per-
tencentes a uma subclasse de matrizes definidas positivas. Esta subclasse e´ decorrente de
uma condic¸a˜o suficiente exigida para as matrizes dos LCPs. O resultado discutido aqui
pode ser visto em [83]. Apesar do resultado de convergeˆncia apresentado ser estabelecido
para o Algoritmo KR, ele pode ser facilmente estendido para Algoritmo BPP.
Para obtenc¸a˜o dos resultados teo´ricos, suponha que a matriz Q ∈ IRn×n do LCP
e´ sime´trica e definida positiva. Cabe salientar que neste caso o LCP e´ equivalente a (PQ).
Considere os seguintes conjuntos
X = {i ∈ F | xi < 0}, (2.42)
W = {i ∈ T | ωi ≤ 0}, (2.43)
K1 = {i ∈ W | x+i < 0},
K2 = {i ∈ F −X | x+i < 0},
e
K = K1 ∪K2. (2.44)
Note que o conjunto K ⊂ F+ conte´m os ı´ndices invia´veis da varia´vel primal x+.
Para garantir a convergeˆncia do me´todo, vamos analisar as mudanc¸as ocorridas
em duas iterac¸o˜es consecutivas. Suponha que alguma iterac¸a˜o e´ realizada com os conjuntos
F e T e que (x, ω) seja a soluc¸a˜o ba´sica complementar associada. Enta˜o, vamos denotar
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por F+ e T+ os conjuntos da iterac¸a˜o consecutiva, atualizados por (2.20), e por (x+, ω+)
a soluc¸a˜o ba´sica complementar associada. A Tabela 2.3 apresenta as propriedades das
soluc¸o˜es ba´sicas complementares (x, ω) e (x+, ω+) com relac¸a˜o a esses conjuntos.
T F
(xi = 0) (ωi = 0)
W T \W X F \X
(ωi ≤ 0) (ωi > 0) (xi < 0) (xi ≥ 0)
⊂ F+ T+ ⊂ F+
(ω+i = 0) (x
+
i = 0) (ω
+
i = 0)
K1 K2
(x+i < 0) (x
+
i ≥ 0) (x+i < 0) (x+i ≥ 0)
Tabela 2.3: Propriedades de dois iterandos consecutivos (x, ω) e (x+, ω+).
Para estabelecer resultados de convergeˆncia, requeremos a func¸a˜o de me´rito La-
grangiana aumentada do problema (PQ) dada por
Lρ(x, ω) = f(x) + ρ
2
‖max {−x, 0}‖2 , (2.45)
para ρ > 0 e f : IRn → IR a func¸a˜o de me´rito quadra´tica definida por (2.28). Esta e´ uma
variante da func¸a˜o de me´rito Lagrangiana aumentada, estabelecida em [17], dada por
Lρ(x, ω) = f(x) + ω
t max
{
−x,−ω
ρ
}
+
ρ
2
∥∥∥∥max{−x,−ωρ
}∥∥∥∥2 .
Note que Lρ(x, ω) = Lρ(x,max{0, ω}), uma vez que as condic¸o˜es de complementaridade
sa˜o satisfeitas, isto e´, xiωi = 0, para todo i ∈ N .
O pro´ximo resultado estabelece uma relac¸a˜o sobre a variac¸a˜o da func¸a˜o objetivo
quadra´tica (2.28) entre dois iterandos. Cabe salientar que este resultado e´ obtido sem
considerar que os iterandos sejam consecutivos.
Lema 2.11 Considere f : IRn → IR a func¸a˜o de me´rito quadra´tica definida por (2.28).
Sejam (x, ω) e (x+, ω+) dois iterandos primal-duais e X o conjunto definido em (2.42).
Considere z = x+ − x. Enta˜o
f(x+)− f(x) = ztω+ − ztQz.
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Demonstrac¸a˜o. Pelas definic¸o˜es da func¸a˜o f e de z, temos que
f(x+)− f(x) = 1
2
x+
t
Qx+ + ctx+ − 1
2
xtQx− ctx
=
1
2
(
x+
t
Qx+ − xtQx
)
+ ct(x+ − x)
= x+
t
Qx+ − 1
2
x+
t
Qx+ − 1
2
xtQx− xtQx+ + xtQx+ + ctz
= (x+ − x)tQx+ − 1
2
(x+ − x)tQ(x+ − x) + ctz
= ztQx+ − ztQz + ctz.
Usando o fato que Qx+ + c = ω+, temos que
f(x+)− f(x) = ztω+ − ztQz
e a demonstrac¸a˜o esta´ conclu´ıda.
Este resultado merece eˆnfase, uma vez que, este pode ser o comec¸o para uma
prova de convergeˆncia do algoritmo cla´ssico para LCPs com matrizes-P sime´tricas. Caso
seja poss´ıvel provar que ztω+ − ztQz < 0 para z = x+ − x, a convergeˆncia e´ garantida.
A seguir discutimos alguns resultados auxiliares. Cabe salientar que dado um
conjunto de ı´ndice X, denotamos o seu complementar em N por X, ou seja, X = N \X.
Lema 2.12 [83, Lema 3.1] Considere f : IRn → IR a func¸a˜o de me´rito quadra´tica defi-
nida por (2.28). Sejam (x, ω) e (x+, ω+) dois iterandos primal-duais consecutivos e X o
conjunto definido em (2.42). Considere z = x+ − x. Enta˜o
f(x+)− f(x) = 1
2
zt
 QX 0
0 −QX
 z.
Demonstrac¸a˜o. Pelas propriedades para dois iterandos consecutivos, como pode ser visto
na Tabela 2.3, temos que ω+i = 0 para todo i ∈ W ∪ (F \ X) e que zi = 0 para todo
i ∈ T \W . Por isso e pelo fato que N = [W ∪ (T \W )] ∪ [X ∪ (F \X)], segue que
ztω+ =
∑
i∈X
ziω
+
i .
Ale´m disso, ω+i = [ω
+ − ω]i, para todo i ∈ X, e por (2.1), obtemos que
ω+ − ω = Qx+ + c−Qx− c = Qz.
Portanto,
ztω+ =
∑
i∈X
zi[Qz]i = z
t
XQXN z.
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Usando o lema anterior, o resultado pre´vio e a simetria de Q, temos que
f(x+)− f(x) = ztXQXN z − ztQz
= ztX(QXzX +QXXzX)− ztQz
= zt
 QX 12QXX1
2
QXX 0
 z − 1
2
zt
 QX QXX
QXX QX
 z
=
1
2
zt
 QX 0
0 −QX
 z
e a prova esta´ completa.
Lema 2.13 [83, Lema 3.2] Sejam (x, ω) e (x+, ω+) duas soluc¸o˜es ba´sicas complementares
consecutivas e X e K os conjuntos definidos em (2.42) e (2.44), respectivamente. Enta˜o,
∥∥max{−x+, 0}∥∥2 − ‖max{−x, 0}‖2 = ∑
i∈K
∣∣x+i ∣∣2 −∑
i∈X
|xi|2 .
Demonstrac¸a˜o. O resultado segue imediatamente das definic¸o˜es dos conjuntos X e K. De
fato, pelas propriedades presentes na Tabela 2.3, temos que
xi
 < 0, se i ∈ X≥ 0, se i ∈ X ⇒ max{−xi, 0} =
 −xi, se i ∈ X0, se i ∈ X
e
x+i
 < 0, se i ∈ K = K1 ∪K2≥ 0, se i ∈ K ⇒ max{−x+i , 0} =
 −x+i , se i ∈ K0, se i ∈ K
e a prova esta´ conclu´ıda.
Para os demais resultados desta sec¸a˜o, vamos denotar por λmin e λmax o menor e
o maior autovalores de Q, respectivamente.
Lema 2.14 Sejam Lρ : IR2n → IR a func¸a˜o definida em (2.45), ρ > 0, (x, ω) e (x+, ω+)
duas soluc¸o˜es complementares consecutivas e X e K os conjuntos definidos em (2.42) e
(2.44), respectivamente. Considere z = x+ − x. Enta˜o,
2
(Lρ(x+, ω+)− Lρ(x, ω)) ≤ (‖Q‖ − ρ) ‖zX‖2 − λmin ‖zX‖2 + ρ ‖zK‖2 . (2.46)
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Demonstrac¸a˜o. Pela definic¸a˜o do conjunto K temos que, para todo i ∈ K, xi ≥ 0 e x+i < 0
(veja Tabela 2.3). Enta˜o, 0 < −x+i ≤ xi − x+i = −zi, para i ∈ K, e consequentemente∑
i∈K
(x+i )
2 ≤
∑
i∈K
(zi)
2 = ‖zK‖2 . (2.47)
Ale´m disso, como x+X = 0 temos que∑
i∈X
(xi)
2 =
∑
i∈X
(x+i − xi)2 = ‖zX‖2 . (2.48)
Considere λXmax o maior autovalor de QX . Assim,
λXmax = ‖QX‖ ≤ ‖Q‖ = λmax. (2.49)
Considere λXmin o menor autovalor de QX , enta˜o
− zXt(QX)zX ≤ −λXmin ‖zX‖2 ≤ −λmin ‖zX‖2 . (2.50)
Usando a definic¸a˜o de Lρ(., .) e os Lemas 2.12 e 2.13, segue que
2
(Lρ(x+, ω+)− Lρ(x, ω)) = 2 (f(x+)− f(x))+ ρ(∥∥max{−x+, 0}∥∥2 − ‖max{−x, 0}‖2)
= zt
 QX 0
0 −QX
 z + ρ(∑
i∈K
|x+i |2 −
∑
i∈X
|xi|2
)
.
Com isso, os resultados (2.47) e (2.48), a desigualdade de Cauchy-Schwarz, propriedades
de normas, (2.50), a definic¸a˜o de λmin e (2.49) temos que
2
(Lρ(x+, ω+)− Lρ(x, ω)) ≤ (zX)t(QX)(zX)− (zX)t(QX)(zX) + ρ (‖zK‖2 − ‖zX‖2)
≤ ‖QX‖ ‖zX‖2 − λmin ‖zX‖2 + ρ
(‖zK‖2 − ‖zX‖2)
≤ ‖Q‖ ‖zX‖2 − λmin ‖zX‖2 + ρ
(‖zK‖2 − ‖zX‖2)
e a prova esta´ completa.
Consideramos agora as seguintes quantidades:
• ν = max{‖QTT‖ | T ⊂ N , T 6= ∅, T 6= N}, sendo ‖.‖ a norma espectral,
• D = diag(Q),
• q = min{Qii | i ∈ N} o menor elemento diagonal de Q,
• r = ‖Q−D‖,
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• cond(Q) = λmax
λmin
.
De agora em diante, iremos considerar a subclasse de matrizes definidas positivas e satis-
fazem pelo menos uma das seguintes condic¸o˜es consideradas em [83] dadas por
(C1) cond(Q) <
(
λmin
ν
)2
− 1 (2.51)
ou
(C2) cond(Q) <
(q
r
)2
− 1. (2.52)
Como mencionado naquele trabalho, estas condic¸o˜es exigem que a matriz Q sa-
tisfac¸a uma condic¸a˜o mais forte do que ser diagonalmente dominante estrita com elementos
diagonais positivos. Observe que ν e´ independente da diagonal de Q e pode ser limitado
por 0 < ν ≤ ‖Q−D‖ = r. Assim, (
1
r
)2
≤
(
1
ν
)2
.
Portanto a condic¸a˜o
cond(Q) <
(
λmin
r
)2
− 1,
implica (C1) e esta exige que r = ‖Q−D‖ < λmin. Ale´m disso, para que a condic¸a˜o (C2)
seja verificada, temos que
r
q
< 1, enta˜o
1 >
r
q
=
‖Q−D‖
min
i∈N
{Qii} = ‖Q−D‖
∥∥D−1∥∥ ≥ ∥∥QD−1 − I∥∥ .
Como
[QD−1 − I]ij =

0, para i = j
Qij
Qjj
, para i 6= j,
o resultado anterior mostra a exigeˆncia sobre a diagonal, requerida para a matriz Q. Esta
dominaˆncia diagonal e´ discutida com mais detalhes em [83].
Por outro lado, note que uma matriz estritamente diagonalmente dominante na˜o
satisfaz necessariamente (C1) e nem (C2). Apresentamos a seguir um exemplo que com-
prova este fato. Considere a matriz PD e estritamente diagonalmente dominante dada
por
Q =
 2 1
1 1.5
 , (2.53)
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com ν = r = 1, q = 1.5 e autovalores λmin = 0.7192 e λmax = 2.7808. Assim,(
λmin
ν
)2
− 1 = −0.4827
e (q
r
)2
− 1 = 1.25.
Como cond(Q) = 3.8665, conclu´ımos que esta matriz na˜o satisfaz (C1) e nem (C2). Este
exemplo confirma que as condic¸o˜es (C1) e (C2) sa˜o, de fato, muito restritivas.
A seguir expomos a convergeˆncia do Algoritmo KR para LCPs satisfazendo uma
destas condic¸o˜es.
Teorema 2.15 [83, Teorema 3.4] Sejam (x, ω) e (x+, ω+) duas soluc¸o˜es ba´sicas comple-
mentares consecutivas e ρ = ‖Q‖+ λmin. Se pelo menos uma das condic¸o˜es (C1) ou (C2)
vale, enta˜o existe uma constante ĉ < 0 tal que
2(Lρ(x+, ω+)− Lρ(x, ω)) ≤ ĉ
∥∥x+ − x∥∥2 < 0. (2.54)
Em ambos os casos, o algoritmo termina em um nu´mero finito de iterac¸o˜es.
Demonstrac¸a˜o. Considere z = x+ − x. Primeiramente, vamos limitar ‖zK‖ em termos de
‖z‖. Pela definic¸a˜o do conjunto K1 (veja Tabela 2.3) temos que, ωK1 ≤ 0, ω+K1 = 0 e
zK1 < 0. Consequentemente,
(Qz)K1 = (Qx
+ −Qx)K1 = (ω+ − ω)K1 = −ωK1 ≥ 0. (2.55)
Ale´m disso, pela definic¸a˜o de K2 temos que ωK2 = 0 e ω
+
K2
= 0 e assim,
(Qz)K2 = (ω
+ − ω)K2 = 0. (2.56)
Usando a definic¸a˜o de K, (2.55) e (2.56), obtemos
(Qz)K = (−ωK1 t 0)t. (2.57)
Por fim, usando (2.57) e os fatos que zK1 < 0 e ωK1 ≤ 0 segue que
zK
t (QKzK +QKKzK) = zK
t(Qz)K = −zK1 tωK1 ≤ 0. (2.58)
Agora vamos analisar as duas condic¸o˜es separadamente.
Primeiramente, vamos assumir que a condic¸a˜o (C1) e´ satisfeita. Usando (2.58) e
o fato que QK e´ uma matriz definida positiva, temos que
0 ≤ zKtQKzK ≤ −zKtQKKzK .
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Usando a desigualdade acima, propriedades de normas, a definic¸a˜o de λmin, a desigualdade
de Cauchy-Schwarz e a definic¸a˜o de ν, segue que
λmin ‖zK‖2 ≤ |zKtQKzK | ≤ |zKtQKKzK | ≤ ‖zK‖ ‖zK‖ ‖QKK‖ ≤ ν ‖zK‖ ‖zK‖ .
Assim, pela relac¸a˜o anterior e pelas propriedades de normas, obtemos que
‖zK‖2 ≤ ν
2
λ2min
‖zK‖2 ≤
ν2
λ2min
(‖zX‖2 + ‖zX‖2) . (2.59)
Pelo Lema 2.14, (2.59) e a hipo´tese que ρ = ‖Q‖+ λmin, temos que
2
(Lρ(x+, ω+)− Lρ(x, ω)) ≤ (‖Q‖ − ρ+ ρ ν2
λ2min
)
‖zX‖2 +
(
ρ
ν2
λ2min
− λmin
)
‖zX‖2
=
(
(‖Q‖+ λmin) ν
2
λ2min
− λmin
)(‖zX‖2 + ‖zX‖2) .
Pela condic¸a˜o (C1), temos que ‖Q‖+ λmin < λminλ
2
min
ν2
. Deste modo, tomando
ĉ =
(
(‖Q‖+ λmin) ν
2
λ2min
− λmin
)
< 0,
obtemos (2.54).
Vamos supor agora que a condic¸a˜o (C2) e´ va´lida. Por (2.58) obtemos que
0 ≥ zKt(Qz)K = zKt (DKzK + (QKN −DKN )z) .
Assim, usando propriedades de normas, a definic¸a˜o de q, o fato acima, a desigualdade de
Cauchy-Schwarz e a definic¸a˜o de r, segue que
q ‖zK‖2 ≤ zKtDKzK ≤ zKt(DKN −QKN )z ≤ ‖DKN −QKN‖ ‖zK‖ ‖z‖ ≤ r ‖zK‖ ‖z‖ .
Deste modo,
‖zK‖2 ≤ r
2
q2
‖z‖2 = r
2
q2
(‖zX‖2 + ‖zX‖2). (2.60)
Similarmente ao primeiro caso, pelo Lema 2.14, por (2.60) e tomando ρ = ‖Q‖ + λmin,
obtemos
2
(Lρ(x+, ω+)− Lρ(x, ω)) ≤ (‖Q‖ − ρ+ ρr2
q2
)
‖zX‖2 +
(
ρ
r2
q2
− λmin
)
‖zX‖2
=
(
(‖Q‖+ λmin)r
2
q2
− λmin
)(‖zX‖2 + ‖zX‖2) .
Tomando
ĉ =
(
(‖Q‖+ λmin)r
2
q2
− λmin
)
,
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usando a condic¸a˜o (C2), temos que ĉ < 0 e o resultado segue.
Resumindo, caso a matriz satisfac¸a a condic¸a˜o (C1) ou (C2), o valor da func¸a˜o de
me´rito sempre diminui de uma iterac¸a˜o para a outra. Portanto, como cada soluc¸a˜o ba´sica
e´ u´nica, e´ imposs´ıvel que o algoritmo considere um conjunto T mais de uma vez. Como
existem no ma´ximo 2n possibilidades de conjuntos T , o algoritmo obte´m a soluc¸a˜o o´tima
em um nu´mero finito de iterac¸o˜es.
O Algoritmo BPP com H ′ = H tambe´m converge em um nu´mero finito de
iterac¸o˜es se a condic¸a˜o (C1) ou (C2) vale. A prova e´ similar, basta trocar a definic¸a˜o
do conjunto W dado em (2.43) por
W = {i ∈ T | ωi < 0}.
Apesar da convergeˆncia garantida, as condic¸o˜es (C1) e (C2) sa˜o muito fortes,
como pode ser visto no para´grafo que conte´m (2.53). A procura por condic¸o˜es suficientes
mais fracas sera´ um to´pico muito interessante de investigac¸a˜o futura.
2.5.2 Combinac¸a˜o com me´todo convergente
Nesta sec¸a˜o apresentamos o algoritmo proposto em [76] que combina o Algoritmo
BPP com o Algoritmo Murty proposto em [97]. O algoritmo Murty considera, em cada
iterac¸a˜o, o conjunto de atualizac¸o˜es com cardinalidade um. Assim, embora seja conver-
gente, e´ lento na pra´tica. Este algoritmo h´ıbrido herda a convergeˆncia finita do Algoritmo
Murty para todo LCP com uma matriz-P , em particular para um LCP estritamente
mono´tono.
A ideia sugerida em [76] e´ manter as atualizac¸o˜es (2.17) e (2.18) do algoritmo
BPP com H ′ = H, como definido em (2.16), enquanto o nu´mero de inviabilidades esta´
reduzindo. Se em alguma iterac¸a˜o este nu´mero aumenta, enta˜o o valor da cardinalidade da
iterac¸a˜o anterior e´ guardado na varia´vel ninf e comec¸a a contagem de (p−1) iterac¸o˜es, para
alguma constante p ∈ IN (autores de [76] sugerem p = 10). Se durante estas iterac¸o˜es o
nu´mero de inviabilidade se reduz para um valor menor que ninf , enta˜o o algoritmo finaliza
esta contagem de (p−1) iterac¸o˜es e continua normalmente. Caso contra´rio, sa˜o realizadas
iterac¸o˜es do algoritmo Murty, o qual considera
H ′ = min{i ∈ H}, (2.61)
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ate´ que seja obtida uma soluc¸a˜o ba´sica complementar com um nu´mero de inviabilidades
menor que ninf . A partir deste ponto, o algoritmo volta a realizar atualizac¸o˜es com
H ′ = H. Caso na˜o seja obtida uma soluc¸a˜o ba´sica complementar com um nu´mero de
inviabilidades menor que ninf , o Algoritmo Murty e´ utilizado ate´ encontrar a soluc¸a˜o.
A convergeˆncia deste algoritmo h´ıbrido e´ garantida pela terminac¸a˜o finita do Algoritmo
Murty [97]. Denominaremos o algoritmo proposto em [76] de BPP-M.
Algoritmo 2.4 BPP-M
Dados: k = 0, T ⊆ N , F = N \ T , p ∈ IN, ninf = n, PVmax = n
Repita
Calcule c′ por (2.13) e (2.14) e (x, ω) por (2.15)
Calcule H por (2.16)
Se H = ∅
Pare com (x, ω) soluc¸a˜o do LCP
Sena˜o
Se |H| < ninf
ninf = |H|,
PVmax = k + p
H ′ = H
Sena˜o
Se k ≤ PVmax
H ′ = H
Sena˜o
H ′ = min{i ∈ H}
Atualize F e T por (2.17) e (2.18), respectivamente
k = k + 1
Este algoritmo tem convergeˆncia finita para a u´nica soluc¸a˜o de um LCP com
matriz-P na˜o necessariamente sime´trica. Em particular, obte´m teoricamente a soluc¸a˜o
u´nica de um LCP estritamente mono´tono. A convergeˆncia e´ garantida pela existeˆncia das
atualizac¸o˜es de cardinalidade um do me´todo de Murty. Esse tipo de atualizac¸o˜es provoca
lentida˜o no Algoritmo BPP. No entanto, iterac¸o˜es deste tipo raramente sa˜o requeridas na
pra´tica [50].
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2.5.3 Impossibilidade de ciclos
A subclasse de matrizes definidas positivas considerada na Sec¸a˜o 2.5.1 na˜o e´ a
u´nica para a qual o Algoritmo BPP converge. Em [124], e´ verificado que para qualquer
matriz Q ∈ P que seja triangular inferior ou superior, o Algoritmo BPP encontra a soluc¸a˜o
em no ma´ximo n passos. Ademais, os autores tambe´m verificam que o Algoritmo BPP
encontra a soluc¸a˜o em um nu´mero finito de iterac¸o˜es quando aplicado a LCPs de ordem
3 com matrizes SRDD+ e SCDD+.
A verificac¸a˜o do primeiro fato e´ realizada por induc¸a˜o e pode ser vista nas Pro-
posic¸o˜es 1 e 2 do mesmo artigo. Ja´ a demonstrac¸a˜o do segundo resultado e´ a´rdua, pois
tem de mostrar que na˜o e´ poss´ıvel haver ciclos nesse caso. Esse processo e´ dif´ıcil de es-
tender para matrizes de ordem superior a 3, mas indica que possivelmente os Algoritmos
BPP e BPP-PC tenham convergeˆncia finita para matrizes das classes SRDD+ e SCDD+,
uma conjectura apresentada por Ju´dice em [124], mas que ate´ o momento se encontra em
aberto.
2.5.4 Te´cnica de marcac¸a˜o de varia´veis
Nesta sec¸a˜o discutimos uma versa˜o modificada do algoritmo BPP-PC que possui
convergeˆncia finita para todo LCP estritamente mono´tono com uma matriz sime´trica.
Este algoritmo e´ denominado de Algoritmo KR Modificado (Modified KR Algorithm -
(MKR)) e foi proposto em [72] como um algoritmo de conjuntos ativos. Salientamos que,
neste contexto, o LCP e´ equivalente ao (PQ).
De acordo com os autores, o Algoritmo MKR e´ uma extensa˜o do Algoritmo KR
apresentado anteriormente. Como a ideia deste algoritmo consiste em, a cada iterac¸a˜o,
obter uma soluc¸a˜o ba´sica complementar primal via´vel e em seguida obter a soluc¸a˜o ba´sica
complementar dual, na˜o necessariamente via´vel, podemos identificar este algoritmo como
uma extensa˜o do algoritmo BPP-PC. Veremos que, como no Algoritmo KR, o Algoritmo
MKR tambe´m pode ser considerado como um algoritmo de pivotamento em blocos prin-
cipais.
Considere dois conjuntos F e T satisfazendo (2.11) e a soluc¸a˜o ba´sica comple-
mentar (x, ω) associada a estes conjuntos dada por (2.15). Como no Algoritmo BPP-PC,
se esta soluc¸a˜o e´ primal via´vel, enta˜o H ′ = Hω sendo Hω dado por
Hω = {i ∈ T | c′i < 0}
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e os conjuntos F e T sa˜o atualizados de acordo com (2.17) e (2.18), respectivamente.
Os conjuntos resultantes destas atualizac¸o˜es sa˜o denotados de F̂ e T̂ e, segundo (2.17) e
(2.18), sa˜o dados por
T̂ = T \Hω (2.62)
e
F̂ = F ∪Hω.
Por outro lado, se a soluc¸a˜o na˜o for primal via´vel, enta˜o H ′ = Hx com
Hx = {i ∈ F | c′i ≤ 0}
e o conjunto F e´ atualizado segundo (2.17). Este processo, considerando H ′ = Hx e´
repetido sucessivamente, ate´ que uma soluc¸a˜o primal via´vel seja obtida e, enta˜o o novo
conjunto T e´ dado por T = N \F . Note que estes sa˜o exatamente os processos utilizados
no Algoritmo BPP-PC, pore´m como ja´ vimos, este algoritmo e´ c´ıclico. Para evitar ciclos,
o algoritmo utiliza a func¸a˜o de me´rito quadra´tica f : IRn → IR definida por (2.28) e
realiza algumas regras de atualizac¸o˜es espec´ıficas que garantem um decre´scimo em f ,
como sera´ apresentado nos resultados de convergeˆncia. Nessas atualizac¸o˜es, dado um
conjunto S ⊂ N , o algoritmo anula as componentes da varia´vel x referentes aos ı´ndices
de S e resolve, com o mesmo algoritmo, o subproblema resultante, ou seja, o subproblema
dado por 
minimizar
1
2
xtQx+ ctx
sujeito a xS ≥ 0,
xS = 0.
(2.63)
O conjunto T0 ⊂ S e´ dito conjunto o´timo deste subproblema quando xT0 = 0 e xT0 ≥ 0.
E´ neste momento que a recursividade e´ requerida no algoritmo. Sintetizamos a seguir o
Algoritmo MKR num formato de algoritmos de pivotamento em blocos principais, que
embora seja diferente do formato apresentado em [72], e´ equivalente. Diferentemente dos
algoritmos anteriores, adotamos que o nu´mero de sistemas (2.13) resolvidos e´ denotado
por ks e o nu´mero de iterac¸o˜es por k. A quantidade de fases realizadas para recuperac¸a˜o
da viabilidade primal e´ denotada por kv.
Cabe salientar que este algoritmo e´ muito mais complexo que o Algoritmo BPP-
PC. Ale´m disso, o nu´mero de sistemas (2.13) resolvidos coincide com ks.
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Algoritmo 2.5 MKR
Dados: k = 0, kv = 0, ks = 0, F ⊆ {1, 2, . . . , n}, T = N \ F
Calcule c′F , x e Hx por (2.13), (2.15) e (2.22), respectivamente e fac¸a ks = 1
Se Hx 6= ∅, enta˜o kv = kv + 1
Enquanto Hx 6= ∅
Atualize F por (2.17) com H ′ = Hx
Calcule c′F , x e Hx por (2.13), (2.15) e (2.22), respectivamente
ks = ks + 1
Fac¸a T = N \ F e calcule c′T e ω por (2.14) e (2.15), respectivamente
Fac¸a F 0 = F , T 0 = T , x0 = x e ω0 = ω
Repita
Calcule Hw por (2.23)
Atualize F e T por (2.17) e (2.18), respectivamente, com H ′ = Hω
Calcule c′F , x e Hx por (2.13), (2.15) e (2.22), respectivamente
ks = ks + 1, T̂ = T e F̂ = F
Se Hx 6= ∅, enta˜o kv = kv + 1
Enquanto Hx 6= ∅
Atualize F por (2.17) com H ′ = Hx
Calcule c′F , x e Hx por (2.13), (2.15) e (2.22), respectivamente
ks = ks + 1
Se f(x) ≥ f(xk)
Se |T k| = 1, resolva o subproblema com a u´nica varia´vel de T removida
Sena˜o
Tome T1 = T ∩ T k \ T̂ e F1 = T k ∩ F
Considere T̂0 tal que T̂0 6= ∅, T̂0 ⊆ T k e T1 ∪ F1 \ T̂0 6= ∅ e F̂0 = N \ T̂0
Seja T0 o conjunto o´timo do subproblema (2.63) com S = T̂0
T = T0 ∪ T̂0 e F = N \ T
Calcule c por (2.13) e (2.14) e (x, ω) por (2.15)
ks = ks + 1
Sena˜o
Fac¸a T = N \ F e calcule c′T e ω por (2.14) e (2.15), respectivamente
(xk+1, ωk+1) = (x, ω), T k+1 = T , F k+1 = F e k = k + 1
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Convergeˆncia global do algoritmo
Vamos denotar por P : IRn → IRn a func¸a˜o projec¸a˜o Euclidiana de um ponto em
IRn sobre o conjunto via´vel do problema (PQ). Como o conjunto via´vel deste problema
e´ o IRn+, esta projec¸a˜o possui a seguinte fo´rmula fechada
P(x) = x+ r(x), (2.64)
sendo
r(x) = max{−x, 0}. (2.65)
Note que
[P(x)]i =
 xi se xi ≥ 00 se xi < 0. (2.66)
Ale´m disso, se (x, ω) e´ uma soluc¸a˜o ba´sica complementar, enta˜o (r(x))tω = 0.
Para a prova de convergeˆncia iremos considerar a func¸a˜o de me´rito L : IR2n → IR
dada por
L(x) = f(x) +
1
2
(r(x))tQ(r(x)),
sendo f : IRn → IR a func¸a˜o de me´rito quadra´tica dada em (2.28). No lema a seguir, uma
propriedade interessante desta func¸a˜o e´ apresentada.
Lema 2.16 [72, Lema 4] Seja f : IRn → IR a func¸a˜o de me´rito quadra´tica definida por
(2.28). Considere (x, ω) uma soluc¸a˜o ba´sica complementar de (2.12). Enta˜o,
L(x) = f(P(x)),
sendo P( . ) como definido em (2.64).
Demonstrac¸a˜o. Como (x, ω) e´ uma soluc¸a˜o ba´sica complementar, temos que (r(x))tω = 0
e ω = Qx+ c. Assim, por estes fatos e pela definic¸a˜o de f , dada em (2.28), segue que
1
2
(r(x))tQ(r(x)) =
1
2
(r(x))tQ(r(x)) + (r(x))tω
=
1
2
(r(x))tQ(r(x)) + (r(x))t(Qx+ c)
= f(r(x)) + (r(x))tQx.
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Deste modo, usando isto na definic¸a˜o de L(x), juntamente com a definic¸a˜o de f , da
projec¸a˜o P( . ) e de r( . ) dada em (2.65), temos que
L(x) = f(x) + f(r(x)) + (r(x))tQx
=
1
2
xtQx+ xtc+
1
2
(r(x))tQ(r(x)) + (r(x))tc+ (r(x))tQx
= f(x+ r(x))
= f(P(x))
e a prova esta´ completa.
Note que quando um par (x, ω) e´ primal via´vel, enta˜o P(x) = x. Deste modo, de
acordo com o u´ltimo lema, quando estivermos em uma soluc¸a˜o primal via´vel,
L(x) = f(x),
e L(x) coincide com a func¸a˜o de me´rito dada em (2.28). Logo, para este algoritmo,
podemos considerar ambas as func¸o˜es de me´rito f e L.
A seguir, vamos analisar as mudanc¸as ocorridas em duas iterac¸o˜es consecuti-
vas. Para tanto, considere uma iterac¸a˜o k do algoritmo. Sejam F k, T k, T̂ = T̂ (k) e
F̂ = F̂ (k) os conjuntos relacionados a` iterac¸a˜o k e T k+1 e F k+1. Note que, pelo meca-
nismo do algoritmo, os elementos de T̂ (k) pertencera˜o ao conjunto T k+1. Ja´ os elementos
de T k podem pertencer tanto ao conjunto T k+1 como ao F k+1. Assim, denote por T̂ ∪T1 o
conjunto dos elementos de T k que pertencem a T k+1 e por F1 o conjunto dos elementos de
T k que pertencem a F k+1. De maneira similar, denote os elementos de F k que pertencem
a T k+1 por T2 e que pertencem a F
k+1 por F2. Note que desta forma, T1 ∪ F1 ⊆ T k,
T k = T̂ ∪ T1 ∪ F1, T k+1 = T̂ ∪ T1 ∪ T2,
F k = T2 ∪ F2 e F k+1 = F1 ∪ F2.
Estes fatos esta˜o resumidos na Tabela 2.4. A relac¸a˜o das varia´veis primais e duais com
estes conjuntos e´ apresentada na Tabela 2.5.
Lema 2.17 [72, Lema 6] Considere um conjunto T k com soluc¸a˜o ba´sica complementar
associada (xk, ωk) primal via´vel. Enta˜o, T̂ ⊆ T k e T̂ = T k se, e somente se, (xk, ωk) e´
uma soluc¸a˜o do LCP. Ale´m disso, se existe i ∈ T k tal que ωki < 0, enta˜o T k 6= T k+1 e
(xk − xk+1) 6= 0.
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T k F k
T̂ F̂
T̂ T1 F1 T2 F2
⊆ T k+1 ⊆ F k+1 ⊆ T k+1 ⊆ F k+1
Tabela 2.4: Atualizac¸o˜es dos conjuntos F k e T k para os conjuntos F k+1 e T k+1.
T k F k
T̂ T1 F1 T2 F2
xk = 0 = 0 = 0 > 0 > 0
xk+1 = 0 = 0 > 0 = 0 > 0
ωk ≥ 0 < 0 < 0 = 0 = 0
ωk+1 ? ? = 0 ? = 0
⊆ T k+1 ⊆ F k+1 ⊆ T k+1 ⊆ F k+1
Tabela 2.5: Relac¸a˜o das soluc¸o˜es complementares ba´sicas primais via´veis (xk, ωk) e
(xk+1, ωk+1) com os conjuntos F k, T k, F k+1 e T k+1.
Demonstrac¸a˜o. Note que, pela definic¸a˜o de T̂ , dada em (2.62), segue imediatamente que
T̂ ⊆ T k. Ale´m disso, se T k fornece uma soluc¸a˜o ba´sica complementar via´vel, ou seja,
soluc¸a˜o do LCP, enta˜o Hω = ∅ e por (2.62), temos que T̂ = T k. Reciprocamente, caso
T̂ = T k, temos que Hω = ∅ e, portanto, a soluc¸a˜o ba´sica complementar e´ dual via´vel
(ωk ≥ 0). Como xk ≥ 0 e (xk, ωk) e´ dado por (2.15), enta˜o todas as condic¸o˜es KKT sa˜o
satisfeitas em (xk, ωk). Portanto, (xk, ωk) e´ a soluc¸a˜o do LCP.
Para provar a u´ltima implicac¸a˜o do lema, considere T k tal que (xk, ωk) e´ primal
via´vel, mas e´ dual invia´vel. Note que T k 6= ∅, pois caso contra´rio ωk = 0, o que contradiz
o fato de ser invia´vel. Suponha, por contradic¸a˜o, que T k = T k+1. Consequentemente,
F k = F k+1. Assim, segundo as propriedades descritas na Tabela 2.4, segue que F1 = T2 =
∅. Ale´m disso, como ωk na˜o e´ via´vel, segue da primeira parte desta demonstrac¸a˜o que
T̂ 6= T k. Portanto, juntando estes fatos, temos que F2 = F k = F k+1 e T1 = T k \ T̂ 6= ∅.
Assim, usando o fato que F k = F k+1 e que xk e xk+1 sa˜o dados por (2.13), obtemos que
xkFk = −Q−1FkcFk e xk+1Fk = −Q−1FkcFk . (2.67)
Ale´m disso, por (2.1), pelo fato que N = T̂ ∪ T 1 ∪ F k e pelas propriedades descritas na
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Tabela 2.5, temos que
QT1N

xk
T̂
xkT1
xkFk
+ cT1 = QT1N

0
0
xkFk
+ cT1 = ωkT1 < 0
e
QT1N

xk+1
T̂
xk+1T1
xk+1
Fk
+ cT1 = QT1N

0
0
xk+1
Fk
+ cT1 = ωk+1T1 = 0.
Usando isto e (2.67)
−QT1Fk(Q−1FkcFk) + cT1 < −QT1Fk(Q−1FkcFk) + cT1
o que e´ uma contradic¸a˜o. Portanto, T k 6= T k+1.
Para finalizar, note que pelas propriedades descritas na Tabela 2.5,
xkFk > 0, x
k+1
Fk+1
> 0, ωkFk = 0, ω
k+1
Fk+1
= 0.
Assim, como T k 6= T k+1, F k 6= F k+1 e vale a complementaridade, temos que (xk−xk+1) 6=
0 e a prova esta´ conclu´ıda.
Lema 2.18 [72, Lema 7] Considere (xk, ωk) e (xk+1, ωk+1) duas soluc¸o˜es complementares
ba´sicas primais via´veis consecutivas. Seja o conjunto T2 como definido anteriormente e a
func¸a˜o f : IRn → IR definida em (2.28). Enta˜o,
f(xk+1)− f(xk) = −1
2
(xk+1 − xk)tQ(xk+1 − xk) +
∑
i∈T2
(xk+1i − xki )ωk+1i .
Ale´m disso, [xk+1 − xk]T2 < 0.
Demonstrac¸a˜o. Pela definic¸a˜o de f e pelo fato que Qxk+1 + c = ωk+1 temos que
f(xk+1)− f(xk) = −1
2
(xk+1 − xk)tQ(xk+1 − xk) + (xk+1 − xk)t(Qxk+1 + c)
= −1
2
(xk+1 − xk)tQ(xk+1 − xk) + (xk+1 − xk)tωk+1.
Segundo as propriedades descritas na Tabela 2.5, temos que [xk+1−xk]i = 0 para i ∈ T̂∪T1
e ωk+1i = 0 para i ∈ F k+1 = F1 ∪ F2. Assim,
(xk+1 − xk)tωk+1 =
∑
i∈T2
(xk+1i − xki )ωk+1i
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e a demonstrac¸a˜o esta´ conclu´ıda.
O resultado a seguir verifica que a forma como os conjuntos F0 e T0 sa˜o considera-
dos no algoritmo garante um decre´scimo no valor de f entre duas iterac¸o˜es consecutivas.
Lema 2.19 [72, Lema 8] Seja f : IRn → IR a func¸a˜o de me´rito definida por (2.28).
Considere (xk, ωk) uma soluc¸a˜o ba´sica complementar primal via´vel na˜o o´tima e |T k| > 1.
Enta˜o, existe um conjunto T̂0 6= ∅ tal que T̂0 ⊆ T k e (T1 ∪ F1) \ T̂0 6= ∅. Considere
T0 o conjunto o´timo do subproblema (2.63) com S = T̂0. Se T
k+1 = T̂0 ∪ T0, enta˜o
f(xk+1) < f(xk).
Demonstrac¸a˜o. Se T̂ 6= ∅, enta˜o e´ suficiente considerar T̂0 = T̂ ⊆ T k. De fato, como
(xk, ωk) na˜o e´ soluc¸a˜o o´tima de (PQ), pelo Lema 2.17 temos que T̂ 6= T k e consequen-
temente, (T1 ∪ F1) \ T̂0 = (T k \ T̂ ) \ T̂ = T k \ T̂ 6= ∅. Caso contra´rio, temos que
T k = T1 ∪ F1 6= ∅, pois por hipo´tese |T k| > 1. Neste caso, basta tomar T̂0 = {j} para
algum j ∈ T1 ∪ F1.
Considere T0 o conjunto o´timo do subproblema (2.63) com S = T̂0. Este conjunto
e´ obtido quando este subproblema e´ resolvido recursivamente ate´ obter otimalidade, sendo
T0 o conjunto o´timo. Considere T
k+1 = T̂0 ∪ T0. Note que, como xk ≥ 0 e xkT̂0 = 0, o
ponto xk e´ via´vel para este subproblema. Pore´m, (xk, ωk) na˜o e´ a soluc¸a˜o o´tima de (PQ) e
assim, como xk+1 e´ a soluc¸a˜o o´tima do subproblema, obtemos que f(xk+1) < f(xk) como
quer´ıamos demonstrar.
Cabe salientar que, como cada par iterando e´ primal via´vel, pelo Lema 2.16,
segue que L(xk) = f(xk), para todo k. Deste modo, o lema anterior afirma que se T k+1
e´ atualizado para T ′0 ∪ T0, enta˜o as func¸o˜es de me´rito sa˜o reduzidas de uma iterac¸a˜o para
outra.
Teorema 2.20 [72, Teorema 9] O Algoritmo MKR encontra a soluc¸a˜o o´tima em um
nu´mero finito de iterac¸o˜es.
Demonstrac¸a˜o. Considere T o conjunto de todos os poss´ıveis conjuntos que geram soluc¸o˜es
complementares primais via´veis, ou seja,
T = {T | (x, ω) e´ dado por (2.15) e satisfaz x ≥ 0}.
O nu´mero poss´ıvel de conjuntos que geram soluc¸o˜es complementares e´ no ma´ximo 2n,
deste modo, |T | ≤ 2n. Sejam k uma iterac¸a˜o qualquer, xk o ponto corrente, os conjuntos
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corrente T k, F̂ = F̂ (k) e T̂ = T̂ (k) e a func¸a˜o de me´rito f dada em (2.28). Seja (x, ω)
uma soluc¸a˜o ba´sica complementar de (2.12) com F̂ e T̂ .
Se f(x) ≥ f(xk) e |T k| = 1, enta˜o como xk e´ primal via´vel, mas na˜o e´ o´timo de
(PQ), segue que ωj < 0, onde T
k = {j}. Assim, o valor da func¸a˜o objetivo melhora, ao
permitir que xj se afaste da fronteira. Portanto, em uma soluc¸a˜o o´tima temos xj > 0 e,
assim, um problema com apenas n−1 restric¸o˜es e´ resolvido, a soluc¸a˜o o´tima e´ encontrada e
o algoritmo termina com a soluc¸a˜o do problema. Caso contra´rio, temos que f(x) ≥ f(xk)
e |T k| > 1 ou f(x) < f(xk). Se f(x) < f(xk), temos pelo mecanismo do algoritmo que
xk+1 = x e, portanto, f(xk+1) < f(xk). Caso contra´rio, pelo mecanismo do algoritmo
temos que T k+1 = T ′0 ∪ T0. Assim, pelo Lema 2.19, f(xk+1) < f(xk).
Deste modo, a sequeˆncia gerada {f(xk)} e´ estritamente decrescente. Portanto,
por isso, pelos fatos que f(.) e´ estritamente convexa, que a sequeˆncia {xk} e´ via´vel e que
cada soluc¸a˜o ba´sica complementar e´ u´nica, segue que os conjuntos da sequeˆncia {T k} ⊆ T
sa˜o distintos, ou seja, T j 6= T k, para todo j 6= k. Assim, usando isto, o fato que |T | ≤ 2n
e que o conjunto que fornece a soluc¸a˜o o´tima esta´ contido em T , obtemos que o algoritmo
encontra a soluc¸a˜o em um nu´mero finito de iterac¸o˜es.
2.5.5 Comenta´rios
Foram apresentados, nas sec¸o˜es anteriores, va´rios resultados de convergeˆncia para
os algoritmos descritos na Sec¸a˜o 2.2.
Na Sec¸a˜o 2.5.1 a convergeˆncia dos Algoritmos BPP e KR e´ estabelecida para
LCPs cujas matrizes consideradas sa˜o sime´tricas definidas positivas e satisfazem pelo
menos uma das condic¸o˜es (C1) e (C2), definidas em (2.51) e (2.52), respectivamente.
Pore´m, esta subclasse e´ muito restritiva. Verificamos que a matriz sime´trica
Q =
 2 1
1 1.5
 ,
diagonalmente dominante, na˜o satisfaz nenhuma das condic¸o˜es.
Um algoritmo que combina o me´todo BPP com o me´todo convergente de Murty
e´ apresentado na Sec¸a˜o 2.5.2. A convergeˆncia finita do algoritmo e´ garantida por causa
das atualizac¸o˜es de cardinalidade um. Estes tipos de iterac¸o˜es provocam lentida˜o no
algoritmo. A vantagem deste tipo de processo h´ıbrido e´ que essas atualizac¸o˜es lentas,
de cardinalidade um, raramente sa˜o utilizadas na pra´tica e, portanto, o Algoritmo BPP
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funciona na sua versa˜o original [50].
Foi recordado que o Algoritmo BPP converge para matrizes-P triangulares inferi-
ores e superiores na Sec¸a˜o 2.5.3. Ainda nesta sec¸a˜o, foi discutido que o algoritmo na˜o cicla
quando o LCP de ordem 3 considera matrizes estritamente diagonalmente dominantes por
colunas ou por linhas. Pore´m, este resultado so´ esta´ provado para matrizes de ordem 3.
Por fim, na Sec¸a˜o 2.5.4 foi apresentada uma versa˜o modificada do Algoritmo
BPP-PC globalmente convergente, para todo problema LCP com matriz-P sime´trica.
Entretanto, o algoritmo e´ bastante complexo, truncado, utiliza iterac¸o˜es recursivas e na˜o
se sabe quantas recurso˜es sa˜o necessa´rias para um determinado problema.
Deste modo, um foco de pesquisa e´ garantir que o Algoritmo BPP seja convergente
para uma subclasse de matrizes-P que na˜o seja ta˜o restritiva. Ou ainda, a construc¸a˜o de
um algoritmo modificado simples, que garanta a convergeˆncia sem perder a eficieˆncia dos
algoritmos.
Uma subclasse das matrizes-P interessante e´ a das matrizes estritamente diago-
nalmente dominantes por colunas com elementos diagonais positivos. Em [124], Takriti e
Murty comentam que Joaquim J. Ju´dice ja´ havia conjecturado em 1995 que o algoritmo
BPP na˜o possui ciclos e termina com sucesso quando o LCP possui matriz diagonal-
mente dominante por colunas com elementos diagonais positivos. Esta conjectura ainda
permanece em aberto para matrizes de ordem maior que 3.
2.6 Experimentos computacionais
Nesta sec¸a˜o sa˜o apresentados alguns experimentos nume´ricos realizados com in-
tuito de discutir o desempenho computacional dos algoritmos descritos anteriormente.
Os algoritmos foram implementamos em Matlab R2012b (8.0.0.783) e os testes
nume´ricos foram realizados num computador Dell Vostro 5470 edic¸a˜o Windows 10 Home
Single Language com processador Intel(R) Core(TM) i7-4510U CPU @ 2,00GHz, memo´ria
RAM de 8,00 GB e sistema operacional de 64 bits.
2.6.1 Algoritmos BPP e BPP-PC
Nesta sec¸a˜o discutimos os desempenhos dos Algoritmos BPP e BPP-PC para solu-
cionar LCPs com matrizes-P na˜o necessariamente sime´tricas. Inicialmente consideramos
matrizes de um reposito´rio dispon´ıvel na internet para verificar a eficieˆncia desses algo-
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ritmos. Tambe´m, fazemos uma relac¸a˜o entre a eficieˆncia desses algoritmos e os conjuntos
iniciais F e T considerados. Por fim, para motivar a nossa conjectura, apresentamos o
excelente comportamento dos algoritmos quando aplicados a problemas com matrizes-P
estritamente diagonalmente dominantes. Para tanto consideramos as seguintes notac¸o˜es:
• k - quantidade de iterac¸o˜es que coincide com a quantidade de sistemas (2.13) resol-
vidos pelo algoritmo para encontrar a soluc¸a˜o
• kv - quantidade de vezes que o Algoritmo BPP-PC entra na fase de viabilidade
primal
Eficieˆncia dos Algoritmos BPP e BPP-PC
Para verificar que os algoritmos sa˜o de fato eficientes na pra´tica, vamos conside-
rar nesta sec¸a˜o LCPs com matrizes obtidas pelo reposito´rio Matrix Market [101]. Este
reposito´rio consiste de uma colec¸a˜o de matrizes esparsas oriundas de uma variedade de
aplicac¸o˜es, bem como ferramentas para construc¸a˜o de matrizes, para estudos comparati-
vos de algoritmos.
A primeira bateria de testes foi realizada para 12 problemas com vetores c = −e,
sendo e := (1, . . . , 1)t, e matrizes Q ∈ IRn×n sime´tricas definidas positivas de dimenso˜es
entre 1806 e 90499, com nu´meros de condic¸a˜o acima de 105. Os dados dessas matrizes
e do desempenho dos algoritmos esta˜o apresentados na Tabela 2.6. As primeiras cinco
colunas correspondem aos dados do problema: identificac¸a˜o do problema, nome da matriz
no reposito´rio, ordem n, quantidade de varia´veis nulas na soluc¸a˜o x∗ do LCP e nu´mero
de condic¸a˜o da matriz. As u´ltimas treˆs colunas esta˜o relacionadas com o desempenho
dos Algoritmos BPP e BPP-PC de acordo com o nu´mero de sistemas (2.13) resolvidos e
o nu´mero de fases de viabilidade primal realizadas pelo Algoritmo BPP-PC. Para estes
problemas, consideramos os conjuntos iniciais F 0 = {i | ci < 0} e T 0 = N \F 0. A quanti-
dade de sistemas (2.13), resolvidos para obter as soluc¸o˜es destes problemas, confirma que
estes algoritmos sa˜o muito eficientes para matrizes esparsas, de alta dimensa˜o e mesmo
mal condicionadas. Tambe´m podemos perceber como a recuperac¸a˜o da viabilidade primal
provoca um aumento no nu´mero de sistemas resolvidos para esses problemas.
Em seguida, foi realizada uma bateria de testes com 20 problemas com vetores
c = −e e matrizes-P na˜o sime´tricas de dimenso˜es entre 59 e 9661 e nu´mero de condic¸a˜o
entre 100 e 1015. Como essas matrizes na˜o sime´tricas dadas pelo reposito´rio na˜o sa˜o
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Dados da matriz Q BPP BPP-PC
Id Matriz Dimensa˜o #(x∗i = 0) cond(Q) k k kv
1 bcsstk14 1806 501 1.3100E+10 5 7 2
2 bcsstk15 3948 769 7.9661E+09 8 13 6
3 bcsstk16 4884 187 7.0084E+09 5 7 2
4 bcsstk17 10974 1704 1.9534E+10 13 33 10
5 bcsstk18 11948 2525 6.4860E+11 8 15 5
6 bcsstm26 1922 0 2.6157E+05 1 1 0
7 s1rmq4m1 5489 784 3.5798E+06 15 23 8
8 s1rmt3m1 5489 620 5.3685E+06 18 22 4
9 s2rmq4m1 5489 271 3.1736E+08 12 19 6
10 s2rmt3m1 5489 246 4.8402E+08 14 17 3
11 s3dkt3m2 90449 3918 6.2755E+11 31 64 26
12 s3rmq4m1 5489 67 3.0667E+10 12 15 4
Tabela 2.6: Dados das matrizes consideradas da colec¸a˜o [101] e desempenho dos
Algoritmos BPP e BPP-PC.
necessariamente matrizes-P , para serem aplicadas no nosso contexto, foram transformadas
em matrizes estritamente diagonalmente dominantes alterando os termos da diagonal da
seguinte forma,
Qii = 10
−6 + max
{∑
j 6=i
|Qij|,
∑
j 6=i
|Qji|
}
,∀i ∈ N . (2.68)
Deste modo, de acordo com o Lema 2.6, as matrizes se tornam matrizes-P . Para estes
testes consideramos os conjuntos iniciais F 0 = {i | ci < 0} e T 0 = N \ F 0. Ambos os
algoritmos obtiveram as soluc¸o˜es dos problemas resolvendo no ma´ximo 5 sistemas (2.13).
Os dados das matrizes consideradas e os resultados obtidos esta˜o dispostos na Tabela 2.7.
A primeira coluna apresenta a identificac¸a˜o do problema, a segunda o nome da matriz no
reposito´rio e, as duas seguintes, a dimensa˜o e o nu´mero de condicionamento das matrizes
modificadas, conforme (2.68). As demais colunas esta˜o relacionadas com o desempenho
dos Algoritmos BPP e BPP-PC, de acordo com as quantidades k e kv. Cabe salientar que
esta tabela reforc¸a a nossa conjectura de que os algoritmos convergem de forma finita e
ra´pida para matrizes estritamente diagonalmente dominantes.
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Conjuntos iniciais
Dependendo da configurac¸a˜o dos problemas considerados, a escolha de um bom
conjunto inicial e´ fundamental para a eficieˆncia do algoritmo. Visando isto, apresentamos
a seguir testes preliminares sobre a escolha dos conjuntos iniciais. Cabe salientar que a
busca por conjuntos iniciais adequados e´ um assunto interessante para pesquisas futuras.
A primeira bateria de testes consiste em resolver o LCP cuja matriz Q ∈ IR50×50
e´ dada por Q = LLt, com L ∈ IR50×50 a matriz triangular inferior dada por
L =

1 0 0 . . . 0
2 1 0 . . . 0
2 2 1 . . . 0
...
. . . . . . . . .
...
2 . . . 2 2 1

(2.69)
e o vetor c dado por
cI = −QIeI e cJ = max{−eJ ,−QJIeI} ≥ −QJIeI , (2.70)
sendo I e J = N \I dois conjuntos de ı´ndices. Nestes testes consideramos I = {1, . . . , 37}.
Em (2.71) apresentamos o vetor resultante de (2.70) com este conjunto I. Cabe salientar
que Q e´ uma matriz densa com nu´mero de condic¸a˜o de ordem de 107. Escolhemos o LCP
com esta matriz espec´ıfica, pois este e´ um dos problemas em que iterac¸o˜es do tipo Murty
sa˜o necessa´rias.
c = (−73 −217 −357 −493 −625 −753 −877 −997 −1113 −1225
−1333 −1437 −1537 −1633 −1725 −1813 −1897 −1977 −2053 −2125
−2193 −2257 −2317 −2373 −2425 −2473 −2517 −2557 −2593 −2625
−2653 −2677 −2697 −2713 −2725 −2733 −2737 −1 −1 −1
−1 −1 −1 −1 −1 −1 −1 −1 −1 −1)t .
(2.71)
Resolvemos o problema considerando 7 conjuntos iniciais distintos. A Tabela
2.8 apresenta os conjuntos iniciais considerados e os resultados obtidos, para o LCP com
Q = LLt ∈ IR50×50, sendo L ∈ IR50×50 dada por (2.69) e vetores c considerados de acordo
com (2.70). Em todos os testes, T 0 = N \ F 0. A primeira coluna apresenta os conjuntos
iniciais considerados, a segunda e a terceira as quantidades k de sistemas (2.13) resolvidos
pelos Algoritmos BPP e BPP-PC, respectivamente, e a u´ltima coluna ilustra o nu´mero
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kv de fases de viabilidade primal realizadas pelo Algoritmo BPP-PC. Note que o nu´mero
de sistemas (2.13) resolvidos pelos Algoritmos BPP e BPP-PC foi de 30 e 56 no pior
caso, respectivamente, e de 2 no melhor caso. Podemos ainda observar como a eficieˆncia
dos algoritmos, para problemas densos, possui relac¸a˜o com os conjuntos iniciais utilizados.
Ale´m disso, enquanto o Algoritmo BPP resolve mais sistemas a` medida que |F 0| aumenta,
este nu´mero na˜o tem grande variac¸a˜o para o Algoritmo BPP-PC, o que evidencia que a
busca por um conjunto inicial eficaz na˜o e´ uma tarefa fa´cil.
Em seguida, apresentamos a relac¸a˜o entre o conjunto inicial e a eficieˆncia dos
algoritmos para resolver LCPs com matrizes esparsas fornecidas pelo reposito´rio [101].
Inicialmente foram considerados LCPs com matrizes sime´tricas definidas positivas, como
descritas nas cinco primeiras colunas da Tabela 2.6 e vetores c = −e. Resolvemos cada
um desses 12 problemas considerando 8 diferentes conjuntos iniciais com T 0 = N \ F 0i e,
para i = 1, . . . , 8, F 0i dados por
• F 01 = ∅,
• F 02 = {i | ci < −ε},
• F 03 = argmin{ci},
• F 04 = {r, s | cr = min{ci}, cs = mini 6=r{ci}},
• F 05 = {n},
• F 06 = {n/2},
• F 07 = {1, . . . , n/2},
• F 08 = {1, . . . , n}.
Os resultados esta˜o apresentados na Tabela 2.9. Na primeira coluna dispomos as identi-
ficac¸o˜es dos problemas e nas colunas seguintes, o melhor caso (MC) e o pior caso (PC),
em relac¸a˜o ao nu´mero de sistemas (2.13) resolvidos por cada algoritmo, para os oito con-
juntos iniciais descritos. Note que para estes problemas, com matrizes esparsas, diferentes
conjuntos iniciais na˜o provocaram grandes diferenc¸as com relac¸a˜o ao nu´mero de sistemas
resolvidos, os nu´meros dos piores casos sa˜o 2,77 vezes e 4,08 vezes maiores que os nu´meros
nos melhores casos para os Algoritmos BPP e BPP-PC, respectivamente. Os resultados
sa˜o apresentados com mais detalhes na Tabela 2.10. Na primeira coluna da Tabela 2.10
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dispomos as identificac¸o˜es dos problemas, nas colunas seguintes apresentamos o nu´mero
k de sistemas (2.13) resolvidos por cada algoritmo, de acordo com o conjunto inicial
considerado.
Matrizes estritamente diagonalmente dominantes
Nesta sec¸a˜o apresentamos o desempenho dos Algoritmos BPP e BPP-PC para
matrizes estritamente diagonalmente dominantes.
Primeiramente, consideramos verso˜es modificadas das matrizes do reposito´rio
como descritas na Tabela 2.6. Nessas novas verso˜es, alteramos seus elementos diagonais,
conforme (2.68), de modo a torna´-las estritamente diagonalmente dominantes. Enta˜o,
resolvemos os LCPs com essas matrizes modificadas, vetores c = −e e conjuntos iniciais
F 0 = {i | ci < 0} e T 0 = N \F 0. Os resultados para estes testes esta˜o dispostos na Tabela
2.11. A primeira coluna representa a identificac¸a˜o das matrizes, conforme Tabela 2.6, ja´
as demais colunas apresentam o nu´mero de sistemas (2.13) que os algoritmos resolveram
para encontrar a soluc¸a˜o. Podemos perceber, nesta tabela, que os algoritmos sa˜o muito
eficientes para matrizes estritamente diagonalmente dominantes, o que fortalece a nossa
conjectura.
Esta boa eficieˆncia para matrizes estritamente diagonalmente dominantes tambe´m
ocorre em matrizes na˜o sime´tricas, como pode ser visto na Tabela 2.7.
2.6.2 Verso˜es modificadas dos algoritmos
Nesta sec¸a˜o apresentamos o desempenho dos Algoritmos BPP e BPP-PC, jun-
tamente com os Algoritmos KR e BPP-M descritos na Sec¸a˜o 2.5. Para tanto, vamos
considerar as seguintes notac¸o˜es:
• km - quantidade de iterac¸o˜es do tipo Murty utilizadas pelo Algoritmo BPP-M;
• kv - quantidade de fases de viabilidade primal utilizadas pelo Algoritmo BPP-PC.
Inicialmente, consideramos LCPs cujas matrizes sa˜o dadas pelo reposito´rio [101],
conforme as primeiras colunas da Tabela 2.6 e, os vetores c possuem as primeiras n/2
componentes iguais a −1 e as demais iguais a 1. Nestes testes, consideramos F 0 = {i |
ci < 0}, kmax = 5.000 e uma toleraˆncia de 10−6. Os resultados obtidos esta˜o dispostos
na Tabela 2.12. A primeira coluna apresenta o nu´mero de identificac¸a˜o da matriz, de
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acordo com a Tabela 2.6, as demais colunas apresentam o desempenho dos algoritmos
com relac¸a˜o a`s quantidades k, km e kv. Podemos perceber, com estes testes, que iterac¸o˜es
do tipo Murty no Algoritmo BPP-M quase nunca sa˜o utilizadas, pore´m quando estes tipos
de iterac¸o˜es sa˜o requeridas, o algoritmo se torna muito lento. Ale´m disso, nesta tabela
confirmamos que os Algoritmos BPP e KR na˜o possuem diferenc¸a na pra´tica.
Realizamos tambe´m uma bateria de problemas semelhantes aos testes anterio-
res, com as mesmas matrizes do reposito´rio descritas na Tabela 2.6, pore´m com vetores
c de acordo com (2.70) considerando I = {1, 2, . . . , b3n/4c} e J = N \ I. Utilizamos
nestes testes os conjuntos iniciais F 0 = {i | ci < 0}, kmax = 1.000 e uma toleraˆncia de
10−6. Apresentamos os resultados obtidos na Tabela 2.13. A primeira coluna fornece a
identificac¸a˜o das matrizes consideradas, enquanto as demais colunas fornecem as quan-
tidades k, km e kv gastas pelos algoritmos. Novamente podemos perceber, nesta tabela,
que iterac¸o˜es do tipo Murty sa˜o raramente utilizadas no Algoritmo BBP-M, mas, quando
sa˜o utilizadas, o nu´mero de sistemas (2.13) resolvidos cresce drasticamente.
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2.7 Concluso˜es do cap´ıtulo
Neste cap´ıtulo abordamos o me´todo de pivotamento em blocos principais e suas
variantes para solucionar problemas de complementaridade linear com matrizes-P .
Inicialmente discutimos o me´todo cla´ssico BPP sugerido por [77] que pode ser
utilizado para qualquer matriz-P , na˜o necessariamente sime´trica. Em seguida, verificamos
que o Algoritmo KR, proposto por [83], e´ o Algoritmo BPP a menos de uma igualdade nas
atualizac¸o˜es dos conjuntos F e T . Enta˜o, discutimos uma versa˜o em duas fases em que
a cada iterac¸a˜o o me´todo gera um par complementar (x, ω) primal via´vel. Apesar destes
me´todos serem muito eficientes na pra´tica, na˜o possuem convergeˆncia finita para todo
LCP com matriz-P . Expomos na Sec¸a˜o 2.3 exemplos com matrizes-P sime´tricas e na˜o
sime´tricas em que os algoritmos geram sequeˆncias perio´dicas e, portanto, na˜o convergem
para a soluc¸a˜o. Deste modo, conclu´ımos que os algoritmos so´ convergem para subclasses
de matrizes-P ou para verso˜es modificadas dos algoritmos.
A fim de verificar a convergeˆncia, uma das estrate´gias e´ considerar alguma func¸a˜o
de me´rito e verificar que o me´todo produz algum decre´scimo nesta func¸a˜o ao longo das
iterac¸o˜es. Para o caso sime´trico, como o LCP e´ equivalente ao (PQ) podemos utilizar
a pro´pria func¸a˜o objetivo f , dada em (2.28), como func¸a˜o de me´rito. A dificuldade
esta´ em qual func¸a˜o de me´rito considerar para o caso na˜o sime´trico que na˜o possui uma
equivaleˆncia como no caso sime´trico. Na Sec¸a˜o 2.4 listamos algumas poss´ıveis func¸o˜es de
me´rito para os LCPs. Infelizmente na˜o conseguimos provar a convergeˆncia dos Algoritmos
BPP e BPP-PC para subclasses de matrizes utilizando estas func¸o˜es. Ainda nesta mesma
sec¸a˜o verificamos que quando uma determinada func¸a˜o de me´rito e´ considerada e se todas
as soluc¸o˜es geradas pelo Algoritmo BPP sa˜o na˜o degeneradas, enta˜o os iterandos deste
algoritmo coincidem com os do me´todo de Newton, quando este e´ aplicado ao problema
de minimizar a func¸a˜o de me´rito, ou seja, ao problema (2.33). Esta equivaleˆncia justifica
a eficieˆncia e rapidez dos me´todos de pivotamento em blocos principais.
Foi feito tambe´m um apanhado entre alguns resultados de convergeˆncia existen-
tes. Dispomos na Sec¸a˜o 2.5.1 que os Algoritmos BPP e KR convergem para a subclasse
de matrizes-P que sa˜o sime´tricas, diagonalmente dominantes, e satisfazem pelo menos
uma das condic¸o˜es (C1) ou (C2). Pore´m, estas condic¸o˜es sa˜o muito fortes. Na Sec¸a˜o 2.5.3
discutimos que o algoritmo converge para matrizes-P triangulares inferiores e superiores
e para LCPs de ordem 3 com matrizes, na˜o necessariamente sime´tricas, estritamente dia-
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gonalmente dominantes por colunas. Pore´m, estas classes sa˜o tambe´m muito restritivas.
A conjectura que o algoritmo cla´ssico e´ convergente para toda matriz-P diagonalmente
dominante por colunas ainda permanece em aberto.
Discutimos tambe´m algumas verso˜es modificadas dos Algoritmos BPP e BPP-PC
existentes na literatura que sa˜o convergentes. Primeiramente discutimos um algoritmo
h´ıbrido que combina o me´todo BPP com o me´todo convergente de Murty. A convergeˆncia
para toda matriz-P na˜o necessariamente sime´trica e´ herdada do me´todo de Murty, pore´m
quando essas iterac¸o˜es sa˜o necessa´rias este algoritmo h´ıbrido se torna muito lento. Este
fato pode ser visto nos experimentos nume´ricos, sobretudo do problema 11, apresentados
nas Tabelas 2.12 e 2.13. Tambe´m discutimos uma versa˜o do Algoritmo BPP-PC que marca
algumas varia´veis e realiza iterac¸o˜es recursivas para essas varia´veis, a fim de garantir que
a func¸a˜o de me´rito reduza de uma iterac¸a˜o para outra. Este algoritmo e´ convergente para
toda matriz-P sime´trica. O problema e´ que na˜o ha´ uma estimativa de quantas marcac¸o˜es
e, consequentemente, quantas recursividades sa˜o necessa´rias. Podemos verificar na Tabela
2.13 que este nu´mero pode se tornar muito grande. Ale´m disso, para dar liberdade ao
me´todo, acreditamos que na˜o seja necessa´ria a exigeˆncia de que a func¸a˜o de me´rito reduza
a cada iterac¸a˜o, e sim ao longo de um certo intervalo de iterac¸o˜es.
Trabalhos futuros
A conjectura de que o Algoritmo BPP em sua forma cla´ssica e´ convergente para
toda matriz-P estritamente diagonalmente dominante por colunas ainda permanece em
aberto, uma vez que na˜o foi poss´ıvel encontrar um contra-exemplo. Ale´m disso, apresentar
uma versa˜o modificada que garanta a convergeˆncia sem prejudicar a eficieˆncia do algoritmo
tambe´m e´ um foco de pesquisa futura interessante. Por fim, uma ana´lise sobre os conjuntos
iniciais considerados pode ser um estudo promissor para uma melhora na eficieˆncia dos
algoritmos.
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Dados da matriz Q BPP BPP-PC
Id Matriz Dimensa˜o cond(Q) k k kv
1 bp-1200 822 9.069635E+02 3 4 2
2 e05r0000 236 4.867966E+01 1 1 0
3 e05r0500 236 2.965420E+02 1 1 0
4 e20r4000 4142 2.700482E+03 1 1 0
5 e30r2000 9661 1.262343E+03 1 1 0
6 fs-183-1 183 1.275978E+15 2 2 1
7 gre–343 343 2.027358E+02 5 5 1
8 hor–131 434 3.109987E+02 2 2 1
9 impcol-b 59 1.933818E+01 2 2 1
10 impcol-c 137 1.453379E+02 2 2 1
11 impcol-d 425 9.580044E+00 3 3 1
12 impcol-e 225 1.055994E+04 3 3 1
13 orani678 2529 1.646207E+03 2 2 1
14 orsirr-1 1030 1.542291E+02 1 1 0
15 shl–400 663 8.578374E+04 2 2 1
16 west0067 67 6.415539E+00 2 2 1
17 west0132 132 7.913953E+05 2 2 1
18 west0156 156 4.307162E+07 2 2 1
19 west0167 167 6.306060E+05 3 4 2
20 west0381 381 3.490720E+03 2 2 1
Tabela 2.7: Dados das matrizes na˜o sime´tricas dadas por [101] e resultados nume´ricos.
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BPP BPP-C
F 0 k k kv
{1} 2 2 0
{1, . . . , 5} 4 48 14
{1, . . . , 10} 7 45 14
{1, . . . , 20} 12 56 16
{1, . . . , 30} 17 52 15
{1, . . . , 40} 30 49 14
{1, . . . , 50} 30 51 14
Tabela 2.8: Variac¸a˜o do conjunto inicial.
BPP BPP-C
Id MC PC MC PC
1 4 7 7 15
2 7 17 14 19
3 5 6 5 6
4 13 15 33 46
5 8 12 13 27
6 1 2 1 2
7 15 23 23 52
8 18 26 21 59
9 12 26 19 51
10 14 38 17 55
11 31 86 64 261
12 12 27 15 60
Tabela 2.9: Melhor e pior desempenho de acordo com os conjuntos inciais adotados.
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BPP BPP-PC
Id k k
1 4 5
2 1 1
3 1 1
4 1 1
5 6 7
6 1 1
7 1 1
8 1 1
9 1 1
10 1 1
11 1 1
12 1 1
Tabela 2.11: Desempenho dos algoritmos para matrizes-P sime´tricas estritamente
diagonalmente dominante.
106
BPP KR BPP-M BPP-PC
Id k k k km k kv
1 11 11 11 0 22 11
2 16 16 16 0 41 26
3 8 8 8 0 15 7
4 33 33 33 0 87 55
5 22 23 22 0 48 26
6 1 1 1 0 1 0
7 32 32 32 0 66 35
8 34 34 34 0 69 35
9 25 25 25 0 56 31
10 28 28 28 0 57 29
11 231 231 kmax 4925 679 450
12 27 27 27 0 74 47
Tabela 2.12: Desempenho dos Algoritmos BPP, KR, BPP-M e BPP-PC.
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BPP KR BPP-M BPP-PC
Id k k k km k kv
1 9 9 9 0 21 7
2 12 12 12 0 23 8
3 8 8 8 0 18 7
4 21 21 21 0 61 16
5 13 13 13 0 30 10
6 1 1 1 0 1 0
7 8 8 8 0 24 7
8 11 11 11 0 27 9
9 15 15 15 0 34 10
10 16 16 16 0 50 15
11 39 39 kmax 970 126 32
12 12 12 12 0 50 12
Tabela 2.13: Desempenho dos algoritmos para um LCP com vetor c conforme (2.70).
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Cap´ıtulo 3
Aplicac¸o˜es dos algoritmos de
pivotamento em blocos principais
Este cap´ıtulo e´ dedicado a duas aplicac¸o˜es muito interessantes dos algoritmos de
pivotamento em blocos principais. A primeira delas e´ chamada Decomposic¸a˜o Na˜o Ne-
gativa de uma matriz, que consiste em decompor esta matriz como um produto de duas
matrizes na˜o negativas. Essa decomposic¸a˜o tem aplicac¸o˜es em problemas de transmissa˜o
de dados [16, 84]. Na segunda aplicac¸a˜o, os algoritmos de pivotamento em blocos princi-
pais sa˜o usados para calcular as projec¸o˜es na norma el´ıptica requeridas por um algoritmo
de gradientes projetados com precondicionamento, para a determinac¸a˜o de um ponto es-
taciona´rio de um problema na˜o linear com restric¸o˜es de na˜o negatividade. Nossa principal
contribuic¸a˜o neste cap´ıtulo e´ a proposta de uma matriz de precondicionamento. Testes
nume´ricos preliminares sa˜o apresentados.
3.1 Decomposic¸a˜o na˜o negativa de uma matriz
Nos u´ltimos anos a quantidade e a dimensa˜o de dados a serem armazenados veˆm
sofrendo um grande aumento, consequeˆncia inevita´vel do desenvolvimento tecnolo´gico
[16]. O processamento dessa grande quantidade de dados criou novas preocupac¸o˜es com
relac¸a˜o a` representac¸a˜o dos mesmos, reduc¸a˜o dessas grandes dimenso˜es e confiabilidade
de dados compactados. Cabe ainda salientar que, na grande maioria dos casos, esses
dados sa˜o na˜o negativos, e manter esta restric¸a˜o nos modelos reduzidos e´ uma condic¸a˜o
necessa´ria, a fim de evitar contradic¸o˜es f´ısicas.
Este problema gera a modelagem matema´tica denominada de Decomposic¸a˜o Na˜o
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Negativa de uma matriz (Nonnegative Matrix Factorization - (NMF)) [84, 102], que pode
ser representada pela formulac¸a˜o matema´tica a seguir. Dada uma matriz A ∈ IRm×n
(matriz de dados) e p ≤ min{m,n}, o problema consiste em encontrar duas matrizes na˜o
negativas Y ∈ IRm×p e Z ∈ IRp×n tais que
A = Y Z.
Na pra´tica pretende-se que p seja pequeno e a decomposic¸a˜o pode na˜o existir para uma
dada matriz A. Em outros casos, a decomposic¸a˜o existe, mas pode ser muito dif´ıcil de
ser obtida. Para contornar estas dificuldades, procuram-se obter matrizes Y e Z cujo
produto de Y por Z seja aproximadamente A (A ≈ Y Z) atrave´s da resoluc¸a˜o do seguinte
problema
minimizar
Y,Z
1
2
‖A− Y Z‖2F
sujeito a Yij ≥ 0, ∀ i ∈ Nm e j ∈ Np
Zjk ≥ 0, ∀ j ∈ Np e k ∈ Nn,
(3.1)
sendo ‖ . ‖F a norma de Frobenius e Nj := {1, . . . , j} para todo j ∈ IN.
Va´rios algoritmos veˆm sendo desenvolvidos para solucionar este problema de oti-
mizac¸a˜o na˜o convexa [16, 52, 88]. Em particular Kim e Park em [81] apresentam um
algoritmo que utiliza pivotamento em blocos principais como uma alternativa para resol-
ver o NMF.
Para apresentar as ideias gerais deste algoritmo, vamos primeiramente considerar
o problema de mı´nimos quadrados (Nonnegative Least Squares - (NNLS)) que, dados
A˜ ∈ IRr×s e B ∈ IRr×q, consiste em encontrar X ∈ IRq×s como soluc¸a˜o do problema
minimizar
1
2
∥∥∥A˜−BX∥∥∥2
F
sujeito a Xij ≥ 0, ∀ i ∈ Nq e j ∈ Ns.
(3.2)
Note que cada coluna da matriz varia´vel X pode ser encontrada de forma independente
das demais colunas.
Vamos apresentar a seguir como encontrar cada uma das colunas de X. Suponha
que B tenha posto completo por colunas. Considere j ∈ Ns e denote por
x = X • j ∈ IRq e a = A˜ • j ∈ IRr,
os vetores representando a j-e´sima coluna de X e de A˜, respectivamente. Assim, resolve-
mos o subproblema de (3.2) dado por
minimizar
1
2
‖a−Bx‖2
sujeito a x ≥ 0.
(3.3)
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Este e´ equivalente ao problema (PQ′)
(PQ′)
 minimizar
1
2
xtBtBx− atBx+ 1
2
ata
sujeito a x ≥ 0.
ComoB tem posto completo por colunas, pelo Lema 2.4, BtB e´ uma matriz SPD. Portanto
o (PQ′) e´ equivalente ao LCP 
BtBx−Bta = ω, (3.4)
x ◦ ω = 0, (3.5)
x ≥ 0, (3.6)
ω ≥ 0. (3.7)
Como a matriz desse LCP e´ SPD, os me´todos de pivotamento em blocos principais podem
ser usados para resolveˆ-lo com
Q = BtB e c = −Bta.
O algoritmo proposto em [81] e´ o Algoritmo BPP-M com as iterac¸o˜es tipo Murty calcu-
ladas com o ma´ximo, ao inve´s de mı´nimo, no conjunto H ′ dado em (2.61), isto e´,
H ′ = max{i ∈ H}.
Vamos agora retornar ao problema (NMF ) dado por (3.1) e apresentar o algo-
ritmo proposto em [81] para este problema. O mecanismo do algoritmo consiste em, de
forma iterativa, fixar uma das matrizes Y (Z) como constante e determinar a outra matriz
Z (Y ) a partir da resoluc¸a˜o de um LCP com uma matriz SPD usando um dos algoritmos
de pivotamento em blocos principais. Assim, dadas duas matrizes Ŷ ∈ IRm×p e Ẑ ∈ IRp×n,
resolvemos o subproblema a seguir para obter uma matriz tentativa Z
minimizar
Z
1
2
∥∥∥A− Ŷ Z∥∥∥2
F
sujeito a Z ≥ 0,
(3.8)
e o subproblema a seguir para obter uma matriz tentativa Y
minimizar
Y
1
2
∥∥∥At − ẐtY t∥∥∥2
F
sujeito a Y ≥ 0.
(3.9)
Esses dois problemas reduzem-se a problemas de mı´nimos quadrados, que por sua vez se
reduzem a LCPs, conforme discutido anteriormente. Sejam Y˜ e Z˜ as matrizes obtidas a
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partir das resoluc¸o˜es dos problemas (3.8) e (3.9). Se Y˜ e Z˜ sa˜o aproximadamente iguais
a Ŷ e Ẑ, respectivamente, enta˜o o algoritmo termina com as matrizes Ŷ e Ẑ. Sena˜o, e´
aplicada uma nova iterac¸a˜o com as matrizes Y˜ e Z˜.
Antes de descrever o algoritmo para resolver o problema (3.1) vamos definir al-
gumas notac¸o˜es. Dada uma matriz A ∈ IRm×n e ı´ndices i ∈ Nm e j ∈ Nn, denotamos a
i-e´sima linha e a j-e´sima coluna de A por Ai• e A•j, respectivamente. Apresentamos a
seguir o Algoritmo BPP-NMF proposto em [81].
Algoritmo 3.1 BPP-NMF
Dados: k = 0, ε > 0, Y 0 ∈ IRm×p, Z0 ∈ IRp×n
repita
para j ∈ {1, . . . , p} fac¸a
Utilize o Algoritmo BPP (ou uma de suas extenso˜es) para encontrar Zk+1j
soluc¸a˜o do seguinte subproblema
minimizar
1
2
∥∥A•j − Y kZ•j∥∥22
sujeito a Z•j ∈ IRn+
Utilize o Algoritmo BPP (ou uma de suas extenso˜es) para encontrar Y k+1j
soluc¸a˜o do seguinte subproblema
minimizar
1
2
∥∥A•jt − (Zk)tY•jt∥∥22
sujeito a Y•jt ∈ IRm+
fim para
Se (
∥∥Y k − Y k+1∥∥ < ε) e (∥∥Zk − Zk+1∥∥ < ε)
Pare com sucesso
k = k + 1
Durante as iterac¸o˜es, as matrizes correntes Y k e (Zk)t podem na˜o ser de posto
coluna completo. Em [81], para contornar esta situac¸a˜o, os autores sugerem um problema
regularizado dado por
minimizar
Y,Z
1
2
‖A− Y Z‖2F + α ‖Y ‖2F + β ‖Z‖2F
sujeito a Yij ≥ 0, ∀ i ∈ Nm e j ∈ Np
Zjk ≥ 0, ∀ j ∈ Np e k ∈ Nn,
(3.10)
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para α, β > 0. Assim, podemos resolver iterativamente os seguintes subproblemas
minimizar
Z
1
2
∥∥∥∥∥∥
 A
01×p
−
 Y√
βet1
Z
∥∥∥∥∥∥
2
F
sujeito a Z ≥ 0
(3.11)
e
minimizar
Y
1
2
∥∥∥∥∥∥
 At
0p×m
−
 Zt√
αIp
Y t
∥∥∥∥∥∥
2
F
sujeito a Y ≥ 0,
(3.12)
sendo e1 ∈ IRp.
Em [81], os autores utilizam o me´todo BPP-M para resolver os LCPs requeri-
dos em cada iterac¸a˜o do algoritmo. Ale´m disso sugerem uma forma de reordenar as
colunas para aproveitar os conjuntos F iguais e assim evitar ca´lculos computacionais des-
necessa´rios. Ale´m disso, sa˜o realizadas comparac¸o˜es computacionais deste algoritmo com
a maioria dos algoritmos apresentados na literatura para solucionar problemas da forma
NMF. Para tanto, e´ considerado um conjunto de problemas testes constitu´ıdo de dados
sinte´ticos e decorrentes da transmissa˜o de texto e imagem. Os experimentos mostram que
este algoritmo e´ geralmente muito eficiente para a decomposic¸a˜o NMF.
3.2 Algoritmo de gradientes projetados
Esta sec¸a˜o e´ dedicada aos algoritmos de gradientes projetados para a deter-
minac¸a˜o de um ponto estaciona´rio de um problema na˜o linear com restric¸o˜es de na˜o
negatividade. Em particular, veremos que os me´todos de pivotamento em blocos princi-
pais teˆm grande utilidade na implementac¸a˜o de formas precondicionadas desses me´todos,
que requerem projec¸o˜es usando a norma el´ıptica.
O me´todo do gradiente projetado (The Projected Gradient method - (PG)) foi ini-
cialmente proposto por Rosen em [119, 120] e e´ um dos me´todos cla´ssicos para problemas
de otimizac¸a˜o cont´ınua com restric¸o˜es da forma
(P ′)
minimizar f(z)
sujeito a z ∈ Ω,
sendo Ω ⊂ IRn um conjunto convexo e f : Ω→ IR uma func¸a˜o continuamente diferencia´vel.
Este me´todo combina te´cnicas de otimizac¸a˜o sem restric¸o˜es de func¸o˜es continuamente
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diferencia´veis com projec¸o˜es no conjunto via´vel Ω. Dado um ponto corrente zk ∈ Ω, e´
calculado o ponto zk − ηk∇f(zk) na direc¸a˜o oposta ao gradiente e usando um passo ηk
previamente definido. A direc¸a˜o dk e´ a diferenc¸a do ponto corrente e da projec¸a˜o no
conjunto via´vel do ponto zk − ηk∇f(zk), ou seja,
dk = PΩ(zk − ηk∇f(zk))− zk, (3.13)
sendo PΩ( . ) a projec¸a˜o ortogonal Euclidiana sobre o conjunto Ω. Computada a direc¸a˜o
dk, o pro´ximo iterando zk+1 e´ obtido ao caminhar a partir de zk ao longo de dk por um
comprimento αk ∈ (0, 1], sendo este obtido por algum processo de busca unidimensional.
Deste modo,
zk+1 = zk + αkd
k,
e o processo e´ repetido. O algoritmo de gradiente projetado e´ apresentado a seguir.
Algoritmo 3.2 PG
Dados: k = 0, z0 ∈ Ω, ε > 0
Repita
Calcule ∇f(zk)
Escolha ηk > 0
Calcule dk = PΩ(zk − ηk∇f(zk))− zk
Se
∥∥dk∥∥
2
< 
pare com sucesso
Calcule αk ∈ (0, 1] por um processo de busca linear
zk+1 = zk + αkd
k
k = k + 1
Para apresentar a aplicac¸a˜o dos algoritmos de pivotamento em blocos principais
no me´todo do gradiente projetado, iremos, no decorrer desta sec¸a˜o, nos restringir ao
problema (P ′) cujo conjunto via´vel e´ dado por Ω = IRn+. Cabe salientar que como Ω = IR
n
+,
a projec¸a˜o ortogonal Euclidiana de um ponto em Ω tem uma estrutura especial e de fa´cil
obtenc¸a˜o. Dados zk e ηk > 0, considere x = z
k − ηk∇f(zk). Assim,
[PΩ(x)]i =
 xi se xi ≥ 00 caso contra´rio, (3.14)
em outras palavras, PΩ(x) = max{0, x}.
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Convergeˆncia global do algoritmo
A convergeˆncia do algoritmo pode ser vista em [2, 21] com base nos resultados
discutidos nesta sec¸a˜o.
Ao longo desta sec¸a˜o iremos considerar a definic¸a˜o de ponto estaciona´rio segundo
[23]. Dizemos que um ponto z∗ ∈ IRn e´ um ponto estaciona´rio do problema (P ′) quando
z∗ ∈ Ω e para todo z ∈ Ω
∇f(z∗)t(z − z∗) ≥ 0.
Na discussa˜o da convergeˆncia global do algoritmo, omitiremos o ı´ndice k para
simplificar a notac¸a˜o. Seja zk = ẑ ∈ IRn, considere a direc¸a˜o d a partir de ẑ como
calculada no me´todo PG, ou seja,
d = PΩ(ẑ − η∇f(ẑ))− ẑ, (3.15)
para η > 0.
O lema a seguir estabelece que se d 6= 0, enta˜o o algoritmo consegue reduzir o
valor da func¸a˜o objetivo se for usada uma te´cnica de busca linear ao longo dessa direc¸a˜o.
Lema 3.1 Dado ẑ ∈ IRn, considere d como descrito em (3.15). Se d 6= 0, enta˜o d e´ uma
direc¸a˜o de descida para f a partir de ẑ.
Demonstrac¸a˜o. Considere u = ẑ − η∇f(ẑ) e v = PΩ (u) . Pela propriedade do operador
projec¸a˜o, temos que para todo z ∈ Ω,
(u− v)t (z − v) ≤ 0. (3.16)
Ale´m disso,
u− v = ẑ − η∇f(ẑ)− PΩ (ẑ − η∇f(ẑ)) = −d− η∇f(ẑ). (3.17)
Como ẑ ∈ Ω, temos que a desigualdade (3.16) vale em particular para z = ẑ. Assim, por
(3.16), (3.17) e pela definic¸a˜o de v, segue que
0 ≥ (u− v)t (ẑ − v) = (−d− η∇f(ẑ))t (ẑ − PΩ (ẑ − η∇f(ẑ))) = (−d− η∇f(ẑ))t (−d).
Consequentemente, como η > 0 e d 6= 0, obtemos que
∇f(ẑ)td ≤ −1
η
‖d‖2 < 0
e, como desejado, d e´ uma direc¸a˜o de descida a partir de ẑ.
A fim de provar a convergeˆncia global do algoritmo para um ponto estaciona´rio
e´ importante estabelecer o resultado a seguir.
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Lema 3.2 Considere ẑ ∈ IRn e d ∈ IRn dado por (3.15). Se d = 0, enta˜o ẑ e´ um ponto
estaciona´rio do problema (P ′).
Demonstrac¸a˜o. Considere u = ẑ−η∇f(ẑ). Pelas definic¸o˜es de d e u e pelo fato que d = 0,
segue que
ẑ = PΩ(u).
Deste modo, para todo z ∈ Ω, obtemos que
(u− ẑ)t(z − ẑ) ≤ 0. (3.18)
Pela definic¸a˜o de u, temos que u − ẑ = −η∇f(ẑ). Logo, usando isto em (3.18) e o fato
que η > 0, temos que, para todo z ∈ Ω,
∇f(ẑ)t(z − ẑ) ≥ 0.
Portanto, ẑ e´ um ponto estaciona´rio de (P ′) e a demonstrac¸a˜o esta´ conclu´ıda.
De acordo com estes dois lemas, dado um ponto corrente ẑ e a direc¸a˜o de gradiente
projetado d, enta˜o ha´ dois casos. Se d e´ nula, enta˜o ẑ e´ um ponto estaciona´rio. Caso
contra´rio, e´ poss´ıvel reduzir o valor da func¸a˜o objetivo ao longo da direc¸a˜o d usando uma
te´cnica de busca linear. Assim, na˜o e´ de se estranhar que o algoritmo possua convergeˆncia
global para um ponto estaciona´rio sob hipo´teses relativamente fracas [2].
Busca linear
Apresentamos a seguir as definic¸o˜es mais utilizadas na pra´tica para o paraˆmetro
αk referente a` busca linear utilizada no Algoritmo PG.
O paraˆmetro αk ∈ (0, 1] e´ obtido por algum processo de busca linear. Para
algumas func¸o˜es e´ poss´ıvel usar a busca exata para o comprimento do passo αk, obtida
ao minimizar a func¸a˜o g : (0, 1] → R dada por g(t) = f(zk + tdk). Quando na˜o ha´ uma
fo´rmula expl´ıcita, e´ usual obter αk atrave´s do crite´rio de Armijo [116], o qual fornece um
decre´scimo suficiente para f ao longo da direc¸a˜o dk. Este paraˆmetro tambe´m pode ser
obtido por um processo de busca na˜o mono´tona como sugerido em [22]. Na Rotina 1 sa˜o
dispostas algumas formas de obter este comprimento.
Rotina 1 (Busca linear) - ca´lculo de αk ∈ (0, 1]
Aplicac¸o˜es dos algoritmos de pivotamento em blocos principais 117
Dados: zk, dk, ∇f(zk), β ∈ (0, 1), α = 1
Se f(zk + αdk) ≤ f(zk) + αβ∇f(zk)tdk
Fac¸a αk = α e pare a rotina
Sena˜o
Func¸a˜o quadra´tica: f(x) = ctx+
1
2
xtQx
Se (dk)tQdk > 0
α = min
{
1,−∇f(z
k)tdk
(dk)tQdk
}
Sena˜o
α = 1
Func¸a˜o fraciona´ria [77]: f(x) =
xtAx
xtBx
Calcule
µ0 = 2(((z
k)tAzk)(Bzk)tdk)− ((zk)tBzk)((Azk)tdk)
µ1 = 2(((d
k)tBdk)(zk)tAzk)− ((dk)tAdk)((zk)tBzk)
µ2 = 2(((d
k)tBdk)(Azk)tdk)− ((dk)tAdk)((Bzk)tdk)
θ = µ21 − 4µ0µ2
Se θ < 0, fac¸a α = 1
Sena˜o
Calcule α˜i, i = 1, 2 soluc¸o˜es da equac¸a˜o µ0 + µ1α + µ2α
2 = 0
Considere ϕ(α) = f(zk + αdk)
Se θ = 0, fac¸a α = argmin {ϕ(α˜1), ϕ(1)}
Sena˜o, fac¸a α = argmin {ϕ(α˜1), ϕ(α˜2), ϕ(1)}
Func¸o˜es gerais:
- Armijo [116]
Enquanto f(zk + αdk) > f(zk) + αβ∇f(zk)tdk
α =
α
2
fim
- Busca na˜o mono´tona [22]
Dados: M ∈ IN, γ ∈ (0, 1), 0 < σ1 < σ2 < 1,
Z = {zk−j | 0 ≤ j ≤ min{k,M − 1}}
Calcule fmax = max{f(z) | z ∈ Z} e δ = ∇f(zk)tdk
Enquanto f(xk + αdk) > fmax + αγδ
αt = − α
2δ
f(xk + αdk)− f(xk)− αδ
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Se σ1 ≤ αt ≤ σ2α
α = αt
Sena˜o, α = α/2
fim
Fac¸a αk = α
fim
O paraˆmetro ηk > 0 pode ser fixo ou ser alterado em cada iterac¸a˜o. Caso seja
constante, normalmente este e´ considerado como um nu´mero positivo pequeno, por exem-
plo 10−1. Os diferentes Algoritmos PG dependem da maneira como o paraˆmetro ηk e´
escolhido, como veremos a seguir.
3.2.1 Me´todo do gradiente projetado espectral
Nesta sec¸a˜o apresentamos o me´todo do gradiente projetado espectral (The Spec-
tral Projected Gradient method - (SPG)) proposto inicialmente por Barzilai e Borwein em
[13] para problemas irrestritos e estendido em [21, 22, 23] por Birgin, Mart´ınez e Raydan
para problemas com restric¸o˜es convexas. Este me´todo e´ um caso particular do Algoritmo
PG em que o paraˆmetro ηk e´ denominado de paraˆmetro espectral e e´ modificado a cada
iterac¸a˜o de acordo com a regra apresentada a seguir.
Primeiramente, este paraˆmetro e´ inicializado por
η0 = min
{
ηmax, max
{
ηmin,
1
‖PΩ(z0 −∇f(z0))− z0‖∞
}}
, (3.19)
sendo ηmin > 0 um nu´mero suficientemente pequeno e ηmax = ηmin
−1. Na pra´tica, de
acordo com [60], e´ usual considerar ηmin = εM , para εM > 0 a precisa˜o da ma´quina, a
qual e´ aproximadamente 10−30. Em seguida, os demais paraˆmetros ηk sa˜o atualizados
pela rotina a seguir.
Rotina 2 (Paraˆmetro espectral - [22])
Dados: k > 0, εe > 0, z
k−1 ∈ IRn, zk ∈ IRn, 0 < ηmin ≤ ηmax
Calcule sk = zk − zk−1, yk = ∇f(zk)−∇f(zk−1), rk = (sk)tyk
Se rk ≤ εe
ηk = ηmax
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Sena˜o
Calcule ηk = min
{
ηmax, max
{
ηmin,
(sk)tsk
rk
}}
fim
A convergeˆncia do Algoritmo SPG e´ herdada da convergeˆncia do Algoritmo PG.
3.2.2 Me´todo do gradiente projetado precondicionado
O algoritmo do gradiente projetado espectral, apresentado na sec¸a˜o anterior, e´
de fa´cil implementac¸a˜o e, normalmente, e´ eficiente para obter pontos estaciona´rios com
baixa precisa˜o (toleraˆncia ε do me´todo PG igual a 10−3 ou 10−4), em particular quando
a Hessiana nesse ponto e´ mal condicionada. No entanto, existem problemas em que o
algoritmo tem dificuldade em resolver com preciso˜es mais exigentes, como por exemplo
os abordados em [4]. Nesta sec¸a˜o discutimos o me´todo do gradiente projetado precondi-
cionado (Preconditioned Projected-Gradient method - (PPG)) como uma alternativa para
obter um ponto estaciona´rio para o problema (P ′) com maior precisa˜o.
No Algoritmo PPG, o paraˆmetro ηk usado no Algoritmo PG e´ substitu´ıdo pela
matriz B−1k , com Bk ∈ IRn×n uma matriz sime´trica definida positiva escolhida convenien-
temente e denominada de matriz de precondicionamento.
Para manter as propriedades do Algoritmo PG em relac¸a˜o a` direc¸a˜o de busca
(Lemas 3.1 e 3.2), o algoritmo determina as projec¸o˜es usando a norma el´ıptica definida
por ‖u‖2B := utBu, sendo B ∈ IRn×n uma matriz sime´trica definida positiva. A projec¸a˜o
em Ω segundo a norma el´ıptica em relac¸a˜o a uma matriz B sera´ denotada por P(Ω,B)( . ).
Assim, a direc¸a˜o dk e´ definida por
dk = P(Ω,Bk)(z
k −B−1k ∇f(zk))− zk. (3.20)
com a norma el´ıptica a ser usada para calcular a projec¸a˜o com a matriz Bk. Usando
manipulac¸o˜es alge´bricas simples para evitar o ca´lculo da matriz inversa, e´ poss´ıvel escrever
os passos do Algoritmo PPG da seguinte forma:
Note que se Bk = ηkI, o algoritmo se reduz ao Algoritmo PG.
Convergeˆncia global do algoritmo
Novamente omitiremos o ı´ndice k para simplificar a notac¸a˜o na discussa˜o da
convergeˆncia global. Seja zk = ẑ ∈ IRn. Considere a direc¸a˜o d como calculada no
120
Algoritmo 3.3 PPG
Dados: z0 ∈ Ω, ε > 0, k = 0
Repita
Calcule ∇f(zk)
Escolha Bk ∈ SPD
Resolva Bkv = ∇f(zk)
Calcule dk = P(Ω,Bk)(z
k − v)− zk
Se
∥∥dk∥∥
2
< 
pare, declarando que zk e´ um ponto estaciona´rio aproximado
Calcule αk ∈ (0, 1] por um processo de busca linear
zk+1 = zk + αkd
k
k = k + 1
algoritmo, isto e´,
d = P(Ω,B)(ẑ −B−1∇f(ẑ))− ẑ. (3.21)
No lema a seguir verificamos que se o algoritmo na˜o parou, enta˜o d e´ uma direc¸a˜o de
descida para f .
Lema 3.3 [15, Teorema 3.1] Dado um ponto ẑ, considere d dada por (3.21). Se d 6= 0,
enta˜o d e´ uma direc¸a˜o de descida para f a partir de ẑ.
Demonstrac¸a˜o. Considere v = P(Ω,B) (u) com u = ẑ − B−1∇f(ẑ). Seja z ∈ Ω. Como Ω
e´ um conjunto convexo e v, z ∈ Ω, segue que ((1− t)v + tz) ∈ Ω, para todo t ∈ (0, 1).
Usando isto e o fato de v ser a projec¸a˜o de u sobre Ω, obtemos que, para todo t ∈ (0, 1),
‖u− v‖2B ≤ ‖u− ((1− t)v + tz)‖2B .
Assim,
‖u− v‖2B ≤ ‖u− v‖2B + 2t(u− v)tB(v − z) + t2 ‖v − z‖2B .
Tomando t→ 0, obtemos que
(u− v)tB(z − v) ≤ 0.
Portanto, usando a definic¸a˜o de u acima, temos, para todo z ∈ Ω, que(
ẑ −B−1∇f(ẑ)− v)tB(z − v) ≤ 0. (3.22)
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Como ẑ ∈ Ω, a desigualdade (3.22) vale em particular para z = ẑ. Assim, como
ẑ − v = ẑ − P(Ω,B)
(
ẑ −B−1∇f(ẑ)) = −d,
segue que (−d−B−1∇f(ẑ))tB(−d) ≤ 0.
Como B e´ uma matriz definida positiva e d 6= 0, obtemos que
∇f(ẑ)td ≤ −dtBd < 0,
o que conclui a prova.
A fim de provar a convergeˆncia do me´todo PPG e´ ainda importante estabelecer
a propriedade a seguir.
Lema 3.4 [15, Teorema 3.1] Dado um ponto ẑ, considere d dado por (3.21). Se d = 0,
enta˜o ẑ e´ um ponto estaciona´rio do problema (P ′).
Demonstrac¸a˜o. Se d = 0, enta˜o
ẑ = P(Ω,B)(ẑ −B−1∇f(ẑ)).
Assim, ẑ e´ a soluc¸a˜o u´nica do seguinte problema
minimizar
1
2
∥∥y − (ẑ −B−1∇f(ẑ))∥∥2
B
= g(y)
sujeito a y ∈ Ω.
Portanto, para todo y ∈ Ω, segue que
∇g(ẑ)t(y − ẑ) ≥ 0. (3.23)
Como
∇g(ẑ) = B(ẑ − ẑ +B−1∇f(ẑ)) = ∇f(ẑ),
por (3.23) temos que ẑ e´ um ponto estaciona´rio do problema (P ′) e a demonstrac¸a˜o esta´
conclu´ıda.
Tal como no Algoritmo PG, os dois lemas anteriores permitem estabelecer a
convergeˆncia global do Algoritmo PPG sob hipo´teses relativamente fracas [15].
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Projec¸o˜es
As projec¸o˜es calculadas no Algoritmo PPG merecem uma discussa˜o mais deta-
lhada, uma vez que essas na˜o sa˜o mais obtidas sobre a norma Euclidiana e sim sobre
normas el´ıpticas.
Dados zk ∈ Ω e v = B−1k ∇f(zk), a projec¸a˜o xk dada por
xk = P(Ω,Bk)(z
k − v),
pode ser obtida como a soluc¸a˜o do problema quadra´tico dado por
minimizar
1
2
‖x− u‖2Bk
sujeito a x ∈ Ω,
(3.24)
para u = zk − v. Como
‖x− u‖2Bk = xtBkx− 2(Bku)tx+ utBku,
o vetor u esta´ fixado, Bku = Bkz
k − ∇f(zk) e Ω = IRn+, temos que o minimizador de
(3.24) coincide com a soluc¸a˜o do problema
minimizar
1
2
xtBkx+ (∇f(zk)−Bkzk)tx
sujeito a x ≥ 0.
(3.25)
Assim, como a matriz Bk e´ SPD, o problema (3.25) e´ equivalente ao problema LCP, como
definido na Sec¸a˜o 2.1, com a matriz Q = Bk e o vetor c = ∇f(zk) − Bkzk. Portanto,
os algoritmos de pivotamento em blocos principais, discutidos no Cap´ıtulo 2, podem ser
considerados para calcular estas projec¸o˜es. Assim, a direc¸a˜o dk pode ser escrita por
dk = xk − zk, (3.26)
sendo xk a soluc¸a˜o de (3.25). Note que a direc¸a˜o dk e´ calculada por (3.25) e (3.26) sem
necessidade de calcular a inversa da matriz Bk nem de resolver o sistema com a matriz
Bk apresentado nos passos do Algoritmo PPG.
A eficieˆncia do Algoritmo PPG depende da escolha da matrizBk em cada iterac¸a˜o.
Em [15], os autores sugerem que no caso particular em que a func¸a˜o objetivo e´ uma func¸a˜o
quadra´tica convexa, Bk seja a diagonal da Hessiana ou uma outra aproximac¸a˜o dessa
matriz. Apresentamos a seguir uma sugesta˜o para obtenc¸a˜o destas matrizes.
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3.2.3 Obtenc¸a˜o de matrizes de precondicionamento
Nesta sec¸a˜o propomos uma maneira para obtenc¸a˜o de matrizes de precondicio-
namento Bk ∈ SPD. Esta proposta e´ baseada em ideias discutidas em [46, 48].
Considere (P ′) com Ω = IRn+. Seja z ∈ Ω um ponto estaciona´rio de (P ′). Deste
modo, existe λ ∈ IRn tal que 
∇f(z) = λ,
z ◦ λ = 0,
λ ≥ 0, z ≥ 0,
(3.27)
sendo z ◦ λ := (z1λ1, . . . , znλn) ∈ IRn. Considere os seguintes conjuntos de ı´ndices
L = {i ∈ N | zi = 0} e F = {i ∈ N | zi > 0}.
Note que L coincide com o conjunto de ı´ndices das restric¸o˜es ativas em z. Ale´m disso,
F ∪ L = N e F ∩ L = ∅. Usando estes conjuntos e (3.27), podemos concluir que, em um
ponto estaciona´rio z, as seguintes propriedades sa˜o satisfeitas:
[∇f(z)]i ≥ 0 para i ∈ L
[∇f(z)]i = 0 para i ∈ F .
Para cada i ∈ N , considere uma func¸a˜o cont´ınua ai : IRn → IR limitada em Ω
tal que ai(z) ≥ 0 para todo z ∈ Ω e ai(z) > 0 se zi = 0. Em [46] os autores sugerem as
aproximac¸o˜es para os conjuntos L e F dadas por
L(z) = {i ∈ N | zi ≤ ai(z)[∇f(z)]i}
e
F (z) = N \ L(z).
O resultado a seguir verifica que, perto de um ponto estaciona´rio z de (P ′), os
conjuntos L(z) e F (z) sa˜o boas aproximac¸o˜es para L e F .
Lema 3.5 Se z e´ um ponto estaciona´rio de (P ′) e vale a complementaridade estrita,
enta˜o existe uma vizinhanc¸a de z tal que para todo z nesta vizinhanc¸a,
L(z) = L e F (z) = F .
Demonstrac¸a˜o. [46, Teo. 3.1]
Considere zk ∈ Ω. A ideia geral do me´todo proposto em [46, 48] consiste em
estimar quais restric¸o˜es sa˜o ativas na soluc¸a˜o e definir as respectivas componentes da
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direc¸a˜o de busca. Assim, caso seja estimado que a i-e´sima componente da soluc¸a˜o esteja
na fronteira, e´ atribu´ıdo dki = −zki e, desta forma na pro´xima iterac¸a˜o zk+1i = 0 e estara´
na fronteira, desde que o tamanho do passo seja um. Depois de fazer isso, as demais
componentes sa˜o obtidas resolvendo subproblemas estritamente convexos no espac¸o das
varia´veis livres, ou seja, as varia´veis cujos ı´ndices na˜o foram estimados como sendo ativos.
Seguindo as ideias discutidas em [46, 48] apresentamos a seguir a nossa proposta.
Esta usa basicamente a ideia das direc¸o˜es sugeridas naqueles trabalhos, considerando um
novo conjunto F . Verificamos que deste modo as direc¸o˜es obtidas naqueles trabalhos com
este novo conjunto se reduzem ao algoritmo PPG com uma matriz de precondicionamento
espec´ıfica.
Dados ρ > 0 e zk ∈ Ω, considere os conjuntos de ı´ndices Lk = L(zk) e F k = F (zk)
com ai(z
k) = ρ, para todo i ∈ N . Desta maneira,
Lk = {i | zki 6 ρ∇if(zk)} e F k = N\Lk. (3.28)
O processo para obter a direc¸a˜o de busca dk envolve a Hessiana M := ∇2f(zk) de f em
zk e consiste de dois passos. No primeiro passo sa˜o computadas as componentes Lk da
direc¸a˜o dk por
dki = −zki para i ∈ Lk. (3.29)
Em seguida, sa˜o obtidas as demais componentes de dk. Para tanto, o conjunto F k e´
decomposto em dois conjuntos F1 e F2 tais que MF1 ∈ SPD e F2 = F k \ F1. Caso
M ∈ SPD, basta considerar F1 = F k e F2 = ∅. Apresentaremos mais adiante um
processo para obter os conjuntos F1 e F2 no caso em que M /∈ SPD. Determinados os
conjuntos F1 e F2, as demais componentes de d
k sa˜o obtidas como sendo as soluc¸o˜es dkF1
e dkF2 dos seguintes subproblemas:
(SP1)

minimizar
dF1∈IR|F1|
[∇f(zk)]tF1dF1 +
1
2
d tF1MF1 dF1
sujeito a dF1 > −zkF1 ,
e
(SP2)

minimizar
dF2∈IR|F2|
[∇f(zk)]tF2dF2 +
1
2γ
d tF2 dF2
sujeito a dF2 > −zkF2 ,
onde γ > 0 e´ dado. Considere yF ∈ IR|F | dado por
yF = z
k
F + d
k
F . (3.30)
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Assim, podemos reescrever estes dois subproblemas por
(SP3)

minimizar
yF1∈IR|F1|
([∇f(zk)]F1 −MF1 zkF1)tyF1 +
1
2
y tF1MF1 yF1
sujeito a yF1 ≥ 0
e
(SP4)

minimizar
yF2∈IR|F2|
(
[∇f(zk)]F2 −
1
γ
zkF2
)t
yF2 +
1
2
y tF2
(
1
γ
IF2
)
yF2
sujeito a yF2 ≥ 0,
respectivamente. Como em [46, 48], o programa quadra´tico estritamente convexo (SP3)
pode ser resolvido por um dos algoritmos de pivotamento em blocos principais. Ale´m
disso, a soluc¸a˜o yF2 de (SP4) e´ dada por
[yF2 ]i =
0 se z
k
i − γ[∇f(zk)]i 6 0
zki − γ[∇f(zk)]i caso contra´rio.
(3.31)
Obtido yF = (yF1 , yF2), enta˜o dF e´ computado por
dkF = yF − zkF . (3.32)
Para a introduc¸a˜o da matriz de precondicionamento Bk, como feito anteriormente,
o vetor dkLk dado em (3.29) pode ser reescrito por d
k
Lk = yL−zkLk , sendo yL a u´nica soluc¸a˜o
do problema
(SP5)
 minimizary∈IR|L|
(
[∇f(zk)]L − 1
ρ
zkL
)t
y +
1
2
yt
(
1
ρ
IL
)
y
sujeito a y ≥ 0.
Portanto, a direc¸a˜o de busca dk ∈ IRn e´ dada por
dk = y − zk (3.33)
sendo y = (yF , yL) ∈ IRn a soluc¸a˜o u´nica de
(SP6)
 minimizar
(∇f(zk)−Bk zk)t y + 1
2
ytBk y
sujeito a y ≥ 0,
sendo Bk ∈ IRn×n a matriz SPD dada por
Bk =

1
ρ
ILk 0 0
0 MF1 0
0 0
1
γ
IF2
 . (3.34)
As considerac¸o˜es apresentadas acima levam a` nossa sugesta˜o de usar a matriz Bk definida
por (3.34) com Lk e F k = F1 ∪ F2 como definidos anteriormente e M = ∇2f(zk).
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Obtenc¸a˜o dos conjuntos F1 e F2
Diferentes escolhas de M , F1 e F2, geram diferentes matrizes de precondiciona-
mento Bk. Veremos a seguir uma proposta para escolha dos conjuntos F1 e F2.
Considere, como anteriormente, M = ∇2f(zk). Para construir os conjuntos
Fi ⊆ F k, i = 1, 2 tais que a submatriz MF1 ∈ SPD, sugerimos uma modificac¸a˜o da
decomposic¸a˜o LDLt, como pode ser vista em [61], para a submatriz H = MFk associada
ao conjunto F k. Neste processo, os elementos de H sa˜o modificados de acordo com a
regra de decomposic¸a˜o LDLt para uma matriz sime´trica PD. Entretanto, sempre que
um elemento diagonal dii da matriz diagonal D na˜o e´ suficientemente positivo (dii ≤ ε,
com ε um valor positivo pequeno), a linha e a coluna i sa˜o trocadas por
1
γ
ei, sendo ei
o i-e´simo vetor canoˆnico. Enta˜o no final deste processo obtemos os conjuntos F1 e F2,
com MF1 = LDL
t tal que D = diag(dii) ∈ R|F1|×|F1|, com dii > ε para todo i ∈ F1, e
L ∈ R|F1|×|F1| sendo uma matriz triangular inferior com elementos diagonais unita´rios.
Note que, desta forma, MF1 ∈ SPD [61]. Os passos desses processos sa˜o apresentados a
seguir.
Rotina 3 (Conjuntos F1 e F2)
Dados: ε > 0, γ > 0, F = {i1, . . . , ip}, F1 = F2 = ∅ e H = MF
Para k ∈ {1, . . . p} fac¸a
Se Hkk > ε
F1 = F1 ∪ {ik}.
Para i ∈ {k + 1, . . . p} fac¸a
aux = Hik e Hik =
Hik
Hkk
Para j ∈ {k + 1, . . . i} fac¸a
Hij = Hij −Hjk ∗ aux
Sena˜o
F2 = F2 ∪ {ik}
Para j ∈ {k + 1, . . . p} fac¸a
Hjk = 0
Para j ∈ {1, . . . k − 1} fac¸a
Hkj = 0
Hkk =
1
γ
fim
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O paraˆmetro γ > 0 pode ser tomado constante ou calculado, como o paraˆmetro
espectral, pela Rotina 2.
Cabe salientar que a matriz de precondicionamento Bk utilizada no Algoritmo
PPG e´ dada por (3.34) e, assim, a Rotina 3 e´ utilizada apenas para determinar os conjuntos
de ı´ndices F1 e F2. Deste modo, a matriz H determinada nesta rotina na˜o e´ necessa´ria
para o Algoritmo PPG.
3.2.4 Experimentos nume´ricos
Para atestar a eficieˆncia dos Algoritmos SPG e PPG apresentamos alguns re-
sultados nume´ricos realizados na resoluc¸a˜o de problemas quadra´ticos convexos com esses
algoritmos.
Os testes foram realizados em um computador Dell Vostro 5470, Core(TM) i7-
4510U, CPU 2.00GHz, com 8GB RAM, usando Matlab R2012b (8.0.0.783).
Algoritmos testados
Foram considerados os Algoritmos SPG e PPG com matrizes de precondiciona-
mento dadas por (3.34), com F1 e F2 obtidos pela Rotina 3. Nos casos quadra´ticos e
convexos foi tambe´m utilizada a diagonal da Hessiana da func¸a˜o objetivo como matriz de
precondicionamento [15]. Tambe´m utilizamos uma versa˜o h´ıbrida dos Algoritmos SPG
e PPG. Nesta versa˜o, utilizamos o Algoritmo SPG ate´ que uma precisa˜o de εt > 0 seja
atingida, a partir deste momento utilizamos o Algoritmo PPG com as matrizes de precon-
dicionamento dadas por (3.34), com F1 e F2 obtidos pela Rotina 3. Assim, temos quatro
verso˜es a serem testadas:
• F1F2: Algoritmo PPG com matrizes de precondicionamento dadas por (3.34), com
F1 e F2 obtidos pela Rotina 3.
• diagH: Algoritmo PPG com matrizes de precondicionamento dadas pela diagonal
da matriz Hessiana, especialmente para func¸o˜es quadra´ticas estritamente convexas.
• SPG: Algoritmo SPG.
• SPG+F1F2: Algoritmo SPG ate´ obter uma precisa˜o εt e em seguida o Algoritmo
PPG com matrizes de precondicionamento dadas por (3.34), com F1 e F2 obtidos
pela Rotina 3.
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Como sugerido em [22], consideramos os seguintes paraˆmetros:
ηmin = 10
−30, ηmax = 1030, σ1 = 0.1, σ2 = 0.9, γ = 10−4 e M = 10.
A toleraˆncia necessa´ria na Rotina 2 foi considerada como εe = 10
−8.
Problemas teste
Os testes consistem em resolver problemas quadra´ticos convexos da forma
(PQ)
 minimizar
1
2
xtQx+ ctx
sujeito a x ≥ 0,
com Q ∈ IRn×n definida positiva e c ∈ IRn.
Dado J ∈ IN, e´ gerado inicialmente um vetor λ de autovalores positivos dis-
tribu´ıdos em J + 1 faixas, sendo ate´ bn/Jc autovalores da ordem 100, bn/Jc autovalores
da ordem 101 e assim por diante ate´ bn/Jc autovalores da ordem 10J . Em seguida, rea-
lizamos a decomposic¸a˜o QR de uma matriz randoˆmica de ordem n. Enta˜o a matriz Q e´
gerada por um produto conveniente da matriz unita´ria resultante da decomposic¸a˜o, sua
transposta e da matriz diagonal obtida pelo vetor de autovalores. Na Rotina 4 os passos
para obtenc¸a˜o dessas matrizes sa˜o apresentados em detalhes.
Rotina 4 (Matriz Q ∈ IRn×n com mo´dulo dos autovalores em J faixas)
Dados: n ∈ IN, J ∈ IN, p ∈ (0, 1)
Fac¸a λ = (0, . . . , 0)
Para i ∈ N fac¸a
Tome r o resto da divisa˜o de (i− 1) por (J + 1)
λ(i) = 10r
Tome τ um vetor randoˆmico de dimensa˜o n com componentes no intervalo [0, 1]
λ = λ+ p (λ ◦ τ)
Considere A ∈ IRn×n uma matriz randoˆmica
Fac¸a [M,RR] = QR(A), sendo QR a decomposic¸a˜o QR
Q = M ∗ diag(λ) ∗M t.
Foram testados 20 problemas de dimensa˜o 1000 da forma (QP ). O vetor c foi
fixado com todas as componentes −1. As matrizes Q foram obtidas pela Rotina 4 con-
siderando J = 4 e p = 0.1. Os pontos iniciais x0 ∈ IRn foram gerados randomicamente
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Figura 3.1: Gra´fico de desempenho dos Algoritmos F1F2, diagH, SPG e SPG+F1F2.
com componentes no intervalo [0, 5]. O nu´mero ma´ximo de iterac¸o˜es foi fixado em 10000.
Para a instaˆncia SPG+F1F2 foi considerado o paraˆmetro εt = 10
−1.
Consideramos o conceito de perfil de desempenho [42] para realizar a comparac¸a˜o
dos algoritmos. Adotamos o nu´mero de iterac¸o˜es e o tempo computacional gasto (CPU)
como medidas de desempenho nas comparac¸o˜es dos algoritmos. Na Figura 3.1 apresen-
tamos os gra´ficos com os perfis de desempenho das quatro rotinas F1F2, diagH, SPG e
SPG+F1F2 com relac¸a˜o a essas medidas. Podemos perceber nesta figura que o Algoritmo
PPG com as matrizes de precondicionamento dadas por (3.34), com F1 e F2 obtidos pela
Rotina 3, obteve o melhor desempenho tanto com relac¸a˜o ao nu´mero de iterac¸o˜es como
com relac¸a˜o ao tempo computacional gasto. O pior desempenho foi obtido pelo me´todo
PPG com a matriz de precondicionamento sendo a diagonal da matriz Q, o qual na˜o
conseguiu resolver nenhum dos problemas em 10000 iterac¸o˜es.
A Figura 3.2 mostra a variac¸a˜o na escala logar´ıtmica do valor da func¸a˜o objetivo
(figura da esquerda) e a variac¸a˜o da medida de estacionariedade do problema (figura da
direita) ao longo das iterac¸o˜es para as quatro instaˆncias na resoluc¸a˜o de um dos problemas.
Esta figura ilustra a dificuldade que o Algoritmo SPG tem para aumentar a precisa˜o ao
longo das iterac¸o˜es. Podemos perceber ainda a eficieˆncia do Algoritmo SPG+F1F2 para
obter a soluc¸a˜o com uma precisa˜o alta.
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Figura 3.2: Comportamento dos Algoritmos F1F2, diagH, SPG e SPG+F1F2 ao longo
das iterac¸o˜es.
Concluso˜es
Nesta tese propusemos, inicialmente, um algoritmo de filtro com restaurac¸a˜o ine-
xata para problemas de programac¸a˜o na˜o linear restritos sem fazer uso das derivadas da
func¸a˜o objetivo. O algoritmo e´ dividido em duas etapas: uma fase de viabilidade e uma
fase de otimalidade. Estas fases sa˜o independentes e o acoplamento entre elas e´ feito pelo
filtro, onde pode ser usado tanto o crite´rio de filtro original [55] quanto o inclinado [26]. A
fase de viabilidade reduz a medida de inviabilidade h sem avaliar a func¸a˜o objetivo e pode
ser computada por qualquer algoritmo que reduza suficientemente h, como por exemplo
o proposto em [93]. Ja´ a fase de otimalidade abrange te´cnicas de regia˜o de confianc¸a sem
derivadas. Seus modelos podem ser lineares ou quadra´ticos e ser obtidos por qualquer
te´cnica que aproxime adequadamente a func¸a˜o objetivo. A principal contribuic¸a˜o da tese
neste contexto foi provar que, sob hipo´teses razoa´veis, o passo completo satisfaz uma
condic¸a˜o de eficieˆncia [105, 106] que diz essencialmente que perto de um ponto via´vel na˜o
estaciona´rio, o decre´scimo da func¸a˜o objetivo e´ grande. E enta˜o a convergeˆncia global
do algoritmo e´ herdada dos resultados provados em [78, 106]. O algoritmo foi imple-
mentado em Matlab e testado para um conjunto de problemas selecionados da colec¸a˜o
CUTEst. Nesta implementac¸a˜o os modelos foram constru´ıdos por interpolac¸a˜o polino-
mial. Os testes mostram que a atualizac¸a˜o do conjunto interpolador merece atenc¸a˜o em
trabalhos futuros, visto que a falta de um bom controle do posicionamento deste conjunto
gera erros nume´ricos na construc¸a˜o dos modelos. Excluindo os problemas em que este
tipo de erro ocorreu, o algoritmo teve um bom desempenho comparado com o algoritmo
de filtro com restaurac¸a˜o inexata com derivadas proposto em [106]. Sugerimos tambe´m,
como trabalho futuro, a extensa˜o do algoritmo para problemas em que as derivadas das
restric¸o˜es tambe´m na˜o estejam dispon´ıveis.
Um segundo tema abordado neste trabalho foi o problema de complementaridade
linear. Neste contexto fizemos uma revisa˜o de algoritmos de pivotamento em blocos
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principais reescrevendo-os numa linguagem unificada. Exibimos exemplos de problemas
para os quais estes algoritmos entram em ciclo, e portanto na˜o convergem. Uma revisa˜o de
resultados de convergeˆncia e´ apresentada, ou para uma subclasse restritiva de problemas
ou para verso˜es modificadas e mais lentas do algoritmo. Nossa conjectura e´ de que seja
poss´ıvel provar a convergeˆncia do algoritmo, sem modificac¸o˜es, quando o problema tem
matriz-P e diagonalmente dominante por colunas. Esta conjectura e´ acentuada atrave´s
de alguns experimentos nume´ricos que mostram um excelente desempenho do algoritmo
nestes casos.
Foram apresentadas tambe´m duas aplicac¸o˜es para os algoritmos de pivotamento
em blocos principais. A primeira delas consiste na decomposic¸a˜o na˜o negativa de uma
matriz. A segunda no ca´lculo da projec¸a˜o necessa´ria no algoritmo de gradiente projetado
precondicionado com norma el´ıptica. Os algoritmos precondicionados visam melhorar
a precisa˜o da soluc¸a˜o obtida por um algoritmo sem precondicionamento. Como contri-
buic¸a˜o apresentamos uma matriz de precondicionamento com alguns resultados nume´ricos
promissores.
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Apeˆndice A
Resultados auxiliares – Cap´ıtulo 1
Neste apeˆndice discutimos as provas dos Teoremas 1.13 e 1.14, os quais garantem
a convergeˆncia global do Algoritmo 1.1. Cabe ressaltar que este algoritmo se encaixa nos
algoritmos gerais de filtro propostos em [106, Alg. 1] e [78, Alg. 2.1]. Para tanto, vamos
assumir que o algoritmo gerou sequeˆncias infinitas (xk) e (zk) e que as Hipo´teses H1-H5
esta˜o satisfeitas.
O primeiro resultado e´ decorrente exclusivamente do Algoritmo 1.1 e garante que
se este teve terminac¸a˜o finita, enta˜o um ponto estaciona´rio com precisa˜o ε foi obtido.
Lema A.1 Se o algoritmo parou de forma finita, enta˜o um ponto estaciona´rio com pre-
cisa˜o ε > 0 foi obtido.
Demonstrac¸a˜o. Considere k a u´ltima iterac¸a˜o realizada e ε suficientemente pequeno. Pela
desigualdade triangular e propriedade de contrac¸a˜o da projec¸a˜o, temos que∥∥PL(zk)(zk −∇f(zk))− zk∥∥ ≤ ∥∥PL(zk)(zk − gkj)− zk∥∥+
+
∥∥PL(zk)(zk −∇f(zk))− PL(zk)(zk − gkj)∥∥
≤ ∥∥PL(zk)(zk − gkj)− zk∥∥+ ∥∥∇f(zk))− gkj∥∥ .
Usando a definic¸a˜o de pikj dada em (1.9) e a Hipo´tese 4, segue que∥∥PL(zk)(−∇f(zk))∥∥ ≤ pikj(zk) + σδkj .
Com isso e o fato que k foi a u´ltima iterac¸a˜o realizada, temos que
∥∥PL(zk)(−∇f(zk))∥∥ ≤ ( 1µ + σ
)
ε
e um ponto estaciona´rio com precisa˜o ε foi obtido.
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Primeiramente vamos nos concentrar nos resultados garantidos para o algoritmo
geral de filtro proposto em [106, Alg. 1], os quais sa˜o herdados pelo nosso algoritmo e pelo
[78, Alg. 2.1]. No lema a seguir, verificamos que, se um ponto corrente e´ na˜o estaciona´rio,
enta˜o um novo ponto fora do filtro tempora´rio pode ser calculado e nenhum par do filtro
corresponde a um ponto via´vel.
Lema A.2 [106, Lemma 2.1] Para todo k ∈ IN tal que xk ∈ IRn e´ na˜o estaciona´rio valem
os seguintes fatos:
(i) hj > 0 para todo j ∈ IN tal que (f j, hj) ∈ Fk;
(ii) existe o ponto xk+1 /∈ F̂k.
Demonstrac¸a˜o. Vamos provar o resultado por induc¸a˜o. Considere k = 0. O item (i) e´
trivial, uma vez que, F0 = ∅. Ale´m disso, F̂0 = {(f 0, h0)}. Se h0 = 0, como x0 na˜o
e´ soluc¸a˜o do problema (pois e´ na˜o estaciona´rio), enta˜o basta tomar x1 via´vel tal que
f 1 < f 0, pois assim f 1 + αh1 = f 1 < f 0 = f 0 − αh0. Caso contra´rio, escolha x1 via´vel e
consequentemente 0 = h1 < (1 − α)h0. Portanto, x1 /∈ F̂0 em ambos os casos e (ii) vale
para k = 0.
Suponha como hipo´tese de induc¸a˜o que os resultados sa˜o va´lidos para algum
k − 1 ≥ 0. Vamos verificar inicialmente o item (i). Caso k − 1 seja uma iterac¸a˜o do
tipo f , temos Fk = Fk−1 e usando a hipo´tese de induc¸a˜o obtemos o resultado. Caso
contra´rio, k−1 e´ uma iterac¸a˜o do tipo h e Fk = Fk−1∪{(fk−1, hk−1)}. Assim, novamente
pela hipo´tese de induc¸a˜o, basta verificar que hk−1 > 0. Suponha, por contradic¸a˜o, que
hk−1 = 0. Pela hipo´tese de induc¸a˜o, existe xk /∈ F̂k−1, logo por (1.13) e (1.14) ter´ıamos
que fk < fk−1 e k − 1 seria uma iterac¸a˜o do tipo f , o que e´ uma contradic¸a˜o, provando
o item (i).
Para o segundo item temos, pela hipo´tese de induc¸a˜o, que existe xk /∈ F̂k−1. Se
hk > 0, como hj > 0 para todo (f j, hj) ∈ Fk−1 enta˜o basta tomar xk+1 como qualquer
ponto via´vel. Por outro lado, se hk = 0, enta˜o como xk na˜o e´ soluc¸a˜o do problema
podemos obter um ponto xk+1 via´vel, tal que
fk+1 + αhk+1 = fk+1 < fk = fk − αhk,
o que prova (1.13) e (1.14) e conclui a demonstrac¸a˜o.
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O resultado a seguir apresenta algumas propriedades decorrentes diretamente do
mecanismo do Algoritmo 1 de [106], e consequentemente, do Algoritmo 1.1 e do Algoritmo
2.1 de [78].
Lema A.3 Dado k ∈ IN, temos
(i) Fk ⊂ Fj, para todo j > k;
(ii) xk+p /∈ Fk+1, para todo p ≥ 1;
(iii) pelo menos uma das duas situac¸o˜es ocorre:
(a) hk+1 < (1− α)hk, ou
(b)
fk+1 < fk − αhk, caso seja usado o filtro original ou
fk+1 + αhk+1 < fk, caso seja usado o filtro inclinado.
Demonstrac¸a˜o. Considere uma iterac¸a˜o k. De acordo com o mecanismo do Algoritmo 1.1
temos
Fk+1 =
 Fk, quando k e´ uma iterac¸a˜o fFk ∪Rk, quando k e´ uma iterac¸a˜o h,
logo Fk ⊂ Fk+1. Usando este fato recursivamente verificamos o primeiro item. Para
garantir o pro´ximo to´pico, considere p ≥ 1. Usando o item anterior e a definic¸a˜o do filtro
tempora´rio temos Fk+1 ⊂ Fk+p ⊂ F̂k+p−1. Como xk+p /∈ F̂k+p−1, temos que xk+p /∈ Fk+1,
verificando a condic¸a˜o (ii). O terceiro e u´ltimo item decorre diretamente da definic¸a˜o de
F̂k e da exigeˆncia do algoritmo de que xk+1 /∈ F̂k.
Considere o conjunto
Kh =
{
k ∈ IN ∣∣ o par (fk, hk) entra no filtro} , (A.1)
constitu´ıdo pelos ı´ndices das iterac¸o˜es do tipo h.
Lema A.4 [106, Lema 1.2] Se Kh e´ um conjunto infinito, enta˜o hk Kh−→ 0.
Demonstrac¸a˜o. Suponha, por contradic¸a˜o, que existe δ > 0 tal que o conjunto K definido
por
K = {k ∈ Kh | hk ≥ δ}
seja infinito. Por H1 temos que x 7→ (f(x), h(x)) e´ cont´ınua e por H2 temos que a
sequeˆncia
{
xk
}
esta´ contida em um conjunto compacto. Deste modo, existe um conjunto
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K1 ⊂ K tal que a sequeˆncia ((fk, hk))k∈K1 e´ convergente. Portanto, podemos tomar ı´ndices
j, k ∈ K1 com j < k tais que para α ∈ (0, 1)
∥∥(fk, hk)− (f j, hj)∥∥ < αδ. (A.2)
Ale´m disso, note que se x ∈ F̂j, enta˜o h(x) − hj ≥ −αhj. Ademais, temos que f(x) −
f j ≥ −αhj caso o filtro considerado seja o original e f(x) − f j ≥ −αh(x) caso seja o
inclinado. Como k ∈ K, temos δ ≤ min{hk, hj}. Usando isto em (A.2), temos que
f j − fk < αmin{hj, hk} e hj − hk < αhj. Deste modo, por (1.13) e (1.14) temos que o
ponto xk ∈ F̂j. Como j ∈ Kh, temos F̂j = Fj+1. Portanto, xk ∈ Fj+1. Por outro lado,
como j < k temos, pelo Lema A.3 item (ii), que xk /∈ Fj+1, o que e´ um contradic¸a˜o e o
lema esta´ demonstrado.
Um resultado semelhante ao que acabamos de verificar e´ provado por Chin e
Fletcher em [26] e tambe´m em Fletcher et al. em [57], em que os autores tambe´m assumem
que a lista de pares que entram no filtro e´ infinita. Em [106], os autores verificam um
resultado mais forte, provando que existe pelo menos um ponto de acumulac¸a˜o estaciona´rio
sem exigir esta condic¸a˜o. Ja´ Karas et. al em [78] estabelecem que, se a regra de filtro
inclinado e´ usada, todo ponto de acumulac¸a˜o e´ via´vel, sem nenhuma hipo´tese adicional.
O pro´ximo lema garante que pelo menos um ponto de acumulac¸a˜o da sequeˆncia
gerada pelo algoritmo e´ via´vel.
Lema A.5 [106, Lema 1.3] Existe um conjunto infinito IN′ ⊂ IN tal que
hk
IN′−→ 0.
Demonstrac¸a˜o. Se o conjunto Kh definido em (A.1) e´ infinito, o resultado decorre do lema
anterior, com IN′ = Kh. Suponha agora que o conjunto Kh e´ finito. Como consequeˆncia
imediata, temos que existe k0 ∈ IN tal que toda iterac¸a˜o k > k0 e´ do tipo f . Sendo assim,
(fk)k≥k0 e´ uma sequeˆncia decrescente. Usando isto e os fatos de f ser cont´ınua por H1 e
limitada por H2, temos que
f(xk)− f(xk+1)→ 0. (A.3)
Considere K2 o conjunto dos ı´ndices das iterac¸o˜es que satisfazem a condic¸a˜o (iii)(b) do
Lema A.3, isto e´, o conjunto
K2 =
{
k ∈ IN | αhk < fk − fk+1}
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para o filtro original ou o conjunto
K2 =
{
k ∈ IN | αhk+1 < fk − fk+1}
para o filtro inclinado. Se o conjunto K2 for infinito, temos diretamente de (A.3) que
hk
IN′−→ 0, com IN′ = K2 para o filtro original e IN′ = {k + 1 | k ∈ K2} para o filtro
inclinado. Caso contra´rio, pelo Lema A.3 (iii) temos que existe k1 ∈ IN tal que para todo
k ≥ k1
hk+1 < (1− α)hk.
Logo
hk − hk+1 > αhk ≥ 0, (A.4)
e consequentemente a sequeˆncia (hk)k≥k1 e´ decrescente. Assim, como h e´ uma func¸a˜o
cont´ınua e limitada, temos que hk−hk+1 → 0. Deste modo, por (A.4), temos que hk → 0
quando K2 e´ finito. Portanto, em ambos os casos temos que a sequeˆncia (xk) possui pelo
menos um ponto de acumulac¸a˜o via´vel.
No pro´ximo lema verificamos um resultado mais forte que o lema anterior, apre-
sentando que todo ponto de acumulac¸a˜o da sequeˆncia gerada pelo Algoritmo 1.1 e´ via´vel
caso o filtro utilizado seja o inclinado.
Lema A.6 [78, Teorema 2.3] Todo ponto de acumulac¸a˜o de uma sequeˆncia gerada pelo
Algoritmo 1.1 segundo o filtro inclinado e´ via´vel, isto e´,
lim
k→∞
h(xk) = 0.
Demonstrac¸a˜o. Seja o conjunto K definido por
K = {k ∈ IN ∣∣ f j ≥ fk, ∀j ∈ IN com j > k} .
Considere uma iterac¸a˜o k ∈ K. Como k ∈ K, temos fk+1 ≥ fk e, consequentemente, k e´
uma iterac¸a˜o do tipo h. Ale´m disso, temos que, para todo j > k,
f j + αhj ≥ f j ≥ fk. (A.5)
Por outro lado, pelo mecanismo do algoritmo e o Lema A.3 (i) temos que
xj /∈ F̂j−1 ⊃ Fj ⊃ Fk+1.
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Ale´m disso, pelo fato de k ser uma iterac¸a˜o do tipo h temos Fk+1 = F̂k. Assim, xj /∈ F̂k.
Deste modo, usando isto, o fato de (fk, hk) ∈ F̂k em (1.14) e por (A.5) temos, para todo
j > k,
hj < (1− α)hk. (A.6)
Vamos dividir a demonstrac¸a˜o em duas partes. Primeiramente, suponha que o
conjunto K e´ infinito. Defina
K = {κ0, κ1, . . . , κi, . . .} .
Assim, usando (A.6) recursivamente para os ı´ndices em K temos que,
0 ≤ hκi < (1− α)ihκ0 .
Deste modo,
hk
K−→ 0.
Se o complementar de K for finito, conclu´ımos que hk → 0. Suponha agora que IN \ K
e´ infinito. Considere j /∈ K com j > κ0. Como K e´ infinito, existe um ı´ndice ij tal que
κij < j < κij+1. Usando novamente (A.6), temos
0 ≤ hj < (1− α)hκij < (1− α)(ij+1)hκ0 .
Portanto, hk → 0 quando K e´ um conjunto infinito.
Suponha agora que o conjunto K e´ finito. Seja k = max {k ∈ K} e o conjunto
S = {s0, s1, . . . , si, . . .} definido por
si =
 k + 1, para i = 0min{j > si−1 ∣∣ f j < f si−1 } , para i > 0.
Note que a sequeˆncia (f si)i∈IN e´ decrescente e o conjunto S deve ser infinito, pois do
contra´rio como a sequeˆncia (xk)k∈IN e´ infinita, ter´ıamos que o conjunto K seria infinito.
Se si+1 = si + 1, enta˜o x
si+1 /∈ F̂si . Caso contra´rio, temos que si+1 > si + 1 e f si+1 ≥ f si
e consequentemente si e´ uma iterac¸a˜o h. Deste modo, x
si+1 /∈ Fsi+1 = F̂si . Assim, em
ambos os casos temos xsi+1 /∈ F̂si . Portanto, ou temos que vale
0 ≤ hsi+1 < (1− α)hsi (A.7)
ou
f si − f si+1 > αhsi+1 ≥ 0. (A.8)
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Primeiramente, vamos verificar que hk
S−→ 0. Se (A.8) vale para todo i suficien-
temente grande, o resultado e´ trivial. Suponha que existe um conjunto IN′ ⊂ IN infinito
tal que (A.8) vale para todo i ∈ IN′. Enta˜o, por H2 e como (f si)i∈IN e´ decrescente, temos
que f si − f si+1 → 0. Portanto, usando isto e (A.8), temos hsi+1 IN′−→ 0. Deste modo, dado
ε > 0, existe ` ∈ IN tal que hsi+1 < ε para todo i ≥ ` com i ∈ IN′. Vamos verificar por
induc¸a˜o que hs`+j < ε, para todo j ∈ IN. Para j = 1 e´ trivial. Suponha, como hipo´tese de
induc¸a˜o, que esta condic¸a˜o vale para algum j ∈ IN. Considere `+j /∈ IN′, pois do contra´rio
na˜o ha´ mais nada a fazer. Logo, (A.7) vale em ` + j e assim, hs`+j+1 < (1− α)hs`+j < ε.
Portanto, hk
S−→ 0.
Finalmente, vamos mostrar que, no caso em que K e´ finito, todo ponto de acu-
mulac¸a˜o e´ via´vel. Dado j /∈ S com j > k, existe i ∈ IN tal que si < j < si+1. Pela
definic¸a˜o de S e como si + 1 < si+1, temos que si e´ uma iterac¸a˜o h e consequentemente,
f j ≥ f si . Assim, hj < (1− α)hsi e portanto, hk → 0 como desejado.
No lema seguinte mostramos que pro´ximo a um ponto na˜o estaciona´rio, todas as
iterac¸o˜es suficientemente grandes reduzem a func¸a˜o objetivo.
Lema A.7 [106, Lema 1.5] Considere x ∈ X na˜o estaciona´rio. Enta˜o existem k ∈ IN e
uma vizinhanc¸a V5 de x tais que para todo k > k, com x
k ∈ V5, a iterac¸a˜o k sera´ do tipo
f , ou seja k /∈ Kh, sendo Kh o conjunto dado em (A.1).
Demonstrac¸a˜o. Caso x seja um ponto via´vel, temos pelo Lema 1.12 que existe uma cons-
tante C8 > 0 e uma vizinhanc¸a V4 de x tais que para todo x
k ∈ V4, temos
f(xk)− f(xk+1) ≥ C8vk.
Pelo Lema A.2, temos que vk > 0. Assim, f(xk) > f(xk+1) e k /∈ Kh.
Considere agora o caso em que x e´ um ponto invia´vel. Suponha, por contradic¸a˜o,
que existe K ⊂ Kh infinito tal que xk K→ x. Como h e´ uma func¸a˜o cont´ınua, temos que
h(xk)
K→ h(x). Pelo Lema A.4 temos que h(x) = 0, o que contradiz o fato de x ser invia´vel
e o lema esta´ provado.
Vamos verificar, no resultado a seguir, que pelo menos um ponto de acumulac¸a˜o
da sequeˆncia gerada pelo Algoritmo 1.1 e´ estaciona´rio.
Teorema A.8 [106, Teorema 1.6] Toda sequeˆncia (xk)k∈IN gerada pelo algoritmo possui
um ponto de acumulac¸a˜o estaciona´rio.
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Demonstrac¸a˜o. Considere uma sequeˆncia (xk)k∈IN gerada pelo algoritmo. Suponha inici-
almente que o conjunto Kh dado em (A.1) e´ infinito. Pela Hipo´tese H2, temos que existe
um conjunto K1 ⊂ Kh e um ponto x ⊂ X tais que xk K1−→ x. Pela contrapositiva do lema
anterior, temos que x e´ um ponto estaciona´rio.
Suponha agora que o conjunto Kh seja finito. Assim, existe k0 ∈ IN tal que toda
iterac¸a˜o k > k0 e´ do tipo f . Portanto,
{
fk
}
k≥k0 e´ uma sequeˆncia decrescente. Usando
isto e os fatos de f ser cont´ınua por H1 e limitada por H2, temos que
f(xk)− f(xk+1)→ 0. (A.9)
Do Lema A.5, temos que a sequeˆncia gerada pelo algoritmo possui pelo menos um ponto
de acumulac¸a˜o via´vel. Assim, vamos verificar que o ponto de acumulac¸a˜o via´vel e´ tambe´m
estaciona´rio. Seja o conjunto K tal que xk K−→ x e suponha por contradic¸a˜o que x na˜o e´
estaciona´rio. Pelo Lema 1.12, temos que existem k2 ∈ IN e uma constante C8 > 0 tais que
fk − fk+1 ≥ C8vk, para todo k ∈ K com k ≥ k2. Como vk = vk0 > 0 para todo k ≥ k0,
temos que existe uma constante c > 0 tal que
f(xk)− f(xk+1) ≥ c,
para todo k ∈ K com k ≥ max {k0, k2}, o que contradiz (A.9). Logo x e´ um ponto
estaciona´rio e a demonstrac¸a˜o esta´ conclu´ıda.
No resultado anterior verificamos uma convergeˆncia mais fraca do me´todo, in-
dependentemente da regra do filtro adotada. Provamos que se a sequeˆncia gerada pelo
algoritmo e´ infinita, enta˜o pelo menos um dos pontos de acumulac¸a˜o desta sequeˆncia e´
um ponto estaciona´rio. Pore´m, quando o crite´rio de filtro inclinado e´ considerado, con-
seguimos uma convergeˆncia mais forte. Vamos verificar nos pro´ximos resultados que, se
for usada a regra de filtro inclinado, enta˜o todo ponto de acumulac¸a˜o da sequeˆncia e´
via´vel e estaciona´rio. Para tanto, consideramos para os demais resultados que o crite´rio
considerado e´ o de filtro inclinado.
Lema A.9 [78, Lema 3.3] Considere C4 > 0 a constante dada em (1.29). Enta˜o
f(xk+1) ≤ f(xk) + C4h(xk).
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Demonstrac¸a˜o. Por (1.29) e pelo fato que f(xk+1) ≤ f(zk), temos que
f(xk+1) ≤ f(zk) ≤ f(xk) + C4h(xk)
e a prova esta´ conclu´ıda.
O lema a seguir garante que o valor de f na˜o aumenta muito em uma sequeˆncia
de iterac¸o˜es.
Lema A.10 [78, Lema 3.4] Sejam C4 > 0 a constante dada em (1.29) e α ∈ (0, 1).
Considere um sequeˆncia finita de iterac¸o˜es I = {k, k + 1, . . . , K} tal que para todo k ∈ I
segue que fk ≥ fk. Se a regra de filtro e´ segundo a regia˜o Rk definida em (1.5), enta˜o
fK ≤ fk + C4
α
hk.
Demonstrac¸a˜o. Vamos inicialmente definir os seguintes valores:
Φ0 = f
k
Φ1 = Φ0 + C4h
k
Φ2 = Φ1 + C4(1− α)hk = Φ0 + C4[1 + (1− α)]hk
Φj = Φ0 + C4
(
j−1∑
i=0
(1− α)i
)
hk ≤ Φ0 + C4hk.
Vamos provar que existe um intervalo J com |J | ≤ K − k tal que a sequeˆncia neste
intervalo teve pelo menos um elemento em cada intervalo [Φj,Φj+1] para j ∈ 0, 1, . . . , J e
fK ∈ [ΦJ ,ΦJ+1]. Consequentemente,
fK ≤ Φ0 + C4
α
hk.
1o intervalo (j = 0). Como fk+1 ≥ fk, a iterac¸a˜o k e´ do tipo h. Deste modo, o par
(fk, hk) entrou no filtro permanente e, portanto, para todo k > k temos que
hk ≤ (1− α)hk. (A.10)
Pelo Lema A.9, temos que
fk+1 ≤ fk + C4hk = Φ1.
Considere k0 o maior ı´ndice k ∈ I tal que fk ≤ Φ1. Se k0 = K, a prova esta´ conclu´ıda.
Se na˜o,
fk0+1 > Φ1 ≥ fk0 . (A.11)
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2o intervalo (j = 1). Por (A.11), a iterac¸a˜o k0 e´ do tipo h e, como para j = 0, (f
k0 , hk0)
entrou no filtro permanente e, consequentemente, para todo k > k0
hk ≤ (1− α)2hk.
Por (A.11), Lema A.9 e (A.10), temos que
Φ1 < f
k0+1 ≤ fk0 + C4hk0 ≥ Φ1 + C4hk0 ≥ Φ1 + C4(1− α)hk = Φ2.
Seguindo o mesmo processo, tomamos k1 o maior ı´ndice neste intervalo tal que a iterac¸a˜o
e´ do tipo h. Se k1 = K, a prova esta´ conclu´ıda. Se na˜o,
fk1+1 > Φ2 ≥ fk1 ,
e fk1+1 estara´ no pro´ximo intervalo, ate´ que fkJ = fK seja obtido. Enta˜o
fK ≤ Φ0 + C4
α
hk,
e a prova esta´ conclu´ıda.
O pro´ximo resultado garante que a sequeˆncia (fk) converge.
Lema A.11 [78, Lema 3.5] A sequeˆncia (f(xk))k∈IN converge.
Demonstrac¸a˜o. Por H1 e H2, a sequeˆncia (fk) e´ limitada.
Nesta prova, vamos usar o fato de que, dada uma sequeˆncia (fk) tal que
lim sup(fk) > lim inf(fk) + χ, para χ > 0, e´ poss´ıvel extrair duas subsequeˆncias (fk)K e
(fk+jk)K tal que para todo k ∈ K,
fk+jk ≥ fk + χ e fk+r ≥ fk, ∀r ∈ {1, 2, . . . , jr}.
Para tanto, e´ suficiente considerar uma subsequeˆncia convergindo para o lim sup(fk) e
associar a cada ı´ndice ` o maior ı´ndice `− j` tal que
f `−j` ≤ f ` − χ,
se existir. Como para ` suficientemente grande esta definic¸a˜o e´ razoa´vel, pois basta
desconsiderar os primeiros ı´ndices da subsequeˆncia.
Suponha por contradic¸a˜o que lim sup(fk) > lim inf(fk)+χ, para χ > 0. Considere
a subsequeˆncia (fk)K como constru´ıda acima. Assim, conclu´ımos que para todo k ∈ K a
iterac¸a˜o k e´ uma iterac¸a˜o-h e pelo Lema A.10,
fk + χ ≤ fk+jk ≤ fk + C4
α
hk. (A.12)
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Considerando uma subsequeˆncia se necessa´rio, assuma que (xk)K convirja para x. Enta˜o
x e´ via´vel pelo Lema A.6. Isto contradiz (A.12) e a prova esta´ completa.
O pro´ximo resultado garante que, perto de um ponto via´vel na˜o estaciona´rio, a
reduc¸a˜o na func¸a˜o objetivo e´ positiva, impedindo que haja um ponto de acumulac¸a˜o na˜o
estaciona´rio.
Lema A.12 [78, Lema 3.6] Considere Rk como definido em (1.5). Seja x ∈ X um ponto
via´vel na˜o estaciona´rio. Enta˜o existem uma vizinhanc¸a V6 de x e uma constante χ > 0
tais que para todo xk ∈ V6, existe um ı´ndice `k ∈ IN tais que
f(xk)− f(xk+`k) ≥ χ.
Demonstrac¸a˜o. Pelo Lema 1.12, existem constantes C8 > 0 e C9 > 0 e uma vizinhanc¸a
V4 de x tais que para todo x
k ∈ V4, (1.56) e (1.57) valem. Consequentemente k e´ uma
iterac¸a˜o-f . Considere τ > 0 tal que B(x, τ) ⊂ V4 e defina V6 = B
(
x,
τ
2
)
.
Considere xk ∈ V6. Enquanto xk+i ∈ B(x, τ), as iterac¸o˜es (k + i) sa˜o do tipo f
e o filtro na˜o muda. Consequentemente, por (1.56), f decresce por pelo menos um valor
C8vk > 0. Portanto, existe um `k ∈ IN tal que xk+`k /∈ B(x, τ) e xk+i ∈ B(x, τ), para
i = 0, 1, . . . , `k − 1. Como xk ∈ V6, temos que∥∥xk − xk+`k∥∥ ≥ τ
2
.
Usando (1.56) e (1.57) e a desigualdade triangular,
f(xk)− f(xk+`k) ≥ C9
`k−1∑
i=0
∥∥xk+i − xk+i+1∥∥ ≥ C9 ∥∥xk − xk+`k∥∥ ≥ τC9
2
.
Tomando χ =
τC9
2
> 0, completamos a prova.
No resultado a seguir verificamos a convergeˆncia forte do algoritmo.
Teorema A.13 [78, Teorema 3.7] Considere Rk como definido em (1.5). Enta˜o todo
ponto de acumulac¸a˜o da sequeˆncia gerada pelo algoritmo e´ estaciona´rio.
Demonstrac¸a˜o. Por contradic¸a˜o, suponha que exista um ponto x na˜o estaciona´rio e um
conjunto infinito K ⊂ IN tal que xk K−→ x. Pelo Lema A.6, x e´ via´vel. Pelo Lema A.12,
existe uma constante χ > 0 tal que, para todo k ∈ K suficientemente grande, existe um
ı´ndice `k ∈ IN tal que
f(xk)− f(xk+`k) ≥ χ.
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Isto significa que a sequeˆncia (f(xk)) na˜o e´ uma sequeˆncia de Cauchy, contradizendo o
Lema A.11 e completando a prova.
Apeˆndice B
Desempenho dos me´todos de filtro
para os problemas da colec¸a˜o
CUTEst
Neste apeˆndice apresentamos, nas tabelas a seguir, os resultados nume´ricos obti-
dos pelos Algoritmos SD-FO, SD-FI, CD-FO e CD-FI, como discutidos na Sec¸a˜o 1.5. Os
dados dos 196 problemas selecionados da colec¸a˜o CUTEst esta˜o dispostos nas primei-
ras quatro colunas de acordo com a seguinte ordem: nome do problema na colec¸a˜o, sua
dimensa˜o n, quantidade |E| de restric¸o˜es de igualdade e quantidade |I| de restric¸o˜es de
desigualdade. As demais colunas apresentam os dados nume´ricos obtidos pelos algoritmos
de acordo com: quantidade de iterac¸o˜es k realizadas, quantidade de avaliac¸o˜es da func¸a˜o
objetivo, valor da func¸a˜o objetivo na soluc¸a˜o obtida x, valor da medida de inviabilidade
em x e o crite´rio de sa´ıda que o algoritmo obteve. Os resultados obtidos dos quatro Al-
goritmos SD-FO, SD-FI, CD-FO e CD-FI sA˜£o apresentados linha por linha para cada
problema.
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Nome n |E| |I| k #f f(x) h(x) sa´ıda
AIRCRFTA 8 5 0
2 47 0.0000e+00 2.3001E-07 1
1 47 0.0000E+00 2.3001E-07 1
3 4 0.0000E+00 2.2035E-07 1
3 4 0.0000E+00 2.2035E-07 1
ALLINITC 4 1 0
6 130 3.0479E+01 3.7864E-07 1
5 130 3.0479E+01 3.7864E-07 1
9 14 3.0475E+01 5.9468E-07 1
9 14 3.0475E+01 5.9468E-07 1
ALSOTAME 2 1 0
8 80 8.2085E-02 4.4409E-16 1
7 80 8.2085E-02 4.4409E-16 1
5 6 8.2085E-02 2.2204E-16 1
5 6 8.2085E-02 2.2204E-16 1
AVGASA 8 0 10
3 93 -4.6319E+00 1.0478E-11 1
2 93 -4.6319E+00 1.0478E-11 1
13 24 -4.6319E+00 2.9412E-09 1
13 24 -4.6319E+00 2.9412E-09 1
AVGASB 8 0 10
3 93 -4.4832E+00 5.6970E-14 1
2 93 -4.4832E+00 5.6970E-14 1
12 29 -4.4832E+00 6.5498E-09 1
12 29 -4.4832E+00 6.5498E-09 1
BIGGSC4 4 0 7
6 52 -2.4500E+01 0.0000E+00 1
5 52 -2.4500E+01 0.0000E+00 1
1196 20280 -2.4500E+01 0.0000E+00 1
1196 20280 -2.4500E+01 0.0000E+00 1
BT10 2 2 0
2 8 -1.0000E+00 4.4039E-09 1
1 8 -1.0000E+00 4.4039E-09 1
2 3 -1.0000E+00 4.4039E-09 1
2 3 -1.0000E+00 4.4039E-09 1
BT11 5 3 0
15 278 8.2489E-01 6.9420E-07 1
14 278 8.2489E-01 6.9420E-07 1
10 20 8.2489E-01 2.7847E-09 1
10 20 8.2489E-01 2.7847E-09 1
BT12 5 3 0
27 303 6.1881E+00 3.4108E-13 1
26 303 6.1881E+00 3.4108E-13 1
8 24 6.1881E+00 1.4894E-11 1
8 24 6.1881E+00 1.4894E-11 1
BT2 3 1 0
14 73 3.2568E-02 3.2783E-08 1
13 73 3.2568E-02 3.2783E-08 1
10 19 3.2568E-02 3.8325E-09 1
10 19 3.2568E-02 3.8325E-09 1
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Nome n |E| |I| k #f f(x) h(x) sa´ıda
BT3 5 3 0
6 48 4.0930E+00 4.4019E-15 1
5 48 4.0930E+00 4.4019E-15 1
9 10 4.0930E+00 1.0947E-08 1
9 10 4.0930E+00 1.0947E-08 1
BT4 3 2 0
169 242 -4.0703E+01 8.4581E-07 -2
125 211 -4.0765E+01 5.7480E-07 -2
8 14 -4.5511E+01 8.5798E-13 1
8 14 -4.5511E+01 8.5798E-13 1
BT5 3 2 0
29 168 9.6172E+02 3.2241E-07 1
28 168 9.6172E+02 3.2241E-07 1
6 10 9.6172E+02 1.4460E-11 1
6 10 9.6172E+02 1.4460E-11 1
BT7 5 3 0
125 209 3.0650E+02 1.7146E-07 -4
221 311 3.0650E+02 1.1017E-07 -4
11 19 3.0650E+02 2.7711E-07 1
11 19 3.0650E+02 2.7711E-07 1
BT8 5 2 0
176 426 1.5630E+00 9.0088E-07 -4
126 359 1.0006E+00 5.7364E-07 -4
3 5 1.0000E+00 3.3720E-07 1
3 5 1.0000E+00 3.3720E-07 1
BT9 4 2 0
51 275 -1.0000E+00 8.6013E-07 1
51 263 -1.0000E+00 1.9828E-07 1
7 10 -1.0000E+00 8.3483E-09 1
7 10 -1.0000E+00 8.3483E-09 1
CANTILVR 5 0 1
124 374 1.3408E+00 2.4134E-08 -4
170 450 1.3401E+00 4.0187E-10 -4
22 40 1.3400E+00 9.0666E-07 1
22 40 1.3400E+00 9.0666E-07 1
CB2 3 0 3
40 185 1.9522E+00 3.8588E-08 1
37 197 1.9522E+00 4.1106E-08 -4
5 8 1.9522E+00 2.9364E-09 1
5 8 1.9522E+00 2.9364E-09 1
CB3 3 0 3
2 12 2.0000E+00 7.1086E-13 1
1 12 2.0000E+00 7.1086E-13 1
2 39 2.0000E+00 1.4853E-10 1
2 39 2.0000E+00 1.4853E-10 1
CHACONN1 3 0 3
26 153 1.9522E+00 9.6818E-07 -4
25 153 1.9522E+00 9.6818E-07 -4
6 9 1.9522E+00 2.7316E-07 1
6 9 1.9522E+00 2.7316E-07 1
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CHACONN2 3 0 3
2 12 2.0000E+00 1.5821E-13 1
1 12 2.0000E+00 1.5821E-13 1
2 39 2.0000E+00 1.4843E-10 1
2 39 2.0000E+00 1.4843E-10 1
CONGIGMZ 3 0 5
2 12 2.8000E+01 2.1202E-07 1
1 12 2.8000E+01 2.1202E-07 1
6 61 2.8000E+01 2.1250E-07 1
6 61 2.8000E+01 2.1250E-07 1
COSHFUN 10 0 3
80 625 -6.6142E-01 1.5799E-10 1
79 625 -6.6142E-01 1.5799E-10 1
12 25 -6.6142E-01 1.1528E-08 1
12 25 -6.6142E-01 1.1528E-08 1
CRESC4 6 0 8
35 142 2.7720E+00 4.6563E-08 -4
5 97 7.2614E+00 6.3442E-09 -4
42 145 8.7190E-01 7.3922E-07 1
88 318 8.7190E-01 1.1713E-11 1
CSFI1 5 2 2
189 349 -1.3092E+01 2.2618E-07 -4
337 633 -1.5137E+01 7.0549E-09 -4
11 79 -4.9075E+01 1.0053E-09 1
11 79 -4.9075E+01 1.0053E-09 1
CUBENE 2 2 0
2 8 0.0000E+00 4.4436E-14 1
1 8 0.0000E+00 4.4436E-14 1
2 39 0.0000E+00 5.8276E-10 1
2 39 0.0000E+00 5.8276E-10 1
DEMYMALO 3 0 3
8 39 -3.0000E+00 9.6634E-13 1
7 39 -3.0000E+00 9.6634E-13 1
5 15 -3.0000E+00 2.1954E-09 1
5 15 -3.0000E+00 2.1954E-09 1
DIPIGRI 7 0 4
21 91 6.9474E+02 2.1540E-04 -4
20 91 6.9474E+02 2.1540E-04 -4
23 59 6.8063E+02 3.0291E-07 1
23 59 6.8063E+02 1.7616E-07 1
DUALC1 9 1 214
3 168 6.1553E+03 1.1935E-15 1
2 168 6.1553E+03 1.1935E-15 1
18 93 6.1552E+03 1.8372E-08 1
18 93 6.1552E+03 1.8372E-08 1
DUALC2 7 1 228
3 147 3.5513E+03 2.7617E-15 1
2 147 3.5513E+03 2.7617E-15 1
18 82 3.5513E+03 5.6364E-09 1
18 82 3.5513E+03 5.6364E-09 1
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DUALC5 8 1 277
3 93 4.2723E+02 0.0000E+00 1
2 93 4.2723E+02 0.0000E+00 1
27 130 4.2723E+02 2.2787E-14 1
27 130 4.2723E+02 2.2787E-14 1
DUALC8 8 1 502
3 93 1.8309E+04 6.9389E-15 1
2 93 1.8309E+04 6.9389E-15 1
14 84 1.8309E+04 4.7241E-09 1
14 84 1.8309E+04 4.7241E-09 1
EXPFITA 5 0 22
2 22 2.9986E+01 0.0000E+00 -4
1 22 2.9986E+01 0.0000E+00 -4
26 32 1.1366E-03 0.0000E+00 1
26 32 1.1366E-03 0.0000E+00 1
EXPFITB 5 0 102
2 22 1.4990E+02 0.0000E+00 -4
1 22 1.4990E+02 0.0000E+00 -4
22 24 5.0194E-03 0.0000E+00 1
22 24 5.0194E-03 0.0000E+00 1
EXPFITC 5 0 502
2 22 7.4952E+02 0.0000E+00 -4
1 22 7.4952E+02 0.0000E+00 -4
4786 271703 2.3303E-02 1.4442E-11 -1
5001 283958 2.3303E-02 1.4442E-11 -1
EXTRASIM 2 1 0
3 21 1.0000E+00 1.1670E-10 1
2 21 1.0000E+00 1.1670E-10 1
3 4 1.0000E+00 8.4266E-13 1
3 4 1.0000E+00 8.4266E-13 1
FCCU 19 8 0
50 479 1.1149E+01 5.7732E-15 1
49 479 1.1149E+01 5.7732E-15 1
29 65 1.1149E+01 4.2649E-09 1
29 65 1.1149E+01 4.2649E-09 1
FLETCHER 4 1 3
18 171 1.9525E+01 7.9486E-07 1
17 171 1.9525E+01 7.9486E-07 1
7 12 1.9525E+01 1.2322E-09 1
7 12 1.9525E+01 1.2322E-09 1
GENHS28 10 8 0
6 138 9.2717E-01 4.2597E-13 1
5 138 9.2717E-01 4.2597E-13 1
9 19 9.2717E-01 7.2899E-08 1
9 19 9.2717E-01 7.2899E-08 1
GIGOMEZ1 3 0 3
12 43 -3.0000E+00 3.3946E-12 1
11 43 -3.0000E+00 3.3946E-12 1
5 11 -3.0000E+00 1.0580E-08 1
5 11 -3.0000E+00 1.0580E-08 1
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GIGOMEZ2 3 0 3
57 194 1.9522E+00 1.0609E-09 -4
57 180 1.9522E+00 7.3399E-07 1
8 13 1.9522E+00 7.9515E-07 1
8 13 1.9522E+00 7.9515E-07 1
GIGOMEZ3 3 0 3
3 34 2.0000E+00 5.6127E-07 1
2 34 2.0000E+00 5.6127E-07 1
3 6 2.0000E+00 5.6127E-07 1
3 6 2.0000E+00 5.6127E-07 1
GOTTFR 2 2 0
2 8 0.0000E+00 4.5122E-07 1
1 8 0.0000E+00 4.5122E-07 1
2 3 0.0000E+00 4.5122E-07 1
2 3 0.0000E+00 4.5122E-07 1
HAIFAS 13 0 9
189 603 -9.3536E-02 8.5375E-10 -4
4 221 -3.1491E-02 2.3595E-03 -4
9 16 -4.5000E-01 1.2553E-07 1
2386 84675 -4.5000E-01 5.9194E-07 1
HALDMADS 6 0 42
4 258 1.2532E-04 2.2372E-12 1
3 258 1.2532E-04 2.2372E-12 1
10 100 1.2237E-04 1.6605E-09 1
10 100 1.2237E-04 1.6605E-09 1
HATFLDH 4 0 7
21 168 -2.4376E+01 6.9053E-05 -4
20 168 -2.4376E+01 6.9053E-05 -4
11 21 -2.4500E+01 8.0002E-10 1
11 21 -2.4500E+01 8.0002E-10 1
HEART6 6 6 0
2 30 0.0000E+00 3.7031E-08 1
1 30 0.0000E+00 3.7031E-08 1
2 3 0.0000E+00 3.7031E-08 1
2 3 0.0000E+00 3.7031E-08 1
HEART8 8 8 0
2 47 0.0000E+00 4.2555E-11 1
1 47 0.0000E+00 4.2555E-11 1
2 3 0.0000E+00 4.2555E-11 1
2 3 0.0000E+00 4.2555E-11 1
HIMMELBA 2 2 0
2 8 0.0000E+00 0.0000E+00 1
1 8 0.0000E+00 0.0000E+00 1
2 39 0.0000E+00 1.2000E-10 1
2 39 0.0000E+00 1.2000E-10 1
HIMMELBC 2 2 0
2 8 0.0000E+00 9.3286E-08 1
1 8 0.0000E+00 9.3286E-08 1
2 5 0.0000E+00 9.3286E-08 1
2 5 0.0000E+00 9.3286E-08 1
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HIMMELBE 3 3 0
2 12 0.0000E+00 0.0000E+00 1
1 12 0.0000E+00 0.0000E+00 1
2 39 0.0000E+00 5.0409E-11 1
2 39 0.0000E+00 5.0409E-11 1
HIMMELP2 2 0 1
80 135 8.4848E+01 0.0000E+00 -4
116 171 8.4848E+01 0.0000E+00 -4
17 24 -6.2054E+01 0.0000E+00 1
17 24 -6.2054E+01 0.0000E+00 1
HIMMELP3 2 0 2
10 21 -1.0288E+01 0.0000E+00 -2
9 21 -1.0288E+01 0.0000E+00 -2
8 17 -5.9013E+01 0.0000E+00 1
8 17 -5.9013E+01 0.0000E+00 1
HIMMELP4 2 0 3
10 21 -1.0288E+01 0.0000E+00 -2
9 21 -1.0288E+01 0.0000E+00 -2
8 11 -5.9013E+01 0.0000E+00 1
8 11 -5.9013E+01 0.0000E+00 1
HIMMELP5 2 0 3
13 19 -1.2530E+01 0.0000E+00 -2
12 19 -1.2530E+01 0.0000E+00 -2
14 24 -5.9013E+01 0.0000E+00 1
14 24 -5.9013E+01 0.0000E+00 1
HIMMELP6 2 0 5
13 19 -1.2530E+01 0.0000E+00 -2
12 19 -1.2530E+01 0.0000E+00 -2
13 70 -5.9013E+01 0.0000E+00 1
13 70 -5.9013E+01 0.0000E+00 1
HONG 4 1 0
18 75 2.2571E+01 4.9127E-14 1
17 75 2.2571E+01 4.9127E-14 1
15 39 2.2571E+01 0.0000E+00 1
15 39 2.2571E+01 0.0000E+00 1
HS10 2 0 1
26 143 -1.0000E+00 1.3030E-08 -4
24 154 -1.0000E+00 0.0000E+00 1
7 13 -1.0000E+00 1.0547E-11 1
7 13 -1.0000E+00 1.0547E-11 1
HS100 7 0 4
21 91 6.9474E+02 2.1540E-04 -4
20 91 6.9474E+02 2.1540E-04 -4
23 55 6.8063E+02 3.0154E-07 1
23 59 6.8063E+02 1.7616E-07 1
HS104 8 0 5
2 47 3.6574E+00 4.3502E-01 -4
1 47 3.6574E+00 4.3502E-01 -4
16 43 3.9512E+00 2.1570E-07 1
16 43 3.9512E+00 2.1570E-07 1
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HS105 8 0 1
2 47 1.2538E+03 5.0000E+00 -4
1 47 1.2538E+03 5.0000E+00 -4
43 91 1.0446E+03 4.5543E-13 1
43 91 1.0446E+03 4.5543E-13 1
HS108 9 0 13
58 309 -7.6024E-01 5.1390E-08 -4
57 309 -7.6024E-01 5.1390E-08 -4
21 1118 -7.3903E-01 4.1745E-07 -3
21 1118 -7.3903E-01 4.1745E-07 -3
HS11 2 0 1
14 106 -8.4985E+00 2.2302E-07 1
13 106 -8.4985E+00 2.2302E-07 1
6 10 -8.4985E+00 4.2285E-08 1
6 10 -8.4985E+00 4.2285E-08 1
HS111 10 3 0
217 425 -4.4875E+01 9.9401E-07 -4
283 520 -4.4875E+01 3.7638E-07 -4
51 95 -4.7761E+01 3.2658E-08 1
51 95 -4.7761E+01 3.2658E-08 1
HS112 10 3 0
2 68 -2.0960E+01 1.4491E+00 -4
1 68 -2.0960E+01 1.4491E+00 -4
35 156 -4.7761E+01 1.4831E-09 1
35 156 -4.7761E+01 1.4831E-09 1
HS113 10 0 8
18 1028 2.4306E+01 7.3362E-11 1
17 1028 2.4306E+01 7.3362E-11 1
16 38 2.4306E+01 2.7740E-07 1
15 34 2.4306E+01 2.4931E-08 1
HS114 10 3 8
203 590 -1.5527E+03 6.9254E-07 -4
280 687 -1.5527E+03 7.9540E-07 -4
30 58 -1.7688E+03 3.1114E-07 1
30 58 -1.7688E+03 3.1114E-07 1
HS117 15 0 5
54 238 2.4040E+03 0.0000E+00 -4
53 238 2.4040E+03 0.0000E+00 -4
25 43 3.2349E+01 1.3376E-14 1
25 43 3.2349E+01 1.3376E-14 1
HS118 15 0 17
5 160 8.6630E+02 0.0000E+00 -2
4 160 8.6630E+02 0.0000E+00 -2
21 21 6.6482E+02 0.0000E+00 1
21 21 6.6482E+02 0.0000E+00 1
HS119 16 8 0
4 159 1.4886E+03 1.7550E-15 -2
3 159 1.4886E+03 1.7550E-15 -2
15 36 2.4490E+02 3.9513E-09 1
15 36 2.4490E+02 3.9513E-09 1
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HS20 2 0 3
2 58 9.0900E+02 1.8028E+00 -4
1 58 9.0900E+02 1.8028E+00 -4
5 6 4.0199E+01 0.0000E+00 1
5 6 4.0199E+01 0.0000E+00 1
HS21 2 0 1
3 51 -9.9960E+01 0.0000E+00 1
2 51 -9.9960E+01 0.0000E+00 1
4 13 -9.9960E+01 0.0000E+00 1
4 13 -9.9960E+01 0.0000E+00 1
HS22 2 0 2
3 52 1.0000E+00 8.3991E-11 1
2 52 1.0000E+00 8.3991E-11 1
4 6 1.0000E+00 8.6324E-11 1
4 6 1.0000E+00 8.6324E-11 1
HS23 2 0 5
7 91 2.0000E+00 0.0000E+00 1
6 91 2.0000E+00 0.0000E+00 1
7 8 2.0000E+00 0.0000E+00 1
7 8 2.0000E+00 0.0000E+00 1
HS24 2 0 3
148 213 -6.9796E-01 3.3475E-07 -4
273 367 -8.0890E-01 6.4477E-07 -4
6 8 -1.0000E+00 5.5511E-14 1
6 8 -1.0000E+00 5.5511E-14 1
HS26 3 1 0
7 61 1.4315E-09 2.8598E-08 1
6 61 1.4315E-09 2.8598E-08 1
21 41 2.7528E-10 3.8970E-06 1
20 45 4.9202E-10 5.2241E-06 1
HS27 3 1 0
120 258 4.0006E-02 1.5578E-07 -4
104 191 4.0000E-02 4.5667E-07 -2
9 14 4.0000E-02 2.3626E-07 1
9 14 4.0000E-02 2.3626E-07 1
HS28 3 1 0
7 36 5.1428E-21 4.4409E-16 1
6 36 5.1428E-21 4.4409E-16 1
10 10 1.1981E-18 6.1888E-09 1
10 10 1.1981E-18 6.1888E-09 1
HS29 3 0 1
14 23 -1.0648E+01 0.0000E+00 -2
13 23 -1.0648E+01 0.0000E+00 -2
10 23 -2.2627E+01 5.4611E-08 1
10 23 -2.2627E+01 5.4611E-08 1
HS30 3 0 1
20 156 1.0000E+00 0.0000E+00 1
19 156 1.0000E+00 0.0000E+00 1
21 46 1.0000E+00 0.0000E+00 1
21 46 1.0000E+00 0.0000E+00 1
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HS31 3 0 1
30 163 6.0000E+00 1.6606E-08 -4
29 163 6.0000E+00 1.6606E-08 -4
8 20 6.0000E+00 4.2318E-09 1
8 20 6.0000E+00 4.2318E-09 1
HS32 3 1 1
3 22 1.0000E+00 0.0000E+00 1
2 22 1.0000E+00 0.0000E+00 1
5001 179886 1.0000E+00 4.6024E-07 -1
5001 179886 1.0000E+00 4.6024E-07 -1
HS33 3 0 2
2 30 -3.0000E+00 0.0000E+00 -4
1 30 -3.0000E+00 0.0000E+00 -4
13 15 -4.5858E+00 5.2750E-09 1
13 20 -4.5858E+00 5.4510E-10 1
HS34 3 0 2
5000 5136 -6.6517E-01 2.5798E-07 -1
5000 5169 -7.0825E-01 0.0000E+00 -1
6 19 -8.3403E-01 5.5650E-07 1
6 19 -8.3403E-01 5.5650E-07 1
HS35 3 0 1
3 12 1.1111E-01 0.0000E+00 1
2 12 1.1111E-01 0.0000E+00 1
8 9 1.1111E-01 0.0000E+00 1
8 9 1.1111E-01 0.0000E+00 1
HS36 3 0 1
18 27 -1.3701E+03 0.0000E+00 -4
17 27 -1.3701E+03 0.0000E+00 -4
5 5 -3.3000E+03 0.0000E+00 1
5 5 -3.3000E+03 0.0000E+00 1
HS37 3 0 2
14 23 -1.4049E+03 0.0000E+00 -4
13 23 -1.4049E+03 0.0000E+00 -4
5 35 -3.4560E+03 1.7077E-08 1
5 35 -3.4560E+03 1.7077E-08 1
HS39 4 2 0
51 275 -1.0000E+00 8.6013E-07 1
51 263 -1.0000E+00 1.9828E-07 1
7 10 -1.0000E+00 8.3483E-09 1
7 10 -1.0000E+00 8.3483E-09 1
HS40 4 3 0
13 175 -2.5000E-01 5.6446E-07 1
12 175 -2.5000E-01 5.6446E-07 1
6 10 -2.5000E-01 2.6440E-07 1
6 10 -2.5000E-01 2.6440E-07 1
HS41 4 1 0
5 201 1.9259E+00 6.6613E-16 1
4 201 1.9259E+00 6.6613E-16 1
6 12 1.9259E+00 4.4409E-16 1
6 12 1.9259E+00 4.4409E-16 1
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HS42 4 2 0
39 142 1.3856E+01 7.7358E-04 -4
32 144 1.3858E+01 5.9674E-06 -4
9 17 1.3858E+01 6.8457E-09 1
9 17 1.3858E+01 6.8457E-09 1
HS43 4 0 3
124 234 -4.4000E+01 8.9853E-07 -4
97 195 -4.4000E+01 6.9615E-07 -4
12 24 -4.4000E+01 1.9178E-07 1
12 24 -4.4000E+01 1.9178E-07 1
HS44 4 0 6
105 179 -3.5158E+00 8.2546E-07 -4
146 255 -3.5142E+00 1.0083E-06 -4
7 7 -1.5000E+01 3.7218E-09 1
7 7 -1.5000E+01 3.7218E-09 1
HS46 5 2 0
2 41 3.3376E+00 5.2764E-10 -4
1 41 3.3376E+00 5.2764E-10 -4
25 75 7.0355E-11 9.9386E-07 1
227 1525 1.8473E-08 1.0832E-07 1
HS47 5 3 0
100 194 5.1018E-01 2.7950E-08 -4
90 164 2.3776E+00 5.0739E-07 -4
22 44 2.9947E-11 3.8947E-08 1
22 44 2.9947E-11 3.8947E-08 1
HS48 5 2 0
7 279 4.2212E-18 1.2799E-08 1
6 279 4.2212E-18 1.2799E-08 1
10 13 2.8671E-18 1.1356E-08 1
10 13 2.8671E-18 1.1356E-08 1
HS49 5 2 0
108 209 5.2975E+01 8.8184E-07 -2
115 231 5.2975E+01 3.1278E-07 -4
24 24 1.4044E-09 2.0659E-08 1
24 24 1.4044E-09 2.0659E-08 1
HS50 5 3 0
129 200 2.6540E+03 2.5705E-07 1
76 139 2.8918E+03 2.7688E-07 1
14 14 3.1627E-23 5.8516E-11 1
14 14 3.1627E-23 5.8516E-11 1
HS51 5 3 0
5 298 2.4128E-17 8.8749E-09 1
4 298 2.4128E-17 8.8749E-09 1
9 12 1.7927E-18 2.6470E-09 1
9 12 1.7927E-18 2.6470E-09 1
HS52 5 3 0
3 24 5.3266E+00 2.2034E-15 1
2 24 5.3266E+00 2.2034E-15 1
10 14 5.3266E+00 2.2961E-15 1
10 14 5.3266E+00 2.2961E-15 1
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HS53 5 3 0
3 24 4.0930E+00 4.1592E-12 1
2 24 4.0930E+00 4.1592E-12 1
9 12 4.0930E+00 1.5052E-08 1
9 12 4.0930E+00 1.5052E-08 1
HS54 6 1 0
2 43 -7.6510E-01 5.6000E+03 -4
1 43 -7.6510E-01 5.6000E+03 -4
32 95 -8.6741E-01 9.0949E-13 1
32 95 -8.6741E-01 9.0949E-13 1
HS55 6 6 0
2 30 6.6667E+00 1.2467E-12 1
1 30 6.6667E+00 1.2467E-12 1
2 3 6.6667E+00 1.2467E-12 1
2 3 6.6667E+00 1.2467E-12 1
HS56 7 4 0
5000 5183 -3.4093E+00 4.4057E-08 -1
5000 5194 -3.4107E+00 6.2868E-07 -1
10 19 -3.4560E+00 1.3943E-07 1
10 19 -3.4560E+00 1.3943E-07 1
HS57 2 0 1
3 38 3.0647E-02 0.0000E+00 1
2 38 3.0647E-02 0.0000E+00 1
17 30 2.8460E-02 0.0000E+00 1
17 30 2.8460E-02 0.0000E+00 1
HS59 2 0 3
20 29 1.1809E+01 0.0000E+00 -2
19 29 1.1809E+01 0.0000E+00 -2
18 31 -6.7495E+00 0.0000E+00 1
18 31 -6.7495E+00 0.0000E+00 1
HS6 2 1 0
10 80 9.3436E-14 9.1704E-13 1
9 80 9.3436E-14 9.1704E-13 1
8 16 2.1124E-17 6.2029E-09 1
8 17 2.5029E-17 1.1785E-08 1
HS60 3 1 0
6 110 3.2568E-02 3.3951E-13 1
5 110 3.2568E-02 3.3951E-13 1
10 26 3.2568E-02 6.8020E-07 1
10 26 3.2568E-02 6.8020E-07 1
HS61 3 2 0
12 159 -1.4365E+02 5.0681E-07 1
11 159 -1.4365E+02 5.0681E-07 1
7 53 -1.4365E+02 2.1826E-09 1
7 53 -1.4365E+02 2.1826E-09 1
HS62 3 1 0
2 11 -2.5698E+04 2.7756E-17 -4
1 11 -2.5698E+04 2.7756E-17 -4
5001 299302 -2.6273E+04 6.2450E-17 -1
5001 299302 -2.6273E+04 6.2450E-17 -1
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HS63 3 2 0
55 202 9.6172E+02 8.9935E-07 -4
49 182 9.6172E+02 6.4047E-15 1
6 15 9.6172E+02 5.0298E-10 1
6 15 9.6172E+02 5.0298E-10 1
HS65 3 0 1
14 138 9.5353E-01 2.6357E-07 1
13 138 9.5353E-01 2.6357E-07 1
11 26 9.5353E-01 3.1251E-09 1
11 26 9.5353E-01 3.1251E-09 1
HS66 3 0 2
85 230 5.1822E-01 7.9615E-09 -4
88 255 5.1816E-01 2.3322E-08 -4
7 11 5.1816E-01 2.7062E-07 1
7 11 5.1816E-01 2.7062E-07 1
HS67 3 0 14
74 130 -8.7241E+02 0.0000E+00 -4
63 123 -8.7241E+02 4.2278E-09 -4
23 36 -1.1621E+03 2.2737E-13 1
23 36 -1.1621E+03 2.2737E-13 1
HS68 4 2 0
2 17 -2.6184E-01 6.8269E-01 -4
1 17 -2.6184E-01 6.8269E-01 -4
17 46 -9.2043E-01 5.5044E-07 1
17 46 -9.2043E-01 5.5044E-07 1
HS7 2 1 0
17 108 -1.7321E+00 8.3489E-14 1
16 108 -1.7321E+00 8.3489E-14 1
7 12 -1.7321E+00 7.5146E-10 1
7 12 -1.7321E+00 7.5146E-10 1
HS70 4 0 1
2 30 9.8186E-01 0.0000E+00 -4
1 30 9.8186E-01 0.0000E+00 -4
38 64 7.4985E-03 0.0000E+00 1
38 64 7.4985E-03 0.0000E+00 1
HS71 4 1 1
2 42 1.7994E+01 4.1150E-10 1
1 42 1.7994E+01 4.1150E-10 1
7 16 1.7014E+01 1.7805E-07 1
7 16 1.7014E+01 1.7805E-07 1
HS73 4 1 2
3 64 2.9894E+01 6.9364E-08 1
2 64 2.9894E+01 6.9364E-08 1
4 7 2.9894E+01 9.0386E-10 1
4 7 2.9894E+01 9.0386E-10 1
HS74 4 3 2
87 176 5.2343E+03 8.2381E-07 -2
155 265 5.2272E+03 6.6272E-07 -2
11 20 5.1265E+03 6.4941E-08 1
11 20 5.1265E+03 6.4941E-08 1
172
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HS76 4 0 3
4 33 -4.6818E+00 0.0000E+00 1
3 33 -4.6818E+00 0.0000E+00 1
8 9 -4.6818E+00 0.0000E+00 1
8 9 -4.6818E+00 0.0000E+00 1
HS77 5 2 0
2 42 4.0000E+00 5.6822E+01 -4
1 42 4.0000E+00 5.6822E+01 -4
14 40 2.4151E-01 1.1320E-07 1
14 40 2.4151E-01 1.1320E-07 1
HS78 5 3 0
16 321 -2.9197E+00 4.9262E-07 1
15 321 -2.9197E+00 4.9262E-07 1
6 13 -2.9197E+00 4.6392E-07 1
6 13 -2.9197E+00 4.6392E-07 1
HS79 5 3 0
47 112 8.1252E-02 8.0422E-07 -4
46 112 8.1252E-02 8.0422E-07 -4
9 22 7.8777E-02 5.1863E-08 1
9 22 7.8777E-02 5.1863E-08 1
HS8 2 2 0
2 8 -1.0000E+00 7.8872E-11 1
1 8 -1.0000E+00 7.8872E-11 1
2 4 -1.0000E+00 7.8872E-11 1
2 4 -1.0000E+00 7.8872E-11 1
HS81 5 3 0
5 33 5.3317E-02 1.1766E-01 -2
4 33 5.3317E-02 1.1766E-01 -2
6 14 5.3950E-02 4.4046E-09 1
6 14 5.3950E-02 4.4046E-09 1
HS84 5 0 3
19 42 -2.7656E+06 0.0000E+00 -2
18 42 -2.7656E+06 0.0000E+00 -2
7 8 -5.2803E+06 3.4925E-10 1
7 8 -5.2803E+06 3.4925E-10 1
HS85 5 0 21
94 248 -1.2985E+00 0.0000E+00 -4
143 303 -1.2986E+00 0.0000E+00 -4
34 48 -2.2156E+00 0.0000E+00 1
35 75 -2.2156E+00 0.0000E+00 1
HS86 5 0 10
9 199 -3.2349E+01 2.5462E-08 1
8 199 -3.2349E+01 2.5462E-08 1
7 14 -3.2349E+01 2.2204E-16 1
7 14 -3.2349E+01 2.2204E-16 1
HS9 2 1 0
170 210 -3.9417E-01 8.7386E-11 -2
301 342 -4.2886E-01 7.0019E-11 -2
8 10 -5.0000E-01 1.0414E-09 1
8 10 -5.0000E-01 1.0414E-09 1
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HS93 6 0 2
3 56 1.3707E+02 0.0000E+00 -2
2 56 1.3707E+02 0.0000E+00 -2
14 59 1.3508E+02 4.2807E-07 1
14 59 1.3508E+02 4.2807E-07 1
HS95 6 0 4
3 311 1.5669E-02 0.0000E+00 1
2 311 1.5669E-02 0.0000E+00 1
4 5 1.5620E-02 2.3927E-11 1
4 5 1.5620E-02 2.3927E-11 1
HS96 6 0 4
3 311 1.5669E-02 1.1177E-14 1
2 311 1.5669E-02 1.1177E-14 1
4 15 1.5620E-02 6.6721E-10 1
4 15 1.5620E-02 6.6721E-10 1
HS97 6 0 4
5 259 3.1360E+00 0.0000E+00 1
4 259 3.1360E+00 0.0000E+00 1
6 9 3.1358E+00 5.9330E-11 1
6 9 3.1358E+00 5.9330E-11 1
HS98 6 0 4
5 315 3.1358E+00 0.0000E+00 1
4 315 3.1358E+00 0.0000E+00 1
6 9 3.1358E+00 1.4589E-10 1
6 9 3.1358E+00 1.4589E-10 1
HUBFIT 2 0 1
3 14 1.6893E-02 0.0000E+00 1
2 14 1.6893E-02 0.0000E+00 1
8 9 1.6893E-02 0.0000E+00 1
8 9 1.6893E-02 0.0000E+00 1
HYPCIR 2 2 0
2 8 0.0000E+00 2.8677E-07 1
1 8 0.0000E+00 2.8677E-07 1
2 3 0.0000E+00 2.8677E-07 1
2 3 0.0000E+00 2.8677E-07 1
KIWCRESC 3 0 2
14 145 -2.8691E-07 4.6812E-07 1
13 145 -2.8691E-07 4.6812E-07 1
7 14 -5.8303E-11 3.5545E-10 1
7 14 -5.8303E-11 3.5545E-10 1
LOTSCHD 12 7 0
18 200 2.3984E+03 1.7036E-08 1
17 200 2.3984E+03 1.7036E-08 1
7 8 2.3984E+03 7.9667E-11 1
7 8 2.3984E+03 7.9667E-11 1
LSQFIT 5 4 0
16 49 5.1177E+02 3.8215E-01 -2
15 49 5.1177E+02 3.8215E-01 -2
6 7 1.2311E+02 5.4654E-13 1
6 7 1.2311E+02 5.4654E-13 1
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LSNNODOC 2 0 1
3 14 3.3787E-02 0.0000E+00 1
2 14 3.3787E-02 0.0000E+00 1
7 8 3.3787E-02 0.0000E+00 1
7 8 3.3787E-02 0.0000E+00 1
MADSEN 3 0 6
24 193 6.1643E-01 2.9787E-07 1
23 193 6.1643E-01 2.9787E-07 1
9 15 6.1643E-01 4.6817E-07 1
9 15 6.1643E-01 4.6817E-07 1
MAKELA1 3 0 2
85 252 -1.4082E+00 1.0260E-09 -2
107 276 -1.4082E+00 0.0000E+00 -2
5 8 -1.4142E+00 1.4426E-12 1
5 8 -1.4142E+00 1.4426E-12 1
MAKELA2 3 0 3
11 109 7.2000E+00 8.4279E-07 1
10 109 7.2000E+00 8.4279E-07 1
6 10 7.2000E+00 4.3036E-08 1
6 10 7.2000E+00 4.3036E-08 1
MARATOS 2 1 0
26 116 -1.0000E+00 4.4761E-08 1
25 122 -1.0000E+00 4.6544E-08 1
5 7 -1.0000E+00 1.3830E-07 1
5 7 -1.0000E+00 1.3830E-07 1
MATRIX2 6 0 2
17 410 9.9678E-08 0.0000E+00 1
16 410 9.9678E-08 0.0000E+00 1
5001 178813 1.1000E-09 8.9372E-09 -1
5001 178813 1.1000E-09 8.9372E-09 -1
MIFFLIN1 3 0 2
13 123 -1.0000E+00 9.1025E-07 1
12 123 -1.0000E+00 9.1025E-07 1
7 16 -1.0000E+00 3.4326E-09 1
7 16 -1.0000E+00 3.4326E-09 1
MIFFLIN2 3 0 2
22 163 -1.0000E+00 1.8117E-10 -4
16 151 -1.0000E+00 2.6248E-10 -4
7 14 -1.0000E+00 2.2269E-10 1
7 14 -1.0000E+00 2.2269E-10 1
MINMAXBD 5 0 20
158 203 7.6556E+02 0.0000E+00 -4
231 276 7.5560E+02 0.0000E+00 -4
16 28 1.1571E+02 2.9428E-07 1
16 28 1.1571E+02 2.9428E-07 1
MINMAXRB 3 0 4
11 167 -9.3070E-11 4.7527E-08 1
10 167 -9.3070E-11 4.7527E-08 1
7 17 -1.4821E-12 1.2847E-10 1
9 18 5.9481E-11 4.3933E-08 1
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MISTAKE 9 0 13
25 777 -1.0000E+00 8.2623E-07 -4
24 777 -1.0000E+00 8.2623E-07 -4
14 192 -1.0000E+00 1.9649E-07 1
14 192 -1.0000E+00 1.9649E-07 1
MWRIGHT 5 3 0
77 182 2.4979E+01 3.3412E-07 1
98 234 2.4979E+01 5.1289E-08 1
10 20 2.4979E+01 3.3601E-07 1
10 20 2.4979E+01 3.3601E-07 1
OET1 10 6 0
37 333 -2.3246E+03 1.6922E-09 -4
36 333 -2.3246E+03 1.6922E-09 -4
39 40 -2.3800E+03 2.0196E-09 1
39 40 -2.3800E+03 2.0196E-09 1
OET2 3 0 1002
14 158 5.3824E-01 2.7213E-09 -4
13 158 5.3824E-01 2.7213E-09 -4
8 16 5.3824E-01 5.5511E-15 1
8 16 5.3824E-01 5.5511E-15 1
OET3 3 0 1002
10 51 8.7160E-02 1.4052E-08 1
9 51 8.7160E-02 1.4052E-08 1
8 22 8.7160E-02 1.0397E-08 1
8 22 8.7160E-02 1.0397E-08 1
ODFITS 4 0 1002
3 93 4.5051E-03 5.0538E-12 1
2 93 4.5051E-03 5.0538E-12 1
7 18 4.5051E-03 0.0000E+00 1
7 18 4.5051E-03 0.0000E+00 1
PENTAGON 6 0 15
80 299 1.3442E-03 0.0000E+00 -4
5000 5219 1.3442E-03 0.0000E+00 -1
41 63 1.3653E-04 0.0000E+00 1
41 63 1.3653E-04 0.0000E+00 1
PFIT1 3 3 0
2 12 0.0000E+00 3.3145E-07 1
1 12 0.0000E+00 3.3145E-07 1
2 3 0.0000E+00 3.3145E-07 1
2 3 0.0000E+00 3.3145E-07 1
PFIT2 3 3 0
2 12 0.0000E+00 4.7807E-09 1
1 12 0.0000E+00 4.7807E-09 1
2 3 0.0000E+00 4.7807E-09 1
2 3 0.0000E+00 4.7807E-09 1
PFIT3 3 3 0
2 12 0.0000E+00 1.0370E-07 1
1 12 0.0000E+00 1.0370E-07 1
2 3 0.0000E+00 1.0370E-07 1
2 3 0.0000E+00 1.0370E-07 1
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PFIT4 3 3 0
2 12 0.0000E+00 2.8414E-09 1
1 12 0.0000E+00 2.8414E-09 1
2 3 0.0000E+00 2.8414E-09 1
2 3 0.0000E+00 2.8414E-09 1
POLAK1 3 0 2
59 157 7.3432E+00 6.4512E-08 -4
248 359 7.3155E+00 6.5181E-07 -4
12 26 2.7183E+00 1.2433E-08 1
12 26 2.7183E+00 1.2433E-08 1
POLAK3 12 0 10
43 814 5.9330E+00 7.5405E-07 -4
42 814 5.9330E+00 7.5405E-07 -4
16 28 5.9330E+00 8.9360E-07 1
16 28 5.9330E+00 8.9360E-07 1
POLAK4 3 0 3
19 162 -9.1850E-09 6.1598E-08 1
18 162 -9.1850E-09 6.1598E-08 1
16 28 -2.8179E-08 4.4474E-08 1
16 28 -2.8179E-08 4.4474E-08 1
POLAK5 3 0 2
2 12 5.0000E+01 0.0000E+00 1
1 12 5.0000E+01 0.0000E+00 1
11 46 5.0000E+01 5.7906E-06 1
5001 100196 5.0000E+01 9.5319E-07 -1
POLAK6 5 0 4
136 201 -3.0468E+01 0.0000E+00 -4
164 233 -3.5401E+01 0.0000E+00 -4
12 35 -4.4000E+01 2.1802E-07 1
12 35 -4.4000E+01 2.1802E-07 1
POWELLL20 5 0 4
136 201 -3.0468E+01 0.0000E+00 -4
164 233 -3.5401E+01 0.0000E+00 -4
12 35 -4.4000E+01 2.1802E-07 1
12 35 -4.4000E+01 2.1802E-07 1
PT 2 0 501
3 33 1.7839E-01 0.0000E+00 1
2 33 1.7839E-01 0.0000E+00 1
7 13 1.7839E-01 0.0000E+00 1
7 13 1.7839E-01 0.0000E+00 1
QC 9 0 4
2 169 -8.0985E+02 0.0000E+00 -4
1 169 -8.0985E+02 0.0000E+00 -4
3 3 -9.5654E+02 0.0000E+00 1
3 3 -9.5654E+02 0.0000E+00 1
RES 20 12 2
2 2352 0.0000E+00 1.3106E-14 -4
1 2352 0.0000E+00 1.3106E-14 -4
6 6 0.0000E+00 1.3106E-14 1
6 6 0.0000E+00 1.3106E-14 1
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RK23 17 11 0
4 1545 8.3382E-02 2.1667E-11 1
3 1545 8.3382E-02 2.1667E-11 1
7 13 8.3333E-02 2.6751E-10 1
7 13 8.3333E-02 2.6751E-10 1
ROBOT 14 2 0
2 122 6.5933E+00 6.0550E-08 1
1 122 6.5933E+00 6.0550E-08 1
2 3 6.5933E+00 6.0550E-08 1
2 3 6.5933E+00 6.0550E-08 1
ROSENMMX 5 0 4
114 180 -3.0479E+01 0.0000E+00 -4
181 248 -3.5439E+01 0.0000E+00 -4
12 30 -4.4000E+01 5.5936E-08 1
12 30 -4.4000E+01 5.5936E-08 1
RSNBRNE 2 2 0
2 8 0.0000E+00 0.0000E+00 1
1 8 0.0000E+00 0.0000E+00 1
2 39 0.0000E+00 2.9249E-10 1
2 39 0.0000E+00 2.9249E-10 1
S268 5 0 5
33 179 6.0830E-03 0.0000E+00 -4
32 179 6.0830E-03 0.0000E+00 -4
23 58 1.1911E-08 0.0000E+00 1
23 58 1.1911E-08 0.0000E+00 1
SIMPLLPA 2 0 2
3 21 1.0000E+00 0.0000E+00 1
2 21 1.0000E+00 0.0000E+00 1
4 5 1.0000E+00 0.0000E+00 1
4 5 1.0000E+00 0.0000E+00 1
SIMPLLPB 2 0 3
3 21 1.1000E+00 0.0000E+00 1
2 21 1.1000E+00 0.0000E+00 1
4 12 1.1000E+00 0.0000E+00 1
4 12 1.1000E+00 0.0000E+00 1
SINVALNE 2 2 0
2 8 0.0000E+00 1.1033E-15 1
1 8 0.0000E+00 1.1033E-15 1
2 39 0.0000E+00 1.4552E-11 1
2 39 0.0000E+00 1.4552E-11 1
SNAKE 2 0 2
7 88 -5.9426E-04 5.9399E-08 1
6 88 -5.9426E-04 5.9399E-08 1
6 11 -1.2902E-09 1.2902E-13 1
6 11 -1.2902E-09 1.2902E-13 1
SUPERSIM 2 2 0
2 8 6.6667E-01 2.4825E-16 1
1 8 6.6667E-01 2.4825E-16 1
2 7 6.6667E-01 2.4825E-16 1
2 7 6.6667E-01 2.4825E-16 1
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SYNTHES1 6 0 6
2 29 1.0000E+01 0.0000E+00 -4
1 29 1.0000E+01 0.0000E+00 -4
10 38 7.5928E-01 4.6797E-07 1
10 38 7.5928E-01 4.6797E-07 1
SYNTHES2 11 1 13
2 80 1.4200E+02 1.0000E+00 -4
1 80 1.4200E+02 1.0000E+00 -4
6 10 -5.5442E-01 6.5390E-07 1
6 10 -5.5442E-01 6.5390E-07 1
SYNTHES3 17 2 21
2 173 1.2200E+02 1.0000E+00 -4
1 173 1.2200E+02 1.0000E+00 -4
12 19 1.5082E+01 2.8587E-10 1
12 19 1.5082E+01 2.8587E-10 1
TAME 2 1 0
2 8 0.0000E+00 0.0000E+00 1
1 8 0.0000E+00 0.0000E+00 1
2 4 0.0000E+00 0.0000E+00 1
2 4 0.0000E+00 0.0000E+00 1
TFI1 3 0 101
158 233 6.0856E+00 0.0000E+00 -4
115 208 6.0366E+00 0.0000E+00 -4
604 4909 5.3347E+00 1.1183E-07 1
687 5650 5.3347E+00 1.1011E-07 1
TFI2 3 0 101
3 83 6.4903E-01 0.0000E+00 1
2 83 6.4903E-01 0.0000E+00 1
7 15 6.4903E-01 0.0000E+00 1
7 15 6.4903E-01 0.0000E+00 1
TFI3 3 0 101
4 63 4.3012E+00 0.0000E+00 1
3 63 4.3012E+00 0.0000E+00 1
6 7 4.3012E+00 0.0000E+00 1
6 7 4.3012E+00 0.0000E+00 1
TRUSPYR1 11 3 1
138 757 1.1461E+01 1.3906E-08 -4
137 759 1.1461E+01 1.3224E-07 -4
23 45 1.1229E+01 4.1374E-07 1
23 45 1.1229E+01 4.1374E-07 1
TRUSPYR2 11 3 8
54 638 1.1451E+01 7.1753E-07 -4
53 638 1.1451E+01 7.1753E-07 -4
14 16 1.1229E+01 1.4000E-07 1
14 16 1.1229E+01 1.4000E-07 1
TRY-B 2 1 0
2 8 1.0000E+00 8.6543E-07 1
1 8 1.0000E+00 8.6543E-07 1
2 3 1.0000E+00 8.6543E-07 1
2 3 1.0000E+00 8.6543E-07 1
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TWOBARS 2 0 2
25 105 1.5087E+00 1.1993E-06 -4
17 116 1.5087E+00 2.0652E-07 -4
9 23 1.5087E+00 4.3637E-08 1
9 23 1.5087E+00 4.3637E-08 1
WOMFLET 3 0 3
33 192 1.4656E-06 1.0050E-06 -4
32 193 1.4656E-06 1.0050E-06 -4
21 55 -5.5297E-08 1.0950E-07 1
31 202 4.7172E-06 1.6054E-05 1
ZANGWIL3 3 3 0
2 12 0.0000E+00 0.0000E+00 1
1 12 0.0000E+00 0.0000E+00 1
2 7 0.0000E+00 2.0630E-33 1
2 7 0.0000E+00 2.0630E-33 1
ZECEVIC2 2 0 2
4 16 -4.1250E+00 0.0000E+00 1
3 16 -4.1250E+00 0.0000E+00 1
5 10 -4.1250E+00 7.0599E-10 1
5 10 -4.1250E+00 7.0599E-10 1
ZECEVIC4 2 0 2
9 102 7.5575E+00 0.0000E+00 1
8 102 7.5575E+00 0.0000E+00 1
9 11 7.5575E+00 8.8818E-16 1
9 11 7.5575E+00 8.8818E-16 1
ZY2 3 0 2
2 33 4.1410E+00 0.0000E+00 -2
1 33 4.1410E+00 0.0000E+00 -2
6 6 2.0000E+00 0.0000E+00 1
6 6 2.0000E+00 0.0000E+00 1
