Abstract. The purpose of this paper is to introduce a new spline approximation scheme for retarded functional differential equations. The special feature of this approximation scheme is that it preserves the product space structure of retarded systems and approximates the adjoint semigroup in a strong sense. These facts guarantee the convergence of the solution operators for the differential Riccati equation in a strong sense. Numerical findings indicate a significant improvement in the convergence behaviour over both the averaging and the previous spline approximation scheme.
1. Introduction. In this paper we introduce a new spline approximation scheme for linear time invariant retarded functional differential equations (RFDEs) and establish a number of convergence results. In particular we show that the approximate feedback law and the solution of the operator Riccati equation, associated with the linear quadratic control problem for this class of systems, converge in the uniform operator topology.
The first step of the general approach is to transform the RFDE ( 
J(u)=((T), c(r))+ [ly(t)l-+lu(t)l2] dt
(see e.g. [9] , [14] , [19] ). The optimal control can be characterized as a feedback law which is determined by an operator satisfying the differential Riccati equation (in the case T < oo), respectively, the algebraic Riccati equation (in the case T=o). These operator Riccati equations involve both the original generator M and its adjoint operator M*. Therefore, in order to approximate the feedback law and the Riccati operator in the strong operator topology, we have to approximate both semigroups 6e(t) and *(t) in the strong operator topology (see [20] [7] for the development of a spline approximation scheme for RFDEs and have then been applied.to problems of optimal control and parameter identification e.g. in [3] , [6] , [8] , [27] . In particular, Kunisch [27] has established weak convergence results for the solution operators of the differential Riccati equations. Numerical findings in [8] indicate that these operators indeed do not converge strongly for the spline scheme developed in [7] . The main reason for this seems to be that the subspace s in [7] has been chosen to be contained in the domain of M which is different from the domain of M*.
In order to overcome this unequal treatment of SO(t) and S*(t), our idea was to enlarge the subspace v such that it is neither contained in dom nor in dom M*, but contains sufficiently many elements of both domains. Of course, in this situation the approximating operators can no longer be defined by MV=pMp but have to be defined directly instead (for details see 5.1). As a result we are able to establish the desired convergence of the solution operators of the Riccati equation in theuniform operator topology for the finite time horizon problem. Despite the fact that in the case of the infinite time horizon problem our scheme always did converge numerically, we
were not able to prove this convergence following the approach presented in [20] . The reason is that we do not have the uniform (with respect to N) exponential stability of the approximating semigroups for our scheme (compare the remarks at the end of 5.3) . In this respect the spline approximation scheme differs from the averaging approximation scheme in [4] for which the uniform exponential stability property has been established in [38] .
In two preliminary sections we collect some basic facts from the state space and control theory for retarded systems ( 2) and give a short survey on the theory of the linear quadratic optimal control problem for abstract systems in Hilbert space and for RFDEs ( 3) . In 4.1 we present a general approximation scheme for abstract Cauchy problems in Banach space. In 4.2 we consider the problem of approximating the feedback law for the finite time horizon problem following the approach given by Gibson in [20] . The main part of this paper is 5, where we develop a special spline scheme and prove convergence results along the general ideas given in 4.1 and 4.2. We also give the explicit formulae for the matrices which are necessary for the implementation of our scheme. This scheme has remarkable qualitative properties which will be published elsewhere.
Finally, in 6 we present some of the many numerical calculations in order to demonstrate the good behaviour of our scheme and the advantage it offers over both the averaging approximation scheme [4] , [20] and the spline scheme in [7] , [8] . [18] ). The fundamental solution of (2.1a) will be denoted by X(t) and is the n x n matrix valued solution of (2.1a) which corresponds to u -= 0 and X(0) =/, X(r) 0 for -h _-< r < 0. [22] ). The spectrum of A is given by r(A)={A C[detA(A)=0}.
Note that o-(A*) r(A).
The control system (2.1) is said to be stabilizable if there exists a control law
where KoGR lxn, KI(" )G L2(-h, 0; ln), such that the closed loop system (2.1), (2.8) is stable. We have the following important characterization (see [33] , [36] The dual result is the following (see e.g. [10] or [36] , [37] 
where (t) is given by (3.2) and T>0 is a fixed final time. For the proof of the following result see [14] and [19] . 
Moreover, the optimal cost is given by (a) (,o, (O)o). In [19] it is also shown that (t) satisfies (3.) '(t)=*(r-t),(r, t)+ *(r-t)*,(r, t)dt, O <: <-T, v :
where (r, t) is the evolution operator given by (3.7) O(r, t)= oq(r t)w-(7"--O')--lg/(O')(I(o", t) dr, O<-t<=-<-T, .
Let us now consider the problem of minimizing the cost functional
where again v(t) is given by (3.2) . For this situation the following result has been proved (see [14] , [15] , [41] ; further references can be found in the survey paper [9] 
where v( t) is the mild solution of the Cauchy problem v (--3*)v, (0) and is the minimal solution of (3.9) . Moreover, the optimal cost is given by s(a) <o, o>.
(c) Suppose that the statements under (a) are satisfied and let be the minimal positive semidefinite solution of (3.9) . Moreover, let r( t), 0 <= <= T, be the unique positive semidefinite solution of (3.5) For the rest ofthis section we assume that system (2.1) is stabilizable and detectable, so that system () satisfies the assumptions of Theorem 3.2. Hence there exists a positive semi-definite operator e (M) satisfying the algebraic ccati equation (3.14) A*+nA-HBR-B*+C*C=O, e dora A. The equation can be written in this form since every solution of (3.9) maps dom into dora *, i.e., ( The equivalence of (H2) and (H2*) follows from the well-known relation between exponential estimates for a semigroup and dissipativity properties of its generator (cf., for instance, [32, Thm. [21] ). For delay equations this approach appears for the first time in [3] , [6] and has later on been used in [24] . We equally well could have used the Trotter-Kato theorem [32] . Next we consider the nonhomogeneous problem 
where v(t)= v(t; s, pVo, u) is the unique solution of (4.5). The optimal control is given by the feedback law 2N(t) ----I(jN)*N(t)N(t s)pNo (4.10) =--'(3x)*(t)dPx(t, s)ao, s<= <-T, where the strongly continuous, positive semidefinite operator N(t)" --> and the strongly continuous evolution operator v(t, s)" -> are defined by the equations N t)c b'N T--t)*pNpN dpN T, t)cc v(t, s)= rv(t-s)v-v(t-')3v-(3m)*N(')rv(% S)2 d% t>_s for 2 .I t follows immediately from (4.11) and the fact that s(t) is selfadjoint that (4.13) m(t)=plN(t)p , t<= T. (4.12) , that (4.14) pVN(t, s)= N(t, s)p S <-t<--_ T.
Note that these two facts justify the second equation in (4.12) . Moreover, the optimal cost of (4.9), (4.5) is given by (4.15) J(t) (no, N(S):o).
We remark that N(t), regarded as an operator on satisfies the following finite dimensional Riccati differential equation
Obviously, the most interesting question is how the original system (4.3) behaves when the optimal feedback control (. 8) The rest of the proof is analogous to that for part (a) but now using Lemma 5.5, (c). [BV] col (Bo, 0," ., 0) "g').
[ C 
Note that this is a system of 4n2(kN + 1) differential equations compared to the rt2(kN h-1) 2 differential equations of system (5.11) (in case p= 1, Aol 0).
If in the optimal feedback law (3.13) for the delay system (2.1) we use IIS (t)
instead of H(t) we get the suboptimal controls (compare (4.17)) (5.12) t N (t) -g -1B*II (t)p (v (t), xt"rv), O<=t<_T, where N(t) is the solution of (2.1) with u(t) ts(t). We introduce the n x n-matrices I/oN(t), 1 The additional condition used in [20] in order to prove convergence results analogous to those contained in Theorem 4.3 for the infinite time horizon problem in general cannot be satisfied for concrete realizations of the approximation scheme presented in this section. Especially this condition is not satisfied for the concrete realization of the scheme using spline functions as described in the next section. Despite this fact we did also numerical computations using the spline scheme for the infinite time horizon problem (see 6.2). Therefore we conclude this section with a short description of the equations governing the approximation of this problem. Consider system (Es) with the cost functional
The fdback law which minimizes j N(u) subject to (Es) is governed by the Riccati We conclude this section with some remarks:
(1) As we already mentioned in the Introduction, the spline scheme developed in this paper has interesting qualitative properties. For instance the relations between the state concept as defined in (2.4) and the dual state concept which are governed by the so called structural operator F are preserved under approximation (see [10] , [13] , [16] , [17] , [28] [31] ). These results will be published elsewhere (see also [26] ).
(2) Another very important property of the spline scheme is that the approximating systems (EN) are stable, stabilizable or detectable for all N sufficiently large whenever the delay system has the property (see [26] [-h,-h,_l) . Then the definition weakened. One can allow jumps of ej of A s has to be modified by adding additional terms containing the approximating delta impulses corresponding to these additional jumps. This idea has been used in [34] , where a realization of the scheme using piecewise linear functions is investigated.
If one uses stepfunctions then one obtains the well-known averaging scheme. This property has been exploited in [25] where a very efficient realization of the scheme by using Legendre polynomials is discussed.
6. Numerical results for the optimal control problem. The spline algorithm presented in 5.3 was applied to a large number of examples. In this section we present the numerical findings for some of those examples. The numerical results confirm the theoretical results in case of the finite time horizon problem. The scheme performs also very well in case of the infinite time horizon problem. This is shown by two examples which already have been considered in the literature [8] . For this example we have n 1, p 1, Aol=0, Ao Co=0, A1 Bo 1, Go= and R 1 / 2 . The optimal controls, trajectories and costs were calculated in [5] (5.18) was solved using the Newton-Kleinman algorithm as presented in [35] , for instance. The Lyapunov matrix equation which has to be solved in each step of this algorithm was solved using the quadratically convergent procedure given by R. A. Smith [40] (see also [35, p. 297]). The suboptimal trajectories N(t) and controls t N (t) were calculated as for the example in 6.1 using (5.19). The two examples were already considered in [8] where the approximation was done based on the spline algorithm developed in [7] . In this case we have n =p 1, Ao A1 Bo Co R 1. In Table 6 .3 we give the values for j(N) and the optimal costs JN=(IIp(b, bl), p(b, bl)) for the approximating systems (EN) with cost functional (5.16) and the corresponding values obtained in [8] .
In Table 6 rly-II--,0 as N-.
In Table 6 .5 we give the values for II(z), which governs the distributed feedback in In Tables 6.6 and 6.7 we present the values for tc(t) on 0 -< t-<4 and for v(t) on 0 =< _-< 3, respectively.
The results of this example show a significant improvement in the qualitative behavior of our spline scheme compared to the scheme presented in [8] . [8] ), whereas in our scheme II(-) is strictly monotone and obviously converging in the supremum norm. This property of our scheme becomes very important if one wants to implement the approximating feedback law in a real system. Our scheme seems also to be more accurate as far as approximation of Iloo by IIo and of J() by jN(N) or JN is concerned.
The next example is Example 4.2 in [8] and considers a simplified model for the Mach number control loop for the National Transonic Facility at NASA Langley Research Center. For details see [2] or [8] . The problem is to minimize J(u):
[xT(t)CCox (6.3) with initial data (6.6) y(0) x(h), y:(0)= x2(0), y3(0)= x3(0).
The solution of the latter problem is given by the feedback law t(t) -(0, 0, w 2)11o)7(t), where jT(t) is the solution of (6.3) with u(t)=ff(t) and initial data (6.6) . lrIo is the solution of the algebraic Riccati equation (6.7) ,' T fio + -Io, fioBoB [ (6.8) =y(Olflo(O+o (t.
Using (6.5) it is easy to calculate J(). In Table 6 .8 we give the values for J(i), J() and J ={IIp( , l),pN(o, )) and the values available in [8] . Computing J(t) for general initial data (b , bl) by using (6.8), (6.6) and (6.5) and comparing the result with In Table 6 .9 we present the values for Ho , Ho as computed in [8] and Hoo, whereas in Table 6 .10 we give the values for the second row of IIN(--jh/4) and IIl(-jh/4) for j =0,..., 4 . The other rows of these matrices are always zero. Again, our scheme is more accurate compared to the scheme in [8] and II(0) converges uniformly on [-h, 0] to II (0) . 
