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ABSTRACT 
Turbulent flow over a rough, porous gravel bed (particle diameter, D = 1.27 cm) is 
investigated in the laboratory using particle image velocimetry (PIV) and refractive index 
matching (RIM). This combination allows for detailed examination of flow fields both in the 
near-bed region and within the pore spaces at two flow Reynolds numbers. In additional 
experiments, a channel-spanning cylinder and a single spherical grain were mounted to the top of 
the bed to study the turbulent flow around obstacles adjacent to a highly permeable wall. 
Supplementary experiments involving a mobile bed (D = 1.3 mm) in a very thin flume are also 
presented. 
With no obstacle on top of the bed, the mean velocity flow structure resembles that of a 
classic boundary layer, but with a significant slip velocity at the bed interface. In addition, the 
permeability of the interface allows for large instantaneous near-bed streamwise momentum due 
to vertical momentum exchange by turbulence. In the pore spaces, mean velocities are 
subhorizontal in direction and 5-10% of the maximum free stream velocity. High Reynolds 
stresses near the bed, particularly around the crests of spherical roughness elements, suggest 
turbulence is produced by flow separation and the shedding of vortices from streambed grains, 
rather than via viscous friction as in a classic smooth wall boundary layer. The geometry and 
dimensions of turbulent flow structures—determined via multi-point correlations of velocity 
fluctuations and Galilean decompositions—appear similar to those of hairpin vortices, although 
the resemblance remains unconfirmed without time-resolved data.  
The structure of the turbulent flow field is strongly affected by the addition of a 
cylindrical obstacle. In particular, the cylinder produces strong downwelling into the bed 
upstream of its location and upwelling in discrete jets downstream. The velocity directions in the 
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pore spaces reflect this upwelling and downwelling in the stream above. Mean velocities in the 
pore spaces beneath the cylinder are accelerated up to 30% of the maximum free stream velocity. 
Downstream of the cylinder, flow separation produces a shear layer with high magnitude 
Reynolds stresses. However, rather than reattaching downstream, the shear layer dissipates in the 
outer region of flow, reaching the bed outside of the field of view, at ~11.5D downstream, with 
reduced Reynolds stresses. Furthermore, the streamlines do not reattach; rather, they are, like the 
Reynolds stresses, disturbed by upwelling fluid downstream of the cylinder, and the recirculation 
zone only extends 0.75D downstream and is truncated by the upwelling. Overall, the location of 
turbulence production is shifted away from the wall and to the height of the obstacle. Mesoscale 
turbulent flow structures appear to be produced by the rolling over of separated flow from the 
cylinder, while the dimensions of macroscale structures from upstream are strongly diminished 
by the obstacle.  
The single spherical grain produces a similar flow pattern to that of the cylinder, but the 
mean flow is more three-dimensional. Overall, the sphere presents less of a blockage to flow 
than the cylinder, and because flow can accelerate around the sphere in the streamwise-spanwise 
plane, the magnitude of fluid forced into the bed via downwelling and expelled via upwelling 
decreases by 50% in comparison to the cylinder. In addition, the magnitude of Reynolds stresses 
in the separated flow downstream of the single grain is 20% less than those observed for the 
cylinder. Similar to the cylindrical obstacle, the mean velocity streamlines and shear layer do not 
reattach downstream and are disturbed by upwelling flow. The recirculation zone is also affected, 
being rendered almost nonexistent, with a length of less than 0.25D. No standing horseshoe 
vortex is observed wrapping around the sphere, as often observed around hemispheres and 
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spheres mounted to smooth walls, but rather turbulent flow structures are limited to hairpin-like 
vortices produced by the shear layer. 
The results of these experiments have important implications for hyporheic exchange and 
sediment transport. In particular, the transfer of momentum across the streambed interface by 
turbulence not only increases net hyporheic exchange in highly permeable sediments but also 
provides an explanation for the bedform morphology of gravel bed rivers. Overall, the 
experiments described in this thesis make it clear that the permeability of gravel systems must be 
addressed for accurate descriptions of stream flow.  
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CHAPTER 1 
MOTIVATIONS FOR HYPORHEIC EXCHANGE RESEARCH 
 
 Before addressing the details of this study, it is necessary to place this work within the 
context of a much broader and more diverse body of research, particularly research on both the 
hyporheic zone and hyporheic exchange flows. The goal of this study is to better quantify the 
boundary conditions governing physical, chemical, and biological processes in the hyporheic 
zone and near-bed region of gravel streams. However, although this study approaches the topic 
via a detailed experimental examination of fluid dynamics, many researchers focus on other 
aspects of the field, investigating geochemical reactions or biodiversity, for example. Therefore, 
although the bulk of this thesis focuses on general fluid mechanics, this chapter reviews the state 
of hyporheic zone research from a multidisciplinary, environmental perspective. 
 
1.1 OVERVIEW OF THE HYPORHEIC ZONE 
 The hyporheic zone is the saturated transitional zone between surface water and 
groundwater (Fig. 1.1; Williams and Hynes, 1974; White, 1993; Krause et al., 2011). This zone is 
characterized by physical and biogeochemical properties derived from the mixing of surface 
water and groundwater (Krause et al., 2011). The hyporheic zone can extend over ten meters 
laterally from a stream channel and up to a meter below the stream bed (Wondzell and Swanson, 
1996). However, the boundaries of the zone are dynamic, responding to changes in sediment 
properties and rate of surface-subsurface hydrologic exchange (Gibert et al. 1990; Storey et al., 
2004). In this manner, the hyporheic zone cannot be viewed as separate from surface water and 
groundwater; instead, it must be considered as part of a hydrologic continuum (Brunke and 
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Gosner, 1997; Alley et al., 2002). 
 Hyporheic exchange flows are fluxes of fluid across the streambed-subsurface interface. 
Exchange flows between groundwater and surface water influence a stream's ecological health as 
well as the global cycling of nutrients (Cole et al., 2007; Battin et al., 2008). In this chapter, 
several interdisciplinary areas are discussed in which the hyporheic zone and hyporheic 
exchange flows are recognized as important topics of scientific study: (1) geosciences, (2) 
biochemistry, and (3) ecology. 
 
1.2 INTERSECTION OF HYDROGEOLOGY, BIOGEOCHEMISTRY, AND ECOLOGY 
 The hyporheic zone is a “dynamic ecotone” (Gibert et al. 1990; Vervier et al. 1992; 
Hancock, 2002) where hydrological, biological, and geochemical processes interact (Boulton et 
al., 2010). Such interactions are important for global environmental health and are controlled 
primarily by hyporheic exchange flows (Findlay, 1995; Cardenas and Wilson, 2007a,b). In the 
past, fluvial systems were often viewed as neutral pipelines that transport substances from the 
land to the ocean; however, it is now recognized that significant amounts of materials are 
transformed in their journey downstream or stored in stream and river sediments. In this manner, 
fluvial systems influence global nutrient cycles. For example, each year the world's streams and 
rivers receive 1.9 Pg of terrestrial organic carbon, a significant portion of the annual net 
terrestrial ecosystem production (Cole et al., 2007). Approximately 0.2 Pg of carbon is stored in 
fluvial sediments, at least 0.8 Pg is transformed and returned to the atmosphere, and less than 
half actually reaches the ocean (Cole et al., 2007). Furthermore, the cycling of carbon, nutrients, 
and contaminants in fluvial systems is largely dependent on the rates of microbial reactions in 
hyporheic zone sediments (Battin et al., 2008). These reactions require biochemical conditions 
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that are controlled by hyporheic exchange flows, which in turn are influenced by the geophysical 
factors that induce subsurface flow (Battin et al., 2008; Krause et al., 2011). In this manner, 
fluvial hydrology, geomorphology, biochemistry, and ecology all converge in the hyporheic zone 
to impact global environmental health. 
 Anthropogenic influences such as river regulation, mining, agriculture, and industrial 
activities have harmed many of the functions of the hyporheic zone in streams and rivers (Wood 
and Armitage, 1997; Hancock, 2002; Buss et al., 2009). The sources and potential impacts of 
anthropogenic activity are varied and numerous: (1) release of cool water from dams or warm 
water from hydrothermal dams can change the physiochemical that promote microbial reactions, 
(2) increased salinity from mining and agriculture can influence biofilm and invertebrate 
populations, (3) dredging streambed sediments can directly remove hyporheic habitat, (4) nearby 
groundwater extraction can reduce residence time of important reactants in the hyporheic zone, 
and (5) pesticides, heavy metals, and other pollutants can poison residents of the  hyporheic zone 
(Hancock, 2002). Thus, understanding hyporheic zone processes and their controls is essential 
for appropriate environment management and restoration (Wood and Armitage, 1997; Boulton et 
al., 2010). 
 
1.3 IMPORTANCE OF THE HYPORHEIC ZONE FOR GROUNDWATER HYDROLOGY 
 Groundwater-surface water interactions in the hyporheic zone are important for aquifer 
management. Downwelling hyporheic exchange flows contribute to groundwater recharge, while 
upwelling flows can result in exfiltration of groundwater to the surface (Krause et al, 2011). In 
general, the hyporheic zone is where surface water and groundwater mix, and exchange flows 
transfer not only the water itself but also its chemistry and other attributes across the surface-
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subsurface interface. For instance, groundwater–surface-water circulation, particularly in areas of 
surface recharge and discharge, must be considered in the design of long-term nuclear waste 
storage facilities (Toth and Sheng, 1996; Gascoyne, 2004).  
 
1.4 THE HYPORHEIC ZONE AS A VALUABLE REACTION ZONE 
 Mixing of groundwater and surface water renders the hyporheic zone a prime location for 
important chemical reactions. In particular, the hyporheic zone has steep chemical gradients in 
dissolved oxygen and redox potential because it is at the interface between oxidized surface 
water and reduced groundwater (Boulton et al., 1998; Chafiq et al., 1999; Krause et al., 2011). 
These chemical gradients enable high biogeochemical activity, making the hyporheic zone 
important for the cycling of organic matter. 
 Due to the steep redox potential gradient, both oxidizing and reducing microbial reactions 
can take place in the hyporheic zone. Microbial oxidation includes the oxidation of inorganic 
materials such as iron, sulfur, and nitrate by chemolithotrophic bacteria (Krause et al., 2011). 
Nitrification, or oxidation of ammonia to nitrite and then to nitrate by microorganisms, also 
occurs in hyporheic sediments and is an important step in the nitrogen cycle (Dent et al. 2000; 
Peterson et al., 2001; Krause et al., 2011). Microbial reduction reactions include the opposite 
process, denitrification, as well as methanogenesis and the reduction of CO2 to acetate (Krause et 
al., 2011). These hyporheic zone biochemical reactions contribute to ecosystem health and global 
cycling of nutrients (Battin, 2000; Minshall et al., 2000; Storey et al., 2004; Cole et al., 2007; 
Battin et al., 2008). In addition, these processes all take place in the hyporheic zone of streams, 
and their boundary conditions, i.e. the availability of reactants and removal of products, are 
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strongly influenced by hyporheic exchange flows (Findlay, 1995; Boudreau and Jorgensen, 
2001). 
 
1.5 SIGNIFICANCE OF HYPORHEIC EXCHANGE FOR SUBSTANCE TRANSPORT 
 Hyporheic exchange flows are important for transporting heat, biochemical reactants, and 
environmental contaminants both to and from the subsurface. Such nutrient, contaminant, and 
temperature fluxes across a stream bed are important for ecosystem health (Stanford and Ward, 
1988; Brunke and Gonser, 1997; Wood and Armitage 1997; Worman et al., 2002, 2006; Krause 
et al., 2011). 
 Transported biochemical reactants include dissolved organic carbon, dissolved oxygen, 
fine organic particulates, and other assorted nutrients (Worman et al., 2002, 2006; Krause et al., 
2011). Reactant transport provides the necessary material for the ecologically important reactions 
discussed in the previous section. For instance, exchange flows bring oxygenated stream water to 
hyporheic sediments where microbacteria engage in oxidation reactions (Haggerty et al., 2002). 
Exchange flows also allow for the release of carbon at the microbial level to higher trophic levels 
(Krause et al., 2011). In addition, hyporheic exchange flows influence the deposition of fine 
organic particles in stream bed sediments, in contrast to gravitational settling, which controls the 
deposition of larger particles (Minshall et al., 2000; Harvey et al., 2012). In the same manner that 
they transport important reactants, exchange flows also move more malignant substances, such 
as contaminants and pathogenic bacteria (Searcy et al., 2006; Arnon et al., 2010). 
 In addition to particles and solutes, hyporheic exchange flows transport heat across the 
stream bed interface. This heat transfer is both advective, from exchange flows, and convective, 
by means of steep temperature gradients (Krause et al., 2011). In general, more stable 
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groundwater temperatures serve to regulate stream and river temperatures (Burkholder et al., 
2008; Stewardson et al., 2011). 
  
1.6 THE HYPORHEIC ZONE AS A STORAGE ZONE AND BUFFER 
 The transport of substances such as nutrients or contaminants by exchange flows can 
result in their being stored in the hyporheic zone for a time period, during which they are subject 
to biogeochemical reactions. Evidence of the temporary storage of solutes is often observed in 
field experiments, where following an initial pulse of conservative solute tracer concentration, 
solute concentrations exhibit tails that indicate retention of some solutes (Worman et al., 2002; 
Cardenas, 2008). In this manner, non-reactive fine particles are filtered from the stream flow and 
stored in stream bed sediments (Arnon et al., 2010; Harvey et al., 2012). This process can occur 
by physical filtering in the sediment matrix or by biochemical activity. 
 Reactive substances are subject to chemical alteration during their transport through, and 
storage within, the hyporheic zone. In particular, biochemical reactions in the sediment act as 
buffers for nutrients or contaminants (Peterson et al., 2001; O'Connor and Harvey, 2008; Krause 
et al., 2011). Large influxes of potentially harmful substances, such as heavy metals, chlorinated 
volatile organic compounds, mono/dichlorobenzene, and other human-made chemicals used in 
paints, adhesives, petroleum products, pharmaceuticals, and refrigerants, can be attenuated by 
hyporheic zone reactions (U.S. Geological Survey, 2005; Krause et al., 2011). The residence 
times of such substances, and thus the length of time they are subject to the biological activity 
that attenuates them, are controlled by hyporheic exchange flows (Krause et al., 2011; Harvey et 
al., 2012). In this manner, the role of the hyporheic zone in stream ecosystems is analogous to 
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that of the liver in an animal: the hyporheic zone's physical and biogeochemical filters remove 
toxins from the stream (Hancock, 2002; Fischer et al., 2005). 
 Perhaps most important in agricultural streams is the buffering of nitrogen by the 
hyporheic zone. The main sources of anthropogenic nitrogen comprise fertilizer, nitrogen 
fixation by legume crops, human and animal waste disposal, and fossil fuel combustion 
(Peterson et al., 2001). Excess nitrogen from terrestrial systems is ultimately transported to 
surface water by runoff and groundwater flows (Peterson et al., 2001). It been observed that 
headwater streams typically transport less than half of the input nitrogen downstream to rivers, 
lakes, and estuaries, with the other half stored in stream bed sediments or converted by hyporheic 
microbial activity (Peterson et al., 2001; Cole et al., 2007). Thus, in nitrogen-rich agricultural 
streams, the hyporheic zone acts as a sink (Hill et al. 1998; Peterson et al., 2001). However, 
individual stream conditions ultimately determine the stream bed’s buffering capability. 
 For some substances, the hyporheic zone can act as a source rather than a sink. For 
instance, the ability of the hyporheic zone to buffer inorganic nitrogen depends on the balance 
between upwelling and down-welling surface water, sediment nitrate concentrations, water 
ammonium and organic carbon concentrations, and sediment hydraulic conductivity (Storey et 
al., 2004). Thus, in streams with ammonium-rich groundwater, the hyporheic zone can export 
nitrogen to the channel (Dent et al., 2000).  For global nitrogen cycling, reactions in the 
hyporheic zone determine the amount of nitrogen transported downstream and ultimately to the 
ocean. 
 Contaminants and other solutes stored in the hyporheic zone can be released back into the 
stream channel (Elliott and Brooks, 1997a,b). High flow events can erode dangerous reservoirs 
of contaminants in subsurface sediments, releasing the entire stored amount in one large pulse 
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(Arnon et al., 2010). In addition to contaminants from the stream that were stored in the 
hyporheic zone, groundwater contaminants can be exported to the channel by bed erosion 
(Krause et al., 2011). Overall, the combined source and sink effects of the hyporheic zone allow 
it to retain solutes for a time and then reintroduce them to the stream, delaying and attenuating 
the signals from natural processes such as precipitation as well as anthropogenic processes 
(Haggerty et al., 2002). 
 
1.7 ECOLOGY OF THE HYPORHEIC ZONE 
 Conditions in the hyporheic zone create unique habitats for various organisms. Compared 
with the river channel, the hyporheic zone has reduced flow velocities, lower amplitude 
temperature cycles, steep physical and chemical gradients, and increased substrate stability, 
making it habitable by both benthic (bottom-dwelling) and hypogean (subsurface) species 
(Krause et al., 2011). For this reason, it has been hypothesized that the hyporheic zone acts as a 
stable refuge for stream biota during a disturbance such as a storm (Williams and Hynes, 1974; 
Dole-Olivier et al. 1997; Wood et al. 2010). The subsurface is also home to unique, specialized 
organisms that have adapted especially to the hyporheic zone (Stanford and Ward, 1988; Findlay, 
1995; Brunke and Gonser, 1997; Datry and Larned, 2008; Stubbington et al., 2009), and it is the 
rooting zone for aquatic plants (Buss et al., 2009). Overall, the hyporheic zone thus provides 
habitat critical to stream and river ecosystem health. 
 
1.7.1 LIFECYCLES OF SALMON AND OTHER SPECIES 
 The hyporheic zone also provides temporary habitat for species during special periods in 
their lifecycles. For example, the amphibolite stonefly spends its nymph stage in the hyporheic 
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zone, returning to the stream to mate (Krause et al., 2011). The spawning habits of fish species 
such as salmon and trout are likely the most well studied examples in this area (Pollard, 1955; 
Greig et al., 2007). Many salmon species are at risk worldwide (Nehlsen et al., 1991; 
Montgomery, 2003), and to spawn, they migrate to mountain streams (Kondolf and Wolman, 
1993; Buffington et al., 2004). In streambed gravel, they bury their eggs, which then incubate in 
hyporheic sediments (Krause et al., 2011). Alevins, or newly spawned salmon, live within the 
sediments before emerging to the stream (Bjornn and Reiser, 1991).  Their spawning thus relies 
on hyporheic exchange flows, which help oxygenate embryos, remove metabolic waste, and 
sweep away fine sediment that could clog gravel pores and prevent emergence of alevins to the 
stream (Bjornn and Reiser, 1991; Greig et al., 2007). Thus, the health of salmon communities is 
directly linked to the health of the hyporheic zone. 
 
1.7.2 BIOFILMS 
 Hyporheic zone sediment is also prime habitat for biofilms (Stonedahl et al., 2012), 
which are clusters of microorganisms, such as viruses, bacteria, protozoa, and fungi embedded 
within extracellular substances (Arnon et al., 2010;  Krause et al., 2011). Biofilms form on the 
surface of rocks and vegetation, as well as on, or within, sands and silts, and they can reach up to 
several millimeters in thickness (Arnon et al. 2010; Costerton et al., 1995). Their extracelluar 
substances aid in filtering particles from the pore flow (Costerton et al., 1995; Searcy et al., 
2006; Strathmann et al., 2007). By filtering particles, biofilms participate in many of the 
important biochemical reactions discussed previously. Thus, the habitat provided for them in the 
hyporheic zone is coupled to the functioning of the hyporheic zone itself. 
 Hyporheic exchange flows are important in near surface sediments where biofilms grow. 
10 
 
Firstly, exchange flows supply the dissolved oxygen that supports aerobic bacterial metabolism 
(O’Connor et al., 2012), and the hydrodynamics of surface-subsurface interactions control 
microscale mass transfer to biofilms (De Beer et al., 1994). The results of Battin (2000) reveal 
that microbial activity increases with both greater upwelling and downwelling flow velocities, 
reaches a minimum when water flux across the subsurface interface decreases, and is higher 
along subsurface flow paths. 
 
1.8 SUMMARY OF MOTIVATIONS 
 The hyporheic zone is an amalgamation of hydrological, biogeochemical, and ecological 
processes. Comprised of the near-surface zone where groundwater and surface water mix, the 
hyporheic zone is characterized by steep physicochemical gradients. Its special chemistry 
facilitates habitat for unique organisms that perform important ecosystem functions. The 
biochemical reactions that take place in the hyporheic zone are paramount to the global cycling 
of carbon, nitrogen and other nutrients, as well as the transformation of stream contaminants. The 
health of these functions is controlled by hyporheic exchange flows between the surface and 
subsurface that give the zone the physical and chemical attributes it needs to flourish. Thus, 
understanding the boundary conditions imposed by hyporheic exchange flows is necessary for a 
proper investigation of the important physical, chemical, and biological hyporheic zone 
processes reviewed in this chapter. 
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1.9 FIGURES 
 
Fig. 1.1: The hyporheic zone is where groundwater and surface water mix. It can extend over 1 
m below a stream and 10 m laterally. The extent of the zone depends on hyporheic exchange 
flows, which can be advectively induced by meander bends or bedform topography. From Alley 
et al. (2002).  
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CHAPTER 2 
APPROACHES IN HYPORHEIC EXCHANGE RESEARCH 
 
In this chapter, 25 years of hyporheic exchange experiments are summarized. The often 
used Transient Storage Model (TSM) and associated solute tracer experiments—descriptive and 
empirical methods of investigating hyporheic exchange—are explained. These approaches are 
then compared with more recent process-based models, particularly bedform-induced advection 
and turbulence penetration, with the goal of demonstrating the need for more process-focused 
treatments of hyporheic exchange, of which the experimental investigation of turbulence in this 
study is one example. 
 
 
2.1 OVERVIEW OF PHYSICAL PROCESSES IN HYPORHEIC EXCHANGE 
Fluid exchange between the water column of a stream and a porous streambed is driven 
by the combination of several physical processes: (1) molecular diffusion, (2) roughness-induced 
advection, and (3) turbulence penetration. Different mechanisms are important in different 
situations. Exchange processes can be described by diffusion alone at low flow rates and low 
sediment permeabilities. For coarser sediments and faster flows, advection becomes dominant 
due to high permeability. For rapid flows and coarse sands and gravels, turbulence in the stream 
plays a large role, also due to high permeability. Although vital in the study of coarse-grained, 
high flow rate systems such as mountain streams, turbulence-driven exchange is the least 
addressed of these three exchange mechanisms in hyporheic exchange literature. 
Many studies of hyporheic exchange often use a 1-D dispersion model. The most 
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commonly used model of this type is the Transient Storage Model (Bencala and Walters, 1983). 
In such studies, conservative solutes are added to a stream or flume. Decreasing solute 
concentrations with time indicate solute storage in streambed sediments, thus acting as a proxy 
hyporheic exchange. This approach is empirical, describing all possible exchange processes by 
one or several lump coefficients. Thus, measurements in one stream do not apply to different 
streams or even the same stream at a different flow rate without extensive calibration (Choi et al, 
2000; Briggs et al., 2009). 
 
Process-based models of exchange have also been proposed. In the 1990s, bedform-
induced advection, or flow driven by the pressure gradients over streambed topography, was 
recognized as a significant driver of exchange. Many studies to date build on Elliott and Brooks' 
(1997a,b) experimental and theoretical treatment of this process. In the study of Elliott and 
Brooks (1997a,b), pore flow is driven by sinusoidal pressure gradients at the streambed that 
represent bedforms. In recent years, their model has been extended to larger-scale stream 
morphology, such as bars and meander bends, as well as more complicated bedform geometries 
and flow conditions (Marion et al., 2002; Cardenas et al., 2004, 2007a,b; Boano et al., 2007, 
Sawyer et al., 2009; Stonedahl et al., 2012). 
 
The effects of turbulent flow on hyporheic exchange have received limited treatment in 
the geophysical community. In some studies, experimental deviations from models are attributed 
to grain-scale effects or turbulence from the free stream (Packman et al., 2004). Recently, other 
researchers have incorporated turbulence into their hyporheic exchange models using numerical 
simulations that couple turbulent stream flow with pore space flow (Cardenas, 2008; Sawyer et 
al., 2009; Jannsen et al., 2012). A large portion of the literature that discusses turbulent flow 
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remains in the engineering and fluid dynamics community (Prinos et al., 2003; White and Nepf, 
2007; Singha et al., 2012). Such studies contain useful insights regarding flow over porous 
media, but few of them directly address geophysical applications. These studies are reviewed in 
Chapter 3. 
 
2.2 SOLUTE TRACER EXPERIMENTS AND THE TRANSIENT STORAGE MODEL 
To gain information about hyporheic exchange with streambed sediments, laboratory and 
field experiments often employ solute tracers. In such experiments, a conservative tracer is added 
to the water column, and its concentration in the stream is measured with time. Decreasing tracer 
concentrations imply that solute is leaving the stream and being stored in streambed sediments. 
NaCl is often used as a tracer, but some recent studies devise alternative tracer techniques, such 
as fluorescent dye and activated carbon (Carling et al., 2006). Overall, the rate of change in 
solute concentration over time gives information on solute storage and exchange rates.  
 A large number of hyporheic exchange studies utilize the Transient Storage Model 
(TSM), which was formulated by Bencala and Walters (1983) to decipher solute tracer data. The 
TSM predicts the concentration of solute tracer present in a stream through time by simulating 
solute storage with an empirically-defined storage zone (Fig. 2.1). This hypothetical storage zone 
is stationary, and solute is instantaneously and uniformly distributed throughout. Exchange of 
solute between the stream and the storage zone is 1-D and dispersive, i.e. proportional to the 
difference in solute concentration between stream and storage zone by an experimentally 
determined exchange coefficient. All physical mechanisms—diffusion, advection, turbulence—
that could drive exchange between the stream and the hyporheic zone or any other storage zones 
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are reduced to one representative storage zone. Exchange characteristics must be determined 
experimentally for individual stream reaches, and the processes that drive exchange must be 
ascertained from inverse modeling or simply inferred. 
 Although it is still wildly used, the TSM has several major shortcomings. First, inverse 
modeling with the TSM cannot necessarily determine actual exchange zones and their associated 
fluxes (Choi et al., 2000; Briggs et al., 2009). Second, the TSM has been shown to be invalid at 
long timescales due to sensitivity limitations in measuring solute concentrations (Marion et al., 
2002; Zaramella et al., 2003). Third, the model assumes an exponential residence time 
distribution of solute in the streambed, but processes such as bedform-induced advection 
(discussed in the next section of this chapter) produce power-law distributions and thus cannot be 
accurately captured by the TSM (Elliott and Brooks, 1997a,b). Field experiments also show 
power-law residence time distributions that are not characterized well by the TSM (Haggerty et 
al., 2002), and simulations suggest that residence time distributions at different stages in the 
exchange can be entirely different mathematical functions—exponential, or power-law with 
varying exponents—due to the competing effects of advection and dispersion (Bottacin-Busolin 
and Marion, 2010). 
 The TSM has been extended by more recent studies. Choi et al. (2000) examine the effect 
of adding multiple storage zones with different exchange parameters to the model, rather than 
one zone with a lumped exchange coefficient. Choi et al. (2000) conclude that one storage zone 
is sufficient for fitting the model to solute tracer data in most cases. Overall, multiple zones 
complicate the model and do not significantly aid in determining the contribution of actual 
processes and zone locations to total exchange. However, Bottacin-Busolin et al. (2011) re-
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examine this multiple storage zone model and suggest that, instead of over-parameterizing 
exchange, multiple storage zones could increase the potential for determining exchange 
processes by inverse modeling. Nonetheless, determining specific processes and storage zones 
with the TSM remains difficult. 
Many locale-specific solute tracer experiments have been conducted and analyzed with 
the TSM, whose purpose is often to quantify the differences in exchange behavior in different 
environments and flow conditions. However, their methods are empirical and have limited 
application to the flume experiments discussed in this thesis. Therefore, further discussion of 
such studies is omitted, and the remainder of this chapter focuses on process-based models and 
related flume experiments. 
 
2.3 ADVECTION-DRIVEN EXCHANGE 
Bedform-induced advection involves the exchange of fluid between the stream and 
streambed due to pressure variations created by grain clusters, ripples, dunes, and other 
streambed topography. High pressure on the stoss side of a bedform drives flow into the bed, 
while low pressures at the crest and lee side recirculation zone of the bedform promote flow back 
into the stream. Although this process has been observed previously, e.g. by the dye-tracer 
experiments of Thibodeaux and Boyle (1987), it receives extensive theoretical treatment by 
Elliott and Brooks (1997a,b), whose study serves as the foundation for much subsequent work. 
In the model of Elliott and Brooks (1997b), bedform-induced hyporheic exchange is 
described by a given pressure distribution at the bed surface that drives 2-D Darcian flow in the 
streambed sediments. To acquire an analytical solution for the pore space velocity field, they 
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represent flow over bedforms by a flat bed with idealized sinusoidal pressure variations (Fig. 
2.2). This simplification has been used previously by Toth (1963) to describe large scale 
topography in drainage basins, and it is also commonly used for various applications of small-
scale topography such as wavy permeable boundaries (Ho and Gelhar, 1973) and coastal ripples 
(Shum, 1992). From the velocity field solution, the hyporheic exchange rate, net mass exchange, 
and residence time distributions can be calculated. For flow over regular triangular bedforms, 
Elliott and Brooks (1997a,b) use an experimentally-determined pressure distribution from 
Fehlman (1985), with molecular diffusion assumed negligible. 
The model of Elliott and Brooks (1997b) shows that fluid penetrates the streambed at 
high pressure zones and leaves the streambed at low pressure zones. The exchange rate is 40% 
greater for triangular bedforms than for the ideal sinusoidal case, which Elliott and Brooks 
(1997b) attribute partly to pressure variations in the experimentally-determined pressure 
distribution that are smaller than the bedform wavelength. These small variations drive rapid but 
shallow exchange. Furthermore, introducing underflow driven by stream gradient to the model 
shortens residence times and reduces net mass exchange. 
To verify their model, Elliott and Brooks (1997a) conduct laboratory flume experiments 
using medium (D = 470 µm) and fine sand (D = 130 µm). Flow is studied over a flat bed, 
constructed triangular bedforms, and naturally formed bedforms for mean stream velocities from 
8.9 cm s-1 to 39 cm s-1. Exchange flow paths are visualized with fluorescent dye, and solute 
penetration is quantified by measuring depth profiles of dye concentration within the sediment 
for up to 14 days. 
The experiments of Elliott and Brooks (1997a) agree well with their model at short 
timescales. For longer timescales, once the dye penetrates to depths greater than half of the 
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bedform wavelength, the models significantly underpredict exchange. Similar solute exchange 
patterns at long timescales for both the flat bed and bedform cases indicate that processes 
unrelated to bedform-induced advection become important. Elliott and Brooks (1997a,b,) suggest 
that this additional exchange at long timescales could be from grain-scale pressure variations or 
shallow and rapid turbulence-driven exchange, both which are not included in the model. For 
example, Fries and Taghon (2010) show experimentally that grain-scale advection may be more 
important than ripple-scale advection for penetration of fine particles into streambed sediments. 
Nevertheless, the model of Elliott and Brooks is sufficient for describing exchange in the 
sediments and flows of their experiments. 
More recent experiments have extended bedform-induced advection to field applications 
and various bedform geometries, streambed sediments, and flow rates. Hutchinson and Webster 
(1998) use methods similar to Elliott and Brooks’ (1997b) to show that obstacles on a streambed, 
such as a large stone atop a bed of sand, induce exchange much like bedforms do. Their model 
predicts that exchange rate should increase with permeability, the flow velocity squared, and the 
diameter of the obstacle. 
 
Marion et al. (2002) use solute tracer flume experiments to show that the model of Elliott 
and Brooks (1997a,b,) does not adequately describe exchange with bedforms that have large 
amplitudes relative to their wavelengths. In particular, the model does not account for storage in 
the streambed above the mean flat bed elevation. In addition, since exchange depends on both 
amplitude and wavelength independently, different configurations of bedform shapes, i.e. 
different amplitude-to-wavelength ratios, can produce the same hyporheic exchange. 
Cardenas et al. (2004) impose sinusoidal pressure variations on a 3-D reconstruction of 
modern channel bend deposits to study the influence of sediment heterogeneity on hyporheic 
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exchange rates (Fig. 2.3). Their simulations show that the primary influence on pressure-driven 
advection is bedforms, as opposed to stream curvature or other streambed morphology. 
Streambed heterogeneity can result in either an increased or decreased exchange rate, depending 
on its location relative to bedforms. For a flat bed case, exchange patterns are controlled 
primarily by sediment heterogeneity. 
 For unsteady flow over bedforms, the advective flow pattern is similar to the steady flow 
case, but the exchange flux and mass storage in the streambed increase (Boano et al., 2007). In 
particular, the ratio between the maximum and minimum exchange rates is less than the ratio 
between the maximum and minimum discharges for a flood hydrograph. Furthermore, solutes 
stored in a streambed during a flood remain significantly longer after the flood has passed, 
indicating that the amount of solute stored in a streambed, and the depth to which this solute is 
present, may be underestimated by considering only constant discharge stream flow. 
Bedform-induced advection can be described by a diffusive model for a limited range of 
timescales. Marion and Zaramella (2005) find that, although a diffusive model does not fit 
experimental solute tracer data at short timescales, it agrees well with a bedform-induced 
advection model at intermediate times, after which both models diverge. In this intermediate time 
range, the diffusion coefficient of the model does not depend on solute chemistry but rather the 
streambed geometry and its hydraulic characteristics. Bottacin-Busolin and Marion (2010) 
confirm this result via their solute transport model. 
As opposed to imposing predetermined pressure variations, Cardenas and Wilson 
(2007a,b) simulate exchange with coupled stream flow and pore flow. Their model focuses on 
unidirectional, laminar flow over triangular bedforms. Their calculated free stream flow is used 
to determine the pressure distribution at the streambed, which drives Darcian pore flow (Fig. 
20 
 
2.4). The model assumes that the slip velocity is negligible at the streambed. Their simulations 
show that eddies in the stream flow detach from the bed at low pressure areas and reattach at 
high pressure areas, determining the pressure gradient that drives exchange. The reattachment 
point corresponds to a flow divide within the sediments. Calculated pore velocity fields show 
that the fluid has a higher velocity under bedform crests than that under troughs. Hyporheic 
exchange rates grow with increasing Reynolds number and larger pressure gradients. Exchange 
rate and Reynolds number are related by a power function, while Reynolds number and 
exchange depth are related asymptotically. The results of Cardenas and Wilson (2007a,b), 
particularly the role of eddy motions, differ somewhat from the results of models that account for 
turbulence. Such models are discussed in Chapter 3. 
In stratified sediments, armor layers are too thin to significantly change advective 
processes, but they do provide increased solute storage at short timescales (Marion et al., 2008). 
Such armor layers are created in natural settings when fines at the streambed surface are 
preferentially entrained, leaving a coarse surface layer. Marion et al. (2008) reach this conclusion 
through a two-layered analytical solution and supporting solute tracer flume experiments. The 
initial rate of mass transfer in an armor layer is four times that in an unstratified bed, with rapid 
mixing in the upper part of the bed. However, the rate of mass transfer in the underlying bed is 
similar in the unstratified and stratified cases. Furthermore, the armor layer can result in a higher 
exchange rate in a stratified, flat streambed than in a homogeneous streambed with bedforms. 
Stratified beds are also shown to produce flow paths that are more horizontal than the 
homogeneous case. Overall, assuming a homogeneous bed can lead to an underestimation of 
hyporheic exchange at short timescales (seconds) and an overestimation at long timescales 
(days), depending on the characteristics of the stratification. 
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In cross-bedded sediments, hyporheic exchange flow paths tend to be longer (Sawyer et 
al., 2009). Numerical simulations of coupled flow over permeability structures with cross-bedded 
heterogeneities also show that the exchange depth increases slightly compared to the 
homogeneous case. In particular, the average exchange depth is found to be 99% of the bedform 
wavelength. Furthermore, in a homogeneous model, flowpaths are often limited to adjacent 
upwelling and downwelling zones. In a cross-bedded model, however, flow paths can connect 
non-adjacent bedforms via preferential pathways in the subsurface. 
Exchange through small topographic features such as ripples has been shown to be much 
faster than exchange through bars and other large topographic features (Stonedahl et al., 2012). 
From field measurements of streambed topography, Stonedahl et al. (2012) calculate pressure 
head variations that drive Darcian pore flow in a 3-D representation of streambed sediments. The 
exchange predicted by their advection-based model is compared with TSM predictions of solute 
tracer experiments. Stonedahl et al. (2012) note that, although bedforms create the fastest 
exchange, the flow is produced by many linked processes. For instance, the inclusion of 
groundwater discharge in the model decreases the predicted hyporheic exchange rate, area, and 
residence time by producing a head gradient toward the stream. Overall, comparison of an 
advective model with the TSM shows that the sensitivity of conventional solute tracer 
experiments is insufficient for studying deep and long term hyporheic exchange as well as very 
rapid, shallow exchange. 
Advective exchange is not limited to bedform-induced exchange. Other studies focus on 
topographically-produced pressure variations at other scales, such as pool-riffle sequences 
(Kasahara and Wondzell, 2003; Tonina and Buffington, 2007), meander bends (Lautz and Siegel, 
2006; Peterson and Sickbert, 2006), and bars (Malard et al., 2002). However, the focus of this 
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thesis review is small-scale, rapid exchange driven by bedforms and turbulence; thus, further 
discussion of large-scale streambed morphology that drives exchange is omitted. 
 
2.4 TURBULENCE-DRIVEN HYPORHEIC EXCHANGE 
Almost all of the studies discussed in the previous two sections neglect turbulence not 
only in the stream flow but also at the streambed and within pore spaces. In particular, the often 
used equations that govern flow over an impermeable boundary do not apply to flow over and 
into a porous medium (e.g. Zhou and Mendoza, 1993). Thus, to examine previous research in 
turbulence-driven hyporheic exchange, it is necessary to review some of the principles of fluid 
mechanics and boundary layer structure. Such a review is presented in the next section, Chapter 
3, at the conclusion of which previous work on hyporheic exchange due to turbulence is 
revisited. 
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2.5 FIGURES 
 
Fig. 2.1: Experimental solute tracer concentrations and TSM predictions for Uvas Creek, Ca. 
From Bencala and Walters, 1983. The increase of chloride concentration at each observation 
point indicates the initial arrival of the solute plume. The exponential decay after each peak is 
due to storage of solute within the streambed by hyporheic exchange. By fitting TSM 
simulations to such data, the magnitude of hyporheic exchange can be calculated. 
 
 
 
 
Fig. 2.2: Sinusoidal head approximation used by Elliott and Brooks (1997b) to describe pressure 
variation above a bedform. The normalized pressure head h/hm is highest on the stoss side of the 
bedform and lowest at the crest and on the lee side of the bedform. This pressure head 
distribution can be approximated with a sine wave. 
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Fig. 2.3: 3-D model of heterogeneous streambed sediments to which Cardenas et al., (2004) 
apply sinusoidal pressure variations. K is the hydraulic conductivity of sediments. Areas of high 
hydraulic conductivity will facilitate hyporheic exchange. Thus, because natural streambeds are 
so heterogeneous, the pattern of hyporheic exchange is non-uniform. 
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Fig. 2.4: (a) Illustration of Cardenas et al.’s (2007b) model formulation and boundary conditions,  
(b) finite element mesh of model and white arrows showing flow normal to streambed, (c) 
example solution for flow direction above and within the sediments, and (d) streamlines showing 
recirculation vortex at lee side of bedform. 
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CHAPTER 3 
STRUCTURE OF TURBULENT BOUNDARY LAYERS 
 
 Fluid flow in natural streams is commonly turbulent. This chapter provides the theoretical 
basis for the experiments conducted in this thesis, reviewing the Navier-Stokes equations that 
govern fluid flow and the appropriate modifications to these equations for describing turbulent 
stream flow. In addition, the turbulent structure of smooth wall boundary layers, as revealed by 
recent experiments and models, is reviewed, and alterations to this framework for rough and 
porous walls and flows around streambed obstacles are discussed. 
 
3.1 NAVIER-STOKES EQUATIONS 
 The Navier-Stokes equations are the starting point for fluid mechanics theory. They arise 
from an application of Newtonian physics to a fluid continuum. An abridged derivation of the 
equations follows. Section 3.2 then summarizes the simplifications that can be made to these 
equations that aid in describing turbulent stream flow. Although index notation is often used in 
fluid mechanics derivations to show tensor operations, standard vector notation is used herein 
wherever possible. Where index notation is unavoidable, readers may refer to most fluid 
mechanics texts (e.g. Kundu et al., 2012). 
 By considering the conservation of momentum in a fluid continuum, the Cauchy 
momentum equation can be derived, which describes the general motion of a fluid:  
𝜌
𝐷𝒖
𝐷𝑡
= 𝒇 + 𝛻 ⋅ 𝝉 , (3.1) 
where  is the fluid density, u the velocity, f is the sum of all body forces (e.g. gravity) and 𝝉is 
the stress tensor, representing surface forces. Eq. (3.1) is, in essence, a statement of Newton's 
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Second Law: the material derivative on the left side of the equation represents the acceleration of 
a fluid parcel, while the right side corresponds to the sum of all body and surface forces. 
 To apply Eq. (3.1) to an actual fluid, the relationship between stress and deformation, or 
the constitutive equation, must be known. A Newtonian fluid is described by the simplest 
possible linear constitutive equation, where the non-diagonal components of the stress tensor ij 
are related to the shear strain rate 𝜕𝑢𝑖 𝜕𝑥𝑗⁄ + 𝜕𝑢𝑗 𝜕𝑥𝑖⁄  via the viscosity : 
𝜏12 = 𝜇 (
𝜕𝑢1
𝜕𝑥2
+
𝜕𝑢2
𝜕𝑥1
). (3.2) 
Eq. (3.2) shows only the second component of the first row of the stress tensor, but the other 
non-diagonal shear components are computed similarly. The diagonal components combine 
mechanical pressure, pm, with the viscous effects of expansion and compression:  
𝜏11 = −𝑝𝑚 + 2𝜇 (
𝜕𝑢1
𝜕𝑥1
) −
2
3
𝜇𝛻 ⋅ 𝒖. (3.3) 
Essentially, Eq. (3.3) relates the normal viscous stress on a plane perpendicular to the x1-axis to 
the extension rate in the x1 direction and the average expansion rate. Again, Eq. (3.3) shows only 
one diagonal component, but the others are calculated likewise.  
 Combining the Cauchy momentum equation with the constitutive equations for a 
Newtonian fluid yields the Navier-Stokes momentum equation. Herein, only gravitational body 
forces acting on an incompressible Newtonian fluid such as water are considered, where from 
continuity it follows that 𝛻 ⋅ 𝑢 = 0. In this case, the Navier-Stokes momentum equation 
simplifies to  
𝜌
𝐷𝑢
𝐷𝑡
= −𝛻𝑝 + 𝜌𝑔 + 𝜇𝛻2𝑢. (3.4) 
Eq. (3.4) shows that the acceleration of a fluid parcel is related to the pressure gradient, the force 
of gravity, and net viscous force per unit volume.  
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 The solution of the Navier-Stokes momentum equation is a velocity vector field; 
however, even in its simplified incompressible form, there is no known analytical solution. One 
must make further analytical assumptions, create numerical models, or conduct physical 
experiments to gain insight into specific fluid flow situations. Although physical experiments are 
the focus of this study, it is crucial to keep in mind the theoretical basis for the forces that 
contribute to fluid flow structures. A more thorough examination of the equations governing fluid 
flow can be found in Kundu et al. (2012).  
 
3.2 TURBULENCE 
 Almost all macroscopic, real-world fluid flows are turbulent. Turbulence is characterized 
by fluctuations in field variables such as velocity and pressure, even when the flow's boundary 
conditions for a given flow are constant (Munson et al., 2009; Kundu et al., 2012). Turbulence is 
a nonlinear process, occurring when a non-linearity parameter, the flow Reynolds number, 
exceeds a critical value. In general, turbulence is three-dimensional, unsteady, appears chaotic, 
has high vorticity, and manifests itself over a broad range of spatial scales. Although turbulent 
fluctuations are unpredictable in their exact details, useful predictions are still possible by means 
of dimensional arguments, numerical simulations, or empirical models. 
 
3.2.1 FLOW REYNOLDS NUMBER  
 One useful dimensional argument, the Reynolds number, serves to describe the transition 
from laminar to turbulent flow.  The dimensionless Reynolds number is obtained from 
dimensional analysis of the Navier-Stokes momentum equation:  
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𝑅𝑒 =
𝜌𝑢𝑙
𝜇
, (3.5) 
where ρ is the fluid density, u is a characteristic velocity scale, l is a characteristic length scale, 
and μ is the fluid viscosity (Munson et al., 2009). In essence, the Reynolds number describes the 
ratio of inertial to viscous forces in a fluid flow. At high Reynolds numbers the flow is turbulent, 
dominated by inertial forces that produce chaotic eddies and other flow structures. 
 In open channel flow, the velocity is scaled by the mean velocity and the length is scaled 
by the hydraulic radius. In general, channel flows with Re < 500 are laminar, and flows with 
Re > 2000 are fully turbulent (Kundu et al., 2012). Flows with 500 < Re < 2000 are considered 
transitional. However, Reynolds numbers may be computed using other length scales of interest, 
such as the boundary layer thickness (Section 3.3.1), the roughness size, or the pore space 
diameter. Where clarification is needed in this thesis, the words “Reynolds number” are prefaced 
with a description of the length scale, or “Re” is given a subscript, e.g. “pore Reynolds number,” 
or “Rep.” 
 
3.2.2 REYNOLDS AVERAGED NAVIER STOKES EQUATIONS 
 An instantaneous turbulent flow satisfies the Navier-Stokes equations; however, 
predicting the instantaneous flow in detail is impossible analytically and difficult numerically. 
Instead, the mean state of a turbulent flow can be examined. This section addresses the 
Reynolds-averaged Navier-Stokes (RANS) equations, which consider the mean momentum 
transfer by turbulence in a flow. 
 The first step in describing the mean turbulent flow is to separate the dependent-field 
variables into mean values and turbulent fluctuations from the mean:  
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𝑢𝑖 = 𝑈𝑖 + 𝑢𝑖′, 𝑝 = 𝑃 + 𝑝′, (3.6) 
where upper case letters denote the mean and those with primes represent fluctuations. This 
separation is called the Reynolds decomposition. In this summary, constant density and 
temperature are assumed. For a more detailed discussion of RANS equations that consider 
temperature and density changes, see Kundu et al. (2012).  
 Substituting Eq. (3.6) into Eq. (3.4), the Navier-Stokes momentum equation, and 
ensemble averaging each term yields an equation superficially similar to the instantaneous 
momentum equation:  
𝜕⟨𝑢𝑖⟩
𝜕𝑡
+ ⟨𝑢𝑗⟩
𝜕⟨𝑢𝑖⟩
𝜕𝑥𝑗
= 𝑔𝛿𝑖3 +
1
𝜌
𝜕
𝜕𝑥𝑗
(−⟨𝑝⟩𝛿𝑖𝑗 + 2𝜇 (
𝜕⟨𝑢𝑖⟩
𝜕𝑥𝑗
+
𝜕⟨𝑢𝑗⟩
𝜕𝑥𝑖
) − 𝜌⟨𝑢𝑖′𝑢𝑗′⟩). (3.7) 
However, the averaged equation contains an additional stress term compared to the instantaneous 
equation: −𝜌⟨𝑢𝑖′𝑢𝑗′⟩, the Reynolds stress tensor, which comprises the average stresses exerted on 
the flow by turbulent fluctuations. If turbulent fluctuations were completely random, this term 
would be zero; however, that is usually not the case (for instance, see Section 3.4 for a discussion 
of coherent turbulent structures in smooth wall boundary layers). When Reynolds stresses are 
present, they are often larger than the viscous stresses. Perhaps the most useful way to interpret 
the Reynolds stress is that it is the mean rate of momentum transfer by turbulence in the flow.  
 For instance, consider a simple shear flow with mean velocity 𝑼 = 𝑈(𝑦)and 
instantaneous fluctuations 𝑢′ and 𝑣′. At any moment, the rate of mass transferred across a plane 
perpendicular to the y-axis is 𝜌𝑣′, and the rate of x-momentum transfer across this plane is 
𝜌(𝑈 + 𝑢′)𝑣′. The average momentum transfer is then  
⟨𝜌(𝑈 + 𝑢′)𝑣′⟩ = 𝜌𝑈⟨𝑢′⟩ + 𝜌⟨𝑢′𝑣′⟩ = 𝜌⟨𝑢′𝑣′⟩, (3.8) 
for ⟨𝑢′⟩ = 0by definition of the Reynolds decomposition. Thus, Eq. (3.8) constitutes a shear 
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component of the Reynolds stress, representing the vertical transfer of streamwise momentum by 
turbulence. If 𝑑𝑈 𝑑𝑦⁄  is positive, such as in a boundary layer (Section 3.3), ⟨𝑢′𝑣′⟩ is likely 
negative. Although the RANS formulation in Eq. (3.7) is, like the Navier-Stokes equations, 
unsolvable analytically, measurements and simulations of the Reynolds stresses provide key 
insight into the average exchange of momentum in a turbulent flow.  
 Another useful measurable quantity related to the Reynolds stresses is the turbulent 
kinetic energy (TKE), which is given by the sum of Reynolds normal stresses in three-
dimensions:  
TKE =
1
2
(⟨𝑢′2⟩ + ⟨𝑣′2⟩ + ⟨𝑤′2⟩). (3.9) 
where u, v, and w refer to the first, second, and third components of velocity in the streamwise, 
wall-normal, and spanwise directions, respectively. The TKE can be thought of as the mean 
kinetic energy associated with vortices in a turbulent flow. It is produced by shear, friction, 
buoyancy, or external forcing and is then dissipated by viscosity via the energy cascade described 
in Section 3.3.3. 
 Hereafter, the apostrophe in the notation for velocity fluctuations will be omitted for 
convenience, i.e. 𝑢′ becomes 𝑢. 
 
3.3 OVERVIEW OF TURBULENT BOUNDARY LAYER STRUCTURE 
 At the limit of the Navier-Stokes equations at high Reynolds numbers, viscous effects in 
the main body of the flow become negligible. However, a description of flow around an object 
requires the viscous drag to satisfy the no-slip, or zero relative velocity, condition at the surface 
of an object. From this necessity arises the concept of the boundary layer, a thin layer of fluid 
surrounding the object in which viscous effects are important. In the boundary layer, a steep 
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velocity gradient satisfies the no-slip condition. For an overview of a simple laminar Blasius 
boundary layer, see Kundu et al. (2012). 
 The turbulent boundary layer differs from a laminar boundary flow in that it has a larger 
velocity gradient near a boundary, thus resulting in a larger wall-shear stress (Fig. 3.1; Munson et 
al., 2009). The turbulent boundary layer is also thicker than a laminar boundary layer, and there 
is considerable mixing of fluid particles due to turbulent eddies.   
 
3.3.1 DEFINITIONS OF BOUNDARY LAYER THICKNESS 
 Since the boundary layer transitions smoothly to the free stream flow, various definitions 
are necessary to describe its thickness—three common definitions are described herein.  
 The first common definition of the thickness is δ99, where the streamwise velocity 
reaches 99% of the free-stream velocity: 𝑢(𝑥, 𝛿99) = 0.99𝑈∞(𝑥). However, this thickness is 
somewhat arbitrary. 
 An alternate definition of the boundary layer is the displacement thickness δ*, which is 
the thickness of a zero-velocity layer of fluid that has the same total velocity deficit compared to 
the free-stream. δ* is calculated by  
𝛿∗ = ∫ (1 −
𝑈(𝑦)
𝑈∞
)
∞
𝑦=0
𝑑𝑦. (3.10) 
An alternative way to think of the displacement thickness is that it is distance the wall would 
have to be moved in a frictionless situation to retain the same mass flux as the original boundary 
layer flow. 
 Lastly, the momentum thickness 𝜃 is defined so that the momentum lost in the flow due 
to the presence of the boundary layer is equal to 𝜌𝑈2𝜃  𝜃is calculated by  
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𝜃 = ∫
𝑈(𝑦)
𝑈∞
(1 −
𝑈(𝑦)
𝑈∞
)
∞
𝑦=0
𝑑𝑦. (3.11) 
For velocity field data, the momentum thickness Reynolds number can then be calculated:  
𝑅𝑒𝜃 =
𝜌𝑈∞𝜃
𝜇
. (3.12) 
Thus, the turbulence in the boundary layer can be scaled by the momentum thickness.  
 
3.3.2 MEAN VELOCITY PROFILE 
 The mean flow velocity profile near a boundary in a zero-pressure-gradient, turbulent 
flow can be described by a combination of different velocity gradients for each subdivision of the 
boundary layer (Marusic et al., 2010). These relations are determined by dimensional analysis 
and verified by experiments. 
 Immediately adjacent to the wall is the viscous sublayer, where viscous effects dominate 
and the stress within the layer is approximately equal to the wall shear stress (Fig. 3.2). Here, the 
dimensionless velocity 𝑈+ = 𝑈 𝑢∗⁄  is directly proportional to the dimensionless height, or walls 
units,𝑦+ = 𝑢∗ 𝑦 𝜈⁄  above the bed. Thus, 𝑈
+ = 𝑦+. 
 Far from the wall in the wake of a turbulent boundary layer, viscous effects are 
unimportant, and the velocity distribution resembles that of a free shear flow. In a turbulent flow, 
the Reynolds stresses create a drag on the flow, resulting in a velocity defect 𝛥𝑈 = 𝑈∞ − 𝑈. By 
dimensional analysis, this defect is found to be proportional to the friction velocity 𝑢∗and the 
distance from the wall relative to the boundary layer thickness:  
𝑈∞−𝑈
𝑢∗
= 𝐹 (
𝑦
𝛿
). (3.13) 
This relation is called the velocity defect law. 
 To connect the velocity gradients described by the Eq. (3.11) and Eq. (3.12), one takes the 
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limits 𝑦+ → ∞ and 𝑦 𝛿⁄ → 0 simultaneously, yielding the velocity profile for the log-layer. As its 
name suggests, the velocity in the log layer follows a logarithmic relationship in which velocity 
is proportional to the logarithm of the height above the bed multiplied by a parameter 𝜅 ≈ 0.4 
termed the Von Kármán constant:  
𝑈+ =
1
𝜅
𝑙𝑛(𝑦+) + 𝐵. (3.14) 
This relationship is referred to as the law-of-the-wall. Both  and B must be determined 
experimentally. The logarithmic law in Eq. (3.13) is well accepted and generally considered the 
most useful description of the turbulent boundary layer velocity profile. 
 The viscous sublayer and logarithmic layer are connected by a small region called the 
buffer layer, where the velocity profile is neither linear nor logarithmic. It is in that buffer layer 
where turbulence production reaches its maximum. Overall, the structure of the mean velocity 
profile for a turbulent boundary layer is important for understanding the transfer of momentum 
and generation of turbulent eddies near the wall in a turbulent flow.  
 
3.3.3 SCALES OF TURBULENCE  
 The conventional view of turbulence generation and maintenance is that of a “cascade” of 
energy from the large scale mean flow to smaller and smaller scales. Turbulence quickly 
dissipates kinetic energy, converting free-stream kinetic energy into turbulent fluctuations and 
eventually internal energy, or heat. This dissipation begins at large-scales and propagates to 
smaller-scales. In a shear flow such as a boundary layer, large-scale eddies spanning the 
boundary layer are deformed by the mean shear of the flow (Kundu et al., 2012). This 
deformation forces them to roll over, converting mean kinetic energy to turbulent kinetic energy. 
Smaller second-tier eddies are then distorted by the strain field of the large-scale eddies, again 
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rolling-over and transferring some turbulent kinetic energy. The second-tier eddies then affect 
third-tier eddies, and so on, until the length scale of the eddies is small enough such that the eddy 
Reynolds number 𝜌𝑢′𝑙𝑒𝑑𝑑𝑦 𝜇⁄  is close to 1, and viscous effects are important. At these viscous 
scales, the turbulent kinetic energy is dissipated as heat. This transfer of energy from the mean 
flow to eddies of decreasing size and ultimately viscous dissipation is termed the turbulent 
energy cascade. The length scales involved often span many orders of magnitude, and the 
process is continual and self-sustaining.  
 Although energy is transferred from large scales to smaller scales, the actual generation 
and maintenance of turbulence in a boundary layer is thought to be closely associated with 
turbulent flow structures, i.e. eddies and vortices, that are created by viscous or shear effects near 
the wall. Thus, another way of viewing the transfer of energy in a boundary layer flow is through 
the interactions of various scales and types of these structures, which are further described in 
Section 3.4. 
 Of specific interest to energy transfer is the complex interaction between inner-layer and 
outer-layer coherent structures. Outer structures become larger compared to near-wall structures 
as friction Reynolds number (Re based on friction velocity u*  rather than mean velocity U) 
increases (Jimenez et al., 2001). Jimenez and Pinelli (1999) numerically isolate the inner flow 
and show that self-sustaining small-scale, near-wall structures can organize themselves into 
larger structures. However, although the inner layer structures are generally thought to be self-
sustaining, there is evidence that their amplitude is modulated by outer layer structures 
(Robinson, 1991; Hutchins and Marusic, 2007; Mathis et al., 2009). These modulations become 
progressively stronger with increasing Reynolds number. 
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3.4 BOUNDARY LAYER COHERENT FLOW STRUCTURES OVER A SMOOTH WALL  
 Coherent turbulent flow structures consist of features that are present spatially and 
temporally to an extent such that they are recognizable within the disorder of the turbulent flow 
field, i.e. eddies or vortices. Such coherent flow structures transport mass, momentum, and heat 
and produce turbulent kinetic energy and are believed to maintain the self-sustaining nature of 
the turbulent boundary layer (Robinson, 1991; Adrian, 2007). Various types of structures are 
recognized in different flows. Due to the ubiquitous nature of wall-bounded geometries in 
geophysical and engineering flows, a great deal of research has been done on coherent flow 
structures in turbulent boundary layers and how they transfer momentum throughout the near-
wall and free stream regions. Different forms of coherent flow structures have been 
experimentally observed in different layers of the boundary layer, and current models address 
their formation and interaction. The coherent flow structures covered in this section include low-
speed streaks, large-scale and very-large-scale motions, and hairpin vortices. From a geophysical 
perspective, coherent structures in the turbulent stream flow are important for the instantaneous 
entrainment of sediment, the creation and maintenance of sediment in suspension, the creation of 
streambed morphology, and the penetration of fluid into the subsurface. 
 
3.4.1 LOW-SPEED STREAKS 
 The viscous sublayer is dominated by unsteady regions of low-speed and high-speed 
streamwise velocity termed streaks (Fig. 3.3; Kline et al., 1967; Grass, 1971). The average 
spanwise spacing between streaks is approximately100 𝑢∗ 𝜈⁄  wall units (Smith and Metzler, 
1983; Robinson, 1991; Adrian, 2007; Mathis et al., 2009). This spacing appears invariant with 
Reynolds number (Fig. 3.4; Marusic et al., 2010). The spacing between streaks increases with 
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distance above the wall (Lagraa et al., 2004). The width and spacing between streaks has been 
shown to be statistically independent, with the average width of streaks being approximately 50 
(Zacksenhouse et al., 2001). 
 
3.4.2 EJECTIONS, BURSTS, AND SWEEPS 
 Ejections of low-speed fluid provided by the streaks from the wall into the near-wall 
buffer region are responsible for considerable turbulence generation (Robinson, 1991). Ejections 
(Fig. 3.5) of fluid from near the wall and sweeps toward the wall both occur within the near-wall 
region. Ejections dominate the Reynolds stresses farther from the wall, while sweeps dominate 
closer to the wall (Robinson, 1991).  
 The near-wall also contains many relatively strong quasi-streamwise vortices, which are 
often associated with ejections and sweeps and contribute greatly to the near-wall Reynolds 
stresses. It has been suggested that these buffer region vortices play a role in creating low-speed 
streaks in the sublayer. However, their length is an order of magnitude less than that of the 
streaks, the vortices drag through the wall region, creating elongate streamwise streaks 
(Robinson, 1991).  
 In older literature, sudden explosive upward motions from the wall are often referred to 
as bursts (Kline et al., 1967; Kim et al., 1971; Rao et al., 1971; Lu and Willmarth, 1973). When 
first observed, bursts appear as vertically wavering streaks of increasing magnitude that lift away 
from the wall suddenly and chaotically. Later it was shown that bursts are actually a sequence of 
increasingly stronger ejections (Adrian, 2007). In general, ejection events tend to occur in groups 
and are followed almost immediately by longer duration sweep events (Fig. 3.6). One proposed 
creation mechanism for bursting is the hairpin vortex model, discussed in Section 3.4.4. 
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3.4.3 LARGE-SCALE MOTIONS AND VERY LARGE-SCALE MOTIONS  
 The logarithmic region of the boundary layer is populated with large eddies that are 
located beneath three-dimensional bulges in the outer layer surface. These eddies rotate slowly in 
the direction of mean strain. Shear layers form on their upstream sides that can span most of the 
boundary layer thickness (Robinson, 1991). The length of large-scale motions in the turbulent 
boundary layer is 2-3 times that of the boundary layer thickness (Adrian, 2007), while very large-
scale motions or “superstructures” have length scales on the order of ten times the boundary 
layer thickness (Marusic et al., 2010). Large-scale motions account for approximately 50% of the 
Reynolds shear stress in a turbulent flow (Marusic et al., 2010). Adjacent packets of large-scale 
motions combine to form very large scale coherent motions (Lee et al., 2011).  
 The wall and outer regions interact through the growth of large vortical structures, as well 
as through mass transfer from near-wall ejections. The vortical structures, although slower in 
their interaction with the outer region, make import contributions to the Reynolds stresses at high 
Re (Robinson, 1991). More recently, it has been shown that large and very large-scale structures 
in the boundary layer significantly modulate near-wall flow structures (Mathis et al., 2009; 
Marusic et al., 2010). 
  
3.4.4 HAIRPIN VORTICES 
 One large-scale motion observed to dominate turbulence structure over smooth walls is 
the hairpin vortex, which was first proposed by Theodorsen (1952). This loop-shaped vortical 
structure is located on the upstream side of turbulent bulges and inclined at an angle of 45 
degrees downstream. Hairpins, or horseshoe vortices consist of a vortex filament oriented 
spanwise relative to the mean flow direction (Fig. 3.7). The part of the filament farthest from the 
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wall, or the head, experiences a greater velocity than those parts near the wall, or the legs.  
 Hairpin vortices explain many observations made of boundary layer turbulence, 
providing the mechanism for creating Reynolds shear stress, low-speed streaks, and for 
transporting vorticity away from the wall (Adrian, 2007). However, it should be noted that, 
although hairpins are better received and accepted as a universal turbulent boundary layer 
structure in recent years, some conflict still exists regarding their importance and even their 
existence in some situations (Marusic et al., 2010). The streamwise clockwise rotation of the 
hairpin head produces ejections near the wall, while the shear layer inclined at 45 degrees limits 
sweep events to regions farther from the wall (Adrian, 2007). The legs form a pair of quasi-
streamwise vortices, between which there is the induction of a low momentum region 
constituting a low-speed streak (Adrian, 2007). In this manner, the hairpin vortex model brings 
observations of turbulent boundary layer flow together within a simple framework.  
 It has been shown with numerical simulations that hairpins can auto-generate from a 
simple flow field that is the conditional average of the flow around an ejection event added to a 
turbulent mean flow profile (Adrian, 2007). After a hairpin grows from this field, two new 
hairpins are created due to the presence of the first hairpin, one downstream and one upstream 
(Fig. 3.7). The upstream vortex forms due to the interaction of upward moving low-speed fluid 
between the legs of the first vortex and high speed fluid above the legs. Often this upstream 
vortex can create a second upstream vortex in the same manner. The downstream vortex, on the 
other hand, is formed by protrusions that stretch out into streamwise vortices which roll up to 
form the arch of the new vortex, which is often detached from the wall.  
 The auto-generation of multiple hairpins, termed hairpin packets, is a nonlinear process 
(Adrian, 2007). Below a certain threshold, the initial ejection may evolve into a lone hairpin that 
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dissipates, but above the threshold, upstream and downstream vortices auto-generate. This 
threshold typically requires velocity fluctuations that exceed 1.5 times the standard deviation 
from the mean flow (Adrian, 2007). Usually, 5% to 10% of ejection events are strong enough to 
exceed this threshold (Adrian, 2007). Thus, any flow disturbance that causes an ejection event 
above the threshold can auto-generate hairpin packets. 
 The individual low momentum regions of hairpin packets aligned in the streamwise 
direction can combine to make one large region of induced low-speed fluid (Fig. 3.8; Adrian, 
2007). Thus, turbulent bursts, or the successive ejection events described in a previous section of 
this review, are simply manifestations of the passage of a hairpin packet (Adrian, 2007). Hairpin 
packets can also explain the generation of Reynolds stresses; specifically, hairpin packets 
comprise 25% or more of Reynolds shear stress in a turbulent flow, although the structures 
occupy only 4.5% of the total area (Adrian, 2007). Lastly, it has been suggested that the largest 
hairpins, spanning the entire boundary layer thickness, are the source of large-scale motions and 
turbulent bulges (Adrian, 2007).   
 At low Reynolds numbers (730 < Re< 930), numerical simulations show that hairpins 
dominate the structure of the turbulent boundary layer (Fig. 3.9a; Wu and Moin, 2009). At higher 
Re (Re), this obvious visual organization breaks down somewhat, although many 
hairpins are still aligned in streamwise streaks (Fig. 3.9b; Jimenez et al., 2010). 
 
3.5 ROUGH WALL BOUNDARY LAYER 
 Almost all geophysical surfaces are rough to some degree. However, a single, complete 
framework has not yet been successfully created for describing boundary layer flow over a rough 
wall. Some recent studies observe outer layer flows over rough walls that are identical to those 
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over smooth walls, while others find significant differences in outer layer turbulent statistics, 
indicating modification of the entire boundary layer by roughness. Most studies agree that the 
near-wall region in flows over rough walls is very different in its structure and turbulence 
production mechanism compared to flow over smooth walls. 
 
3.5.1 MODIFCATION OF THE MEAN FLOW OVER ROUGH WALLS 
 The most apparent modification of boundary layer structure due to surface roughness is 
the change in the mean flow’s velocity profile near the wall (Jimenez, 2004). Clauser (1954) and 
Hama (1954) observed that wall roughness only significantly affects the mean flow profile in the 
near-wall region, creating a downward shift in the log-law. Thus, the velocity profile equation for 
a smooth wall (Eq. 13.3) can be modified by an additive roughness function 𝛥𝑈+:  
𝑈+ =
1
𝜅
𝑙𝑛(𝑦+ + 𝜖) + 𝐵 − 𝛥𝑈+, (3.15) 
where is the offset in the origin for the velocity profile over the rough wall. The roughness 
function is determined by the roughness Reynolds number 𝑘+, which is in turn defined by the 
ratio of the roughness scale k to the viscous length scale 𝜈 𝑈𝜏⁄ . In essence, the roughness 
Reynolds number quantifies the extent to which roughness modifies the boundary layer structure 
compared to a smooth wall (Jimenez, 2004).  
 Determining the roughness function 𝛥𝑈+ is not without difficulties (Schultz and Myers, 
2003), as the mean profile offset is not universal for all roughness types and geometries. 
Furthermore, choosing the roughness scale k for some irregular geometries is not 
straightforward. For this reason, the roughness function, and thus the boundary layer profile over 
a rough wall, must often be experimentally determined.  
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3.5.2 TURBULENCE STRUCTURE IN THE ROUGHNESS SUBLAYER 
 In the rough wall turbulent boundary layer, the viscous sublayer of the smooth wall is 
replaced by the roughness sublayer, since roughness itself, rather than viscosity, dominates the 
generation of near-wall turbulence (Jimenez, 2004). Viscosity becomes irrelevant because, as a 
wake develops behind each roughness element, the shear stress of the flow is transmitted to the 
wall by drag on the roughness instead of viscosity. It has been found that roughness causes 
increased and stronger sweeps (Q4) and ejections (Q2) near a rough wall compared to a smooth 
wall, increasing the surface drag (Krogstad et al., 1992). Furthermore, away from the rough wall, 
ejections contribute most to the Reynolds shear stress. Near the top of roughness elements, this 
pattern reverses, and energetic sweeps contribute the most to the Reynolds shear stress (Coceal et 
al., 2007).  
 A universal description of flow structure in the roughness sublayer is difficult. The mean 
roughness height k is often not enough to characterize the detailed turbulence structure, for the 
structure depends strongly on the geometry of the rough surface itself. Thus, universal 
descriptions of the turbulence structure have not been strongly considered. On the other hand, 
such a framework for the outer layer has been pursued and is addressed in the following section. 
 
3.5.3 TURBULENCE STRUCTURE IN THE OUTER LAYER 
 Much debate centers on the influence of surface roughness on Reynolds stresses beyond 
the roughness sublayer and into the outer layer. The discussion focuses on the wall similarity 
hypothesis, which states that at high flow Reynolds numbers, turbulent motions over a rough 
wall are independent of the wall's roughness at a sufficient distance from the wall (Jimenez, 
2004). Most studies agree that the streamwise Reynolds stress ⟨𝑢2⟩ over rough walls shows wall 
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similarity. However, disagreement generally relates to the wall-normal stress ⟨𝑣2⟩ and shear 
stress ⟨𝑢𝑣⟩. For instance, Krogstad et al. (1992) measured significant increases in outer layer 
⟨𝑢𝑣⟩ and ⟨𝑣2⟩ over a rough wall. Furthermore, an increase in wake strength, indicating roughness 
effects in the outer layer, has been observed by Krogstad et al. (1992), Keirsbulck et al. (2002) 
and Akinlade et al. (2004). Tachie et al. (2000) and Keirsbulck et al. (2002) also measured 
modified Reynolds stresses well into the outer layer, and numerical simulations by Leonardi et 
al. (2003) and Bhaganagar et al. (2004) show similar results in the outer layer. Such results thus 
suggest that surface roughness interacts with the outer layer flow and that the wall similarity 
hypothesis does not hold for rough walls.  
 On the contrary, other studies observe an outer layer turbulence structure essentially 
identical to that over smooth walls. Raupach et al. (1991) conclude in their detailed review of 
previous rough wall studies that outer layer similarity is universally present over rough surfaces. 
More recently, Flack et al. (2005), Kunkel and Marusic (2006), Schultz and Flack (2007), and 
Wu and Christensen (2007) provide data that suggest similarity for rough wall outer layer 
structure. Volino et al. (2007) also support the wall similarity hypothesis, suggesting that rough 
wall boundary layer flow is essentially the same as smooth wall boundary layer flow: The 
roughness only provides slightly different boundary conditions for the friction velocity and 
boundary layer thickness, while the overall turbulent structure remains unchanged. 
 Jimenez (2004) attempts to reconcile differing views regarding the wall similarity 
hypothesis by suggesting that its validity is dependent on the blockage ratio, or the ratio of the 
roughness height h to the boundary layer thickness δwhich quantifies the effect of roughness on 
the logarithmic layer. In particular, Jimenez suggests that for flows with 𝛿 ℎ⁄ ~ ≤ 50, the 
roughness effects extend well beyond the roughness sublayer and into the outer layer. Such cases 
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are more similar to flows around obstacles than boundary layer flows. For blockage ratios greater 
than 50, Jimenez (2004) asserts, the wall similarity hypothesis should hold, and the outer layer 
structure is identical to that over a smooth wall. 
 However, such a threshold remains unconfirmed. Castro (2007) reports that wall 
similarity holds for surprisingly low blockage ratios in the range of δ/h = 2 to 33. This result 
suggests that the universality of smooth and rough wall boundary layer flows may occur over a 
wide range of roughness sizes, with the wall similarity hypothesis describing the boundary layer 
even when the roughness height is half that of the boundary layer thickness. In contrast, Djenidi 
et al. (2008) observe that roughness effects propagate into the outer layer for δ/h = 20 to 40. 
Evidently, the validity of the wall similarity hypothesis remains to be settled. 
 One possible explanation for the disparity in results for varying δ/h is the geometry of 
different rough surfaces, particularly whether the roughness elements are two-dimensional or 
three-dimensional. In general, experiments or models that study flow over 2-D roughness 
elements, such as transverse rods (Krogstad and Antonia, 1999; Leonardi et al., 2003; Djenidi et 
al., 2008) reveal roughness effects well into the outer layer, while studies that concentrate on 3-D 
roughness surfaces, such as sandpaper (Flack et al., 2005), packed spheres (Ligrani and Moffat, 
1986), and mesh grids (Castro, 2007; Volino et al., 2007) tend to support wall similarity. 
 
3.5.4 TURBULENT COHERENT FLOW STRUCTURES ABOVE A ROUGH WALL 
 In general, hairpin vortices and low momentum regions similar to those over smooth 
walls are observed in rough wall boundary layers. However, the rough wall turbulent flow 
structures differ somewhat in their dimensions and their generation. Over rough walls, low 
momentum regions are wider compared to their smooth wall counterparts, with the difference 
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between rough and smooth walls decreasing with distance away from the wall (Coceal et al., 
2007). In addition, vortices are generally larger over rough walls than over smooth walls, and the 
angle of structures decreases in a disordered manner with distance from the rough wall, while 
structures over smooth walls increase their angles monotonically, i.e. without oscillations in 
relative value (Coceal et al., 2007). The observation that rough wall structures have shallower 
angles agrees with the findings of Lee et al. (2011), who demonstrate that streamwise structures 
are half the length over rough walls. In addition, the correlation lengths for Reynolds wall-
normal and shear stresses of structures have been observed to be 10% to 20% lower over rough 
walls (Volino et al., 2007; Wu and Christensen, 2010). Vortices and low momentum regions over 
rough walls scale similarly to those over smooth walls, although the origin of the scaling of 
rough wall structures is offset from the wall surface (Coceal et al., 2007). 
 Although rough wall coherent structures often resemble the hairpins observed over 
smooth walls, their formation is quite different and closely associated with the wall roughness 
(Bandyopadhyay and Watson, 1988; Jimenez, 2004). In fact, it is remarkable that the effects of 
roughness on Reynolds stresses are not always observed throughout the entire boundary layer, 
for the vortices generated at the wall grow to sizes that are multiples of the boundary layer 
thickness (Adrian, 2007) and may even reach the free surface of open-channel flows (Best, 
2005).  
 Djenidi et al. (2008) describe a near-wall region dominated by turbulent structures 
associated with the shear layers that originate at the downstream edge of roughness elements. 
They argue that the turbulence production over rough walls is closely related to these shear 
layers. Coceal et al. (2007) observe vortices near cubical roughness elements with sizes that are 
simple multiples of the roughness size, indicating that their formation is likely linked to vortex 
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shedding from the downstream side of roughness elements. Measurements by Hong et al. (2012) 
also link the roughness elements with turbulence creation, showing a peak in turbulence 
production just above the upstream face of roughness elements. Based on the apparent 
prevalence of hairpins in rough boundary layers, it has been suggested that hairpin auto-
generation is viable over rough walls (Coceal et al., 2007). 
 Coceal et al. (2007) also shed light on the difference between 2-D and 3-D roughness: 
Stable vortices are only maintained in 2-D roughness cavities. When low pressure vortex cores 
pass over the cavities, they trigger outflow events that affect distances up to ten times the 
roughness size, possibly into the outer layer. This effect is not observed for 3-D roughness.  
 Hong et al. (2012) propose an alternative coherent structure over rough walls. Instead of a 
hairpin vortex, the dominant structure is shaped like an upright “U,” with its head above the 
roughness ridge line and its legs in between ridges (Fig. 3.10). The “U” vortex heads form due to 
shear atop roughness elements, and the vortices are lifted away from the wall by ejection events 
originating from “U” vortices over adjacent roughness elements. Talapatra and Katz (2012) and 
Miorini et al. (2013) also report the existence of such structures with volumetric and 
tomographic techniques. However, the roughness used in such studies is arranged in a regular 
grid. No studies have yet addressed the viability of a “U” shaped structure in flows over 
randomly arranged roughness elements, without aligned ridges.  
 
3.5.5 BOUNDARY LAYER STRUCTURE OVER A NATURAL GRAVEL BED 
 The experiments and models in the previous section consider walls with ideal, regular 
roughness geometries; however, rough walls in geophysical settings are seldom as uniform. 
Gravel beds in particular feature multiple scales of roughness elements arranged in irregular 
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patterns (Naden and Brayshaw, 1987; Hassan and Reid, 1990).  
 Robert et al. (1992) investigates the changes in boundary layer velocities profiles at 
roughness transitions in coarse-grained channels. When the gravel bed increases in roughness, 
the flow decelerates at the bed with sharp increases in velocity gradient and turbulence intensity. 
In addition, Kirkbride (1993) emphasizes that the concept of a viscous sublayer does not apply to 
natural, rough systems; rather, the roughness sublayer described in the previous section 
characterizes the near-wall region, while flow separation and the shedding of vortices around 
roughness elements are the dominant mechanisms of momentum exchange between the inner and 
outer flow regions. (Flow around obstacles such as large roughness elements is further addressed 
in Section 3.9.) Lawless and Robert (2001a) confirm that the inner flow region in natural gravel 
systems is directly related to the scale of roughness. In particular, Lawless and Robert (2001a) 
observe a large peak in turbulence intensities at the mean bed elevation, with smaller, localized 
peaks below the mean bed elevation due to individual particles. With numerical simulations, 
Nicholas (2001) also demonstrates the displacement of the peak turbulent intensities away from 
the wall and toward the mean bed elevation due to large roughness elements.  
 In the laboratory, Hardy et al. (2009) examine the structure of turbulence above a gravel 
surface, finding that the micro-topography of the bed generates coherent turbulent flow 
structures; as Reynolds number increases, these structures become more visually well-defined. 
Furthermore, both the upstream angle of structures and their turbulent intensities increase with 
higher Reynolds number (Hardy et al., 2009). Similar changes are also observed with increasing 
roughness (Hardy et al., 2010). In addition, Q1 and Q2 events occupy the stoss sides of bed 
roughness elements while Q3 and Q4 events are present on the lee sides (Hardy et al., 2009). 
With further flow visualization, Hardy et al. (2011) confirm that the primary generation 
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mechanism of turbulent structures over gravel beds is the merging of hairpin vortices around 
roughness elements. 
 
3.6 BOUNDARY LAYER STRUCTURE OVER A POROUS WALL 
 Like rough walls, a complete framework for turbulent boundary layer flow over porous 
walls is absent from the literature. In general, porous walls increase the overall wall friction and 
significantly modify the near-wall structure. Momentum exchange across the interface, both into 
and out of the porous layer, plays a key role in the flow structure in both the near-wall region and 
within pore spaces. Likewise, the boundary layer structure controls both coherent turbulent 
structure formation and hyporheic exchange patterns. 
 
3.6.1 MOMENTUM EXCHANGE ACROSS THE POROUS WALL INTERFACE 
 Contrary to the smooth and rough wall cases, a complete examination of porous wall 
boundary layers must consider flow both in the free-stream and in the porous medium. For 
laminar boundary layer flow over a porous wall, Darcy's law remains accurate in the porous 
medium and Pouseille flow describes the channel flow (Beavers and Joseph, 1967). The length 
scale for penetration of laminar channel flow into the porous medium is intrinsic to the wall 
permeability. The velocity at the interface between the porous wall and the channel is termed the 
slip velocity 𝑈𝑠 and is dependent on the geometry of the porous medium and the applied shear at 
the interface.  
 The turbulent case is considerably more complicated. Zhou and Mendoza (1993) start 
with the Navier-Stokes equations for fluid flow and derive a model for the exponential decay 
from slip velocity at the streambed to Darcian pore velocity at depth (Fig. 3.11). Their model 
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assumes fully developed 2-D turbulent flow. First, Zhou and Mendoza (1993) non-
dimensionalize and scale the Navier Stokes equations by the micro-scale and macro-scale 
lengths: the pore space length and the porous bed thickness, respectively.  Zhou and Mendoza 
(1993) then use the ensemble average of the equations and decompose the variables into average 
and fluctuating parts. The complete derivation yields a function that describes the exponential 
decay of the velocity profile into the streambed, from slip velocity at the interface to Darcy 
velocity at depth inside the bed. The function inside the bed has a form akin to that of 
Forchheimer's nonlinear extension to Darcy flow (Irmay, 1958), where an additional term 
proportional to velocity-squared and a constant called the inertial permeability is added to 
Darcy’s Law to account for inertial effects at high velocities. However, Zhou and Mendoza find 
that the coefficients describing flow near the streambed interface vary due to turbulent shear at 
the bed and must be experimentally determined.  
 Based on experimental data procured by Shimizu et al. (1990), Zhou and Mendoza 
suggest that only one parameter governs the velocity decay and is constant for a given porous 
material. The experimental setup of Shimizu et al. (1990) consisted of 29.7 mm gravel-sized 
glass spheres in a laboratory flume, and their experimental results are described sufficiently by 
Zhou and Mendoza's (1993) model.  
 The reason for the departure from Darcian flow in the pore spaces, suggested by Zhou 
and Mendoza (1993) and demonstrated in numerical simulations by Chaudhary et al. (2011), is 
that flow separation around microscale grains enhances inertial effects in the pores. Darcy's Law 
is only truly valid for Reynolds numbers of approximately zero. Chaudhary et al. (2011) show 
that at higher Reynolds numbers, the effective advective pore volume shrinks because more pore 
space is occupied by eddies (Fig. 3.12). For this reason, the effective hydraulic conductivity of a 
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porous medium sharply decreases with Reynolds number. When the pore Reynolds number, 
scaled by the grain diameter and pore inlet velocity, is greater than ~450, the hydraulic 
conductivity asymptotically decreases: eddy growth is limited by the volume of the pore space. 
Furthermore, since eddy growth depends on pore geometry, it is not only the Forchheimer 
coefficients that vary between porous media but the form of the Forchheimer function terms 
themselves. 
 It has been experimentally shown that pore space flow at high free-stream Reynolds 
numbers (c. 21,000) is dominated by jets of fluid and large vortical structures (Blois et al., 2010, 
2012c). In their experiments, Blois et al. (2010, 2012c) use endoscopic particle image 
velocimetry (PIV) techniques to measure the instantaneous velocity flow field within a pore 
space beneath a bedform. Their observations agree with macroscopic models; namely, the mean 
flow field is controlled by the topography-induced pressure variations. In individual pore spaces, 
however, jets of fluid are controlled by local pressure gradients. In particular, directly beneath a 
bedform, the mean flow is horizontal, but the instantaneous flow pattern is complex and 
characterized by the interaction of multiple jets. Downstream of a bedform, pore water moves 
diagonally upward. Jets that exit the streambed surface may impact flow in the leeside 
recirculation zone, altering pressure variations at the streambed, the overall flow field, and mass 
and momentum exchange across the interface. 
 
Numerical simulations allow the study of more complex geometries and situations than 
addressed in Zhou and Mendoza's (1993) analytical solution. Prinos et al. (2003) use a Reynolds-
averaged microscopic approach to model the turbulent flow. Their model uses a single domain 
that consists of a stream above cylinders which represent in a porous bed. Results show that the 
mean stream velocity over a porous bed is less than that over a comparable impermeable rough 
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bed for the same total discharge. This decrease is due to the transfer of momentum into the 
streambed by turbulence. In addition, both mixing between the stream and streambed and the 
penetration of turbulent kinetic energy into the bed increase with streambed permeability. 
Furthermore, the velocity profile over a porous bed deviates from a logarithmic smooth wall 
profile, and flow at the interface appears more similar to that of a mixing layer than a boundary 
layer. Turbulence penetration is observed at up to 10% of the stream flow depth. 
Rather than the computationally intensive microscopic pore-scale approach of Prinos et 
al. (2003), Chan et al. (2007a,b) determine pore flow for a macroscopic representative 
elementary volume. They assume a negligible slip velocity, thus avoiding the need for its 
experimental determination. With these simplifications, they are able to produce results similar to 
Prinos et al. (2003) with fewer computational resources. They also conclude that increasing 
Reynolds number does not alter the shape of the velocity profile significantly. 
 
   
3.6.2 COHERENT TURBULENT STRUCTURES ABOVE POROUS WALLS 
 Coherent structures have been observed in natural configurations over mobile laboratory 
gravel beds (Shvidchenko and Pender, 2001; Hardy et al., 2009) and at the interface between 
vegetated banks and natural channels (Tamai et al., 1986). In the atmospheric boundary layer 
literature, studies of the interface between forest canopies and the open atmosphere indicate that 
coherent vortices form due to Kelvin-Helmholtz instabilities at the interface. These vortical 
structures carry high momentum fluid into the canopy from above (Raupach et al., 1996). 
 The numerical simulations of Jimenez et al. (2001) also indicate the presence turbulent 
coherent flow structures above a porous wall (Jimenez et al., 2001). Their model supports 
previous studies that suggest friction increases for turbulent flow over a porous wall (Kong and 
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Schetz, 1982; Wilkinson, 1983), in contrast to the decrease in friction for laminar flows (Beavers 
and Joseph, 1967). Jimenez et al. (2001) show that the increase in friction is not associated with 
individual, pore-scale roughness elements but is instead related to large-scale reorganization of 
the flow due to Kelvin-Helmholtz instabilities created by the shear layer at the porous wall 
interface. Breugem et al. (2006) formulate direct numerical simulations that also demonstrate 
that the near-wall is dominated by large vortical structures arising from Kelvin-Helmholtz 
instabilities. These vortices transport momentum and mass across the interface between the free-
stream and porous wall, which increases the Reynolds shear stress near the wall. The streaks and 
quasi-streamwise vortices often observed in smooth and rough wall boundary layers are notably 
absent in the results of their model. 
 White and Nepf (2007) further investigate shear instabilities using porous beds 
constructed from cylinder arrays. In their experiments, White and Nepf (2007) find that the shear 
layer at the interface is asymmetric and two layered. The inner layer is characterized by a 
maximum shear near the interface and an inflection point in the mean velocity profile, indicating 
penetration of momentum into the porous bed. The outer portion of the shear layer resembles a 
boundary layer and controls the scale of vortices in the channel. Strong flows cross the interface, 
including sweeps from the main channel into the porous medium and ejections from the porous 
medium into the channel. The sweeps provide the shear at the interface needed to maintain 
coherent turbulent structures that arise from Kelvin-Helmholtz instabilities. Similar to Jimenez et 
al. (2001), White and Nepf (2007) suggest that coherent flow structures originate at the interface 
with the porous layer, but their forms, and dimensions, scale with the outer layer. White and Nepf 
(2007) also find that the frequency of coherent structures created at the asymmetric shear layer 
interface is identical to that predicted by inviscid theory for a symmetric shear layer, and the 
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porous layer scale has little influence on this frequency. However, unlike the inviscid case, the 
shear layer does not grow downstream due to vortex merging. Instead, its size is limited by 
resistance in the porous layer.  
 Suction and injection events at the bed interface can alter the organization of vortical 
structures in the stream (Singha et al., 2012). Singha et al. (2012) use particle image velocimetry 
(PIV) to acquire an instantaneous picture of flow. They show that exchange with a porous bed 
increases velocity near the bed and decreases velocity near the stream surface, resulting in a 
velocity profile that differs from the impermeable case. Furthermore, for a mean stream velocity 
in the positive direction, exchange pushes clockwise vortices away from the streambed and 
brings counterclockwise vortices closer. Suction of fluid from the stream affects vortical 
structure more than injection of fluid into the stream. In particular, suction introduces more 
small-scale structures into the flow than present in an impermeable case. 
 
3.6.3 TURBULENCE DRIVEN-HYPORHEIC EXCHANGE 
Many hyporheic exchange studies assume turbulence penetration into pore spaces is 
negligible. However, it has been shown that solute transport in pore spaces depends heavily on 
whether the stream flow is laminar or turbulent (Meysman et al., 2007). In addition to altering 
hyporheic exchange patterns, turbulent flow alters the growth of streambed microbial mats 
(Kugaprasatham et al., 1992). This section reviews those studies that directly address the role of 
turbulence in hyporheic exchange. 
Nagaoka and Ohgaki (1990) show that larger scale eddies in the stream are more 
important for influencing deeper pore flow than small scale eddies. Their study measures solute 
concentrations in coarse sediments with diameters of 1.9 cm and 4.08 cm. The apparent diffusion 
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coefficient of the tracer, with includes molecular diffusion, advection, and turbulence 
penetration, is higher for larger pore spaces and increases approximately linearly with mean 
stream velocity 
 Higashino and Stefan (2008) introduce a velocity pulse model, modified from the 
analytical model of Zhou and Mendoza (1993), in which turbulence at the streambed interface is 
represented by sinusoidal variations in vertical velocity over time. This model is motivated by 
the quasi-cyclic eddies and pressure variations at the streambed created by turbulence. The 
velocity pulses penetrate the streambed and modify pore velocity by inertial effects. Though the 
model is far from a complete turbulence model, its advantage is its simplicity. Results of the 
pulse model show that the amplitude of velocity pulses with short timescales is dampened by the 
sediment more effectively than pulses with the same amplitude but longer timescales. Thus, 
larger eddies penetrate more deeply into the streambed and contribute more to exchange. 
Higashino et al. (2009) extend the velocity pulse model to an improved pressure pulse model and 
find similar results. In addition, they show that as shear velocity increases at the streambed due 
to turbulence, pore water flow is faster but penetrates less deeply. Overall, pressure pulses from 
turbulence are shown to be an order magnitude less than variations caused by bedforms, but 
turbulence penetration does significantly increase exchange. 
 
Both the velocity and pressure pulse models also assume Darcy pore flow, limiting their 
application to fine sediments. To extend their model to coarse sediments such as gravels, 
Higashino and Stefan (2011) address nonlinear inertial terms in their pore water flow equations. 
However, the slip velocity is still assumed negligible and the pore flow isn't treated as fully 
turbulent. Instead, the penetration of eddies is simulated by an effective hydraulic conductivity 
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that addresses nonlinear effects. Results show that non-linear flow decreases the dispersion rate 
in streambed sediments. Again, their model indicates that bedforms impose more significant 
pressure variations than turbulent eddies for driving exchange. They reason pressure variations 
due to stationary bedforms act like standing waves, while variations from turbulence act like 
surface waves, periodically reversing direction at a location on the streambed. Higashino and 
Stefan (2012) use this model to further demonstrate that a layer of suspended sediment near the 
streambed may act similar to the streambed interface itself in how it dampens high frequency 
velocity fluctuations with depth. 
Flume experiments in gravel sediments show that advective exchange is enhanced by 
turbulent diffusion and non-Darcian pore flow (Packman et al., 2004). In particular, hyporheic 
exchange scales with the square of stream Reynolds number. It is also proportional to the square 
of the characteristic streambed particle size. Using subsurface dye injection, Packman et al. 
(2004) visualize pulsating, unsteady pore flow due to the interaction of stream turbulence with 
the streambed. Overall, advective models underpredict exchange in gravel systems due to 
turbulence penetration. 
Recent geophysical-focused studies have begun to account for turbulence in modeling 
advective exchange. For instance, Cardenas et al. (2007a) extend recent iterations of their 
coupled stream and pore flow model to include Reynolds-averaged turbulent flow in the stream. 
However, the pore flow is still modeled with Darcy's Law. In addition, though they factor 
turbulence into the stream flow, they don't address its penetration into the streambed. Sawyer and 
Cardenas (2009) and Jannsen et al. (2012) also use such an approach. 
 
Many models that don't account for turbulence often underestimate exchange at high 
stream velocities. Qian et al. (2008) suggest that the difference between their vertical dispersion 
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model and some experiments is due to turbulence in the stream flow that enhances vertical solute 
transport. Packman et al. (2004) demonstrate such underestimations at higher Reynolds numbers 
with flume experiments. 
 Overall, the literature for boundary layer flow over a porous wall is limited, and further 
work is needed. In general, the velocity profile is defined by a slip velocity and inflection point 
at the interface. Velocity decays exponentially into the porous wall. Coherent structures above 
the wall arise from vastly different mechanisms than those over smooth or rough walls. In 
particular, an unstable shear layer forms at the interface, causing vortical structures to form by 
means of Kelvin-Helmholtz instabilities. Most importantly, not only does a permeable streambed 
interface modifies boundary layer structure and coherent turbulent structures but also such 
changes in structure influence rates and patterns of hyporheic exchange. 
 
3.7 FLOW AROUND OBSTACLES AND BOUNDARY LAYER SEPARATION 
 Bluff bodies, i.e. non-streamlined obstacles to flow—whether bedforms, such as ripples 
and dunes; cylindrical obstacles, such as large woody debris; or spherical obstacles, such as large 
gravel clasts and pebble clusters—are prevalent in rivers and streams. In this section, the basic 
fluid mechanics of flow over and around obstacles are reviewed. In addition, recent research on 
flows around idealized cylinders and spheres, as well as natural configurations such as bedforms 
and pebble clusters, are discussed.  
 
3.7.1 FLOW SEPARATION AND SHEAR LAYERS 
 Flow separation is the phenomenon of a boundary layer detaching from the wall. As fluid 
approaches and flows around the upstream side of an obstacle, it accelerates due to a favorable 
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pressure gradient (Simpson, 1989; Kundu et al 2012). In the adverse pressure gradient of the lee 
side of the obstacle, the boundary layer flow decelerates and thickens, creating an inflection 
point in the velocity profile (Fig. 3.13). If the adverse pressure gradient is strong enough or acts 
for a long enough time, the flow at the wall reverses. The location where this occurs is termed 
the separation point, downstream of which the flow is separated, with the detached boundary 
layer—or shear layer—above, and the reversed flow near the wall. The region downstream 
where flow is affected by the obstacle is called the wake. At some point downstream of the 
separation point, the shear layer reattaches to the bed, and the boundary layer reforms. At high 
Reynolds numbers, the shear layer often becomes an unstable, thick zone of turbulence (Kundu 
et al., 2012), and the criteria for separation become more complex (Simpson, 1989). 
 Early work on flow separation near a wall focused on the simplest geometry: a backward-
facing step. Bradshaw and Wong (1972) find that the return of the boundary layer to its original 
state after shear layer reattachment is slow and non-monotonic. At reattachment, part of the 
separated flow continues downstream to re-develop the boundary layer, while the other portion 
of flow moves upstream, creating a recirculating vortex bounded above by the shear layer and 
below by the wall. This reversed flow is then re-entrained by the shear layer at the top of the 
recirculation zone. Kim et al. (1980) further explore the structure of turbulence downstream of 
flow separation, finding that the turbulence intensities and Reynolds shear stresses are greatest 
near the point of reattachment. In addition, there is a strong downstream persistence of 
turbulence created in the shear layer. Driver et al. (1987) describe a low frequency unsteadiness, 
or “flapping,” of the shear layer with time as it changes in vertical extent and velocity. However, 
Driver et al. (1987) find that most of the turbulent energy created by flow separation is not due to 
this “flapping” but rather to the “rolling up” of flow at separation, creating vortices. 
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3.7.2 FLOW AROUND WALL-BOUNDED CYLINDERS 
 The flow around a cylindrical obstacle in unbounded flow has been intensely studied 
(Zdravkovich, 1997; Kundu et al., 2012); other studies examine wall-mounted cylinders with 
their axis oriented in the wall-normal (Sadeque et al., 2009) and streamwise (Higuchi et al. 2006) 
directions. However, less well studied is the flow around a channel-spanning cylinder bounded 
on one side by a wall. Price et al. (2002) vary the gap between a channel-spanning cylinder and a 
wall to visualize vortex shedding. When the cylinder is touching the wall, a shear bubble forces 
upstream of the cylinder, and a shear layer forms from the point of separated flow near the crest. 
Although the shear layer contains high vorticity, Price et al. (2002) report no rolling up and 
shedding of vortices until the cylinder is removed from the wall greater than a distance that is 
30% of its diameter. Above this distance, shear layers extend from both the top and the bottom of 
the cylinder, creating the wake. 
  
3.7.3 FLOW AROUND TWO-DIMENSIONAL BEDFORMS 
 Bedforms, such as ripples and dunes, produce flow separation in natural systems, 
influencing sediment transport and river morphology. The mean flow over a 2-D bedform is 
similar to that over a wall-bounded cylinder, with five distinct regions: (1) acceleration over the 
dune crest, (2) flow separation and recirculation in the lee side of the dune, (3) deceleration in 
the wake region above the recirculation zone, (4) an outer flow region above the wake, and (5) 
downstream reattachment of the shear layer and re-development of the boundary layer (Fig. 3.14; 
Engelund and Fredsoe, 1982; Müller and Gyr, 1986; Bennett and Best, 1995).  
 Müller and Gyr (1986) visualize the formation of coherent turbulent flow structures in the 
lee side of 2-D bedforms. In the free shear layer originating at the crest of the dune, Müller and 
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Gyr (1986) observe Kelvin-Helmholtz instabilities, which form due to the velocity shear between 
the outer flow and the wake. This causes the flow to “roll over,” forming a vortex tube 
downstream of the crest. However, the two-dimensional vortex tube is unstable and soon 
becomes a three-dimensional vortex loop (Fig. 3.15), a geometry which Müller and Gyr (1986) 
suggest is responsible for phenomena in alluvial systems such as internal boils of flow to the 
stream surface and scour patterns downstream of dunes.  
 Bennett and Best (1995) examine in detail the turbulence structure around fixed, 2-D 
dunes. Overall, Bennett and Best (1995) find that dune-related macro-turbulence is related to 
flow separation and shear layer dynamics, not conventional boundary layer bursting. In 
particular, the largest magnitude Reynolds stresses are at flow separation and within the shear 
layer, and the wake region diffuses from the point of separation, growing in size but becoming 
less intense. Along the top boundary of the shear layer, quadrant analysis reveals Q2 events 
related to Kelvin-Helmholtz instabilities. This region of Q2 events dominates the flow and is 
directed upward and downstream, almost reaching the crest of the next dune. Q4 events, on the 
other hand, delineate the boundary between the shear layer and the recirculation zone and are 
also observed at the point of reattachment. Overall, Bennett and Best (1995) suggest the velocity 
differential across the shear layer controls bedform morphology; in particular, dunes have a 
larger velocity difference between the outer layer and the recirculation zone than ripples, 
produced larger turbulent intensities at reattachment. Best (2005) builds on these results, 
confirming that Reynolds stresses around dunes are controlled by flow separation, with Q2 
events dominating at the crest. Furthermore, Best (2005) asserts that vorticity can arise not only 
at flow separation but also at reattachment. 
 Blois et al. (2014) investigate the effects of bed permeability on the structure of 
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turbulence around dunes, measuring the flow field for four cases: (1) an impermeable dune on 
top of an impermeable, smooth bed, (2) a permeable dune on top of an impermeable, smooth 
bed, (3) a permeable dune on top of an impermeable, rough bed, and (4) a permeable dune on top 
of a permeable, rough bed. For the completely impermeable case, the flow field is identical to the 
traditional model flow field around dunes (Engelund and Fredsoe, 1982; Müller and Gyr, 1986; 
Bennett and Best, 1995), with a separation zone bounded by a shear layer that generates Kelvin-
Helmholtz instabilities, a recirculation zone, and reattachment 4.2 to 5.1 dune-heights 
downstream (Fig. 3.16A). The introduction of bed roughness does not appear to significantly 
affect separation zone length or structure (Fig. 3.16B). However, bed permeability greatly alters 
the flow field: Upwelling flow due to bedform-induced advection (Elliot and Brooks, 1997a,b) 
disturbs flow separation on the lee side, causing both the streamlines and the zone of high 
Reynolds stress to not reattach to the bed (Fig. 3.16C). Blois et al. (2014) discuss the 
implications of these results for coarse-grained, highly permeable gravel systems: (1) the 
pressure distribution given by Elliot and Brooks (1997a,b) for bedform-induced advection is 
unrealistic for highly permeable beds, (2) decreased downstream scour may explain the geometry 
and irregular wavelength of coarse-grained bedforms, and (3) disruption of flow reattachment 
may limit ripple formation in sands coarser than 0.7 mm. 
 
3.7.4 FLOW AROUND WALL-BOUNDED HEMISPHERES, AND SPHERES  
 Although only a few experiments have examined the structure of turbulence around a 
channel-spanning, wall-bounded cylinder, numerous studies investigate the flow around wall-
bounded 3-D geometries such as hemispheres and spheres. Best and Brayshaw (1985) examine 
the turbulence structure over a wall-mounted hemisphere and its influence on heavy mineral 
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concentrations in alluvial sediments: Near the upstream face of the hemisphere, fluid is 
decelerated. Downstream of the hemisphere, flow separation occurs, and a shear layer forms, 
containing high velocities. The separated flow beneath the shear layer comprises a small 
recirculation zone, with overall low velocities and pressures. Best and Brayshaw (1985) indicate 
the effects of the hemisphere on flow are observable five hemisphere-heights downstream. 
 Best and Brayshaw (1985), Paola et al. (1986), and Acarlar and Smith (1987) describe 
how the turbulent flow structures around a hemisphere reflect the obstacle’s geometry: Upstream 
of the hemisphere, the boundary layer rolls downward, creating a vortex with clockwise rotation 
in the wall-normal plane (Fig. 3.17A). This vortex then wraps around the hemisphere, and its two 
legs extend downstream, with opposite directions of rotation, forming a horseshoe vortex. 
Because the horseshow vortex maintains its location around the hemisphere instead of advecting 
downstream, it is also called a “standing vortex” (Acarlar and Smith, 1987). Downstream of the 
hemisphere, the shared limbs of the vortex legs bring high momentum fluid from the stream 
toward the wall. In addition to the standing vortex, hairpin vortices form by three-dimensional 
separation of the flow from the top of hemisphere and advect downstream (Fig. 3.17B; Acarlar 
and Smith, 1987). If obstacles are teardrop- rather than hemisphere-shaped, with the tail of the 
teardrop pointing upstream, the standing vortex does not form, although hairpin vortices are still 
observed. Although the upstream boundary layer in the experiments of Acarlar and Smith (1987) 
is laminar, they note that many of the visual patterns in the turbulent wake of a hemispherical 
obstacle resemble those in the near-wall region of a turbulent boundary layer.   
 Flow around a wall-mounted sphere is similar to that around a hemisphere. Tsutsui 
(2008) investigates the flow patterns in a turbulent boundary layer around a sphere placed 
various distances from a wall, with the boundary layer thickness approximately half the diameter 
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of the sphere. When the sphere is touching the wall, the turbulence structure resembles that for a 
hemisphere: A recirculation zone forms downstream, beyond which the shear layer reattaches, 
and hairpin vortices are observed downstream. A standing vortex is also present. However, when 
the sphere is moved away from the wall, the pattern changes: For distances from the wall greater 
than 17.5% of the diameter of the sphere, both the standing vortex and hairpin vortices are not 
observed, and the shear layer, rather than reattaching downstream, dissipates into the outer layer 
flow (Fig. 3.18). 
 Ozgoren et al. (2013) perform similar experiments to those of Tsutsui (2008) and likewise 
find that the distance of the sphere from wall strongly influences the structure of the wake 
boundary layer. For a sphere touching the wall, the separated flow reattaches two grain diameters 
downstream, but for experimental configurations in the sphere is removed from the wall, the 
flow through the gap produces a jet flow that suppresses reattachment of the boundary layer. 
Furthermore, the wake region is asymmetric due to competition between the shear layers from 
both the top and the bottom of the sphere (Fig. 3.19).  
 Hajimirzaie et al. (2014) conduct a detailed investigation of the turbulent quantities 
around wall mounted sphere in a thin boundary layer. As observed by Ozgoren et al. (2013), the 
separated flow reattaches two grain diameters downstream. Furthermore, vorticity contour maps 
suggest the presence of a horseshoe vortex around the sphere and hairpin vortices in the wake, 
while contour maps of Reynolds shear stress reveal the structure of the downstream shear layer. 
In particular, Hajimirzaie et al. (2014) observe that the largest magnitude Reynolds shear stresses 
occur both immediately downstream of the separation point as well as near the bed at the point of 
reattachment. 
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3.7.5 FLOW AROUND PEBBLE CLUSTERS 
 As two-dimensional bedforms may be thought of as the natural analogue for an idealized 
channel-spanning obstacle such as a cylinder, research on wall-mounted spheres and 
hemispheres applies to the flow around pebble clusters. Covering up to 10% of the bed area in 
gravel systems (Naden and Brayshaw, 1987; Hassan and Reid, 1990), pebble clusters are a 
common small-scale bedform consisting of several large, spherical clasts protruding above the 
mean bed elevation. 
 Buffin-Bélanger and Roy (1998) study the turbulent flow around a pebble cluster in a 
natural environment and observe many zones of flow similar to those around a hemisphere: 
recirculation, vortex shedding, reattachment, upwelling, and downstream recovery of the 
boundary layer (Fig. 3.20). They note, however, that the irregular geometry of pebble clusters 
and the shallow depths of flow in gravel bed rivers limit the direct applicability of hemisphere 
and sphere flow fields to natural systems. In addition, Buffin-Bélanger and Roy (1998) find that 
the band of high Reynolds shear stress downstream of the pebble cluster, which is dominated by 
Q2 and Q4 events, extends from the lee of the pebble cluster to the free surface of the flow. 
Similarly, Buffin-Bélanger and Roy (1998) observe the growth of recirculation eddies, which are 
then shed into the outer flow toward the surface. Furthermore, the reattachment region appears to 
be modified by the reconvergence of flow around the pebble cluster in the spanwise plane, 
possibly enhancing turbulence, and a zone of upwelling flow exists downstream of reattachment. 
Overall, the effects of the pebble cluster on the turbulence structure of the flow are observable 
nine to 15 cluster-heights downstream. 
 In the laboratory, Lawless and Robert (2001b) observe the same regions of flow as 
Buffin-Belanger and Roy (1998). Furthermore, Lawless and Robert (2001b) attempt to 
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characterize the form of turbulent flow structures:  Although structures over smooth walls are 
created by the interaction of the near-wall viscous sublayer and the outer flow, Lawless and 
Robert (2001b) stress the non-existence of the viscous sublayer in rough, gravel channels, 
instead emphasizing the importance of vortex shedding around large rough elements for vertical 
momentum exchange. Although Lawless and Robert (2001b) observe the expected flow 
separation and recirculation, with the shear layer reattaching 1.5 to 3.5 cluster-heights 
downstream, they find it difficult to confirm the existence of horseshoe vortices—if such vortices 
do exist in more natural configurations, they occur only intermittently. Lawless and Robert 
(2001b) also observe downstream upwelling, which they attribute to the lateral convergence of 
flow. Overall, turbulence intensities with the pebble cluster are over 100% greater than without. 
 Lacey and Roy (2007a,b, 2008a,b) perform a series of field experiments and, like 
Lawless and Robert (2001b), observe a twofold increase in turbulent intensities due to a pebble 
cluster, with Q2 and Q4 events contributing 80% of the shear stress. However, Lacey and Roy 
(2007, 2008a) assert that the effects of the pebble cluster on the overall turbulence structure are 
limited in scope, modifying the flow field only 2.3 cluster-heights downstream, with little 
influence on macroscale turbulent structures.  
 Strom and Papanicolaou (2007) acquire flow field measurements around a pebble cluster 
in a shallow mountain stream. In addition to confirming the flow field documented in previous 
studies, Strom and Papanicolaou (2007) suggest the cluster may be thought of as modifying the 
turbulence structure of the flow by shifting the elevation of the roughness layer and zone of 
turbulence production away from the bed and to the height of the pebble cluster. In the laboratory 
and numerically, Strom et al. (2007) acknowledge the complexity of flow around a pebble 
cluster, with multiple scales of structures observable in the wake of a cluster. Furthermore, Strom 
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et al. (2007) admit that their models and those of previous researchers are limited in that they 
treat the streambed as a rough, impermeable wall, neglecting exchange processes with the 
subsurface. 
 Tan and Curran (2012) investigate the effects of multiple pebble clusters rather than a 
single, isolated cluster. Overall, multiple clusters increase the magnitude and variability of 
turbulence, with two clusters producing a 16% increase in shear stress than a single cluster, 
although dampening of turbulence sometimes occurs when flow patterns from separate clusters 
interfere. Tan and Curran (2012) also observe increased shear stress at reattachment.  
 
3.8 FIGURES 
 
Fig. 3.1: The turbulent boundary layer has a steeper velocity gradient near the wall than its 
laminar counterpart. After Kundu et al. (2012). 
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Fig. 3.2: Semi-log plot of the mean velocity profile of a turbulent boundary layer. The turbulent 
boundary layer is divided into regions with different velocity gradients. Close to the wall, in the 
viscous sublayer, the velocity is directly proportional to distance from the wall. The buffer region 
serves as a transition to the logarithmic region, where the velocity is proportional to the 
logarithm of the distance from the wall. Data for different Reynolds numbers collapse well 
everywhere except the wake region, for the velocity profile there is dependent on boundary layer 
thickness δ, which decreases with increasing flow Reynolds number (Eq. 3.12). After Kundu et 
al. (2012), based on data from Oweis et al. (2010). 
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Fig. 3.3: Planform photograph of flow near the wall (y+ = 2.7) in a turbulent boundary layer. 
Flow is to the bottom of the photograph. The alternating streaks of light and dark correspond to 
high and low momentum regions that define low and high speed streaks. From Kline et al. 
(1967). 
 
 
 
Fig. 3.4: Spanwise spacing of low-speed streaks with momentum thickness Reynolds number. 
The dotted lines indicate two standard deviations within 100 wall units, 𝜆+̅̅ ̅ = 𝜈 𝑈𝜏⁄ . The various 
symbols refer to different sources of experimental data. From Smith and Metzler (1983).  
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Fig. 3.5: Quadrant fluctuation events in a turbulent boundary layer based on Reynolds 
decomposition. In the turbulent boundary layer, the probability distribution function of 
fluctuations (ellipse) is anisotropic, with ejections and sweeps being the most common events. 
Thus, the Reynolds shear stress 𝑢𝑣 is usually negative. After Adrian (2007).  
 
 
 
Fig. 3.6: Times series hot-wire measurements of velocity fluctuations near the wall in a turbulent 
boundary layer. (a) Reynolds shear stress  𝑢𝑣, (b) streamwise fluctuations u, and (c) wall-normal 
fluctuations v. Sweeps and ejections are labeled with an “s” or “e,” respectively. Labels “i(w)” 
and “i(o)” refer to wallward and outward interactions, respectively. Both sweeps and ejections 
produce negative Reynolds shear stresses, and these negative spikes can be related to their 
corresponding u and v fluctuations. From Wallace et al. (1972). 
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Fig. 3.7: Hairpin packet that evolves from an ejection event. The primary hairpin vortex (PHV) 
induces a secondary hairpin vortex (SHV) upstream as well as a downstream hairpin vortex 
(DHV). From Zhou et al. (1999).  
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Fig. 3.8: Conceptual diagram showing the evolution and structure of hairpin packets. The packets 
of hairpins (yellow) together induce large regions of low momentum fluid (blue). In this manner, 
a passing hairpin packet can explain not only individual ejections but also the series of ejections 
that make up bursting events. From Adrian (2007). 
 
 
 
 
 
Fig. 3.9: (A) Organized hairpin “forest” simulated by Wu and Moin (2009). At Re ~ 1000, the 
strong organization of hairpins is evident. (B) Hairpin “tangles” simulated by Jimenez et al. 
(2010). At Re ~ 2000, there are less coherent hairpins, though streamwise streaks are still 
present.  
 
 
 
B A 
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Fig. 3.10: “U” shaped coherent turbulent structures proposed by Hong et al. (2012) for flow over 
a rough wall. The heads are created by shear over the tops of roughness elements, and the legs 
originate from the areas in between. The area between the legs is dominated by sweeps, while 
ejections affect the flow to the sides of the structure. These ejections act to lift adjacent structures 
higher into the flow. From Hong et al. (2012).  
 
 
 
Fig. 3.11: Mean velocity profile for turbulent flow over a porous bed (Zhou and Mendoza, 1993). 
The profile is characterized by a slip velocity Us at the porous interface and an exponential decay 
of velocity into the porous bed. 
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Fig. 3.12: As pore Reynolds number Rep increases, a greater amount of pore space is occupied by 
eddies, effectively reducing the hydraulic conductivity (Chaudhary et al., 2011). 
 
 
 
 
Fig. 3.13: Streamlines and velocity profiles near a separation point (“S”) on the lee side of an 
obstacle. After Kundu et al., 2012. 
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Fig. 3.14: Diagram of mean flow pattern over a two-dimensional dune. From Müller and Gyr 
(1986). 
 
 
 
Fig. 3.15: Diagram of 3-D vortex loop forming downstream of the crest of a 2-D bedform. From 
Müller and Gyr (1986). 
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Fig. 3.16: Streamlines and streamwise velocity over a bedform for four different cases: (a) an 
impermeable dune on top of an impermeable, smooth bed, (b) a permeable dune on top of an 
impermeable, smooth bed, (c) a permeable dune on top of an impermeable, rough bed, and (d) a 
permeable dune on top of a permeable, rough bed. From Blois et al. (2014). 
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Fig. 3.17: (A) Organization of vortices around a hemispherical obstacle and (B) formation of 
hairpin vortices from three-dimensional flow separation around a hemispherical obstacle. From 
Acarlar and Smith (1987). 
 
 
 
 
Fig. 3.18: Flow visualizations (left) and streamlines (right) around (A) a spherical obstacle 
touching a wall and (B) a spherical obstacle separated from a wall by a distance equal to 17.5% 
its diameter. From Tsutsui (2008). 
 
 
 
Fig. 3.19: Time-averaged streamlines around a spherical obstacle (A) touching a wall, (B) 
separated from a wall by a distance equal to 10% its diameter, and (C) separated from a wall by a 
distance equal to 25% of its diameter. “F” indicates a focus in the streamlines, while “S” 
indicates a saddle point. 
A 
B 
A B C 
A B 
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Fig. 3.20: Diagram of flow structure around a pebble cluster. From Buffin-Belanger and Roy 
(1998). 
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CHAPTER 4 
EXPERIMENTAL METHODS 
 
4.1 OVERVIEW OF MEASUREMENT TECHNIQUES 
 The flume experiments in this study used a combination of experimental techniques for 
measuring flow above and within a model porous gravel stream bed. Particle image velocimetry 
(PIV) allowed for the acquisition of detailed velocity vector fields, while refractive index 
matching (RIM) provided optical access to the pore spaces of the bed. 
 
4.1.1 PARTICLE IMAGING VELOCIMETRY 
 Particle imaging velocimetry (PIV) is an optical method of flow measurement and 
visualization (Adrian, 2005; Raffel et al., 2007) in which a fluid flow is seeded with micro-scale, 
neutrally buoyant tracer particles. A pulsing laser light sheet illuminates a section of the flow 
while high speed cameras capture pairs of images, with each image in a pair being within 
milliseconds of the other (Fig. 4.1). The displacements of clusters of particles in each image pair 
are calculated by multi-pass cross-correlation algorithms, and from these displacements, dense 
instantaneous velocity vector fields can be computed. Overall, PIV vector fields allow for the 
detailed examination of turbulence in a fluid flow. 
 The acquisition of many image pairs allows for the calculation of mean statistics for a 
steady flow. Complete image pairs, or realizations, can be gathered at rates ranging from 1 Hz to 
several kHz: A compromise often must be made between spatial and temporal resolutions due to 
the limitations of image transfer speeds from the camera (Raffel et al., 2007). In this study, the 
spatial resolution was maximized in order to capture flow near the bed and at the scale of the 
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pore spaces. 
 Turbulent fluctuations from the mean velocity field can be used to calculate Reynolds 
stresses, which provide insight into the mean transfer of momentum by turbulence. Other data 
analysis techniques, such as Galilean decomposition, permit the visualization of turbulent flow 
structures (Adrian et al., 2000). The processing scheme used in this study is described in Section 
4.3.  
 
4.1.2 REFRACTIVE INDEX MATCHING 
  Refractive index matching (RIM) is a technique in which the variable refractive index of 
a fluid is matched to that of submerged transparent solid phases, rendering the solids essentially 
invisible (Budwig, 1994). With RIM, optical access can be gained to flow behind, below, and 
within objects (Fig. 4.2). The refractive index of the RIM fluid can be altered by adjusting the 
chemical composition of the fluid and its temperature, thus allowing the match to be fine-tuned 
(Narrow et al., 2000; Blois et al., 2012a,b). In the present study, the RIM method is used to 
collect unprecedented PIV measurements of the flow above and within a model porous gravel 
stream bed. However, the method was not without limitations, which are addressed in Section 
4.4, where error analysis is documented.  
 
4.2 EXPERIMENTAL DESIGN 
 RIM flume experiments were conducted at the Laboratory for Turbulence and Complex 
Flow at the University of Illinois at Urbana-Champaign. A model porous gravel stream bed was 
constructed from acrylic spheres, and the flow above and within the bed was measured with 
multiple fields of view and free stream velocities (Table 4.1). The experiments were then 
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repeated with the addition of a cylinder atop the bed, simulating the effects of stream bed debris 
such as a submerged tree (Sawyer et al., 2011; Sawyer et al., 2012; Sawyer and Cardenas, 2012). 
 
Experiment Obstacle 
geometry 
Measurement 
plane 
Pump freq. 
(Hz) 
Ubulk (m s-1) Rebulk Magnification 
(μm/pixel) 
A No 
obstacle 
U-V 10, 20 0.360, 0.732 32000, 
65100 
23.2, 42.1 
B No 
obstacle 
U-W 10 0.360 32000 86.6 
C Cylinder U-V 10, 20 0.360, 0.732 32000, 
65100 
23.2, 42.2 
D Cylinder U-W 10 0.360 32000 86.6 
E Sphere U-V 10 0.360 32000 39.5 
F Sphere U-W 10 0.360 32000 86.3 
Table 4.1. Overview of conducted experiments. 
 
4.2.1 THE REFRACTIVE INDEX MATCHING (RIM) FACILITY 
 Fluid flow was measured in the small-scale RIM (SS-RIM) facility at the University of 
Illinois at Urbana-Champaign (Fig. 4.3). This flume has a test section of 0.11 x 0.11 x 2.5 m and 
can produce free stream velocities from 0.05 – 1.25 m s-1, with Rebulk up to ~105 (Blois et al., 
2012a,b; Blois et al., 2013; Kim et al., 2013; Tang et al., 2013). The test section of the flume was 
constructed from acrylic to allow full optical access and examination of the flow using laser-
based PIV methods. 
 A 62.5% by weight sodium iodide (NaI) solution was used as the fluid (Narrow et al., 
2000; Blois et al., 2012b). Its properties vary from pure water, with a density ρ = 1800 kg m-3, a 
kinematic viscosity ν = 1.1 x 10-6 m2 s-1, and a typical refractive index RI = 1.498. Since NaI 
solution is not only corrosive but also degrades in the presence of light and oxygen, the flume is 
equipped with fiberglass pumps and a unique processing system (Fig. 4.4): A mixing vessel and 
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vacuum pump remove oxygen from the solution and replace it with nitrogen (Blois et al., 2012b). 
The flume is also equipped with heat exchangers that can adjust the temperature of the solution 
to within 0.05° C. Thus, a reliable refractive index match and constant fluid viscosity can be 
maintained.  
 
4.2.2 CONSTRUCTING THE MODEL POROUS GRAVEL BED 
 The model stream bed was constructed by assembling 4224 pre-cast 1.27 cm (0.5 in) 
acrylic spheres in a fixed cubic close packed pattern (porosity of 0.47). An idealized cubic 
packing geometry, in addition to maximizing the size of the pore spaces available for imaging, 
was chosen to examine the detailed fundamentals of such complex flows before considering 
more natural, random packing geometries.  The model porous bed was meant to simulate the bed 
of a gravel-bed river at low to normal flow—conditions important for everyday mass transfer 
between the stream and the subsurface. The flow depth to grain size ratio H/D employed was 5.6, 
which is reasonable for the flow in the riffle of a riffle-pool sequence, where shallow, turbulent 
water flows over gravel sediment (Richards, 1978; Tonina and Buffington, 2007). The chosen 
grain size was also similar to the D50 in the subsurface of many gravel beds, as opposed to that of 
the bedload or coarse surface armor layer (Whiting and King, 2003).  Lastly, the grain diameter 
chosen was simply convenient, allowing the maximum spatial resolution within the constraints 
of the test section. However, it is important to note the flow was restricted on all sides by the 
flume walls. 
 The bond between spheres was achieved using a water-thin, methylene chloride based 
solvent cement. The cement softened the acrylic surfaces to be joined, which fused together with 
dissipation of the solvent. The solvent was carefully supplied to the connecting surfaces of 
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spheres with a needle applicator (Fig. 4.5), and capillary forces between two spheres kept a ~1 – 
1.5 mm wide “meniscus” of cement in place while a bond formed. Within minutes, the bond set, 
reaching full strength within 48 hours. A solvent cement was used because it leaves little to no 
residue on the spheres—the bond itself forms from dissolved acrylic. Thus, the cement neither 
contaminated the NaI solution nor significantly hindered optical access. In addition, the method 
of bonding pre-cast spheres was preferable to alternative schemes, such as casting an entire 
porous bed at once, for it limited the effect of large connections between spheres on the pore 
flow. All connections were restricted to the streamwise-spanwise plane, resulting in pore flow 
measured in the streamwise-wall-normal plane being uninhibited. 
 Spheres were bonded to create “rods” 3.91 cm long (three spheres each). These rods were 
arranged, long side oriented vertically, on acrylic plates with dimensions 27.9 cm x 10.2 cm x 
0.24 cm (11 in x 4 in x 0.93 in), resulting in modular tiles 22 x 8 x 3 spheres in size (Fig. 4.6). To 
ensure reliable alignment of spheres, a simple right-angle jig was constructed; during assembly, 
the jig was angled toward its lowermost corner such that gravity settled the spheres into a cubic 
packing.  For increased stability, one side of each model tile was supported by an additional 
acrylic plate with dimensions 27.9 cm x 3.81 cm (11 in x 1.5 in). The upstream and downstream 
edges of each tile were reinforced with additional adhesive, and eight tiles in total were 
constructed to fill the flume test section, totaling 8652 cm3 in volume (including pores). 
 A small ramp 10.2 cm (4 in) long was constructed in the same manner as the primary 
model bed tiles (Fig. 4.7), with the height of the ramp being increased downstream to facilitate 
development of turbulent boundary layer flow at the inlet of the test section. At the outlet of a 
test section, a perforated PVC gate protected the flume’s pumps if the model were to 
malfunction. 
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4.2.3 GENERAL EXPERIMENTAL PARAMETERS 
 The porous bed model tiles were not mounted on the bottom of the flume as one 
might expect, but instead were fixed to the sidewall with doubled sided tape. This arrangement 
lessened the effect of highly reflective and distorting nitrogen bubbles, which float to the top of 
the flume and interfere with illumination and image capture. Double-sided tape had the 
advantage of being temporary, inexpensive, and non-reactive with the NaI solution. In addition, 
all experiments were conducted at a small slope of 0.30 ± 0.03 % to facilitate removal of any air 
bubbles through a valve on top of the flume at its upstream end. 
Measurements were gathered from two perspectives relative to the bed interface: from the 
side and top-down. When viewing the flow from the side (Exps A, C and E), the laser sheet 
illuminated the streamwise-wall-normal plane of fluid while the camera was mounted below the 
flume, pointing upward (Fig. 4.8). The measurement plane was located along the centerline of 
the porous bed, where the velocity field should be approximately 2-D, with the center of the field 
of view 170 cm downstream of the inlet. When viewing the flow from above (Exps. B, D and F), 
the laser sheet illuminated the streamwise-spanwise plane while the camera was mounted to the 
side of the flume. The measurement plane was located at four locations above the streambed 
interface at y/D = 0, where D is the diameter of a sphere: the crest of the spherical roughness 
elements, at y/D = 0.5, and above the roughness, at y/D = 1.0, 1.5, and 2.0 
 The flow was seeded with silver-coated hollow glass spheres (Conduct-O-Fil SH400S33, 
density 1700 kgm-3), which have a mean particle size of 4 µm and a size range of 1 µm to 10 µm. 
Because the seeding particles were approximately neutrally buoyant in the NaI solution (the ratio 
of the NaI solution to the particles was 1800 kgm-3 / 1700 kgm-3 = 1.1), they were assumed to 
follow the streamlines of the flow (Melling, 1997).  
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The particles in the flow were illuminated with a laser sheet produced by a dual-cavity 
Nd:YAG laser emitting ~200 mJ/pulse at 2 Hz (Quantel EverGreen). A combination of mirrors, 
cylindrical lenses, and prisms was aligned such that the laser beam diverged into a sheet ~30 cm 
wide and 1 mm thick at the measurement section (Fig. 4.9). The camera aperture was adjusted 
such that the input light was maximized and the depth of field was comparable to the thickness 
of the laser sheet—for all experiments in this study, an f-stop of either f/2.8 or f/5.6 was used, 
depending on desired illumination. Image capture and laser pulses were synchronized with a 
computer-controlled TSI Model 610035 Laser Pulse Synchronizer.  
For experiments A and C, image pairs were captured with a 12-bit, frame-straddle CCD 
camera at 2 Hz with a 105 mm lens. Each image had an area of 4000 × 2750 pixels (11 Mpixel). 
Depending on the desired field of view, the spatial resolution ranged from 44 µm to 23 µm per 
pixel (Table 4.1). 7,500 image pairs were captured per experiment to minimize uncertainty in the 
calculated turbulent quantities. 
For experiments B, D, E, and F, the 11MP camera was unavailable, so a similar 4MP 
camera was used with a 60 mm lens. Image pairs were captured at 7 Hz, and each image had an 
area of 2048 × 2048 pixels. Depending on the field of view, the spatial resolution ranged from 87 
µm to 40 µm per pixel (Table 4.1). 
 
4.2.4 ROUGH, POROUS BED CONFIGURATION 
 The initial experiments consisted solely of flow over and through eight porous bed tiles 
with no additional roughness elements or flow modifiers (Table 4.2). The pump operated at two 
frequencies, 10 Hz and 20 Hz, to study cases with different bulk flow velocity and flow 
Reynolds number (Table 4.1). For larger fields of view (Experiments A.1 and A.2), each run was 
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conducted twice, the only difference being the time between laser pulses in a realization (t). 
Such repetitions were necessary to achieve the optimal dynamic ranges for velocity 
measurements in both the pores and the free stream: Since the velocity gradient between the two 
regions was large, t had to be optimized. Optimizing for free stream velocities failed to capture 
particle movement greater than one pixel in the pores, resulting in a low dynamic range and a 
high occurrence of peak locking errors (Christensen, 2004). On the other hand, when t was 
optimized for the pore flow, free stream particle displacements were too large to be cross-
correlated reliably. To solve this problem, free stream and pore vector fields were captured 
separately, and the ensemble fields were spliced together after processing. This approach had the 
disadvantage that instantaneous fields could not be correlated between the pore and free stream. 
 The rough, porous bed experiments were repeated a second time with a smaller field of 
view, consisting of several pore spaces and the near-bed region (A.3 and A.4). The goal of this 
field of view was to observe the exchange of momentum at the stream-streambed interface with 
high spatial resolution. The velocity gradient between these two regions was small enough that 
only one t setting was necessary for each run, permitting calculation of instantaneous velocity 
fields that spanned the pore spaces and the near-bed region. 
 
4.2.5 CYLINDER CONFIGURATION 
 To study the effect of a 2-D streambed obstacle on the stream and pore flow, an acrylic 
cylinder (D = 1.27 cm, identical to the spheres) was mounted to the top of the measurement 
section bed (Fig. 4.10; Table 4.3). It was expected that the cylinder would accelerate the flow 
around it, and this acceleration, as well as the turbulent wake created by flow separation on the 
downstream side of the cylinder, would create a pressure gradient, promoting downwelling on 
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the upstream side of the cylinder and upwelling on the downstream side, in accordance with 
theory (Elliott and Brooks, 1997a,b; Grant and Marusic, 2011) and previous experiments 
(Packman et al., 2004; Hester and Doyle, 2008). A cylinder was chosen as the streambed obstacle 
because (1) its effect on the mean upwelling and downwelling was expected to be 2-D, and (2) 
such a geometry could be compared with experiments over 2-D bedforms (Bennett and Best, 
1995) and numerical models that simulate large woody debris (Sawyer et al., 2011). The flume 
was operated at identical flow conditions to those used for the rough, porous bed experiments, 
although the pulse separation t was optimized for the new flow geometry (Table 4.3).  
 
Run Pump frequency 
(Hz) 
Measurement 
plane 
Pulse separation 
t (µs) 
Magnification 
(µm / pixel) 
NaI solution 
temperature 
(°C) 
A.1a 10 U-V 1400 42.1 21-24 
A.1b 10 U-V 6000 42.1 21-24 
A.2a 20 U-V 1000 42.1 21-24 
A.2b 20 U-V 6000 42.1 21-24 
A.3 10 U-V 3000 23.2 21.10 
A.4 20 U-V 1350 23.2 21.10 
B.1 10 U-W 2500 86.6 21.10 
B.2 10 U-W 2500 86.6 21.10 
B.3 10 U-W 2500 86.6 21.10 
B.4 10 U-W 2000 86.6 21.10 
Table 4.2. Capture parameters for the rough, porous bed configurations. The heat exchange 
system was not operational for experiments A.1 and A.2, and thus the temperature of the solution 
varied due to frictional heat. For experiment B, the heat exchange system was running, and the 
temperature was adjusted to 21.10 °C for a better refractive index match and constant fluid 
viscosity. 
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Run Pump frequency 
(Hz) 
Measurement 
plane 
Pulse separationt 
(s) 
Magnification (µm / 
pixel) 
C.1a 10 U-V 1400 42.2 
C.1b 10 U-V 3000 42.2 
C.2a 20 U-V 1100 42.2 
C.2b 20 U-V 2000 42.2 
C.3 10 U-V 1800 23.2 
C.4 20 U-V 1000 23.2 
D.1 10 U-W 2300 86.6 
D.2 10 U-W 2300 86.6 
D.3 10 U-W 2000 86.6 
D.4 10 U-W 1800 86.6 
Table 4.3: Experimental configurations for exchanged induced by a cylinder. For all runs, the 
temperature of the solution was optimized at 21.10 °C. t values were adjusted for the new flow 
geometry.  
 
4.2.6 SINGLE SPHERICAL GRAIN CONFIGURATION 
 To investigate the effect of a 3-D streambed obstacle on stream and pore flow, an acrylic 
sphere (D = 1.27 cm) was mounted to the top of the bed (Table 4.4). Like the cylinder, the 
additional single grain was expected to modify the turbulent flow field and produce mean 
downwelling and upwelling patterns in the manner of a large roughness element such as a pebble 
cluster (Kirkbride, 1993; Hardy et al., 2009). Because of equipment availability, measurements 
were conducted at only one pump frequency and lower resolutions. 
 
4.3 PIV DATA ANALYSIS AND PROCESSING 
 PIV images were analyzed with INSIGHTTM 4G Global Image Acquisition, Analysis and 
Display Software. A typical processing scheme consisted of image background subtraction, 
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particle cluster cross-correlation, and post-processing vector validation. Mean statistics and 
turbulent quantities were calculated with MatLab and displayed in Tecplot 360.  
 
Run Pump frequency 
(Hz) 
Measurement 
plane 
Pulse separationt 
(µs) 
Magnification (µm / 
pixel) 
E.1 10 U-V 1340 39.5 
F.1 10 U-W 2200 86.3 
F.2 10 U-W 2200 86.3 
F.3 10 U-W 2200 86.3 
F.4 10 U-W 2200 86.3 
Table 4.4: Experimental configurations for exchanged induced by a cylinder. For all runs, the 
temperature of the solution was optimized at 21.10 °C. t values were adjusted for the new flow 
geometry.  
 
4.3.1 BACKGROUND SUBTRACTION 
 To achieve the maximum intensity contrast for the seeding particles, background 
subtraction was performed on each image before vector processing (Fig. 4.11). The average pixel 
intensity for a set of image pairs was calculated using the pre-processing features in INSIGHTTM 
4G, and this average intensity image was then subtracted from each individual image. 
 During acquisition, the image intensity drifted with time due to the deposition of seeding 
particles on the spheres. Essentially, the accumulation of particles reflected additional light into 
the pores and free stream, thereby reducing the image contrast. Therefore, instead of calculating 
the average intensity for an entire 7,500 realization experimental run, background subtraction 
was implemented in 500 image pair groups with INSIGHTTM 4G’s macro and batch processing 
features to account for image intensity drift. Overall, the background subtraction scheme 
significantly improved the uniformity of particle intensity across an image and minimized the 
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effect of reflections.  
 
4.3.2 CROSS-CORRELATION 
 To extract displacements from a PIV recording, images are often subdivided into a grid, 
with each grid square constituting one interrogation window. The particle intensity is then cross-
correlated between images within an image pair to find the mean linear displacement within each 
window. PIV processing is based on techniques similar to those for cross-correlating time signals 
(Papoulis, 1977), but the signal in PIV is a 2-D spatial rather than temporal signal. The 
mathematical theory behind the cross-correlation process in PIV is described by Adrian (1988) 
and Keane and Adrian (1992).  
 The cross-correlation in PIV processing is often performed with a digital fast Fourier 
transform (FFT) (Raffel et al., 2007). The highest peak in the correlation function (Fig. 4.12) 
corresponds to the mean displacement of particles between two images in the pair. To obtain 
subpixel displacement values, a Gaussian peak or similar peak function can be fitted to the 
correlation map. To reduce peak-locking errors, which originate from the fitting of correlation 
functions and propagate into all second-order statistics, particle displacements should be greater 
than 1 pixel. However, particle displacements close to, or above, the interrogation window width 
are unable to be captured by the cross-correlation process. For this study, the capture settings 
were adjusted to ensure that particle displacements in the region of interest averaged 10-15 pixels 
for the maximum signal-to-noise-ratio (Christensen, 2004; Raffel et al., 2007). 
 The signal-to-noise ratio and spatial resolution of cross-correlation can be improved by 
multi-pass algorithms (Raffel et al., 2007). The first pass performs the cross-correlation with a 
large interrogation window that is known to capture the full range of particle displacements in 
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the image. Outlier displacements are then replaced by interpolation from neighboring windows. 
Each following pass uses a smaller, finer resolution interrogation window, with an offset between 
windows in each image equal to the estimated displacement from the previous pass. In this way, 
subsequent cross-correlation passes are able to increase the density of displacement vectors by 
using smaller windows that follow the particle displacements. This process is iterated until the 
desired vector grid spacing is achieved.  
 In this study, a Recursive Nyquist Grid scheme was used with an initial window size of 
64 x 64 pixels and a final window size of 16 x 16 pixels. Prior to cross-correlation, a region of 
interest was hand-drawn in INSIGHTTM 4G such that known image aberrations were omitted 
from the analysis. For calculating particle displacements, INSIGHT’s built-in FFT correlator was 
used, employing a zero pad spot mask and Gaussian peak engine. Particles with pixel intensities 
below 0.1 were disregarded from the correlation. Between multi-pass iterations, vectors were 
validated by two sequential median filters with neighborhood sizes of 3 x 3 and 5 x 5. If the 
velocity of a vector varied from its neighborhood median by more than twice the median value, 
then it was replaced with a valid secondary correlation peak, or if none were available, by the 
local median value. Vectors replaced in intermediate iterations were smoothed slightly by a 
Gaussian filter with a standard deviation of 1.1. After the last iteration, smoothing was addressed 
by a separate post-processing module, which is discussed in Section 4.3.3.  
 
4.3.3 VECTOR POST-PROCESSING 
 Outliers in the final vector field were addressed with post-processing techniques. In 
addition to the validation passes during cross-correlation iterations, two final validation passes 
were made on the vectors during post-processing. Vectors not within twice the value of the 3 x 3 
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and 5 x 5 local medians were replaced by valid secondary peaks from the correlation function 
(Raffel et al., 2007). If there was no valid peak, such vectors were removed rather than 
interpolated. Care was taken such that the captured images and processing scheme resulted in no 
more than 1% to 3% outlier vectors that required replacement or removal. To aid in visualization, 
the final vector field was smoothed slightly by a Gaussian filter with a standard deviation of 
1.2—the transition from one vector to another should reflect the continuity of flow within the 
fluid. Overall, processing required ten minutes per 30 image pairs on average with six processor 
cores; thus, an entire 7,500 realizations took one to two days.  
 
4.3.4 SPATIAL CALIBRATION 
 Normally, PIV cross-correlations output velocities in pixels per realization. To obtain 
measurements in SI units, the images were calibrated based on the known diameter of the acrylic 
spheres. This calibration method differs from many PIV experiments in which a regular grid or 
similar target is used, but unlike many PIV setups, the field of view in this study contained many 
measurable, regularly spaced objects. Furthermore, the geometry of the porous bed and the 
sensitive and corrosive nature of the NaI would have made the use of a calibration target 
cumbersome and perhaps unwise. For each experimental setup, the calibration and its uncertainty 
was determined by at least ten separate measurements of the pixel-length of rows of 3, 5, 7, or 9 
spheres. Uncertainty hereafter indicates the standard error of the mean, as summarized in Taylor 
(1997). A detailed error analysis is conducted in Section 4.4. 
 Dewarping the image to remove lens distortion was not feasible for calibration based on 
the dimensions of the spheres rather than on a grid target. However, the region of interest was 
generally not at the edges of the images, where the uncertainty in position introduced by lens 
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distortion is greatest. In general, the uncertainty in position due to lens distortion was acceptable 
and is quantified in Section 4.4.1. Calibrating in this manner also slightly increased the overall 
uncertainty of velocity measurements, although the error analysis in Section 4.4 reveals that this 
increase is relatively minor. 
 
4.3.5 SINGLE-POINT ENSEMBLE STATISTICS 
 Velocity fields were averaged over multiple realizations using MatLab. The Reynolds 
stresses were calculated as well, for which the mathematics are described in Section 3.2.2. 
Reynolds stresses serve as a useful statistical description of turbulence in that they are essentially 
the rate of mean momentum transfer by turbulent fluctuations from the mean flow (Adrian et al., 
2000; Kundu et al., 2012). When running in parallel on six processor cores, the calculation of all 
single-point statistics for one 7,500 realization experimental run took ~6 hours.  
 For those experimental runs with unchanging downstream geometry, i.e. the rough, 
porous bed configuration, streamwise-averaged profiles were computed, allowing for a detailed 
examination of the boundary layer structure and wall-normal integration of the profile for 
calculation of the bulk velocity as well as the bulk and momentum thickness Reynolds numbers. 
Shear velocity u* was determined via multivariate nonlinear regression of the experimental 
profile with Eq. (3.14), the log-law over rough walls.  
 
4.3.6 QUADRANT ANALYSIS 
 Quadrant analysis was conducted to ascertain the contribution of turbulent events of each 
quadrant to the total Reynolds shear stress 𝑢𝑣, (e.g. Lu and Willmarth, 1973; Bogard and 
Tiederman, 1986). Plotting velocity fluctuations in the streamwise and wall-normal directions—
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u and v, respectively—about a zero mean (Fig. 4.13) defines quadrants of fluctuation, with Q1 
and Q3 corresponding to the “outward” and “inward” interactions of classic boundary layer 
studies and Q2 and Q4 corresponding to “ejections” and “sweeps.” Q1 and Q3 events may be 
thought of as transferring turbulent energy to the mean flow, while Q2 and Q4 events extract 
energy from the mean flow and produce turbulence. 
Instantaneous fluctuations at a point may be evaluated for the entire ensemble of 
measurements or only for those above a certain threshold, 𝐻 =  |𝑢𝑣|/𝑢𝑣̅̅̅̅ , where |𝑢𝑣| is the 
magnitude of instantaneous Reynolds shear stress and 𝑢𝑣̅̅̅̅  is the mean Reynolds shear stress for 
all measurements at that point. Applying a threshold to the analysis is useful for examining the 
contribution of large turbulent events, i.e. greater in magnitude than the mean, to the total 
Reynolds shear stress. Common H values for analyzing Q2 events range from 1.07 to 4.5, while 
typical H values for Q4 events range from 2 to 3 (Lu and Willmarth, 1973; Willmarth and Lu, 
1984; Bogard and Tiederman, 1986). For this study, H = 0 and H = 2 were used. 
To conduct the quadrant analysis, the contribution from quadrant Q to the total Reynolds 
shear stress may be calculated by 
−𝑢𝑣̅̅̅̅ 𝑄 =
1
𝑛
∑ 𝑆(𝑢 − 𝑈)(𝑣 − 𝑉)
𝑛
𝑖=1
, (4.16) 
where n is the number of measurements, and S = 1 if uv falls within quadrant Q and is above 
threshold H; otherwise S = 0. For the entire field of view of one experimental run, a quadrant 
analysis calculation required approximately 30 minutes running in parallel on six processor cores 
in MatLab. 
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4.3.7 MULTI-POINT ENSEMBLE STATISTICS 
 To ascertain the momentum transfer by turbulent flow structures, multi-point correlations 
of the turbulent fluctuations were calculated. A MatLab script computed correlation coefficients 
of the form:  
𝑅𝑖𝑗(𝑥, 𝑦) =
⟨𝑢𝑖(𝑥0, 𝑡)𝑢𝑗(𝑥, 𝑡)⟩
𝜎𝑖(𝑥0, 𝑡)𝜎𝑗(𝑥, 𝑡)
, (4.2) 
where 𝑢𝑖and 𝑢𝑗refer to velocity fluctuations in chosen directions, i and j are their standard 
deviations, x0 is a chosen reference point with which the rest of the field of view is correlated, 
and t is an instance in time, or in the case of PIV, an individual realization. Essentially, the 
correlation between turbulent fluctuations at a specified point—such as the crest of the 
cylindrical obstacle in this study—and fluctuations throughout the rest of the velocity field can 
be computed for every instantaneous realization, averaged over the ensemble, and normalized by 
the standard deviation of the ensemble. The resultant ensemble correlation map reflects the 
organization of vortex structures in their inclination and spatial extent (Christensen and Adrian, 
2001). A two-point correlation calculation required approximately 30 minutes running in parallel 
on six processor cores. 
Turbulent flow structure lengths and angles were measured manually from Ruu contour 
maps with ImageJ software. The structure length was defined as the major axis of the ellipse 
bound by Ruu= 0.3, and the angle was measured between the major axis and the locus of 
correlation (Christensen and Adrian, 2001; Coceal et al., 2007). Uncertainty was determined by 
measuring structure dimensions at least nine separate times and calculating the standard error. 
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4.3.8 VORTICITY, GALILEAN DECOMPOSITION, AND SWIRLING STRENGTH 
 Mean vorticity contour maps were created from ensemble PIV data. Vorticity is defined 
as the curl of velocity and is thus a measure of rotation in a flow: 
𝝎 = 𝛻 × 𝑼, (4.3) 
with 𝝎measured in radians s-1 and positive 𝝎indicating counter-clockwise rotation (Kundu et al., 
2012). Unfortunately, vorticity also detects shear in a flow, and because strong shear layers 
occupy the near-wall region of boundary layer flows, actual vortices in vorticity contour maps 
are often obscured by shear (Adrian et al., 2000). Thus, other methods of vortex identification 
commonly supplement vorticity calculations.   
Another method of visualizing turbulent flow structures, Galilean decomposition, was 
applied to the dataset, which subtracts the mean convective velocity from the instantaneous field 
(Adrian et al., 2000). This method allows identification of vortices in highly sheared flows 
where, in a standard vorticity field, they would be masked by the complexity of the flow. The 
convective velocity may be arbitrary, but ideally it is the translational velocity of the vortex that 
is of interest. In many PIV applications, the convective velocity is often simply taken to be the 
averaged velocity magnitude over the entire image field of view. However, since PIV data in this 
study feature large velocity gradients within one field of view, the convective velocity required 
manual adjustment for different regions of interest, such as the near-wall region of the rough, 
porous bed or within the wake of the cylindrical obstacle.  
 Galilean decomposition vectors were superimposed on contour maps of instantaneous 
swirling strength λci, the imaginary component of the complex eigenvalue of the local velocity 
gradient tensor (Adrian et al., 2000). λci-1 thus gives the period in seconds required for a particle 
to swirl about the real eigenvector of the velocity gradient. The main advantages of swirling 
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strength are that it is independent of reference frame and, unlike vorticity, it disregards regions of 
high shear not containing local swirling motion. For this reason, swirling strength contours are 
often used to confirm the locations of vortex cores in Galilean decomposition vectors.  
 
4.4 ERROR ANALYSIS 
 A detailed error analysis was conducted for the uncertainty in instantaneous and mean 
velocities measured in this study. PIV measurements require complex experimental setups with 
many parameters, all of which possess potential sources of error, such as the distances and angles 
of optics or the Gaussian peak fitting during cross-correlation. The effect of these uncertainties 
on a final velocity vector measurement was assessed using the ITTC Recommended Procedures 
and Guidelines for Error Analysis in PIV Measurement (2008). 
 
4.4.1 PROPAGATION OF UNCERTAINTY IN PIV VELOCITY MEASUREMENTS  
 To determine the uncertainty in the velocity measurement, one must first ascertain the 
uncertainty of the independent variables on which the velocity depends, namely in the calibration 
𝛼,  in the measurement displacement𝛥𝑥, and in the time between pulses𝛥𝑡:  
𝑢 = 𝛼
𝛥𝑥
𝛥𝑡
. (4.4) 
Once the uncertainties of the quantities on the right side of Eq. (4.4) were determined, they could 
be multiplied by their respective sensitivity coefficients and added in quadrature per the theory of 
error propagation:  
𝛿𝑢 = √(𝛿𝛼
𝛥𝑥
𝛥𝑡
)
2
+ (𝛿𝛥𝑥
𝛼
𝛥𝑡
)
2
+ (−𝛿𝛥𝑡 ⋅ 𝛼
𝛥𝑥
𝛥𝑡2
)
2
, (4.5) 
where𝛿refers to the uncertainty in a variable (Taylor, 1997). Uncertainties in calibration, particle 
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displacement, and time interval were assumed to be independent.  
 Each variable itself is subject to multiple uncertainties, which are summarized for the free 
stream in Tables 4.5-4.9. Uncertainties were propagated through calculations by their respective 
sensitivity coefficients, which are described in the ITTC guidelines. Overall, mismatching of 
cross-correlation peaks was the largest source of uncertainty. The position of the calibration 
plane and lens distortion contributed similar magnitudes of uncertainty, while the contributions 
of other factors were minimal. The combined uncertainties indicate that velocity vector 
measurements were within +/- 10 mm s-1 for the free stream. A similar error analysis can be 
performed for the position of vectors in the velocity field, which is summarized in Table 4.10. 
Overall, vector locations were determined within +/- 0.31 mm. 
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𝛿𝛼, 
Calibration 
Uncertainty Sensitivity 
coefficient 
Note 
Measurement of 
calibration 
reference 
 
0.81 pixels 
-1.5E-4 
mm/pixel2 
Determined from counting statistics. 
Actual size of 
calibration 
reference 
0.02 mm 3.4E-3 
1/pixel 
Assumed manufacturing tolerance of acrylic 
spheres. 
Image 
distortion by 
lens 
1.4 pixels -1.5E-4 
mm/pixel2 
Lens distortion is less than 5% of sphere length 
= 291 pixel x 0.005 = 1.4 pixel (ITTC, 2008). 
Image 
distortion by 
CCD 
0.0056 
pixels 
-1.5E-4 
mm/pixel2 
Assumed accuracy of CCD. Usually negligible 
(ITTC, 2008).  
Calibration 
plane position 
6.4 mm 7.3E-5 
1/pixel 
Since images were calibrated with the spheres, 
the uncertainty in calibration plane position is 
half of one sphere diameter. 
Calibration 
plane angle 
0.035 rad 1.5E-3 
mm/pixel 
Assumed calibration plane tolerance of 2 deg. 
Total 𝛿𝛼 5.3E-4 
mm/pixel 
  
Table 4.5: Uncertainties in calibrating PIV images. 
 
𝛿𝛥𝑥, 
Displacement 
Uncertainty Sensitivity 
coefficient 
Note 
Laser power 
fluctuation 
2.0E-4 mm 23 
pixel/mm 
Assumed 1/10 of particle diameter uncertainty 
from laser power variations. 
Image 
distortion by 
CCD 
5.6E-3 pixel 0.044 Assumed accuracy of CCD, from ITTC, 2008. 
Usually negligible.  
Normal view 
angle 
0.035 rad -1.5E-3 
mm/pixel 
Assumed viewing plane uncertainty of 2 deg. 
Mismatching 
error 
0.2 pixel 1.0 Estimated using simulation standard PIV images 
provided by Okamoto et al., 2000. 
Subpixel 
analysis 
0.03 pixel 1.0 Estimated using standard PIV simulation images 
provided by Okamoto et al., 2000. 
Total 𝛿𝛥𝑥 0.20 mm   
Table 4.6: Uncertainties in determining seeding particle displacement. 
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𝛿𝛥𝑡, Time 
interval 
Uncertainty Sensitivity 
coefficient 
Note 
Delay generator 1.0E-9 s 1.0 From synchronizer spec sheet. 
Pulse time 1.0E-8 s 1.0 From laser spec sheet. 
Table 4.7: Uncertainties for the time interval between images in an image pair. 
 
𝛿𝑢𝑒𝑥𝑝, 
Trajectory and 
3-D effects 
Uncertainty Sensitivity 
coefficient 
Note 
Particle 
trajectory and 
acceleration 
0.04 mm s-1 1.0 Estimated by assuming neutrally buoyant 
particles for which the velocity lag is <0.01% of 
a free stream velocity of ~400mm/s (ITTC, 
2008). 
3-D perspective 0.58 mm s-1 1.0 Estimated by assuming an out-of-plane velocity 
1.0% of free stream. The perspective angle is 
determined by the distance to the measurement 
plane and the field of view size (ITTC, 2008). 
Table 4.8: Direct uncertainties in velocity introduced by the experimental setup. 
 
Combined 
uncertainties 
Uncertainty Sensitivity  
coefficient 
Note 
𝛿𝛼 5.3E-4 mm 
pixel-1 
9.2E3 
pixel/s 
The position of the calibration plane and the lens 
distortion contribute the most uncertainty. 
𝛿𝛥𝑥 0.20 mm 44.0 
mm/pixel/s 
The mismatching error during processing 
contributes the most uncertainty by far. 
𝛿𝛥𝑡 1.0E-8 s 4.0E5 
mm/s2 
In general, uncertainty in the time intervals is 
low. 
𝛿𝑢𝑒𝑥𝑝 0.59 mm s
-1 1.0 3-D effects contribute the most to uncertainty. 
Total 𝛿𝑢 10 mm s-1  𝛿𝛥𝑥and mismatching error during processing 
contribute the greatest uncertainty by far, 
making up ~2/3 of the total uncertainty. The 
remainder is from calibration and lens distortion, 
while other uncertainties contribute minimally.  
Table 4.9: Propagation of all uncertainties affecting the measured velocity. 
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𝛿𝑥, Vector 
Position 
Uncertainty Sensitivity 
coefficient 
Note 
Center of 
interrogation 
window 
0.5 pixel 0.044 
mm/pixel 
The center coordinate of a window can be 
determined to within half of a pixel. 
Off-center 
particle 
distribution 
4 pixel 0.044 
mm/pixel 
  Off-center bias is at most ¼ the size of the 16 x 
16 window size (ITTC, 2008). 
Origin of 
coordinate 
system 
2 pixel 0.044 
mm/pixel 
An assumed uncertainty (ITTC, 2008). 
Calibration 
factor 
1.2E-4 
mm/pixel 
2000 pixel Uncertainty of calibration determined from 
counting statistics. 
Total 𝛿𝑥 0.31 mm  The largest uncertainty is from calibration. 
Table 4.10: Combined uncertainty for velocity vector position. 
 
4.4.2 CONVERGENCE OF ENSEMBLE STATISTICS 
 Convergence tests of vector field velocity and single point statistics were computed to 
determine the necessary number of PIV realizations to achieve accurate flow characterization. A 
MatLab script calculated the mean streamwise velocity, and 2-D turbulent kinetic energy 
1
2
(𝑢2 + 𝑣2) for incrementally increasing numbers of realizations, from just two vector fields to 
the entire ensemble of 7,500. In general, 7,500 realizations produced mean velocities that 
converged within ~1 mm s-1 (Fig. 4.14) and TKE that converged within 4 x 10-5 J kg-1 (Fig. 
4.15). 
 However, the gathered dataset had limitations. During some experimental runs, the 
temperature control system was non-functioning. Throughout experiments A.1 and A.2 (rough, 
porous bed with a large field of view), the mean streamwise velocity U exhibited a gradual 
increase on the order of 4 mms-1 (0.5 pixels uncalibrated) over the course of the entire run (Fig. 
4.16). Over the course of six hours of experimentation, the NaI solution increased in temperature 
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from 21.0° C to 24.0° C due to frictional heat. It is possible that the increased temperature led to 
a decreased viscosity and thus increase in velocity. However, the increase appears gradual, and 
the temperature of the solution appeared to stabilize at 24.0° C after ~5,000 realizations. It may 
be that the mechanical parts of the flume reached a new equilibrium with the solution after 
several hours of operation, with the heat created by the pumps equaling the heat lost to the room. 
Unfortunately, a detailed temperature time series was not recorded. Overall, the effect of the 
temperature increase was comparable to the instantaneous uncertainties discussed in Section 
4.4.1 and thus was deemed acceptable for the applications in this study. For Experiments B, C 
and D, the temperature control system was in operation, and convergence tests exhibited no 
gradual increase in streamwise velocity U. 
PIV data gathered in the pore spaces was subject to further limitations. Unlike previous 
studies conducted in the RIM facility (Blois et al., 2012a,b; Blois et al., 2013; Kim et al., 2013; 
Tang et al., 2013), the optical aberrations introduced by the spheres were significant (Fig. 4.18). 
In particular, spheres of such small diameter (1.27 cm) have a high curvature that hampered 
perfect refractive index matching. In addition, small bubbles of nitrogen often adhered to the 
nodes connecting spheres in the pore spaces, creating small reflections that decreased the image 
contrast of the immediate surroundings, affecting areas from just a few pixels to a quarter of a 
pore space in the most extreme cases. Perhaps most limiting was the deposition of the seeding 
particles on the downstream side of the topmost spheres and all around the pore space spheres 
(Fig. 4.18).  A thin coating of the seeding particles, which are reflective by design, acted much 
like the nitrogen bubbles by decreasing image contrast near and within the bed. In addition, a 
sphere covered by particles blocked optical access to the flow behind it. Effort was made to 
decrease particle deposition by cleaning the test section between runs as well as pausing runs and 
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varying pump frequency to flush the particles from the pores. However, such methods were 
ineffective even within the course of one experimental run. Because of these limitations, the 
presented pore data includes only the portion of a pore space viewable without imaging behind 
or through the spheres. Nonetheless, the laser sheet passed largely uninhibited through the 
centerline nodal plane, illuminating those parts of the pores that are optically accessible and 
providing linked free stream pore data that, although limited, are unprecedented.  
 
4.5 FIGURES 
 
Fig. 4.1: An example PIV image pair from this study. 106 x 106 pixels of the entire 4000 × 2750 
pixels field of view are shown. At least two particle clusters (circled) can be visually traced from 
frame A to B. Velocity vector fields are calculated based on the displacement of such clusters of 
particles. 
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Fig. 4.2: Example refractive index match for (a) partially and (b) fully submerged solid acrylic 
spheres in NaI solution. Images courtesy of G. Blois. 
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Fig. 4.3: Photo of the SS-RIM Facility. To prevent degradation of the NaI solution, the flume is a 
closed system. A pressurization system at the inlet tank fills the flume with nitrogen while the 
solution is transferred to the processing tank. From Blois et al. (2012b). 
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Fig. 4.4: Schematic of NaI solution processing system. When filling the RIM, solution is pumped 
from valve (1). Before emptying the RIM, a vacuum pump extracts all gaseous phases from 
valve (4) until the pressure inside the tank is -200 kPa (-30 PSI). Then valve (3) is opened, and 
the vacuum causes all solution in the RIM and piping system to return to the tank. Valve (2) is 
used to slightly pressurize the tank with nitrogen (6.5 kPa, or 1 PSI) to prevent deterioration of 
the solution by oxygen during storage. 
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Fig. 4.5: Schematic of model construction and solvent cement application. View is looking 
upstream. The adhesive is applied by a needle syringe and held in place by capillary forces until 
the bond is complete. Connections between spheres are limited to the vertical direction  
so as to be as unobtrusive as possible to the flow. 
 
 
 
 
Fig. 4.6. Schematic (top) and photo (bottom) of a complete model tile, composed of 22 x 8 x 3 
acrylic spheres. Eight such tiles were constructed to fill 2.24 m of a 2.5 m test-section.  
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Fig. 4.7: Schematic of inlet ramp, which was placed at the most upstream end of the test section 
in order to facilitate smooth development of the boundary layer and reduce unwanted flow 
effects created by the flume inlet. 
 
 
 
Fig. 4.8. Schematic of the measurement area with respect to the flume. The camera (A) was 
positioned below the test section and focused on the streamwise centerline of the porous bed, 
which was mounted on the sidewall. The laser sheet (B) illuminated the measurement area from 
the side. The field of view (FoV) was 170 cm downstream from the inlet. 
 
 
 
Fig. 4.9: Simplified laser sheet optics. Two diverging cylindrical lenses cause the beam to 
diverge into a sheet of light. At the measurement section, the sheet is ~0.3m wide and 1 mm 
thick.  
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Fig. 4.10: Cylinder mounted atop the porous bed. The cylinder was placed closer to the upstream 
edge of the field of view in order to capture more of its turbulent wake. 
 
 
 
Fig. 4.11: Section of PIV image from this study before (A) and after (B) background subtraction. 
Notice that the stray reflections in image A, which appear as blurry regions, are removed in 
image B. In this case, it is likely that reflections were from the movable mounting frame of the 
cylinder. For the rough, porous bed configuration and most of the cylinder configuration image 
area, reflections were significantly less prevalent than pictured here. Overall, background 
subtraction provided a larger input signal-to-noise ratio for cross-correlation. 
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Fig. 4.12: Example PIV cross correlation peak from Raffel et al. (2007). The x and y directions 
correspond to possible x and y displacement values of particles within an interrogation window. 
The highest peak in the z direction corresponds to the best value for particle displacement within 
one interrogation window between two images in a pair. 
 
 
 
Fig. 4.13: Quadrants of instantaneous uv. The threshold value H is a multiple of the mean 
Reynolds shear stress 𝑢𝑣̅̅̅̅ . Q1 and Q3 denote “outward” and “inward” interactions of classic 
boundary layer studies, while Q2 and Q4 refer to “ejections” and “sweeps.” From Bennett and 
Best, 1995. 
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Fig. 4.14: Uncertainty of mean velocities in the free stream and pores for both the rough, porous 
bed and cylinder configurations. Mean velocity converged within ~1 mms-1 after ~5,000 
realizations. The free stream for both cases exhibited similar behaviors, but the pores varied 
significantly. 
 
 
 
Fig. 4.15: Uncertainty of the turbulent kinetic energy (TKE) in the free stream and pores for both 
the round, porous bed and cylinder configurations. In general, the TKE converged within 4 x 10-5 
J/kg. Again, the free stream for both configurations behave similarly, though the pore space for 
the cylinder configuration shows high uncertainty. 
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Fig. 4.16: Free stream velocity for the rough, porous bed configuration with pump frequency at 
10 Hz. The mean velocity shows an ~4 mms-1 increase over the course of the experiment, which 
is thought be caused by a decrease in viscosity due to a non-functioning temperature control 
system. 
 
 
 
Figure 4.17: Example aberration introduced by sphere curvature. Particles were reasonably 
viewable through one or two spheres, as seen in region A, but when imaging through many 
spheres (region B), there was a high chance that their areas of highest curvature were aligned, 
thus acting as a distorting lens, making PIV cross-correlations difficult or impossible. 
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Fig. 4.18: Surface of spheres in a pore space at the beginning of an experimental run (A) and 
after several hours (B), when 3,500 realizations had been gathered. The deposition of seeding 
particles with time in low velocity regions such as the pore space increased reflections that 
decreased image contrast and blocked optical access to those regions behind the spheres. 
Deposition of seeding particles, though an interesting object of study in itself, may have been the 
most limiting factor in conducting the RIM experiments. 
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CHAPTER 5 
RESULTS AND ANALYSIS 
 
 Experimental data were assessed visually and statistically in order to investigate the 
mean, instantaneous, turbulent velocity structure above and within a permeable gravel 
streambed. This chapter details the results of these analyses. 
First, time-averaged velocity fields for each experimental configuration—no obstacle, 
cylindrical obstacle, and spherical obstacle—are presented. Second, representative instantaneous 
velocity fields for each configuration are examined, and their turbulent fluctuations are compared 
to the mean field. Third, the turbulence structure of the flow is interrogated via contour maps of 
turbulent kinetic energy (TKE) and Reynolds shear stress. Fourth, quadrant analysis is conducted 
to ascertain the contributions of quadrant events (Q1-Q4) to the Reynolds shear stress. Lastly, 
turbulent coherent structures are investigated with vorticity and swirling strength contour maps, 
Galilean decompositions, and two-point correlations of velocity fluctuations. For the most part, 
comparison to previous research is reserved for Chapter 7: Discussion and Conclusions. 
 
5.1 TIME-AVERAGED VELOCITY FIELDS 
  For each experimental run, 5,000 to 7,500 instantaneous PIV realizations were combined 
to analyze the time-averaged flow fields. These time-averaged fields reveal the mean velocity 
flow structure, from which the turbulent fluctuations deviate, as well as the mean upwelling and 
downwelling patterns around obstacles. The mean flow field properties considered in these 
experiments, specifically momentum thickness Reynolds number Reθ (Eq. 3.11), maximum free 
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stream velocity Umax, boundary layer thickness δ99  (Section 3.3.1), and shear velocity u*  (Section 
3.3.2), are summarized in Table 5.1. 
Rebulk Reθ Ubulk (m s-1) Umax (m s-1) δ99 (m) u* (m/s) 
36400 2610 0.360 0.430 0.0443 0.0726 
74200 5340 0.723 0.884 0.0454 0.129 
Table 5.1: Mean flow field properties considered in these experiments. 
 
5.1.1 POROUS BED WITH NO OBSTACLE 
 For the rough, porous bed configuration, the mean velocity field exhibits a boundary 
layer, with the mean streamwise velocity ⟨U⟩ decreasing closer to the bed (Fig. 5.1). However, 
near the bed (Fig. 5.2), the no-slip condition does not hold: At the crests of the top layer of 
spheres, the streamwise velocity is 35% of the maximum free stream velocity, whereas in the 
troughs between spheres, ⟨U⟩ decreases to approximately 25% of the maximum free stream 
velocity. In the pore spaces below, ⟨U⟩ is on average 5% of the free stream maximum, 
necessitating a rapid decrease in streamwise velocity in the neighborhood of y =0, the stream-
streambed interface. Unfortunately, the velocity field at the interface could not be accurately 
measured due to the experimental considerations explained in Section 4.4.2. In the free stream, 
the mean wall-normal velocity ⟨V⟩ is essentially zero, but near the bed (Fig. 5.3), contour maps 
of ⟨V⟩ reveal regions of net downwelling within and immediately upstream of the troughs 
between spheres. However, the magnitude of this upwelling is small, at less than 2.5% of the 
maximum free stream velocity, and the streamlines are essentially oriented downstream. 
 In the spanwise plane (Fig. 5.4), there is little variation in ⟨U⟩ except near the bed, where 
fluid accelerates around the crests of spheres, creating streamwise-oriented pathways of high 
momentum. Farther away from the bed, velocities in the spanwise plane agree in magnitude with 
their vertical location on the wall-normal contour map (Fig. 5.1). Within 20 mm of the side walls 
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of the flume, some modification of the flow due to wall effects is observable, but the flow at the 
centerline, where the wall-normal measurements were taken, remains unaffected. The contour 
map of mean spanwise velocity ⟨W⟩ (Fig. 5.5) also shows fluids accelerating around the crest of 
spheres. Above y/δ99 = 0.27, ⟨W⟩ is close to zero. 
 
5.1.2 POROUS BED WITH A CYLINDRICAL OBSTACLE 
 The addition of a cylindrical obstacle to the rough, porous bed causes the mean flow 
pattern to vary with streamwise location. Upstream of the cylinder (Fig. 5.6-1), the mean 
streamwise velocity ⟨U⟩ is comparable to that over the rough, porous bed (Fig. 5.1). Immediately 
in front of the cylinder (Fig. 5.6-2), there is a small region of flow stagnation. Flow accelerates 
above and beneath the cylinder, separating just downstream of the crest of the cylinder (Fig. 5.6-
3). A small zone of recirculation, ~ 0.75D in length, where D is the diameter of a spherical grain, 
occupies the leeside of the cylinder (Fig. 5.6-4), with negative streamwise velocities and counter-
clockwise rotation. Even smaller zones of negative streamwise velocity occur near the crests of 
the spheres downstream of the cylinder (Fig. 5.6-5). The recirculation zone behind the cylinder is 
disturbed by a region of high streamwise momentum fluid that, after traveling beneath the 
cylinder, extends diagonally upward to reconnect with the fast moving free stream (Fig. 5.6-6). 
Farther downstream, beyond x/D = 2, the near-bed flow is characterized by a wake of low 
streamwise momentum. Between the fast-moving free stream and the slower wake region, there 
is a narrow transitional region with high velocity gradients extending horizontally from the point 
of separation, corresponding to the shear layer (Fig. 5.6-7). This shear layer does not reattach 
within the field of view; instead, based on a linear extrapolation of its slope, the shear layer has a 
reattachment length of ~11.5D.   
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In the pore spaces directly beneath and downstream of the cylinder (Fig. 5.7), the 
streamwise flow is accelerated, reaching velocities 30% of the maximum free stream velocity. 
The acceleration is greatest one sphere diameter downstream of the cylinder, at x/D = 1, y/D = -
0.5. By x/D = 3, the streamwise velocity in the first row of pores, y/D = -0.5, has decreased to 
levels comparable with those when no obstacle is present; however, in the deeper pores spaces, 
y/D = -1.5, the velocity remains accelerated by the cylinder downstream beyond x/D = 6.  
 Distinct wall-normal downwelling and upwelling patterns (Fig. 5.8) are created by the 
cylindrical obstacle. At the crest of the cylinder, the mean wall-normal velocity ⟨V⟩ exceeds 20% 
of the maximum free stream velocity (Fig. 5.8-1). Similar downward velocities are observed 
beneath the upstream side of the cylinder (Fig. 5.8-2). Perhaps most striking are distinct regions 
of upward velocity downstream of the cylinder that correspond to jets emerging from each pore 
space (Fig. 5.8-3). The flow in the pore spaces (Fig. 5.9) reflects the patterns of the near bed: 
flow is strongly directed downward immediately upstream of the cylinder and upward for several 
pore spaces downstream. Downwelling is greatest one pore space upstream of the cylinder, at 
x/D = -1, and upwelling is greatest one pore space downstream of the cylinder, at x/D = 1. At x/D 
= 2, y/D = -0.5, the upwelling in the first row of pores reaches a minimum. Downstream, from 
x/D = 3 to 6, the upwelling velocity ⟨V⟩ actually increases, with the direction of flow in these 
pores being almost vertical. Directly beneath the cylinder, the flow is horizontal, and the velocity 
in the second row of pores, y/D = -1.5, is also predominantly horizontal.  
Mean streamwise velocity ⟨U⟩ contours in the spanwise planes (Fig. 5.10) show accelerated flow 
upstream of the cylinder and directly above the cylinder. In addition, the low momentum wake is 
clearly visible and extends across the entire width of the flume (Fig. 5.10A-1; 5.10B-1). Near the 
bed interface, at y/δ99 = 0.15 (Fig. 5.10A), fluid accelerates around the crests of spheres (Fig. 
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5.10A-2) as well as exiting the streambed in discrete jets downstream of the cylinder (Fig. 
5.10A-3). Near the side walls of the flume, streamwise velocities depart somewhat from a 
uniform pattern, but this departure is located sufficiently distant from the wall-normal 
measurement plane. As far away from the bed as y/δ99 = 0.53 (Fig. 5.10D), the acceleration of 
flow above the cylinder is evident. The mean spanwise velocity ⟨W⟩ (Fig. 5.11) shows areas of 
high spanwise momentum where fluid accelerates around the spheres near the bed (Fig. 5.11A-
1). The magnitude of these accelerations is greatest close to the cylinder, perhaps due to the 
funneling of downwelling and upwelling fluid to and from the pore spaces (Fig. 5.11A-2). Away 
from the bed, the magnitude of ⟨W⟩ decreases, and by y/δ99 = 0.53 (Fig. 5.11D), it is close to 
zero. 
  
5.1.3 POROUS BED WITH SINGLE SPHERICAL OBSTACLE 
The pattern of flow above and below the single grain obstacle in the wall-normal plane is 
similar to that produced by the cylinder; however, since the single grain presents less of a 
blockage to flow than a channel-spanning cylinder, the modifications to the flow field are less in 
magnitude. For example, the contour of mean streamwise velocity ⟨U⟩ (Fig. 5.12A) shows a 
stagnation zone upstream of the sphere (Fig. 5.12A-1), although the decrease in velocity is ~25% 
less in magnitude than that upstream of the cylinder. In addition, fluid accelerates above the crest 
of the sphere(Fig. 5.12A-2), although this acceleration is 50% less than that above the cylinder. 
Immediately downstream of the sphere, there is an extremely small recirculation zone, with a 
length of less than 0.2D. Furthermore, there is small-sized low momentum wake region of length 
~2.5D behind the single grain (Fig. 5.12A-3), as opposed to ~11.5D behind the cylinder. The 
streamlines of separated flow (Fig. 5.12A-4) from the crest are not angled toward the bed and 
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likely never reattach; instead, flow from around the sphere in the spanwise plane and from 
upwelling pores occupies the near-bed region (Fig. 5.12A-5). 
The contour map of mean wall-normal velocity ⟨V⟩ (Fig. 5.12B) is again similar to that 
for the cylindrical obstacle, but the magnitudes of upwelling and downwelling fluid near the bed 
and within pore spaces are decreased by 100%. In addition, significant upwelling is limited to 
~2.5D downstream of the sphere, corresponding to the wake region (Fig. 5.12B-3). The 
directions of flow within the bed resemble those produced by the cylinder, with the second row 
of pores featuring predominantly horizontal flow, while the first row exhibits strong 
downwelling upstream of the sphere and upwelling downstream of the sphere.  
Because flow can travel around the single grain obstacle in the spanwise plane, the 
velocity flow structure is strongly three-dimensional, as this is evident in the spanwise plane 
contour plots (Fig. 5.13): The mean streamwise velocity ⟨U⟩ accelerates around the sides of the 
grain in the plane y/δ99 = 0.15 (Fig. 5.13A-1) and separates. Immediately downstream of the 
sphere, a pair of counter-rotating vortices is generated, forming a small recirculation zone 
~0.75D in length (Fig. 5.13A,B-2). The separated flow converges ~2.5D downstream of the 
sphere (Fig. 5.13A,B-3). 
The mean spanwise velocity ⟨W⟩ (Fig. 5.14) also shows the acceleration of flow around 
the single grain in the spanwise plane, with fluid pushed away from the centerline of the flume 
upstream of the obstacle (Fig. 5.14B-1), separating from the sides of the sphere, and re-
converging ~2.5D downstream of the obstacle (Fig. 5.14B-2). The greatest magnitude spanwise 
velocities are not in the spanwise plane intersecting the center of the obstacle, at y/δ99 = 0.27 
(Fig. 5.14B), but rather toward or away from the in spanwise plane y/δ99 = 0.15 (Fig. 5.14A). 
Above height y/δ99 = 0.5 (Fig. 5.14D), the effects of the single grain obstacle on the spanwise 
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flow are minimal. Furthermore, as in the other spanwise measurements with no obstacle and the 
cylindrical obstacle, wall effects are observable, but they do not alter the flow structure in the 
areas of interest to this study. 
 
5.1.4 TIME-AVERAGED VELOCITY FIELDS AT HIGHER REYNOLDS FLOW NUMBER 
 In addition to Reθ = 2610, experiments were also conducted at Reθ = 5340 with no 
obstacle and with a channel-spanning cylinder. In general, the flow patterns at higher Reθ are 
similar to lower Reθ within the range of these experiments, with a few small differences 
addressed herein. 
 For the rough, porous bed with no obstacle at Reθ = 5340, contour maps of mean 
streamwise velocity ⟨U⟩ (Fig. 5.15) show a boundary layer similar to that observed for Reθ = 
2610. At this higher Reθ, the boundary layer is essentially the same thickness, but the maximum 
free stream velocity is over 100% greater (Table 1). In order to better compare the structure of 
the boundary layer at each Reθ, the vertical profile of ⟨U⟩ was averaged in the streamwise 
direction (Fig. 5.16A), and the height above the streambed interface and the streamwise velocity 
were normalized by the boundary layer thickness δ99 and the maximum free stream velocity Umax 
respectively (Fig. 5.16B). Profiles for both Reθ resemble that for turbulent flow over a smooth 
wall (Fig. 3.1), except that there is a slip velocity at the bed interface as described in Section 
5.1.1. Overall, these velocity profiles for different Reθ collapse exceptionally well upon 
normalization, yielding a single curve that describes the velocity structure for both flows (Fig. 
5.16B). 
 When a cylindrical obstacle is added at Reθ = 5340, the velocity field closely resembles 
that for Reθ = 2610. The contour map of ⟨U⟩ (Fig. 5.17) shows that the absolute magnitude of 
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streamwise velocity in the pore spaces is similar to that for Reθ = 2610, but because the 
maximum free stream velocity at Reθ = 5340 is over 100% larger than that at Reθ = 2610, the 
velocities in pore spaces at the higher Reθ are only 15% of the maximum free stream velocity, as 
opposed to 35%. Likewise, the high momentum region near the bed immediately downstream of 
the cylinder is also 20% less relative to the maximum free stream velocity at Reθ = 5340. 
The contour map of ⟨V⟩ at Reθ = 5340 (Fig. 5.18) reveals all of the same features as 
observed at Reθ = 2610. In addition to overall greater magnitudes of downwelling and 
upwelling—over 100% greater than those at Reθ = 2610—higher Reθ causes the discrete 
upwelling jets downstream of the cylinder to be less vertical and tilted more in the downstream 
direction, with a decrease in angle of ~3-5° from the positive x-axis compared to lower Reθ. To 
compare the magnitude of fluid upwelling and downwelling at different Reynolds numbers, ⟨V⟩ 
was extracted along a horizontal line at x/D = 0.5 (Fig. 5.19):for both Reθ, downwelling is locally 
higher in magnitude than upwelling and confined to 2D upstream of the cylinder. Upwelling, on 
the other hand, is more distributed in space, with jets of fluid exiting all the pore spaces 
downstream of the cylinder within the field of view. The pattern in the magnitude of upwelling is 
oscillatory, reflecting the alternating permeable pore spaces and impermeable sphere surfaces. In 
addition, greater absolute magnitudes of downwelling and upwelling are observed for larger Reθ, 
but upwelling for the lower Reynolds number is greater relative to ⟨Umax⟩. The integrated ⟨V⟩ in 
the 2-D measurement plane suggests that, although the amount of fluid that exits the bed should 
equal the amount that enters the bed, the magnitude of integrated upwelling in the 2-D 
measurement plane is approximately double that of the downwelling. This discrepancy is likely 
due to 3-D effects outside of the measurement plane, such as funneling of flow into and out of 
the constricted pore spaces, or to downwelling and upwelling areas outside the field of view.  
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5.1.5 SUMMARY OF TIME-AVERAGED VELOCITY FIELDS 
 The velocity flow structure over the rough, porous bed with no obstacle resembles a 
boundary layer (Fig. 5.20). Mean streamwise velocity ⟨U⟩ decreases from the maximum free 
stream velocity Umax at y/δ99 = 1 to ~35% of Umax at the crests of the spherical roughness to 
UDarcian within the bed. Flow in both the free stream and the pore spaces is, on average, 
horizontal. Near the bed, downstream of the crests of spheres, small regions of net downwelling 
exist, with downward velocities at ~2.5% of the maximum free stream velocity. 
When an obstacle is placed on top of the bed, such as a channel-spanning cylinder (Fig. 
5.21) or a single spherical grain (Fig. 5.22), it creates a blockage, forcing flow around it and thus 
accelerating flow above the bed and driving flow into pore spaces. Flow separates just 
downstream of the crest of the obstacle, and a small recirculation zone forms immediately 
downstream. Flow stagnation and separation creates downwelling in the pore spaces immediately 
upstream of the obstacle, and upwelling occurs in the low streamwise momentum wake just 
downstream of the obstacle, which disturbs the shear layer created by the obstacle. This shear 
layer extends sub-horizontally from the separation point on the top of the obstacle. 
Because of their different geometries, the cylindrical and single grain obstacles produce 
different recirculation zones, wake regions, and shear layers. Both the recirculation zone and 
wake region are smaller for the single grain (Fig. 5.22) than for the cylinder (Fig. 5.21): the 
recirculation zone behind the cylinder has a length of 0.75D, and the wake region extends 11.5D 
downstream, while the wake region behind the single grain extends 2.5D downstream, and the 
wall-normal recirculation zone is almost nonexistent, with a length of less than 0.25D. Instead of 
a large wall-normal recirculation zone, recirculation downstream of the single grain is 
predominantly in the streamwise-spanwise plane, with a pair of counter-rotating vortices 
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extending 0.75D from the obstacle. Based on the velocity contour maps, the shear layer produced 
by the cylinder is disturbed by upwelling flow, and its streamlines do not reattach to the bed, 
while the shear layer produced by the single grain is disturbed by not only upwelling flow but 
also fluid traveling around the sphere in the spanwise plane, also with no streamline 
reattachment. The dynamics of these shear layers is further addressed in Section 5.3 concerning 
the turbulent structure of the flow. 
 
5.2 INSTANTANEOUS VELOCITY FIELDS 
 For each experimental run, 5,000 to 7,500 instantaneous PIV realizations were acquired. 
This section provides velocity fields that represent the flow at one instant in time for each 
configuration of the model stream bed in order to visualize velocity fluctuations from the mean 
flow field due to turbulence. 
 
5.2.1 POROUS BED WITH NO OBSTACLE 
 Flow above the rough, porous bed model with no obstacle was the simplest case 
considered. Streamwise velocities U in the wall-normal plane (Fig. 5.23, left column) are largest 
away from the bed and decrease toward the bed interface. However, the distances to which low 
momentum regions of flow rise away from the bed vary in time. Low streamwise velocity 
regions occasionally rise to over 2D away from the stream bed (“L” in Fig. 5.23). Furthermore, 
these regions of low magnitude streamwise velocity correspond with large, positive wall-normal 
velocities V (Fig. 5.23, right column). The upstream boundaries of these low momentum regions 
often rise from the bed interface at angles of 10°-20° from the positive x-axis, and the regions 
themselves extend downstream for lengths exceeding two boundary layer thicknesses. On the 
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contrary, when streamwise velocities near the bed are higher in magnitude (“H” in Fig. 5.23), the 
wall-normal velocities tend to be large and negative (Fig. 5.23). Thus, upwelling brings low 
momentum near-bed and subsurface fluid up and away from the bed interface, while 
downwelling brings high momentum flow nearer to the bed. 
 Instantaneous streamwise velocities U in the pore spaces typically range from 1-15% of 
the maximum free stream velocity Umax, with wall-normal velocities V in the pores ranging from 
1-20% of the maximum free stream velocity Umax. Positive or negative wall-normal velocities in 
the pore spaces often accompany velocities of the same direction just above the bed interface 
(“D” and “U” in Fig. 5.23). Zoomed-in instantaneous V contours (Fig. 5.24) reveal structures that 
appear to be from either jets originating within pore spaces, exiting the bed from the troughs 
between spheres, or shedding from the shear layers associated with individual grains. These 
structures occasionally rise 1.5D to3D away from the bed. 
 Immediately above the bed interface in the spanwise plane (Fig. 5.25), the instantaneous 
streamwise velocity U is divided into linear regions of low and high momentum corresponding to 
the troughs and crests of the spheres. In instantaneous contours of U in the plane y/δ99= 0.15 
(Fig. 5.25, left column), the flow can be observed to accelerate around roughness elements, 
creating regions of high momentum flow within the troughs of the spherical roughness. These 
regions are approximately three to five grain diameters in length and oriented parallel to the 
streamwise flow. The patterns of instantaneous spanwise velocity W near the bed (Fig. 5.25, right 
column) appear mainly due to local effects around individual grains, although occasionally larger 
(2D to 3D in length and width), more connected regions of high magnitude W are observed (Fig. 
5.25C,D). 
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5.2.2 POROUS BED WITH CYLINDRICAL OBSTACLE 
 The addition of a channel-spanning cylinder on top of the bed modifies the instantaneous 
flow patterns. Streamwise velocities U in the wall-normal plane (Fig. 5.26, left column) are 
considerably lower near the bed (y/D< 1), not only in the downstream wake of the cylinder, due 
to flow separation, but also upstream of the cylinder, due to flow stagnation. Streamwise velocity 
in the wake downstream of the cylinder rarely exceeds 20% of the maximum free stream 
velocity, except for a localized region one sphere diameter downstream of the cylinder, where U 
can exceed 75% of Umax as flow accelerates beneath the cylinder and re-enters the above-bed 
flow. The instantaneous magnitude of V (Fig. 5.26, right column)in some areas exceeds 30% of 
the maximum streamwise velocity. Upward motion is greatest immediately above the cylinder, 
and alternating regions of high upward and downward velocity occur downstream of the cylinder 
crest. 
 Instantaneous streamwise velocities U in the pore spaces (Fig. 5.27A,C) are accelerated 
beneath the cylinder, exceeding 40% of the free stream maximum. V in the pore spaces (Fig. 
5.27B,D) is downward upstream of the cylinder and upward downstream of the cylinder. 
Instantaneous wall-normal velocities V in the pore spaces may exceed 30% of the free stream 
maximum. Positive V in the pore spaces often corresponds to low magnitude U in the near-bed 
region; however, the connection between V in the pores and V in the free stream is less clear. 
Rather, alternating regions of positive and negative V are ~1D in length, suggesting that local 
flow around the spherical roughness prevents observation of any discrete upwelling jets exiting 
the bed.   
 In the spanwise plane, a low momentum wake region due to flow separation is evident 
downstream of the cylinder. Similar to the case with no obstacle, instantaneous realizations of U 
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in the plane y/δ99 = 0.15 (Fig. 5.28A,B) reveal acceleration of flow around spheres near the bed, 
creating linear regions of high and low momentum one to three grain diameters in length. Just 
downstream of the cylinder, individual jets of high momentum fluid, likely from the upwelling 
flow observed in wall-normal plane contours (Fig. 5.27), are observed to follow this same 
streamwise orientation. The instantaneous contour maps of spanwise velocity W (Fig. 5.28, right 
column) show that the wake region is characterized by overall lower velocities than upstream of 
the cylinder. In addition, the patterns in W tend to reflect local acceleration around the spherical 
roughness of the bed.  
 
5.2.3 POROUS BED WITH SINGLE GRAIN OBSTACLE 
 The single grain obstacle produces similar instantaneous flow patterns in the wall-normal 
plane (Fig. 5.29) to those produced by the cylinder. Instantaneous U contour maps (Fig. 5.29, left 
column) show stagnation upstream of the grain and a wake region downstream, which varies in 
length from one to three grain diameters. Where streamwise velocity U is high in magnitude 
(“H” in Fig. 5.29), wall-normal velocity V (Fig. 5.29, right column) is often negative, while 
where U is low in magnitude (“L” in Fig. 5.29), V is often positive, indicating that instantaneous 
upwelling and downwelling flows serve to transport streamwise momentum away from or 
toward the bed interface, respectively. Instantaneous velocity fields in the pore spaces under the 
single grain closely resemble those under the cylinder but with magnitudes decreased by ~100%. 
All of the comparisons given in Section 5.1.3 regarding the mean flow fields are also evident 
here, with the single grain obstacle producing similar flow patterns to that of the cylindrical 
obstacle, but with less above-bed acceleration, lower magnitudes of fluid downwelling and 
upwelling, and a smaller wake region. 
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 In the spanwise plane, the instantaneous flow field patterns around the single grain 
obstacle differ from those around the cylindrical obstacle (Fig. 5.30). In particular, flow 
accelerates to the sides of the obstacle instead of only into the bed or the free stream above. 
Instantaneous realizations of U in the plane y/δ99 = 0.15 (Fig. 5.30, left column) reveal 
acceleration of flow around the spherical roughness near the bed, creating linear regions of high 
and low momentum (Fig. 5.30-1) similar to those observed over the porous bed with no obstacle. 
As in the wall-normal plane, the wake region extends one to three grain diameters downstream of 
the grain (Fig. 5.30-2). Instantaneous W contour maps (Fig. 5.30, right column) maintain 
persistent patterns of positive and negative W as fluid is forced toward the walls of the flume 
upstream of the obstacle and toward the centerline of the flume downstream of the obstacle (Fig. 
5.30-3). Approximately two to three grain diameters away from the obstacle in any direction, the 
patterns of Ware beyond the influence of the obstacle and are instead produced by local 
roughness elements. 
 
5.3 TIME-AVERAGED TURBULENCE STATISTICS 
 Although the instantaneous velocity fields in the previous section provide useful 
visualizations regarding the turbulent nature of the flow, the distribution and production of 
turbulence can be better assessed via time-averaged statistical metrics. Thus, instantaneous 
turbulent fluctuations from the mean flow were calculated via Reynolds decomposition (Eq. 3.6) 
for all 5,000 to 7,500 PIV realizations, and then these fluctuations were used to compute the 
turbulent kinetic energy (TKE, Eq. 3.8) and the Reynolds shear stress (Eq. 3.7). TKE serves as a 
measure of amount and production of turbulence in the flow, while Reynolds shear stress 
indicates the transport of momentum via turbulence either away from (positive⟨𝑢𝑣⟩) or toward 
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(negative⟨𝑢𝑣⟩) the bed interface. Reynolds shear stress is often presented as −⟨𝑢𝑣⟩, for Reynolds 
shear stress is predominately negative in boundary layers; however, in this thesis Reynolds shear 
stress is presented as ⟨𝑢𝑣⟩, with no negative sign, for both positive and negative ⟨𝑢𝑣⟩ are 
observed in these experiments. 
 
5.3.1 POROUS BED WITH NO OBSTACLE 
 Above the rough, porous bed, the 2-D turbulent kinetic energy (TKE) is highest at the 
crest of the spheres and decreases with distance away from the wall (Fig. 5.31). A decrease in 
TKE is not observed in the near wall region, as is observed over smooth walls (Kundu et al., 
2012). Instead, the TKE continues to increase beneath the crests of the spherical roughness. 
However, within the pore spaces the TKE is close to zero, indicating that there is a sharp 
decrease in its magnitude in the vicinity of the bed interface y/D = 0, where accurate data was 
unobtainable.  
 In the spanwise plane, the TKE is generally uniform above y/δ99 = 0.27 (Fig. 5.32B-D). 
Near the bed, in plane y/δ99 = 0.15 (Fig. 5.32A), greater TKE is generally observed downstream 
of the crests of spherical roughness elements. Occasional regions of relatively low TKE also 
exist between spheres. Overall, the TKE contours in the spanwise plane indicate that turbulence 
production is highest near the bed roughness, particularly downstream of the crests of spheres, 
and decreases away from the bed into the free stream.  
 The contour map of Reynolds shear stress (Fig. 5.33) shows that ⟨𝑢𝑣⟩ is negative and 
high in magnitude near the bed, particularly in the troughs between spheres, and becomes closer 
to zero away from the bed. ⟨𝑢𝑣⟩in the pores spaces is also close to zero. In spanwise lane y/δ99 = 
0.15 (Fig. 5.34A), Reynolds shear stress ⟨𝑢𝑤⟩is divided into streamwise-oriented rows of 
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alternating, relatively low-magnitude positive and negative shear stress related to flow separation 
around individual spherical roughness elements of the bed. For planes y/δ99 = 0.27 and higher 
(Fig. 5.34B-D), ⟨𝑢𝑤⟩ is generally close to zero. 
 
5.3.2 POROUS BED WITH CYLINDRICAL OBSTACLE 
Flow around the cylinder produces distinct patterns of turbulence. TKE in the wall-
normal plane (Fig. 5.35) is greatest in magnitude beneath, as well as at the base and crest of, the 
cylinder. A region of high TKE, corresponding to the separated flow and shear layer observed in 
the mean velocity fields in Section 5.1.2, extends horizontally downstream from the crest of the 
cylinder (Fig. 5.35-1). Another region of large TKE originates beneath the cylinder and is angled 
upward, persisting for ~1.5 grain diameters downstream (Fig. 5.35-2). Upstream of the cylinder, 
the TKE is increased compared to the rough, porous bed contour map in Fig. 5.31 (Fig. 5.35-3). 
In the pore spaces, TKE is largest one pore space downstream of the cylinder, at x/D = 1, y/D = -
0.5 (Fig. 5.36-1). In pore spaces from x/D = -1 to x/D = 1, the TKE is comparable to that in the 
free stream, while downstream of x/D = 1, the TKE is near zero, indicating downwelling induced 
by the cylinder increases turbulent energy in the subsurface. 
In the spanwise plane (Fig. 5.37), contour maps show the TKE is strongly affected by the 
cylindrical obstacle. In plane y/δ99 = 0.15 (Fig. 5.37A), TKE is largest in magnitude beneath and 
just downstream of the cylinder, where flow is driven into the bed and then exits the bed in 
discrete jets extending ~1.5D downstream (Fig. 5.37A-1). In plane y/δ99 = 0.27 (Fig. 5.37B), 
which bisects the cylinder, the TKE is larger upstream of than cylinder than downstream, but in 
plane y/δ99 = 0.40, which is located just above the cylinder, the TKE is considerably larger within 
the downstream shear layer. Here, within the shear layer (Fig. 5.37C-2), as well as immediately 
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above the crest of the cylinder (Fig. 5.37C-3), the largest TKE is present, suggesting that flow 
separation and the creation of a shear layer downstream of the obstacle is responsible for the 
production of turbulence, with magnitudes over 100% of those observed near the porous bed 
with no obstacle. 
The wall-normal contour map of Reynolds shear stress around the cylinder (Fig. 5.38) 
shows that, like the case with no obstacle, ⟨𝑢𝑣⟩in the boundary layer is predominantly negative. 
In addition, the shear layer produced by the cylinder is clearly evident as a wedged-shaped 
region of high magnitude negative ⟨𝑢𝑣⟩ extending horizontally from the separation point on the 
cylinder to the edge of the field of view (Fig. 5.38-1). Extrapolating the bottom boundary of the 
shear layer to the right shows it reattaches ~11.5D downstream of the cylinder. Contrary to the 
case with no obstacle, the region nearest the bed downstream of the cylinder is defined by 
positive ⟨𝑢𝑣⟩. In particular, a region of high magnitude positive ⟨𝑢𝑣⟩extends from beneath the 
cylinder ~1.5D downstream (Fig. 5.38-2), corresponding to the region of high momentum 
streamwise flow in the mean velocity fields (Fig. 5.6). Furthermore, the wake region from this 
point to the edge of the field of view is a region of positive to zero ⟨𝑢𝑣⟩(Fig. 5.38-3). Reynolds 
shear stress in the pore spaces (Fig. 5.39) is close to zero, although the magnitudes of both 
positive and negative ⟨𝑢𝑣⟩are increased in the pore spaces beneath the cylinder, from x/D = -1 to 
x/D = 1, particularly in the pore space just downstream of the cylinder at x/D = 1, y/D = -0.5. In 
the spanwise plane, contour maps of ⟨𝑢𝑤⟩(Fig. 5.40) reveal magnitudes of shear stress ⟨𝑢𝑤⟩ that 
are overall 60% less than the magnitudes of ⟨𝑢𝑣⟩in the wall-normal plane. The highest 
magnitude ⟨𝑢𝑤⟩regions are in plane y/δ99 = 0.15 (Fig. 5.40A) and immediately downstream of 
the cylinder, where upwelling flow exits the bed. These regions take the form of pairs of ⟨𝑢𝑤⟩of 
opposite signs extending downstream ~1D, corresponding to separated flow from adjacent 
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spherical roughness elements (Fig. 5.40-1). In plane y/δ99 = 0.27 (Fig. 5.40B), these regions are 
less defined but still visible, with magnitudes that are ~50% less in this higher plane. By y/δ99 = 
0.53 (Fig. 5.40D), no effects of the cylinder on ⟨𝑢𝑤⟩ are present. 
 
5.3.3 POROUS BED WITH SINGLE GRAIN OBSTACLE 
 In the wall-normal plane, the single grain obstacle produces turbulent statistics similar to 
those produced by the cylindrical obstacle. In particular, the contour map of TKE over the single 
grain (Fig. 5.41) shows almost identical patterns to those over the cylinder (Fig. 5.35), except 
that the magnitudes of TKE around the single grain are overall decreased 20%. Like for the 
cylinder, a region of high TKE, corresponding to the shear layer, extends horizontally from the 
point of flow separation on the sphere (5.41-1). In addition, the TKE in the pore spaces is close 
to zero (Fig. 5.41-2). 
 In the spanwise plane, TKE contour maps for the single grain (Fig. 5.42) differ markedly 
from those for the cylinder (Fig. 5.37). Overall, the magnitude of TKE in the single grain case is 
50-70% lower. In addition, the wake region is considerably smaller: in plane y/δ99 = 0.15, the 
wake region appears as decreased TKE approximately the width of the obstacle and extending 
~2D downstream (Fig. 5.42A-1). In plane y/δ99 = 0.27, two separated flows with increased TKE 
are visible from each side of the grain extending ~2.5D downstream (Fig. 5.42B-2). Immediately 
downstream of the grain, a small region of high TKE, the highest in this configuration, 
corresponds to the recirculation zone seen in the mean velocity fields (Fig. 5.42B-3). In plane 
y/δ99 = 0.40, the contour map shows increased TKE corresponding to the separated flow from the 
crest of the grain (Fig. 5.42C-4).  
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 Contour maps of the Reynolds shear stress ⟨𝑢𝑣⟩ around the single grain further reveal the 
dynamics of the shear layers produced by the obstacle. In the wall-normal plane (Fig. 5.43), the 
pattern of ⟨𝑢𝑣⟩around the single grain is similar to that observed around the cylinder (Fig. 5.38), 
with a wedge-shaped shear layer of high magnitude negative ⟨𝑢𝑣⟩extending downstream from 
the point of separation (Fig. 5.43-1). This shear layer not only does not attach within the field of 
view, but also is not angled toward the bed and perhaps never reattaches, instead dissipating into 
the free stream. In addition, the region of high magnitude positive ⟨𝑢𝑣⟩observed to originate 
beneath the cylinder is practically absent in the ⟨𝑢𝑣⟩contour around the single grain (Fig. 5.43-2).  
Furthermore, ⟨𝑢𝑣⟩in the pore spaces beneath the single grain remains close to zero, rather than 
increasing in magnitude as it did beneath the cylinder (Fig. 5.43-3). Contour maps of ⟨𝑢𝑤⟩in the 
spanwise plane  y/δ99 = 0.27 (Fig. 5.44B) reveal separated flow around the sphere, shown as two 
shear layers of high magnitude ⟨𝑢𝑤⟩ with opposite signs extending ~4D downstream and angled 
toward the centerline of the flume (Fig. 5.44B-1). The edges of these shear layers are also visible 
in planes y/δ99 = 0.15 (Fig. 5.44A-1) and y/δ99 = 0.40 (Fig. 5.44C-1). By y/δ99 = 0.53 (Fig. 
5.45D), modifications to the ⟨𝑢𝑤⟩by the single grain are not present. 
 
5.3.4 TURBULENCE STATISTICS AT HIGHER REYNOLDS FLOW NUMBER 
 For Reθ = 5340, the turbulence structure for all experimental configurations resemble 
those for Reθ = 2610. By streamwise averaging the TKE over the rough, porous bed to create 
vertical profiles, the different Reynolds numbers can be compared (Fig. 5.45). Overall, the 
profiles show a decrease in TKE away from the bed. Closer to the bed (y/δ99< 0.5), the TKE 
relative to u*is greater for the higher Reynolds number by 10%. However, around y/δ99 = 0.5, 
there is an inflection point in the Reθ = 2610 profile, and the TKE then becomes greater for the 
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lower Reynolds number for y/δ99> 0.5. Nonetheless, both show the same trend of decreasing with 
height above the bed, suggesting that turbulence is produced primarily by the roughness at the 
bed interface. Similarly, vertical profiles of streamwise-averaged ⟨𝑢𝑣⟩(Fig. 5.46) can be used to 
compare the turbulence structure of the two Reynolds numbers. For both Reθ = 2610 and Reθ = 
5340, ⟨𝑢𝑣⟩over the rough porous bed with no obstacle is negative throughout the boundary layer 
and, as for the TKE, greatest near the bed. In addition, ⟨𝑢𝑣⟩ is also greater for the higher 
Reynolds number near the bed (y/δ99< 0.5) but greater for the lower Reynolds number away from 
the bed (y/δ99< 0.5).  
 For Reθ = 5340 around the cylindrical obstacle, the contour maps of TKE (Fig. 5.47) and 
⟨𝑢𝑣⟩ (Fig. 5.48) are almost identical to those for Reθ = 2610. The only apparent difference is that 
the magnitude of TKE throughout the field of view—particularly upstream of the cylinder (Fig. 
5.47-1), downstream of the cylinder in the shear layer (Fig. 5.47-2), and in the pore spaces 
immediately beneath the cylinder (Fig. 5.47-3)—are 10-15% larger compared to the shear 
velocity u*, and the magnitudes of ⟨𝑢𝑣⟩ in those same areas are ~5% larger.  
 
5.3.5 SUMMARY OF TURBULENCE STRUCTURE 
 The structure of turbulence over the rough, porous bed with no obstacle is summarized in 
Fig. 5.49. In general, the TKE is highest within the troughs of the spherical roughness elements 
and decreases with distance away from the bed. In the vicinity of the streambed interface, a sharp 
decrease in magnitude of TKE is inferred. Below this point, within the pore spaces, the TKE is 
generally low. In addition, the Reynolds shear stress ⟨𝑢𝑣⟩ is negative within the boundary layer 
near the bed and becomes closer to zero with distance away from the bed. In the pore spaces, it is 
hypothesized that pairs of small, weak shear layers with opposite signs form in pore spaces when 
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fluid exits the constricted connections between pores and separates from the grains—this 
hypothesis is based on ⟨𝑢𝑣⟩contours for cases with higher magnitude ⟨𝑢𝑣⟩pore flow, such as the 
cylinder (Fig. 5.39), as well as the findings of Chaudhary et al. (2011) and Blois et al. (2012c).  
 The structure of turbulence changes with the addition of a cylindrical obstacle (Fig. 5.50). 
First, the cylinder moves the height of maximum TKE away from the bed to the height of the 
obstacle, where the shear layer is located. Second, the TKE increases in the pore spaces directly 
beneath the cylinder. Third, the shear layer produced by flow separation from the top of the 
cylinder becomes the dominant region of negative ⟨𝑢𝑣⟩, extending horizontally downstream and 
reattaching to the bed ~11.5Ddownstream from the cylinder. Fourth, the shear layer appears to 
extend as far as it does downstream because it is disturbed by a region of positive ⟨𝑢𝑣⟩near the 
bed interface, preventing reattachment. In particular, a high magnitude ⟨𝑢𝑣⟩region originates 
from beneath the bottom of the cylinder, while additional, less strong positive ⟨𝑢𝑣⟩regions are 
produced by upwelling from pore spaces in the wake region. Lastly, the magnitude of ⟨𝑢𝑣⟩in the 
pore spaces is increased beneath the cylinder due to the downwelling of high momentum flow 
into the bed. 
 The single grain obstacle produces a turbulence structure similar to that of the cylinder, 
but with a few differences (Fig. 5.51). Although the TKE follows an almost identical profile 
shape, the magnitude of TKE in the pore spaces beneath the obstacle and within the shear layer 
are less for the single grain than for the cylinder. In addition, the shear layer, which is defined by 
a region of high magnitude negative ⟨𝑢𝑣⟩extending downstream from the point of separation on 
the obstacle, does not appear angled toward the bed downstream of the single grain; instead, it 
extends horizontally downstream, without giving any indication of reattachment. Below this 
shear layer, the wake region contains ⟨𝑢𝑣⟩ values close to zero. Just downstream of the single 
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grain, a region of positive ⟨𝑢𝑣⟩ originates from beneath the obstacle; however, in this case it is of 
much smaller magnitude than that observed originating beneath the cylinder. In addition, 
although ⟨𝑢𝑣⟩ is increased in the pore spaces beneath the single grain, it is not of the magnitude 
or downstream extent observed for the cylinder.  
 
5.4 QUADRANT ANALYSIS 
 Velocity fluctuations were separated by quadrant to assess the contribution of turbulent 
events to the total Reynolds shear stress ⟨𝑢𝑣⟩. In general, Q1 and Q3 events may be thought of as 
extracting turbulent energy and transferring it to the mean flow, while Q2 and Q4 events extract 
energy from the mean flow to create turbulence (Lu and Willmarth, 1973; Bennett and Best, 
1995).  
 
5.4.1 POROUS BED WITH NO OBSTACLE 
 Cross plots of velocity fluctuations u and v (Fig. 5.52) show the distribution of quadrant 
events at a single point in the flow—parsing these fluctuations from the mean into their 
respective quadrants is the first step in quadrant analysis. Close to the bed interface, at y/δ99 = 0.1 
(Fig. 5.52A), the distribution of u and v fluctuations is such that Q2 and Q4 events dominate, 
particularly in the streamwise direction. Thus, the distribution is a flattened ellipse, with its 
major axis extending between Q2 and Q4. At this height, positive streamwise u fluctuations have 
a greater scatter, with Q4 events comprising the strongest events overall, making the right side of 
the ellipse less sharply defined. At height y/δ99 = 0.3 (Fig. 5.52B), the scatter increases for 
negative u, making the distribution more symmetrical. At this height above the bed, the 
distribution also begins to become more circular, a trend that also continues at height y/δ99 = 0.5 
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(Fig. 5.52C). In addition, at this height Q2 events, rather than Q4, comprise the largest 
fluctuations. These trends of increasing circularity of the distribution and increasing Q2 
fluctuations continue through y/δ99 = 0.7 (Fig. 5.52D) to y/δ99 = 0.9 (Fig. 5.52E), where the u-v 
crossplot is more circular, with the largest velocity fluctuations in Q2.   
The previous discussion of u-v cross plots can be further examined with quadrant 
analysis, which gives the same results—the relative contribution of large quadrant events—as a 
spatial distribution via contour maps. Figure 5.53 is a contour map of the Reynolds shear stress 
in each quadrant ⟨𝑢𝑣⟩Q for velocity fluctuations above a threshold H that is a multiple of the 
magnitude of the mean ⟨𝑢𝑣⟩, in this case H = uv / ⟨𝑢𝑣⟩= 2 (i.e. events with magnitudes greater 
than double the average). Overall, the contour map shows that Q2 and Q4 dominate contributions 
to ⟨𝑢𝑣⟩in the boundary layer, thus yielding the negative ⟨𝑢𝑣⟩observed in the previous section 
(Fig. 5.33). In addition, all quadrant fluctuations decrease in magnitude away from the bed 
interface. Furthermore, Q4 events contribute significantly to ⟨𝑢𝑣⟩ near the bed, although they 
decrease in magnitude with height above the bed more rapidly than Q2 events, agreeing with the 
shape of the u-v crossplot at y/δ99 = 0.9 (Fig. 5.52E). Q1 events also decrease in magnitude more 
rapidly than Q3 events away from the bed. The contribution to ⟨𝑢𝑣⟩from all quadrants is close to 
zero in the pore spaces.  
 If there is no variation in ⟨𝑢𝑣⟩ in the streamwise direction, such as in the experimental 
case with no obstacle, vertical profiles of streamwise-averaged quadrant contributions to ⟨𝑢𝑣⟩can 
be created; furthermore, such profiles can be calculated for a range of thresholds, yielding a 
contour map that shows the changes in percent contribution to ⟨𝑢𝑣⟩ with both height above the 
bed as well as with turbulent event size (Fig. 5.54). Q2 and Q4 events of all sizes dominate 
contributions to ⟨𝑢𝑣⟩, particularly close to the bed. The contribution from Q2 is larger than that 
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from Q4 both overall and for stronger events (higher H, or greater multiples of ⟨𝑢𝑣⟩), particularly 
farther from the bed. The stronger Q2 and Q4 events have maximum contributions to ⟨𝑢𝑣⟩from 
y/δ99 = 0.25 to 0.30. Within this range, this maximum contribution is farther from the bed for 
stronger, higher H events and closer to the bed for weaker events for both Q2 and Q4. Similar 
trends are also observed for Q1 and Q3 events, although their magnitudes are overall over 200% 
less than those of Q2 and Q4 events. 
  
5.4.2 POROUS BED WITH CYLINDRICAL OBSTACLE 
 The streamwise variations in the velocity profile for flow around a cylinder necessitate 
contour maps rather than a vertical profile. Contour maps of the quadrant contribution to ⟨𝑢𝑣⟩ for 
H = 2 (Fig. 5.55) show that, like the case with no obstacle, Q2 events are the strongest 
contributors to the total ⟨𝑢𝑣⟩ throughout the field of view. In addition, Q1 and Q3 events are the 
main contributors to the positive ⟨𝑢𝑣⟩ near the bed immediately downstream of the cylinder (Fig. 
5.38-2; Fig. 5.55-1), while Q2 and Q4 events in the shear layer are the main contributors to the 
highly negative ⟨𝑢𝑣⟩extending downstream from the crest of the cylinder (Fig. 5.38-1; Fig. 5.55-
2). Within the shear layer, Q2 events contribute more to ⟨𝑢𝑣⟩farther from the bed interface (Fig. 
5.55-3), while Q4 events contribute more ⟨𝑢𝑣⟩closer to the bed interface (Fig. 5.55-4). While the 
Q2 events of the shear layer do not reach the bed within the field of view, the region of Q4 
events is angled more steeply toward the bed, reaching it at ~7.5D downstream of the cylinder 
(Fig. 5.55-5). Overall, the Q2 and Q4 contours indicate that flow separation and the creation of a 
shear layer downstream of the obstacle extracts energy from the mean flow and creates 
turbulence, while upwelling flow that originates beneath the cylinder and enters the wake regions 
transforms turbulent energy into kinetic energy in the mean flow.  
136 
 
Although the total ⟨𝑢𝑣⟩is not large in the pore spaces (Fig. 5.39), every quadrant features 
high Reynolds stresses in the pores beneath and downstream of the cylinder, similar to the 
distribution of large TKE in Fig. 5.35 and 5.36—when combined, the average Reynolds shear 
stress ⟨𝑢𝑣⟩(Fig. 5.39) is considerably closer to zero than the magnitudes of the contributions 
from each quadrant (Fig. 5.55). In addition, Q1 events are higher in magnitude than Q3 events in 
the pore spaces, and Q2 events are higher in magnitude than Q4 events, revealing an overall 
tendency for positive wall-normal fluctuations within the bed. 
  
5.4.3 POROUS BED WITH SINGLE GRAIN OBSTACLE 
For flow around the single grain, quadrant analysis contour maps at H = 2 in the wall-
normal plane (Fig. 5.56) are similar, in both shape and orientation, to those of the cylinder (Fig. 
5.55), although with three differences. First, the magnitude of Q2 and Q4 contributions within 
the shear layer are 10% to 20% smaller for the single grain, and these magnitudes dissipate 
downstream at a rate 20% faster than downstream of the cylinder. Second, the wedge-shaped 
regions of Q2 and Q4 are similar: the magnitudes of Q4 are greater near the bed, while the Q2 
magnitudes are greater farther from the bed, but both regions are angled less toward the bed than 
in the cylinder case, with neither indicating flow reattachment to the bed. Lastly, contributions 
from Q1 and Q3 are over 200% less in the upwelling region downstream of the single grain than 
downstream of the cylinder. The magnitude of events in all quadrants is likewise decreased 
within all of the pore spaces beneath the single grain, and it is evident that not as much turbulent, 
high momentum fluid from the stream enters the subsurface in the single grain case as compared 
to the cylinder.  
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5.4.4 QUADRANT ANALYSIS AT HIGHER REYNOLDS FLOW NUMBER 
Quadrant analyses at Reθ = 5340 give similar results to those at Reθ = 2610. For Reθ = 
5340, contour maps of quadrant contribution to ⟨𝑢𝑣⟩for H = 2 (Fig. 5.57) show larger magnitude 
⟨𝑢𝑣⟩Q for all quadrant events near the bed and decreasing contributions with height above the 
bed. Absolute magnitudes throughout the field of view are ~10% greater for this higher Reynolds 
number. 
To better compare the two Reynolds numbers, quadrant analyses at H = 0 were 
streamwise-averaged to produce vertical profiles (Fig. 5.58). These profiles reinforce previous 
observations that the relative importance of Q4 contributions to ⟨𝑢𝑣⟩ is higher very near the bed 
interface compared to Q2, and that Q2 events are the dominant creators of ⟨𝑢𝑣⟩. The shape of Q2 
and Q4 profiles differs between the two Reynolds numbers: for Reθ = 2610, there is a sharp 
decrease in contribution of Q2 to ⟨𝑢𝑣⟩at y/δ99 = 0.9, while the Q2 profile for Reθ = 5340 
experiences a more gradual decrease in magnitude. Overall, Reθ = 5340 exhibits greater 
contributions from Q2 and Q4 events near the wall and lesser contributions away from the wall 
compared to Reθ = 2610; this trend resembles that demonstrated for TKE in the previous section 
(Fig. 5.45). 
Vertical profiles for a range of thresholds were also calculated for Reθ = 5340, yielding a 
contour map that shows the changes in percentage contribution to ⟨𝑢𝑣⟩with both height above 
the bed as well as with turbulent event size (Fig. 5.59). The most striking difference at this higher 
Reynolds number is the increased contribution of stronger, larger H events from all quadrants 
relative to ⟨𝑢𝑣⟩. In addition, the peak contributions from Q2 and Q4 events are slightly closer (a 
decrease of y/δ99 = 0.05) to the bed for Reθ = 5340 than for Reθ = 2160, while the peaks for Q1 
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and Q3 contributions move slightly farther from the bed at higher Reθ. Otherwise, the patterns at 
different Reynolds numbers are similar. 
For flow around the cylindrical obstacle, contour maps of quadrant contributions greater 
than H = 2 to ⟨𝑢𝑣⟩at Reθ = 5340 (Fig. 5.60) are essentially identical to those at Reθ = 2160, with 
the only difference being the increase in the magnitude of Q1 and Q3 events at the crest of the 
cylinder.  
 
5.5 TURBULENT FLOW STRUCTURES 
 In addition to assessing turbulence in the flow via Reynolds stresses and quadrant 
analysis, several techniques were used to examine turbulent flow structures, i.e. eddies or 
vortices. Vorticity was calculated (Eq. 4.3) to visualize the sense of rotation and shear within the 
flow, while Galilean decompositions, along with swirling strength contour maps (Section 4.3.7), 
were used to visualize coherent flow structures, and two-point correlations interrogated the 
dimensions of these structures.  
 
5.5.1 POROUS BED WITH NO OBSTACLE 
 For the rough, porous bed, the vorticity contour map (Fig. 5.61) shows negative vorticity 
throughout the boundary layer, which is consistent with the negative, clockwise sense of velocity 
shear in the boundary layer. The vorticity magnitude is highest close to bed and decreases 
asymptotically with distance from the bed, with vorticity within the pores also being negative 
and comparable in magnitude to vorticity near the bed.  
 Contour maps of instantaneous swirling strength λci (Fig. 5.62) show numerous vortex 
cores with a clockwise rotation near the bed (Fig. 5.62-1). These vortex cores are often grouped 
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together in linear regions originating at the bed interface and extending downstream at angles of 
10°-20° from the positive x-axis. A wedged-shaped region in the overlain Galilean 
decomposition vectors corresponds to the linear regions of vortex cores. This wedge of vectors 
becomes wider with height above the bed and convects downstream at ~0.35⟨Umax⟩. Occasionally 
these structures are disturbed by regions of clockwise-rotating vortex cores originating farther 
from the bed and angled 10°-20° below the positive x-axis (Fig. 5.62-2). Although the structures 
observed in these instantaneous swirling strength contours and Galilean decompositions are 
prevalent in almost all PIV realizations, the data are not time-resolved, and thus assessing their 
temporal coherence is not possible. 
 Two-point correlations of u velocity fluctuations (Fig. 5.63) can be used to determine the 
representative length and inclination angle of turbulent structures. In this technique, a point at a 
certain height above the bed is chosen, and then instantaneous u at this point is correlated with u 
at every other point in the image. The ellipse-shaped average correlation contours thus represent 
the dimensions of turbulent structures, where the length of the structure is the long axis of the 
ellipse bounded by correlation coefficient Ruu = 0.3, and the angle of inclination of the structure 
is measured between the major axis of the ellipse and the positive x-axis. In general, the lengths 
of structures with loci near the bed (y/δ99 = 0.1, Fig. 5.63A) are relatively small—about 1.1 
boundary layer thicknesses—for their growth is limited by the bed, and the angle of structures at 
this height is ~19°. With increasing height above the bed (Fig. 5.63B-D), the length of the 
structures increases, while the angles of inclination decrease. By y/δ99 = 0.5 (Fig. 5.63E), the 
structures are approximately two boundary layer thicknesses in length and angled ~13° from the 
positive x-axis. Above y/δ99 = 0.5, the limited field of view prevents determination of structure 
dimensions. Measurements of dimensions at intermediate heights are presented later in Fig. 5.74, 
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where they are compared with the dimensions of turbulent structures at higher flow Reynolds 
number. 
 
5.5.2 POROUS BED WITH CYLINDRICAL OBSTACLE 
 For flow around the cylindrical obstacle, the vorticity was time-averaged and contoured 
(Fig. 5.64). Highly negative, clockwise vorticity is present at the top of the cylinder, originating 
at the point of flow separation and extending horizontally downstream with the shear layer (Fig. 
5.64-1); this region corresponds both to the shedding of vortices from the obstacle as well as the 
negative sense of shear within the shear layer. Alternating regions of positive and negative 
vorticity near the bed downstream of the cylinder correspond to the shear produced by vortices 
on the flanks of jets emerging from the subsurface (Fig. 5.64-2). Paired positive and negative 
vorticity is also present in the pore spaces (Fig. 5.65), reflecting a similar phenomenon as jets 
exit the constricted pathways between open pore spaces. 
 Galilean decomposition vectors superimposed on swirling strength contours (Fig. 5.66) 
provide visualizations of the instantaneous structures produced by flow separation around the 
cylinder. In general, wedge-shaped regions populated by clockwise-rotating vortex cores extend 
horizontally downstream from the separation point on the cylinder (Fig. 5.66-1), corresponding 
to the shear layer discussed above (Fig. 5.38). The superimposed Galilean decomposition vectors 
show that these regions convect downstream at ~0.5⟨Umax⟩ and are sinusoidal in appearance, with 
a wavelength of ~2.5-3.5D. A linear region of paired counter-clockwise and clockwise swirling 
strength originates beneath the cylinder and extends 2-2.5D downstream and away from the bed, 
where it meets the shear layer (Fig. 5.66-2). In the pore spaces beneath the cylinder, there are 
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occasional high swirling strength values, suggesting the ephemeral existence of interstitial 
vortices. 
 Two-point correlations were used to investigate the change in dimensions of turbulent 
caused by the cylindrical obstacle (Fig. 5.67). Upstream of the cylinder, at x / D = -2 (Fig. 
5.67A), the dimensions of structures appear similar to those over the bed with no obstacle. As 
structures approach the obstacle, at x / D = -1 (Fig. 5.67B), they are distorted on their underside 
by the blockage of flow. Directly over the obstacle, at x / D = 0 (Fig. 5.67C), the turbulent flow 
structures are greatly decreased in size, with almost half of their downstream ends blocked by the 
obstacle. In addition, the angles of structures at x / D = 0 decreases compared to upstream.  
Downstream of the cylinder, at x / D = 1 (Fig. 5.67D), the two-point correlation contour 
maps no longer represent flow structures from upstream of the obstacle. Rather, they reflect 
shedding of flow structures from the cylinder. Within the shear layer, the length of flow 
structures is less than 20% of those upstream of the cylinder, and their inclination is 
approximately horizontal. These structures have tails that extend from their loci of correlation to 
the separation point on the cylinder. Farther downstream, at x / D = 2 (Fig. 5.67E) and x / D = 3 
(Fig. 5.68F), the structures within the shear layer maintain their subhorizontal inclinations and 
increase slightly in size, although they are still less than 25% of the dimensions of pre-obstacle 
structures. Thus, the cylindrical obstacle overall serves to greatly diminish the size of upstream 
turbulent flow structures, and downstream of the obstacle, flow structure dimensions are more 
closely related to vorticity related to flow separation from the crest of the cylinder than to the 
upstream flow. Due to limitations of the field of view, it is uncertain whether these shear layer 
flow structures grow to merge with structures traveling in the free flow or dissipate as the shear 
layer weakens downstream.  
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5.5.3 POROUS BED WITH SINGLE GRAIN OBSTACLE 
 For flow around the single grain, the mean vorticity contour map (Fig. 5.68) appears 
similar to that for the cylindrical obstacle (Fig. 5.64). Similar to the cylinder, a region of 
negative, clockwise vorticity extends horizontally downstream from the point of separation on 
the sphere, again showing the presence of the shear layer (5.68-1). The magnitude of vorticity 
within this region decreases with distance downstream twice as quickly as those downstream of 
the cylinder. The greatest difference between the vorticity contour maps for the single grain and 
the cylinder is in the near-bed region downstream of the cylinder. In particular, the cylinder 
contour map (Fig. 5.64) features a high magnitude, positive vorticity region originating beneath 
the cylinder, as well as other smaller positive vorticity regions associated with each downstream 
pore space; however, the single grain contour map exhibits only a small region of positive 
vorticity (Fig. 5.68-2), less than 0.25D in length, in the recirculation zone downstream of the 
sphere. Between the shear layer and the bed, vorticity is close to zero. Vorticity is also close to 
zero in the pore spaces, except for negative vorticity in the pore spaces at x / D = 1. Overall, the 
upwelling flow from beneath the single grain appears to influence the magnitude and 
organization of vorticity to a significantly lesser extent than upwelling flow from beneath the 
cylinder. 
 Galilean decomposition vectors with swirling strength contour maps over the single grain 
obstacle (Fig. 5.69) show similar turbulent flow structure patterns to those over the cylindrical 
obstacle (Fig. 5.66). In particular, the separated flow is indicated by a region of high magnitude, 
clockwise-rotating vortex cores extending downstream from the crest of the sphere (Fig. 5.69-1). 
Similar to that over the cylinder, this region convects downstream at ~0.5Umaxand is sinusoidal, 
with a wavelength of 1.5-2D—slightly shorter than that for the cylinder. At x / D = 3, this region 
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becomes less defined in the Galilean decomposition vectors and widens significantly, extending 
from y / D = 1.5 down to the bed (Fig. 5.69-2). In addition, when this region of clockwise-
rotating vortex cores increases in width, the magnitude of swirling strength in the vortex cores 
decreases by up to 100%. This change coincides with the reconvergence of separated flow in the 
spanwise plane at x / D = 3 (Figs. 5.14 and 5.44).  
 Two-point correlations around the single grain obstacle (Fig. 5.70) reveal changes in the 
dimensions of turbulent flow structures that are similar to those produced by the cylindrical 
obstacle. Flow structures approaching the obstacle from upstream are similar in dimension to 
those observed with no obstacle. Immediately upstream of the single grain, at x / D = -1 (Fig. 
5.70A), the shapes of structures on their bottom boundaries are disturbed. Directly above the 
obstacle (Fig. 5.70B), the length of structures decreases to less than 35% of the upstream size, 
and the inclination angles decrease. 
Downstream of the single grain (Fig. 5.70C), the size of structures reflects the shedding 
of vortices from the obstacle. Here, the dimensions of structures are less than 20% of those 
upstream, and the angle of structures is subhorizontal, reflecting the orientation of the shear 
layer. In addition, the contour at this location has a tail connecting the point of flow separation on 
the obstacle to the locus of correlation. Farther downstream, at x / D = 2 (Fig. 5.70D) and x / D = 
3 (Fig. 5.70E), the lengths of structures increases, and the angles remain subhorizontal; however, 
at x / D = 3, the lengths of shear layer flow structures are still less than 25% of the lengths of 
upstream structures. 
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5.5.4 TURBULENT FLOW STRUCTURES AT HIGHER FLOW REYNOLDS NUMBER 
 Since the vorticity contour map over the rough, porous bed with no obstacle shows no 
variation with streamwise location, the vorticity above the bed was time- and streamwise-
averaged for both Reθ =  2610 and Reθ =  5340 (Fig. 5.71) in order to investigate the effects of 
flow Reynolds number. Overall, the magnitude of mean vorticity for Reθ = 5340 is 10-30% 
greater than for Reθ =2610, and this difference is most pronounced closer to the bed interface. 
From y/δ99 = 0.18 to y/δ99 = 0.36, the vorticity rapidly decreases in magnitude away from the 
bed. Near y/δ99 = 0.4, there are sharp inflection points in the vertical profiles, and the rates of 
decrease in vorticity magnitude decline by over 200% for both Reynolds numbers.   
 Galilean decomposition vectors and superimposed swirling strength contour maps over 
the rough, porous bed with no obstacle for Reθ = 5340  (Fig. 5.72) appear almost identical to 
those for Reθ =  2610 (Fig. 5.63), with packets of positive, clockwise-rotating vortex cores 
originating at the bed interface and extending at angles of 10°-20° from the positive x-axis. The 
only apparent difference at higher Reynolds number is that the magnitude of swirling strength is, 
on average, ~100% greater.  
 For flow at Reθ = 5340 over the rough, porous bed, contour maps of point correlations 
appear essentially identical to those for Reθ = 2610 (Fig. 5.73). To investigate any differences, 
the turbulent flow structure dimensions with height above the bed were measured using point 
correlations for both Reθ =  2610 and Reθ =  5340 to create vertical profiles (Fig. 5.74). In 
general, the angles of coherent flow structures (Fig. 5.74A) are greatest near the bed and 
decrease with height. Below y/δ99  = 0.3, this decrease is monotonic. However, above y/δ99 = 0.3, 
the pattern is less clear, with angles varying between 10.0° and 13.5°. Near the bed, larger angles 
are observed for higher the Reθ. Flow structure lengths (Fig. 5.74B) are on the order of one to 
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two boundary layer thicknesses, and these lengths increase monotonically away from the bed. 
This length reaches a maximum between y/δ99 = 0.37 and y/δ99 =0.41, and then decreases above 
this height. Flow structures for Reθ = 5340 are approximately 15% longer throughout the vertical 
profile than those for Reθ = 2160.  
 The vorticity contour map over the cylinder for Reθ = 5340 (Fig. 5.75) appears similar to 
that for Reθ = 2160 (Fig. 5.65), with the only apparent difference being that the vorticity 
magnitude at higher Reynolds number is ~20% greater in the shear layer extending from the top 
of the cylinder and the region of fluid originating beneath the cylinder.  
 Galilean decompositions with superimposed swirling strength contours for Reθ = 5340 
(Fig. 5.76) are similar to those for Reθ = 2160 (Fig. 5.67). Besides the 80% increase in swirling 
strength magnitude at higher Reynolds number, the only apparent difference for Reθ = 5340 is 
that there are occasionally higher strength vortex cores nearer to the bed than observed for Reθ = 
2160. 
 The dimensions of coherent flow structures above the cylinder for Reθ = 5340 (Fig. 5.77) 
are similar to those for Reθ = 2160. To compare the dimensions of turbulent flow structures 
around the cylindrical obstacle at different Reynolds number, the lengths (Fig. 5.78A) and angles 
(Fig. 5.78B) of the coherent flow structures were measured from point correlations of velocity 
fluctuations u from y/δ99 = 0.1 to y/δ99 = 0.5 and x / D = -2 to x / D = 3. Upstream of the cylinder, 
at x / D = -2, the structure lengths and angles are similar to those with no obstacle (Fig. 5.74), 
with lengths increasing with height above the bed and angles decreasing. However, overall the 
flow structures for Reθ = 2160 have slightly larger lengths than those for Reθ = 5340, which is 
opposite to the trend observed for Reynolds number with no obstacle. Immediately upstream of 
the cylinder, at x /D = -1, the lengths of structures begin to decrease, while the angles of 
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structures, particularly below y/δ99= 0.25, increases: as the structures are blocked by the cylinder, 
they decrease in size, and their angles increase in order to travel over the obstacle. Directly above 
the cylinder, at x / D = 0, the lengths of structures begin to rapidly decrease: for Reθ = 2160, 
structures are 80% of their upstream lengths, while for Reθ = 5340, structures are less than 30% 
of their upstream lengths, suggesting that the turbulent flow structures are more easily disturbed 
by obstacles at higher flow Reynolds number. 
 Downstream of the cylinder, the nature of turbulent flow structures is different than those 
upstream, for instead of reflecting the upstream flow, they are related to the shedding of vortices 
from the obstacle. At x / D = 1, structures for both Reynolds numbers are less than 20% of the 
upstream structure lengths. In addition, they increase in length with height above the bed. From x 
/ D = 1 to x / D = 3, the lengths of structures increases slightly, but they remain below 30% of the 
upstream structure lengths. Structure angles downstream of the cylinder vary widely, from less 
than -15° from the positive x-axis to greater than 20°. Furthermore, these angles appear to 
depend strongly on the position of the loci of correlation relative to the height of the crest of the 
cylinder, at just above y/δ99 = 0.40, reflecting whether these structures are within the shear layer 
or in the outer flow. At x / D = 1, the vertical profile of structure angles is somewhat “S” shaped, 
with positive angles below y/δ99 = 0.35 and then a sharp transition to nearly horizontal angles 
above y/δ99 = 0.40. At x / D = 2, the profile is in a transitional state, where structure angles below 
y/δ99= 0.35 and angles above y/δ99 = 0.40 increase. By x / D = 3, the vertical profile is shaped like 
a backward “S”, with near zero and negative angles below y/δ99 = 0.35 and positive angles above 
y/δ99 = 0.35. Since turbulence production downstream of the cylinder is, as previous sections 
have shown, closely linked to the shear layer originating at the top of the cylinder, it is likely that 
the changes in structure angles below y/δ99 = 0.35 mimic the trajectory of the shear layer (Fig. 
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5.38) as it is moves away from the bed immediately downstream of the cylinder and then turns 
downward to approach the bed in the vicinity of x / D = 3 to x / D = 4, reattaching ~11.5D 
downstream. The changes in structure angles downstream of the cylinder above y/δ99 = 0.35, on 
the other hand, suggest that the turbulent flow structures in the outer flow, beyond the influence 
of the shear layer, are returning to their pre-obstacle dimensions after being disturbed by, and 
traveling over, the top of the cylinder. 
 
5.5.5 SUMMARY OF COHERENT FLOW STRUCTURES 
The development of coherent turbulent flow structures over the rough, porous bed with 
no obstacle is summarized in Figure 5.79. Structures originate near the bed surface, likely from 
flow separation and the shedding of vortices at individual roughness elements, a process that is 
facilitated by instantaneous upwelling fluid from the subsurface. As these flow structures 
develop downstream, they grow in size and begin to lift away from the bed. Eventually, they may 
reach sizes between one and two boundary layer thicknesses, or over four times the diameter of a 
grain. As the size of the structure increases, its inclination angle above the bed decreases. The 
structures appear similar to hairpin vortices (Adrian, 2007), although verifying their exact 
geometry is difficult without time-resolved, three-dimensional data. Within the pore spaces, 
observable turbulent flow structures are rare.  
The addition of a cylindrical obstacle modifies the organization of turbulent flow 
structures (Fig. 5.80). As an upstream flow structure approaches the cylinder, it decreases in size 
and increases its angle as it is forced upward and over the obstacle. In the outer wake region 
flow, above the height of the downstream shear layer, the remnant upstream structure re-
develops, increasing in size. Below this height, and within the shear layer, flow structures are 
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shed from the cylinder and travel horizontally downstream, with their lengths increasing slightly. 
By ~5D downstream, the orientation of these flow structures begins to turn toward the bed. 
Counter-rotating flow structures appear to originate from beneath the cylinder, traveling 
downstream at an angle, and merging with vortices in the shear layer. It is uncertain if the flow 
structures in the shear layer proceed to then merge with outer flow structures or dissipate in 
another manner. Where pore flow is accelerated by the presence of the cylinder, jets with vortex 
pairs of opposite rotation occupy the pores. Similar vortex pairs form where upwelling fluid exits 
the bed in the low momentum wake region downstream of the cylinder. 
The single grain obstacle produces coherent flow structures with an organization similar 
to that of the cylinder, but with a few differences and increased complexity (Fig. 5.81). In 
general, the disturbance caused by the single grain to upstream flow structures is less than that 
caused by the cylinder: once the flow reconverges around the grain in the spanwise plane, the 
downstream flow structures grow in size. In addition, the flow structures produced by the 
obstacle develop in much the same way over the single grain as over the cylinder, advecting 
horizontally downstream and then turning toward the bed. However, the counter-rotating flow 
structures originating beneath the obstacle are diminished in the single grain case, and jet-like 
structures in the pore spaces, as well as the jets related to upwelling fluid, are smaller in both 
dimension and magnitude. Overall, the interaction of turbulent flow structures around the single 
grain is complex, and further flow visualization, including time-resolved, three-dimensional PIV 
data, is necessary to fully interpret the data in this study.  
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5.6 FIGURES 
 
Fig 5.1: Ensemble-averaged streamwise velocity ⟨U⟩ over rough, porous bed. Reθ = 2610. 
Vectors indicate mean velocity direction in pore spaces. The contour map reveals the boundary 
layer structure: ⟨U⟩ is largest away from the bed and decreases toward to bed toward a non-zero 
slip velocity at the bed interface. In the pore spaces, ⟨U⟩ is 5-10% of the free stream maximum 
velocity. 
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Fig. 5.2: Ensemble-averaged streamwise velocity ⟨U⟩ and streamlines near the rough, porous bed 
and within pore spaces. Reθ = 2610. ⟨U⟩ in the pore spaces is fairly uniform at 15-25 mm/s, or 
about 5% of the maximum free stream velocity. The mean flow direction in the pore spaces is 
horizontal. 
 
 
 
Fig. 5.3: Ensemble-averaged wall-normal velocity ⟨V⟩ and streamlines near the rough, porous 
bed and within pore spaces. Reθ = 2610. Although ⟨V⟩ both away from the bed and within the 
pore spaces is approximately zero, small regions of net downwelling occur within and just 
upstream of the troughs of the spherical roughness. 
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Fig. 5.4:  Ensemble-averaged streamwise velocity ⟨U⟩ (mm s-1) in four vertically stacked 
spanwise planes over a rough, porous bed. Reθ = 2610. Top: Position of spanwise measurement 
planes in 3-D space. Bottom: Detailed contours of ⟨U⟩ in each plane: (A) y/δ99 = 0.15, (B) y/δ99 = 
0.27, (C) y/δ99 = 0.40, and (D) y/δ99 = 0.53. Near the bed, at y/δ99 = 0.15, the velocity structure is 
divided into streamwise-oriented regions of high and low streamwise momentum as flow 
accelerates around the spherical roughness. Above y/δ99 = 0.27, there is little spanwise variation 
in ⟨U⟩ except due to wall effects. 
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Fig. 5.4 (cont.) 
 
 
 
Fig. 5.5:  Ensemble-averaged spanwise velocity ⟨W⟩ (mm s-1) in four vertically stacked spanwise 
planes over a rough, porous bed. Reθ = 2610. Detailed contours of ⟨W⟩ in each plane: (A) y/δ99 = 
0.15, (B) y/δ99 = 0.27, (C) y/δ99 = 0.40, and (D) y/δ99 = 0.53. In plane y/δ99 = 0.15, increased 
spanwise velocity indicates the acceleration of flow around the spherical roughness. Above y/δ99 
= 0.27, ⟨W⟩ is close to zero. 
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Fig. 5.6: Ensemble-averaged streamwise velocity ⟨U⟩ over the cylinder, Reθ = 2610. Vectors 
indicate mean velocity direction in pore spaces. The cylinder creates distinct patterns in the flow 
field: (1) velocity structure upstream of cylinder, (2) stagnation zone, (3) separation point, (4) 
recirculation zone, (5) negative velocities near the crests of downstream spheres, (6) high 
momentum region originating beneath cylinder, and (7) shear layer. 
 
 
 
Fig. 5.7: Ensemble-averaged streamwise velocity ⟨U⟩ and streamlines near the cylinder and 
within pore spaces, Reθ = 2610. Streamwise velocities are accelerated in the pore spaces beneath 
and downstream of the cylinder. A small counter-clockwise recirculation zone occupies the space 
immediately downstream of the cylinder.  
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Fig. 5.8: Ensemble-averaged wall-normal velocity ⟨V⟩ over cylinder obstacle, Reθ = 2610. 
Vectors in the pore spaces indicate direction of mean velocity. The cylindrical obstacle produces 
distinct downwelling and upwelling patterns: (1) fluid accelerated above cylinder, (2) 
downwelling upstream of cylinder, and (3) discrete upwelling jets downstream of cylinder. 
 
 
 
Fig. 5.9: Ensemble-averaged wall-normal velocity ⟨V⟩ and streamlines near the cylinder and 
within pore spaces. Reθ = 2610. Downwelling in pore spaces is greatest upstream of the cylinder 
at x/D = -1, y/D = -0.5. Upwelling in pores spaces is greatest downstream of the cylinder at x/D = 
1, y/D = -0.5. The velocity in the second row of pores is predominantly horizontal. 
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Fig. 5.10:  Ensemble-averaged streamwise velocity ⟨U⟩ (mm s-1) in four vertically stacked 
spanwise planes around a cylindrical obstacle on top of a rough, porous bed. Reθ = 2610. Top: 
Position of spanwise measurement planes in 3-D space. Bottom: Detailed contours of ⟨U⟩ in each 
x-z plane: (A) y/δ99 = 0.15, (B) y/δ99 = 0.27, (C) y/δ99 = 0.40, and (D) y/δ99 = 0.53. Distinct 
spanwise patterns in ⟨U⟩ are evident: (1) low momentum wake, (2) acceleration around crests of 
spheres, and (3) discrete jets from pore spaces downstream of cylinder. 
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Fig. 5.10 (cont.) 
 
 
 
Fig. 5.11:  Ensemble-averaged spanwise velocity ⟨W⟩ (mm s-1) in four vertically stacked 
spanwise planes around a cylinder on top of a rough, porous bed. Reθ = 2610. Detailed contours 
of ⟨W⟩ in each x-z plane: (A) y/δ99 = 0.15, (B) y/δ99 = 0.27, (C) y/δ99 = 0.40, and (D) y/δ99 = 0.53. 
Distinct spanwise patterns in ⟨W⟩ are evident: (1) acceleration around crests of spheres and (2) 
increased ⟨W⟩ above pore spaces immediately downstream of cylinder. 
 
 
 
A B 
C D 
1 1 
2 
3 
A B 
C D 
1 
2 
2 
157 
 
 
Fig. 5.12: Ensemble-averaged velocity contour maps around single grain obstacle: (A) mean 
streamwise velocity ⟨U⟩ and (B) mean wall-normal velocity ⟨V⟩, Reθ = 2610. The contour maps 
reveal distinct regions of flow structure: (1) stagnation, (2) acceleration over sphere, (3) small 
recirculation zone and wake with upwelling, (4) shear layer, and (5) fluid that went around 
sphere in spanwise plane reconnects.  
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Fig. 5.13:  Ensemble-averaged streamwise velocity ⟨U⟩ (mm s-1) in four vertically stacked 
spanwise planes around a single grain obstacle on top of a rough, porous bed, Reθ = 2610. 
Detailed contours of ⟨U⟩ in each x-z plane: (A) y/δ99 = 0.15, (B) y/δ99 = 0.27, (C) y/δ99 = 0.40, 
and (D) y/δ99 = 0.53. The contour maps reveal distinct regions of flow structure: (1) acceleration 
of flow around obstacle in spanwise plane, (2) recirculation zone with counter-rotating vortices, 
and (3) convergence of separated flow. 
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Fig. 5.13 (cont.) 
 
 
 
Fig. 5.14: Ensemble-averaged spanwise velocity ⟨W⟩ (mm s-1) in four vertically stacked spanwise 
planes around a single grain located atop a rough, porous bed, Reθ = 2610. Detailed contours of 
⟨W⟩ in each x-z plane: (A) y/δ99 = 0.15, (B) y/δ99 = 0.27, (C) y/δ99 = 0.40, and (D) y/δ99 = 0.53. 
The contour maps reveal distinct regions of flow structure: (1) forcing of fluid around the 
obstacle and (2) convergence of separated flow. 
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Fig. 5.15: Ensemble-averaged streamwise velocity ⟨U⟩ over rough, porous bed. Reθ = 5340. 
Vectors indicate mean velocity direction in pore spaces. The contour map reveals the boundary 
layer structure: ⟨U⟩ is largest away from the bed and decreases toward to bed toward a non-zero 
slip velocity at the bed interface. In the pore spaces, ⟨U⟩ is 5-10% of the maximum free stream 
velocity. 
 
 
 
Fig. 5.16: Ensemble- and streamwise-averaged velocity profiles ⟨U⟩ over rough, porous bed, in 
(A) dimensional and (B) dimensionless variables. Profile created by averaging in streamwise 
direction from x/D = 4 to x/D = 6.5 in Figs. 5.1 and 5.15. Normalizing the vertical profiles by δ99 
and ⟨Umax⟩ yields essentially identical, overlapping dimensionless profiles. 
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Fig. 5.17: Ensemble-averaged streamwise velocity ⟨U⟩ over the cylinder, Reθ = 5340. Vectors 
indicate mean velocity direction in pore spaces. The cylinder creates distinct patterns in the flow 
field: (1) velocity structure upstream of cylinder, (2) stagnation zone, (3) separation point, (4) 
recirculation zone, (5) negative velocities near the crests of downstream spheres, (6) high 
momentum region originating beneath cylinder, and (7) shear layer.  
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Fig. 5.18: Ensemble-averaged wall-normal velocity ⟨V⟩ over cylinder obstacle, Reθ = 5340. 
Vectors in the pore spaces indicate direction of mean velocity. The cylindrical obstacle produces 
distinct downwelling and upwelling patterns: (1) fluid accelerated above cylinder, (2) 
downwelling upstream of cylinder, and (3) discrete upwelling jets downstream of cylinder. 
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Fig. 5.19: Wall-normal velocity ⟨V⟩ along a horizontal line just above the porous bed interface (x 
/ D = 0.5 in Fig. 5.18) for flow with a cylindrical obstacle.  
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Fig. 5.20: Summary diagram for velocity flow field over the rough, porous bed with no obstacle. 
Regions of the flow are indicated by color. Both the stream flow and the pore flow are on 
average horizontal. However, near the bed, small regions of net upwelling are present. The 
profile for mean streamwise velocity ⟨U⟩ is overlaid on the diagram.  
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Fig. 5.21: Summary diagram for velocity flow field over the rough, porous bed with a channel-
spanning cylinder. Regions of the flow are indicated by color. Downwelling occurs upstream and 
upwelling occurs downstream. A counter-clockwise recirculation zone of length 0.75D is located 
behind the cylinder, while the wake region extends beyond the field of view. The profile for 
mean streamwise velocity ⟨U⟩ is overlaid on the diagram at each vertical transect.  
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Fig. 5.22: Summary diagram for velocity flow field over the rough, porous bed with a single 
grain obstacle. Regions of the flow are indicated by color. Downwelling occurs upstream and 
upwelling occurs downstream. The wake region extends 2.5D from the sphere, and upwelling is 
limited to three pores downstream of the obstacle. The profile for mean streamwise velocity ⟨U⟩ 
is overlaid on the diagram at each vertical transect.  
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Fig. 5.23: Contour maps of instantaneous streamwise velocity U (left column) and wall-normal 
velocity V (right column) over the rough, porous bed for four example PIV realizations (A-D), 
Reθ = 2610. “H” indicates relatively high streamwise momentum fluid while “L” indicates low 
momentum. When high magnitude U regions are near the bed, they correspond to downwelling 
in the V contour maps, and when low magnitude U regions are near the bed, they correspond to 
upwelling from within the bed. “U” and “D” indicates where upwelling and downwelling, 
respectively, can be visually traced across the bed interface. Patterns like these are prevalent 
throughout all 7,500 PIV realizations. 
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Fig. 5.23 (cont.) 
 
 
 
 
Fig. 5.24: Zoomed-in contour maps of instantaneous streamwise velocity U (A,C) and wall-
normal velocity V (B,D) near the porous bed with no obstacle for two example PIV realizations, 
Reθ= 2610.  
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Fig. 5.24 (cont.) 
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Fig. 5.25: Contour maps of instantaneous streamwise velocity U (left column) and spanwise 
velocity W(right column) over the rough, porous bed for four example PIV realizations (A-D) in 
the spanwise plane, y/δ99 = 0.15, Reθ = 2610. “H” indicates regions of high instantaneous 
streamwise momentum traveling in the troughs between the spherical roughness. 
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Fig. 5.26: Contour maps of instantaneous streamwise velocity U (left column) and wall-normal 
velocity V (right column) over cylindrical obstacle for four example PIV realizations (A-D), 
Reθ= 2610.  
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Fig. 5.27: Zoomed-in contour maps of instantaneous streamwise velocity U (A,C) and wall-
normal velocity V (B,D) near the cylindrical obstacle for two example PIV realizations, Reθ = 
2610. 
 
A 
B 
C 
173 
 
 
Fig. 5.27 (cont.) 
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Fig. 5.28: Contour maps of instantaneous streamwise velocity U (left column) and wall-normal 
velocity V (right column) over the cylindrical obstacle for four example PIV realizations (A-D) 
in the spanwise plane, y/δ99 = 0.15, Reθ = 2610.  
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Fig. 5.29: Contour maps of instantaneous streamwise velocity U (left column) and wall-normal 
velocity V (right column) over spherical obstacle for four example PIV realizations (A-D), Reθ = 
2610.  
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Fig. 5.29 (cont.) 
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Fig. 5.30: Contour maps of instantaneous streamwise velocity U (left column) and wall-normal 
velocity V (right column) over the spherical obstacle for four example PIV realizations (A-D), 
y/δ99 = 0.15 Reθ = 2610.  
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Fig. 5.31: Two-dimensional turbulent kinetic energy (TKE) normalized by shear velocity u*over 
rough, porous bed, Reθ = 2610. The TKE is largest near the bed interface, decreases with height 
above the bed, and is close to zero in the pore spaces. 
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Fig. 5.32: Two-dimensional turbulent kinetic energy (TKE) normalized by shear velocity u*in 
four vertically stacked spanwise planes over a rough, porous bed, Reθ = 2610. Color scale is 
0.5(⟨u2⟩ + ⟨w2⟩) / u*2. Detailed contours of ⟨U⟩ in each plane: (A) y/δ99 = 0.15, (B) y/δ99 = 0.27, 
(C) y/δ99 = 0.40, and (D) y/δ99 = 0.53. 
 
Fig. 5.33: Reynolds shear stress ⟨uv⟩ over rough, porous bed, Reθ = 2610.⟨uv⟩ is negative 
throughout the boundary layer and highest in magnitude close to the bed interface. 
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Fig. 5.34: Reynolds shear stress ⟨uw⟩ normalized by shear velocity u* in four vertically stacked 
spanwise planes over rough, porous bed with no obstacle, Reθ = 2610. Color scale is ⟨uw⟩ / u*2. 
Detailed contours of ⟨uw⟩ in each plane: (A) y/δ99 = 0.15, (B) y/δ99 = 0.27, (C) y/δ99 = 0.40, and 
(D) y/δ99= 0.53. 
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Fig. 5.35: Two-dimensional turbulent kinetic energy (TKE) normalized by shear velocity u* over 
cylindrical obstacle, Reθ = 2610. Features of the turbulence structure are evident in the contour 
map: (1) high TKE shear layer, (2) high TKE region originating beneath the cylinder, and (3) 
higher TKE upstream relative to case with no obstacle. 
 
 
 
Fig. 5.36: Zoomed-in contour map of two-dimensional turbulent kinetic energy (TKE) 
normalized by shear velocity u* over cylindrical obstacle, Reθ = 2610. Label (1) corresponds to 
increased TKE in the pore spaces. 
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Fig. 5.37: Two-dimensional turbulent kinetic energy (TKE) normalized by shear velocity u* in 
four vertically stacked spanwise planes over a rough, porous bed. Reθ = 2610. Color scale is 
0.5(⟨u2⟩ + ⟨w2⟩) / u*2. Detailed contours of ⟨U⟩ in each plane: (A) y/δ99 = 0.15, (B) y/δ99 = 0.27, 
(C) y/δ99 = 0.40, and (D) y/δ99 = 0.53. The contour map reveals the turbulence structure of the 
flow: (1) upwelling and downwelling jets beneath cylinder, (2) downstream shear layer, and (3) 
separated flow at crest of cylinder. 
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Fig. 5.38: Reynolds shear stress ⟨uv⟩ over cylindrical obstacle, Reθ = 2610. The contour maps 
reveals the turbulence structure of the flow: (1) high magnitude negative ⟨uv⟩ shear layer, (2) 
high magnitude, positive ⟨uv⟩ originating from beneath the cylinder, and (3) low magnitude, 
positive ⟨uv⟩ near the bed in upwelling regions. 
 
 
 
Fig. 5.39: Zoomed-in contour map of Reynolds shear stress ⟨uv⟩ normalized by shear velocity u* 
over cylindrical obstacle, Reθ = 2610. 
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Fig. 5.40: Reynolds shear stress ⟨uw⟩ normalized by shear velocity u* in four vertically stacked 
spanwise planes over cylindrical obstacle, Reθ = 2610. Color scale is ⟨uw⟩ / u*2. Detailed 
contours of ⟨uw⟩ in each plane: (A) y/δ99 = 0.15, (B) y/δ99 = 0.27, (C) y/δ99 = 0.40, and (D) y/δ99= 
0.53. 
 
A B 
C D 
1 1 
185 
 
 
Fig. 5.41: Two-dimensional turbulent kinetic energy (TKE) normalized by shear velocity u* over 
single grain obstacle, Reθ = 2610. Features of the turbulence structure are evident in the contour 
map: (1) high TKE shear layer and (2) low TKE in pore spaces. 
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Fig. 5.42: Two-dimensional turbulent kinetic energy (TKE) normalized by shear velocity u* in 
four vertically stacked spanwise planes over single grain obstacle, Reθ = 2610. Color scale is 
0.5(⟨u2⟩ + ⟨w2⟩) / u*2. Detailed contours of ⟨U⟩ in each plane: (A) y/δ99 = 0.15, (B) y/δ99 = 0.27, 
(C) y/δ99 = 0.40, and (D) y/δ99 = 0.53. The contour map reveals the turbulence structure of the 
flow: (1) downstream wake, (2) separated flows around sides of grain, (3) high TKE region 
immediately downstream of grain, and (4) high TKE region due to flow separation over the crest 
of the sphere.  
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Fig. 5.43: Reynolds shear stress ⟨uv⟩ for single-grain obstacle in the wall-normal plane, Reθ = 
2610. The contour map reveals the turbulence structure of the flow: (1) high magnitude, negative 
⟨uv⟩ shear layer, (2) low magnitude, positive ⟨uv⟩ downstream of the single grain, and (3) pore 
spaces with ⟨uv⟩ close to zero. 
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Fig. 5.44: Reynolds shear stress ⟨uw⟩ normalized by shear velocity u* in four vertically stacked 
spanwise planes over single grain obstacle, Reθ = 2610. Color scale is ⟨uw⟩ / u*2. Detailed 
contours of ⟨uw⟩ in each plane: (A) y/δ99 = 0.15, (B) y/δ99 = 0.27, (C) y/δ99 = 0.40, and (D) y/δ99= 
0.53. Label (1) indicates the separated flows extending downstream from the sides of the grain. 
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Fig. 5.45: Ensemble- and streamwise-averaged 2-D TKE profiles over the rough, porous bed at 
both Reynolds numbers. TKE is highest near the spherical roughness and decreases with height 
above the bed.  
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Fig. 5.46: Ensemble- and streamwise-averaged ⟨uv⟩ profiles over the rough, porous bed at both 
Reynolds numbers. 
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Fig. 5.47: Two-dimensional turbulent kinetic energy (TKE) normalized by shear velocity u* over 
cylindrical obstacle, Reθ = 5340. The TKE increases in magnitude at higher Reynolds number (1) 
upstream of the cylinder, (2) downstream in the cylinder’s shear layer, and (3) in the pore spaces 
beneath the cylinder. 
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Fig. 5.48: Reynolds shear stress ⟨uv⟩ over cylindrical obstacle, Reθ = 5340.⟨uv⟩ increases in 
magnitude at higher Reynolds number (1) upstream of the cylinder, (2) downstream in the 
cylinder’s shear layer, and (3) in the pore spaces beneath the cylinder. 
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Fig. 5.49: Summary diagram for turbulence structure over the rough, porous bed with no 
obstacle. The sense of ⟨uv⟩ is indicated by color, and the vertical profile for TKE is overlaid on 
the diagram. The TKE is highest within the spherical roughness of the bed and decreases with 
height away from the bed. The TKE is generally low in magnitude in the pore spaces, with small 
pairs of ⟨uv⟩ of opposite signs reflecting flow separation within each pore. 
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Fig. 5.50: Summary diagram for turbulence structure over the rough, porous bed with a 
cylindrical obstacle. The sense of ⟨uv⟩ is indicated by color, and the vertical profile for TKE at 
chosen transects is overlaid on the diagram. Overall, the cylinder causes both the maximum TKE 
and the high magnitude, negative ⟨uv⟩ to move away from the bed and to within the shear layer.  
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Fig. 5.51: Summary diagram for turbulence structure over the rough, porous bed with a single 
grain obstacle. The sense of ⟨uv⟩ is indicated by color, and the vertical profile for TKE at chosen 
transects is overlaid on the diagram. 
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Fig. 5.52: Cross plots of velocity 
fluctuations u and v at five heights above the 
bed for rough, porous bed configuration, Reθ 
= 2610:(A) y/δ99 = 0.10, (B) y/δ99 = 0.30, (C) 
y/δ99 = 0.50, (D) y/δ99 = 0.70, and (E) y/δ99 = 
0.90. The hyperbola corresponds to hole size 
H = 2. 
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Fig. 5.53: Quadrant-decomposed Reynolds shear stress ⟨uv⟩Q over rough, porous bed with no 
obstacle, H = 2, Reθ= 2610. Color scale is ⟨uv⟩Q / u*2. Detailed contours in each quadrant: (A) 
Q1, (B) Q2, (C) Q3, and (D) Q4. 
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Fig. 5.54: Quadrant-hole analysis vertical profile for rough, porous bed, Reθ = 2610. The x-axis 
variable H is a multiple of the average Reynolds shear stress ⟨uv⟩. Contour scale is the fraction 
contribution relative to ⟨uv⟩. Detailed contours in each quadrant: (A) Q1, (B) Q2, (C) Q3, and 
(D) Q4. Overall, the plot shows vertically where and from which ⟨uv⟩ quadrant high energy 
events occur as well as their contribution to the total ⟨uv⟩.  
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Fig. 5.55: Quadrant-decomposed Reynolds shear stress ⟨uv⟩Q over cylindrical obstacle, H = 2, 
Reθ = 2610. Color scale is ⟨uv⟩Q / u*2. Detailed contours of ⟨uv⟩ in each quadrant: (A) Q1, (B) 
Q2, (C) Q3, and (D) Q4. The contour maps reveal the turbulence structure of the flow: (1) 
contributions from Q1 and Q3 originating beneath the cylinder, (2) contributions from Q2 and 
Q4 from flow separation, (3) Q2 at top of shear layer, (4) Q4 at bottom of shear layer, and (5) Q4 
events reaching bed ~7D downstream of obstacle. 
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Fig. 5.56: Quadrant-decomposed Reynolds shear stress ⟨uv⟩Q over single grain obstacle, H = 2 
Reθ = 2610. Color scale is ⟨uv⟩Q / u*2. Detailed contours of ⟨uv⟩ in each quadrant: (A) Q1, (B) 
Q2, (C) Q3, and (D) Q4.  
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Fig. 5.57: Quadrant-decomposed Reynolds shear stress ⟨uv⟩Q over rough, porous bed with no 
obstacle, H = 2, Reθ = 5340. Color scale is ⟨uv⟩Q / u*2. Detailed contours in each quadrant: (A) 
Q1, (B) Q2, (C) Q3, and (D) Q4. 
 
 
 
 
Fig. 5.58: Streamwise-averaged profiles of Reynolds shear stress ⟨uv⟩ decomposed by quadrant 
for rough, porous bed runs, Reθ = 2610 (left) and Reθ = 5340 (right).   
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Fig. 5.59: Quadrant-hole analysis vertical profile for rough, porous bed, Reθ = 5340. The x-axis 
variable H is a multiple of the average Reynolds shear stress ⟨uv⟩. Contour scale is the fraction 
contribution relative to ⟨uv⟩. Detailed contours in each quadrant: (A) Q1, (B) Q2, (C) Q3, and 
(D) Q4. Overall, the plot shows vertically where and from which ⟨uv⟩ quadrant high energy 
events occur as well as their contribution to the total ⟨uv⟩.  
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Fig. 5.60: Quadrant-decomposed Reynolds shear stress ⟨uv⟩Q over cylindrical obstacle, H = 2, 
Reθ = 5340. Color scale is ⟨uv⟩Q / u*2. Detailed contours of ⟨uv⟩ in each quadrant: (A) Q1, (B) 
Q2, (C) Q3, and (D) Q4. 
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Fig. 5.61: Time-averaged vorticity over the rough, porous bed with no obstacle, Reθ = 2610. 
Vorticity is negative throughout the boundary layer and highest in magnitude near the bed 
interface.  
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Fig. 5.62: Three example contour maps (A-C) of instantaneous swirling strength λci with Galilean 
decomposition vectors (U – 0.65⟨Umax⟩) over the rough, porous bed, Reθ = 2610. (1) Regions of 
vortex cores with clockwise rotation, (2) region of vortex cores with counter-clockwise rotation 
disturbing the near-bed structure. 
A 
B 
1 
1 
1 
206 
 
 
Fig. 5.62 (cont.) 
 
 
 
 
Fig. 5.63: Point correlations of velocity fluctuation u at five heights above the bed for rough, 
porous bed configuration, Reθ = 2610: (A) y/δ99 = 0.10, (B) y/δ99 = 0.20, (C) y/δ99 = 0.30, (D) 
y/δ99 = 0.40, and (E) y/δ99 = 0.50. 
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Fig. 5.64: Time-averaged vorticity over the cylindrical obstacle, Reθ = 2610. (1) Negative, 
clockwise vorticity in shear layer and (2) positive, counter-clockwise vorticity next to upwelling. 
 
 
 
 
 
Fig. 5.65: Zoomed-in time-averaged vorticity over the cylindrical obstacle, Reθ = 2610.  
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Fig. 5.66: Three example contour maps (A-C) of instantaneous swirling strength λci with Galilean 
decomposition vectors (U – 0.50⟨Umax⟩) over the cylindrical obstacle, Reθ = 2610. (1) 
Clockwise-rotating vortex cores originating from crest of cylinder and (2) counter-clockwise 
vortex cores originating beneath the cylinder. 
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Fig. 5.66 (cont.) 
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Fig. 5.67: Point correlations of velocity fluctuation u at y/δ99 = 0.45 over the cylindrical obstacle, 
Reθ = 2610, at six streamwise locations: (A) x / D = -2, (B) x / D = -1, (C) x / D = 0, (D) x / D = 
1, (E) x / D = 2, and (F) x / D = 3. 
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Fig. 5.68: Time-averaged vorticity over the single grain obstacle, Reθ = 2610. (1) Negative, 
clockwise vorticity in shear layer and (2) Positive, counter-clockwise vorticity immediately 
downstream of the grain. 
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Fig. 5.69: Three example contour maps (A-C) of instantaneous swirling strength λci with Galilean 
decomposition vectors (U – 0.50⟨Umax⟩) over the single grain obstacle, Reθ = 2610. (1) Counter-
clockwise rotating vortex cores in the shear layer and (2) downstream widening of structure in 
Galilean decomposition vectors ~2.5D downstream from the grain. 
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Fig. 5.69 (cont.) 
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Fig. 5.70: Point correlations of velocity fluctuation u at y/δ99 = 0.35 over the single grain 
obstacle, Reθ = 2610, at five streamwise locations: (A) x / D = -1, (B) x / D = 0, (C) x / D = 1, (D) 
x / D = 2, and (E) x / D = 3. 
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Fig. 5.71: Time- and streamwise-averaged vorticity profiles over rough, porous bed with no 
obstacle.  
 
 
Fig. 5.72: Example contour map of instantaneous swirling strength λci with Galilean 
decomposition vectors (U – 0.65⟨Umax⟩) over the rough, porous bed, Reθ = 5340.  
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Fig. 5.73: Example streamwise two-point correlation over the rough, porous bed with no 
obstacle, Reθ = 5340. The contours show the correlation of streamwise velocity fluctuations u at 
x/D = 0, y/δ99= 0.4 with every other point in the image, providing a spatial arrangement of 
turbulent fluctuations that can be used to infer the dimensions of turbulent structures. 
 
 
 
 
 
 
 
Fig. 5.74: Turbulent flow structure (A) inclination angle and (B) length over the rough, porous 
bed as a function of height y/δ99. Measured from two-point correlations, such as in Fig. 5.63 and 
5.73. 
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Fig. 5.75: Time-averaged vorticity over the cylindrical obstacle, Reθ = 5340. 
 
 
 
Fig. 5.76: Example contour map of instantaneous swirling strength λci with Galilean 
decomposition vectors (U – 0.65⟨Umax⟩) over the cylindrical obstacle, Reθ = 5340. 
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Fig. 5.77: Point correlations of velocity fluctuation u at y/δ99 = 0.45 over the cylindrical obstacle, 
Reθ = 5340, at six streamwise locations: (A) x / D = -2, (B) x / D = -1, (C) x / D = 0, (D) x / D = 
1, (E) x / D = 2, and (F) x / D = 3. 
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Fig. 5.78: Turbulent flow structure (A) inclination angle and (B) length over the cylindrical 
obstacle as a function of height y/δ99 and streamwise location x / D. Measured from two-point 
correlations, such as in Fig. 5.67 and 5.77. If a data point has no error bars, measurement 
uncertainty is smaller than the width of the point. 
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Fig. 5.79: Summary diagram for coherent turbulent flow structures over the rough, porous bed 
with no obstacle. The sense of rotation is indicated by color, and the extent of the colored regions 
reflects the average dimensions of the flow structures. 
 
 
 
 
Fig. 5.80: Summary diagram for coherent turbulent flow structures over the rough, porous bed 
with a cylindrical obstacle. The sense of rotation is indicated by color, and the extent of the 
colored regions reflects the average dimensions of the flow structures. 
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Fig. 5.81:Summary diagram for coherent turbulent flow structures over the rough, porous bed 
with a single grain obstacle. The sense of rotation is indicated by color, and the extent of the 
colored regions reflects the average dimensions of the flow structures.  
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CHAPTER 6 
SUPPLEMENTARY EXPERIMENTS 
 
 In addition to the rigorous RIM experiments comprising the bulk of this thesis, 
supplementary experiments were conducted using a different flume facility with mobile bed 
sediments. Before discussing the implications of the RIM experiments (Chapter 7), the current 
chapter covers these supplementary experiments. Their treatment herein is brief; however, their 
more natural, random-packed configuration is promising for future studies of flow over highly 
permeable beds. 
In these supplementary experiments, the velocity flow field in a very thin laboratory 
flume was measured around a 2-D micro-scale bedform using PIV. Overall, velocity 
measurements show strong instantaneous jets of fluid exiting the lee side of bedforms up to 8% 
of the time, indicating appreciable subsurface flow.  
 
6.1 METHODS 
 Experiments were conducted in a 3.0 m long, 0.25 m high and 0.005 m wide recirculating 
flume (Fig. 6.1; Best et al., 2013) at the Laboratory for Turbulence and Complex Flow at the 
University of Illinois at Urbana-Champaign. This very thin flume is constructed of clear acrylic, 
allowing the observation of not only the flow over stream bed obstacles, such as bedforms, but 
also the stratigraphy of the bed sediments. An inline electromagnetic flow meter displays the 
discharge, and an adjustable gate at the end of the flume controls the thickness of the bed. 
 Glass spheres (D = 1.3 mm) were added to the test section, creating a mobile bed that was 
an average of 0.05 m thick. This grain size is approximately the boundary between ripples and 
223 
 
dunes on a classic bedform phase diagram (Southard and Boguchwal, 1990). Isolated roughness 
elements ten grain diameters in height (0.013 m) were constructed by hand on the top of the bed.  
The flow depth above the bed was approximately 0.14 m. The flow rate was varied between 6.0 
L min-1 and 10.0 L min-1 to ensure that the roughness defects remained stationary for at least 500 
measurements, allowing ensemble statistics for the flow to be calculated. 
 Flow was measured using 2-D PIV. The flow was seeded with neutrally buoyant 10 μm 
diameter fluorescent particles (LeFranc & Bourgeois Flashe Light Orange, emission 670 nm). 
The imaging setup included an 11 Mpixel camera fitted with a 120 mm focal length lens and a 
650 nm high pass filter. For the data presented herein, Δt between image frames was 40000μs to 
resolve the low velocities near the bed. With this setup, high resolution images could be acquired 
at a rate of 1 Hz, with a field of view encompassing 2- 30 mm from the surface of a roughness 
defect. 
 Instantaneous velocity vector fields were computed with recursive cross correlation 
algorithms. Five-hundred realizations were gathered for each experimental run, from which 
mean velocities and velocity fluctuations were calculated. Bulk flow Reynolds number Reb was 
estimated using the flow rate and the hydraulic radius of the flume. 
 
6.2 RESULTS 
 Mean velocities within 2 mm of the lee side surface of the bedform indicate that flow 
does not follow the bed topography as would be expected over an impermeable bed (Fig. 6.2). 
Overall, the velocity is along the bed and directed upstream, reflecting flow separation and 
recirculation in the lee side of the bedform. However, there is a component of the mean flow 
perpendicular to the bed surface. This component of flow away from the bed suggests the 
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permeability of the bed sediments influences the flow structure around the bedform. Previous 
experiments in this flume that used finer, less permeable sediments (D = 325 µm) did not exhibit 
such flow patterns (Best et al., 2013). 
 Instantaneous PIV realizations reveal that the flow at any moment does not always reflect 
the mean. In particular, the expected upstream recirculation pattern near the bed is occasionally 
disrupted by jets of fluid perpendicular to the bed or even directly opposing the mean flow (Fig. 
6.3). Such events are characterized by low momentum regions that divide regions with patterns 
of flow resembling the mean from those with flow opposing it. During these events, the velocity 
fluctuations exhibit variations opposing the mean, i.e. in the Q1 or Q4 direction, with magnitudes 
on the order of the mean itself (Fig. 6.4). Furthermore, fluctuations are lowest near the crests of 
bedforms and highest near the troughs. 
 At varying flow rates and Reb, 91% to 99% of instantaneous PIV realizations reveal that 
flow near the bed in the lee side of the bedform is in the Q2 direction, reflecting the expected 
mean circulation pattern (Table 6.1). However, in 0.2% to 7.8% of PIV realizations, the primarily 
flow direction is in the Q1 direction, away from the bed surface. In almost no measurements is 
the flow directed toward the bed surface. No clear trend is observable with flow rate or Reb; a 
greater number of PIV realizations and more strict controls on bed depth and flow depth are 
needed for a more quantitative dataset. 
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Flow Rate (L 
min-1) 
Reb Q1 (%) Q2 (%) Q3 (%) Q4 (%) 
6.0 3000 5.4 94.2 0.0 0.6 
6.5 3250 7.8 91.8 0.0 0.4 
7.0 3500 2.4 97.6 0.0 0.0 
7.5 3750 4.8 95.0 0.0 0.2 
8.0 4000 0.2 98.8 0.0 1.0 
8.5 4240 2.4 96.0 0.4 1.2 
9.0 4490 2.6 97.4 0.0 0.0 
10.0 4990 6.2 91.0 0.4 2.6 
 
Table 6.1: Ensemble velocity direction statistics for all measured flow rates. In general, the 
dominant velocity direction near the lee side bed is in the Q2 direction. This result agrees with 
predicted flow recirculation on the downstream side of stream bed obstacles. However, in up to 
7.8% of the instantaneous measurements, flow is dominated by fluid movement in the Q1 
direction, suggesting jets oriented away from the bed surface. 
 
6.3 DISCUSSION OF SUPPLEMENTARY EXPERIMENTS 
 The results of these supplementary experiments are more qualitative than those in the 
main body of this thesis; however, they still provide useful insight in the effects of permeable on 
stream flow, particularly in a more natural random-packing configuration. Overall, the high 
permeability of coarse sediments modifies stream flow over porous beds and around bedforms. 
In these experiments, the flow differs significantly from that of classic treatments of flow over 
impermeable bedforms, which maintains that the flow is always parallel to the bed and that a 
stable recirculation eddy is located on the lee side (Bennett and Best, 1995). 
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 It is well known that bedforms influence the exchange of fluid and nutrients across the 
stream bed interface (Elliott and Brooks, 1997a,b; Cardenas et al., 2004; Stonedahl et al., 2012) , 
but the role of permeability in streambeds is less well known regarding the creation of bedforms 
(Blois et al., 2014). Disruption of recirculation and flow separation due flow from the subsurface 
can modify the structure of the lee side shear layer that contributes to bedform migration and 
erosion, as observed in Chapter5 for flow over both a cylindrical and a single-grain obstacle. In 
fact, ripples did not form in the 5mm flume with this grain size, and that were present in previous 
experiments that used finer grain sizes (Best et al., 2013). Instead, when the flow rate was 
increased above 10 L min-1 and the bed became mobile, sediment transport reworked the bed, 
replacing the roughness defects with long, flat bar forms. Deposition occurred on the lee side of 
these bar forms, but erosional scours did not form downstream of them to create an additional 
downstream bedform, preventing the feedback mechanism that creates trains of regularly spaced 
ripples in fine sand (Bennett and Best, 1995; Blois et al., 2014). This contrasts with previously 
proposed mechanisms for the transition from ripples to dunes and plane beds in coarse sands, 
such as that of Leeder (1980), who attributed the lack of downstream erosional scours to 
roughness effects at the crests of bedforms. This idea is further explored in Section 7.6, which 
discusses the implications of the RIM experiments in this study for sediment transport and 
bedform formation. 
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6.4 FIGURES 
 
 
Fig. 6.1: Overview of very thin flume used in supplementary experiments. Diagram not to scale. 
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Fig. 6.2:  (A) Overview image and (B) close-up on lee side of small bedform at flow rate of 7.5 
Lmin-1. Flow is from left to right, and the bedform is ~7 grain diameters high. The velocity field 
was measured on the lee side of this bedform, with contours indicating the mean streamwise 
velocity ⟨U⟩. Vectors show the velocity magnitude and direction. 
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Fig 6.3: Example instantaneous (A) velocity field and (B) velocity fluctuations showing a jet 
exiting the lee side of a bedform. The jet originates from the subsurface at ~30.5 mm and is 
directed ~45° from the positive x-axis. The jet modifies the flow such that flow direction opposes 
the expected clockwise circulation pattern downstream of the 31 mm mark. The flow rate is 7.5 L 
min-1. Velocity fluctuations directed to the lower right indicate that subsurface jets can disrupt the 
expected recirculating flow pattern. 
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Fig. 6.4: Histogram of wall-normal velocity fluctuation magnitudes for the near bed jet event 
shown previously in Fig. 6.3. During the jet event, Q1 fluctuations, which represent fluid moving 
directly away from the lee side bed surface, dominate in both their occurrence and magnitude. 
High magnitude Q4 events, directly opposing the expected recirculation direction, also occur, 
while most Q2 events are relatively low in magnitude. 
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CHAPTER 7 
DISCUSSION AND CONCLUSIONS 
 
 In investigating turbulent stream flow or hyporheic exchange, whether with numerical 
simulations (Cui et al., 1996), empirical equations (Parker, 1990), or laboratory and field 
experiments (Parker and Toro-Escobar, 2002), streambeds are often treated as impermeable 
surfaces. Even if a model does allow for the interaction of stream flow with near-surface ground 
water, the two domains are often separate, preventing turbulence from penetrating the stream bed 
(Sawyer and Cardenas, 2009). Based on the experiments in this study, it is apparent that highly 
permeable gravel systems must approached differently for accurate descriptions of stream flow.  
 
7.1 ROUGH, POROUS BED WITH NO OBSTACLE 
 Flow over the rough, porous bed was the simplest case considered. The velocity structure, 
as expected, is that of a rough wall boundary layer (Coceal et al., 2007; Djenidi et al., 2008), 
with a few key modifications compared to impermeable surfaces. In addition, the Reynolds 
stresses and analyses of turbulent flow structures reveal the importance of bed roughness for the 
production of turbulence in natural flows. 
 
7.1.1 VELOCITY FLOW STRUCTURE 
 Permeability modifies the mean streamwise velocity profile near the bed (Fig. 7.1). On 
average, there is greater momentum near a permeable streambed (Jimenez et al., 2004) than an 
impermeable one (Kundu et al., 2012), for the no slip velocity condition need not be satisfied at a 
porous interface (Zhou and Mendoza, 1993). Similarly, the velocity gradients near a highly 
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permeable stream bed are less in magnitude, for momentum from the stream may penetrate into 
the bed rather than be subject to the friction of an impermeable wall. At higher Reynolds number, 
the velocity structures of both the stream flow and pore flow reflect a proportional increase in 
magnitude. 
 In the mean flow field, the flow structure near the bed roughness appears similar to that 
of skimming flow (Nowell and Church, 1979); however, interactions between the subsurface and 
stream flow are apparent in instantaneous realizations. During instants when high momentum 
fluid is drawn from the stream into the subsurface, such as via a turbulent motion toward the bed, 
i.e. a Q4 event, the streamwise momentum and velocity gradient near the bed increase (Singha et 
al., 2012). On the other hand, when relatively low momentum fluid is ejected from the 
subsurface, the streamwise momentum near the bed decreases. Thus, upwelling areas, whether 
instantaneous or enduring, experience low near-bed momentum, while downwelling areas 
experience high momentum. Overall, such motions across the bed interface serve as an important 
mechanism of vertical momentum exchange. 
 
7.1.2 TURBULENCE FLOW STRUCTURE 
 With no obstacles, the Reynolds stresses above the rough, porous bed are solely functions 
of height, y, except in the nearest bed regions, where flow accelerates around the grain 
roughness. In this way, although instantaneous turbulent flow structures are three-dimensional, 
the structure of the mean flow can be described with only one dimension. 
 Increased TKE and ⟨uv⟩ near the wall reflect Kelvin-Helmholtz instabilities created by 
the velocity differential between near-wall and pore space velocities. These Kelvin-Helmholtz 
instabilities form vortices that increase mass and momentum exchange across the streambed 
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interface (Jimenez et al., 2001; Breugem et al., 2006). Furthermore, at double the Reynolds 
number, the relative turbulence in the near-wall region increases by ~10%, while that in the outer 
region decreases by 10%.  
Turbulent fluctuations in the stream undoubtedly interact with those in the pore spaces. In 
the data collected during the present experiments, instantaneous upwelling and downwelling 
events interact across the stream bed interface, similar to previous observations in numerical 
simulations by Stoesser et al. (2007). In addition, although the mean velocity in pore spaces is 
generally only 5-10% of the maximum free stream velocity, large streamwise velocity 
fluctuations may occur in pore spaces when turbulent stream flow penetrates the stream bed. 
 
7.1.3 TURBULENT FLOW STRUCTURES 
Turbulent flow structures over highly permeable beds are similar to those over 
impermeable walls, with a few key differences. Low and high speed streaks, which are common 
in a smooth wall boundary layer (Kline et al., 1967), are also observed in the near-bed region 
over a rough, porous wall, but their formation and spacing is directly linked to the roughness 
rather than inherent features of the stream flow. In addition, rather than by eddy production by 
viscous friction at a smooth wall (Adrian, 2007), turbulent flow structures over a rough, 
permeable bed are primarily produced by flow separation and shedding of vortices at the crests 
of roughness elements—as has also been observed for rough, impermeable walls (Coceal et al., 
2007; Djenidi et al., 2008; Hong et al., 2011) and natural or laboratory gravel channels 
(Kirkbride, 1993; Lawless and Robert, 2011a,b; Hardy et al., 2009, 2010, 2011). Turbulent flow 
structures also appear similar in dimension to those observed over impermeable roughness, 
decreasing in angle and increasing in length with height above the bed, with steeper angles and 
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longer lengths at higher flow Reynolds number (Coceal et al., 2007). Angled regions of 
clockwise swirling strength and Galilean decomposition vectors suggest hairpin vortex packet 
production at the bed, similar those over a smooth (Adrian, 2007) or rough (Coceal et al., 2007) 
wall. These structures grow to lengths over two times the boundary layer thickness. However, 
whether the structures observed in this study are iconic hairpins (Adrian, 2007) or some other 
geometry (Hong et al., 2011) is unclear without time-resolved data and flow visualization. 
 
7.2 ADDITION OF A CYLINDRICAL OBSTACLE 
The introduction of stream bed obstacles such as bedforms (Bennett and Best, 1995) or 
large woody debris (Sawyer et al., 2011) increases the dimensionality of the boundary layer 
problem. In particular, adding a channel-spanning cylinder increases the number of dimensions 
required to describe the mean flow structures, which is now not only dependent on height y but 
also streamwise location x relative to the obstacle. The effects of flow separation also dominate 
the velocity and turbulence structures. 
 
7.2.1 VELOCITY STRUCTURE 
Strong downwelling occurs upstream of a cylindrical obstacle, where fluid is forced into 
the bed. Downstream of a cylindrical obstacle, a low pressure region develops in its wake, 
drawing upwelling fluid from the bed—as was also observed in the numerical simulations of 
Sawyer et al. (2011). The directions of velocities in pore spaces reflects these upwelling and 
downwelling patterns, producing flow similar to that observed by Sawyer et al. (2011) beneath 
large woody debris and Blois et al. (2010, 2012c, 2014) beneath a permeable bedform. 
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Downstream of the cylinder, a small recirculation zone forms, but it is less than 25% of 
the size observed in less permeable settings for 2-D obstacles such as bedforms (Bennett and 
Best, 1995). As for flow in the gap between a wall and a separated spherical obstacle (Tsutsui, 
2008; Ozgoren et al., 2013), the streamlines from both above and beneath the cylinder compete 
in the circulation zone. In the case of the cylindrical obstacle in this study, the recirculation is 
counter-clockwise, suggesting that the upwelling flow from beneath the cylinder dominates the 
flow structure in the low momentum wake region. Furthermore, the streamlines of separated 
flow downstream of the obstacle do not reattach but instead continue horizontally downstream, 
as was observed by Blois et al. (2014) for flow over a bedform on top of a highly permeable bed. 
 
7.2.2 TURBULENCE STRUCTURE 
The cylinder—a relatively small obstacle on the order of the grain size of the bed—
produces over a 100% increase in nearbed turbulent kinetic energy and other turbulence 
statistics. Natural streambeds are even rougher and more irregular than the configuration used in 
this study, and for this reason, an obstacle, or any sort of large roughness element, can easily 
become the first order factor influencing near-bed flow structure. As noted by Strom and 
Papanicolaou (2007) for flow around a pebble cluster, the cylindrical obstacle serves to expand 
the roughness sublayer, shifting the peak Reynolds stresses away from the bed and to the height 
of the obstacle. In addition, the Reynolds stresses are greatest near the point of flow separation 
and do not increase as the shear layer approaches the bed for reattachment—instead, the 
turbulent intensities dissipate into the outer region of the flow, similar to the Reynolds stresses, 
and as observed by Blois et al. (2014) for flow over a highly permeable bed and 2-D bedform. 
Furthermore, the quadrant events around the cylinder in the present study reflect those observed 
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by Bennett and Best (1995) for a 2-D bedform: a region of high Q2 events transport momentum 
upward from the top of the shear layer, while Q4 events bound the shear layer and the low 
momentum wake. However, regions of high Q1 and Q3 events originating beneath the cylinder 
indicate that upwelling flow produced by the obstacle creates a second, competing shear layer on 
the lee side, disturbing the primary shear layer and preventing significant near-bed Q2 and Q4 
events in the wake. 
Upstream of the cylinder, there is no shear bubble and rolling over due to flow stagnation, 
as was observed by Price et al. (2002) for a cylinder mounted to an impermeable wall. Instead, 
with a permeable bed, the upstream flow in the experiments of this thesis is forced downward 
and into the bed. Additionally, the flow above the bed resembles that for a channel-spanning 
cylinder placed near to, rather than mounted to, an impermeable wall, with accelerated gap flow 
beneath the cylinder (Price et al., 2002). However, this gap flow is, compared to that observed by 
Price et al. (2002) above an impermeable wall, dampened by the streambed roughness and 
momentum exchange with the pore spaces. 
 
7.2.3 TURBULENT FLOW STRUCTURES 
 For a wall-mounted cylinder on a smooth wall, Price et al., (2002) report the formation of 
a shear bubble and the rolling over of flow upstream of the cylinder. In this study, no such flow 
structure was observed; instead of creating a standing vortex, the downward flow upstream of the 
cylinder is directed into the pore spaces. In the pore spaces directly beneath the cylinder, which 
contain high streamwise momentum due to downwelling of stream fluid into the subsurface, 
regions of opposite and paired mean vorticity suggest turbulent jet flow in the pores, similar to 
that observed by Blois et al. (2012c).  
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In the shear layer, vorticity contour maps, Galilean decompositions, and swirling strength 
contour maps suggest production of instantaneous mesoscale structures by flow separation and 
Kelvin-Helmholtz instabilities downstream of the crest of the cylinder. Two-point correlations, 
on the other hand, reveal that macroscale turbulent flow structures created upstream of the 
cylinder are severely dampened on passing the obstacle, diminishing to 20% of their former size 
and growing only modestly—to almost 30% of their former size—within the field of view of 
these experiments. Thus, the structure of turbulence in the flow is affected for at least 
7.5Ddownstream of the cylinder, a considerably greater distance than the maxima reported for 
pebble clusters (Lawless and Robert, 2001b) or bedforms (Bennett and Best, 1995). Furthermore, 
if more than one obstacle is present on the bed, it is not difficult to imagine a flow structure 
dominated by flow separation and shear layer formation downstream of such obstacles, as 
observed by Tan and Curran (2012) for multiple gravel pebble clusters.  
 Although the mean flow structure is two-dimensional, it is likely that turbulent flow 
structures are three-dimensional. The dimensions of flow structures produced downstream of the 
cylinder are on the order of the diameter of the cylinder, suggesting the rolling up of a vortex 
sheet in the shear layer; however, additional measurements are needed farther downstream, 
perhaps in a more sizeable RIM facility, to observe the development of the vortex sheet. It is 
expected the 3-D form of the structures would be similar to that of a vortex loop produced by 
flow separation from a 2-D bedform (Müller and Gyr, 1986). Time-resolved data might also be 
useful for determining whether the turbulent flow structures produced by the cylindrical obstacle 
merge with, or displace structures originating from the spherical roughness elements at the bed. 
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7.3 ADDITION OF A SPHERICAL OBSTACLE 
A single spherical obstacle on top of the bed necessitates a three-dimensional description 
of the boundary layer, with flow traveling around the obstacle in the spanwise plane in addition 
to above the obstacle in the free stream and beneath the obstacle into the bed, and the mean flow 
structure being a function of x, y, and z. This single spherical grain case is most similar to natural 
gravels, with the magnitude of interaction between stream and subsurface falling between that 
for a channel-spanning cylinder and an unobstructed rough, porous bed. 
 
7.3.1 VELOCITY STRUCTURE 
 Streamlines of separated flow do not reattach to the bed downstream of the single 
spherical grain, similar to observations for the cylindrical obstacle in this study and different 
from the reattachment at2D downstream observed in studies of wall-mounted hemispheres 
(Ozgoren et al., 2013; Hajimirzaie et al., 2014). However, the near-bed streamwise velocities 
increase to pre-obstacle values ~3.5D downstream of the obstacle due to the re-convergence of 
flow in the streamwise-spanwise plane—this re-convergence was also noted by Buffin-Bélanger 
and Roy (1998) and Lawless and Robert (2001b) around a pebble cluster. However, contrary to 
the findings of Lawless and Robert (2001b), the downstream re-convergence of flow beyond the 
low momentum wake in the present study actually decreases upwelling rather than increasing it, 
perhaps due to the absence of a standing horseshoe vortex, which is discussed further in Section 
7.3.3. In addition, there is a much smaller recirculation zone than expected in the low momentum 
wake of the sphere: most of the near-bed wake is dominated by upwelling flow, not by fluid 
recirculation. In addition, the dual recirculation zones observed for a sphere near a smooth wall 
(Tsutsui, 2008) are also not observed, instead being replaced by upwelling.  
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7.3.2 TURBULENCE STRUCTURE 
 The single spherical grain, like the cylinder, shifts the elevation of the roughness layer 
and turbulence production to the height of the obstacle. In addition, although the turbulence 
intensities around the single grain are ~60% of those around the cylinder, the single grain still 
dominates the turbulence structure compared to the case with no obstacle, with Reynolds stresses 
concentrated in the downstream separated flow. The magnitude of Reynolds stresses and 
quadrant events in this shear layer are comparable to the near-bed magnitude with no obstacle 
present, providing additional evidence that the spheres themselves are the chief producers of 
turbulence. However, the turbulence intensities in the pore spaces beneath the single grain 
obstacle are more similar to those for the porous bed with no obstacle than those with the 
cylindrical obstacle, indicating that less turbulent, high momentum flow is being transported into 
the pores by downwelling. Nonetheless, there is still appreciable downwelling and upwelling, 
and the mean upwelling from the subsurface greatly affects the turbulence structure near the bed, 
preventing near-bed Q2 and Q4 events, even although flow in the pore is less turbulent. 
In the streamwise-spanwise plan, the two shear layers produced by flow separation from 
the sides of the sphere re-converge downstream. Although Buffin-Bélanger and Roy (1998) 
suggest that this flow re-convergence enhances turbulence, the Reynolds stresses in this study are 
small in this region. Furthermore, although Lacey and Roy (2008a,b) report only limited effects 
to the turbulence structure by a pebble cluster, with elevated turbulence intensities persisting 
only 2.3cluster-heights downstream, flow separation from the single grain obstacle in this study 
increases Reynolds stresses well out of the field of view, over 4.5D downstream. 
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7.3.3 TURBULENT FLOW STRUCTURES 
 The horseshoe vortex often observed around wall-mounted hemispheres (Best and 
Brayshaw, 1985; Paola et al., 1986; Acarlar and Smith, 1987) is not observed above the highly 
permeable bed in this study. Instead, the prevailing turbulent flow structures are produced by 
flow separation from the crest of the sphere. In addition, multi-point correlations reveal that 
macro-scale turbulent flow structures, i.e. hairpins from upstream produced by bed roughness, 
are diminished by the spherical obstacle, similar to that observed over the cylinder. This is 
somewhat surprising, for the sphere presents significantly less blockage to the near-bed flow than 
the cylinder, and it was expected that the limbs of a hairpin vortex could navigate around the 
sphere relatively unaffected. Perhaps the asymmetrical acceleration of an incoming macroscale 
structure around the sphere is sufficient to break the structure apart, or maybe macroscale 
structures are modified by the mesoscale structures produced in the wake of the sphere. 
However, it is important to note that the observable structure correlation lengths were limited to 
6D for the spherical obstacle due to a smaller field of view and lower resolution—both higher 
spatial and temporal resolution would allow for a more detailed examination of the evolution of 
turbulent flow structures on interaction with the spherical obstacle.  
 
7.4 IMPLICATIONS FOR HYPORHEIC EXCHANGE 
 Streambed obstacles introduce profound changes to the boundary layer structure, not only 
over rough, impermeable beds (Coceal et al., 2007; Djenidi et al., 2008) but also over highly 
permeable interfaces, creating significant downwelling and upwelling patterns (Sawyer et al., 
2011; Blois et al., 2014). Such areas are likely hotspots for microbial activity (Battin, 2000) as 
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well as preferential pathways for groundwater surface-water interactions (Cardenas et al., 2004; 
Sawyer et al., 2011). 
 Commonly conducted solute tracer experiments (Bencala and Walters, 1983) ignore 
process-based approaches to characterizing hyporheic exchange, neglecting the near-surface, 
instantaneous flow fields observed in the present study that are important for exchange in 
permeable gravel streambeds (Stonedahl et al., 2012). Even process-based methods, such as the 
bedform-induced advection approach of Elliott and Brooks (1997a,b), overlook the effects of 
turbulence and flow separation and instead assume idealized pressure distributions. Nonetheless, 
it is important to note that, although the turbulence-driven processes in the present study are of 
small spatial and temporal scales, recent large-scale river network models for hyporheic 
exchange (Gomez-Velez and Harvey, 2014) suggest vertical exchange induced by bedforms 
dominates cumulative hyporheic fluxes in the world’s river corridors, exceeding those due to 
induced by larger features such meander bends (Lautz and Siegel, 2006; Peterson and Sickbert, 
2006). Further, bedform-induced advection controls flow within the top several centimeters of 
the subsurface, where the rates of hyporheic exchange, and important geochemical reactions, are 
fastest (Stonedahl et al., 2012). 
Although this study uses a highly idealized stream bed geometry, such downwelling and 
upwelling regions persist in more natural configurations (Packman et al., 2004; Cardenas et al., 
2004, 2007a,b). If the results of the present study were extrapolated to a more heterogeneous, 
natural case, the mean magnitude of turbulent interactions across the streambed interface would 
likely decrease in some locations, and pore spaces would be smaller and less connected on 
average. However, this natural heterogeneity would also create localized zones of high 
permeability—such as a pebble cluster stripped of fine sediment (e.g. Buffin-Bélanger and Roy, 
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1998; Hardy et al., 2009, 2010, 2011), or a scour adjacent to large woody debris (Sawyer et al., 
2011)—which experience high magnitudes of both turbulent momentum exchange and overall 
hyporheic exchange. As observed in this study, such a location can experience hyporheic 
exchange and Reynolds stress magnitudes over 100% greater than normal. Thus, these areas act 
as gateways for stream-subsurface interaction. The storage of particulates and rates of chemical 
reactions in these gateway areas are of particular importance in hyporheic exchange, and thus 
this study aims to provide a physics-based examination of the boundary conditions governing 
such processes.  
 
7.5 IMPLICATIONS FOR BEDFORM FORMATION AND SEDIMENT TRANSPORT 
 The morphologic features of gravel and sand bed rivers are different. Sand streambeds 
are often decorated with many types of bedforms, such as regularly spaced ripples and dunes 
(Bennett and Best, 1995). The features of gravel beds, however, are more subtle—flat-topped 
bars and small, irregular grain clusters (Brayshaw, 1984). Dune-like bedforms are rare in gravel, 
often requiring atypically strong and deep flows of long duration (Carling 1996, 1999). Why 
does a simple difference in grain size result in such different forms? 
 Previously, it has been suggested that the difference lies in the shear layer created by a 
stream bed obstacle such as a bedform (Best, 1996). In sand bed rivers, flow separates from the 
crest of a roughness element, a grain pile for instance, and reattaches to the bed downstream 
(Bennett and Best, 1995; Best, 2005). At reattachment the shear layer scours the bed, creating 
another grain pile downstream—a bedform (Raudkivi, 1966; Williams and Kemp, 1971; Best, 
1996). Flow then separates from this bedform and reattaches downstream, again scouring the 
bed. In this manner, a regularly spaced train of ripples may form.  
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In gravel bed rivers, Leeder (1980) hypothesized the bed roughness increases the vertical 
mixing of flow, thereby destroying the pressure gradients needed for flow separation and the 
formation of strong, coherent shear layers downstream of streambed obstacles, which thus 
reduces scour (Leeder, 1980). Similarly, the experiments in the present study indicate that the 
absence of equally spaced ripples in coarse sands and gravels may be due to the flow structure of 
the shear layer; however, the reason for the lack of scour is different. In an experiment with just 
one small, grain-sized obstacle, the observed shear layer is certainly strong enough to scour, but 
it does not reattach to the bed. Instead, upwelling flow on the downstream side of the obstacle 
deflects the shear layer away from the bed, and the turbulent energy of the shear layer dissipates 
in the free stream rather than doing work via erosion (Fig. 7.2). Thus, this phenomenon—shear 
layer nonattachment due to high permeability—is an alternative reason for the absence of a 
ripple-forming feedback mechanism in gravel bed streams. Shear layer nonattachment as a 
control of bedform morphology was first suggested by Blois et al. (2014), and these experiments 
provide further support for this contention.  
 In addition, the results of the present experiments suggest perhaps even the fundamental 
way we think of grain entrainment in highly permeable streams needs revising. For example, the 
instantaneous entrainment of a single grain is often thought of as being caused by high 
momentum fluid sweeping down to the streambed from the free stream, increasing the 
instantaneous bed shear stress and rotating the grain from its place on the bed (Anderson and 
Anderson, 2010). However, if a stream bed is highly permeable, there may be lift forces provided 
by upwelling jets of fluid from the subsurface, particularly in regions of high upwelling 
downstream of obstacles. In this manner, addition to the turbulent free stream that pulls the 
particle away from the bed, the particle may be lifted from the bed by instantaneous upwelling, 
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after which it is swept away by the high momentum free stream. In addition, if an upwelling flow 
is not strong enough to completely lift a grain, it will still provide a lift force that lowers the 
normal force between the grain and the bed surface; thus, a grain in an upwelling region would 
require less shear stress to entrain. Additionally, the upwelling flow may simply modify the 
turbulent flow structures, which serve to entrain the grain differently than over an impermeable 
bed. Certainly, detailed, three-dimensional time-resolved measurements around a mobile bed 
particle undergoing entrainment are needed to substantiate the hypotheses presented herein.  
 
7.6 SUGGESTIONS FOR FUTURE WORK 
Although this study was the first of its kind to simultaneously examine the turbulent flow 
field both within and above a highly permeable bed using PIV and RIM, many avenues of 
investigation remain unaddressed. For instance, the relatively small size of the RIM facility in 
this study limited investigation of flow depth and thickness of the bed sediments; further work 
using modern RIM techniques is needed with a deeper porous bed to examine the depth of 
turbulence penetration and the exponential decay of the mean streamwise velocity profile below 
the bed interface (Shimizu et al., 1990; Zhou and Mendoza, 1993). In addition, experiments with 
different roughness sizes, bed porosities, and flow Reynolds numbers are necessary to determine 
if the structure of turbulence scales with variables of the roughness sublayer or the outer flow—
hexagonal packing of bed grains is a logical next step for investigating the effects of porosity.  
Furthermore, direct numerical simulations would provide verification of the physical 
experiments as well as an alternative method for varying roughness size. Lastly, 3-D 
measurements around a mobile grain undergoing entrainment would shed light on the 
implications of high permeability for sediment transport. 
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7.7 CONCLUSIONS 
High permeability significantly modifies the flow structure in gravel-bed channels. If an 
equation or model is to accurately describe flow near the bed of a stream, such as for sediment 
transport or hyporheic exchange applications, it needs to consider permeability. Specifically, a 
highly permeable streambed interface will: 
1. Allow for higher streamwise momentum near the streambed, on average, as the 
momentum may penetrate downward into the bed by turbulent momentum 
exchange; 
2. Exhibit turbulent statistics that are large at the crests of roughness elements and 
decrease with height above the bed, suggesting that turbulence is produced by 
flow separation and the shedding of vortices from streambed grains or obstacles, 
rather than wall friction; 
3. Be strongly affected by obstacles on the order of the streambed mean grain size, 
which may increase the magnitude of flow interaction between the stream and 
streambed, as well as the magnitude of turbulence in the free stream by over 
100%, thereby creating local hotspots of streambed heterogeneity and  high 
hyporheic exchange;  
4. Facilitate high instantaneous velocity fluctuations in the pore spaces as high 
momentum, turbulent stream flow penetrates into the upper pore spaces; and 
5.   Cause shear layers that form downstream of obstacles, such as bedforms, to be 
deflected away from the bed surface, thus lessening scour and disrupting the 
feedback mechanisms that produce regularly-spaced bedforms in less permeable 
sediments. 
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Overall, if a description of gravel streambeds is to fully capture not only flow structure but also 
the boundary conditions for sediment transport, streambed morphology, and hyporheic exchange, 
such analyses must consider the permeable nature of the stream-streambed interface. 
 
7.8 FIGURES 
 
 
Fig. 7.1: Conceptual diagram comparing the structure of the boundary layer near the bed in 
impermeable and permeable cases. For a permeable stream bed, the streamwise momentum is 
greater near the streambed than for an impermeable bed. Beneath a permeable streamed 
interface, the streamwise velocity U decreases exponentially with depth, after Zhou and 
Mendoza (1993). To satisfy conservation of momentum, the free stream velocity (not pictured) is 
expected to be smaller for the impermeable case. 
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Fig. 7.2: Conceptual model illustrating the absence of regularly spaced bedforms in gravel bed 
streams due to deflection of the shear layer by upwelling flow. 
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