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RESUMÉ
La mise au point de descripteurs locaux discriminants est aujourd’hui une priorité
dans de nombreuses applications comme la reconnaissance d’objets, le suivi d’ob-
jets, la reconstruction 3D ou l’estimation de mouvement. La problématique réside
dans le fait que ces descripteurs doivent être invariants aux conditions d’acquisi-
tion tout en conservant un pouvoir discriminant important. Dans ce contexte, nous
nous sommes intéressés à l’invariance des descripteurs locaux de la littérature.
Nous les avons notamment catégorisé en fonction des hypothèses sur lesquelles
repose leur invariance.
Ensuite, nous avons proposé des descripteurs locaux qui exploitent l’informa-
tion de couleur dans les images. Nous avons montré que cette information peut
être très pertinente lorsqu’elle est combinée à une information spatiale, à condi-
tion que son degré d’invariance soit contrôlé et adapté aux applications considé-
rées. Ainsi, nous avons proposé un ensemble de descripteurs locaux couleur avec
des degrés d’invariance différents.
Ainsi, nous introduisons tout d’abord deux nouveaux descripteurs qui carac-
térisent les distributions spatiales des couleurs dans les régions analysées. L’idée
originale consiste à appliquer des transformations affines entre les coordonnées
spatiales des pixels et leurs coordonnées couleur. En effet, chaque pixel étant ca-
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ractérisé par 5 valeurs, 2 coordonnées spatiales xy dans l’image et 3 composantes
couleur RVB, nous proposons de rechercher une transformation affine qui permet
de transformer les coordonnées xy de tous les pixels de la région concernée en
coordonnées RVB de ces pixels. Nous montrons que l’application de cette trans-
formation aux coordonnées xy fournit des coordonnées dans l’espace RVB qui
a un double avantage. D’une part, les coordonnées d’un seul pixel dépendent à
la fois de toutes les couleurs présentes dans la région mais aussi de leur réparti-
tion spatiale. Quelques coordonnées permettent donc de résumer efficacement le
contenu de la région. D’autre part, ces coordonnées présente une invariance to-
tale à toute transformation affine appliquée dans l’espace image 2D (invariance
géométrique) et comme elles sont homogènes à des coordonnées couleur, nous
pouvons leur procurer une invariance photométrique en leur appliquant des trans-
formations affines particulières. Nous montrons que le degré d’invariance peut
être contrôlé en fonction des besoins de l’application. Ces coordonnées nous per-
mettent de définir le descripteur IVC (Image Vers Couleur). De manière similaire,
nous évaluons une transformation affine de l’espace couleur à l’espace image et
appliquons cette transformation aux coordonnées couleur. Les coordonnées ob-
tenues par cette transformation sont invariantes à toute transformation affine ap-
pliquée dans l’espace couleur, elles présentent donc un degré d’invariance élevé
aux variations photométriques. Ces coordonnées nous permettent de constituer le
descripteur CVI (Couleur Vers Image). Nous montrons que ces deux descripteurs
fournissent de très bons résultats dans le cadre de la reconnaissance d’objet et pré-
sentent une telle complémentarité que le descripteur obtenu par concaténation de
IVC et CVI fournit de meilleurs résultats que la plupart des descripteurs couleur
parus dans la littérature.
Ensuite, nous proposons un descripteur qui présente un degré d’invariance plus
élevé que les deux précédents puisqu’il n’est pas sensible aux transformations
non-linéaires des couleurs modélisées par des fonctions croissantes appliquées
indépendamment sur chaque composante couleur. Pour cela, nous exploitons les
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mesures de rang des pixels dans les images. Ces mesures de rang sont les positions
normalisées entre 0 et 1 des pixels dans les images lorsqu’ils sont classés dans
l’ordre croissant de leur niveau de composante. Chaque pixel est caractérisé par 3
mesures de rang, chacune obtenue par le classement selon une composante cou-
leur R, V ou B. Ces mesures de rang ont déjà été utilisées dans plusieurs travaux
mais l’originalité de notre approche réside dans le fait d’exploiter le coefficient
de Kendall qui est une mesure mathématique qui caractérise la corrélation entre
les mesures de rang de deux variables. Nous avons adapté ce coefficient à notre
problématique de manière à extraire les corrélations entre les mesures de rang de
différents ensembles de pixels dans la région à caractériser.
De plus, nous utilisons les corrélations entre mesures de rang obtenues pour
différentes composantes couleur. Ceci nous a permis de proposer un descripteur
lui aussi très compact qui présente un degré d’invariance photométrique assez
élevé.
Enfin, nous abordons le problème de la caractérisation locale d’images par
auto-similarités. L’objectif de ces approches est de pouvoir reconnaître des objets
dont les caractéristiques locales peuvent être très différentes mais qui partagent
cependant des spécificités globales. Dans ce cas, l’idée consiste à comparer les ré-
gions locales d’une même image entre elles et à caractériser le contenu de l’image
par la répartition des mesures de similarités obtenues. Comme les mesures de
similarité sont calculées entre régions d’une même image, nous parlons d’auto-
similarités. Cette approche permet de caractériser de manière similaire les images
aux contenus très divers mais elle peut aussi être adaptée à la catégorisation d’ob-
jets pour laquelle les objets d’une même classe (voiture, vélo, fleurs, ...) peuvent
présenter des couleurs ou des textures différentes. Par exemple, un vélo bleu et
un vélo vert appartiennent tous les deux à la classe des vélos. Des descripteurs
couleur ne peuvent pas permettre de classer ces images dans la même classe, mais
la distribution spatiale de leurs auto-similarités peut aider. Enfin, cette approche
peut aussi être utilisée lorsque les variations des couleurs entre deux images d’un
-3-
même objet ne peuvent pas être modélisées par une fonction mathématique. Dans
ce cadre, nous proposons donc un descripteur invariant à la rotation qui permet de
retrouver très vite les régions similaires au sein d’une même image.
Nous testons nos descripteurs locaux dans le cadre de la comparaison de ré-
gions locales extraites d’images acquises sous des conditions très variées ainsi
que dans des applications de catégorisation d’objets. Nous comparons les perfor-
mances de nos descripteurs avec celles fournies par les descripteurs locaux couleur
qui fournissent les meilleurs résultats dans la littérature. Nous verrons que, malgré
leur compacité, nos descripteurs présentent des pouvoirs discriminants supérieurs
à ceux des autres descripteurs testés sur la majorité des bases considérées.
Mots clés : descripteurs locaux, reconnaissance d’objets, invariants, transfor-
mations affines, pouvoir discriminant, IVC, CVI, mesures de rang, mesures
de similarités.
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CHAPITRE 1
INTRODUCTION GÉNÉRALE
"A Picture of many colors proclaims images of many Thoughts", Donna A.
Lorsque l’on souhaite reconnaître et localiser un objet particulier dans une
image [17], recaler deux images acquises sous différents points de vue [108],
calibrer une caméra [13], reconstruire en 3 dimensions une scène acquise sous
différents points de vue [92], estimer le mouvement dans une séquence [12], cor-
riger les couleurs entre 2 images de la même scène [59], suivre un objet dans une
vidéo [110] ou même classer des objets ou des images dans différentes catégories
(vélo, personne, chien, ...) [98], une étape pratiquement incontournable est celle
qui consiste à extraire des descripteurs de petites régions locales. En effet, la des-
cription locale est devenue aujourd’hui un point clé de nombreuses applications
de vision et nous en avons fait l’objet de cette thèse de doctorat.
Une étape préalable à la description de régions locales est l’extraction de ces
régions dans les images. Il existe de nombreux détecteurs de points d’intérêt et
de régions d’intérêt [67, 74, 97] dont le but est d’extraire des points ou des ré-
gions qui ont des propriétés particulières dans les images (coins, contours, régions
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saillantes, régions homogènes...) et qui sont stables en cas de variations des condi-
tions d’acquisition. Au cours de nos travaux, nous nous sommes concentrés sur la
description des régions fournies par ces détecteurs sans nous attarder sur les détec-
teurs eux-mêmes. Nous partons donc du principe que les régions ont été détectées
dans les images et que notre tâche est de caractériser leur contenu.
La plupart des capteurs d’acquisition (appareils photo, caméras, téléphones,
scanners, ...) fournissant des images couleur, nous nous sommes focalisés sur
la prise en compte de l’information colorimétrique dans les descripteurs locaux.
Nous verrons que cette information peut être très discriminante même si elle reste
très sensible aux variations des conditions d’acquisition. En effet, dans la plu-
part des applications pré-citées, les conditions d’acquisition ne sont ni contrôlées,
ni connues. Ainsi, lorsque nous recherchons un objet dans une base d’image par
exemple, nous avons une photo de cet objet (image gauche dans la Figure 1) que
nous comparons à toutes les images de la base considérée et l’image de la base qui
contient cet objet (image droite dans la Figure 1) a certainement été acquise sous
des conditions différentes. C’est à dire que dans cette application, comme dans la
plupart des autres, entre les deux prises de vue d’une même scène ou d’un même
objet, nous considérons que les variations suivantes peuvent avoir lieu :
• variation du point de vue,
• différentes positions 3D de l’objet (facteur d’échelle, rotation 3D, transla-
tion) dans la scène,
• occultation d’une partie de l’objet,
• systèmes d’acquisition différents,
• systèmes d’éclairages (couleur, direction, nombre) différents,
• apparition d’ombres ou de reflets.
-12-
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Dans ce cas, une étape de normalisation photométrique et géométrique doit être
appliquée afin de rendre les descripteurs moins sensibles aux variations éven-
tuelles des conditions d’acquisition.
L’apport de la couleur dans les descripteurs locaux ainsi que leur invariance
aux conditions d’acquisition sont donc les deux thèmes majeurs traités dans cette
thèse. La principale contribution de nos travaux réside dans la mise au point de
descripteurs locaux compacts, qui caractérisent la distribution spatiale des cou-
leurs localement et qui présentent une invariance à une large plage de variations
des conditions d’acquisition.
De sorte à évaluer la pertinence de ces descripteurs par rapport à ceux de la lit-
térature, il convient de connaître les critères de qualité d’un descripteur. Nous pro-
posons d’en retenir 3 principaux. Le premier est son pouvoir discriminant, c’est à
dire la capacité du descripteur à différencier le cas où deux régions représentent
les mêmes éléments de surface d’une scène du cas où elles représentent des élé-
ments de surface différents. Le second est son degré d’invariance qui dépend de
sa sensibilité aux variations des conditions d’acquisition. Le troisième est sa com-
pacité qui est liée à la place mémoire occupée par celui-ci. Nous avons déjà noté
que ces critères ne sont pas complètement indépendants. En effet, nous verrons
dans ce manuscrit, par exemple, qu’il existe un lien étroit entre le degré d’inva-
riance et le pouvoir discriminant d’un descripteur. Notamment, nous montrerons
que le degré d’invariance donné à un descripteur local ne doit pas être supérieur
au degré d’invariance requis par l’application, car tout degré d’invariance superflu
risque de diminuer le pouvoir discriminant de ce descripteur. Par exemple, lorsque
toutes les images d’une base sont acquises par le même système d’acquisition, il
n’est pas nécessaire d’utiliser un descripteur invariant aux capteurs d’acquisition.
Toute la difficulté dans la mise au point d’un descripteur est de savoir gérer ce
compromis entre pouvoir discriminant et degré d’invariance. Pour cela, il est in-
dispensable de connaître l’impact qu’aura la variation d’un paramètre d’acquisi-
tion (capteurs, couleur de l’éclairage, ...) sur les couleurs des images afin de doser
-13-
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FIGURE 1.1 – Conditions d’acquisition non contrôlées dans le cadre de la re-
cherche d’objets.
au mieux le degré d’invariance du descripteur choisi. L’objectif de cette thèse a
donc été double. D’une part, analyser la formation de la couleur dans les images
pour connaître le rôle de chaque élément entrant en jeu et ainsi prédire l’impact de
variations potentielles des conditions d’acquisition sur les couleurs. D’autre part,
proposer un ensemble de descripteurs locaux couleur dont les degrés d’invariance
sont différents et connus afin d’avoir un descripteur adapté à chaque situation.
Dans ce manuscrit, nous allons dans un premier temps revenir sur la plupart
des descripteurs locaux qui prennent en compte la couleur. Après une analyse
de la littérature, il apparaît que la plupart des descripteurs locaux (SIFT, SURF,
GLOH, ...) sont fondés sur les gradients locaux et exploitent donc principalement
l’information de forme. Or, les gradients locaux présentent un certains nombre
d’inconvénients. D’une part, ils sont sensibles aux bruits dans les images ainsi
qu’aux fortes variations de point de vue. Ensuite, ils constituent une information
peu compacte et peuvent difficilement être résumés par quelques valeurs. Enfin,
les descripteurs qui exploitent les gradients ont été initialement définis pour carac-
tériser des régions en niveaux de gris et leur extension à la couleur consiste sim-
-14-
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plement à extraire ces gradients sur chaque composante couleur, négligeant ainsi
l’aspect vectoriel de la couleur. Dans ce manuscrit, nous soutenons l’idée que les
descripteurs fondés sur le gradient ne constituent pas la meilleure structure pour
incorporer une information couleur et nous proposons plutôt de caractériser les
régions locales par la distribution spatiale des couleurs qui les composent.
Nous allons analyser de quelle manière la couleur peut être normalisée avant
d’être exploitée par ces descripteurs. Cette normalisation passe par la modélisa-
tion des variations des couleurs en cas de changements des conditions d’acqui-
sition par une fonction mathématique. Cette fonction n’existe pas en pratique et
si l’on souhaite l’approcher, il est nécessaire de poser un certain nombres d’hy-
pothèses sur les différents paramètres qui entrent en jeu dans la formation de la
couleur. Dans le chapitre 2 de ce manuscrit, nous dresserons une liste de la plupart
des hypothèses utilisées dans la littérature. Il est clair que chaque hypothèse posée
va, d’un côté, simplifier la forme de la fonction recherchée et d’un autre côté res-
treindre le champs d’application des composantes couleur invariantes déduites de
cette fonction. Autrement dit, plus les hypothèses seront restrictives, plus la fonc-
tion à estimer sera simple et moins le degré d’invariance du descripteur sera élevé.
Ainsi, pour les hypothèses les plus restrictives, nous verrons que la transformation
des couleurs en cas de changement des conditions d’acquisition peut être assimi-
lée à une transformation affine dans l’espace 3D des couleurs et que le nombre de
degrés de liberté de cette transformation (matrice diagonale, translation, matrice
3×3, ...) est d’autant plus faible que les hypothèses seront restrictives. Si les hy-
pothèses sont moins restrictives, les variations des conditions d’acquisition sont
trop complexes pour être assimilées à une transformation affine et une alternative
consiste plutôt à les modéliser par des fonctions croissantes appliquées sur cha-
cune des composantes. Cette modélisation est plus souple puisqu’elle peut être
non linéaire. Enfin, il se peut que les variations ne puissent pas être modélisées
par une fonction.
Chacun des chapitres 3, 4 et 5 va se placer dans ces conditions particulières.
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En effet, dans le chapitre 3, nous allons proposer deux descripteurs locaux couleur
complémentaires qui présentent des invariances aux transformations affines appli-
quées dans l’espace couleur. Dans le chapitre 4, le descripteur proposé est fondé
sur les mesures de rang des pixels dans les images qui sont invariants à l’appli-
cation de fonctions croissantes sur les composantes couleur. Enfin, le chapitre 5
aborde les descripteurs qui exploitent les auto-similarités dans les images et qui
ne nécessitent pas une modélisation des transformations en cas de variations des
conditions d’acquisition.
Ainsi, le chapitre 3, qui est le cœur de cette thèse, introduit deux nouveaux
descripteurs qui caractérisent les distributions spatiales des couleurs dans les ré-
gions analysées. L’idée originale consiste à appliquer des transformations affines
entre les coordonnées spatiales des pixels et leurs coordonnées couleur. En ef-
fet, chaque pixel étant caractérisé par 5 valeurs, 2 coordonnées spatiales xy dans
l’image et 3 composantes couleur RV B, nous proposons de rechercher une trans-
formation affine qui permet de transformer les coordonnées xy de tous les pixels de
la région concernée en coordonnées RV B de ces pixels. Nous montrons que l’ap-
plication de cette transformation aux coordonnées xy fournit des coordonnées dans
l’espace RV B qui ont un double avantage. D’une part, les coordonnées d’un seul
pixel dépendent à la fois de toutes les couleurs présentes dans la région mais aussi
de leur répartition spatiale. Quelques coordonnées permettent donc de résumer ef-
ficacement le contenu de la région. D’autre part, ces coordonnées présentent une
invariance totale à toute transformation affine appliquée dans l’espace image 2D
(invariance géométrique) et comme elles sont homogènes à des coordonnées cou-
leur, nous pouvons leur procurer une invariance photométrique en leur appliquant
des transformations affines particulières. Nous montrons que le degré d’invariance
peut être contrôlé en fonction des besoins de l’application. Ces coordonnées nous
permettent de définir le descripteur IVC (Image Vers Couleur). De manière si-
milaire, nous évaluons une transformation affine de l’espace couleur à l’espace
image et appliquons cette transformation aux coordonnées couleur. Les coordon-
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nées obtenues par cette transformation sont invariantes à toute transformation af-
fine appliquée dans l’espace couleur, elles présentent donc un degré d’invariance
élevé aux variations photométriques. Ces coordonnées nous permettent de consti-
tuer le descripteur CVI (Couleur Vers Image). Nous montrons dans le chapitre
6 que les deux descripteurs proposés dans ce chapitre fournissent de très bons
résultats dans le cadre de l’appariement de régions et présentent une telle complé-
mentarité que le descripteur obtenu par concaténation de IVC et CVI fournit de
meilleurs résultats que la plupart des descripteurs couleur parus dans la littérature.
Dans le chapitre 4, nous proposons un descripteur qui présente un degré d’in-
variance plus élevé que les deux précédents puisqu’il n’est pas sensible aux trans-
formations non-linéaires des couleurs modélisées par des fonctions croissantes
appliquées indépendamment sur chaque composante couleur. Pour cela, nous ex-
ploitons les mesures de rang des pixels dans les images. Ces mesures de rang
sont les positions normalisées entre 0 et 1 des pixels dans les images lorsqu’ils
sont classés dans l’ordre croissant de leur niveau de composante. Chaque pixel est
caractérisé par 3 mesures de rang, chacune obtenue par le classement selon une
composante couleur R, V ou B. Ces mesures de rang ont déjà été utilisées dans
plusieurs travaux [28, 82, 83] mais l’originalité de notre approche réside dans le
fait d’exploiter le coefficient de Kendall qui est une mesure mathématique qui ca-
ractérise la corrélation entre les mesures de rang de deux variables. Nous avons
adapté ce coefficient à notre problématique de manière à extraire les corrélations
entre les mesures de rang de différents ensembles de pixels dans la région à ca-
ractériser. De plus, nous utilisons les corrélations entre mesures de rang obtenues
pour différentes composantes couleur. Ceci nous a permis de proposer un descrip-
teur lui aussi très compact qui présente un degré d’invariance photométrique assez
élevé.
Dans le chapitre 5, nous avons abordé le problème de la caractérisation lo-
cale d’images par auto-similarités [19, 24, 95]. L’objectif de ces approches est de
pouvoir reconnaître des objets dont les caractéristiques locales peuvent être très
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différentes mais qui partagent cependant des spécificités globales. Les images de
la figure 1.2 illustrent cette problématique. Dans ce cas, l’idée consiste à compa-
rer les régions locales d’une même image entre elles et à caractériser le contenu
de l’image par la répartition des mesures de similarités obtenues. Comme les me-
sures de similarité sont calculées entre régions d’une même image, nous parlons
d’auto-similarités. Cette approche permet de caractériser de manière similaire les
images de la figure 1.2 mais elle peut aussi être adaptée à la catégorisation d’ob-
jets pour laquelle les objets d’une même classe (voiture, vélo, fleurs, ...) peuvent
présenter des couleurs ou des textures différentes. Par exemple, un vélo bleu et
un vélo vert appartiennent tous les deux à la classe des vélos. Des descripteurs
couleur ne peuvent pas permettre de classer ces images dans la même classe, mais
la distribution spatiale de leurs auto-similarités peut aider. Enfin, cette approche
peut aussi être utilisée lorsque les variations des couleurs entre deux images d’un
même objet ne peuvent pas être modélisées par une fonction mathématique.
Dans ce contexte, les approches classiques [95] comparent les régions locales
en évaluant les corrélations entre fenêtres pixel à pixel. Ceci est très coûteux en
temps de calcul et n’est pas invariant à la rotation entre les régions. Or, dans
une image, nous montrons qu’il peut être très intéressant de retrouver des auto-
similarités entre régions même si celles-ci ne sont pas orientées de la même ma-
nière. Dans ce cadre, nous proposons donc un descripteur invariant à la rotation
qui permet de retrouver très vite les régions similaires au sein d’une même image.
Ce descripteur est une extension du descripteur IVC introduit dans le chapitre 3
de ce manuscrit.
Dans le chapitre 6, nous exposerons les résultats expérimentaux. Nous allons
tester nos descripteurs locaux dans le cadre de la comparaison de régions locales
extraites d’images acquises sous des conditions très variées ainsi que dans des
applications de catégorisation d’objets. Nous comparerons les performances de
nos descripteurs avec celles fournies par les descripteurs locaux couleur qui four-
nissent les meilleurs résultats dans la littérature. Nous verrons que, malgré leur
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FIGURE 1.2 – Ces images ont des caractéristiques locales différentes mais des
répartitions d’auto-similarités similaires.
compacité, nos descripteurs présentent des pouvoirs discriminants supérieurs à
ceux des autres descripteurs testés sur la majorité des bases considérées.
Nous terminerons ce mémoire en concluant par rapport aux travaux qui ont été
réalisés et nous proposerons les pistes futures qui nous semblent les plus appro-
priées.
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2.1 Introduction
Dans ce chapitre, nous proposons de dresser un état de l’art des descripteurs
couleur locaux. Comme nous travaillons sous des conditions d’acquisition non
controlées, nous allons notamment nous intéresser à la part d’invariance que pré-
sentent ces descripteurs. Nous verrons que dans la plupart des cas, les descripteurs
locaux invariants sont obtenus grâce à deux étapes successives. La première est
un prétraitement des images couleur qui consiste à transformer les composantes
RVB des pixels en composantes invariantes. La seconde extrait de ces images
invariantes des descripteurs locaux.
La notion de "caractéristiques couleurs invariantes" repose sur des modèles
de variations photométriques et radiométriques qui associent à ces variations une
fonction mathématique. Pour expliquer ce qu’est un modèle de variations pho-
tométriques et radiométriques, plaçons nous dans le cadre de la reconnaissance
d’objet dans des bases d’images et considérons deux images couleur requête Ireq
et candidate Icand qui représentent le même objet. Soient Preq et Pcand , deux pixels
appartenant respectivement aux images Ireq et Icand, tels que le même élément de
surface de l’objet représenté par les deux images se projette sur ces deux pixels.
Supposons que cette surface élémentaire soit éclairée et observée différemment
lors des acquisitions des images requête et candidate. Alors, le pixel Preq est carac-
térisé par la couleur C(Preq) dans l’image Ireq et le pixel Pcand est caractérisé par
la couleur C(Pcand) dans l’image Icand. Un modèle de variations photométriques
et radiométriques a pour but de définir la transformation Fill entre les couleur as-
sociées à ces deux pixels :
C(Pcand) = Fill(C(Preq)). (2.1)
Il faut noter qu’une telle fonction n’existe pas, ne serait-ce qu’à cause du phé-
nomène de métamérisme qui explique que deux surfaces de couleurs identiques
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sous un éclairage donné peuvent être caractérisées par deux couleurs différentes
sous un autre éclairage. Cependant, les modèles de variations photométriques et
radiométriques tentent d’approcher cette relation par une fonction en posant un
certain nombre d’hypothèses. Nous proposons de présenter dans la seconde par-
tie de ce chapitre la plupart des hypothèses utilisées pour mettre au point des
modèles de variations photométriques et radiométriques. Dans la troisième partie,
nous dresserons un état de l’art des principales caractéristiques couleur invariantes
qui reposent sur ces hypothèses. La quatrième partie présentera les différentes ma-
nières d’introduire une information couleur, invariante ou non, dans les descrip-
teurs couleur locaux.
2.2 Les hypothèses de base [80]
Les modèles de variations photométriques et radiométriques sont fondés sur
différentes hypothèses qui portent sur la formation de la couleur, sur les proprié-
tés de réflexion des éléments de surface, sur les sensibilités des capteurs de la
caméra, sur l’illuminant qui éclaire la scène ou sur le modèle de variations photo-
métriques et radiométriques, en lui-même. Nous nous proposons de lister dans les
sous-sections suivantes l’ensemble des hypothèses qui conduisent aux modèles de
variations photométriques et radiométriques les plus classiques.
2.2.1 Hypothèses sur la formation de la couleur
La plupart des modèles de formation de la couleur repose sur l’hypothèse
qu’un stimulus couleur qui atteint un matériau est réfléchi en partie immédiate-
ment par la surface (réflexion de surface ou spéculaire) et que l’autre partie du
stimulus pénètre le matériau, est réfléchi de manière aléatoire par les pigments
qui constituent le matériau et est rémis par le matériau suivant une direction, elle
aussi, aléatoire (réflexion diffuse, cf. Figure 2.1). Ceci explique que la réflexion
spéculaire ne soit pas perçue de manière identique selon la position de l’observa-
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teur ou du capteur. Dans les deux cas, le spectre du stimulus original est modifié
avant d’être transmis.
Surface du matériau 
Normale à la surface 
Réflexion aléatoire 
pigments 
Hypothèses 6 à 8 
Hypothèses 1 à 5 Hypothèses 9 à 13 
Illuminant E(λ) 
Capteur 
FIGURE 2.1 – Réflexion diffuse et spéculaire d’un rayon lumineux. Chaque élé-
ment est assujetti à diverse hypothèses détaillées dans ce chapitre.
Le stimulus couleur réfléchi est alors transmis aux capteurs d’acquisition dont
les sensibilités spectrales sont notées k(λ ), k = {R,V,B}. Si nous notons C(x,λ )
le stimulus couleur réfléchi par une surface élémentaire, nous rappelons que nous
obtenons les composantes couleur du pixel P qui "observe" cette surface élémen-
taire en intégrant le produit des sensibilités de chaque capteur et du spectre du
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stimulus sur l’intervalle de sensibilité de chaque capteur :
CR(P) =
∫
λ R(λ )C(x,λ )dλ ,
CV (P) =
∫
λ V (λ )C(x,λ )dλ ,
CB(P) =
∫
λ B(λ )C(x,λ )dλ .
(2.2)
Les trois modèles de formation de la couleur les plus couramment utilisés sont
le modèle de Kubelka-Munk, le modèle de Shafer et le modèle Lambertien.
Hypothèse 1 : Modèle de Kubelka-Munk de formation de la couleur
Nous considérons un matériau dont la réflectance diffuse à la position (dans
l’espace) x est β (x,λ ) et dont la réflectance spéculaire (ou de Fresnel) à la même
position est Fspec(x,λ ).
Le modèle de Kubelka-Munk [63] suppose que le stimulus couleur
CKub−Munk(x,λ ) réfléchi par cette surface élémentaire, éclairée par un illuminant
de répartition spectrale relative d’énergie E(x,λ ) est exprimé par :
CKub−Munk(x,λ ) = (1−Fspec(x,λ ))2.β (x,λ ).E(x,λ )+Fspec(x,λ ).E(x,λ ).
(2.3)
Hypothèse 2 : Modèle de Shafer de formation de la couleur
D’après le modèle de Shafer [94] ou modèle dichromatique, le stimulus de
couleur CSha f er(x,λ ) réfléchi par cette même surface élémentaire, éclairée par un
illuminant de répartition spectrale relative d’énergie E(x,λ ) peut être exprimé
par :
CSha f er(x,λ ) = mdi f f (θ).β (x,λ ).E(x,λ )+mspec(θ ,α).Fspec(x,λ ).E(x,λ ),
(2.4)
où mdi f f et mspec représentent la dépendance par rapport aux directions d’éclai-
rage θ et d’observation α .
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Les modèles de Shafer et de Kubelka-Munk sont similaires dans le sens ou ils
décomposent la réflexion en une réflexion spéculaire et une réflexion diffuse. Une
telle décomposition d’un stimulus de couleur en deux termes correspondant à deux
phénomènes physiques différents a été également vérifiée par Beckmann [14].
Cependant, ces deux modèles supposent que la lumière qui est "projetée" sur
un pixel n’est émise que par une source ponctuelle. Dans l’article [94], Shafer
propose d’étendre son modèle dichromatique en ajoutant un terme de lumière am-
biante La(λ ) qui est le même pour toutes les surfaces d’une scène observée et ne
dépend donc pas de la position x. Ce terme permet de prendre en compte plusieurs
phénomènes comme l’influence des réflexions des surfaces élémentaires autour de
la surface observée, la sensibilité des capteurs aux ondes infra-rouge ou la diffrac-
tion de la lentille [94]. Le stimulus couleur réfléchi complet devient alors :
Cextended−Sha f er(x,λ ) =mdi f f (θ).β (x,λ ).E(x,λ )
+mspec(θ ,α).Fspec(x,λ ).E(x,λ )+La(λ ).
(2.5)
Hypothèse 3 : Modèle Lambertien de formation de la couleur
Lorsque la surface observée est matte, la réflectance spéculaire peut être né-
gligée. Dans ce cas précis, le modèle Lambertien estime le stimulus de cou-
leur CLambert(x,λ ) réfléchi par la surface élémentaire considérée, éclairée par une
source lumineuse de distribution spectrale E(x,λ ) de la manière suivante :
CLambert(x,λ ) = β (x,λ ).E(x,λ ). (2.6)
-26-
CHAPITRE 2. LES DESCRIPTEURS COULEUR INVARIANTS DE LA
LITTÉRATURE
2.2.2 Hypothèse sur les propriétés de réflexion des éléments de
surface
Hypothèse 4 : Réflexion spéculaire neutre
L’analyse du spectre des réflectances spéculaires de nombreux matériaux a
montré qu’elles présentent très peu de variations sur l’intervalle des longueurs
d’onde du visible [94], c’est à dire que leur spectre est quasiment plat. On parle
alors de réflexion spéculaire neutre en supposant que la réflectance spéculaire de
la surface élémentaire observée est indépendante de la longueur d’onde :
Fspec(x,λ ) = Fspec(x). (2.7)
Cette hypothèse est couramment admise puisque la plupart des modèles consi-
dère que l’information chromatique est portée par la seule réflexion diffuse (et non
par la réflexion spéculaire).
Hypothèse 5 : Surface matte
Lorsqu’une surface est matte, il est courant d’utiliser le modèle Lambertien de
formation de la couleur, mais certains auteurs préfèrent partir d’un modèle plus
complexe (Shafer ou Kubelka-Munk) et suppose ensuite que la surface est matte.
Cela revient simplement à annuler la réflexion spéculaire dans le modèle :
Fspec(x,λ ) = 0. (2.8)
2.2.3 Hypothèses sur les sensibilités des capteurs de la caméra
Hypothèse 6 : Intégrale des courbes de sensibilité spectrale
Cette hypothèse suppose que les sensibilités spectrales k(λ ), k = R,V,B, des
capteurs de la caméra sont normalisées de sorte que les intégrales de chaque
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courbe sur le spectre visible soient égales à une constante notées iRV B :
∫ 780nm
380nm
R(λ )dλ =
∫ 780nm
380nm
V (λ )dλ =
∫ 780nm
380nm
B(λ )dλ = iRV B. (2.9)
Hypothèse 7 : Bandes-passantes des capteurs
Cette hypothèse considère que les bandes passantes des sensibilités spectrales
des capteurs k(λ ), k = R,V,B, sont si étroites que chaque capteur associé à la
sensibilité k(λ ) n’est sensible qu’à une seule longueur d’onde notée λk [41] :∫
λ
k(λ )dλ = k(λk), k = R,V,B. (2.10)
Cette hypothèse, pourtant très utilisée, est rarement vérifiée en pratique. Fin-
layson et al. proposent donc d’affiner artificiellement les bandes-passantes des
capteurs en appliquant une transformation affine sur les composantes RV B four-
nies par la caméra [29].
Hypothèse 8 : Réponses des capteurs RVB transformées en composantes CIE
1964 XYZ
Pour obtenir les caractéristiques invariantes proposées par Geusebroek et al. [45],
il est nécessaire de travailler dans l’espace colorimétrique CIE 1964 XYZ. Geu-
sebroek et al. supposent que si, ni les capteurs de la caméra, ni l’éclairage ne sont
connus, la transformation affine proposée par l’ITU [55] permet d’obtenir une as-
sez bonne approximation des composantes XYZ à partir des composantes RVB
fournies par ce caméra :

CX(P)
CY (P)
CZ(P)
=

0.62 0.11 0.19
0.3 0.56 0.05
−0.01 0.03 1.11


CR(P)
CV (P)
CB(P)
 . (2.11)
Si les sensibilités spectrales des capteurs sont connues, l’approximation peut
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être affinée.
2.2.4 Hypothèses sur les caractéristiques de l’illuminant
Hypothèse 9 : Equation de Planck
Finlayson propose un modèle d’illuminant issu du modèle de Planck [35].
Ce modèle exprime la répartition spectrale relative d’énergie de l’illuminant qui
atteint l’élément de surface à la position x par :
E(x,λ ) =
e(x)c1
λ 5
(
exp( c2T (x)λ )−1
) , (2.12)
avec
e(x) : l’intensité de l’illuminant en x
T (x) : la température de couleurs en Kelvin de l’illuminant en x
c1 = 3.74183 × 10−16 Wm2
c2 = 1.4388 × 10−2 mK
(2.13)
De plus, comme λ ∈ [10−7;10−6] dans le visible et que T (x) ∈ [103;104],
Finlayson pose exp( c2T (x)λ ) 1.
Par conséquent, il obtient le modèle d’illuminant suivant :
E(x,λ ) =
e(x)c1
λ 5exp( c2T (x)λ )
. (2.14)
Hypothèse 10 : Couleur de l’éclairage constant localement
Gevers et al. [48] considèrent que l’illuminant E(x,λ ) peut se factoriser sous
la forme d’un produit de deux termes. L’un, noté e(x), dépend de la position x
de la surface élémentaire et va moduler l’intensité de l’éclairage. L’autre est une
courbe spectrale E(λ ) identique pour tous les éléments de surface observés par
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des pixels d’un même voisinage :
E(x,λ ) = e(x).E(λ ). (2.15)
Cette hypothèse revient donc à supposer que la couleur de l’éclairage est
constante localement et que seule l’intensité varie en fonction de la position.
Hypothèse 11 : Illuminant constant localement
Funt et al. [41] supposent que deux éléments de surface observés par deux
pixels voisins dans une image sont éclairés de la même manière. Ainsi, si l’élé-
ment de surface à la position x et projeté sur le pixel P est éclairé par un illu-
minant de répartition spectrale relative d’énergie E(x,λ ), alors les éléments de
surface projetés sur les pixels Pvois qui appartiennent au voisinage de P sont éga-
lement éclairés par un illuminant de même répartition spectrale relative d’énergie.
L’éclairage ne dépend donc pas de la position :
E(x,λ ) = E(λ ). (2.16)
Il n’y a pas de restriction sur l’étendue du voisinage considéré mais plus celle-
ci est élevée, moins l’hypothèse aura de chance d’être vérifiée. Le voisinage 3×3
est souvent retenu mais dans le cadre de la reconnaissance d’objets par description
locale, il n’est pas rare de considérer que l’éclairage est constant pour toute la
région locale extraite autour d’un point d’intérêt.
Un éclairage constant localement implique à la fois que le spectre de l’éclai-
rage qui atteint deux surfaces élémentaires voisines est constant mais aussi que
l’orientation de ces surfaces par rapport aux rayons incidents est constante. La va-
lidité de cette hypothèse implique donc que l’éclairage soit uniforme et que l’objet
soit plan localement.
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Hypothèse 12 : Illuminant blanc
Cette hypothèse considère que la répartition spectrale relative d’énergie E(x,λ )
de l’illuminant qui éclaire l’élément de surface à la position x est constante sur
toutes les longueurs d’onde, l’intensité de cet illuminant n’étant pas forcément
fixe d’une surface élémentaire à l’autre. Il s’agit d’un illuminant blanc, dont la
répartition spectrale relative d’énergie est indépendante de la longueur d’onde :
E(x,λ ) = E(x). (2.17)
Hypothèse 13 : Couleur de l’éclairage connue
Lors de la définition de caractéristiques couleur invariantes aux ombres et aux
reflets, il peut parfois être nécessaire de connaître la couleur de l’éclairage [100].
L’hypothèse selon laquelle la couleur de l’éclairage qui illumine la scène est
connue est très restrictive. Ceci dit, un certain nombre de méthodes permettent
d’estimer cette couleur [36, 39].
2.2.5 Hypothèses sur le modèle de variations photométriques
et radiométriques
Dans ce paragraphe, nous allons présenter différentes hypothèses de variations
photométriques et radiométriques, fondées sur différents modèles élaborés à partir
de la fonction Fill de l’équation (2.1). Nous rappelons que cette fonction modélise
l’impact d’une variation photométrique ou radiométrique puisqu’elle permet le
passage de la couleur d’un pixel Preq dans l’image requête Ireq à la couleur du
pixel Pcand de l’image candidate Icand. Les deux images Ireq et Icand représentent
le même objet et ont été acquises sous des conditions différentes. Les pixels Preq
et Pcand représentent la même surface élémentaire de cet objet.
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Hypothèse 14 : Modèle diagonal
Certaines analyses expérimentales ont montré que les répartitions spectrales
de la plupart des illuminants et que les réflectances spectrales de la plupart des
matériaux peuvent être modélisées par des sommes de quelques fonctions spec-
trales de base [32, 56, 70] :
β (x,λ )≈
dβ
∑
i
βi(λ )αi(x), (2.18)
et
E(x,λ )≈
dE
∑
j
E j(λ )ω j(x), (2.19)
où dβ (dE resp.) est le nombre de fonctions de base βi(λ ) (E j(λ ), resp.) et αi(x)
(ω j(x) resp.) sont les les poids correspondants.
Finalyson et al. [32, 33] ont montré que si dβ = 3 et dE = 2 ou si dβ =
2 et dE = 3, un changement d’éclairage pouvait être modélisé par une simple
matrice diagonale. Ainsi, si les changements de condition d’acquisition se limitent
uniquement à un changement d’illuminant, le modèle diagonal suppose que la
couleur C(Pcand) = (CR(Pcand),CV (Pcand), CB(Pcand))t du pixel Pcand se déduit
de la couleur C(Preq) = (CR(Preq), CV (Preq), CB(Preq))t du pixel Preq grâce à la
transformation Fill définie par la matrice diagonale :
C(Pcand) =

aR 0 0
0 aV 0
0 0 aB
 C(Preq). (2.20)
Tous les modèles de variations photométriques et radiométriques résultant
d’une transformation définie par une seule matrice diagonale, sont appelés mo-
dèles diagonaux [33]. Ils se distinguent les uns des autres uniquement par les
valeurs et les dépendances des termes de la matrice diagonale [41, 48]. Le modèle
diagonal peut être justifié, par exemple, en supposant que la surface est matte et
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que les capteurs d’acquisition ont des bandes-passantes très étroites [41]. Si les
bandes-passantes des capteurs sont larges, nous avons déjà précisé que Finlayson
et al. ont proposé une méthode qui permet de les affiner artificiellement par une
combinaison linéaire [29]. Cette transformation doit être adaptée à chaque sys-
tème d’acquisition dont les courbes de sensibilité spectrales doivent être connues.
Dans l’équation précédente, lorsque aR = aV = aB, la variation se limite à un
changement d’intensité de l’éclairage.
Hypothèse 15 : Modèle diagonal et translation
Dans le modèle diagonal précédent, le terme de lumière ambiante introduit par
Shafer [94] (terme La(λ ) dans l’équation (2.5)) a été négligé. Aussi, Finlayson et
al. [30] proposent de lever cette contrainte en ajoutant un terme de translation dans
l’équation précédente. La transformation Fill est alors définie par deux matrices :
une matrice 3x3 diagonale et une matrice 3x1 [98] :
C(Pcand) =

aR 0 0
0 aV 0
0 0 aB
 C(Preq)+

bR
bV
bB
 . (2.21)
Finlayson et al. ont montré que la prise en compte de cette translation éven-
tuelle dans des composantes couleurs permet de modéliser une plus large plage de
variations des conditions d’acquisition [30].
Hypothèse 16 : Transformation linéaire
Lorsque les sensibilités spectrales des capteurs sont inconnues et ne peuvent
être affinées ou lorsque la propriété de faible dimension de l’illuminant et des
réflectances spectrales ne sont pas validées [88, 105], la matrice diagonale devient
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une matrice 3×3 [25, 65, 96] :
C(Pcand) =

a b c
d e f
g h i
 C(Preq). (2.22)
Ce type de modèle considère qu’une composante Ck(Pcand) dépend des 3 com-
posantes du pixel Preq et non pas uniquement de la composante Ck(Preq).
Drew et al. [25] ont montré que ce modèle est théoriquement validé dans des
conditions d’illumination très générales (plusieurs illuminants de couleurs, d’in-
tensités et de directions différentes).
Van de Weijer et al. [100] estime également qu’une matrice 3× 3 est néces-
saire pour modéliser une variation des conditions d’acquisition et notamment un
changement de capteurs.
Hypothèse 17 : Transformation affine
Lorsque l’on ajoute le terme de lumière ambiante au modèle précédent, les
variations photométriques et radiométriques peuvent être modélisées par la trans-
formation suivante [77] :
C(Pcand) =

a b c
d e f
g h i
 C(Preq)+

j
k
l
 . (2.23)
De tous ces modèles, nous pouvons déduire que la majorité des changements
d’éclairage et même de capteurs peut être modélisée par l’application d’une trans-
formation affine dans l’espace couleur, même si le phénomène de métamérisme
le contredit. Cependant, il est à noter qu’il n’y a pas de consensus sur le nombre
de degrés de liberté de cette transformation : 3 pour le modèle diagonal recom-
mandé par [33, 41, 48], 6 pour le modèle diagonal et translation recommandé
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par [30, 51, 77], 9 pour le modèle linéaire recommandé par [25] et 12 pour le
modèle affine recommandé par [75]. Dans le contexte de la description locale, ces
modèles sont utilisés dans le seul but de normaliser les couleurs des pixels afin
de les rendre invariantes aux conditions d’acquisition. Il est démontré que, plus
nous augmentons le nombre de degrés de liberté, plus le degré d’invariance est
élevé avec le risque de diminuer en parallèle le pouvoir discriminant. Un compro-
mis entre pouvoir discriminant et degré d’invariance doit donc être pris en compte
dans le choix du modèle.
Hypothèse 18 : Fonctions monotones croissantes
Finlayson [28] considère indépendamment chaque composante couleur et sup-
pose que, le niveau Ck(Pcand), k = R,V,B, du pixel Pcand est déduit du niveau
Ck(Preq) du pixel correspondant Preq à l’aide d’une fonction strictement croissante
f k :
Ck(Pcand) = f k(Ck(Preq)),k = R,V,B. (2.24)
Nous rappelons qu’une fonction f k est strictement croissante si a > b ⇒
f k(a) > f k(b). Les trois fonctions monotones croissantes f k, k = R,V,B, ne sont
pas a priori des fonctions linéaires, comme c’est le cas pour un modèle diagonal.
Toutes ces hypothèses forment la base des principales caractéristiques couleur
invariantes que nous proposons de présenter dans le paragraphe suivant.
2.3 Les caractéristiques couleur invariantes
Dans ce paragraphe, nous proposons de présenter les principales caractéris-
tiques couleur invariantes qui sont utilisées dans le contexte de la reconnaissance
d’objets. L’objectif n’étant pas d’avoir une présentation exhaustive des caractéris-
tiques couleur invariantes mais de comprendre comment celles-ci sont définies et
sur quelle(s) hypothèse(s) de base elles sont construites. Nous proposons de les
classer en 3 catégories. La première catégorie regroupe toutes les caractéristiques
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invariantes qui sont obtenues en calculant les rapports intra ou inter composantes
couleur d’un même pixel ou entre les composantes couleur de pixels voisins. La
seconde catégorie regroupe les caractéristiques invariantes qui exploitent la dis-
tribution couleur des pixels qui constituent la région locale à caractériser. Les
caractéristiques invariantes de la troisième catégorie sont les dérivées spectrales
et/ou spatiales des composantes couleur originales.
2.3.1 Les rapports inter et intra composantes couleur
(a) Rapports entre composantes de pixels voisins
• L’approche de Funt et al. [41]
Funt et al. proposent un modèle diagonal de changement d’éclairage fondé
sur les trois hypothèses suivantes :
– Modèle Lambertien de formation de la couleur (équation (2.6)) :
CLambert(x,λ ) = β (x,λ )E(x,λ ).
– Bandes-passantes des capteurs étroites (équation (2.10)) :
∫
λ k(λ )dλ =
k(λk).
– Illuminant constant sur un voisinage 3×3 et égal à E(V3X3(P),λ ) : équa-
tion (2.16).
Ainsi, en reprenant les notations du paragraphe précédent, les composantes
couleur Ck(P), k = R,V,B, du pixel P qui observe la surface élémentaire à
la position x sont estimées par :
Ck(P) =
∫
λ
β (x,λ ).E(V3×3(P),λ ).k(λ )dλ
= β (x,λk).E(V3×3(P),λk).k(λk).
(2.25)
De la même manière, les composantes Ck(Pvois), k = R,V,B, du pixel Pvois
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appartenant au voisinage 3×3 du pixel P et qui observe sur la surface élé-
mentaire à la position xvois sont estimées par :
Ck(Pvois) = β (xvois,λk).E(V3×3(Pvois),λk).k(λk). (2.26)
Des équations (2.25) et (2.26), nous en déduisons que le rapport suivant :
Ck(P)
Ck(Pvois)
=
β (x,λk)
β (xvois,λk)
, (2.27)
ne dépend que des réflectances spectrales des surfaces élémentaires ob-
servées et des sensibilités spectrales des capteurs (de par leurs longueurs
d’ondes dominantes λk).
Ainsi, si la surface est lambertienne, que les bandes passantes des capteurs
sont étroites et que l’éclairage est uniforme localement, Funt et al. ont mon-
tré que la division du niveau d’un pixel par le niveau d’un pixel voisin était
invariante à la couleur de l’éclairage, à l’intensité de l’éclairage et à l’angle
d’observation (conséquence inhérente à l’hypothèse d’une surface lamber-
tienne).
Funt et al. [41] proposent donc d’exprimer les caractéristiques couleur in-
variantes (X1(P),X2(P),X3(P))t du pixel P de la manière suivante :

X1(P) = log(CR(Pvois))− log(CR(P)),
X2(P) = log(CV (Pvois))− log(CV (P)),
X3(P) = log(CB(Pvois))− log(CB(P)),
(2.28)
où Pvois est l’un des pixels du voisinage du pixel P dans l’image considérée.
Partant d’un modèle équivalent, Nayar et al. [86] et Koubaroulis et al. [62]
ont aussi proposé des rapports entre niveaux de composantes couleur de
pixels voisins.
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Si on reprend les hypothèses de Funt et al. et on étend l’hypothèse de l’uni-
formité de l’éclairage à toute la région extraite autour d’un point d’intérêt,
d’autres approches deviennent alors possible. Ainsi, si on s’inspire des tra-
vaux de Gershon et al. [42], nous pouvons diviser le niveau d’un pixel par
la moyenne des niveaux de tous les pixels de la région extraite et appliquer
ainsi la "normalisation du monde gris" locale [84]. De même, partant des
mêmes hypothèses, certains auteurs préfèrent normaliser les niveaux des
pixels, non pas par le niveau moyen dans le voisinage, mais par le niveau
maximum obtenu par tous les pixels de ce voisinage [22, 64]. Finlayson
et al. [38] ont d’ailleurs proposé une généralisation de ces normalisations
par des mesures statistiques et ont montré que ces dernières normalisations
ne sont que des cas particuliers d’une normalisation fondée sur les normes
de Minkowski d’ordre 1 à l’infini. Dans le cas particulier de l’estimation
de l’illuminant, ils ont montré que l’ordre 6 fournit les meilleurs résultats.
Dans le cas de la reconnaissance d’objets par description locale, ces norma-
lisations n’ont pas été testées mais reposent sur les mêmes hypothèses que
celles définies plus haut et pourraient donc être appliquées.
Partant toujours des mêmes hypothèses et considérant que l’éclairage est
uniforme sur toute la région extraite autour d’un point caractéristique, Fin-
layson considère un espace à Npix dimensions contenant 3 vecteurs VECR,
VECV et VECB, chacun associé respectivement à une composante couleur
R, V et B. Le nombre Npix correspond au nombre de pixels dans la région
considérée. Les coordonnées V ECk1,V EC
k
2, ...,V EC
k
Npix des vecteurs VEC
k,
k = R,V,B, sont les niveaux de composante Ck(P) des pixels P de la région.
Les pixels sont considérés dans le même ordre pour les trois composantes,
de sorte que les valeurs V ECRj , V EC
V
j et V EC
B
j , j = 1...Npix, correspondent
aux coordonnées du je`me pixel considéré dans la région. Finlayson constate
que si les hypothèses et contraintes présentées ci-avant sont respectées, les
angles anglekk
′
, k,k′ = R,V,B formés par les vecteurs VECk et VECk′ sont
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insensibles aux changements d’illuminant [31]. En effet, un changement
d’illuminant, dans le cadre de ces hypothèses, provoque une multiplication
des niveaux de tous les pixels par une même constante. Cela entraîne donc
une modification de la norme de chaque vecteur VECk associé à chaque
composante couleur k, sans en modifier la direction. Finlayson propose donc
de considérer les 3 valeurs qui représentent les angles entre les trois vecteurs
couleur comme des caractéristiques couleur invariantes.
• Les caractéristiques m1,m2,m3 de Gevers et al. [48]
Gevers et al. proposent des caractéristiques invariantes notées {m1,m2,m3},
lesquelles reposent sur les 4 hypothèses suivantes [48] :
– Modèle dichromatique de Shafer (équation (2.4)) :
CSha f er(x,λ )=mdi f f (θ).β (x,λ ) : E(x,λ )+mspec(θ ,α).Fspec(x,λ ).E(x,λ )
– Surface matte (équation (2.8)) : Fspec(x,λ ) = 0.
– Bandes-passantes des capteurs étroites (équation (2.10)) :
∫
λ k(λ )dλ =
k(λk).
– Couleur de l’éclairage constante localement (équation (2.15)) :E(x,λ )=
e(x).E(λ ).
Ainsi, les composantes couleur Ck(P), k = R,V,B, du pixel P qui observe
sur la surface élémentaire à la position x sont estimées par :
Ck(P) = mdi f f (θ).β (x,λk).e(x).E(λk).k(λk). (2.29)
De la même manière, les composantes Ck(Pvois), k = R,V,B, du pixel Pvois
appartenant au voisinage 3×3 du pixel P et qui observe sur la surface élé-
mentaire à la position xvois sont estimées par :
Ck(Pvois) = mdi f f (θvois).β (xvoisP,λk).e(xvois).E(λk).k(λk), (2.30)
-39-
CHAPITRE 2. LES DESCRIPTEURS COULEUR INVARIANTS DE LA
LITTÉRATURE
où θvois représente la direction de l’éclairage par rapport à la normale de la
surface en xvois. Cette direction peut être différente de θ qui représente la
direction de l’éclairage par rapport à la normale de la surface en x. Ce para-
mètre permet de prendre en compte les variations d’orientation par rapport
à la surface.
Si nous considérons une autre composante couleur k′ 6= k, nous pouvons
calculer les composantes couleur des pixels P et Pvois :
Ck
′
(P) = mdi f f (θ).β (x,λ ′k).e(x).E(λ
′
k).k
′(λ ′k) (2.31)
et
Ck
′
(Pvois) = mdi f f (θvois).β (xvois,λ ′k).e(xvois).E(λ
′
k).k
′(λ ′k) (2.32)
En reprenant les 4 équations précédentes, il est facile de montrer que le rap-
port suivant ne dépend que des réflectances spectrales des surfaces élémen-
taires considérées et des sensibilités spectrales des capteurs (de par leurs
longueurs d’ondes dominantes λk) :
Ck(P)Ck
′
(Pvois)
Ck(Pvois)Ck
′
(P)
=
β (x,λk)β (x(Pvois,λ ′k)
β (x(Pvois,λk)β (x,λ ′k)
. (2.33)
Ainsi, pour une surface matte, lorsque les bandes-passantes des capteurs
d’acquisition sont très étroites et que la couleur de l’éclairage est constante
localement, Gevers et al. ont montré que le rapport croisé entre les niveaux
de deux pixels voisins pour deux composantes différentes était insensible
à la couleur, à l’intensité et à la direction de l’éclairage ainsi qu’à l’angle
d’observation.
Gevers et al. proposent donc d’exprimer les caractéristiques couleur inva-
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riantes t(X1(P),X2(P),X3(P)) du pixel P de la manière suivante [48] :
X1(P) = C
R(P)CV (Pvois)
CR(Pvois)CV (P)
,
X2(P) = C
R(P)CB(Pvois)
CR(Pvois)CB(P)
,
X3(P) = C
V (P)CB(Pvois)
CV (Pvois)CB(P)
,
(2.34)
où Pvois est l’un des pixels du voisinage du pixel P dans l’image considérée.
(b) Rapports entre composantes d’un même pixel
• Les caractéristiques l1, l2, l3 de Gevers et al. [48]
Gevers et al. proposent ensuite des caractéristiques invariantes notées {l1, l2, l3}
et reposant sur les quatre hypothèses suivantes :
– Modèle de Shafer de formation de la couleur (équation (2.4)) : CSha f er(x,λ )=
mdi f f (θ).β (x,λ ).E(x,λ )+mspec(θ ,α).Fspec(x,λ ).E(x,λ ).
– Réflexion spéculaire neutre (équation (2.7)) : Fspec(x,λ ) = Fspec(x).
– Intégrales des courbes de sensibilité spectrales des capteurs identiques (équa-
tion (2.9)) :
∫ 780nm
380nm R(λ )dλ =
∫ 780nm
380nm V (λ )dλ =
∫ 780nm
380nm B(λ )dλ = iRV B.
– Illuminant blanc (équation (2.17)) : E(x,λ ) = E(x).
Ainsi, les composantes couleur Ck(P), k = R,V,B, du pixel P qui observe la
surface élémentaire à la position x sont estimées par :
Ck(P) =mdi f f (θ).E(x)
∫
λ
β (x,λ ).k(λ )dλ
+mspec(θ ,α).Fspec(x).E(x)iRV B.
(2.35)
De la même manière, en considérant les trois composantes différentes k, k′
et k′′, le rapport de différences suivant ne dépend que de la réflectance spec-
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trale de la surface élémentaire considérée et des sensibilités des capteurs :
Ck(P)−Ck′(P)
Ck(P)−Ck′′(P) =
∫
λ β (x,λ ).k(λ )dλ −
∫
λ β (x,λ ).k′(λ )dλ∫
λ β (x,λ ).k(λ )dλ −
∫
λ β (x,λ ).k′′(λ )dλ
(2.36)
Ainsi, en cas de réflexion spéculaire neutre, lorsque les intégrales des cap-
teurs sont identiques et que l’illuminant est blanc, Gevers et al. ont mon-
tré que, pour un même pixel, le rapport entre les différences des niveaux
de composantes différentes était insensible à l’intensité de l’éclairage, à la
direction de l’éclairage, à l’angle d’observation et aux reflets (réflexion spé-
culaire).
Gevers et al. [48] proposent donc d’exprimer les caractéristiques couleur
invariantes (X1(P),X2(P),X3(P))t du pixel P de la manière suivante :
X1(P) = (C
R(P)−CV (P))2
(CR(P)−CV (P))2+(CR(P)−CB(P))2+(CV (P)−CB(P))2 ,
X2(P) = (C
R(P)−CB(P))2
(CR(P)−CV (P))2+(CR(P)−CB(P))2+(CV (P)−CB(P))2 ,
X3(P) = (C
V (P)−CB(P))2
(CR(P)−CV (P))2+(CR(P)−CB(P))2+(CV (P)−CB(P))2 .
(2.37)
Cette propriété peut être généralisée à toutes les caractéristiques couleur
fondées sur le rapport entre les différences des niveaux de composantes dif-
férentes d’un même pixel. C’est le cas, par exemple, de la teinte H définie
par l’équation H(P) = arctan(
√
3(CV (P)−CB(P))
(CR(P)−CV (P))+(CR(P)−CB(P))).
• Les composantes c1,c2,c3 de Gevers et al. [48]
Gevers et al. proposent enfin des caractéristiques invariantes notées {c1,c2,c3},
lesquelles reposent sur les 3 hypothèses suivantes :
– Modèle dichromatique de Shafer (équation (2.4)) :
CSha f er(x,λ )=mdi f f (θ).β (x,λ ).E(x,λ )+mspec(θ ,α).Fspec(x,λ ).E(x,λ )
– Surface matte (équation (2.8)) : Fspec(x,λ ) = 0.
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– Illuminant blanc (équation (2.17)) : E(x,λ ) = E(x).
Ainsi, les composantes couleur Ck(P), k = R,V,B, du pixel P qui observé
sur la surface élémentaire à la position x sont estimées par :
Ck(P) = mdi f f (θ).E(x).
∫
λ
β (x,λ ).k(λ )dλ . (2.38)
De la même manière, si l’on considère la composante couleur Ck
′
, avec
k′ 6= k, nous obtenons :
Ck
′
(P) = mdi f f (θ).E(x).
∫
λ
β (x,λ ).k′(λ )dλ . (2.39)
Le rapport entre ces deux composantes couleur ne dépend donc que de la
réflectance spectrale de la surface élémentaire et des sensibilités des cap-
teurs :
Ck(P)
Ck′(P)
=
∫
λ β (x,λ ).k(λ )dλ∫
λ β (x,λ ).k′(λ )dλ
. (2.40)
Ainsi, lorsque la surface est matte et que l’éclairage est blanc, Gevers et
al. ont montré que, pour un même pixel, le rapport entre le niveau d’une
composante et le niveau d’une autre composante était insensible à l’intensité
de l’éclairage, à la direction de l’éclairage et à l’angle d’observation.
Gevers et al. proposent donc d’exprimer les caractéristiques couleur inva-
riantes (X1(P),X2(P),X3(P))t du pixel P de la manière suivante [48] :
X1(P) = arctan( C
R(P)
max(CV (P),CB(P))),
X2(P) = arctan( C
V (P)
max(CR(P),CB(P))),
X3(P) = arctan( C
B(P)
max(CR(P),CV (P))).
(2.41)
Ici, la fonction max() retourne bien le maximum des niveaux d’un même
pixel pour deux composantes données et non le maximum pour tous les
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pixels de la région.
Cette propriété peut être généralisée à toutes les caractéristiques couleur
fondées sur le rapport entre les niveaux de différentes composantes d’un
même pixel. C’est le cas, par exemple, des composantes normalisées Cr(P)=
CR(P)
CR(P)+CV (P)+CB(P) , C
v(P)= C
V (P)
CR(P)+CV (P)+CB(P) et C
b(P)= C
B(P)
CR(P)+CV (P)+CB(P) .
Finlayson et al. avaient bien noté que deux modèles différents étaient né-
cessaires pour obtenir des caractéristiques couleur invariantes à la fois à la
couleur et à la direction de l’éclairage [37]. En effet, les caractéristiques
proposées par Funt et al. [41] normalisent les composantes couleur par
rapport à la couleur de l’éclairage alors que les composantes normalisées
{Cr(P),Cv(P),Cb(P)} sont invariantes à la direction de l’éclairage, et donc
à l’orientation de la surface considérée. Ils proposent donc une normalisa-
tion itérative des composantes couleur des pixels convergeant rapidement
vers des caractéristiques couleur invariantes à la fois à la couleur et à la
direction de l’éclairage [37]. Cette normalisation consiste simplement à al-
terner la normalisation proposée par Funt et al. [41] et la normalisation qui
fournit les composantes couleur normalisées {Cr(P),Cv(P),Cb(P)}.
• L’approche de Finlayson et al. [35]
Finlayson et al. proposent des caractéristiques invariantes qui reposent sur
les trois hypothèses suivantes :
– Modèle Lambertien de formation de la couleur (équation (2.6)) :
CLambert(x,λ ) = β (x,λ )E(x,λ ).
– Bandes-passantes des capteurs étroites (équation (2.10)) :∫
λ k(λ )dλ = k(λk).
– Equation de Planck pour l’illuminant (équation (2.14)) :
E(x,λ ) = e(x)c1
λ 5exp( c2T (x)λ )
.
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Ainsi, en reprenant les notations précédentes, les composantes couleur Ck(P),
k = R,V,B, du pixel P qui observe la surface élémentaire à la position x sont
estimées par :
Ck(P) = β (x,λk).
e(x)c1
λ 5k exp(
c2
T (x)λk
)
.k(λk). (2.42)
En prenant le logarithme néperien de l’équation précédente, nous obtenons :
ln(Ck(P)) = ln(e(x))+ ln(
β (x,λk)c1k(λk)
λ 5k
)− c2
T (x)λk
. (2.43)
Cette équation peut être simplifiée de la manière suivante :
ln(Ck(P)) = Int(x)+Re fk(x)+T−1(x)Lk, (2.44)
où :
– Int(x) = ln(e(x)) dépend de l’intensité de l’éclairage,
– Re fk(x) = ln(
β (x,λk)c1k(λk)
λ 5k
) dépend des propriétés de réflectance de la
surface x ainsi que des longueurs d’ondes dominantes λk des capteurs
d’acquisition,
– T−1(x)Lk = − c2T (x)λk dépend de la couleur de l’éclairage et des cap-
teurs d’acquisition.
Si nous considérons maintenant une seconde composante k′ 6= k, nous pou-
vons calculer la différence des logarithmes qui ne dépend pas de l’intensité
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de l’éclairage :
ln(Ck(P))− ln(Ck′(P)) = ln
(
Ck(P)
Ck′(P)
)
= Re fk(x)−Re fk′(x)
+T−1(x)(Lk−Lk′).
(2.45)
De la même manière, si nous considérons les composantes k′′ et k′, nous
obtenons :
ln
(
Ck
′′
(P)
Ck′(P)
)
= Re fk′′(x)−Re fk′(x)+T−1(x)(Lk′′−Lk′). (2.46)
En observant les deux équations précédentes, nous remarquons que lorsque
la couleur de l’éclairage T (x) évolue pour une surface x observée par un
pixel P, les points correspondant dans l’espace (ln( C
k(P)
Ck′(P)
), ln(C
k′′(P)
Ck′(P)
)) se
déplacent le long d’une ligne dont la direction dépend des capteurs d’acqui-
sition. Par conséquent lorsque les caractéristiques des capteurs d’acquisi-
tion sont connus, Finlayson et al. proposent de calculer cette direction et de
projeter tous les points de l’espace (ln(C
V (P)
CR(P) ), ln(
CB(P)
CR(P))) sur une droite or-
thogonale à cette direction. Ils montrent que les coordonnées ainsi obtenues
ne dépendent ni de l’intensité, ni de la couleur de l’éclairage. Ils montrent
aussi que les ombres peuvent être éliminées des images grâce à cette pro-
jection. La différence avec les caractéristiques précédentes est qu’il n’y a
qu’une caractéristique couleur invariante par pixel et non trois.
Faisant suite à ces travaux, Finlayson et al. ont montré qu’il n’était pas
nécessaire de connaître les caractéristiques des capteurs d’acquisition pour
définir la direction de la droite sur laquelle sont projetés les points [34]. En
effet, ils ont montré que cette direction est celle qui minimise l’entropie de
l’image invariante résultante.
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2.3.2 Les transformations fondées sur une analyse des dis-
tributions colorimétriques
(a) Exploitation des mesures de rangs des pixels par Finlayson et al. [28]
Finlayson et al. [28] proposent un modèle fondé sur l’hypothèse qu’un
changement d’illuminant peut être modélisé par l’application d’une fonc-
tion strictement croissante sur chaque composante (équation (2.24)).
Ils proposent alors de trier les pixels d’une région donnée de l’image dans
l’ordre croissant de leurs niveaux pour chaque composante. La mesure de
rang colorimétrique Rck(P) du pixel P pour la composante k est le rapport
entre le nombre de pixels caractérisés par un niveau inférieur ou égal à celui
de P et le nombre total de pixels dans cette région. Cette mesure de rang
colorimétrique est donc définie de telle sorte qu’elle soit proche de 0 pour
les premiers pixels (niveaux les plus faibles) et égale à 1 pour les derniers
pixels (niveaux les plus élevés).
Considérons deux pixels P1 et P2 dans une région extraite autour d’un point
d’intérêt. Si les composantes couleur de ces pixels sont telles que Ck(P1)>
Ck(P2) alors, après changement d’illuminant, nous aurons f k(Ck(P1)) >
f k(Ck(P2)) puisque le changement d’illuminant est modélisé par une fonc-
tion strictement croissante f k dans chaque composante. Autrement dit, si
l’hypothèse de Finlayson et al. est vérifiée, l’ordre des niveaux des pixels
n’est pas modifié en cas de changement d’illuminant. Par conséquent, les
mesures de rangs de chaque pixel sont conservées en cas de variation d’éclai-
rage. Finlayson et al. proposent donc de caractériser les pixels d’une ré-
gion, non pas par leurs niveaux de composantes couleur Ck(P) mais par
leurs mesures de rangs colorimétriques Rck(P), k=R,G,B, dans cette région.
Ceci revient à effectuer indépendamment une égalisation des histogrammes
de chaque composante de la région. Finlayson et al. ont montré que cette
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normalisation fournit des caractéristiques couleur invariantes aux capteurs
d’acquisition et à la couleur de l’éclairage.
(b) Normalisations fondées sur une transformation de la distribution
colorimétrique
Certains auteurs [49, 65] proposent de normaliser la distribution des cou-
leurs d’une image (ou d’une région de l’image) dans l’espace couleur RV B
pour en déduire des caractéristiques invariantes à l’éclairage.
Ainsi, Lenz et al. [65] supposent qu’un changement d’éclairage peut être
modélisé par une trasnsformation affine associée à une matrice 3× 3 (cf.
Equation (2.24)). Ils calculent alors l’impact de cette transformation sur la
distribution des couleurs des pixels dans l’espace couleur RV B et en dé-
duisent une normalisation dans l’espace couleur qui est invariante à cette
transformation affine. Pour cela, dans un premier temps, la distribution est
normalisée de telle sorte que sa matrice des moments d’ordre 2 soit égale
à la matrice unité. Ensuite, une rotation est appliquée de sorte que les mo-
ments d’ordre 3 soient normalisés.
Dans le même esprit, Healey et al. avaient supposé qu’un changement d’éclai-
rage pouvait être modélisé par l’application d’une trasformation affine 3×3
à la distribution des couleurs dans l’espace RV B [49]. Ils ont ensuite proposé
de normaliser la distribution couleur de telle sorte que les valeurs propres
des matrices de moments soient invariantes aux variations de la couleur de
l’éclairage.
Finlayson et al. [28] ont montré que le modèle diagonal associé à une trans-
lation reflète (cf. équation (2.21)) bien les conséquences d’un changement
d’illuminant. Dans ce cas, la normalisation de la distribution colorimétrique
qui consiste à imposer une moyenne nulle et un écart-type à 1 permet de
rendre les composantes des pixels invariantes à ce type de changement
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d’illuminant. Les caractéristiques couleur invariantes associées sont défi-
nies par les équations suivantes :
X1(P) = C
R(P)−µ(CR(Pi))
σ(CR(Pi))
,
X2(P) = C
V (P)−µ(CV (Pi))
σ(CV (Pi))
,
X3(P) = C
B(P)−µ(CB(Pi))
σ(CB(Pi))
,
(2.47)
où µ(Ck(Pi)) et σ(Ck(Pi)) (k=R,V,B) représentent respectivement la moyenne
et l’écart-type des pixels Pi qui appartiennent à la région considérée.
Il est facile de montrer que la soustraction par la moyenne permet de sup-
primer la translation provoquée par le changement d’illuminant alors que la
division par l’écart-type permet de supprimer les coefficients de la matrice
diagonale.
Ces caractéristiques sont invariantes aux variations de l’intensité et de la
couleur de l’illuminant, ainsi qu’aux variations liées au terme de lumière
ambiante (cf. page 26, équation (2.5)).
(c) Les moments couleur invariants de Mindru et al. [77]
Les moments de la distribution couleur ne prennent pas en compte l’infor-
mation spatiale des pixels dans les images. Mindru et al. ont donc proposé
d’utiliser plutôt les moments couleur généralisés qui pallient ce problème et
qui sont définis de la manière suivante :
Mabcpq =
∫
y
∫
x
xpyqCR(Pxy)aCV (Pxy)bCB(Pxy)cdxdy, (2.48)
où (x,y) est la position du pixel Pxy dans l’image considérée.
Ainsi, Mabcpq est appelé moment couleur généralisé d’ordre p+q et de degré
a+b+ c. Mindru et al. proposent alors de considérer les moments couleur
généralisés d’ordre inférieur ou égale à 1 et de degré inférieur ou égal à
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2. Ils considérent ensuite 3 modèles de variations photométriques et radio-
métriques : le modèle diagonal (cf. equation (2.20)), le modèle diagonal et
translation (cf. equation (2.21)) et la transformation affine et translation (cf.
equation (2.23)) et montrent que dans chaque cas, on peut trouver plusieurs
combinaisons de ces moments généralisés qui sont invariants à cette trans-
formation. Étant donné que les positions des pixels dans l’image sont aussi
prises en compte, ils proposent aussi des combinaisons qui sont invariantes
à diverses transformations géométriques.
2.3.3 Les dérivées invariantes
(a) Les dérivées spectrales de Geusebroek et al. [45]
Geusebroek et al. ont proposé des caractéristiques couleur invariantes fon-
dées sur des dérivées spectrales des réflectances des surfaces élémentaires.
Pour cela, ils ont posé trois hypothèses communes à toutes leurs caractéris-
tiques couleur invariantes :
– Modèle de Kubelka-Munk de formation de la couleur (équation (2.3)) :
CKub−Munk(x,λ )= (1−Fspec(x,λ ))2.β (x,λ ).E(x,λ )+Fspec(x,λ ).E(x,λ ).
– Le passage des composantes RV B d’une caméra quelconque aux com-
posantes CIE 1964 XY Z peut être modélisé par l’application d’une
matrice 3× 3 (équation (2.11)). Si les sensibilités des capteurs de la
caméra connus, cette transformation peut être affinée.
– Réflexion spéculaire neutre (équation (2.7)) :Fspec(x,λ ) = Fspec(x).
Geusebroek et al. proposent ensuite d’utiliser le modèle couleur gaussien pour
définir des caractéristiques couleur invariantes. Nous considérons le stimulus cou-
leur C(x,λ ) réfléchi par la surface élémentaire x observée sur le pixel P. Le
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modèle couleur gaussien considère trois capteurs G, Gλ et Gλλ dont les sen-
sibilités spectrales correspondent respectivement aux dérivées d’ordre 0, 1 et 2
d’une fonction gaussienne G(λ ) de longueur d’onde centrale λ0 = 520 nm et
d’écart-type σλ = 55 nm [44]. Geusebroek et al. ont montré que les composantes
couleur exprimées dans cet espace gaussien représentent les trois premiers co-
efficients du développement de Taylor du stimulus couleur C(x,λ ) pondéré par
la gaussienne G(λ ). Autrement dit, ces composantes représentent les trois pre-
mières dérivées spectrales du stimulus couleur considéré. Les composantes cou-
leur {CG(P),CGλ (P),CGλλ (P)} du pixel P dans cet espace gaussien peuvent être
approchées à partir des composantes couleur de ce pixel exprimées dans l’espace
CIE 1964 XY Z par la transformation suivante :

CG(P)
CGλ (P)
CGλλ (P)
=

−0.48 1.2 0.28
0.48 0 −0.4
1.18 −1.3 0


CX(P)
CY (P)
CZ(P)
 . (2.49)
Ainsi, d’après l’hypothèse d’estimation des composantes XYZ à partir des
composantes RVB de la caméra (équation (2.11)), la transformation globale des
composantes définies dans l’espace RV B des capteurs d’acquisition aux compo-
santes définies dans l’espace couleur gaussien est la suivante :

CG(P)
CGλ (P)
CGλλ (P)
=

0.06 0.63 0.27
0.3 0.04 −0.35
0.34 −0.6 0.17


CR(P)
CV (P)
CB(P)
 . (2.50)
Partant de ces résultats, Geusebroek et al. définissent de nouvelles caractéris-
tiques couleur invariantes fondées sur les dérivées spectrales du stimulus couleur
CKub−Munk(x,λ ) fournit par le modèle de Kubelka-Munk.
• Caractéristique couleur invariante H [45]
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Pour la caractéristique invariante H, Geusebroek et al. ajoutent aux 3 hy-
pothèses communes l’hypothèse de l’éclairage blanc (équation (2.17)) :
E(x,λ ) = E(x).
Sous toutes ces conditions, le stimulus couleur CKub−Munk(x,λ ) réfléchi par
la surface élémentaire x est défini par l’équation :
CKub−Munk(x,λ ) = (1−Fspec(x))2.β (x,λ ).E(x)+Fspec(x).E(x) (2.51)
Ainsi, les dérivées spectrales première et seconde de ce signal nous donnent :
CKub−Munkλ (x,λ ) = (1−Fspec(x))2.
∂β (x,λ )
∂λ
.E(x) (2.52)
et
CKub−Munkλλ (x,λ ) = (1−Fspec(x))2.
∂ 2β (x,λ )
∂λ 2
.E(x) (2.53)
Ainsi, le rapport entre la dérivée première et la dérivée seconde du stimu-
lus couleur ne dépend que de la réflectance spectrale de la surface élémen-
taire observée. Le modèle couleur gaussien permet d’obtenir ces dérivées
et Geusebroek et al. proposent donc la caractéristique couleur invariante
suivante [45] :
XH(P) =
CGλ (P)
CGλλ (P)
(2.54)
Ainsi, lorsque la réflexion spéculaire est neutre et que l’éclairage est blanc,
Geusebroek et al. ont montré que, pour un même pixel P, le rapport entre sa
composante CGλ (P) et sa composante CGλλ (P) ne dépend pas de l’intensité
de l’éclairage, de la direction de l’éclairage, de l’angle d’observation et des
reflets éventuels.
• Caractéristique couleur invariante C [45]
Pour la caractéristique invariante C, Geusebroek et al. ajoutent aux 3 hypo-
-52-
CHAPITRE 2. LES DESCRIPTEURS COULEUR INVARIANTS DE LA
LITTÉRATURE
thèses communes les 2 hypothèses suivantes :
– Surface matte (équation (2.8)) : Fspec(x,λ ) = 0. Dans ce cas, l’hypo-
thèse de réflexion spéculaire neutre n’est plus nécessaire.
– Éclairage blanc (équation (2.17)) : E(x,λ ) = E(x)
Sous toutes ces conditions, le stimulus couleur CKub−Munk(x,λ ) réfléchi par
la surface élémentaire x est défini par l’équation :
CKub−Munk(x,λ ) = β (x,λ ).E(x). (2.55)
La dérivée spectrale première de ce signal donne alors :
CKub−Munkλ (x,λ ) =
∂β (x,λ )
∂λ
.E(x). (2.56)
Le rapport entre la dérivée spectrale première du stimulus couleur et le sti-
mulus lui même ne dépend donc que de la réflectance de la surface élémen-
taire observée. Geusebroek et al. proposent donc la caractéristique couleur
invariante suivante :
XC(P) =
CGλ (P)
CG(P)
. (2.57)
Ainsi, lorsque la surface est matte et que l’éclairage est blanc, Geusebroek
et al. ont montré que, pour un même pixel P, le rapport entre sa composante
CGλ (P) et sa composante CG(P) ne dépend pas de l’intensité de l’éclairage,
de la direction de l’éclairage et de l’angle d’observation.
• Caractéristique couleur invariante W [45]
La caractéristique invariante W fait exception dans ce paragraphe puisqu’elle
n’est pas le résultat d’une dérivée spectrale mais d’une dérivée spatiale. Ce-
pendant, comme elle est fondée sur les composantes de l’espace gaussien,
elle est présentée dans ce paragraphe. Pour cette caractéristique invariante,
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Geusebroek et al. ajoutent aux 3 hypothèses communes les 3 hypothèses
suivantes :
– Surface matte (équation (2.8)) : Fspec(x,λ ) = 0. Dans ce cas, l’hypo-
thèse de réflexion spéculaire neutre n’est plus nécessaire.
– Éclairage blanc (équation (2.17)) : E(x,λ ) = E(x),
– Éclairage constant localement (équation (2.16)) :E(x,λ )=E(λ ). Lorsque
cette hypothèse et la précédente sont vraies, nous avons : E(x,λ ) = E.
Sous toutes ces conditions, le stimulus couleur CKub−Munk(x,λ ) réfléchi par
la surface élémentaire x est défini par l’équation :
CKub−Munk(x,λ ) = β (x,λ ).E. (2.58)
La dérivée spatiale première de ce signal donne alors :
CKub−Munkx(x,λ ) =
∂β (x,λ )
∂x
.E. (2.59)
Le rapport entre la dérivée spatiale première du stimulus couleur et le stimu-
lus lui même ne dépend donc que de la réflectance de la surface élémentaire
observée. Geusebroek et al. proposent donc la caractéristique couleur inva-
riante suivante [45] :
XW (P) =
CGx(P)
CG(P)
, (2.60)
où CGx(P) = ∂C
G(P)
∂x représente la dérivée spatiale de la composante C
G(P)
en P.
Ainsi, lorsque la surface est matte, que l’éclairage est blanc et constant loca-
lement, Geusebroek et al. ont montré que, pour un même pixel P, le rapport
entre la dérivée spatiale de la composante CG(P) et la composante CG(P)
elle-même ne dépend pas de l’intensité de l’éclairage.
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• Caractéristique couleur invariante N [45]
Pour la caractéristique invariante N, Geusebroek et al. ajoutent aux 3 hypo-
thèses communes les 2 hypothèses suivantes :
– Surface matte (équation (2.8)) : Fspec(x,λ ) = 0. Dans ce cas, l’hypo-
thèse de réflexion spéculaire neutre n’est plus nécessaire.
– Couleur de l’éclairage constante localement (équation (2.15)) :E(x,λ )=
e(x).E(λ ).
Sous toutes ces conditions, le stimulus couleur CKub−Munk(x,λ ) réfléchi par
la surface élémentaire x est défini par l’équation :
CKub−Munk(x,λ ) = β (x,λ ).e(x).E(λ ). (2.61)
La dérivée spectrale première de ce signal donne alors :
CKub−Munkλ (x,λ ) = e(x)
[
∂β (x,λ )
∂λ
.E(λ )+
∂E(λ )
∂λ
.β (x,λ )
]
. (2.62)
Le rapport entre la dérivée spectrale première du stimulus couleur et le sti-
mulus lui même est égal à :
CKub−Munkλ (x,λ )
CKub−Munk(x,λ )
=
1
β (x,λ )
∂β (x,λ )
∂λ
+
1
E(λ )
∂E(λ )
∂λ
. (2.63)
Par conséquent, si nous dérivons l’équation précédente par rapport à x, la
partie qui dépend de l’éclairage va disparaître et nous obtiendrons une va-
leur qui ne dépend que de la réflectance spectrale de la surface élémentaire :
∂
∂x
CKub−Munkλ (x,λ )
CKub−Munk(x,λ )
=
∂
∂x
1
β (x,λ )
∂β (x,λ )
∂λ
. (2.64)
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Geusebroek et al. proposent donc la caractéristique invariante suivante :
XN(P) =
CGλx(P)CG(P)−CGλ (P)CGx(P)
(CG(P))2
, (2.65)
où CGx(P) = ∂C
G(P)
∂x et C
Gλx(P) = ∂C
Gλ (P)
∂x .
Ainsi, lorsque la surface est matte et que la couleur de l’éclairage est constante
localement, Geusebroek et al. ont montré que, pour un même pixel P, la
dérivée spatiale du rapport entre sa composante CGλ (P) et sa composante
CG(P) ne dépend pas de l’intensité, de la direction ou de la couleur de
l’éclairage et de l’angle d’observation.
(b) Les dérivées spatiales de van de Weijer et al. [99, 100]
Van de Weijer et al. proposent des caractéristiques invariantes qui reposent
sur les quatre hypothèses suivantes :
– Modèle dichromatique de Shafer (équation (2.4)) :
CSha f er(x,λ )=mdi f f (θ).β (x,λ ).E(x,λ )+mspec(θ ,α).Fspec(x,λ ).E(x,λ ).
– Réflexion spéculaire neutre (équation (2.7)) :Fspec(x,λ ) = Fspec(x).
– Couleur de l’éclairage constante localement (équation (2.15)) :
E(x,λ ) = e(x).E(λ ).
– Pour déterminer les caractéristiques invariantes, ils supposent que la
couleur de l’illuminant est connue (hypothèse 13 page 31), mais pas
l’intensité de l’éclairage. Si la couleur n’est pas connue, ils supposent
que l’éclairage est blanc (équation (2.17)) : E(x,λ ) = E(x). Pour la
suite de la démonstration, nous allons partir de l’hypothèse d’un spectre
connu non plat.
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Ainsi, les composantes couleur Ck(P), k = R,V,B, du pixel P qui observe la
surface élémentaire à la position x sont estimées par :
Ck(P) = mdi f f (θ)e(x)
∫
λ
β (x,λ ).E(λ )dλ+
mspec(θ ,α).Fspec(x).e(x)
∫
λ
E(λ )dλ
= e(x)(mdi f f (θ)Ckdi f f (P)+nspec(θ ,α,x)C
k
spec),
(2.66)
où 
Ckdi f f (P) =
∫
λ β (x,λ ).E(λ ).k(λ )dλ ,
Ckspec =
∫
λ E(λ ).k(λ )dλ ,
nspec(θ ,α,x) = mspec(θ ,α).Fspec(x).
(2.67)
Si nous dérivons l’expression précédente par rapport à x, nous obtenons :
Ckx(P) =ex(x)(mdi f f (θ)C
k
di f f (P)+nspec(θ ,α,x)C
k
spec)
+ e(x)(mdi f f x(θ)C
k
di f f (P)+mdi f f (θ)C
k
di f f x
(P)
+nspecx(θ ,α,x)C
k
spec),
=(e(x)mdi f f (θ))Ckdi f f x(P)
+(ex(x)mdi f f (θ)+ e(x)mdi f f x(θ))C
k
di f f (P)
+(ex(x)nspec(θ ,α,x)+ e(x)nspecx(θ ,α,x))C
k
spec,
(2.68)
où l’indice x définit la dérivée spatiale.
Par conséquent, la dérivée spatiale Cx(P) = (CRx (P),CVx (P),CBx (P))t du vec-
teur couleur C(P) = (CR(P),CV (P),CB(P))t , du pixel P qui observe la sur-
face élémentaire à la position x est exprimée par :
Cx(P) =(e(x)mdi f f (θ))Cdi f f x(P)
+(ex(x)mdi f f (θ)+ e(x)mdi f f x(θ))Cdi f f (P)
+(ex(x)nspec(θ ,α,x)+ e(x)nspecx(θ ,α,x))Cspec.
(2.69)
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Cela signifie que la dérivée spatiale du vecteur couleur dans une image est la
somme pondérée de 3 vecteurs. Van de Weijer et al. associent un phénomène
physique à chacune des trois directions correspondantes :
– (e(x)mdi f f (θ))Cdi f f x(P) est associée à la différence de reflectances
spectrales des surfaces considérées pour la dérivée.
– (ex(x)mdi f f (θ)+ e(x)mdi f f x(θ))Cdi f f (P) est associée à la différence
d’ombres sur les surfaces considérées. L’ombre peut être expliquée par
la présence d’un objet entre l’éclairage et la surface considérée, Van de
Weijer et al. associent ce phénomène au scalaire ex(x)mdi f f (θ). Mais
elle peut être aussi expliquée par une variation de θ , l’angle formé par
le rayon lumineux et la normale à la surface, Van de Weijer et al. as-
socient ce phénomène au scalaire e(x)mdi f f x(θ). Nous pouvons noter
que s’il n’y a pas de réflexion spéculaire sur les surfaces considérées,
le vecteur couleur du pixel P est alors C(P) = e(x)(mdi f f (θ)Cdi f f (P).
Par conséquent, le vecteur (ex(x)mdi f f (θ)+ e(x)mdi f f x(θ))Cdi f f (P)
expliqué par les différences d’ombres entre les surfaces a la même di-
rection que le vecteur couleur de la surface considérée si celle-ci est
matte (réflexion spéculaire nulle).
– (ex(x)nspec(θ ,α,x) + e(x)nspecx(θ ,α,x))Cspec est associée à la dif-
férence de réflexion spéculaire entre les surfaces considérées. De la
même manière, cette variation peut être expliquée par deux phéno-
mènes. Le scalaire exnspec(θ ,α,x) correspond à un contour d’ombre
superposé à une réflexion spéculaire alors que le scalaire e(x)nspecx(θ ,α,x)
correspond à une variation d’un ou plusieurs des angles suivants :
direction de l’éclairage, point de vue ou orientation de la surface.
Comme Ckspec =
∫
λ E(λ ).k(λ )dλ , nous en déduisons que la direction
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de ce vecteur associé à la différence de réflexion spéculaire est celle
de la couleur de l’illuminant.
Par cette analyse, van de Weijer et al. montrent que, à partir de la cou-
leur du pixel C(P) = (CR(P),CV (P),CB(P))t et de la couleur de l’éclairage
(
∫
λ E(λ ).R(λ )dλ ,
∫
λ E(λ ).V (λ )dλ ,
∫
λ E(λ ).B(λ )dλ )t = (ER,EV ,EB)t , il
est possible de calculer la direction (dans l’espace couleur) de deux des
causes d’un contour :
– direction de l’ombre : O(P) = (C
R(P),CV (P),CB(P))t√
CR(P)2+CV (P)2+CB(P)2
,
– direction spéculaire : S = (E
R,EV ,EB)t√
(ER)2+(EV )2+(EB)2
.
A partir de ces deux directions, il est possible de créer une troisième direc-
tion T qui est perpendiculaire à ces deux vecteurs et que van de Weijer et
al. appellent la direction de la teinte :T = O×S|O×S| , où × représente le produit
vectoriel. Van de Weijer et al. notent que cette direction n’est pas forcément
celle associée à la différence de reflectance spectrale décrite plus haut mais
que de l’analyse précédente, ils déduisent également que les variations dans
la direction de la teinte T peuvent être attribués uniquement à une modifica-
tion de la réflectance spectrale des surfaces considérées. Klinker et al. [61]
avaient déjà défini ces directions pour la segmentation d’images.
• Invariance à l’ombre [99]
Si les contours associés à une variation de l’ombre ont une direction (dans
l’espace couleur) identique à la direction de l’ombre O, alors lorsque l’on
calcule la dérivée couleur Cx(P) en un pixel P, la projection du vecteur
Cx(P) sur le vecteur O(P) : (Cx(P).O(P))O(P) nous donne la part du
contour qui peut être expliquée par une variation de l’ombre. Si l’on sous-
trait cette projection au vecteur dérivée Cx(P), alors le résultat est indé-
pendant des ombres. Par conséquent, pour déterminer une caractéristique
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couleur Xoq(P) invariante à l’ombre, van de Weijer et al. proposent de pro-
jeter la dérivée du vecteur couleur sur la direction de l’ombre O(P) et de
soustraire ce résultat à cette dérivée :
Xoq(P) = Cx(P)− (Cx(P).O(P))O(P). (2.70)
Cette caractéristique représente la partie de la dérivée qui n’est pas provo-
quée par un contour d’ombre, elle représente donc uniquement les contours
de reflectance spectrale et les contours de réflexion spéculaire.
Van de Weijer et al. montrent que cette caractéristique peut être obtenue par
dérivation spatiale des composantes de l’espace couleur sphérique rθϕ [99].
De plus, de manière à rendre cette caractéristique invariante à la direction
et à l’intensité de l’éclairage, ils proposent de la diviser par la norme du
vecteur couleur du pixel considéré [100] :
Xo f (P) =
Xoq(P)
|C(P)| . (2.71)
La caractéristique Xo f (P) est appelée "shadow-shading full invariant" alors
que Xoq(P) est appelée "shadow-shading quasi-invariant" [100]. Les auteurs
montrent que les "quasi-invariants" sont plus stables que les "full invariants"
en cas de bruit et sont d’avantage dédiés à l’extraction de points caractéris-
tiques qu’à la description des régions locales autour de ces points.
• Invariance aux reflets [99]
Pour déterminer une caractéristique couleur Xsq(P) invariante aux reflets,
van de Weijer et al. proposent de projeter la dérivée du vecteur couleur sur
la direction spéculaire S et de soustraire ce résultat à cette dérivée :
Xsq(P) = Cx(P)− (Cx(P).S(P))S(P). (2.72)
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Cette caractéristique représente la partie de la dérivée qui n’est pas provo-
quée par un contour de réflexion spéculaire, elle représente donc unique-
ment les contours de reflectance spectrale et d’ombre.
Van de Weijer et al. montrent que cette caractéristique peut être obtenue par
dérivation spatiale des composantes de l’espace couleur opposé o1o2o3 [99].
• Invariance à l’ombre et aux reflets [99]
Pour déterminer une caractéristique couleur Xsoq(P) invariante à l’ombre et
aux reflets, van de Weijer et al. proposent de projeter la dérivée du vecteur
couleur sur la direction de la teinte T(P) [99] :
Xsoq(P) = (Cx(P).T(P))T(P). (2.73)
Cette caractéristique représente la partie de la dérivée qui n’est provoquée
ni par un contour d’ombre, ni par un contour de réflexion spéculaire, elle
représente donc uniquement les contours de reflectance spectrale.
Van de Weijer et al. montrent que cette caractéristique peut être obtenue par
dérivation spatiale des composantes de l’espace couleur hsi [99].
De plus, de manière à rendre cette caractéristique invariante à la direction et
à l’intensité de l’éclairage et au point de vue de l’observateur, ils proposent
de la diviser par la saturation de la couleur du pixel considéré. La saturation
est alors définie comme la norme du vecteur couleur C(P) après projection
sur le plan perpendiculaire à la direction spéculaire S :
Xso f (P) =
Xsoq(P)
|C(P)− (C(P).S)S| . (2.74)
La caractéristique Xso f (P) est appelée "shadow-shading-specular full inva-
riant" alors que Xsoq(P) est appelée "shadow-shading-specular quasi-invariant".
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Les sections2.3.1 à 2.3.3 ont été consacrées à lister et décrire une grande par-
tie des caractéristiques couleur invariantes utilisées dans les applications de re-
connaissance d’objets. Nous proposons maintenant, dans la section suivante, de
résumer, pour chaque caractéristique, les hypothèses de base ainsi que les varia-
tions photométriques auxquelles elles sont invariantes.
2.3.4 Synthèse sur les hypothèses et les invariances des carac-
téristiques couleur
Le tableau 2.1 reprend toutes les caractéristiques invariantes présentées dans
les sections précédentes. A chacune est associée une dénomination du type Cari,
où i est un nombre entre 1 et 21. Le tableau 2.2 reprend toutes les hypothèses et
leur associe un dénomination du type H j où j est un nombre entre 1 et 18. Ces
dénominations sont alors utilisées dans les tableaux 2.3 et 2.4 afin de synthétiser
respectivement les hypothèses de base sur lesquelles sont fondées chaque carac-
téristique et les variations photométriques et radiométriques auxquelles elles sont
invariantes. Ainsi, en fonction des particularités d’une application, notamment les
conditions d’acquisition des images et des invariances recherchées, ces tableaux
vont permettre de sélectionner les caractéristiques couleurs les plus appropriées. Il
faut préciser que le tableau 2.4 ne peut pas être utilisé sans le tableau 2.3, car cer-
taines invariances sont obtenues uniquement parce que certaines hypothèses sont
vérifiées. Par exemple, lorsque l’hypothèse de surface lambertienne est vérifiée,
alors les caractéristiques que l’on peut retenir sont de fait insensibles aux change-
ments de point de vue. Cette invariance n’est pas obtenue par une normalisation de
la caractéristique couleur utilisée mais par la validation de l’hypothèse. Par consé-
quent, il faut vérifier que les hypothèses d’application (tableau 2.3) d’une carac-
téristique couleur sont bien validées pour être sûr que l’invariance prévue dans le
tableau 2.4 soit effective. Rappelons enfin que dans cette étude, nous n’avons pas
présenté l’invariance à l’orientation de la surface comme dans certains articles car
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celle-ci est redondante avec les invariances au point de vue et à la direction de
l’éclairage. En effet, lorsqu’une caractéristique couleur est invariante au point de
vue et à la direction de l’éclairage, elle est de fait aussi invariante à l’orientation
de la surface observée.
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Dénomination
dans les tableaux
suivants
Description et/ou Référence Equation et/ou page
Car1 Les rapports entre composantes de Funt et al. [41] Equation 2.28 page 37
Car2 Les caractéristiques m1,m2,m3 de Gevers et al. [48] Equation 2.34 page 41
Car3 Les caractéristiques l1, l2, l3 de Gevers et al. [48] Equation 2.37 page 42
Car4 Les caractéristiques c1,c2,c3 de Gevers et al. [48] Equation 2.41 page 43
Car5 La minimisation de l’entropie : Finlayson et al. [34, 35] Page 46
Car6 L’égalisation d’histogramme de Finlayson et al. [28] Page 47
Car7 La normalisation des moments de Lenz et al. [65] Page 48
Car8 La normalisation des valeurs propres de Healey et al. [49] Page 48
Car9 La normalisation de la moyenne et de l’écart-type Equation 2.47 page 49
Car10 Les moments couleur invariants au modèle diagonal de Mindru et al. [77] Page 50
Car11 Les moments couleur invariants au modèle diagonal et translation de Mindru et al. [77] Page 50
Car12 Les moments couleur invariants au modèle affine et translation de Mindru et al. [77] Page 50
Car13 La caractéristique H de Geusebroek et al. [45] Equation 2.54 page 52
Car14 La caractéristique C de Geusebroek et al. [45] Equation 2.57 page 53
Car15 La caractéristique W de Geusebroek et al. [45] Equation 2.60 page 54
Car16 La caractéristique N de Geusebroek et al. [45] Equation 2.65 page 56
Car17 La caractéristique "quasi-invariant" aux ombres de van de Weijer et al. [99] Equation 2.70 page 60
Car18 La caractéristique "full-invariant" aux ombres de van de Weijer et al. [99] Equation 2.71 page 60
Car19 La caractéristique "quasi-invariant" aux reflets de van de Weijer et al. [99] Equation 2.72 page 60
Car20 La caractéristique "quasi-invariant" aux ombres et aux reflets de van de Weijer et al. [99] Equation 2.73 page 61
Car21 La caractéristique "full-invariant" aux ombres et aux reflets de van de Weijer et al. [99] Equation 2.74 page 61
TABLE 2.1 – Caractéristiques couleur invariantes présentées dans le paragraphe précédent
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Dénomination de
l’hypothèse
Description de l’hypothèse et page
H1 Modèle de Kubelka-Munk, page 25
H2 Modèle de Shafer, page 25
H3 Modèle Lambertien, page 26
H4 Réflexion spéculaire neutre, page 27
H5 Surface Matte, page 27
H6 Intégrales des sensibilités des 3 capteurs identiques,
page 27
H7 Bandes-passantes des capteurs étroites, page 28
H8 Transformation de l’espace RVB de la caméra à l’es-
pace CIE XYZ, page 28
H9 Equation de Planck, page 29
H10 Couleur de l’éclairage constante localement, page 29
H11 Éclairage uniforme localement, page 30
H12 Illuminant blanc, page 31
H13 Couleur de l’éclairage connue, page 31
H14 Modèle diagonale, page 32
H15 Modèle diagonale et translation, page 33
H16 Transformation affine, page 33
H17 Transformation affine et translation, page 34
H18 Fonctions monotones croissantes, page 35
TABLE 2.2 – Hypothèses de base utilisées par les caractéristiques couleur
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Caractéristique H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12 H13 H14 H15 H16 H17 H18
Car1 ⊕ ⊕ ⊕
Car2 ⊕ ⊕ ⊕ ⊕
Car3 ⊕ ⊕ ⊕ ⊕
Car4 ⊕ ⊕ ⊕
Car5 ⊕ ⊕ ⊕
Car6 ⊕
Car7 ⊕
Car8 ⊕
Car9 ⊕
Car10 ⊕
Car11 ⊕
Car12 ⊕
Car13 ⊕ ⊕ ⊕ ⊕
Car14 ⊕ ⊕ ⊕ ⊕
Car15 ⊕ ⊕ ⊕ ⊕
Car16 ⊕ ⊕ ⊕ ⊕
Car17 ⊕ ⊕ ⊕ ⊕
Car18 ⊕ ⊕ ⊕ ⊕
Car19 ⊕ ⊕ ⊕ ⊕
Car20 ⊕ ⊕ ⊕ ⊕
Car21 ⊕ ⊕ ⊕ ⊕
TABLE 2.3 – Hypothèses sur lesquelles reposent chaque caractéristique couleur invariante
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Caractéristique Intensité de l’éclairage Couleur de l’éclairage Direction de l’éclairage Point de vue Lumière ambiante Ombres Reflets
Car1 ⊕ ⊕ ⊕
Car2 ⊕ ⊕ ⊕ ⊕
Car3 ⊕ ⊕ ⊕ ⊕
Car4 ⊕ ⊕ ⊕
Car5 ⊕ ⊕ ⊕
Car6 ⊕ ⊕
Car7 ⊕ ⊕
Car8 ⊕ ⊕
Car9 ⊕ ⊕ ⊕
Car10 ⊕ ⊕
Car11 ⊕ ⊕ ⊕
Car12 ⊕ ⊕ ⊕
Car13 ⊕ ⊕ ⊕ ⊕
Car14 ⊕ ⊕ ⊕
Car15 ⊕
Car16 ⊕ ⊕ ⊕ ⊕
Car17 ⊕
Car18 ⊕ ⊕ ⊕ ⊕
Car19 ⊕
Car20 ⊕ ⊕
Car21 ⊕ ⊕ ⊕ ⊕ ⊕
TABLE 2.4 – Phénomènes photométriques et radiométriques auxquels sont invariantes chaque caractéristique
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Après avoir présenté les principales caractéristiques couleur invariantes, nous
proposons maintenant de montrer comment la couleur peut être prise en compte
dans les descripteurs locaux de couleur.
2.4 Les descripteurs locaux couleur
Dans la continuité des sections 2.2 et 2.3, l’objet de cette section est de lister
l’ensemble des descripteurs locaux qui peuvent être utilisés dans le cadre de la
reconnaissance d’image, et de présenter leur particularité.
Le descripteur SIFT qui est le plus largement utilisé [68] est décrit dans l’An-
nexe B. Ce descripteur est calculé à partir des d’histogrammes locaux des orien-
tations de gradients. Il exploite donc avant tout l’information de forme. Une étude
récente a comparé les taux de reconnaissance d’objets à partir du descripteur SIFT
avec ceux obtenus à partir des descripteurs couleur classiques, comme les histo-
grammes couleur calculés dans différents espaces colorimétriques ou les moments
couleur, les résultats ont montré la supériorité du descripteur SIFT [98]. Pourtant,
les images sur lesquelles ont été testés ces descripteurs présentes des objets pour
lesquels l’information de couleur paraît discriminante. Il semble donc opportun
de combiner l’information de couleur et l’information de forme pour augmenter
les taux de reconnaissance. Dans cette section, nous proposons de présenter de
quelle manière l’information de couleur peut être intégrée à un système de recon-
naissance d’objets fondé sur l’information de forme. Nous distinguons ici quatre
approches principales pour combiner les informations de couleur et de forme. La
première consiste simplement à calculer un descripteur de forme et un descrip-
teur couleur et à les concaténer. La seconde repose sur deux étapes successives
de comparaison d’images, l’une qui utilise la couleur et l’autre la forme. La troi-
sième met en œuvre en parallèle un descripteur de forme et un descripteur couleur,
le plus souvent de manière indépendante, puis fusionne les résultats obtenus pour
comparer les images. La dernière approche repose sur des descripteurs spatia-
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colorimétriques qui, de par leur structure, représentent à la fois la couleur et la
forme des objets. Nous insisterons dans les paragraphes suivants sur le fait que
de nombreux descripteurs couleur exploitent les invariances colorimétriques pré-
sentées dans les sections précédentes de ce chapitre. Nous ferons référence à ces
invariants en donnant à chaque fois le numéro de page à laquelle le lecteur pourra
se reférer dans les sections précédentes.
2.4.1 Concaténation de deux types de descripteurs
Nous allons commencer par décrire quelques méthodes qui associent simple-
ment les deux familles de descripteurs, par concaténation.
Ainsi, Quelhas et al. [90], comme la plupart des autres auteurs, proposent
d’utiliser le descripteur SIFT pour représenter l’information locale de forme. Le
descripteur SIFT ayant une dimension de 128, Quelhas et al. proposent d’appli-
quer une analyse en composantes principales pour réduire cette dimension à 44.
L’information de couleur de la région est quant à elle synthétisée par 6 valeurs qui
sont sa moyenne et son écart-type calculés sur chacune des composantes de l’es-
pace L*u*v*. Les auteurs ont proposé de pondérer les deux descripteurs pour la
concaténation afin de donner plus ou moins d’importance à la couleur par rapport
à la forme. Après différents tests sur la base de Vogel et al. [104] ils ont retenu les
poids de 0.8 pour la forme et de 0.2 pour la couleur. Sur cette base, les taux de
reconnaissance sont de l’ordre de 63% pour la forme seule, 54% pour la couleur
seule et 66.5% pour la combinaison proposée.
Van de Weijer et al. [101] ont aussi proposé une concaténation du descripteur
SIFT avec divers histogrammes couleur locaux. Ces histogrammes sont calculés
à partir de différentes composantes couleur :
• les composantes normalisées Cr,Cv (2D) (cf. page 44),
• la teinte (1D),
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• l’angle de composantes opposées (1D) [99], fondé sur un rapport de déri-
vées dans l’espace couleur opposé o1o2o3 (cf. page 61),
• l’angle sphérique (1D) [99], fondé sur un rapport de dérivées dans l’espace
couleur sphérique rθϕ (cf. page 60),
• les composantes normalisées par la méthode de Finlayson [37] (cf. page
44).
De plus, les auteurs proposent de pondérer chaque occurrence de ces compo-
santes en fonction de leur instabilité, afin d’obtenir des histogrammes robustes. Ils
conservent les 128 dimensions du SIFT et quantifient les histogrammes couleurs
sur 37 ou 121 cellules, selon qu’ils considèrent des données 1D ou 2D, respec-
tivement. Les SIFT sont combinés à un seul histogramme couleur à chaque fois,
donnant ainsi 5 combinaisons à tester. Expérimentalement, ils ont retenu les poids
de 1 pour la forme et 0.6 pour la couleur. Ils ont testé les performances des des-
cripteurs dans 3 conditions différentes : i) éclairage variable et point de vue fixe ;
ii) éclairage fixe et point de vue variable et iii) éclairage et point de vue variables.
Dans le premier cas, ils montrent que l’addition d’information couleur au des-
cripteur de forme n’apporte que très peu d’information supplémentaire. Dans le
second cas, le descripteur couleur donne de meilleurs résultats que le descrip-
teur de forme et l’ajout d’information de forme à celle de couleur ne permet pas
d’augmenter les performances. Dans le troisième cas, les auteurs montrent que le
meilleur descripteur est celui qui combine la couleur et la forme.
Dahl et al. [23] quant à eux ont pris le parti de résumer l’information couleur
d’une région détectée à sa moyenne dans l’espace RVB. Au préalable, ils recom-
mandent d’appliquer une égalisation des histogrammes de chaque composante
pour obtenir des valeurs peu sensibles aux variations d’illumination [28] (cf. page
47 pour la justification). Le descripteur proposé est une concaténation des SIFT
dont la dimension a été réduite à 12 et du descripteur couleur 3D avec les pondéra-
tions suivantes : 0.5 pour la forme et 0.5 pour la couleur. Les tests ont été effectués
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sur la base de H. Stewénius et D. Nistér (http ://www.vis.uky.edu/ stewe/ukbench/)
et montrent que l’information de couleur, même si elle est très simple, permet
d’augmenter de 7% les meilleurs résultats obtenus par les SIFT seuls.
De même que Van de Weijer et al., Zhang et al. ont combiné les descripteurs
SIFT avec des histogrammes couleur locaux [109]. Ils ont choisi de travailler avec
les composantes couleur suivantes :
• les composantes normalisées Cr,Cv quantifiées chacune sur 9 niveaux,
• la teinte quantifiée sur 36 niveaux,
• les composantes l1, l2 [48] quantifiées chacune sur 9 niveaux (cf. page 41).
Pour ajouter de l’information spatiale dans la description colorimétrique, les
auteurs ont proposé de diviser circulairement la région avoisinante autour des
points caractéristiques détectés en 3 anneaux concentriques et de calculer les his-
togrammes de chacun de ces anneaux. Le descripteur couleur est donc ici une
concaténation des 3 histogrammes couleur, donnant ainsi un descripteur à 594 di-
mensions (3x9x9+3x36+3x9x9). Une ACP permet de réduire cette dimension à
60. Le descripteur forme-couleur est une concaténation du descripteur SIFT avec
ce descripteur couleur, donnant ainsi un descripteur de dimension 188. La pondé-
ration utilisée ici est de 1 pour la forme et 0.2 pour la couleur. Les tests expéri-
mentaux montrent que sur la base de l’INRIA (http ://lear.inrialpes.fr/data), l’ajout
de la couleur au descripteur SIFT permet d’augmenter le nombre d’appariements
corrects entre deux images de 45%.
2.4.2 Deux étapes successives pour la comparaison d’images
Passons maintenant aux approches que l’on pourrait qualifier de séquentielles.
Les trois méthodes suivantes utilisent la couleur dans une première étape pour
comparer les caractéristiques colorimétriques de deux régions image. Des des-
cripteurs de forme sont ensuite calculés, dans une seconde étape, pour vérifier que
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ces régions présentent aussi des caractéristiques de forme similaires.
La première méthode, proposée par Khan et al. [60, 103] repose sur une ana-
lyse locale des distributions des couleurs. Plus précisément, les auteurs proposent
de caractériser une région par un histogramme de teintes ou par un histogramme
de couleurs spécifiques obtenues par apprentissage [102]. Pour leur tâche de clas-
sification d’objets, ils utilisent une approche sac de mots (cf. Annexe A) en cal-
culant des mots visuels liés à la forme ainsi que des mots visuels liés à la couleur.
L’idée ici est de pondérer chaque mot visuel de forme dans le sac de mots de
forme par la probabilité, fournie par les mots visuels couleur, que le pixel d’où
est extrait ce mot appartienne à l’objet recherché. L’intérêt de cette approche re-
pose sur le fait que, si la couleur n’est pas discriminante dans une base d’image,
les probabilités couleur seront uniformément réparties sur tous les objets et seule
la forme sera prise en compte. Les problèmes liés à la définition des poids op-
timaux forme/couleur pour chaque base peuvent ainsi être surmontés. Dans le
même contexte, Elsayad et al. [26] et Chenet al. [20] ont proposé d’utiliser des
sacs de mots visuels de forme et de pondérer la contribution des descripteurs de
forme dans ces sacs de mots par des valeurs provenant de l’information de cou-
leur. Leurs approaches sont similaires puisqu’ils proposent de travailler dans un
espace à 5 dimensions correspondant aux 3 composantes couleur et aux 2 coor-
données spatiales de chaque pixel. Ils tentent alors de déterminer les paramètres
du mélange de gaussiennes qui est le plus proche de la distribution des pixels dans
cet espace 5D. Les probabilités d’appartenance à ces gaussiennes sont alors les
poids utilisés dans les sacs de mots visuels fondés sur la forme.
La seconde méthode de combinaison séquentielle, proposée par Farag et al. [27]
met en œuvre un classifieur Bayesien fondé sur l’information de teinte et est uti-
lisé pour détecter dans une image les pixels qui appartiennent potentiellement à
une classe d’objets donnés. Ainsi, plusieurs images d’objets peuvent être asso-
ciées à une image après cette première étape utilisant exclusivement l’information
de couleur. Ensuite, les descripteurs SIFT de l’image traitée sont extraits et com-
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parés à ceux des objets de la base. La couleur est donc utilisée pour limiter le
nombre d’objets à comparer avec l’image à traiter et la forme est utilisée pour
affiner la décision finale. De la même manière, la méthode de Wu et. al consiste à
établir un premier appariement de régions entre deux images d’objets à comparer
en utilisant la couleur [106] et à valider ou invalider ce choix par la comparaison
des descripteurs SIFT de ces régions. Le descripteur couleur utilisé est composé
des moyennes et écarts-types de la région considérée pour les composantes a∗b∗
de l’espace L∗a∗b∗.
Les deux méthodes ci-dessous proposent plutôt d’utiliser la couleur dans un
second temps après un appariement de points fondé sur la forme. Ainsi, Ancuti
et al. considèrent que le nombre de points caractéristiques appariés après l’uti-
lisation des SIFT est trop faible pour comparer deux images [11]. Ils proposent
donc d’augmenter le nombre d’appariements en utilisant l’information de cou-
leur. La première étape consiste donc à utiliser la méthode de Lowe pour apparier
les points caractéristiques en utilisant l’information de forme [68]. Cependant,
les critères de non-appariement étant trop stricts avec cette méthode d’après les
auteurs, ces derniers proposent de reprendre les points non appariés et de tenter
de les apparier avec l’information de couleur. Le descripteur couleur utilisé ici
est l’histogramme des co-occurrences couleur proposé par Chang [18]. Cet his-
togramme compte le nombre co-occurrences de paires de couleur dans un même
voisinage. Les auteurs montrent que l’utilisation d’un simple seuil sur l’intersec-
tion entre ces histogrammes locaux permet d’ajouter des appariements entre deux
images sans augmenter le nombre de faux appariements. A la différence de Ancuti
et al., Goedeme et al. [50] estiment, au contraire, que la méthode d’appariement
de Lowe conduit à un trop grand nombre de faux appariements et propose de vali-
der chaque appariement fondé sur la forme par une prise en compte de la couleur.
Le descripteur couleur choisi cette fois repose sur les moments couleur proposés
par Mindru et al. [76].
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2.4.3 Comparaisons parallèles
Nous allons maintenant évoquer les approches exploitant parallèlement des-
cripteurs de forme et de couleur.
A l’instar de Van de Weijer et al. [101], Hegazy et al. [52] proposent d’as-
socier le descripteur SIFT à l’histogramme des angles de composantes opposées
(37-D) [99]. Cependant, plutôt que de concaténer ces deux descripteurs, les au-
teurs proposent de calculer les probabilités de présence d’un objet dans une image
en considérant d’une part le descripteur SIFT et d’autre part le descripteur couleur.
La décision finale est prise grâce au classifieur Adaboost qui combine ces deux
probabilités. Des tests de classification sur les bases Caltech [1] et Graz02 [2]
montrent que cette combinaison de descripteurs fournit toujours de meilleurs ré-
sultats que l’exploitation de chaque descripteur indépendamment.
Wu et al. [107] ont proposé, quant à eux, d’associer au descripteur SIFT, un
histogramme couleur calculé dans l’espace HSV (63=216-D) pour suivre des ob-
jets. La méthode de suivi repose sur un filtre particulaire pour lequel les poids des
particules sont mis à jour itérativement, en prenant en compte alternativement le
descripteur couleur et le descripteur de forme. Les résultats de tracking montrent
que la prise en compte simultanée des informations de couleur et de forme permet
d’obtenir de meilleurs résultats que si seule la couleur est prise en compte.
Hu et al. [53] utilisent les auto-corrélogrammes comme descripteurs couleur.
Un auto-corrélogramme est un tableau à double entrées dont un axe représente
une couleur Ci et l’autre une distance d j [54]. La cellule de coordonnées (i, j)
représente le nombre de fois qu’un couple de pixels de couleur Ci se situe à une
distance d j l’un de l’autre. Ce descripteur représente donc l’évolution des paires
de pixels de même couleur en fonction de la distance dans l’image. Ainsi, Hu et
al. calculent la similarité entre deux objets en effectuant le rapport d’une mesure
de similarité entre les ensembles de descripteurs SIFT des deux objets sur une
distance entre leurs auto-corrélogrammes. La combinaison entre la forme et la
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couleur a donc lieu au niveau du calcul de la distance entre deux objets.
Schügerl et al. [91] choisissent de combiner le descripteur SIFT avec un des-
cripteur couleur recommandé dans le standard de compression vidéo MPEG-7. Ce
descripteur couleur divise la région détectée en 64 blocs organisés sur une grille
8x8, chaque bloc étant caractérisé par la moyenne des pixels qui le constituent
dans l’espace YCrCb. Une décomposition en cosinus discret (DCT) est alors ap-
pliquée sur chaque plan couleur et seuls les coefficients représentant les basses
fréquences sont conservés pour décrire la région. Le descripteur est donc un en-
semble de coefficients DCT calculés sur les plans Y, Cb et Cr. Pour une image
requête donnée, les deux descripteurs de chaque région locale détectée vont être
comparés aux ensembles de descripteurs des objets de la base et ainsi, chaque des-
cripteur va voter, indépendamment de l’autre, pour un objet. L’image requête sera
alors associée aux objets de la base ayant obtenu le plus grand nombre de votes.
Enfin, Nilsback et al. [87] combinent la couleur et la forme à partir de des-
cripteur de forme utilisant les SIFT et les histogrammes de gradients tandis que le
descripteur couleur est l’histogramme calculé dans l’espace HSV. Dans le cadre
de la classification d’images de fleurs, Nilsback et al. montrent que la combinai-
son de la forme et de la couleur permet d’améliorer nettement les résultats fournis
par chaque caractéristique indépendamment.
2.4.4 Descripteurs spatio-colorimétriques
Nous concluons maintenant cette partie par les approches spatio-colorimétriques.
Les méthodes de cette catégorie sont fondées sur l’extraction de descripteurs
spatio-colorimétriques, c’est à dire de descripteurs donc chaque dimension contient
à la fois une information de couleur et une information de forme. Les descripteurs
spatio-colorimétriques les plus utilisés sont les SIFT couleur. Les SIFT ayant été
initialement définis pour les images en niveaux de gris, leur structure ne convient
pas à des images multi-composantes. Les SIFT couleur reposent donc simplement
sur une généralisation des SIFT classiques appliqués marginalement à chaque
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composante couleur. Par exemple, Bosch et al. [15] proposent d’extraire les SIFT
dans l’espace couleur HSV et montrent que les résultats de reconnaissance sont
meilleurs que ceux obtenus avec les SIFT extraits des images en niveaux de gris.
L’originalité des travaux proposant des SIFT couleur reposent uniquement sur les
composantes invariantes couleur utilisées pour extraire ces descripteurs. Le dé-
faut de ces approches est que la dimension déjà élevée du descripteur SIFT (128)
est multipliée par le nombre de composantes couleur. Pour extraire leurs descrip-
teurs SIFT couleur Abdel-Hakim et al. [10] et Burghouts et al. [17] ont proposé
d’utiliser les invariants couleur de Geusebroek et al. [45] qui reposent sur l’espace
couleur gaussien (cf. page 50). Grâce à une étude comparative de différents des-
cripteurs de niveaux de gris, de couleur, de forme et spatio-colorimétriques, Bur-
ghouts et al. montrent que le descripteur SIFT fondé sur la composante invariante
C (cf. page 52) fournit les meilleurs résultats. Van de Sande et al. [98] ont aussi
testé de nombreux descripteurs locaux couleur, de forme et spatio-colorimétriques
et ils ont montré que les SIFT extraits de l’espace couleur opposé (cf. page 61)
sont les plus performants en règle générale. Notons cependant que les descripteurs
SIFT extraits de l’espace couleur gaussien n’ont pas été intégrés à ces tests. Fina-
lement, Chu et al. [21] ont montré que les descripteurs en niveaux de gris SURF
peuvent également être appliqués sur différents plans couleur et fournir de bons
résultats. Ils montrent notamment que les descripteurs SURF fondés sur la com-
posante invariante C (cf. page 52) fournit des résultats très légèrement supérieurs
aux SURF extraits de l’espace couleur opposé o1o2o3.
D’autres approches ont également été proposées pour extraire des descrip-
teurs spatio-colorimétriques des images. Luke et al. s’inspirent de la structure des
SIFT, qui est une concaténation d’histogrammes d’orientations de gradients pon-
dérés par l’amplitude, proposent de caractériser le contenu d’une région locale par
une concaténation d’histogrammes d’orientation de teintes pondérés par la satu-
ration [69]. L’idée est ici que la teinte d’un pixel est d’autant plus significative
que sa saturation est élevée. Les auteurs montrent que ce descripteur fournit de
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meilleurs résultats que les SIFT en niveaux de gris. S’inspirant des travaux de
Matas et al. [71], Naik et al. proposent de décrire une image par un ensemble
de descripteurs locaux couleur [85]. Pour cela, ils détectent toutes les régions qui
contiennent plusieurs couleurs et chaque région est caractérisée par l’ensemble
des couleurs qu’elle contient. Les régions, ainsi extraites dans une même image,
sont comparées deux à deux par une distance de Hausdorff de manière à ne conser-
ver qu’un ensemble de régions distinctes. L’ensemble de descripteurs locaux qui
caractérisent l’image représente donc la manière dont s’organisent les couleurs lo-
calement dans l’image. Geusebroek [46] a aussi proposé des descripteurs couleur
locaux invariants qui sont fondés sur des dérivées spatiales calculées dans l’es-
pace couleur gaussien [44]. En effet, il propose de caractériser chaque région par
12 paramètres de Weibull extraits des histogrammes de ces composantes dérivées
et montre que ces descripteurs sont peu sensibles aux rotations de l’objet dans
l’espace puisqu’à la différence des SIFT, ils ne sont pas fondés sur les directions
de gradient dans l’espace image. La manière la plus intuitive de combiner locale-
ment la couleur et la forme consiste à réorganiser chaque région carrée de taille
N×N en un vecteur de dimension 3N2 où le 3 correspond au nombre de com-
posantes couleur qui caractérisent chaque pixel. Qiu [89] propose d’utiliser cette
représentation avec l’espace couleur YCrCb. Ainsi, il sous-échantillonne toutes
les régions carrées une imagette de taille 4× 4 de laquelle il extrait l’informa-
tion de luminance Y, donnant ainsi un vecteur 16-D achromatique, puis il sous
échantillonne à nouveau en une imagette de taille 2× 2 dont il extrait les com-
posantes de chrominance Cr et Cb, conduisant à deux vecteurs 4-D vecteurs 4-D
chromatiques. Il applique ensuite une quantification vectorielle dans les espaces
de description 16-D et 4-D pour extraire les mots visuels chromatiques et achro-
matiques. Une image est alors caractérisée par les histogrammes de mots visuels
(sacs de mots) chromatiques et achromatiques. Qiu montre que cette représenta-
tion fournit de meilleurs résultats que les auto-corrélogrammes couleur sur deux
bases d’images couleur.
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2.5 Conclusion
Le principale contribution de ce chapitre est qu’il dresse un état de l’art origi-
nal des caractéristiques couleur invariantes notamment utilisées dans le cadre de la
reconnaissance d’objets ou de l’indexation d’images. Nous avons montré, en nous
référant à de nombreux travaux, que la couleur est une information essentielle
pour reconnaître des objets car d’une part elle augmente le pouvoir discriminant
des descripteurs, et d’autre part elle permet une invariance des descripteurs par
rapport aux variations radiométriques et photométriques. Nous avons également
montré que cette invariance doit être adaptée à l’application car toute contrainte
additionnelle, toute hypothèse restrictive diminue le pouvoir discriminant. Dans ce
chapitre, nous avons aussi montré de quelles manières la couleur peut être norma-
lisée pour déterminer des caractéristiques insensibles à certaines variations pho-
tométriques ou radiométriques. Cette normalisation est fondée sur des hypothèses
précises qui portent sur la formation de la couleur, les propriétés de réflexion des
éléments de surface, les sensibilités des capteurs du système d’acquisition, les
caractéristiques de l’éclairage ou directement sur le modèle de variations photo-
métriques et radiométriques. Nous avons alors dressé une liste de caractéristiques
couleur qui, sous ces hypothèses, permettent d’obtenir une insensibilité à telle ou
telle variation.
Dans le cadre de cette étude, nous avons restreint notre champ d’analyse à une
description générale la plus synthétique du domaine. Nous renvoyons le lecteur,
intéressé par une description plus précise de telle ou telle caractéristique couleur
invariantes, vers les références citées. Nous renvoyons également le lecteur, inté-
ressé par une comparaison quantitative ou applicative des caractéristiques couleur
invariantes vers ces mêmes références. Dans ce chapitre nous nous sommes fo-
calisés uniquement sur des aspects fondamentaux, la plupart des caractéristiques
couleur proposées étant basés sur des paramètres d’étude différents, des hypo-
thèses pas nécessairement identiques, des propriétés d’invariance plus ou moins
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contraignantes (cf. telles 1.4 à 1.4), et des champs d’application dissimilaires.
Dans la seconde partie de ce chapitre, nous avons montré de quelle manière la
couleur peut être plus ou moins prise en compte dans les descripteurs locaux clas-
siques. Nous avons vu qu’une des tendances récentes est de l’associer au descrip-
teur de forme SIFT. La combinaison peut être faite par une simple concaténation
de descripteurs, par une prise en compte séquentielle de ces descripteurs, par un
traitement parallèle ou directement par un descripteur spatio-colorimétrique dont
chaque dimension est liée à ces deux informations.
Dans le cadre de cette seconde partie, nous avons également restreint notre
champs d’analyse aux différentes possibilités de combiner un descripteur couleur
à un descripteur de forme. Nous renvoyons le lecteur intéressé par les descripteurs
locaux, autres que les SIFT (et par extension du SURF), vers les références du do-
maine. Dans ce chapitre nous nous sommes focalisés sur les SIFT car ce descrip-
teur est le descripteur de référence dans le domaine pour combiner descripteurs
couleurs et descripteurs de forme (cf Annexe B). Par la suite (cf. Chapitre 6), nous
nous attacherons à effectuer des comparaisons via des tests comparatifs.
Les dernières études récentes, citées dans ce chapitre, ont montré que les SIFT
couleur fournissaient les meilleurs résultats en terme d’appariement de régions et
de classification d’objets. Nous introduirons donc ces descripteurs dans nos tests
expérimentaux du chapitre 6.
Cependant, le problème de cette description orientée gradient local est double.
D’une part, il s’agit d’une information très locale qui peut être sensible aux bruits
et aux variations importantes de points de vue [44, 79]. De plus, comme nous le
démontrerons par la suite, il est aussi très difficile de résumer cette somme d’in-
formations très locales dans un descripteur compact. Les SIFT couleur ont en effet
une dimension assez élevée (généralement 384), ce qui peut se réveler probléma-
tique dans le cadre de la classification pour laquelle des méthodes d’échantillon-
nage sont nécessaires (e.g. sacs de mots visuels). D’autre part, les descripteurs
locaux qui utilisent cette information de gradient ont été initialement définis pour
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les images à niveaux de gris dans lesquelles les pixels sont caractérisés par une
seule valeur. Leur extension à la couleur consiste donc simplement à extraire in-
dépendamment les descripteurs niveaux de gris de chaque composante couleur,
que celles-ci soient invariantes ou non [10, 15, 17, 98]. La dimension vectorielle
de la couleur n’est donc que partiellement prise en compte dans ces descripteurs.
Pour toutes ces raisons, nous allons donc proposer une approche alternative dans
le chapitre suivant.
-80-

CHAPITRE 3
INVARIANCE PAR
TRANSFORMATIONS AFFINES
ENTRE ESPACES COULEUR ET
IMAGE
Table des matières
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.2 Transformations affines entre deux espaces différents . . . 84
3.2.1 Solution des moindres carrés . . . . . . . . . . . . . . 85
3.2.2 Pouvoir discriminant . . . . . . . . . . . . . . . . . . 90
3.2.3 Invariance et covariance . . . . . . . . . . . . . . . . 92
3.2.4 Contraintes sur la transformation TOV D . . . . . . . . . 94
3.3 De l’espace image vers l’espace couleur . . . . . . . . . . . 99
3.3.1 Illustration . . . . . . . . . . . . . . . . . . . . . . . 99
81
CHAPITRE 3. INVARIANCE PAR TRANSFORMATIONS AFFINES ENTRE
ESPACES COULEUR ET IMAGE
3.3.2 Le descripteur IVC . . . . . . . . . . . . . . . . . . . 101
3.3.3 Les contraintes géométriques et couleur d’IVC . . . . 104
3.4 De l’espace couleur à l’espace image . . . . . . . . . . . . . 108
3.4.1 Illustration . . . . . . . . . . . . . . . . . . . . . . . 109
3.4.2 Le descripteur CVI . . . . . . . . . . . . . . . . . . . 109
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
-82-
CHAPITRE 3. INVARIANCE PAR TRANSFORMATIONS AFFINES ENTRE
ESPACES COULEUR ET IMAGE
3.1 Introduction
Dans ce chapitre, nous introduisons deux nouveaux descripteurs couleur lo-
caux. A l’inverse de la tendance actuelle qui consiste à utiliser l’information de
gradients calculés en chaque pixel (GLOH [73], SURF [13], PCA-SIFT [57] ou
SIFT couleur [10, 15, 17, 98]), nous proposons de résumer le contenu d’une ré-
gion extraite d’une image en utilisant la répartition spatiale des couleurs dans cette
région. En effet, l’utilisation de l’information de gradients locaux pose deux pro-
blèmes majeurs. Tout d’abord, comme cette information est très locale puisque
calculée à l’échelle du pixel, (i) elle est sensible au bruit dans les images, (ii)
comme les variations géométriques perturbent beaucoup l’organisation locale des
pixels, cette information n’est que partiellement invariante aux transformations
affines dans l’espace 3D de la scène observée (rotations 3D, détection approxi-
mative) [46, 79] et enfin (iii) il est difficile de résumer de manière compacte cette
somme d’informations locales. Ce qui explique pourquoi la plupart des descrip-
teurs qui utilisent le gradient ne sont pas compacts. Le second problème provient
du fait que les descripteurs qui utilisent l’information de gradients ont été ini-
tialement définis pour caractériser le contenu d’images en niveaux de gris. Leur
extension à la couleur consiste donc dans la plupart des cas à extraire le descrip-
teur sur chaque composante de manière indépendante sans exploiter la structure
vectorielle de la couleur [10, 15, 17, 98].
Ainsi, même si les SIFT couleur fournissent de très bons résultats en terme
de reconnaissance et de classification d’objets [17, 98], nous défendons l’hypo-
thèse qu’ils ne constituent pas la méthode la plus pertinente pour combiner l’in-
formation de couleur et de forme dans les images. Comme la plupart des sys-
tèmes d’acquisition fournissent aujourd’hui des images couleur, nous proposons,
dans ce chapitre, des descripteurs locaux spécifiquement définis pour prendre en
compte simultanément les 3 composantes couleur des pixels. En effet, chaque
pixel étant caractérisé par 3 composantes dans l’espace couleur (RV B) et 2 dans
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l’espace image (xy), nous considérons l’ensemble des pixels présents dans une ré-
gion détectée et estimons les ’meilleures’ transformations affines qui permettent
de passer des coordonnées spatiales aux coordonnées couleur et inversement. Bien
entendu, ce type de transformation n’a aucune signification physique, mais nous
montrons qu’elle permet d’obtenir des coordonnées qui dépendent des couleurs
présentes dans la région considérée ainsi que de la manière dont ces couleurs sont
organisées spatialement. Cette propriété leur procure un pouvoir discriminant im-
portant qui peut être exploité par un descripteur local. De plus, la transformation
de l’espace image vers l’espace couleur (IVC) fournit des coordonnées qui sont
invariantes à n’importe quelle transformation affine dans l’espace image alors que
les coordonnées obtenues par transformation de l’espace couleur vers l’espace
image (CVI) sont invariantes à toute transformation affine appliquée dans l’es-
pace couleur. Ainsi, en plus d’être compacte, la concaténation du descripteur IVC
et du descripteur CVI gère très bien le compromis entre pouvoir discriminant et
invariance.
Le chapitre est organisé de la façon suivante. Dans la seconde partie, nous
discutons les avantages inhérents à l’utilisation d’une transformation affine entre
deux espaces, quels que soient ces espaces. Nous considérons ensuite la spécifi-
cité de chaque transformation dans les parties suivantes, à savoir la partie 3 sera
consacrée à la transformation de l’espace image vers l’espace couleur alors que
la partie 4 sera consacrée à la transformation de l’espace couleur vers l’espace
image.
3.2 Transformations affines entre deux espaces dif-
férents
Dans ce chapitre, nous allons expliquer comment appliquer des transforma-
tions affines d’un espace vers un autre. Comme nous travaillons à partir des in-
formations couleur et spatiale associées aux pixels, l’un de ces espaces sera l’es-
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pace 2D image dans lequel les pixels sont caractérisés par leurs coordonnées x
et y et l’autre espace sera l’espace couleur dans lequel les coordonnées associées
aux pixels seront les niveaux de rouge R, vert V et bleu B. Notre approche ex-
ploite deux transformations, l’une de l’espace image vers l’espace couleur (IVC)
et l’autre de l’espace couleur vers l’espace image (CVI). Ces transformations ont
des points communs qui vont être traités dans cette partie et des spécificités qui
seront analysées dans les parties suivantes. L’objet de cette partie est d’expliquer
la manière dont sont calculées les transformations entre deux espaces ainsi que les
propriétés des coordonnées obtenues après application de ces transformations.
3.2.1 Solution des moindres carrés
Considérons une ellipse détectée autour d’un pixel dans une image et le rec-
tangle de taille N ×M qui contient cette ellipse (cf. fig. 3.1). Chaque pixel Pi,
i ∈ [1,NM], de ce rectangle est caractérisé par 2 coordonnées spatiales notées xi
et yi ainsi que par 3 coordonnées couleur Ri, Vi et Bi1. L’idée consiste à calculer la
transformation affine d’un de ces espaces (image ou couleur) vers l’autre espace
(couleur ou image, respectivement). Dans cette partie, de manière à généraliser
la présentation, nous proposons de présenter la transformation d’un espace ori-
gine noté O vers un espace destination noté D , en gardant bien à l’esprit que ces
espaces sont des espaces image ou couleur (cf. fig. 3.2).
La dimension de l’espace d’origine est notée NO et celle de l’espace desti-
nation ND , de sorte que NO et ND ∈ {2,3}. Les coordonnées du pixel Pi sont
(O1i ,O
2
i , ...,O
NO
i ) dans l’espace d’origine et (D
1
i ,D
2
i , ...,D
ND
i ) dans l’espace desti-
nation. L’objectif consiste à déterminer une transformation affine TOV D qui permet
1Pour alléger les notations, nous proposons de noter ces coordonnées Ri, Vi et Bi plutôt que
CR(Pi), CV (Pi) et CB(Pi) comme dans le chapitre précédent
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FIGURE 3.1 – Une ellipse détectée autour d’un pixel dans une image et le rectangle
N×M qui la contient.
le passage des coordonnées d’origine aux coordonnées de destination de telle sorte
que : [
D1i D
2
i ... D
ND
i
]
=
[
O1i O
2
i ... O
NO
i 1
]
·TOV D, (3.1)
où le coefficient 1 est introduit dans la matrice des coordonnées d’origine afin de
prendre en compte une translation éventuelle de manière à ce que TOV D, la matrice
de transformation de taille (NO + 1)×ND soit équivalente à une transformation
affine.
Cette transformation peut facilement être déterminée si nous considérons un
seul pixel mais lorsque les NM pixels de la région considérée sont pris en compte,
nous pouvons simplement trouver une approximation de telle sorte que :
MD ≈MO ·TOV D, (3.2)
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FIGURE 3.2 – L’espace image 2D et l’espace couleur 3D. L’idée consiste à déter-
miner la ’meilleure’ transformation affine de l’espace image vers l’espace couleur
(IVC) ou de l’espace couleur vers l’espace image (CVI). Pour IVC (CVI, resp.)
l’espace origineO est l’espace image (couleur, resp.) et l’espace destinationD est
l’espace couleur (image, resp.).
où
MD =

D11 D
2
1 ... D
ND
1
D12 D
2
2 ... D
ND
2
.
.
.
D1NM D
2
NM ... D
ND
NM

est une matrice(NM)×ND , (3.3)
-87-
CHAPITRE 3. INVARIANCE PAR TRANSFORMATIONS AFFINES ENTRE
ESPACES COULEUR ET IMAGE
et
MO =

O11 O
2
1 ... O
NO
1 1
O12 O
2
2 ... O
NO
2 1
.
.
.
O1NM O
2
NM ... O
NO
NM 1

est une matrice (NM)× (NO +1). (3.4)
Pour estimer une solution de l’équation (3.2), nous proposons d’appliquer la
méthode des moindres-carrés qui fournit la transformation TOV D minimisant la
somme des résidus au carré, c’est à dire la somme des distances entre les points à
associer dans l’espace de destination. Cette solution est définie comme :
TOV D = M+OMD , (3.5)
où M+O est la pseudo-inverse de la matrice MO .
Il existe plusieurs pseudo-inverses pour une matrice donnée, nous proposons
d’utiliser celle fournie par la décomposition en valeurs singulières (SVD). La SVD
décompose la matrice MO de taille NM× (NO + 1) en une matrice U carrée de
taille NM×NM , une matrice S diagonale de taille NM× (NO+1) et une matrice
carrée V de taille (NO +1)× (NO +1) de telle sorte que :
MO =USV ′. (3.6)
De plus, les matrices U , V et S ont les propriétés suivantes :
• U est orthonormale, c’est à dire UU ′ =U ′U = INM,
• V est orthonormale, c’est à dire VV ′ =V ′V = INO+1,
• S+S = Yk/(NO+1) et SS+ = Yk/NM,
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où In est la matrice identité n× n, k = rang(MO) et Yn/m, m > n est une matrice
m×m constituée de la matrice identité n×n dans son coin haut-gauche et de zéros
partout ailleurs :
Yn/m =

0 ... 0
In ..
. ...
0 ... 0 ... 0
... ... ...
0 ... 0 ... 0

. (3.7)
Une autre décomposition qui va être utile pour notre travail peut être déduite
de la SVD. En effet, la matrice MO de rang k peut être obtenue par le produit de
la matrice Uk de taille k× k, de la matrice Sk de taille k× k et de la transposée de
la matrice Vk de taille (NO +1)× k, et ce de la manière suivante :
MO =UkSkV ′k , (3.8)
où les matrices Uk, Vk and Sk ont les propriétés suivantes :
• U ′kUk = Ik mais UkU ′k 6= Ik,
• V ′kVk = Ik mais VkV ′k 6= Ik,
• S+k Sk = SkS+k = Ik.
Grâce à ces deux décompositions, la pseudo-inverse de la matrice MO est dé-
finie par :
M+O =V.S
+.U ′ =Vk.S+k .U
′
k. (3.9)
A partir de cette pseudo-inverse et de l’équation (3.5), nous pouvons détermi-
ner la transformation TOV D qui permet le passage de l’espace origine à l’espace
destination. Dans les paragraphes suivants, nous présentons les propriétés d’une
telle transformation.
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3.2.2 Pouvoir discriminant
Suivant l’approche des moindres-carrés, nous avons obtenu une transforma-
tion affine TOV D. L’application de cette transformation aux coordonnées d’origine
(O1i ,O
2
i , ...,O
NO
i ) du pixel Pi appartenant à la région considérée fournit des coor-
données dans l’espace de destination notées (Dˆ1i, Dˆ2i, ...,
ˆDNDi ) :
[O1i O
2
i ...O
NO
i 1]TOV D = [Dˆ1iDˆ2i...
ˆDNDi ]. (3.10)
Puisqu’il n’y a aucune raison qu’une transformation affine existe entre l’es-
pace image et l’espace couleur pour une image quelconque, les coordonnées (Dˆ1i,
Dˆ2i, ...,
ˆDNDi ) sont différentes des coordonnées (D
1
i ,D
2
i , ...,D
ND
i ). En effet, nous
pouvons noter que pour une région donnée, la seule manière d’avoir une trans-
formation affine entre l’espace image et l’espace couleur est d’avoir une région
qui représente des variations linéaires de couleurs proportionnelles aux coordon-
nées spatiales. La figure 3.3 représente le plan couleur qui s’ajuste au mieux à
la distribution couleur du rectangle de la figure 3.2. Dans la figure 3.3, les points
couleur représentent la distribution couleur de la région considérée, c’est à dire les
coordonnées (D1i ,D
2
i , ...,D
ND
i ) que nous cherchons à apparier avec la transforma-
tion des coordonnées image correspondantes et les points qui constituent le plan
couleur sont les coordonnées (Dˆ1i, Dˆ2i, ...,
ˆDNDi ) effectivement obtenues après ap-
plication de la transformation. Les lignes noires relient les paires de points corres-
pondants de coordonnées {Di, Dˆi} de telle sorte que la longueur de ces lignes est
directement liée aux valeurs de résidus. L’approche des moindres-carrés minimise
la somme des résidus au carré, c’est à dire la somme des longueurs de ces lignes.
Dans un souci de clarté, seule une partie des lignes est représentée.
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FIGURE 3.3 – Transformation de l’espace image vers l’espace couleur du rec-
tangle détecté dans la figure 3.2. Se référer au texte pour les explications.
En combinant les équations (3.5) et (3.10), nous avons :
[
Dˆ1i Dˆ2i ...
ˆDNDi
]
=
[
O1i O
2
i ... O
NO
i 1
]
M+OMD . (3.11)
Nous pouvons donc noter que les coordonnées (Dˆ1i , Dˆ2i, ...,
ˆDNDi ) d’un seul
pixel Pi ne dépendent pas seulement de sa couleur et de sa position dans l’image
mais aussi de toutes les couleurs présentes dans la région détectée et de leur dis-
tribution spatiale dans cette région. Ceci montre que, après l’application d’une
telle transformation affine, quelques coordonnées dans l’espace de destination
contiennent une quantité importante d’information. Le paragraphe suivant discute
de la robustesse de ces coordonnées en cas de variations des conditions d’acquisi-
tion.
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3.2.3 Invariance et covariance
Nous considérons un ensemble de points dans l’espace d’origine dont les co-
ordonnées constituent la matrice MO1 et un autre ensemble de points dans l’espace
de destination dont les coordonnées constituent la matrice MD1 . Chaque point dans
l’espace d’origine est associé à un point dans l’espace de destination. L’objectif
est d’évaluer la meilleure transformation affine globale TOV D1 de l’espace d’ori-
gine vers l’espace destination. A partir des paragraphes précédents, nous savons
que cette transformation TOV D1 est approchée par :
TOV D1 = M
+
O1
MD1. (3.12)
En appliquant cette transformation aux points dans l’espace d’origine, nous
obtenons des points dans l’espace destination dont les coordonnées sont regrou-
pées dans la matrice MˆD1 de telle sorte que :
MˆD1 = MO1TOV D1,
MˆD1 = MO1M
+
O1
MD1.
(3.13)
En utilisant la SVD de la matrice MO1 obtenue par l’équation (3.8) ainsi que
les propriétés des matrices utilisées pour cette décomposition, nous avons :
MˆD1 = MO1M
+
O1
MD1,
MˆD1 =Uk1Sk1V
′
k1Vk1S
+
k1
U ′k1MD1,
MˆD1 =Uk1Sk1Ik1S
+
k1
U ′k1MD1,
MˆD1 =Uk1Sk1S
+
k1
U ′k1MD1 ,
MˆD1 =Uk1Ik1U
′
k1MD1,
MˆD1 =Uk1U
′
k1MD1,
(3.14)
où k1 = rang(MO1).
Considérons maintenant deux transformations affines TO et TD et appliquons
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les respectivement aux ensembles de points dont les coordonnées constituent les
matrices MO1 et MD1 :
MO2 = MO1TO, (3.15)
et
MD2 = MD1TD. (3.16)
Nous proposons de mesurer l’impact de ces transformations sur les coordon-
nées MˆD2 dans l’espace de destination. Nous posons au préalable une restriction
sur les transformations TO et TD puisque nous supposons que rang(MO1TO) =
rang(MO1) et que rang(MD1TD) = rang(MD1), c’est à dire que ces transforma-
tions ne diminuent pas le nombre de dimensions indépendantes dans les espaces
considérés. Par exemple, si nous sommes dans l’espace image et que les points
considérés ne sont pas alignés, l’application de la transformation ne doit pas re-
tourner des points alignés. De même, le nombre de composantes couleur indépen-
dantes ne doit pas diminuer par application de la transformation.
A partir de ces deux matrices MO2 et MD2 , nous pouvons déduire la matrice
MˆD2 :
MˆD2 = MO2M
+
O2
MD2 ,
MˆD2 = MO1TO(MO1TO)
+MD1TD,
MˆD2 =Uk1Sk1V
′
k1TO(Uk1Sk1V
′
k1TO)
+MD1TD.
Comme U ′k1Uk1 = Ik1 (cf. eq. (3.8)), nous obtenons ensuite :
MˆD2 =Uk1Sk1V
′
k1TO(Sk1V
′
k1TO)
+U+k1 MD1TD,
MˆD2 =Uk1Sk1V
′
k1TO(Sk1V
′
k1TO)
+U ′k1MD1TD,
et comme Sk1V
′
k1TO est une matrice k1×NO1 dont le rang est k1 et k1 ≤ NO1 , nous
avons :
Sk1V
′
k1TO(Sk1V
′
k1TO)
+ = Ik1 (3.17)
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et donc :
MˆD2 =Uk1U
′
k1MD1TD. (3.18)
En utilisant l’équation (3.14), nous déduisons que MˆD2 = MˆD1TD. Comme ce
résultat ne dépend pas de TO, nous en déduisons que les coordonnées MˆD2 sont
invariantes à toute transformation affine TO appliquée au préalable dans l’espace
d’origine. De plus, nous notons aussi que ces coordonnées sont covariantes (c’est
à dire qu’elles varient de la même manière) à toute transformation affine appli-
quée au préalable dans l’espace de destination. Ceci est illustré dans la figure 3.4
qui présente trois cas de transformation (un par ligne). Dans un souci de clarté, les
espace origine et destination sont des espaces 2D. La première colonne représente
les points dans l’espace origine, la seconde les points dans l’espace de destination
et la troisième le résultat, c’est à dire les positions des points de l’espace origine
après leur avoir appliqué la transformation affine TOV D. Nous remarquons que
quand une transformation affine est appliquée au préalable dans l’espace d’ori-
gine (seconde ligne), les coordonnées résultantes dans l’espace de destination ne
sont pas modifiées alors que lorsqu’une transformation affine est appliquée dans
l’espace de destination au préalable (troisième ligne), les coordonnées résultantes
sont aussi modifiées de la même manière. Ceci montre les propriétés d’invariance
et de covariance de notre approche.
3.2.4 Contraintes sur la transformation TOV D
Nous avons souligné dans le chapitre 2 que toute invariance superflue pouvait
conduire à une baisse du pouvoir discriminant et il pourrait donc paraître oppor-
tun de contraindre la transformation affine TOV D en fonction des variations qui
sont susceptibles d’avoir lieu dans l’espace d’origine, de sorte à ne pas ajouter
une invariance à une transformation qui ne peut pas se produire. Par exemple,
pour une transformation de l’espace image vers l’espace couleur, si nous savons
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que les objets dans les images ne sont sujets qu’à des changements d’échelle,
des rotations dans le plan image et des translations, il n’est pas nécessaire d’in-
troduire des paramètres de cisaillement dans la transformation affine recherchée.
Cependant, nous montrons ci-dessous que l’application d’une contrainte sur la
transformation TOV D fait perdre aux coordonnées résultantes leur propriété de co-
variance avec une transformation appliquée au préalable dans l’espace destination
(de type TD). Nous testerons dans le chapitre 6 une approche avec contrainte et
une autre sans contrainte de manière à mesurer en pratique les avantages et les
inconvénients de chacune. L’intégration de contraintes géométriques est détaillée
dans la section 6.4.1
Pour notre démonstration, considérons le cas ci-dessus pour lequel nous avions
deux configurations différentes, l’une caractérisée par les matrices MO1 et MD1 et
l’autre par les matrices MO2 et MD2 , de telle sorte qu’il existe une transformation
TO entre les deux ensembles de coordonnées d’origine et une transformation TD
entre les ensembles de coordonnées de destination. Nous avons montré que sans
utiliser de contraintes sur TOV D, nous avons MˆD2 = MˆD1TD. Nous proposons de dé-
composer chacune des transformations TOV D1 et TOV D2 en un produit de matrices
aOV Di et bOV Di telles que TOV D1 = aOV D1bOV D1 et TOV D2 = aOV D2bOV D2 . La ma-
trice aOV Di représente donc une partie de la transformation (rotation et translation
par exemple) alors que la matrice bOV Di représente le reste de la transformation
(changement d’échelle et cisaillement, par exemple). Imposer des contraintes à
la transformation TOV Di revient à considérer que la matrice de transformation est
constituée d’une seule des deux matrices aOV Di et bOV Di . Nous notons TˆOV Di la
matrice de transformation contrainte tel que TˆOV Di = aOV Di . A partir de là, nous
avons :
TOV Di = TˆOV DibOV Di. (3.19)
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Nous en déduisons alors :
MˆD1 = MO1TˆOV D1,
MˆD1bOV D1 = MO1TˆOV D1bOV D1,
MˆD1bOV D1 = MO1TOV D1,
MˆD1bOV D1 = MO1M
+
O1
MD1,
MˆD1bOV D1 =Uk1U
′
k1MD1.
(3.20)
De la même manière nous obtenons :
MˆD2 = MO2TˆOV D2,
MˆD2bOV D2 = MO2TˆOV D2bOV D2,
MˆD2bOV D2 = MO2M
+
O2
MD2,
MˆD2bOV D2 = MO1TO(MO1TO)
+MD1TD,
MˆD2bOV D2 =Uk1U
′
k1MD1TD,
MˆD2bOV D2 = MˆD1bOV D1TD.
(3.21)
Ce résultat montre que la propriété de covariance n’est plus vérifiée lorsque
la transformation affine TOV D est contrainte puisque nous n’obtenons plus MˆD2 =
DˆD1TD . Or, par la suite, nous allons montrer que cette propriété de covariance est
exploitée lorsqu’il s’agit de contrôler le degré d’invariance du descripteur final par
rapport aux variations dans l’espace de destination.
Dans cette partie, nous avons montré que l’utilisation de la méthode des moindres-
carrés pour estimer la transformation TOV D permettait d’extraire de manière com-
pacte une information sur les couleurs présentes dans la région considérée ainsi
que leur distribution spatiale. De plus, nous avons montré qu’après application de
cette transformation, nous obtenons des coordonnées qui sont invariantes à toute
transformation affine appliquée au préalable dans l’espace d’origine et qui sont
covariantes aux transformations appliquées au préalable dans l’espace de desti-
nation, à condition que la transformation TOV D ne soit pas contrainte. Les deux
parties suivantes discutent les spécificités de ces deux transformations : de l’es-
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pace image vers l’espace couleur et de l’espace couleur vers l’espace image.
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FIGURE 3.4 – Trois exemples de propriété d’invariance d’une transformation af-
fine TOV D. A chaque point correspond un seul et unique symbole dans les espaces
origine et destination. A partir de ces paires, nous évaluons la transformation af-
fine qui permet de passer des positions d’origine (première colonne) aux posi-
tions destination (seconde colonne). La troisième colonne montre les positions
des points pris dans l’espace origine après leur avoir appliqué notre transforma-
tion TOV D. Chaque ligne expose un cas. La seconde ligne reprend le cas de la
première ligne après avoir appliqué une transformation TO aux positions d’origine
alors que pour la troisième ligne une transformation TD est appliquée préalable-
ment aux positions destination. Nous remarquons dans la troisième colonne que
les positions résultantes sont invariantes à TO et covariantes avec TD.
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3.3 De l’espace image vers l’espace couleur
Dans cette partie, nous considérons que l’espace origine est l’espace imageI
et que l’espace destination est l’espace couleur RV B C .
3.3.1 Illustration
En suivant l’approche présentée dans la section précédente, nous calculons la
transformation affine TIVC de l’espace image vers l’espace couleur puis nous ap-
pliquons cette transformation aux coordonnées spatiales dans l’image notées xy.
Les coordonnées 3D résultantes notées ˆRV B sont exprimées dans l’espace cou-
leur RV B. Nous avons déjà montré, d’une part, que les coordonnées ˆRV B d’un
seul pixel sont liées aux couleurs de tous les pixels présents dans la région consi-
dérée ainsi qu’à leur distribution spatiale et d’autre part, que ces coordonnées sont
invariantes à toute transformation Txy appliquée au préalable dans l’espace image
et covariantes à toute transformation TRV B appliquée au préalable dans l’espace
couleur. Ceci est illustré dans la figure 3.5 qui présente trois configurations, une
par ligne. La première colonne représente 3 images couleur dans lesquelles une ré-
gion est détectée. Ces régions décrivent grossièrement les mêmes surfaces d’étude
par rapport à un objet donné. Dans la seconde colonne, les pixels qui vont être pris
en compte pour calculer la transformation TIVC sont mis en valeur. La troisième
colonne donne une idée de la nouvelle répartition des pixels dans l’espace cou-
leur après leur avoir appliqué la transformation TIVC. L’image de la seconde ligne
est obtenue par application d’une transformation Txy aux coordonnées spatiales
des pixels de l’image de la première ligne alors que celle de la troisième ligne
est obtenue par application d’une transformation TRV B aux couleurs des pixels de
l’image de la première ligne. Les positions des pixels dans la troisième colonne
illustrent leurs propriétés d’invariance à Txy et de covariance à TRV B. En effet,
les positions des première et deuxième lignes (troisième colonne) sont très simi-
laires alors qu’il existe une transformation affine entre les coordonnées spatiales
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des images initiales correspondantes (première colonne). La légère différence qui
existe entre les coordonnées ˆRV B sont dues aux petites erreurs de détection en
terme de position, échelle et orientation. Enfin, nous notons que la transforma-
tion affine TRV B appliquée aux couleurs entre les images des première et troisième
lignes est aussi celle qui relient les coordonnées ˆRV B des pixels des mêmes lignes
dans la troisième colonne.
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FIGURE 3.5 – Invariance et covariance des coordonnées ˆRV B obtenues par appli-
cation de la transformation TIVC. Voir le texte pour les explications.
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3.3.2 Le descripteur IVC
Le descripteur local couleur IVC est extrait des coordonnées couleur ˆRV B ob-
tenues par application de la transformation TIVC. Comme nous considérons des
régions rectangulaires dans l’espace image, les formes obtenues après transfor-
mation sont des parallélogrammes (cf. troisième colonne de la figure 3.5) dont
les positions peuvent être exactement définies par la position de trois coins, c’est
à dire par 9 coordonnées. Ces 9 valeurs pourraient constituer le descripteur final
mais, de sorte à augmenter le pouvoir discriminant, plutôt que d’appliquer une
transformation TIVC à tous les pixels de la région détectée notée r0, nous propo-
sons de décomposer le rectangle en 4 sous rectangles de taille identique (r1, r2, r3
et r4) et d’appliquer indépendamment une transformation TIVC à chacun d’entre
eux. Nous obtenons ainsi 4 parallélogrammes notés rˆ1, rˆ2, rˆ3 et rˆ4 dont les posi-
tions peuvent être définies par 4× 9 = 36 valeurs. 36 sera donc la dimension de
ce descripteur.
Ce descripteur est invariant à toute transformation affine appliquée dans l’es-
pace image, mais il est très sensible aux variations photométriques qui perturbent
les couleurs des pixels. Nous proposons donc de normaliser les coordonnées des
parallélogrammes rˆi afin d’obtenir une invariance contrôlée, c’est à dire dont le
degré peut être adapté à la base d’images utilisée. Ce degré d’invariance sera un
paramètre du descripteur. Pour cela, nous exploitons la propriété de covariance
des coordonnées des coins des parallélogrammes rˆi avec les transformations ap-
pliquées dans l’espace couleur. En effet, puisque ces coordonnées sont définies
dans l’espace couleur, elles peuvent être normalisées comme les composantes
couleur. Ainsi, de par la propriété de covariance, si une variation photométrique
dans l’espace couleur peut être modélisée par une transformation affine (comme
nous l’avons montré dans le chapitre2), nous savons que nous pouvons suppri-
mer l’effet de cette variation en appliquant l’inverse de cette transformation aux
coordonnées des parallélogrammes rˆi. Comme nous travaillons sous des condi-
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tions d’acquisition non contrôlées, cette transformation n’est pas connue. Nous
proposons donc plutôt de normaliser ces coordonnées en appliquant une transfor-
mation affine Tnorm dont le nombre de degrés de liberté (ddl) est contrôlé. Ainsi,
en fonction du degré d’invariance souhaité, la transformation Tnorm sera une ma-
trice diagonale (3 ddl dans le modèle diagonal de l’éq. (2.20)), ou une matrice
diagonale et une matrice de translation 3× 1 (6 ddl dans le modèle diagonal et
translation de l’éq. (2.21)), ou une matrice 3× 3 (9 ddl dans le modèle linéaire
de l’éq. (2.22)), ou une transformation affine 3D (12 ddl dans le modèle affine
de l’éq. (2.23)). Les méthodes de calcul de la transformation Tnorm en fonction
du modèle choisi sont présentées dans la partie 3.3.3. Comme l’ont fait Mindru
et al. [78], nous allons considérer ici les modèles à 3, 6 et 12 ddl uniquement.
Lorsque le modèle des fonctions monotones croissantes (paragraphe 2.2.5) est re-
tenu, la normalisation (égalisations d’histogrammes 1D) est alors plutôt appliquée
comme un prétraitement à la région concernée.
Pour déterminer cette transformation de normalisation Tnorm, nous proposons
d’utiliser le parallélogramme rˆ0 obtenu en appliquant la transformation TIVC au
rectangle r0. Cependant, les coordonnées de ce parallélogramme ne sont pas in-
tégrées dans le descripteur final, elles sont simplement utilisées pour normaliser
celles des parallélogrammes rˆ1, rˆ2, rˆ3 et rˆ4. Pour cela, nous proposons de fixer
arbitrairement 4 points canoniques qui forment un parallélogramme dans l’espace
couleur. Le choix des positions absolues de ces points n’a que peu d’importance
car elles sont fixées une fois pour toute et sont les mêmes pour toutes les régions
comparées. Ensuite, utilisant une nouvelle fois l’approche des moindres carrés,
nous évaluons la meilleure transformation Tnorm qui déplace les coins du parallé-
logramme rˆ0 au plus proche de ces positions canoniques. Cette transformation est
alors appliquée aux parallélogrammes rˆ1, rˆ2, rˆ3 et rˆ4. Après application de cette
normalisation, les positions de 3 coins de ces 4 parallélogrammes constituent le
descripteur 36D IVC normalisé.
Ce processus est illustré dans la figure 3.6 sur l’ellipse correspondant à celle
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définie dans la figure 3.2. Tout d’abord, une transformation TIVC (une différente
pour chaque) est indépendamment appliquée à chaque rectangle r1, r2, r3 et r4
ainsi qu’au rectangle r0, fournissant ainsi les 5 parallélogrammes rˆ1, rˆ2, rˆ3, rˆ4 et
rˆ0 respectivement dans l’espace couleur. Ensuite la transformation Tnorm qui dé-
placent les coins du parallélogramme rˆ0 au plus proche des positions canoniques
(4 cercles bleus) est déterminée (approche des moindres-carrés) puis appliquée
aux parallélogrammes rˆ1, rˆ2, rˆ3 et rˆ4. Le descripteur IVC normalisé est constitué
des coordonnées de 3 coins (points rouges) de chacun des 4 parallélogrammes
dans l’espace couleur 3D représentés en bas à droite de la figure.
rˆ0
rˆ1 rˆ2
rˆ3 rˆ4
r0
r1
r2
r3
r4
T
n
o
r
m
Tnorm
Positions canoniques
Descripteur IVC
{ rˆ1, rˆ2, rˆ3, rˆ4}
FIGURE 3.6 – Le descripteur IVC est constitué des coordonnées 3D des 12 coins
rouges . Cf. le texte pour plus de détails.
-103-
CHAPITRE 3. INVARIANCE PAR TRANSFORMATIONS AFFINES ENTRE
ESPACES COULEUR ET IMAGE
3.3.3 Les contraintes géométriques et couleur d’IVC
Ce paragraphe expose de quelles manières les contraintes géométriques et cou-
leur peuvent être imposées aux transformations utilisées pour déterminer le des-
cripteur IVC.
Les contraintes géométriques
Dans le paragraphe 3.2.4, nous avons introduit la possibilité de contraindre la
transformation TIVC de manière à réduire le degré d’invariance géométrique du
descripteur final pour augmenter son pouvoir discriminant. En effet, il est habituel
de supposer que la transformation géométrique entre deux images peut être mo-
délisée par une rotation dans le plan image, un changement d’échelle et une trans-
lation, négligeant ainsi le cisaillement. Nous allons montrer dans ce paragraphe
comment nous pouvons imposer cette contrainte géométrique à la transforma-
tion recherchée. Cependant, nous avons souligné que la mise en place d’une telle
contrainte annule la propriété de covariance des coordonnées obtenues par rapport
aux variations photométriques. Il est donc indispensable d’utiliser cette contrainte
lorsque la normalisation photométrique décrite dans le paragraphe précédent n’est
pas nécessaire. De manière à pouvoir imposer une telle contrainte, il est nécessaire
de considérer un espace de destination couleur à 2 dimensions, négligeant ainsi la
3e`me. Dans ce cas, il est préférable de calculer 3 descripteurs indépendamment,
chacun dans un plan couleur 2D : {RV,RB,V B}. Nous allons ici présenter le cas
du plan RV qui peut être facilement étendu aux 2 autres plans. Ainsi, chaque pixel
Pi est caractérisé par 2 composantes spatiales xi et yi et 2 composantes couleur
Ri et Vi. Dans ce cas précis, la transformation TIVC peut être décomposée en une
matrice 2× 2 et une matrice de translation 2× 1. L’équation 3.1 peut alors être
ré-écrite de la manière suivante : m1 m2
m3 m4
 xi
yi
+
 t1
t2
=
 Ri
Vi
 , (3.22)
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où t1 et t2 sont les paramètres de translation et les coefficients m j, j = 1, ...,4 sont
les paramètres de rotation, changement d’échelle et cisaillement.
Lorsque le cisaillement peut être négligé, nous avons m3 = −m2 et m4 = m1
de telle sorte que : m1 m2
−m2 m1
 xi
yi
+
 t1
t2
=
 Ri
Vi
 . (3.23)
En regroupant les 4 paramètres recherchés dans une même matrice, nous ob-
tenons :  xi yi 1 0
yi −xi 0 1


m1
m2
t1
t2
=
 Ri
Vi
 . (3.24)
Cette équation ne prend en compte qu’un seul pixel et l’ajout des coordonnées
des autres pixels de la région détectée s’effectue en ajoutant des lignes dans les
matrices de part et d’autre :

xi yi 1 0
yi −xi 0 1
...
...


m1
m2
t1
t2
≈

Ri
Vi
.
.
.

. (3.25)
Cette équation peut être ré-écrite comme : [xy]T ≈ [RV ]. La transformation T
est alors déterminée par T = [xy]+[RV ]. Les 4 paramètres extraits de cette matrice
4×1 sont les m1, m2, t1 et t2 recherchés qui vont constituer la matrice contrainte
TIVC.
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Les contraintes couleur
Nous allons ici expliquer de quelle manière les contraintes peuvent être impo-
sées dans le calcul de la transformation Tnorm qui permet d’obtenir une invariance
contrôlée en normalisant les positions des coins du parallélogramme rˆ0. En effet,
cette transformation est celle qui déplace ces coins au plus proche des points ca-
noniques (cf. Page 102). Tous ces points se situant dans l’espace couleur, nous
allons noter leurs coordonnées Ri,Vi,Bi pour le ie`me coin du parallélogramme et
R′i,V ′i ,B′i pour le ie`me point canonique. L’idée étant de déplacer les 4 coins du pa-
rallélogramme vers les 4 points canoniques correspondants (le ie`me coin vers le
ie`me point) avec la transformation Tnorm, ce qui donne :
R′1 V
′
1 B
′
1
R′2 V
′
2 B
′
2
R′3 V
′
3 B
′
3
R′4 V
′
4 B
′
4
≈

R1 V1 B1 1
R2 V2 B2 1
R3 V3 B3 1
R4 V4 B4 1
 [Tnorm] . (3.26)
Lorsque nous limitons la normalisation à 3 ddl (modèle diagonal de l’éq.(2.20)),
nous obtenons alors :
R′1 V
′
1 B
′
1
R′2 V
′
2 B
′
2
R′3 V
′
3 B
′
3
R′4 V
′
4 B
′
4
≈

R1 V1 B1
R2 V2 B2
R3 V3 B3
R4 V4 B4


aR 0 0
0 aV 0
0 0 aB
 , (3.27)
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qui conduit à : 
R′1
V ′1
B′1
R′2
V ′2
B′2
R′3
V ′3
B′3
R′4
V ′4
B′4

≈

R1 0 0
0 V1 0
0 0 B1
R2 0 0
0 V2 0
0 0 B2
R3 0 0
0 V3 0
0 0 B3
R4 0 0
0 V4 0
0 0 B4


aR
aV
aB
 . (3.28)
La solution au sens des moindres carrés de cette équation nous permet alors
de définir les 3 coefficients aR, aV et aB.
De la même manière, si nous optons pour la normalisation à 6 ddl (modèle
diagonal et translation de l’éq.(2.21)), nous obtenons alors :
R′1 V
′
1 B
′
1
R′2 V
′
2 B
′
2
R′3 V
′
3 B
′
3
R′4 V
′
4 B
′
4
≈

R1 V1 B1
R2 V2 B2
R3 V3 B3
R4 V4 B4


aR 0 0
0 aV 0
0 0 aB
+

bR
bV
bB
 , (3.29)
ce qui peut être ré-écrit de la manière suivante pour isoler les inconnues dans une
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seule matrice : 
R′1
V ′1
B′1
R′2
V ′2
B′2
R′3
V ′3
B′3
R′4
V ′4
B′4

≈

R1 1 0 0 0 0
0 0 V1 1 0 0
0 0 0 0 B1 1
R2 1 0 0 0 0
0 0 V2 1 0 0
0 0 0 0 B2 1
R3 1 0 0 0 0
0 0 V3 1 0 0
0 0 0 0 B3 1
R4 1 0 0 0 0
0 0 V4 1 0 0
0 0 0 0 B4 1


aR
bR
aV
bV
aB
bB

. (3.30)
Cette équation nous permet aussi de déterminer les 6 coefficients de la trans-
formation.
Pour le modèle affine (éq.(2.23)) à 12 ddl, il n’y a aucune contrainte et les
12 paramètres de la transformation Tnorm sont directement obtenus à partir de
l’équation 3.26. Cependant, lorsque les normalisations des 3 composantes R, V et
B sont indépendantes, comme pour le modèle affine, les 4 points à normaliser ne
doivent plus être coplanaires, il faut donc prendre 3 coins du parallélogramme rˆ0
et 1 coin de rˆ1.
Nous allons maintenant présenter le descripteur obtenu par transformation de
l’espace couleur vers l’espace image.
3.4 De l’espace couleur à l’espace image
Dans cette partie, nous considérons que l’espace d’origine est l’espace couleur
RV B C et que l’espace de destination est l’espace image I .
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3.4.1 Illustration
L’objectif ici est d’évaluer la transformation TCV I au sens des moindres-carrés
depuis les coordonnées RV B des pixels jusqu’à leurs coordonnées spatiales xy et
d’appliquer cette transformation aux coordonnées RV B. Les coordonnées résul-
tantes xˆy d’un seul pixel sont aussi liées à la fois aux couleurs présentes dans la
région considérée et à leur distribution spatiale. De plus, comme ces coordonnées
sont invariantes à toute transformation affine appliquée au préalable dans l’espace
couleur, elles sont insensibles à la plupart des variations photométriques.
La figure 3.7 présente les mêmes cas que ceux affichés dans la figure 3.5.
Dans un souci de clarté, nous avons réduit la fenêtre d’observation des images
aux ellipses détectées. Ainsi, la première colonne représente les ellipses détectées
dans les images de la première colonne de la figure 3.5. Dans la seconde colonne
sont affichées les distributions couleur des régions rectangulaires correspondantes
alors que la troisième colonne montre les points couleur de ces distributions après
leur avoir appliqué la transformation TCV I . Ces représentations ne sont là que pour
illustrer les distributions relatives des points couleur dans l’espace image. En ef-
fet, plusieurs points peuvent avoir les mêmes coordonnées dans cet espace et nous
représentons ici uniquement le dernier point transformé à chaque position. Nous
pouvons remarquer que les coordonnées xˆy obtenues après transformation sont co-
variantes avec la transformation affine spatiale Txy et invariantes dans le cas d’une
transformation affine couleur TRV B. Ce sont bien les coordonnées des pixels dans
l’espace image qui sont invariantes puisqu’elles ne changent pas après application
d’une transformation couleur mais bien entendu les couleurs des pixels ont varié.
3.4.2 Le descripteur CVI
Le descripteur CVI est fondé sur les coordonnées xˆy obtenues par applica-
tion de la transformation TCV I à la distribution couleur de la région considérée.
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FIGURE 3.7 – Invariance et covariance des coordonnées xˆy obtenues après appli-
cation de la transformation TCV I . Cf. le texte pour plus de détails.
Ces coordonnées ne sont pas sensibles aux transformations affines couleur mais
sont covariantes avec les transformations affines spatiales. Par conséquent, plu-
tôt que de considérer les coordonnées absolues xˆy dans l’image, nous prenons
en compte les coordonnées ˆxryr relatives au rectangle associé à l’ellipse détec-
tée. C’est à dire que l’origine du repère est le centre du rectangle et que les axes
de coordonnées sont ses côtés dont les longueurs sont normalisées à 1, de sorte
que {xr,yr} ∈ [−0.5,0.5]. De par la propriété de covariance des coordonnées
absolues, ces coordonnées relatives sont invariantes aux variations d’échelle, aux
rotations et aux translations dans l’espace image.
Alors que les formes obtenues après application des transformations TIVC aux
rectangles détectés sont des parallélogrammes et peuvent donc être facilement
résumées par quelques valeurs, les formes obtenues après application des trans-
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formations TCV I sont complexes car liées aux distributions couleur des régions
concernées. Elles peuvent donc être difficilement résumées par quelques valeurs.
Nous proposons donc d’exploiter quelques propriétés de l’approche des moindres-
carrés pour caractériser l’ensemble des coordonnées ˆxryr. En effet, puisque ces co-
ordonnées sont le résultat de l’application d’une transformation affine dont le but
est de minimiser les écarts avec les coordonnées xryr, la transformation TxryrV ˆxryr
qui transforme les coordonnées relatives d’origine xryr (première colonne de la
figure 3.7) vers ces coordonnées ˆxryr (troisième colonne de la figure 3.7) peut être
modélisée par une matrice 2× 2 symétrique. Cette matrice décrit de quelle ma-
nière les coordonnées des pixels ont varié après l’application de la transformation
TCV I . Elle est donc porteuse d’information très intéressante pour décrire la distri-
bution des coordonnées ˆxryr. Par conséquent, nous proposons d’utiliser les trois
valeurs différentes extraites de cette matrice 2× 2 symétrique pour constituer ce
descripteur. Pour être concret, nous créons deux matrices NM×2 : la matrice Ixryr
qui contient les coordonnées relatives des pixels d’origine (i.e. xr yr) et la matrice
I ˆxryr qui contient leur coordonnées relatives après application de la transforma-
tion TCV I , N×M étant la taille de la région rectangulaire considérée. Ensuite, la
transformation TxryrV ˆxryr est définie comme : TxryrV ˆxryr = I
+
xryr I ˆxryr .
Ainsi, les 3 valeurs extraites de la transformation TxryrV ˆxryr sont invariantes à la
plupart des variations géométriques et photométriques. De manière à augmenter
le pouvoir discriminant du descripteur final CVI, nous proposons de décompo-
ser le rectangle original en 16 sous-rectangles de taille identique, comme le font
les descripteurs SIFT, et d’évaluer indépendamment ces trois valeurs pour chaque
rectangle. Nous obtenons donc un descripteur de taille 3× 16 = 48. Le proces-
sus est illustré dans la figure 3.8. Dans cette figure, l’image en haut à gauche
représente le rectangle qui a été détecté dans l’image 3.1 puis, décomposé en 16
sous-rectangles. Une transformation TCV I est calculée indépendamment pour cha-
cun de ces sous-rectangles, comme exposée précédemment, et appliquée au sous-
rectangle concerné de sorte à obtenir une nouvelle position pour chaque pixel
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comme illustré dans l’image en haut à droite de la figure. Ainsi, à chaque pixel
nous pouvons associer d’une part des coordonnées 2D xryr (cf. l’image en haut à
gauche dans la Figure 3.8) et d’autres part des coordonnées 2D ˆxryr (cf. l’image
en haut à droite dans la Figure 3.8). L’étape suivante consiste à calculer la trans-
formation au sens des moindres-carrés, pour chaque rectangle indépendamment,
pour passer des coordonnée xryr aux coordonnées ˆxryr. Ces 16 transformations
sont illustrées par les flèches rouges dans la figure.
FIGURE 3.8 – Le descripteur CVI est constitué de 3×16 valeurs extraites des 16
transformations 2D représentées par les flèches rouges. Cf. le texte pour plus de
détails.
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3.5 Conclusion
Dans ce chapitre, nous avons introduit deux nouveaux descripteurs couleur qui
représentent les distributions spatiales des couleurs dans les régions considérées.
Pour cela, nous avons proposé de calculer puis d’appliquer des transformations
affines entre l’espace image et l’espace couleur. Cette approche permet d’obtenir
des descripteurs compacts, discriminants et présentant certaines propriétés d’in-
variance géométrique et photométrique. La transformation de l’espace image vers
l’espace couleur nous permet de définir le descripteur à 36 dimensions noté IVC
et la transformation de l’espace couleur à l’espace image conduit au descripteur
à 48 dimensions noté CV I. Nous avons montré que le descripteur IVC est inva-
riant à toute transformation affine appliquée dans l’espace image et que son degré
d’invariance aux variations photométriques peut être adapté en fonction de l’ap-
plication. Nous avons aussi montré que le descripteur CV I est invariant à toute
transformation affine appliquée dans l’espace couleur, aux variations d’échelle,
aux rotations dans le plan et aux translations dans l’espace image.
Chacun de ces descripteurs présente donc des informations importantes sur la
région considérée avec des propriétés d’invariance géométrique et photométrique
différentes. Lorsque les variations qui peuvent avoir lieu entre deux images d’un
même objet sont connues, l’un ou l’autre de ces descripteurs peut être choisi en
fonction des ces propriétés. Cependant, lorsque ces variations ne sont pas pré-
visibles, il est préférable de combiner ces deux descripteurs compacts avec une
simple concaténation et de pondérer chaque dimension par l’écart-type qui la ca-
ractérise. Les performances de ces descripteurs pris individuellement et de leur
concaténation seront décrites et analysées dans le chapitre 6.
Dans ce chapitre, nous avons considéré qu’une variation des conditions d’ac-
quisition pouvait être modélisée par une transformation affine, nous nous sommes
appuyés pour justifier cette hypothèse sur diverses études qui ont été présentées
dans le chapitre 2.
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Lorsque la transformation associée aux variations des conditions d’éclairage
n’est pas linéaire, il est alors préférable d’utiliser les mesures de rangs des pixels.
Dans le cadre de nos travaux, nous avons proposé un autre descripteur local qui
exploite cette propriété, lequel sera est présenté dans le chapitre suivant.
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4.1 Introduction
Dans le chapitre précédent, nous avons considéré que la variation des condi-
tions d’acquisition pouvait être modélisée par des transformations affines. Cette
idée a été largement soutenue dans la littérature [25, 30, 33, 41, 48, 51, 75, 77].
Cependant, Finlayson et al. ont montré que cette modélisation atteint ses limites
dans certains cas, notamment lorsque les capteurs d’acquisition varient, et ont
donc proposé une transformation non-linéaire pour normaliser les composantes
couleur [28]. L’idée consiste à ordonner les pixels en considérant chaque compo-
sante couleur indépendamment et à caractériser chaque pixel par les 3 positions
obtenues dans les images de composantes rouge, verte et bleue suite à ces clas-
sements. Ces positions sont appelées ’mesures de rang’. Leur calcul est détaillé
dans la seconde partie de ce chapitre. Une fois que l’on a associé à chaque pixel
ses 3 mesures de rang, Finlayson et al. proposent de caractériser l’image ou la
région considérée par l’histogramme 3D de ces mesures de rang. Cette approche
a 3 inconvénients :
• chaque composante est traitée indépendamment dans le calcul des mesures
de rang, ce qui néglige la dimension vectorielle de la couleur,
• le descripteur final ne prend pas en compte les positions des pixels dans les
images ou dans les régions,
• la mesure de rang ne prend pas en compte le phénomène de métamérisme
qui signifie que 2 surfaces élémentaires caractérisées par des couleurs diffé-
rentes sous une condition d’illumination donnée peuvent être caractérisées
par des couleurs identiques sous d’autres conditions d’illumination.
Dans ce chapitre, nous proposons donc un nouveau descripteur local qui à la
fois n’est pas sensible aux variations non-linéaires des couleurs et ne souffre pas
des inconvénients précédents. En effet, plutôt que d’utiliser directement les me-
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sures de rang des pixels dans les régions considérées, nous calculons des corréla-
tions de mesures de rangs entre sous-ensembles de pixels. Comme les positions
de ces sous-ensemble de pixels sont prises en compte, le descripteur final contient
de fait une information spatiale. De plus, nous verrons dans la partie suivante que
la mesure de corrélation utilisée (celle proposée par Kendall [58]) présente l’avan-
tage de pouvoir prendre en compte le phénomène de métamérisme. Enfin, en plus
des corrélations de rangs pour une même composante, nous allons aussi calculer
les corrélations de rangs entre composantes différentes. La seconde partie de ce
chapitre introduit les mesures de rangs.
4.2 Mesures de rangs
Pour définir les mesures de rangs, Finlayson et al. proposent de décomposer
une image couleur en 3 images de composante rouge, verte et bleue dans les-
quelles chaque pixel Pi est caractérisé par une seule valeur correspondant à son
niveau de rouge Ri, vert Vi et bleu Bi respectivement. Ensuite, dans chacune de ces
images de composante, les pixels sont triés dans l’ordre croissant de leur niveau
et sont alors caractérisés par leur mesure de rangs :
M k[I](Pi) =
Card{Pj ∈ I/ck(Pj)≤ ck(Pi)}
Card{Pj ∈ I} . (4.1)
Finlayson et al. ont prouvé que ces mesures de rangs sont peu sensibles aux
changements de conditions d’acquisition telles que celles liées à l’illuminant ou
aux capteurs et proposent donc de caractériser les pixels par leurs mesures de
rang dans les trois images de composante plutôt que par leurs coordonnées se-
lon chaque composante couleur. Cette transformation des composantes couleur
en mesures de rangs est obtenue par une simple égalisation d’histogramme 1D de
chacune des composantes. Finlayson et al. ont montré que cette égalisation four-
nit de très bons résultats de reconnaissance d’objets sur la base de l’Université de
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l’East Anglia (UEA) par rapport à de nombreuses autres normalisations qui ont
été présentées dans notre chapitre 2 telles que le greyworld [16], la normalisation
MaxRGB [64], la normalisation itérative ’comprehensive normalization’ [37], les
rapports de niveaux de composante [40], les angles couleur [31], les moments in-
variants [49], les composantes c1c2c3, l1l2l3 ou m1m2m3 [47]. Muselet et al. ont
également montré que ces mesures de rangs ne sont que partiellement préservées
en cas de variations de changement d’éclairage. Ils ont donc proposé d’utiliser des
mesures de rangs floues [82] ainsi que des matrices de co-occurrences adaptées
fondées sur les mesures de rangs [83].
Étant donnés les bons résultats fournis par ces différentes approches, nous
avons introduit les mesures de rangs dans notre descripteur local en exploitant
des coefficients de corrélation de mesures de rangs tels que ceux fournis par Ken-
dall [58].
4.3 Coefficients de corrélation de rangs de Kendall
Les coefficients de corrélation de rangs fournissent une information sur la dé-
pendance entre deux variables en analysant la corrélation entre les mesures de
rangs de ces variables. Lorsque l’on considère des images en couleur, les va-
riables sont les niveaux des composantes couleur des pixels et les coefficients
représentent donc les corrélations entre les mesures de rangs des intensités des
pixels.
A cet effet, nous considérons une image couleur qui contient npix pixels Pi.
Pour la mesure de corrélation, toutes les paires de composantes vont être prises en
compte. Pour illustrer nos propos nous avons considéré les composantes rouge et
verte, cela dit la même approche peut être appliquée à toutes les paires de compo-
santes.
La corrélation de rangs de Kendall [58] nécessite d’analyser chaque paire de
pixels {Pi,Pj}, i 6= j d’une image couleur. Si les niveaux de l’intensité rouge et
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verte des deux pixels Pi et Pj sont classés dans le même ordre, c’est à dire si Ri <
R j et Vi <Vj ou si Ri > R j et Vi >Vj, la paire de {Pi,Pj} est appelée concordante.
Sinon, si ces pixels sont de telle sorte que Ri < R j et Vi >Vj ou que Ri > R j et Vi <
Vj, la paire est appelée discordante. Une fois que toutes les paires de pixels ont
été analysées, nous évaluons la différence entre le nombre de paires concordantes
et le nombre de paires discordantes. Cette différence est notée S. Pour évaluer
le coefficient de Kendall τRV , il faut simplement diviser cette différence S par le
nombre de paires de pixels considérées npix(npix−1)2 de sorte que :
τRV =
2S
npix(npix−1) . (4.2)
Malheureusement, ce coefficient de corrélation de rangs ne prend pas en compte
les paires de pixels dont les niveaux sont identiques (Ri = R j ou Vi = Vj). Dans
ce cas, la paire n’est ni concordante ni discordante, elle n’est donc pas prise en
compte lors de l’évaluation de S. Par conséquent, le τRV de Kendall varie lorsque le
nombre de paires de pixels caractérisés par le même niveau varie. Ceci pose d’au-
tant plus de problèmes que Muselet et al. ont montré que les mesures de rangs des
pixels ne sont pas exactement préservées en cas de changement d’éclairage [84].
En effet, le phénomène de métamérisme explique que certaines surfaces élémen-
taires peuvent avoir la même couleur sous un éclairage et des couleurs différentes
sous un autre éclairage. La figure 4.1 empruntée à [80] montre ce phénomène. Par
voie de conséquence, deux pixels qui ont les mêmes mesures de rangs sous un
éclairage peuvent avoir des mesures de rangs différents sous un autre éclairage.
Dans un tel cas d’étude, le coefficient de Kendall n’est pas constant.
Par conséquent, le coefficient de Kendall τRV n’est que partiellement invariant
aux variations d’éclairage. Heureusement, il existe une version corrigée τ ′RV du
coefficient de Kendall qui permet d’intégrer cette instabilité du nombre de pixels
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FIGURE 4.1 – Les pixels caractérisés par un niveau d’intensité de vert égal à 50
dans la première image sont présentés en blanc. La seconde ligne représente pour
chaque image, l’histogramme vert de ces pixels représentés en blanc. Nous obser-
vons dans ces histogrammes que tous ces pixels n’ont pas tous le même niveau
mais que leurs niveaux sont répartis autour d’une valeur. Ceci est expliqué pour
une part par le bruit d’acquisition mais aussi et surtout par le phénomène de mé-
tamérisme.
caractérisés par des niveaux identiques :
τ ′RV =
S√
(12npix(npix−1)−T kr)
× 1√
(12npix(npix−1)−T kv)
, (4.3)
où T kr = 12 ∑
L−1
r=0 tr(tr− 1) et T kv = 12 ∑L−1v=0 tv(tv− 1). tr (tv, resp.) est le nombre
de pixels caractérisés par un même niveau de rouge r (vert v, resp.) dans l’image
considérée. L est le nombre de niveaux utilisés pour quantifier chaque composante
couleur, généralement fixé à 256.
Il a été montré que cette version corrigée fournit de meilleurs résultats que
ceux fournis par le coefficient initial τRV dans le cadre de la reconnaissance d’ob-
jets sous éclairage non contrôlé [81]. Nous utilisons donc ce coefficient pour
construire notre descripteur. Cependant, extraire les coefficients τ ′RV , τ ′RB et τ ′V B
de la région considérée ne nous fournit aucune information quant à la distribution
spatiale des pixels dans cette région. Nous proposons donc d’étendre ces coef-
ficients (définis pour évaluer les corrélations de rangs entre différentes compo-
-120-
CHAPITRE 4. L’INVARIANCE PAR MESURES DE RANGS
santes d’un même ensemble de pixels) à des coefficients qui permettent d’extraire
les corrélations de rangs entre les différentes composantes de pixels appartenant à
deux ensembles différents. Ainsi, nous proposons de décomposer chaque région
détectée en 4 rectangles de tailles identiques sans recouvrement et de calculer les
corrélations de rang entre les paires d’ensembles définis par ces rectangles pour
chaque paire de composantes. Le paragraphe suivant présente l’extension des co-
efficients de Kendall aux coefficients qui permettent de calculer des corrélations
entre paire d’ensembles.
4.4 Corrélation de rangs entre sous-ensembles
Dans cette section, nous définissons la façon d’évaluer la corrélation de rangs
entre deux ensembles de pixels, chaque ensemble étant extrait d’un rectangle ri,
i = 1, ...,4 de la région détectée. De la même manière que précédemment, nous
allons illustrer le calcul en travaillant avec les composantes rouge et verte. L’ap-
proche peut être bien évidemment étendue à toutes les paires de composantes.
Nous considérons les rectangles r1 et r2 extraits de la région détectée et conte-
nant respectivement npix1 et npix2 pixels. La décomposition particulière retenue
(basée sur 4 rectangles de taille identique) conduit à npix1 = npix2 . Au delà de ce
cadre particulier, ces rectangles peuvent avoir des tailles différentes. L’objectif est
d’évaluer la corrélation entre les mesures de rangs rouges des pixels constituant
r1 et les mesures de rangs vertes des pixels constituant r2.
L’équation (4.3) nous permet de calculer la corrélation de rangs rouge-vert
entre les pixels d’un même ensemble. L’extension à deux sous-ensembles de pixels
sans intersection nous contraint de redéfinir le calcul de la valeur S ainsi que
le terme de normalisation qui dépend du nombre de paires totales ainsi que du
nombre de paires dont les pixels ont des niveaux (rouges et/ou verts) identiques.
S est définie comme la différence entre le nombre de paires concordantes et le
nombre de paires discordantes. Nous allons commencer par expliciter ces nombres
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lorsque deux ensembles sont considérés. Dans ce cas, une paire de pixels est
constituée d’un pixel P1i du rectangle r1 et d’un pixel P2 j du rectangle r2, i ∈
[1,npix1] et j ∈ [1,npix2]. Elle sera donc notée {P1i,P2 j}. Les niveaux de rouge
de ces pixels seront respectivement notés R1i et R2 j et leurs niveaux de vert V 1i
et V 2 j. Avec ces définitions, l’extension au cas de deux sous-ensembles est im-
médiate, à savoir si les niveaux de l’intensité rouge et verte des deux pixels P1i
et P2 j sont classés dans le même ordre, c’est à dire si R1i < R2 j et V 1i < V 2 j
ou si R1i > R2 j et V 1i >V 2 j, la paire {P1i,P2 j} est appelée concordante. Sinon,
si ces pixels sont de telle sorte que R1i < R2 j et V 1i > V 2 j ou que R1i > R2 j et
V 1i <V 2 j, la paire est appelée discordante. Le nombre total de paires de pixels est
égal à npix1×npix2 . De la même manière, les termes T kr et T kv de l’équation (4.3)
doivent être modifiés et chacun devient égal à la somme des produits des nombres
de pixels qui ont un niveau identique dans la composante considérée :
T kr =
L−1
∑
r=0
t1rt2r , (4.4)
où t1r (t2r , resp.) est le nombre des pixels caractérisés par le même niveau rouge r
dans le rectangle r1 (r2, resp.), et
T kv =
L−1
∑
v=0
t1vt2v , (4.5)
où t1v (t2v , resp.) est le nombre de pixels caractérisés par le même niveau vert v
dans la sous-fenêtre r1 (r2, resp.).
Une fois que ces valeurs ont été calculées, le nouveau coefficient de corrélation
est défini comme :
τ ′RV (r1,r2) =
S√
(npix1npix2−T kr)
× 1√
(npix1npix2−T kv)
(4.6)
Comme chaque paire de pixels doit être analysée, le calcul de ce coefficient
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peut être très gourmand en temps de calculs. Aussi, nous proposons une méthode
qui permet d’extraire rapidement ce coefficient des histogrammes 2D couleur de
la région. Un histogramme 2D Hk,k
′
[r1] du rectangle r1 est un tableau dont les
cellules sont indexées par les niveaux des composantes des pixels. La cellule de
Hk,k
′
[r1](u,u′) indique le nombre de pixels P1i dans le rectangle r1 dont les ni-
veaux R1i et V 1i sont respectivement u et u′. Pour l’illustration, nous considérons
l’histogramme rouge-vert de r1 noté HR,V [r1] et l’histogramme rouge-vert de r2
notée HR,V [r2]. Ces deux histogrammes sont illustrés dans la figure 4.2.
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FIGURE 4.2 – Les histogrammes 2D rouge-vert des rectangles r1 et r2.
Nous considérons les pixels caractérisés par le niveau de rouge r et le niveau de
vert v dans la sous-fenêtre r1 (cf. figure 4.2 a). A partir des définitions précédentes,
nous savons que ces pixels constituent des paires discordantes avec les pixels du
rectangle r2 caractérisés à la fois par des niveaux de rouge inférieurs à r et des
niveaux de vert supérieurs à v ou caractérisés à la fois par des niveaux de rouge
supérieurs à r et des niveaux de vert inférieurs à v. Ces pixels de r2 sont ceux qui
sont comptabilisés dans les surfaces DISC1 et DISC2 hachurées en orange dans
la figure 4.2 b. Par conséquent, le nombre de paires discordantes associées aux
niveaux (r,v) est :
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disc(r,v) = HR,V [r1](r,v)× (DISC1+DISC2)
= HR,V [r1](r,v)×
(
r−1
∑
nr=0
L−1
∑
nv=v+1
HR,V [r2](nr,nv)
+
L−1
∑
nr=r+1
v−1
∑
nv=0
HR,V [r2](nr,nv)
)
.
(4.7)
De manière à calculer efficacement le nombre de pixels dans les surfaces
des histogrammes 2D, nous proposons d’exploiter les histogrammes cumulés 2D.
L’idée étant d’évaluer les sommes au préalable comme le font Bay et al. [13]
avec les images intégrales. L’histogramme cumulé HCR,V [r2] est calculé à partir
de l’histogramme HR,V [r2] comme :
HCR,V [r2](r,v) =
r
∑
nr=0
v
∑
nv=0
HR,V [r2](nr,nv) (4.8)
pour tout {r,v} ∈ [0;L−1].
De cette équation, nous pouvons extraire très rapidement la somme des conte-
nus des cellules des surfaces hachurées dans la figure 4.2 b comme :
DISC1 = HCR,V [r2](r−1,L−1)−HCR,V [r2](r−1,v−1), (4.9)
et
DISC2 = HCR,V [r2](L−1,v−1)−HCR,V [r2](r,v−1). (4.10)
Ainsi, l’équation 4.7 devient :
disc(r,v) = HR,V [r1](r,v)× (DISC1+DISC2)
= HR,V [r1](r,v)×
(
HCR,V [r2](r−1,L−1)−HCR,V [r2](r−1,v−1)
+HCR,V [r2](L−1,v−1)−HCR,V [r2](r,v−1)
)
.
(4.11)
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Nous pouvons tenir le même raisonnement pour calculer le nombre de paires
concordantes associées aux niveaux (r,v) :
conc(r,v) = HR,V [r1](r,v)× (CONC1+CONC2) (4.12)
avec
CONC1 = HCR,V [r2](r−1,g−1) (4.13)
et
CONC2 =HCR,V [r2](L−1,L−1)+HCR,V [r2](r,v)
−HCR,V [r2](L−1,v)−HCR,V [r2](r,L−1)
(4.14)
D’où :
conc(r,v) =HR,V [r1](r,v)×
(
HCR,V [r2](r−1,g−1)+HCR,V [r2](L−1,L−1)
+HCR,V [r2](r,v)−HCR,V [r2](L−1,v)−HCR,V [r2](r,L−1)
)
(4.15)
Ainsi, pour chaque cellule associée aux niveaux (r,v) dans l’histogramme
HR,V [r1], nous obtenons très vite le nombre de paires concordantes et discordantes
et donc la valeur de S :
S =∑
r
∑
v
[conc(r,v)−disc(r,v)]. (4.16)
Ainsi, nous venons de proposer une extension du coefficient de corrélation de
Kendal qui permet de calculer les corrélations entre composantes couleur de deux
ensembles disjoints de pixels. Notons que ce coefficient est théoriquement très
peu sensible aux variations d’éclairage alors qu’il est extrait d’histogrammes 2D
calculés dans l’espace RV B, donc très sensibles à ces variations. C’est l’extraction
même de ce coefficient qui le rend invariant. Ainsi, aucune transformation vers un
espace invariant n’est nécessaire au préalable. Dans le paragraphe suivant, nous
allons présenter le descripteur local que nous proposons et qui est fondé sur ce
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coefficient.
4.5 Le descripteur local fondé sur les corrélations
de rang couleur
Comme nous l’avons déjà précisé, nous proposons de diviser la région dé-
tectée en 4 rectangles r1, r2, r3 and r4 de même taille et sans recouvrement. La
figure 4.3 montre deux images qui représentent le même objet sous différentes
conditions photométriques et radiométriques. Un point d’intérêt (avec échelle et
orientation) a été détecté dans chaque image et les rectangles correspondants su-
perposés à l’image. Nous remarquons que lorsque la détection d’un point d’inté-
rêt est correcte, les rectangles correspondants ri représentent les mêmes surfaces
élémentaires dans les deux images. Ainsi, nous proposons de caractériser la ré-
gion autour d’un point d’intérêt local en évaluant les corrélations de rangs entre
chaque paire de rectangles (ri,r j), i, j = 1, ...,4 et i 6= j. Avec 4 rectangles (6
paires) et 3 composantes couleur (3 paires), nous pouvons calculer 18 coefficients
de corrélation caractérisant la région détectée : τ ′RV (r1,r2), τ ′RV (r1,r3), τ ′RV (r1,r4),
τ ′RV (r2,r3), τ ′RV (r2,r4), τ ′RV (r3,r4), τ ′RB(r1,r2), τ ′RB(r1,r3), τ ′RB(r1,r4), τ ′RB(r2,r3),
τ ′RB(r2,r4), τ ′RB(r3,r4), τ ′V B(r1,r2), τ ′V B(r1,r3), τ ′V B(r1,r4), τ ′V B(r2,r3), τ ′V B(r2,r4)
et τ ′V B(r3,r4).
Par conséquent, à chaque région d’intérêt détectée, nous associons un vec-
teur composé de 18 valeurs qui sont peu sensibles aux variations de changement
d’éclairage et qui portent une information de répartition des couleurs dans la ré-
gion détectée.
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FIGURE 4.3 – Deux régions d’intérêts correspondantes détectées dans deux
images acquises sous différentes conditions d’éclairage.
4.6 Conclusion
Dans ce chapitre, nous avons introduit un nouveau descripteur local qui ex-
ploite la répartition des couleurs dans un voisinage et qui présente un degré d’in-
variance relativement élevé puisqu’il suppose qu’un changement des conditions
d’acquisition peut être modélisé par une transformation non linéaire des couleurs
des pixels. Pour cela, nous avons introduit les corrélations entre les mesures de
rangs de pixels appartenant à différents ensembles disjoints. Ces corrélations ex-
ploitent les coefficients de corrélation de Kendall qui mesurent la dépendance
entre deux variables en analysant leurs mesures de rangs.
Comme les mesures de rangs ne sont que partiellement conservées en cas de
changement d’éclairage, nous avons utilisé une mesure de corrélation qui est peu
sensible aux légères variations de ces mesures de rangs, rendant ainsi le descrip-
teur final plus stable en cas de métamérisme.
De plus, nous avons proposé une méthode efficace pour extraire rapidement
ces coefficients de corrélation à partir des histogrammes 2D de la région détectée
et ce à partir de l’espace couleur RV B. Cette méthode exploite l’idée de Bay et
al. [13] qui utilisent les images intégrales pour extraire des points d’intérêt.
Dans le cadre de la classification de texture, nous avons développé une ap-
proche similaire à partir de matrices de co-occurrences. En effet, nous avons dé-
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fini une corrélation de rangs moyenne entre deux composantes pour des paires de
pixels situés à une certaine distance et selon une certaine orientation dans l’image.
Ainsi, en remplaçant les histogrammes 2D par des matrices de co-occurrences et
en adaptant les équations, nous avons mis au point un descripteur de textures cou-
leur qui fournit de bons résultats lorsque les conditions d’acquisition ne sont pas
contrôlées [93].
Dans ce chapitre et le précédent, nous sommes partis du principe que les va-
riations photométriques peuvent être modélisées par des transformations linéaires
ou non et nous en avons déduit des descripteurs locaux peu sensibles à ces varia-
tions. Lorsque ces variations ne peuvent pas être modélisées ou lorsque les cou-
leurs globales des objets peuvent varier, comme dans le cadre de la catégorisation
d’objets, où un vélo rouge et un vélo bleu doivent appartenir à une même classe,
l’approche consiste plutôt à caractériser le contenu d’une image en décrivant les
auto-similarités, c’est à dire en retrouvant les régions qui sont similaires sans en
caractériser le contenu. Ceci fait l’objet du chapitre suivant.
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5.1 Introduction
Jusqu’à présent, nous sommes partis du principe que les variations des condi-
tions d’acquisition étaient équivalentes pour les couleurs à l’application d’une
transformation affine dans le chapitre 3 ou de fonctions croissantes non linéaires
dans le chapitre 4. Le cadre de ce chapitre est plus général puisque nous ne posons
aucune restriction quant à la transformation qui pourrait modéliser les variations
entre deux images dont les contenus sont supposés ’similaires’ pour l’application
(objets identiques en reconnaissance, objets ou scènes de même classe en classifi-
cation,...). Les cas de figure suivante justifient par exemple de lever les restrictions
sur cette transformation :
• les variations des conditions d’acquisition sont multiples (point de vue, cap-
teur, couleurs des éclairages, directions des éclairages, ombres...).
• les caractéristiques locales comme la couleur ou la texture sont très dif-
férentes entre deux contenus ’similaires’. Par exemple, les 3 images 5.1(a),
5.1(h) et 5.1(o) représentent toutes le même symbole mais il n’existe aucune
transformation globale entre les couleurs de deux images. Dans ce cas, les
descripteurs locaux classiques ne permettent pas de reconnaître ce symbole.
• dans le cadre de la classification d’objets, deux voitures de couleurs diffé-
rentes et multiples, par exemple, appartiennent à la même classe même s’il
n’existe aucune transformation globale entre leurs couleurs.
Dans ces conditions, des travaux récents ont montré qu’il valait mieux décrire
le contenu d’une image en représentant localement [19, 95] ou globalement [24]
les distributions spatiales des similarités entre régions détectées. C’est ce qu’on
appelle les auto-similarités puisque l’on compare les régions d’une même image
entre elles et on utilise les répartitions spatiales des mesures de similarité pour
décrire cette image. Dans ce chapitre, nous appelons régions les fenêtres carrées
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extraites des images, en lien avec les régions d’intérêt exploitées dans les chapitres
précédents.
La figure 5.1 présente les répartitions spatiales des auto-similarité de certaines
régions extraites des images 5.1(a), 5.1(h) et 5.1(o). Les résultats présentés ici
sont ceux fournis par l’approche que nous proposons et que nous allons détailler
dans ce chapitre. Ainsi, nous avons extrait 3 régions à des positions correspon-
dantes dans chacune des images 5.1(a), 5.1(h) et 5.1(o). Ces régions sont repré-
sentées dans les images 5.1(b), 5.1(d), 5.1(f)}, {5.1(i), 5.1(k), 5.1(m)} et {5.1(p),
5.1(r), 5.1(t)} respectivement. Ensuite, nous avons comparé chacune de ces ré-
gions à toutes les régions qui constituent l’image d’origine correspondante. Pour
cela, nous avons déplacé une fenêtre glissante de même taille que la région de
référence dans l’image correspondante et nous avons à chaque position évalué
une mesure de similarité entre la région de référence et le contenu de la fenêtre
glissante. Les mesures de similarité obtenues sont représentées dans les images
5.1(c), 5.1(e), 5.1(g)}, {5.1(j), 5.1(l), 5.1(n)} et {5.1(q), 5.1(s), 5.1(u)} respecti-
vement, dans lesquelles une mesure proche de 0 apparaît en noir et une mesure
élevée apparaît en blanc. Cet exemple est simplement une illustration qui montre
bien que l’utilisation d’auto-similarités permet d’obtenir des représentations simi-
laires pour des images qui ne présentent pas de caractéristiques locales couleur ou
de texture similaires.
Deux approches principales ont été récemment proposées pour évaluer des
auto-similarités dans une image [24, 95]. La première [95] est locale puisqu’elle
compare chaque région détectée aux régions de son voisinage de même taille et
retourne la répartition locale des mesures de similarités pour chaque région détec-
tée comme un descripteur local. Dans ce cas, la mesure de similarité entre deux
régions est déduite de la sommes des différences des couleurs pixel à pixel. La se-
conde approche [24] est globale puisque chaque région est comparée à toutes les
régions de l’image et le descripteur final représente la distribution spatiale globale
des mesures de similarité. Pour accélérer le processus de comparaison, les auteurs
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(a)
(b) (c)
(d) (e)
(f) (g)
(h)
(i) (j)
(k) (l)
(m) (n)
(o)
(p) (q)
(r) (s)
(t) (u)
FIGURE 5.1 – Les images 5.1(a), 5.1(h) et 5.1(o) représentent le même symbole
mais ne possèdent aucune caractéristique locale de couleur ou de texture simi-
laires. Les régions locales de référence 1 (5.1(b), 5.1(i), 5.1(p)), 2 (5.1(d), 5.1(k),
5.1(r)) et 3 (5.1(f), 5.1(m) et 5.1(t)) sont extraites à partir de positions correspon-
dantes dans les 3 images. Les figures 5.1(c), 5.1(j), 5.1(q), 5.1(e), 5.1(l), 5.1(s),
5.1(g), 5.1(n) et 5.1(u) représentent les similarités (évaluées par notre méthode)
entre les régions de référence et leur image respective.
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proposent ici d’utiliser l’approche sac-de-mots (cf. annexe A) et d’associer chaque
région à un seul mot. Ainsi, la mesure de similarité entre deux régions est binaire,
égale à 1 lorsque les mots des deux régions sont les mêmes et 0 lorsqu’ils sont
différents. Nous proposons de présenter ces approches dans le détail dans la partie
suivante.
Dans ce chapitre, nous proposons une nouvelle méthode pour calculer les auto-
similarités dans les images. Pour cela, nous exploitons le descripteur IVC introduit
dans le chapitre 3 de ce manuscrit. Cependant, l’originalité de notre approche est
de rendre ce descripteur invariant à la rotation de sorte à pouvoir retrouver des
auto-similarités entre régions d’une même image qui diffèrent uniquement de par
leur orientation. En effet, les deux approches présentées ci-dessus sont très sen-
sibles aux rotations et ne permettent pas de retrouver les auto-similarités comme
celles affichées dans les images 5.1(c), 5.1(j), 5.1(q) puisqu’il existe une rota-
tion dans le plan image entre la région de référence et les régions caractérisées
par une forte auto-similarité. De plus notre descripteur est très compact et per-
met donc de comparer très rapidement les régions sans avoir recourt à une phase
d’apprentissage comme avec les sacs-de-mots et enfin exploite aussi l’informa-
tion couleur des régions pour les comparer, ce qui permet d’obtenir des mesures
d’auto-similarité plus pertinente qu’avec une simple information en niveaux de
gris.
5.2 Les descripteurs fondés sur l’auto-similarité
5.2.1 Descripteur local d’auto-similarités [95]
Le descripteur proposé par Shechtman et al. [95] représente la distribution lo-
cale des auto-similarités d’une région détectée. Pour cela, les auteurs proposent de
comparer chaque région détectée aux régions de même taille distribuées autour de
celle-ci dans un voisinage de taille prédéfinie. Ainsi, à chaque pixel de ce voisi-
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nage est associée une valeur qui est la mesure de similarité entre la région détectée
et la région centrée sur ce pixel. Ceci conduit à une "surface de corrélation" locale
comme celle présentée dans la figure 5.2. Cette surface est alors échantillonnée par
une grille circulaire caractérisée par 4 distances différentes et 20 angles comme
représentée dans cette même figure. Il s’agit d’une représentation en log-polaire
qui est ensuite transformée en vecteur de dimension 4× 20 = 80. L’échantillon-
nage consiste à ne retenir que la mesure de similarité la plus élevée dans chaque
cellule de la grille log-polaire.
FIGURE 5.2 – Extraction du descripteur local d’auto-similarité. Cette figure a été
empruntée à [95]
Dans le détail, voici les étapes qui permettent d’extraire un descripteur local à
80 dimensions :
1. Convertir les composantes RV B de l’image couleur en composantes CIE
L∗a∗b∗. Les auteurs ne précisent pas l’illuminant de référence choisi pour
cette transformation.
2. Comparer la région détectée notée rP (centré sur le pixel P) de taille 5× 5
avec les régions voisines de même taille dans un voisinage circulaire de
rayon 40 pixels autour du pixel P. Pour chaque région voisine rx, calculer
la somme des carrés des différences SSD(rP,rx) dans l’espace CIE L∗a∗b∗
avec la région de référence rP. Ceci fournit la "surface de distances" qui, à
chaque position x, fait correspondre la distance entre rP et rx.
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3. Normaliser la "surface de distance" en "surface de corrélation" CP(x) défi-
nie comme :
Cp(x) = exp
(
− SSD(rP,rx)
max(varnoise,varauto(P))
)
, (5.1)
où varnoise est une constante fixée par l’utilisateur, elle représente le maxi-
mum de variations photométriques acceptables et varauto(p) est la variance
maximale des valeurs de SSD entre deux régions voisines distantes d’un
seul pixel.
4. La surface de corrélation CP(x) est ensuite échantillonnée sur une grille
log-polaire avec 4 rayons et 20 angles (80 valeurs). Dans chaque cellule, la
valeur maximale des valeurs Cp(x) est retenue.
5. Les 80 valeurs sont normalisées dans l’intervalle [0;1] par étirement linéaire
afin d’être invariantes aux contenus des régions.
La figure 5.3 présente les grilles log-polaire extraites en 3 positions différentes
sur deux images qui représentent le même symbole. Nous pouvons constater que
les descripteurs locaux correspondants sont très similaires même si les caractéris-
tiques locales de couleur et de texture des régions concernées sont très différentes
d’une image à l’autre.
Cette approche permet d’extraire un ensemble de descripteurs locaux inva-
riants à de larges modifications de textures et de couleurs. Les auteurs proposent
ensuite d’appliquer l’approche sac-de-mots à ces descripteurs locaux et à carac-
tériser chaque image par un sac d’auto-similarités locales (BOLSS pour Bag Of
Local Self-Similarities).
Cependant, les similarités entre régions d’une même image mais qui ne se si-
tuent pas dans un même voisinage (distantes de plus de 40 pixels dans ce cas pré-
cis) ne sont pas prises en compte et Deselaers et al. proposent donc plutôt d’ana-
lyser la répartition spatiale des similarités entre toutes les régions d’une image,
sans restriction sur le voisinage local [24].
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FIGURE 5.3 – Les descripteurs locaux extraits autour de 3 régions correspon-
dantes. Cette figure a été empruntée à [95]
5.2.2 Descripteur global d’auto-similarités [24]
Deselaers et al. [24] soutiennent l’idée que les auto-similarités doivent être
calculées et analysées à l’échelle de l’image et non dans un voisinage local autour
de chaque région détectée. Ils proposent donc d’évaluer la similarité entre chaque
paire de régions constituant une image et de représenter ces auto-similarités dans
des matrices. Concrètement, pour une région rP de l’image, il calcule la similarité
avec toutes les régions rx de l’image et obtient donc une surface de corrélation
dont la taille est celle de l’image. Ainsi, pour une image de taille H×W , il obtient
H×W surfaces de corrélation de taille H×W chacune. La figure 5.4 représente 2
surfaces de corrélation calculées pour 2 régions correspondantes dans deux images
différentes. Une fois encore, nous pouvons remarquer qu’à l’échelle de l’image,
les distributions des auto-similarités sont similaires pour ces deux images qui pré-
sentent pourtant des caractéristiques locales de couleurs et de textures asse diffé-
rentes.
Cependant, la prise en compte des auto-similarités à l’échelle de l’image pré-
sente deux inconvénients majeurs. D’une part, l’évaluation des similarités entre
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FIGURE 5.4 – Répartitions des auto-similarités globales de deux régions dans
chaque image. Cette figure a été empruntée à [24]
toutes les paires de régions nécessite un temps de calcul très important et d’autre
part, le volume de données nécessaire pour représenter ces distributions globales
d’auto-similarités est trop important pour rendre cette approche intéressante dans
le cadre de la reconnaissance d’objets.
Deselaers et al. ont donc proposé des solutions à ces deux problèmes.
De manière à éviter de comparer les régions pixel à pixel, ils proposent de
choisir un descripteur local et de calculer ce descripteur sur un nombre important
de régions de la même base ou d’une autre base. Il réalise ensuite une quanti-
fication vectorielle dans l’espace des descripteurs pour extraire les mots visuels
les plus représentatifs (cf. Annexe A). Ensuite, chaque région est associée au mot
visuel le plus proche. La similarité entre deux régions devient alors binaire : 1
lorsque les deux régions sont associées au même mot visuel et 0 sinon. Par consé-
quent, chaque région est associée à une surface de corrélation binaire.
Pour s’affranchir des problèmes liés au volume de données trop important, les
auteurs proposent de sommer les surfaces de corrélation des régions qui appar-
tiennent au même voisinage et de sous-échantillonner ces sommes de surfaces de
corrélation.
Dans le détail, voici le processus d’extraction de descripteurs globaux d’auto-
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similarités :
1. Calculer les surfaces de corrélation binaires de chaque région. A cette étape,
nous avons H×W surfaces de corrélation binaires de tailles H×W .
2. Projection sur l’image d’une grille de même taille que l’image et consti-
tuée de D1 lignes et de D2 colonnes. Les paramètres D1 et D2 sont fixés
par l’utilisateur et ne dépendent pas de la taille de l’image considérée. Les
surfaces de corrélation des régions qui appartiennent à une même cellule
sont sommées pour obtenir D1×D2 surfaces de corrélation. Ces surfaces
de corrélation sont toujours de taille H×W et ne sont plus binaires.
3. Une grille de taille H×W est de nouveau projetée sur chacune des D1×D2
surfaces de corrélation et la valeur maximale est retenue pour chaque cellule
de sorte à obtenir des surfaces de corrélation de taille D1×D2.
Ainsi, à l’issue de ce processus chaque image est associée à D1×D2 surfaces
de corrélation de taille D1×D2, les paramètres D1 et D2 étant adaptés au be-
soin de l’application. Ils sont généralement fixés tous les deux à 10. L’une des
approches retenues par Deselaers et al. consiste à utiliser chaque surface de corré-
lation de taille D1×D2 comme un descripteur "local" de l’image puis à appliquer
l’approche sac-de-mots (cf. Annexe A). C’est à dire que les mots visuels sont ex-
traits à partir des descripteurs "surfaces de corrélation" et que chaque image est
caractérisée par un sac de surfaces de corrélation (BOCS pour Bag Of Correlation
Surfaces).
Ainsi dans les deux approches présentées ici, les similarités entre régions sont
évaluées soit en calculant des différences pixel à pixel, soit en comparant les mots
visuels associés à chacune des régions. Dans le premier cas, l’évaluation de la
mesure de similarité est très gourmande en temps de calcul. Dans le second cas,
une étape préalable de création du dictionnaire de mots visuels est nécessaire et la
qualité de la base utilisée lors de cette étape est primordiale. De plus, la comparai-
son de mots visuels retourne une valeur binaire, ce qui peut paraître restrictif dans
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certains cas. Enfin, ces deux approches négligent complètement les similarités qui
existent entre deux régions qui ont des contenus très similaires à une rotation dans
le plan image près. Ce problème est illustré dans la figure 5.5 qui représente une
image de vélo avec une région sélectionnée sur le cadre et deux images d’auto-
similarités globales calculées avec des méthodes différentes. L’image 5.5(c) re-
présente les auto-similarités retournées lorsque l’on calcule les différences pixel à
pixel entre la région sélectionnée et toutes les régions de l’image. Nous observons
que seule la partie du cadre orientée de la même manière que la région sélection-
née apparaît dans l’image d’auto-similarités. L’image 5.5(d) représentent les auto-
similarités globales retournées par notre méthode qui est invariante à la rotation.
Nous voyons qu’une large partie du cadre apparaît dans cette image. Avec l’ap-
proche classique (image 5.5(c)), des informations essentielles sont perdues pour
reconnaître un vélo alors que notre approche détecte toutes les régions qui sont
similaires à la régions sélectionnée, quelle que soit leur orientation. Nous aurions
pu illustrer de la manière l’intérêt de l’invariance à la rotation dans les images de
la figure 5.1.
Dans la partie suivante, nous proposons de présenter en détail notre méthode
de calcul d’auto-similarités. Cette méthode peut être appliquée dans le cas local
comme dans le cas global.
-139-
CHAPITRE 5. L’INVARIANCE PAR AUTO-SIMILARITÉS
(a) (b)
(c) (d)
FIGURE 5.5 – Les images 5.5(c) et 5.5(d) représentent les auto-similarités globales
entre la région 5.5(b) extraites de l’image 5.5(a) et toutes les régions de cette
même image. Les auto-similarités de l’image 5.5(c) sont déduites des différences
pixel à pixel entre les régions alors que celles de l’image 5.5(d) sont obtenues
grâce à notre approche.
5.3 Calcul d’auto-similarités invariantes à la rota-
tion
Lors de l’évaluation d’auto-similarités, plutôt que de comparer les régions
elles-mêmes entre elles, nous proposons de comparer des descripteurs de ces
régions. L’intérêt des auto-similarités est que ces descripteurs n’ont pas besoin
d’être invariants aux conditions d’acquisition puisque nous posons l’hypothèse,
comme toutes les méthodes de calculs d’auto-corrélation le font, que les régions
d’une même image ont été acquises sous les mêmes conditions. Comme nous
savons que tout degré d’invariance superflu peut conduire à une diminution du
pouvoir discriminant, le descripteur utilisé doit avoir un degré d’invariance aux
variations photométriques presque nul. En revanche, comme le nombre de com-
paraisons de paires de régions est important, le descripteur utilisé doit être com-
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pact. De plus, comme la couleur est une information essentielle dans le cadre de
la description locale [17, 98], nous proposons de l’intégrer dans le descripteur. A
partir de toutes ces remarques, nous avons décidé d’utiliser le descripteur IVC in-
troduit dans le chapitre 3 de ce manuscrit comme base de description. En effet, ce
descripteur peut être très compact, il contient une information couleur et a un de-
gré d’invariance photométrique théorique nul lorsqu’aucune normalisation n’est
appliquée.
Nous proposons de rappeler brièvement la construction du descripteur IVC
sans normalisation photométrique. Pour une région détectée r1, nous construisons
deux matrices MR1 et MC1 qui contiennent respectivement les coordonnées spa-
tiales xi et yi des pixels Pi dans la région r1 et les composantes couleur Ri Vi et
Bi de ces pixels. Les coordonnées spatiales sont ici les coordonnées relatives à la
région analysée, c’est à dire que l’origine est le centre de cette région. Les deux
matrices sont définies comme suit :
MR1 =

x1 y1 1
x2 y3 1
...
 , (5.2)
et
MC1 =

R1 V1 B1
R2 V2 B2
...
 . (5.3)
Ensuite nous déterminons la transformation TIVC1 de l’espace image vers l’es-
pace couleur telle que :
MC1 ≈MR1 TIVC1. (5.4)
L’approche des moindres carrés nous fournit la solution suivante :
TIVC1 = M
+
R1
MC1, (5.5)
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où M+R1 est la pseudo-inverse de la matrice MR1 .
Le descripteur IVC1 est obtenu par application de cette transformation aux
coordonnées spatiales de trois des coins de la région détectée r1 :
IVC1 =

− sx2 − sy2 1
− sx2 sy2 1
sx
2
sy
2 1
TIVC1, (5.6)
où sx et sy sont les dimensions de la région r1.
Cependant, dans le cadre du calcul d’auto-similarités, les régions sont des fe-
nêtres carrées non orientées (à la différence des régions extraites par des détecteurs
comme Harris-Laplace ou Hessien-Laplace). Par conséquent, le descripteur IVC
ainsi extrait n’est pas invariant aux rotations appliquées dans le plan image. En
effet, si nous appliquons au préalable à la région r1 une rotation 2D Rot dans le
plan image, la transformant ainsi en une région r2 telle que :
MR2 = MR1 Rot, (5.7)
et
MC2 = MC1 . (5.8)
Nous obtenons la transformation TIVC2 par l’équation :
TIVC2 = M
+
R2
MC2,
TIVC2 = (MR1Rot)
+ MC1,
TIVC2 = Rot
T M+R1 MC1,
TIVC2 = Rot
T TIVC1,
(5.9)
car la matrice Rot étant une matrice de rotation, nous avons RotT Rot = Identit,
elle peut donc être sortie de la pseudo-inverse.
Ainsi, sans connaissance a priori sur l’orientation de la région, nous considé-
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rons que les coordonnées des 3 coins de r2 sont (− sx2 ,− sy2 ), (− sx2 , sy2 ) et ( sx2 , sy2 ) et
nous obtenons un descripteur IVC2 différent de IVC1.
Pour rendre notre descripteur invariant à la rotation, nous proposons de dé-
composer chaque transformation TIVCk en un ensemble de transformations "élé-
mentaires" (rotation, translation, cisaillement, ...) et d’annuler la partie correspon-
dant à la rotation. Pour cela, nous ré-écrivons l’équation (5.4) pour un seul pixel
en décomposant la transformation TIVCk :
[R1V1B1]≈ [x1y11] TIVCk
[R1V1B1]≈ [x1y11]

mk1 mk2 mk3
mk4 mk5 mk6
tk1 tk2 tk3

[R1V1B1]≈ [x1y1]
 mk1 mk2 mk3
mk4 mk5 mk6
+[ tk1 tk2 tk3 ]
[R1V1B1]≈ [x1y1] Mk2×3+T k1×3,
(5.10)
où les mki et les tk j sont les paramètres de la transformation TIVCk .
Cette décomposition permet d’isoler la translation T k1×3 des autres transfor-
mations élémentaires Mk2×3 qui constituent la transformation TIVCk . De l’équa-
tion (5.9), nous pouvons déduire que M22×3 = RotT M12×3. L’objectif est donc
maintenant d’extraire la rotation des matrices M12×3 et M22×3. Pour cela, nous
proposons d’utiliser la méthode de factorisation QR qui permet de décomposer
une matrice Mk2×3 en un produit d’une matrice de rotation Qk2×2 et une matrice
triangulaire supérieure droite Rk2×3 telles que Mk2×3 = Qk2×2Rk2×3. Ainsi, nous
décomposons les deux matrices M12×3 et M22×3 avec cette méthode QR telle
que :
M12×3 = Q12×2R12×3, (5.11)
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et
M22×3 = Q22×2R22×3, (5.12)
et nous en déduisons que :  Q22×2 = RotT Q12×2,R22×3 = R12×3. (5.13)
En effet, de par la définition de la décomposition QR, la rotation de la matrice
Mk2×3 est isolée dans la matrice Qk2×2. Par conséquent, la rotation 2D Rot qui
existe dans le plan image entre les deux régions r1 et r2 n’affecte que les matrices
Q12×2 et Q22×2 et laisse invariantes les matrices R12×3 et R22×3. L’objectif étant
d’extraire les informations invariantes à toute rotation dans le plan image, nous
proposons de constituer le descripteur d’auto-similarité DASk des 3 valeurs de la
matrice T k1×3 (éq. (5.10)) et des 5 valeurs non nulles parmi les 6 de la matrice
Rk2×3. Ce descripteur est donc composé de 8 valeurs invariantes à la rotation.
Pour des raisons d’homogénéité, chaque dimension est divisée par son écart-type
calculé sur des descripteurs évalués sur un nombre important de régions extraites
d’images diverses.
Pour résumer, le processus d’évaluation du descripteur DAS d’une région r est
le suivant :
• évaluer la transformation TIVC de l’espace image vers l’espace couleur (cf.
chapitre 3),
• décomposer cette transformation en deux transformations M2×3 (rotation,
échelle, cisaillement) et T1×3 (translation) (éq. (5.10)),
• appliquer la décomposition QR à la matrice M2×3 pour obtenir les deux
matrices Q2×2 et R2×3,
• conserver les 3 valeurs de T1×3 et les 5 valeurs non nulles de R2×3 pour
constituer le descripteur DAS,
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• normaliser chaque dimension par son écart-type calculé sur un nombre im-
portant de descripteur.
Ainsi, les avantages de notre descripteur sont triples. Premièrement comme il
représente à la fois les couleurs et leur distribution spatiale relative dans l’espace
image, il est très discriminant et peut donc déterminer si deux régions sont simi-
laires ou non. Deuxièmement, le temps de traitement nécessaire pour évaluer la
similarité entre deux régions est très faible étant donné que chaque descripteur
est constitué de seulement 8 valeurs. Troisièmement, ce descripteur est totale-
ment invariant à la rotation dans l’espace image. Le pouvoir discriminant et la
propriété d’invariance de rotation de notre descripteur peuvent être vérifiés dans
les figures 5.1 et 5.5 puisque les auto-similarités élevées sont bien obtenues pres-
qu’uniquement pour des paires de régions qui présentent des répartitions spatiales
de couleurs similaires à une rotation près.
Cette méthode d’extraction d’auto-similarités dans une image peut être uti-
lisée pour des descripteurs globaux ou locaux tels que ceux présentés dans le
paragraphe 5.2. Dans la partie suivante, nous proposons un descripteur local spé-
cifiquement défini pour notre mesure d’auto-similarités.
5.4 Représentation locale de la distribution spatiale
des auto-similarités
L’idée est ici de représenter pour chaque région r0 (typiquement de taille 5×5)
d’une image donnée la distribution spatiale des auto-similarités dans son voisinage
(typiquement de taille 80×80). Considérons une région r1 de même taille dans ce
voisinage, nous retenons 3 valeurs pour représenter les positions relatives de ces
régions : 2 valeurs ∆x0−1 et ∆y0−1 représentent les translations suivant les axes
x et y, respectivement, et 1 valeur ∆θ0−1 représente l’angle de rotation entre ces
deux régions. Les valeurs de translation sont facilement obtenues en évaluant les
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différences entre les coordonnées x et y des centres des régions. Le ∆θ peut être
obtenu à partir des matrices Q02×2 et Q12x2 présentées dans la section précédente.
En effet, nous avons vu que s’il existe une rotation Rot entre les deux régions dans
l’espace image alors nous avons Q22×2 =RotT Q12×2. Ceci nous permet d’écrire :
Rot = Q12×2 Q2T2×2, (5.14)
car ce sont des matrices rotation (leurs transposées sont donc égales à leurs in-
verses).
La matrice de rotation Rot ainsi obtenue nous permet de déterminer l’angle
∆θ0−1 qui existe entre les deux régions puisque cette matrice contient les valeurs
de cosinus et sinus de cet angle.
Ainsi, nous proposons de créer une structure 3D (appelé volume d’auto-similarité)
associée à la région r0 dont les axes sont ∆x, ∆y et ∆θ et d’insérer la mesure de
similarité entre les régions r0 et r1 dans la cellule de coordonnées (∆x0−1, ∆y0−1,
∆θ0−1). De la même manière, nous pouvons insérer les mesures de similarité entre
r0 et toutes les régions ri de son voisinage afin de représenter la répartition spa-
tiales des auto-similarités autour de r0. Typiquement, nous discrétisons les ∆x
et ∆y sur 5 intervalles et les ∆θ sur 4 intervalles pour obtenir un volume d’auto-
similarités de taille 5×5×4= 100 associé à chaque région r0. Suivant la méthode
de Shechtman et al. [95], nous conservons la mesure de similarité maximale dans
chaque cellule du volume.
5.5 Conclusion
Dans ce chapitre, nous avons présenté une nouvelle méthode qui permet de
caractériser la distribution spatiale des auto-similarités dans une image. Dans un
premier temps, nous avons proposé d’associer un descripteur compact à chaque
région afin d’extraire rapidement les similarités entre régions. Ce descripteur est
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fondé sur l’approche exposée dans le chapitre 3 de ce manuscrit et permet de
représenter la distribution locale des couleurs tout en étant invariant à la rotation
dans l’espace image. Dans un second temps, nous avons proposé une structure
à 3 dimensions pour décrire la distribution spatiale de ces auto-similarités. Cette
structure informe sur la translation et la rotation qui existe entre deux régions
similaires.
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6.1 Introduction
L’objectif de ce chapitre est d’évaluer les performances de nos descripteurs
sur des tests expérimentaux et de les comparer avec les descripteurs locaux de
la littérature. Afin de tester les descripteurs dans différents contextes, nous pro-
posons de mener deux expériences différentes. La première consiste à tester le
pouvoir discriminant et le degré d’invariance des descripteurs dans le cadre de la
comparaison de régions locales extraites d’images acquises sous des conditions
différentes. La seconde teste les descripteurs dans le contexte de la classification
d’objets qui est fondée sur l’approche sacs de mots (cf. Annexe A).
Ainsi, nous allons, dans la seconde partie, présenter les bases d’images uti-
lisées pour mener ces tests. Dans la troisième partie, nous présenterons les des-
cripteurs que nous avons choisis de comparer avec les nôtres. Les deux parties
suivantes seront alors consacrées aux résultats des deux expériences. Nous fini-
rons par une conclusion sur ce chapitre.
6.2 Les bases d’images
6.2.1 La base d’images pour l’appariement
Pour l’appariement de régions, la base d’images d’Amsterdam ALOI est uti-
lisée [43]. Cette base contient 1000 objets dans des images acquises sous des
conditions différentes. Chaque objet est acquis sous toutes les conditions propo-
sées : variations de la couleur de l’éclairage, de la direction de l’éclairage, du point
de vue, du taux de compression Jpeg et du flou appliqué aux images. Les images
de la figure 6.1 présentent 2 objets sous les différentes conditions.
Van de Sande et al. avaient déjà souligné dans [98] que les variations photo-
métriques de la base ALOI ne perturbent pas beaucoup les couleurs puisque les
descripteurs qui ne présentent aucune invariance théorique fournissent de bons
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résultats de reconnaissance. Ils ont donc proposé de créer des perturbations artifi-
cielles sur les couleurs pour tester les propriétés d’invariance de leurs descripteurs.
Pour ces tests, nous proposons aussi d’appliquer des perturbations contrôlées aux
couleurs des images de la base ALOI afin d’accroître les difficultés. De plus, cette
approche permet de vérifier les propriétés d’invariance théoriques des descripteurs
puisque les transformations appliquées dans l’espace couleur sont connues. Ainsi,
nous proposons d’appliquer aux couleurs des images une transformation affine
telle que celle-ci :

R′
V ′
B′
=

a1 b1 b2
b3 a2 b4
b5 b6 a3
 ·

R
V
B
+

o1
o2
o3
 , (6.1)
pour laquelle les valeurs des paramètres ai, b j et ok vont être contrôlées.
A partir de ce modèle de transformation et en faisant varier les valeurs des
paramètres, nous proposons 4 nouveaux tests, chacun caractérisé par l’application
d’une transformation dans l’espace couleur : transformation diagonale, transla-
tion, transformation diagonale + translation, transformation affine. Pour chaque
test, nous allons avoir 7 conditions de variation Cv, v= 1, ...,7, dont la difficulté va
croître avec la valeur de v. Pour ces tests, la condition de référence est celle carac-
térisée par un illuminant de couleur 2175 K et les images de test sont les images
acquises sous un illuminant légèrement différent de couleur 2250 K auxquelles
nous avons appliqué ces transformations dans l’espace couleur. Les valeurs des
paramètres ai, b j et ok sont précisées dans le tableau 6.1. Lorsque les valeurs sont
présentées comme des intervalles dans ce tableau, cela signifie que nous avons
choisi aléatoirement des valeurs dans cet intervalle. Les images de la figure 6.2
présentent l’effet de ces variations artificielles sur les couleurs de deux objets.
Nous devons noter que les transformations couleur appliquées artificiellement
aux images ne modifient pas de manière choquante le contenu de ces images (cf
figure 6.2). Les variations que nous avons appliquées restent dans les mêmes in-
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C1 C2 C3 C4 C5 C6 C7
Diagonale
ai [0.95 1.05] [0.85 0.95] [0.75 0.85] [0.62 0.72] [0.45 0.55] [0.35 0.45] [0.28 0.38]
b j 0 0 0 0 0 0 0
ok 0 0 0 0 0 0 0
Translation
ai 1 1 1 1 1 1 1
b j 0 0 0 0 0 0 0
ok [-2 2] [-6 -2] [-10 -6] [-14 -10] [-18 -14] [-22 -18] [-27 -23]
Diagonale+Translation
ai [0.95 1.05] [0.85 0.95] [0.75 0.85] [0.62 0.72] [0.45 0.55] [0.35 0.45] [0.28 0.38]
b j 0 0 0 0 0 0 0
ok [-2 2] [-6 -2] [-10 -6] [-14 -10] [-18 -14] [-22 -18] [-27 -23]
Affine
ai 1 1 1 1 1 1 1
b j [0−0.07] [−0.07−0.14] [−0.14−0.21] [−0.21−0.29] [−0.29−0.36] [−0.36−0.43] [−0.43−0.5]
ok [-2 2] [-6 -2] [-10 -6] [-14 -10] [-18 -14] [-22 -18] [-27 -23]
TABLE 6.1 – Valeurs des paramètres de la transformation affine de l’équation (6.1)
pour les conditions Cv, v = 1, ...,7 des 4 tests.
tervalles que ceux proposés par van de Sande et al. [98]. Cette variation artificielle
est aussi motivée par le fait que la base ALOI ne permet pas de tester l’invariance
des descripteurs face aux changements de systèmes d’acquisition. Or nous savons
qu’une modification des sensibilités spectrales des capteurs a un impact important
sur les couleurs qui pourrait être modélisé par l’application d’une transformation
affine puisqu’il est similaire à une modification des primaires lorsque l’on passe
d’un espace colorimétrique à un autre. Van de Weijer et al. [100] soutiennent
d’ailleurs l’idée que dans ce contexte, les descripteurs doivent être invariants aux
rotations dans l’espace des couleurs :"For the design of physically meaningful co-
lor features not only the invariance with respect to spatial coordinate changes
is desired but also the invariance with respect to color coordinate systems rota-
tions. Features based on different measurement devices which measure the same
spectral space should yield the same results".
6.2.2 Les bases d’images pour la classification
Dans le contexte de la classification d’objets, nous avons utilisé 4 bases diffé-
rentes qui sont Flowers [5], Soccers [7], Birds [3] et Pascal Voc 2010 [6].
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Flowers
Cette base d’images contient 17 catégories de fleurs avec 80 images par caté-
gorie (cf. Figure 6.3). Pour cette base les informations de couleur et de forme sont
importantes toutes les deux pour différencier les classes de fleurs. Pour nos tests,
nous avons choisi 40 images par classe pour l’apprentissage et 40 images pour le
test.
Birds
Cette base d’images contient 6 catégories d’oiseaux avec 100 images par ca-
tégorie (cf. Figure 6.4). Pour cette base les informations de couleur et de forme
sont importantes pour différencier les classes mais la forme est prédominante.
Pour nos tests, nous avons choisi 60 images par classe pour l’apprentissage et 40
images pour le test.
Soccers
Cette base d’images contient 7 catégories de joueurs de football avec 40 images
par catégorie (cf. Figure 6.5). Pour cette base l’information de couleur est prédo-
minante pour différencier les classes. Pour nos tests, nous avons choisi 25 images
par classe pour l’apprentissage et 15 images pour le test.
Pascal VOC 2010
Cette base d’images contient 20 catégories avec des nombres variables d’images
par catégorie (cf. Figure 6.6). Pour cette base l’information de couleur n’apporte
pas beaucoup d’information supplémentaire lorsqu’elle est ajoutée à l’informa-
tion de forme pour différencier les classes. Pour nos tests, nous avons choisi 3072
images au total pour l’apprentissage et 3084 images pour le test.
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(a) Couleur d’éclairage
(b) Direction de l’éclairage
(c) Point de vue
(d) Taux de compression Jpeg
(e) Flou
FIGURE 6.1 – Deux objets de la base ALOI sous différentes conditions.
-153-
CHAPITRE 6. RÉSULTATS EXPÉRIMENTAUX
(a) Diagonale
2075K
(b) Translation
2075K
(c) Diagonale+Translation
2075K
(d) Affine
FIGURE 6.2 – Les conséquences des variations artificielles sur les couleurs de
deux images.
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FIGURE 6.3 – Quelques images de la base Flowers
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FIGURE 6.4 – Quelques images de la base Birds
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FIGURE 6.5 – Quelques images de la base Soccers
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FIGURE 6.6 – Quelques images de la base VOC 2010
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6.3 Les descripteurs testés
6.3.1 Propriétés théoriques d’invariance
De manière à comparer les performances de nos descripteurs avec l’état de
l’art, nous avons sélectionné les 6 descripteurs locaux qui fournissent les meilleurs
résultats parmi plus de 25 descripteurs locaux testés dans [17, 98, 101] :
• SIFT niveaux de gris [68] avec une invariance théorique à l’intensité de
l’éclairage et aux translations dans l’espace couleur,
4 SIFT couleur :
• HSV -SIFT [15] sans invariance théorique,
• Opponent-SIFT [98] avec une invariance théorique à l’intensité de l’éclai-
rage et aux translations dans l’espace couleur,
• C-color-SIFT [17] avec une invariance théorique à l’intensité de l’éclairage
et aux contours d’ombre,
• RGB-SIFT avec une invariance théorique à la couleur de l’éclairage,
un descripteur issu de la concaténation entre SIFT et l’histogramme de teinte :
• Hue-SIFT [101] avec une invariance théorique à l’intensité de l’éclairage
et aux translations dans l’espace couleur.
Pour les SIFT couleur, nous avons utilisé le code fournit par Mikolajczyk [8]
et pour le Hue-SIFT celui de van de Weijer [9].
Nous rappelons que notre descripteur CORR a une invariance théorique à toute
application de fonctions croissantes sur les composantes couleur. Le descripteur
CVI est invariant à toute transformation affine appliquée dans l’espace couleur.
Le degré d’invariance du descripteur IVC peut être contrôlé par le nombre de
degrés de liberté de la fonction de normalisation associée. Le lecteur se reportera
au chapitre 3 pour plus de détails.
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6.3.2 Compacités
Les résultats des descripteurs dans l’expérience d’appariement ainsi que dans
l’expérience de classification doivent être analysés en conservant à l’esprit les di-
mensions de chaque descripteur. Sur la figure 6.2, nous pouvons remarquer que les
descripteurs proposés sont très compacts en comparaison avec les autres descrip-
teurs testés. Cette compacité peut aider (et est parfois requise) dans de nombreuses
applications comme le suivi d’objets dans les vidéos ou la classification d’objets
qui nécessite une étape de quantification vectorielle dans l’espace des descripteurs
pour créer les dictionnaires visuels. De par nos expériences, nous avons pu consta-
ter que la création d’un dictionnaire visuel fondé sur les SIFT couleur demande
un temps de calcul très important.
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TABLE 6.2 – Dimensions des descripteurs testés
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6.4 Appariement de régions locales
Dans cette expérience, nous utilisons le même protocole que celui proposé par
Burghout et al. [17]. Pour cela, nous utilisons la base ALOI qui est présentée plus
haut.
Des régions ont été extraites des images par le détecteur de Harris-Affine [72]
et Burghout et al. ont selectioné les plus stables (une par image) en terme de
positions, échelles et orientations à travers les différentes variations [4]. L’objectif
étant que les régions extraites des images du même objet représentent les mêmes
éléments de surface de cet objet. Ainsi, nous obtenons 1000 régions, chacune
d’elle étant acquise sous toutes les conditions proposées par la base ALOI. Le
test consiste à comparer les images de ces régions sous différentes conditions
d’acquisition afin de mesurer le pouvoir discriminant et les propriétés d’invariance
de chaque descripteur testé.
Le protocole et les critères d’évaluation sont similaires à ceux utilisés par Bur-
ghout et al. [17] et van de Sande et al. [98]. Tout d’abord, l’appariement par le plus
proche voisin est adopté en utilisant la distance Euclidienne. Cependant, pour le
descripteur obtenu par concaténation de IVC et CVI, chaque dimension est di-
visée par son écart-type évalué une seule fois sur environ 12000 régions. Pour
les conditions de variation de la base ALOI ( couleur de l’éclairage, direction de
l’éclairage, point de vue, compression Jpeg et flou), nous considérons 6 ensembles
constitués d’un nombre identique de régions. Pour les variations artificielles, nous
avons 8 ensembles. Un ensemble est appelé l’ensemble de référence EnsR et les 5
(ou 7) autres sont les ensembles de tests EnsTi, i = 1, ...,5 ou i = 1, ...,7. Chaque
ensemble contient des régions extraites d’images acquises sous des conditions
identiques. Les ensembles de tests sont constitués de telle sorte que les différences
de conditions entre l’ensemble de référence EnsR et l’ensemble de test EnsTi aug-
mentent lorsque i augmente. Pour chaque ensemble de test considéré indépendam-
ment, nous comparons chaque région de référence avec toutes les régions de cet
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ensemble de test et nous évaluons le pourcentage d’appariements corrects (PAC),
c’est à dire le pourcentage de régions de référence dont la distance avec la région
de test correspondante (celle qui représente les mêmes éléments de surface) est la
minimum parmi les distances avec toutes les autres régions. Ces PAC sont équiva-
lents à la notion de "rappel" dans ce contexte où chaque région de référence à une
seule région correspondante dans chaque ensemble de test. Nous aurions pu aussi
analyser les courbes de rappel-précision mais nous avons remarquer que celles-
ci n’apportent pas d’informations supplémentaires, donc nous avons préféré nous
concentrer sur les courbes qui représentent l’évolution du PAC en fonction des
difficultés croissantes, c’est à dire que nous traçons le PAC obtenu pour chaque
ensemble de test, en faisant croître i. L’allure de ces courbes nous permet d’avoir
une idée à la fois sur le pouvoir discriminant du descripteur testé et sur ses pro-
priétés d’invariance à la condition considérée. En effet, les PAC obtenus pour de
faibles variations des conditions (les premiers points à gauche sur la courbe) ren-
seigne sur le pouvoir discriminant du descripteur alors que l’évolution de la courbe
vers des conditions de plus en plus difficiles (les points à droite) informe sur les
propriétés d’invariance de ce descripteur. Le tableau 6.3 résume ces informations.
6.4.1 Paramètres de IVC et CVI
Dans le chapitre 3 nous avons introduit les deux descripteurs IVC et CVI et
nous avons pu constater que certains paramètres de ces descripteurs pouvaient être
réglés. Dans cette partie, nous proposons de mesurer l’impact de ces paramètres
sur leur pouvoir discriminant et leur sensibilité aux variations des conditions d’ac-
quisition. Pour cela, nous allons comparer les performances obtenues sur la base
ALOI en fonction de différentes valeurs de ces paramètres.
Les paramètres testés sont les suivants :
• la taille de CVI, liée à la décomposition de la région considérée (1×1, 2×2,
3×3, 4×4 ou 5×5 dans la figure 6.7),
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TABLE 6.3 – Evolution des courbes de PAC en fonction de l’invariance et du
pouvoir discriminant du descripteur testé.
• la taille de IVC, liée à la décomposition de la région considérée (1×1, 2×2
ou 4×4 dans la figure 6.8),
• le nombre de degrés de liberté de la transformation utilisée pour normaliser
IVC (0ddl, 3ddl, 6ddl ou 12ddl dans les figures 6.9 et 6.10),
• la dimension de l’espace couleur (1×3D pour RV B ou 3×2D pour RV , RB
et V B dans la figure 6.11),
• l’utilisation d’une contrainte géométrique ou non pour l’évaluation de IVC
en 3×2D (avec contrainte ou sans contrainte dans la figure 6.11).
La taille de CVI
Dans la figure 6.7 nous avons représenté les résultats obtenus sous diverse
conditions. Ces résultats doivent être analysés relativement à la taille des des-
cripteurs testés de manière à s’assurer que toute augmentation de la taille soit
accompagnée d’un accroissement conséquent des résultats. Ainsi, les tailles des
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descripteurs testés sont les suivantes :
• CVI-1×1 : 3−D,
• CVI-2×2 : 12−D,
• CVI-3×3 : 27−D,
• CVI-4×4 : 48−D,
• CVI-5×5 : 75−D.
Les courbes nous montrent que, en moyenne, mis à part CVI-1× 1, les des-
cripteurs fournissent de bons résultats qui varient peu entre les descripteurs. Les
différences apparaissent davantage pour les variations de la direction de l’éclai-
rage. La spécificité de ces variations est qu’elles font apparaître des ombres et des
reflets dans certaines régions, conduisant à un éclairage non homogène au sein
d’une même région. Nous avons montré que le descripteur CVI est invariant aux
transformations affines appliquées dans l’espace couleur à toutes les couleurs de
la région analysée. En effet, si la transformation affine est appliquée à une seule
partie des couleurs de la région, c’est à dire si la variation photométrique n’est pas
uniforme sur l’ensemble des pixels de la régions, l’invariance ne sera pas conser-
vée. Ainsi, lorsque nous décomposons une région en sous-régions, la contrainte
d’uniformité de la variation photométrique est plus souple puisqu’elle est limitée
aux sous-régions. Autrement dit, moins l’éclairage est homogène spatialement,
plus il faut réduire la taille des régions sur lesquelles est calculé le CVI. C’est ce
que nous pouvons observer sur la courbe représentant les variations de direction
de l’éclairage. Cependant, dans ce cas précis, les résultats obtenus par la décompo-
sition 4×4 sont presque équivalents à ceux de la décomposition 5×5, le passage
de 48−D à 75−D ne semble donc pas justifié. En conclusion, après analyse de
tous ces résultats, nous proposons d’opter pour le descripteur CVI-4× 4. C’est
celui-ci qui sera utilisé dans la suite des expériences. Nous avons repéré en bleu
les courbes de ce descripteur dans la figure 6.7.
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La taille d’IVC
La figure 6.8 présente les résultats obtenus pour différentes tailles du descrip-
teur IVC :
• IVC-1×1 : 9−D,
• IVC-2×2 : 36−D,
• IVC-4×4 : 144−D.
Les courbes présentent des résultats relatifs similaires à ceux de la section
précédente. Nous constatons aussi que le passage de IVC-2× 2 à IVC-4× 4 ne
permet pas d’augmenter de manière conséquente les résultats et nous optons donc
pour le descripteur IVC-2×2 pour la suite des expériences. Nous avons repéré en
bleu les courbes de ce descripteur dans la figure 6.8.
La normalisation d’IVC
Les figures 6.9, 6.10 présentent les performances obtenues par le descripteur
IVC-2× 2 en fonction du nombre de degrés de liberté de la fonction de norma-
lisation. Nous avons vu dans le chapitre 3 que ce nombre de degrés de liberté
va directement influencer le degré d’invariance du descripteur. Dans le cadre de
cette étude, nous avons donc complétés les tests réalisés précédemment sous les 5
conditions de la base ALOI, par les 4 conditions que nous avons artificiellement
créées. En effet, l’objectif de ces tests est de mesurer l’impact d’une transforma-
tion appliquée dans l’espace couleur sur les performances des descripteurs.
Nous rappelons les modèles de variations photométriques auxquels se rap-
portent les différents nombres de degrés de liberté :
• 0 dll : aucune invariance théorique,
• 3 dll : modèle diagonal (éq. (2.20)),
• 6 dll : modèle diagonal et translation (éq. (2.21)),
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• 12 dll : modèle affine (éq. (2.23)).
Pour les 5 courbes de la figure 6.9, nous constatons l’importance de la prise en
compte du compromis entre invariance et pouvoir discriminant. En effet, sur ces
courbes, il apparaît que plus nous conférons un degré d’invariance élevé à un des-
cripteur, moins celui est discriminant. Et même pour les courbes qui concernent
les variations photométriques, comme les changements de couleur ou de direc-
tion de l’éclairage, le degré d’invariance photométrique le plus faible est requis
puisque le descripteur IVC-0 dll fournit les meilleurs résultats. Cela dit, concer-
nant la couleur de l’éclairage, la compression et le flou, les résultats fournis par
IVC-0 dll, IVC-3 dll et IVC-6 dll sont similaires. En moyenne, cependant, sur les
5 conditions testées, le meilleur choix sera celui du descripteur IVC-0 dll, donc
celui qui ne présente aucun invariance photométrique théorique.
Comme les variations photométriques de la base ALOI ne perturbent pas beau-
coup les couleurs, nous proposons de poursuivre ce test sur les images auxquelles
nous avons appliqué artificiellement des transformations affines dans l’espace
couleur comme l’ont fait van de Sande et al. [98]. Les résultats de ces tests sont
affichés dans la figure 6.10.
Dans la figure 6.10, nous constatons que la théorie est validée. En effet, le des-
cripteur IVC-0 dll montre très peu d’invariance aux transformations appliquées,
mis à part à la translation. Le descripteur IVC-3 dll qui présente une invariance
théorique uniquement aux transformations diagonales voit ses résultats chutent
dès lors qu’une translation est appliquée. Le descripteur IVC-6 dll présente les
meilleurs résultats en moyenne sur l’ensemble des conditions testées. Il obtient
en effet des résultats presque parfaits dans toutes les conditions sauf lorsque la
transformation affine (avec termes non diagonaux non nuls) est appliquée. Quant
au descripteur IVC-12 dll, son invariance n’est pas remise en cause par les tests
mais son pouvoir discriminant n’est pas aussi élevé que celui de IVC-6 dll. Ceci
est du à son degré d’invariance très élevé ce qui ne lui pas permet pas de res-
pecter le compromis invariance/pouvoir discriminant. Nous constatons d’ailleurs
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que ses performances sont stables quelles que soient les conditions de test, mais
reste à un niveau moyen inférieur à IVC-6 dll. Ainsi, le descripteur IVC-6 dll est
celui qui gère le mieux le compromis entre pouvoir discriminant et degré d’in-
variance. Nous retenons ce descripteur lorsque les conditions d’acquisition créent
des variations photométriques importantes. Lorsque ces variations sont faibles (cf.
figure 6.9), le descripteur IVC-0 dll présente les meilleures performances.
La dimension de l’espace couleur
Il nous a paru opportun de comparer les résultats obtenus par l’application
d’une transformation de l’espace image vers un espace couleur 3D (IVC-3D) à
ceux obtenus par les applications de 3 transformations de l’espace image vers un
espace couleur 2D RV , RB et V B (IVC-2D). L’idée étant que le passage de la
2D à la 3D pouvait être perturbé par l’apparition d’une dimension supplémen-
taire. Initialement, nous avions d’ailleurs travaillé uniquement avec des espaces
2D. Cela dit, en intégrant les 3 dimensions dans une seule transformation, nous
prenons en compte l’aspect vectoriel de la couleur, ce qui intuitivement pourrait
accroître le pouvoir discriminant. Dans la figure 6.11, nous comparons les résultats
des descripteurs IVC-3D-0ddl et IVC-2D-sans-contrainte. nous devons noter que
les dimensions de ces descripteurs sont différents. IVC-3D-0ddl est un descrip-
teur plus compact puisqu’il possède 36 valeurs et IVC-2D-sans-contrainte est un
descripteur à 72 valeurs. Nous remarquons que ces deux descripteurs fournissent
les mêmes résultats sur la bases ALOI, ce qui valide l’hypothèse que la prise en
compte de la couleur comme une information 3D permet d’accroître le pouvoir
discriminant puisque 36 valeurs permettent d’obtenir les mêmes résultats que 72
pour le descripteur qui considère 3 plans 2D.
L’utilisation d’une contrainte géométrique
L’intérêt de travailler dans 3 plans 2D réside dans le fait que nous pouvons
imposer une contrainte géométrique à la transformation de l’espace image vers
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l’espace couleur (cf. section 3.3.3 du chapitre 3). L’intérêt de cette contrainte
étant d’annuler une invariance géométrique inutile du descripteur afin d’accroître
son pouvoir discriminant. En effet, de par la détection de régions d’intérêt dans
les images, la transformation qui existe entre deux régions qui représentent les
mêmes éléments de surface peut être modélisée par une rotation, un changement
d’échelle et une translation, mais la partie cisaillement de la transformation af-
fine 2D modélisée par notre transformation TIVC n’a pas lieu d’être. Nous avons
donc souhaité annuler cette invariance et tester l’intérêt de cette annulation. Nous
comparons donc les résultats obtenus par les descripteurs IVC-2D-sans-contrainte
et IVC-2D-avec-contrainte dans la figure 6.11. Sur les 5 conditions testées, nous
constatons que l’ajout de la contrainte n’a un impact que lorsque le point de vue
varie entre les images. c’est effectivement à ce niveau qu’était attendu l’amélio-
ration puisqu’elle traite des déformations géométriques. Cependant l’impact de
cette contrainte étant peu conséquent, et étant donné que nous ne pouvons pas
placer une telle contrainte lorsque l’on considère l’espace couleur 3D, nous pro-
posons de retenir le descripteur IVC-3D-0ddl dans les tests de la figure 6.11. Les
performances de ce descripteur apparaissent en bleu sur les différentes courbes de
cette figure.
Dans cette partie, nous avons fait varier les paramètres de nos descripteurs
couleur afin d’optimiser le choix des valeurs de ces paramètres. En conclusion,
pour le descripteur CVI nous retenons celui calculé sur une décomposition 4×4
de la région détectée. Sa dimension sera donc de 48. Pour le descripteur IVC,
de nombreux paramètres ont été testés et nous choisissons le descripteur calculé
sur une décomposition 2× 2 de la région, en travaillant avec un espace couleur
3D. Sa dimension sera donc de 36. Pour la normalisation, lorsque les variations
photométriques sont faibles, le descripteur IVC-0 dll sera chois, sinon ce sera le
descripteur IVC-6 dll.
Nous avons conduit ces expériences sur une base d’image de référence conte-
nant 1000 objets dans des images acquises sous des conditions différentes. Ces
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choix peuvent donc être retenus comme les choix par défaut. Cependant, la sou-
plesse de nos descripteurs permet de les adapter à d’autres bases. Nous avons fait
en sorte de présenter l’impact de chaque paramètre sur les performances des des-
cripteurs de manière à ce que le lecteur puisse faire un choix en connaissance de
cause en fonction des priorités des critères de qualité (pouvoir discriminant, degré
d’invariance, compacité).
6.4.2 Comparaison avec les descripteurs de la littérature
Dans ce paragraphe, nous proposons de comparer les descripteurs retenus dans
la partie précédente aux descripteurs locaux les plus performants parus dans la lit-
térature [17, 98]. Nous testons les performances de tous ces descripteurs sur les
5 conditions de variation fournies par la base ALOI ainsi que sur les transforma-
tions artificielles que nous avons proposées. Les résultats sont regroupés dans les
figures 6.12 et 6.13. Dans le but de simplifier l’analyse, nous avons ajouté sur
chaque graphique un diagramme à bâtons qui représente pour chaque descripteur
la moyennes de bons résultats sur la condition testée.
Tout d’abord, nous soulignons que nous obtenons des résultats d’appariement
très similaires à ceux présentés par les articles récents [17, 98] pour les descrip-
teurs de la littérature. L’unique différence est que nous obtenons des résultats lé-
gèrement supérieurs pour le Hue-SIFT que [98]. Comme les 100 et 500 régions
sont choisies de manière aléatoire, nous ne pouvions pas obtenir exactement les
mêmes résultats.
Pour aider à l’analyse, nous rappelons que, mis à part pour les tests de chan-
gement de point de vue, les régions détectées dans les images contiennent exacte-
ment les mêmes éléments de surface au cours des variations d’une condition. En
effet, comme l’objet n’a pas bougé entre les acquisitions sous différentes condi-
tions, la détection de régions à été faite dans les images de référence, sous une
condition et les mêmes positions, orientations et échelles ont été extraites dans les
images acquises sous d’autres conditions. Ainsi, les erreurs de détection n’inter-
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viennent que dans le cas des variations du point de vue, pour lequel les positions
des éléments de surface varient.
En moyenne, les résultats relativement décevants de notre descripteur CORR
sous certaines conditions s’expliquent par le fait que les mesures de rang sont très
instables dans plusieurs cas. Par exemple, lorsque l’éclairage n’est pas homogène
dans une région (c’est le cas lorsque la direction de l’éclairage varie), les niveaux
de composantes couleur de certains pixels varient différemment de ceux d’autres
pixels, perturbant complètement les mesures de rang de tous les pixels de la ré-
gion. Lorsqu’il y a des erreurs de détections (c’est le cas pour les variations de
point de vue), l’apparition de nouveaux éléments de surface et/ou la disparition de
certains autres ont aussi tendance à modifier les mesures de rang des pixels. Les
variations comme la compression jpeg ou le flou ont tendance à homogénéiser
les couleurs des pixels localement et perturbent ainsi les mesures de rang. Enfin,
une transformation affine dont les coefficients peuvent être négatifs ne peut pas
toujours être assimilée à une fonction croissante qui est pourtant l’hypothèse né-
cessaire à la préservation des mesures de rang. Ainsi, le descripteur CORR est
plutôt recommandé lorsque la couleur de l’éclairage n’est pas contrôlé et lorsque
les transformations dans l’espace des couleurs sont des translations et/ou des ap-
plications de matrices diagonales. Il faut noter que ce descripteur à 18 dimensions
est le plus compact de tous et qu’il obtient sur certaines courbes des résultats si-
milaires à des descripteurs de dimensions 384.
Concernant les descripteurs CVI et IVC, nous notons que les résultats valident
la théorie. En effet, nous remarquons que IVC fournit de meilleurs résultats que
CVI lorsque les transformations sont géométriques (points de vue, Jpeg et flou)
alors que CVI fournit des résultats similaires ou meilleurs que IVC dans le cas de
transformations photométriques (couleur de l’éclairage, direction de l’éclairage
et application de transformations dans l’espace couleur). Ceci vérifie la théorie
puisque nous avons montré que IVC est invariant aux transformations dans l’es-
pace image alors que CVI est invariant aux transformations dans l’espace couleur.
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De plus, ce qui est intéressant de noter est que la simple concaténation des deux
descripteurs fournit des résultats qui sont toujours équivalents à ceux obtenus par
le meilleur des deux descripteurs. Cette concaténation qui reste compact (84-D)
semble donc être la meilleure solution lorsque les conditions de variations ne sont
pas connues. En effet, nous remarquons que ce descripteur (IVC+CVI) fournit en
moyenne les meilleurs résultats de tous les descripteurs testés.
En ce qui concerne la couleur de l’éclairage, tous les descripteurs fournissent
de très bons résultats avec une légère supériorité de la concaténation IVC+CVI.
Comme van de Sande et al. l’avaient déjà signalé [98], l’invariance théorique aux
variations de la couleur de l’éclairage n’est pas requise pour qu’un descripteur
fournisse de bons résultats sur cette base. En effet, les descripteurs tels que IVC-
0ddl ou les Opponent-SIFT ne sont pas invariants mais fournissent de très bons
résultats dans la pratique. De plus, nous pouvons noter que l’addition de la couleur
aux SIFT niveaux de gris n’apporte pas beaucoup sous cette condition puisque les
SIFT couleur ont des résultats comparables aux SIFT niveaux de gris.
Les variations de direction d’éclairage sont celles qui perturbent le plus les
descripteurs testés. Comme nous l’avons déjà précisé, ces modifications conduisent
à l’apparition d’ombres, de reflets et de non-homogénéité de l’éclairage au sein
des régions. Nous voyons que le descripteur CVI supporte le mieux ces varia-
tions. Ceci vient du fait que ce descripteur, d’une part, est complètement invariant
à toute transformation affine dans l’espace couleur, et d’autre part, il décompose
chaque région en 4× 4 sous-régions et caractérise indépendamment chacune de
ces 16 sous-régions. Ainsi, de par le calcul de ce descripteur, les 16 sous-régions
sont indépendamment normalisées par rapport aux variations des conditions d’ac-
quisition. Les descripteurs qui utilisent SIFT décomposent aussi la région en 4×4,
mais la normalisation est effectuée sur la région globale et non sur chaque sous-
région. Ceci explique pourquoi le descripteur CVI offre les meilleures perfor-
mances dans ces conditions. Une fois encore, nous notons que la concaténation
IVC+CVI exploite les avantages du meilleur des deux descripteurs CVI et IVC
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puisqu’elle fournit les meilleurs résultats de tous les descripteurs testés.
Comme nous l’avons déjà précisé, dans le cas de variations de point de vue, il
peut y avoir quelques erreurs de positions, d’échelles et d’orientations des ellipses
détectées, même si nous avons considéré les ellipses les plus stables (fournies par
Burghout et al.) au cours des variations. Par conséquent les descripteurs doivent
prendre en compte les légères erreurs de détection ainsi que des transformations
affines dans l’espace 3D. Comme le descripteur SIFT niveaux de gris est fondé sur
les orientations de gradients locaux, il est plus sensible à des variations de point
de vue et aux conséquences d’une mauvaise détection. C’est pour cela que l’in-
tégration d’information couleur est nécessaire pour augmenter les performances
de ce descripteur. Ainsi, la plupart des SIFT couleur fournissent de meilleurs ré-
sultats que le SIFT niveau de gris. Cependant, les meilleurs résultats sont fournis
par le descripteur IVC et ceci permet de confirmer l’invariance théorique de ce
descripteur à toute transformation affine appliquée dans l’espace image. D’après
les résultats, nous remarquons que le compromis entre pouvoir discriminant et in-
variance n’est pas correctement géré par le descripteur CVI en cas de variations
de point de vue. En effet, comme pratiquement aucune invariance photométrique
n’est requise pour ces variations, l’invariance très forte de CVI conduit à de moins
bonnes performances, équivalentes à celles du SIFT niveaux de gris. Heureuse-
ment, ces résultats ne dégradent pas de manière conséquente les performances de
la concaténation IVC+CVI puisque ce descripteur fournit les meilleurs résultats
après IVC en comparaison avec tous les autre descripteurs testés.
La compression Jpeg et le flou causent des distortions géométriques dans l’es-
pace image qui ne peuvent pas être modélisées par des transformation affines.
C’est pour cela que le descripteur CVI présente de moins bons résultats que les
autres descripteurs testés. De plus, nous savons que la compression Jpeg détériore
davantage les composantes chromatiques des pixels que leur composante inten-
sité. L’ajout d’information couleur n’est donc pas forcément pertinente dans ce
cas. Les très bonnes performances du SIFT niveaux de gris illustrent cela. Ces
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deux raisons expliquent pourquoi la concaténation IVC+CVI ne fournit pas les
meilleurs résultats en cas de compression Jpeg. Heureusement, la plupart des
images sont rarement compressées à des taux aussi importants que ceux testés
ici. Pour des taux faibles, nous remarquons que les résultats de la concaténation
IVC+CVI sont moins perturbés par les mauvaises performances de CVI.
Sur la figure 6.13, les variations ont été artificiellement créées dans les images
en appliquant des transformations dans l’espace couleur. Nous remarquons que le
descripteur CVI est complètement insensible à ces variations puisqu’il obtient les
résultats maximum à chaque fois. Pour le descripteur IVC, nous avons ici utilisé
une normalisation à 6 degrés de liberté comme nous l’avions noté dans les tests
préalables sur ce descripteur. Nous remarquons que la concaténation IVC+CVI
présente aussi presque toujours des performances maximales (100%) avec une
très légère baisse en cas de transformation affine.
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FIGURE 6.7 – La taille de CVI sur la base ALOI
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FIGURE 6.8 – La taille d’IVC sur la base ALOI
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FIGURE 6.9 – La normalisation d’IVC sur la base ALOI
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FIGURE 6.11 – IVC 3D et 2D avec et sans contrainte
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FIGURE 6.12 – Performances des descripteurs locaux sur la base ALOI
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FIGURE 6.13 – Performances des descripteurs locaux sur la base ALOI (perturba-
tions artificielles). Les conditions C1 à C7 sont décrites dans le tableau 6.1.
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6.5 Classification d’objets
Dans le contexte de la classification d’objets, nous avons utilisé 4 bases dif-
férentes qui sont Flowers, Soccers, Birds et Pascal Voc 2010. Notre but ici n’est
pas de fournir les meilleurs résultats de la littérature mais de comparer les perfor-
mances de nos descripteurs avec ceux de la littérature dans des conditions iden-
tiques. Par conséquent, nous n’avons pas tenté d’affiner tous les paramètres qui
ont un impact sur les résultats de classification. Ainsi, nous avons extrait une ré-
gion de taille 16×16 tous les 8 pixels pour les bases Flowers, Soccers et Birds et
de taille 12× 12 tous les 6 pixels sur la base VOC 2010. Ceci est du au fait que,
pour la base VOC 2010, nous avons travaillé sur les fenêtres qui contiennent les
objets et non sur les images globales. Les tailles étaient donc plus faibles. Pour
chaque base, nous avons sélectionné aléatoirement 50.000 régions pour réduire
le nombre de points dans l’espace des descripteurs. Ensuite, nous avons appli-
qué l’algorithme k-means pour extraire 200 mots visuels. Les images sont ensuite
caractérisées par des histogrammes de mots visuels (sacs de mots). L’étape de
classification est fondée sur les SVM avec un noyau d’intersection. Ceci nous per-
met d’évaluer la précision moyenne (MAP) sur chaque base comme illustré sur la
Figure 6.14. Nous précisons que les échelles de ces figures sont différentes. Nous
avons testé tous les descripteurs présenté précédemment ainsi que les descripteurs
IVC utilisant différents nombres de degrés de liberté : de IVC-0ddl sans invariance
photométrique à IVC-12ddl avec une invariance complète aux transformations af-
fines appliquées dans l’espace couleur. Le descripteur CORR n’a pas été intégré à
ces tests car quelques tests nous ont montré qu’il n’était pas adapté à la classifica-
tion, certainement pour les raisons précisées ci-dessous.
La figure 6.14 nous montre que les descripteurs qui présentent des degrés d’in-
variance trop élevés (CVI, IVC-6ddl, IVC-12ddl) ne fournissent pas de très bons
résultats en classification lorsque la couleur est une information importante. Ceci
peut s’expliquer par le fait que l’invariance photométrique peut être atteinte par
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l’utilisation de la méthode de sacs de mots. En effet, 200 mots visuels ont été sélec-
tionnés pour chaque base et chaque descripteur extrait est associé au mot visuel le
plus proche dans l’espace des descripteurs. Ainsi, si la couleur varie un peu d’une
région à l’autre, l’association au mot visuel le plus proche risque de gommer cette
variation. L’invariance devient alors inutile et nous savons que toute invariance in-
utile tend à diminuer le pouvoir discriminant. Cette faiblesse des descripteurs trop
invariants est moins marquée pour la base VOC 2010 pour laquelle l’information
de couleur n’apporte que peu d’informations par rapport à la forme.
Nous avons déjà précisé que :
• pour la base Soccers, la couleur est plus importante que la forme,
• pour la base Flowers, la couleur et la forme sont importantes,
• pour la base Birds, la couleur et la forme sont importante, mais la forme est
prédominante,
• pour la base VOC 2010, la couleur n’apporte pas beaucoup lorsqu’elle est
ajoutée à la forme.
Nous remarquons que les spécificités de chaque base apparaissent dans les
résultats. En effet, lorsque nous comparons les résultats des SIFT niveaux de gris
et des SIFT couleur, nous pouvons en déduire si les informations de forme et de
couleur sont importantes. Pour Soccers, les SIFT couleur ont des résultats de plus
de 20% supérieurs aux SIFT niveaux de gris. Pour Flowers, l’augmentation est de
10%. Pour Birds et VOC 2010, l’augmentation moyenne est très faible.
Nous remarquons que le descripteur IVC-0ddl qui n’offre aucune invariance
théorique fournit de très bons résultats de classification, et notamment sur les
bases pour lesquelles la couleur est importante. Il permet en effet d’accroître de
plus de 7% sur la base Flowers et de plus de 6% sur la base Soccers les perfor-
mances du meilleur SIFT couleur (Hue-SIFT).
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Le descripteur d’auto-similarités proposé dans le chapitre 5 n’a pas été consi-
déré dans les tests ci-dessus. Nous proposons de le tester sur la base PASCAL
VOC 2007 et de le comparer aux descripteurs de similarités locales [95] (BOLSS
pour Bag Of Local Self-Similarities) et de similarités globales [24] (BOCS pour
Bag Of Correlation Surfaces) introduits dans ce chapitre 5. Comme le soulignent
Shechtman et al. [95] et Deselaers et al. [24], l’utilisation des auto-similarités pour
la classification d’objets n’est pas suffisante en soi et fournit des résultats moins
intéressants que les descripteurs locaux classiques, du fait de leur invariance très
élevée aux variations photométriques. Jusqu’à aujourd’hui, elles sont davantage
utilisées en complément des descripteurs locaux classiques. Notre objectif, en-
core une fois, n’est pas d’obtenir les meilleurs résultats de classification sur la
base VOC 2007 de la littérature mais simplement de comparer dans les mêmes
conditions, les approches d’auto-similarités de la littérature avec notre approche.
Les résultats sont présentés dans la figure 6.15. Notre descripteur est appelé BO-
RISS pour Bag Of Rotation Invariant Self Similaities.
Dans cette figure, nous pouvons constater que notre approche fournit de meilleurs
résultats que les deux autres testées pour la plupart des classes de la base VOC
2007. De plus, la précision moyenne de notre approche est de 25% alors que
celle des approches de la littérature est de 18%. Ces résultats très encourageants
montrent bien que l’invariance à la rotation permet de retrouver des auto-similarités
dans les images qui sont discriminantes dans le cadre de la classification d’objets.
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FIGURE 6.14 – Précision moyenne obtenue par les descripteurs pour la classifica-
tion sur 4 bases
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FIGURE 6.15 – Précisions obtenues par les descripteurs d’auto-similarités sur la
base VOC 2007. MAP est le pourcentage de la précision moyenne.
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6.6 Conclusion
Dans ce chapitre, nous avons exposé les performances obtenues par nos des-
cripteurs et nous les avons comparées à celles des descripteurs locaux de la lit-
térature. Tout d’abord, nous avons testé ces descripteurs dans le cadre de l’ap-
pariement de régions locales extraites d’images acquises sous des conditions très
variables. Nous avons testé 9 conditions de variations différentes et nous avons
pu constater que la théorie étaient validée par les résultats expérimentaux. Ainsi,
nos descripteurs compacts fournissent des résultats supérieurs en moyenne à tous
les autres descripteurs. Ceci s’explique par le fait que nos descripteurs ne sont pas
fondés sur l’information de gradients locaux mais représentent les distributions
spatiales des couleurs dans les régions. Cette information est très discriminante
lorsqu’elle n’est pas sensible aux variations des conditions d’acquisition et nous
avons montré que nos descripteurs parviennent à respecter le compromis entre
pouvoir discriminant et degré d’invariance. De plus, nous avons montré que cette
information peut être facilement résumée par quelques valeurs alors que les gra-
dients locaux conduisent rarement à des descripteurs compacts.
Dans un second temps, nous avons testé nos descripteurs dans le contexte
de la classification d’objets en utilisant une approche par sacs de mots. Une fois
encore, nous avons montré que les descripteurs mis au point permettent d’obtenir
de très bons résultats de classification sur des bases pour lesquelles la couleur est
discriminante.
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Dans le cadre de cette thèse nous nous sommes attachés aux propriétés d’inva-
riance des descripteurs couleur locaux. Différents types de descripteurs invariants
sont couramment employés dans des applications de reconnaissance, de catégori-
sation d’objets, d’indexation d’images, etc. Parmi les différentes propriétés d’in-
variance recherchées dans ce type d’applications, nous nous sommes plus particu-
lièrement focalisés sur les propriétés d’invariance aux conditions d’observations.
De nombreux descripteurs locaux ont été introduits ces dix dernières années.
Pour différentier ces différents descripteurs nous avons tout d’abord listé de ma-
nière structurée l’ensemble des hypothèses (propriétés d’invariance) sur lesquelles
reposent ces descripteurs, puis nous avons établi une classification de ces descrip-
teurs basée sur ces hypothèses. Nous avons également recensé les principales par-
ticularités qui caractérisent ces descripteurs, mettant en valeur leurs similitudes,
leur degré de généricité et leur compacité. Nous avons focalisé cette étude sur les
descripteurs couleur, ces derniers laissant présager une amélioration des perfor-
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mances par rapport aux descripteurs à niveaux de gris.
L’analyse des interactions qui existent entre les différents paramètres qui entrent
en jeu dans la formation de la couleur nous a permis de proposer de nouveaux
descripteurs locaux couleur. Ces descripteurs présentent des propriétés d’inva-
riance aux conditions d’acquisition très diverses. En effet, dans le chapitre 3, nous
avons proposé des descripteurs invariants aux transformations affines appliquées
dans l’espace image comme dans l’espace couleur. Ces invariances permettent
de couvrir une large partie des variations des conditions d’acquisition. Cepen-
dant, lorsque les variations photométriques conduisent à des transformations non
linéaires des composantes couleur, le modèle affine ne fonctionne plus et nous
avons proposé une approche qui exploite les mesures de rang dans le chapitre 4.
Enfin, si les variations photométriques ne peuvent pas être modélisées par une
fonction mathématique ou si le degré de généricité requis est très important (en
classification par exemple), nous avons plutôt proposé d’exploiter les distributions
spatiales des auto-similarités dans les images.
Ainsi, dans le chapitre 3, nous avons proposé d’appliquer des transformations
affines qui permettent de transformer les coordonnées spatiales des pixels en co-
ordonnées couleur et inversement. Cette idée originale d’application de transfor-
mation affine entre deux espaces différents nous a permis de mettre au point un
ensemble de descripteurs locaux dont les propriétés d’invariance sont diverses.
D’une part, la transformation de l’espace image à l’espace couleur nous fournit un
descripteur très peu sensible aux variations géométriques dans l’espace image, au-
quel nous avons ajouté une étape de normalisation photométrique afin de contrôler
son invariance aux transformations qui peuvent perturber les couleurs. Nous avons
montré qu’en contraignant plus ou moins cette étape de normalisation en jouant
sur le nombre de degrés de liberté de la fonction associée, nous pouvons contrôler
le degré d’invariance du descripteur et ainsi s’adapter à l’application considérée.
D’autre part, la transformation de l’espace couleur vers l’espace image conduit
à un descripteur invariant à toute transformation affine appliquée dans l’espace
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couleur. De plus comme nous utilisons une décomposition en sous-fenêtre, ce
descripteur peu sensible aux variations spatiales de l’éclairage. Les descripteurs
présentés dans ce chapitre représentent à la fois les couleurs de la région consi-
dérée et leur répartition spatiale. Les tests menés dans le chapitre 6 ont mis en
évidence le pouvoir discriminant de ces descripteurs compacts. En effet, ils four-
nissent de très bons résultats dans le cadre de l’appariement de régions comme
pour la classification d’images.
Dans le chapitre 4, nous avons abordé les problèmes de variations photomé-
triques qui sont modélisés par une variation non-linéaire des composantes couleur.
Dans ce cas, l’invariance aux transformations affines n’est plus suffisante et nous
avons proposé d’exploiter les mesures de rang des pixels. Dans le cadre d’une
description locale, nous tenions à insérer une information quant à la répartition
spatiale des mesures de rang des pixels dans la région considérée. Pour cela, nous
avons proposé d’exploiter la mesure de corrélations de rang de Kendall pour ex-
traire les corrélations entre sous-ensembles disjoints de pixels. Dans ce but, il a
été nécessaire d’étendre la définition de ces corrélations à des sous-ensembles
disjoints. De plus, nous avons proposé une approche qui permet d’extraire très
rapidement ces corrélations à partir d’histogrammes couleur. Le descripteur mis
au point dans ce chapitre représente donc les corrélations entre composantes cou-
leur des pixels appartenant à des sous-régions différentes. Il caractérise donc les
répartitions spatiales des mesures de rang tout en prenant en compte plusieurs
composantes couleur.
La problématique abordée dans le chapitre 5 est un peu différente puisqu’il
s’agit de caractériser le contenu d’une image, non par un ensemble de caractéris-
tiques locales mais par la distribution spatiale des similarités entre régions. Cette
approche permet de reconnaître des objets qui ne partagent pas forcément des
caractéristiques locales communes. Différentes approches ont été proposées dans
ce contexte mais nous avons mis en évidence qu’aucune d’elle n’est invariante à
la rotation et cette sensibilité limite le nombre d’auto-similarités détectées. Nous
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avons donc proposé une méthode pour extraire des auto-similarités entre régions
quelles que soient les orientations de ces régions dans l’espace image. Une fois
que ces auto-similarités sont détectées, nous avons mis au point une structure 3D
qui permet de résumer leur distribution spatiale locale relative. Nous avons mon-
tré dans le chapitre 6 que cette structure est très pertinente dans le cadre de la
classification d’images puisqu’elle permet d’améliorer de manière conséquente
les résultats des approches classiques.
Les travaux réalisés au cours de cette thèse nous ouvrent un large champs de
perspectives.
D’une part, notre étude sur les invariants couleur a révélé qu’une large part des
invariances sont obtenues par dérivées spatiales ou rapports entre composantes de
pixels voisins. Les valeurs déduites de ces analyses très locales sont donc sensibles
aux variations des composantes des pixels. Cependant, la plupart des images sont
acquises par des capteurs mono-CCD pour lesquels une seul niveau de compo-
sante est connu pour chaque pixel, les 2 autres niveaux étant déduits par des algo-
rithmes de démosaïçage. Une étude intéressante pourrait être d’analyser l’impact
des algorithmes de démosaïçage sur les invariants colorimétriques obtenus.
Ensuite, nous avons proposé un ensemble de descripteurs locaux dont les pro-
priétés d’invariance sont très diverses avec l’idée que le choix du descripteur doit
être fait en fonction de l’application. Le descripteur IVC, à lui seul, peut être
adapté à plusieurs conditions en jouant sur le nombre de degrés de liberté de sa
fonction de normalisation. Cette fonction est celle qui permet de modifier les posi-
tions des coins des sous-fenêtres qui constituent la région à caractériser par rapport
aux positions des coins de la région complète. Cette normalisation est réalisée
avant de transmettre le descripteur mais nous soutenons l’idée qu’il serait pos-
sible d’ajouter les positions des coins de la région complète comme un en-tête du
descripteur afin d’adapter le nombre de degrés de liberté aux couples de régions
comparées. Ceci permettrait de ne pas avoir à faire le choix de la normalisation
avant de commencer la comparaison entre régions.
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Dans ce manuscrit nous n’avons pas abordé la question relative à l’extraction
des régions d’intérêt, partant du fait que ces régions ont été extraites et qu’il s’agit
de les caractériser. Les régions extraites dans cette thèse l’ont été avec le détecteur
Harris-affine [72] qui est invariant aux transformations affines appliquées dans
l’espace image. Cependant ce descripteur n’exploite pas l’information de cou-
leur pour extraire ces régions et nous proposons d’exploiter les caractéristiques de
notre descripteur CVI pour extraire des régions couleur dans les images. En effet,
ce descripteur est complètement invariant aux transformations affines appliquées
dans l’espace couleur et consiste à transformer les distributions couleur sur les
positions 2D dans l’image. Si nous considérons des sphères dans l’espace couleur
et que nous appliquons cette transformation, nous voyons apparaître des ellipses
qui couvrent une partie des pixels de la région et dont les formes, orientations,
échelles et positions sont invariantes aux transformations géométriques et photo-
métriques. Nous envisageons d’exploiter ces propriétés pour extraire des régions
d’intérêt dans les images.
La description par auto-similarités est une approche très récente. L’un de ses
points faibles est l’invariance à l’échelle car les tailles des régions et des voisi-
nages étant fixées, les objets décrits doivent avoir des tailles similaires dans les
images. Notre approche s’adapterait particulièrement bien à une analyse multi-
échelle puisque nous sommes capables d’évaluer des similarités entre régions
de tailles différentes. En effet, il suffirait d’éliminer les termes de changement
d’échelle dans les matrices de transformation TIVC tout comme nous l’avons fait
avec les termes de rotation pour obtenir l’invariance à la rotation.
Le calcul d’auto-similarités multi-échelle est un point clé de la compression
fractale qui code les images par une liste de transformation affine qui relie des
régions de tailles différentes dans les images. La décompression fratale consiste à
appliquer itérativement ces transformations affines à une image quelconque. Une
perspective de notre travail pourrait être d’adapter notre approche à l’extraction
d’auto-similarités multi-échelle pour la compression fractale. A notre connais-
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sance, les auto-similarités utilisées pour la compression fractale ne sont pas in-
variantes à la rotation, limitant ainsi la qualité de l’image reconstruite. Notre ap-
proche trouverait tout son intérêt dans cette problématique.
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ANNEXE A
SAC DE MOTS
Selon l’approche sac de mots [66], chaque image est représentée par un sac
de mots. Pour avoir un sac de mots, on doit tout d’abord créer un dictionnaire
de mots visuels. Ce dictionnaire est obtenu par un (des) détecteur(s), un (des)
descripteur(s) représenté sous la forme d’un vecteur et un algorithme qui regroupe
le(s) vecteur(s) qui ont été définis par un (des) descripteur(s).
Mot visuel c’est une description représentative d’un ensemble de descripteurs in-
variants. Étant donné qu’un descripteur invariant est représenté par un vec-
teur, la présentation d’un mot visuel est aussi vectorielle. D’une manière
générale, le vecteur moyen (description moyenne) d’un ensemble de des-
cripteurs invariants est considéré comme le mot visuel le plus représentatif
de cet ensemble.
Sac de mots c’est un ensemble de mots visuels qui apparaissent dans une image,
on s’intéresse dans ce contexte seulement à quelques mots existants dans
une image ; l’ordre de mots dans l’image n’a pas d’importance.
Dictionnaire de mots visuels c’est un ensemble de tous les mots visuels pos-
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sibles. Tous les mots associés à un sac de mots doivent exister dans le dic-
tionnaire.
K-means 
Dictionnaire 
Descripteur invariant 
Échantillonnage régulier 
Détection de zones d’intérêt 
Sac de mots visuels 
Sac de mots visuels 
k classifieur 
FIGURE A.1 – Des images entrées à sac de mots visuels.
L’illustration de la construction de sac de mots est présentée à la figure A.1. Cette
figure illustre les différentes étapes de calculs des mots visuels et sacs de mots.
Cette caractéristique d’une image opératoire est souvent structurée par les étapes
suivantes :
1. Détecter sur les images entrées des régions régulières ou d’intérêts par Har-
ris laplace, MSER ou SIFT.
2. Calculer des descripteurs invariants sur les régions définies et coder ces des-
cripteurs sous forme de vecteur.
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3. Construction du dictionnaire de mots visuels par l’algorithme des K-means
pour former un dictionnaire de K mots visuels.
4. Indexer chaque image à partir des descripteurs calculés pour cette image en
fonction du dictionnaire de mots visuels.
5. Classification d’images en fonction des sacs de mots visuels qui les carac-
térisent.
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SIFT : SCALE-INVARIANT
FEATURE TRANSFORM
L’approche SIFT (Scale-invariant feature transform) est lancée sur un algo-
rithme complet qui a de détection à l’appariement de points d’intérêts, cette ap-
proche a été introduite par Lowe [68]. Dans cette annexe, nous allons uniquement
nous focaliser sur la description d’une région locale par l’approche SIFT. Au-
cune introduction du détecteur SIFT n’est présentée ici. Supposons que suite à
un premier prétraitement nous ayons déjà détecté une région locale d’intérêt par
la méthode SIFT, MSER ou Harris-laplace. Le calcul du descripteur SIFT repose
sur plusieurs étapes : 1, A chaque région locale d’inérêt (cf. Figure B.1) est asso-
ciée une ou plusieurs orientations déterminées localement à partir de la direction
des gradients calculées dans des zones images déterminées. Dans la mesure où
les descripteurs SIFT sont calculés relativement à ces orientations, cette étape est
essentielle pour garantir l’invariance de ces descripteurs à la rotation. Il est en
effet fondamental que ce descripteur puisse garder une valeur constante, quelle
que soit l’orientation de l’image. Il est important de souligner que cette première
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étape peut être utilisée également pour définir d’autres descripteurs invariants à la
rotation. On peut donc considérer comme une étape préalable dans la description
d’un descripteur invariant à la rotation.
FIGURE B.1 – Descripteur SIFT correspondant à une région d’intérêt, la fenêtre
d’étude constitué de 16 zones associée à ce descripteur est orientée selon la direc-
tion dominante selon laquelle le descripteur SIFT est calculé.
Cette seconde étape est réalisée sur une version lissée de l’image en fonction
d’un facteur d’échelle prédéfini. Chaque région locale d’intérêt est subdivisée en
4 zones, sur chaque zone est calculé un histogramme des orientations quantifié
sur 8 intervalles de valeurs. En chaque point de ces zones, l’orientation (θ ) et la
magnitude (m) du gradient de luminance (L) sont calculés comme indiqué dans
l’équation B.1. Afin de donner plus de poids aux zones centrales de la zone d’in-
térêt (i.e les zones les plus proches du point rouge dans la Figure B.1), un masque
gaussien est appliqué à la magnitude. Ensuite, les 16 histogrammes codés sur 8
intervalles chacun sont concaténés puis normalisés. Dans le but de diminuer la
sensibilité du descripteur aux changements de luminosité, les valeurs supérieures
à 0.2 sont remplacées par la valeur 0.2 et l’histogramme est de nouveau norma-
lisé, ce qui nous donne au final le descripteur SIFT de la région locale, le quel
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descripteur est de dimension 128 (i.e 16×8).
m(x,y) =
√
(L(x+1,y)−L(x−1,y))2+(L(x,y+1)−L(x,y−1))2
θ = tan−1
(
L(x,y+1)−L(x,y−1)
L(x+1,y)−L(x−1,y)
) (B.1)
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