Let G be a connected graph with a distance matrix D. The D-eigenvalues {µ 1 , µ 2 , . . . , . . . , µ p } of G are the eigenvalues of D and form the distance spectrum or D-spectrum of G. Given two graphs G with vertex set {v 1 , v 2 , .
Introduction
The computation of various graph polynomials and the associated spectra has been the topic of many investigations in the recent years. While the problem of computing the characteristic polynomial of adjacency matrix and its spectrum appears to be solved for many large graphs, the related distance polynomial has received much less attention. The idea of distance matrix seems a natural generalization, reflects the structure of the graph in a better way than that of an adjacency matrix. Distance matrix and its spectra have arisen independently from a data communication problem studied by Graham and Pollack in 1971 in which the most important feature is the number of negative eigenvalues of the distance matrix. The distance matrix is more complex than the ordinary adjacency matrix of a graph since the distance matrix is a complete matrix (dense) while the adjacency matrix is more often sparse. Thus the computation of the characteristic polynomial of the distance matrix is computationally a much more difficult problem and, in general,
(b) C 3 {C 3 }. there are no simple analytical solutions except those for a few trees [1] . For this reason, distance polynomials of only trees have been studied extensively in the mathematical literature. Let G be a connected graph with vertex set
, the distance (=length of the shortest path [2] ) between the vertices v i and v j of G. The eigenvalues of D(G) are said to be the D-eigenvalues of G and form the D-spectrum of G, denoted by spec D (G).
The distance spectrum was known earlier only for a few families of graphs, including cycles [3] and complete bipartite graphs [4] . In [5] the distance spectrum of a path P n and the first distance eigenvector of connected graphs are obtained. In [6] the authors describe the distance spectrum of the join based compositions of regular graphs and in [7] Stevanović generalized this result as the joined union of regular graphs. In [8] , we obtain the D-spectrum of the cartesian product of two distance regular graphs and also that of the lexicographic product of a graph with a regular graph. In [9] we have generalized the construction of the graph K n,n+1 ≡ K n+1,n of [10] 
for two regular graphs G 1 and G 2 and obtained its distance spectrum. For some other recent results on D-spectrum of graphs see [11] [12] [13] [14] .
This work is motivated from [15] in which the authors describe the adjacency spectrum of corona of two graphs and also from a recent work [8] which studied the distance spectrum of some graph compositions. In this paper we obtain the distance spectrum of the corona of a distance regular graph with a regular graph and that of the cluster of a connected distance regular graph with complete graph. All graphs considered in this paper are simple and we follow [16] for spectral graph theoretic terminology. We denote by spec A , the adjacency spectrum of the matrix A.
The considerations in the subsequent sections are based on the applications of the following lemmas:
. Let A be a square matrix with eigenvalues {λ 1 , λ 2 , . . . , λ p }. Then det A =  p i=1 λ i . In addition, for any polynomial P(x), P(λ) is an eigenvalue of P(A).
Lemma 2 ([12]
). Let D be the distance matrix of a connected distance regular graph G on p vertices and J , the all one matrix of order p. Then D is irreducible and there exists a polynomial Q(x) such that Q(D) = J . In this case
where k is the unique sum of each row which is also the greatest simple eigenvalue of D, whereas µ 2 , µ 3 , . . . , µ g are the other distinct eigenvalues of D so that Q(k) = p and Q(µ) = 0 for every eigenvalue µ of D different from k.
Definition 1 ([18]
). Given two graphs G with vertex set {v 1 , v 2 , . . . . . . , v p } and H , the corona of G and H is denoted by G • H and is defined as the graph obtained by taking p copies of H and for each i, joining the ith vertex of G to all the vertices in the ith copy of H , i = 1, 2, . . . . . . , p.
Definition 2 ([18])
. Let H be a rooted graph rooted at u. Then given a graph G with vertex set {v 1 , v 2 , . . . . . . , v p }, the cluster G{H } is defined as the graph obtained by taking p copies of H and for each i, joining the ith vertex of G to the root in the ith copy of H . Example 1. Let G = C 3 , the cycle on three vertices and H = K 2 , the complete graph on two vertices. Then Fig. 1 shows the corona G • H and cluster G{H }.
The distance spectrum of corona of two graphs
In [15] S. Barik et al. obtained the adjacency spectrum of corona of two graphs. In this section we obtain the distance spectrum of the corona of a distance regular graph with a regular graph. Theorem 1. Let G be a distance regular graph on p vertices {v 1 , v 2 , . . . . . . , v p } with distance regularity k, a distance matrix D and spec D = {k = µ 1 , µ 2 , . . . . . . . . . , µ p }. Let H be an r -regular graph on n vertices with an adjacency matrix A and spec A = {r = λ 1 , λ 2 , . . . . . . , λ n }. Then the distance spectrum of G • H consists of the following numbers:
Proof. Given that G is a distance regular graph on p vertices {v 1 , v 2 , . . . . . . , v p } with distance regularity k, a distance matrix D and D-spectrum {k = µ 1 , µ 2 , . . . . . . . . . , µ p }. Let the vertex set of the ith copy of H be
Then by the definition of G • H , its distance matrix F can be written in the form
Now as G is distance regular with distance regularity k. Therefore the all one vector Y = J p×1 is an eigenvector of D corresponding to the eigenvalue k. Now let
Note that δ 1 ,  δ 1 = k implies n = 0, so that δ 1 ,  δ 1 are never k.
 is an eigenvector of F corresponding to the eigenvalue δ 1 .
For
by Lemmas 1 and 2
Thus δ 1 is an eigenvalue of F of multiplicity 1. By a similar argument we can see that  δ 1 is also an eigenvalue of F 
and
 is an eigenvector of F corresponding to the eigenvalue δ i , i = 2, 3, . . . , t.
. . .
Thus δ i is an eigenvalue of F of multiplicity 1. By a similar argument we can see that  δ i is also an eigenvalue of F
Consider the eigenvalue µ i = 0 of D and let Z i be the corresponding eigenvectors, i = t, t + 1, . . . , p. Then by the theory of Perron-Frobenius, Z i is orthogonal to Y .
As argued earlier we can see that −(r +2) and 0 are eigenvalues of F corresponding to the eigenvectors
in the theorem gives −(r + 2) and 0 as eigenvalues when µ i = 0.
Further since H is r -regular it has r as an eigenvalue of A and eigenvectors corresponding to other eigenvalues are orthogonal to the all one vector J n×1 .
Let X i be an eigenvector corresponding to the eigenvalue λ i ̸ = r of A and e j p×1 be a p × 1 column vector whose jth entry is 1 and all other entries are zeros.
 is an eigenvector of F corresponding to the eigenvalue −λ i − 2 for every i = 2, 3, . . . , n.
Thus for a fixed i, −λ i − 2 is an eigenvalue of F with eigenvector φ j i , for j = 1, 2, . . . , p. Hence the multiplicity of −λ i − 2 as an eigenvalue of F is p. Thus we have listed all the np + p eigenvalues of F which completes the proof.
3. The distance spectrum of cluster of a distance regular graph with complete graph Let G be a distance regular graph with vertex set V = {v 1 , v 2 , . . . . . . , v p } and a distance matrix D. Also let the vertex set of the ith copy of K n be
Then by the definition of the cluster of two graphs, its distance matrix F can be written in the form
where J is the all-one matrix and I , the identity matrix of appropriate orders. Now we shall find the distance spectrum of F. Theorem 2. Let G be a distance regular graph with distance regularity k, a distance matrix D and distance spectrum {k = µ 1 , µ 2 , . . . , µ p }. Then the distance spectrum of G{K n } consists of the numbers −1 of multiplicity (n − 2) p, the roots of the equation
together with the three roots of
Proof. By the definition of the cluster of two graphs, the distance matrix F of G{K n } can be written in the form
where J is the all-one matrix and I , the identity matrix of appropriate orders.
Let Y j , j = 2, 3, . . . , n − 1 be the eigenvectors of J n−1 corresponding to zero. Then Y j is orthogonal to the all one vector. Let e m p×1 is a p × 1 column vector with the mth entry equals 1 and all other entries equal to zero.
 is an eigenvector of F with eigenvalues −1 for each j = 2, 3, . . . , n − 1 and
Thus −1 is an eigenvalue of F with multiplicity p(n − 2). Now consider the eigenvalue µ i ̸ = k of D G with an eigenvector X i , i = 2, 3, . . . , p. Let µ i r , r = 1, 2, 3 be the three roots of the equation
Claim: For each i = 2, 3, . . . , p, the roots of Eq. (2), µ i r , r = 1, 2, 3 are eigenvalues of F.
To prove the claim we investigate the condition under which Φ r i =  t r X i X i J n−1×1 ⊗ s r X i  becomes an eigenvector corresponding to µ i r , r = 1, 2, 3 for F. Now using F · Φ r i = µ i r · Φ r i and X i ̸ = 0, we get the following. t r µ i + µ i + (n − 1) s r µ i = µ i r t r (3) t r µ i + (µ i − 2) + (n − 1) (µ i − 2) s r µ i = µ i r (4) t r µ i + (µ i − 2) + s r (µ i − 4) + (n − 2) [s r (µ i − 3)] = µ i r s r .
Now solving Eqs. (3) and (4) for t r and s r , we get t r = µ i µ i r µ i r (µ i − 2) + 2µ i ;
Now substituting these values in Eq. (5) yields a cubic in µ i r which is equivalent to Eq. (2), proving our claim. Thus forming eigenvectors of this type we get p(n − 2) + 3( p − 1) = np + p − 3 eigenvectors and there remains 3. By the construction, all eigenvectors are orthogonal to the all one vectors and hence the remaining three are of the form
for some (α, β, γ ) ̸ = (0, 0, 0).
Let ν be an eigenvalue with an eigenvector Ω , then the equation F · Ω = νΩ gives the following.
kα + (k + p) β + (n − 1) (k + 2 p) γ = να (6) (k + p) α + (k + 2 ( p − 1)) β + (n − 1) (k + 3 p − 2) γ = νβ (7) (k + 2 p) α + (k + 3 p − 2) β + ((n − 1)(k + 4 p − 3) − 1) γ = νγ .
Now α ̸ = 0. Otherwise
+ pk (2 pn + n − p) + p 2 (n (4 p − 2) − 3 p + 2)  = 0 implies β = 0 and γ = 0. Therefore without loss of generality we can assume that α = 1 and solving Eqs. (6)- (8) yields the cubic in (1) . Hence the theorem.
