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Abst ract - -A  finite element method for numerical simulation of the transient quantum hydrody- 
namic model for semiconductor devices is presented. This model treats electron flow in a semicon- 
ductor device in the same manner as the classical hydrodynamic model, but the energy density and 
stress tensor include additional quantum terms, which allow particles to tunnel through potential 
barriers and to build up in potential wells. The finite element method under consideration is based 
on use of a mixed method for the approximation of the electric field and a shock-capturing Runge- 
Kutta  discontinuous Galerkin method for the quantum hydrodynamic conservation laws. Numerical 
simulations of a resonant tunneling diode are presented, which show charge buildup in the quantum 
well and negative differential resistance and a hysteresis in the current-voltage curve. A comparison 
between the present method and a finite difference method is given. 
Keywords - -Quantum hydrodynamic model, Resonant unneling diode, Mixed method, Finite 
volume method, Finite element method, Conservation law. 
1. INTRODUCTION 
In this paper, we consider a finite element method, originally devised for numerically solving the 
classical hydrodynamic model for semiconductor devices, for the quantum hydrodynamic (QHD) 
model 
cot n + div (nv) = O, (1.1a) 
Ot p + div (pv - P)  =-enE  + (Ot p)~, (1.1b) 
Ot w + div (wv - Pv)  = -env .  E + (Or w)c + div (~VT), (1.1c) 
where n is the electron density, v is the velocity, p is the momentum density, P = (P~j) is the 
stress tensor, w is the energy density, e (> 0) is the electronic harge, E is the electric field, 
is the heat conduction coefficient, and (Ot P)c and (0t w)c denote the 'collision' terms. These 
quantum hydrodynamic equations have the same form as the classical hydrodynamic ones, which 
were derived on the basis of physical arguments or from a moment expansion of the Boltzmann 
equation [1]. They are coupled with Poisson's equation for the electric field 
E = - re ,  (1.2a) 
d iv  (eV¢)  = -e  (ND -- NA -- n) ,  (1.2b) 
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where ~ is the dielectric constant, and No and NA are the densities of donors and acceptors, 
respectively. The collision terms are obtained by defining the momentum and energy relaxation 
times, Tp and ~-~ as follows: 
(OtP)c ~-p, Tp = m #n°e TOT, (1.3a) 
w-(3 /2)nTo  Tp 3#no (0t )c = , ~-w = + -~.,2 kTo, (1.35) 
Tw --2 Z ev  s 
where To is the ambient emperature, #no = #No(To, NO + NA) is the low field electron mobility, 
v8 = vs(To) is the saturation velocity, k is Boltzmann's constant, and m is the effective lectron 
mass. Note that the modified Baccarani-Wordemann models [2-6] for the momentum and en- 
ergy relaxation times are used in (1.3). The heat conduction coefficient ~ is determined by the 
Wiedemann-Franz law [7]: 
= t~o #nO k2nTo. (1.4) 
e 
The quantum hydrodynamic equations differ from their classical counterparts in incorporating 
the first quantum corrections O(h 2) in the energy density and the stress tensor [1,3,4,8-10] 
1 2 h2n (1.5a) w = 3nkT  + -~mnlv ] - ~--~m/k log(n), 
h~n 02 
Pij = -nkT~Sij + 12m Ox~Ox---~ log(n), i, j -- 1, 2, 3, (1.55) 
where ~ij is the Kronecker symbol. These quantum correction terms describe the behavior of a 
quantum fluid near thermal equilibrium and in the high temperature limit, and allow particle 
tunneling through potential barriers and particle buildup in potential wells [3,4]. 
Simulations of a GaAs resonant unneling diode with double AlzGal_~As barriers are pre- 
sented, using the QHD model (1.1). The finite element approximation procedure mployed is for 
the transient model, and a continuation process is used to reach steady state. This approximation 
procedure was originally applied to simulation of a GaAs MESFET via the hydrodynamic model 
for carrier transport [11], and is being employed for simulation of the GaAs resonant unneling 
diode via the QHD model here. In semiconductor simulation, numerical methods are required to 
be robust over a wide parameter regime. In particular, the left-hand side of (1.1) defines a non- 
linear hyperbolic operator, and its hyperbolic modes permit shocks [12-15], although shocks are 
not reported in this paper. The novelty of our finite element method lies in the combination of a 
shock-capturing method, the Runge-Kutta Discontinuous Galerkin (RKDG) method [16] for the 
nonlinear quantum conservation laws, and a mixed finite element method, which gives an approx- 
imate electric field in the precise form needed by the RKDG method and a better approximation 
of this field than more standard finite element and finite difference methods [17,18]. 
In this paper, attention is also paid to computing the quantum correction terms in (1.5). 
Especially, through certain change of variables, we rewrite the quantum equations in such a way 
that their form becomes as close as possible to that of the hydrodynamic equations. Consequently, 
we show that it is possible to develop semiconductor device simulators based on the quantum 
hydrodynamic model with the same generality and flexibility as those based on the classical 
counterparts. 
Numerical experiments ofthe resonant tunneling diode are presented using the one-dimensional 
quantum hydrodynamic model. These experiments indicate the electron behavior in the diode 
in terms of density, velocity, and temperature. Also, they indicate that the current-voltage 
curve shows negative differential resistance. Furthermore, a hysteresis in the negative differential 
resistance region of the curve occurs [19]. Finally, they show that the results obtained here are 
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comparable to those provided with the standard second upwind method [3], and that our method 
is very promising for numerically solving the equations of the quantum hydrodynamic model. 
This paper is organized as follows. In Section 2, we rewrite (1.1) in a conservation law format. 
In Section 3, we present and discuss our finite element method. In Section 4, our numerical 
experiments are given. Finally, in Section 5 we close with some concluding remarks. 
2. CONSERVATION LAW FORMAT 
To devise our numerical approach, in this section we rewrite (1.1) in a conservation law format. 
Let 
log( ); @ : w + 24m 
then, by (1.5a), we see that 
3 T 1 2 @ = -~nk + -~mnlv I , (2.1) 
which has the same form as that of the energy band for the hydrodynamic model [11]. Also, 
introducing the quantum potential of Bohm [20] 
h2 ~n Av~, 
Q-  2m 
we find that the stress tensor satisfies the relation 
n V -d iv  e = ~7(nkT) + -~ Q. (2.2) 
Then, substitute (2.1) and (2.2) into (1.1) to obtain 
cOt n + div (nv) = 0, (2.3a) 
cOt P + vd iv  p + p .  Vv + V(nkT) =-enE + (cOt P)c + PQ, (2.3b) 
cOt @ + div (v@) + div (vnkT) = -env .  E + (cOt ~)c + div (nVT) + @Q, (2.3c) 
where 
n 
pQ = -~VQ,  (2.4a) 
Ii2n A log(n) ti 2 nv .  VQ. (2.4b) 
@Q -- 24m 7~ 24m div (nAv) -  3 
In this way, the equations in (2.3) are just the classical hydrodynamic equations with the addition 
of the new terms pQ and ~Q, which come from the quantum correction terms. As a consequence, 
we only need to treat these new terms for the quantum model if the finite element programs 
introduced in [11,21] for the hydrodynamic model are applied. That is what we plan to do in 
this paper. 
Let u = (n, px,Pv,Pz, @)t. Then (2.3) can be written as follows: 
cOt u + div F(u) = R(u),  (2.5) 
where the flux F = (fx, fv, fz) has the following components: 
fx(u) = vxu + (0, nkT, 0, 0, vznkT) t, (2.6a) 
fv(u) = vvu + (0, 0, nkT, 0, vynkT) t, (2.6b) 
fz(u) = vzu + (0, 0, 0, nkT, vznkT) t, (2.6c) 
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and the right-hand side R is given by 
a (u)  : ~E(u) + ~c(u) + ~heat (U) "~- ~Q(ll), (2.7a) 
~E(U) = (0 , -enEx , -enEy , -enEz , -env .  E)t ,  (2.75) 
~c(U) : (0, (OtPx)c, (OtPy)c, (0tPz)c, (0tw)c) e , (2.7c) 
~heat (u) : (0, 0, 0, 0, div (n UT))t,  (2.7d) 
~Q(U) = (0, (PQ)z, (PQ)y, (PQ),, wQ). (2.7e) 
For completeness, the finite element approximation procedure developed in [11,21] is very briefly 
reviewed in the next section with emphasis on the discretization of the new terms pQ and Z~Q. 
For more details on this approximation procedure, refer to [11]. 
3. NUMERICAL  METHOD 
In this section we first describe the Runge-Kutta Discontinuous Galerkin method (RKDG) 
and then the mixed finite element method for the Poisson equation and the right-hand side R(u) 
of (2.5). 
3.1. RKDG-Method  
Suppose that gt is our device domain, and J = (0, 7") is the time interval of interest. First, let 
~]~h be a triangulation of ft, and set 
Vh = {¢ E L~(ft)  : ¢ln is linear, VR E qrh}. 
Then, for t E Y, each of the components of the approximate solution uh(t) is taken in Vh, and 
(2.5) is discretized in space by using the Discontinuous Galerkin (DG) method. Namely, the 
semidiscrete equations can be written in the following ODE form: 
duh 
dt = Lh(Uh) + Rh(Uh)' t C J, (3.1a) 
uh(t = 0) = U0h, (3.1b) 
where each of the components ofU0h is taken to be the L2-projection of the corresponding compo- 
nent of u0 into Vh, and Lh is the approximation of - div F. Equation (3.1) gives an approximation 
Uh to u, which is formally second-order accurate in space [16]. Accordingly, a second-order ac- 
curate in time Runge-Kutta method must be used to discretize the ODE (3.1). Finally, a local 
projection ArIh is applied to the intermediate values of the Runge-Kutta discretization to enforce 
nonlinear stability. 
\ lnT- -1 Let {(tn,~n+lJs~=0 be a partition of J into subintervals, and set At n = tn+l - tn. Then the 
RKDG method reads as follows: 
Set u~ = AIIh(U0h). (3.2a) 
For n = 0 , . . . ,  n7 - 1, compute u~ +1 as follows: (3.2b) 
(i) set u[~ ] = u~; 
(ii) compute 11 and as follows: 
(iii) set u~ +' = U[h 2]. 
The approximation operator --Lh and the local projection AYih were described in detail in [11]. 
In the next subsection, we focus on the new terms in the right-side function Rn. 
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3.2. M ixed  F in i te  E lement  Method  
In this section, we show how to evaluate the function Rh(uh) = ~ig(Uh) -4-~c(Uh) -~-~heat (Uh) -]- 
~Q(Uh) for a given Uh. The simplest erm ~c(Uh) can be computed by means of (1.ha) and (1.hb). 
To evaluate [E(Uh), we recall the Poisson equation for the electric field E: 
div E = e_ (No  - NA -- n), in t2, (3.3a) 
E = -~7¢, in f2. (3.3b) 
We consider the boundary conditions for (3.3): 
¢ : CO, on 0~-~D¢ , (3.4a) 
E .  n = 0, on Ofln¢, (3.4b) 
where n is the unit outer normal to Of/, Of 2 = 0fiDe U 0f~,¢, and OflD¢ n 0f~n¢ = {~. We then 
discretize (3.3) and (3.4) with the lowest-order Raviart-Thomas [18] mixed method, which gives 
the approximation (Eh, Ch) E UCh x Wh as the solution of the following weak formulation: 
(d ivEh ,W) :  (e ( IYD- -NA- -nh) ,W) ,  VWEWh,  
(Eh, w) -- (¢h, div w) = - (¢D, w .  n)O~D¢ , VW • Vh  ¢, 
where nh is the approximate density yielded by the RKDG method, and UCh x Wh is the lowest- 
order Raviart-Thomas mixed space [18]. This space over rectangular parallelepipeds is defined, 
for example, by 
2 3 4 ~ a6R z) U ¢ = {w • H(div; f2): wlR = (alR + aRx, a R +aRy,  a R + , 
a h e R, VR • Th; w .  nloa, ,  = 0}, 
Wh = {w • L2(FI) : wlR is a constant, VR • Th}. 
Finally, the approximation Eh is used in ~E(Uh). 
To evaluate ~heat (Uh) and [Q (Uh), we also use the above mixed method, though in a very 
different way. We first consider the term ~heat (Uh). Note that (2.7d) can be rewritten as follows: 
~heat (U) = (0, 0, 0, 0, div (m)) t , 
where m is defined by 
m = ~ VT, in t2, 
T .= TD, on Of~DT ,
m- n = 0, on 0~nT 1 
where 0f2 = O~DT (.J O['~nT and O~DT I"l O~nT = ~. Then we define the approximation mh E U T 
as the solution of the following weak formulation: 
(~himh, W) = -(Tu, div w) + (TD, w.  n)OaVT, Vw e U T, (3.5) 
where ~h and Th are  given by (1.4) and (2.1), respectively, and U~" is defined in the same way 
as for Uh ¢. Again, mh is used in ~heat (Uh). 
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We now consider the finM term ~Q (ua). RecMl that 
Q = ~-~ div q, 
q = Vv~.  
Let U~ be the lowest-order Raviart-Thomas vector space with a similar definition to that of U ¢, h 
and Sh be the standard continuous finite element space of lowest-order. Sh over rectangular 
parallelepipeds is defined, for instance, by 
sh = {¢ ~ c o (~.  ¢IR = a~ + 4x  + a~y + 4z  + 4zy  
+ 4yz  + 4zx  + 4x~z, .~ ~ R, VR ~ Yh }. 
The approximation qh C U~ to q is then defined as the solution of the system 
(qh, w} = -- (V/-~, div w) +/v/n'D, w-  n/0a~ , Vw E U~, (3.6) 
from which we evaluate Qh in Sh such that 
(Qh,¢)=-- ( -~hdivqh,¢) ,  VCESh. (3.7) 
Now, pQ is computed from Qh and nh. The same procedure applies to the calculation of @Q; we 
omit the details. 
We end this section with a remark that we can simply lump the mass matrices in (3.5)-(3.7) 
to obtain diagonal systems, which are easily computed. 
4. NUMERICAL  EXPERIMENTS 
A one-dimensional GaAs resonant unneling diode with double Al~Gal_~As barriers is sim- 
ulated in this section, using the quantum hydrodynamic model (1.1). As mentioned in the 
Introduction, this model allows efficient simulation of the behavior of quantum devices that de- 
pend on particle tunneling through potential barriers and charge buildup in potential wells. The 
diode consists of n + source (at the left) and drain (at the right) regions with the doping density 
ND = 10 is cm -3, and an n channel with No = 1015 cm -3 (see [19, Figure 1]). A hyperbolic 
tangent fitting for ND over +0.005 microns is fitted. The channel is 0.025 microns long, starting 
at x = 0 microns, the barriers are 0.005 microns wide, and the quantum well between the barriers 
is 0.005 microns wide [3]. 
The barrier height B is set equal to 0.209eV, and is incorporated into the quantum hydro- 
dynamic equations by replacing ¢ by ¢ - B. The boundary conditions for the one-dimensional 
model are defined as follows: 
r~(Xmin) -- n(Zmax) = ND, 
_~xT(zmin)-- OT ~(~m~) = 0, 
ov  
(Zm~) = ~(Xm~x) = 0, 
¢(Zmi.) = kTo log [ND/ni), 
e 
¢(Xmax) = kTo log (No~hi) + Afb, 
e 
where Xmin = 0 and Xma~ = 0.075 microns, and a bias A¢ across the device is applied. Figures 1-4 
show the electron density, velocity, temperature, and the electric potential in the resonant un- 
neling diode for ~0 = 0.4 and To = 77K. Other data are taken as follows: v~ = 2 x 107cm/s, 
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Figure 1. The ' - - '  and '- - -' denote the mixed RKDG and upwind method solutions 
of the  density. 
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Figure 2. The '-- '  and '- - -' denote the mixed RKDG and upwind method solutions 
of the velocity. 
e ----- 12.9 x 8.85418, tin0 = 25,000cm2/Vs, m = 0.063me, where me is the electron mass, 
e ---- 0.1602, n~ = 10 is cm -3, and k = 0.138 x 10 -4 [3]. 
The hysteresis phenomenon i  the simulation of the resonant tunneling diode has been analyzed 
in [19]. The purpose of the present numerical experiments i  to compare the method in Section 3 
with a standard second upwind method for the model, and to establish basic ingredients for the 
two-dimensional simulation. Figures 1-4 show the electron density, velocity, temperature, and 
potential in the resonant tunneling diode for an applied voltage of A<b = 0.191 V, using the mixed- 
RKDG finite element method in Section 3 and the standard second upwind method presented 
in [3]. The results given by these two methods agree remarkably well. Figure 1 indicates the 
dramatic harge enhancement in the quantum well typical of the resonant unneling diode, and 
the depletion of electrons around the channel-drain junction. Figure 2 shows that the lowest 
velocity occurs in the well where the largest electron density occurs. Figure 3 illustrates that the 
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Figure 3. The '-- '  and '- - -' denote the mixed-RKDG and upwind method solutions 
of the temperature. 
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Figure 4. The '-- '  and '- - -' denote the mixed-RKDG and upwind method solutions 
of the potential. 
electrons cool down as they overcome the first AlxGal_zAs potential barrier, then heat up as 
they are accelerated near the channel-drain junction, and finally cool down again in the drain. 
Finally, Figure 4 says that the electric potential has substantial band bending in the well and 
barriers. 
Current-voltage curves for the resonant tunneling diode are plotted in Figure 5 as the applied 
voltage A¢ is increased to a maximum value 0.24. The region of negative differential resistance 
extends from the peak to the valley of the Current-voltage curve. A comparison of the current- 
voltage curves produced by the mixed-RKDG finite element method in Section 3 (upper curve) 
and the standard second upwind method in [3] (lower curve) is presented in Figure 5. Simulation 
of the QHD model in the two-dimensional case for semiconductor devices using the present 
approach is being collaborated with B. Cockburn, C. Gardner, and J. Jerome. The author 
wishes to thank them for their valuable comments in the present paper. 
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Figure 5 The I-V curve 
5. CONCLUDING REMARKS 
The formally second-order accurate mixed-RKDG finite element method works very well for 
the quantum hydrodynamic model. These model equations have the same form as the classical 
fluid dynamical equations. Consequently, well-established theories for the latter can be applied 
to the former. 
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