Motivation: DNA motif finding is one of the core problems in computational biology, for which several probabilistic and discrete approaches have been developed. Most existing methods formulate motif finding as an intractable optimization problem and rely either on expectation maximization (EM) or on local heuristic searches. Another challenge is the choice of motif model: simpler models such as the position-specific scoring matrix (PSSM) impose biologically unrealistic assumptions such as independence of the motif positions, while more involved models are harder to parametrize and learn. Results: We present MotifCut, a graph-theoretic approach to motif finding leading to a convex optimization problem with a polynomial time solution. We build a graph where the vertices represent all k-mers in the input sequences, and edges represent pairwise k-mer similarity. In this graph, we search for a motif as the maximum density subgraph, which is a set of k-mers that exhibit a large number of pairwise similarities. Our formulation does not make strong assumptions regarding the structure of the motif and in practice both motifs that fit well the PSSM model, and those that exhibit strong dependencies between position pairs are found as dense subgraphs. We benchmark MotifCut on both synthetic and real yeast motifs, and find that it compares favorably to existing popular methods. The ability of MotifCut to detect motifs appears to scale well with increasing input size. Moreover, the motifs we discover are different from those discovered by the other methods. Availability: MotifCut server and other materials can be found at
INTRODUCTION
The identification of over-represented but imperfectly conserved motifs in genomic DNA is a problem with important biological applications, such as the discovery of regulatory elements that determine the timing, location, and level of gene transcription. Experimental techniques such as ChIP-chip and gene-expression microarrays can identify sets of genomic regions that are likely to be enriched for binding sites of a given transcription factor, which can then be mined computationally for an associated binding motif. This problem has been tackled many times with a number of disparate methods (Bulyk et al., 2003; Buhler et al., 2002; Eskin et al., 2002; Favorov et al., 2004; Frith et al., 2004; Gordon et al., 2005; Hertz et al., 1999; Hughes et al., 2000; Liang et al., 2004; Keich et al., 2002; Liu et al., 2001; Mahony et al., 2005; Pavesi et al., 2004; Pevzner et al., 2000; Sinha et al., 2004 Sinha et al., , 2003 Stormo et al., 1989; Thijs et al., 2001; Van Helden et al., 1998; Wang et al., 2003; Workman et al., 2000) . A thorough examination of the field has also been published (Buhler et al., 2005) .
There are two broad classes of motif-finding methods: probabilistic, and discrete or word-based. The most popular probabilistic methods model motifs with position-specific scoring matrices (PSSM). CONSENSUS (Stormo et al., 1989 ) uses a greedy strategy to attempt to maximize the information content of a positionspecific scoring matrix (PSSM). AlignACE (Hughes et al., 2000) and BioProspector (Liu et al., 2001 ) use a Gibbs sampling strategy to search the space of all possible PSSMs. MEME (Bailey et al., 1995) models motifs similarly, and searches for motifs with a strategy based on Expectation Maximization (EM). The second class of motif-finding methods is discrete, or word-based searches. There is a diverse array of such methods, including clustering methods, such as WINNOWER/cWINNOWER (Liang et al., 2004) and PRO-JECTION (Buhler et al., 2002) , and word-enumeration methods such as MDScan (Liu et al., 2002 ) (a ChIP-chip specific motif finding algorithm), MULTIPROFILER (Keich et al., 2002) , and WEEDER (Pavesi et al., 2004) .
Most of the popular approaches have a built-in assumption that the probability of each nucleotide at each position in the motif is independent of the nucleotides at other positions. Recent work has shown evidence for dependencies between positions in transcription factor binding sites (Benos et al., 2002; Bulyk et al., 2002; Zhou et al., 2004) . Zhou and Liu found evidence for statistically significant dependencies in 25% of TRANSFAC motifs (Zhou et al., 2004) . Our analysis of yeast and multicellular eukaryotic motifs confirms this (results not shown). Figure 1 is an example of a regulatory motif with nucleotide dependencies that cannot be accurately described with a simple PSSM model. To better model motifs that do not follow the simple PSSM model, some algorithms apply a Bayesian network framework (Agarwal et al., 1998; Barash et al., 2003; Friedman, 2003) , while another approach uses a simpler model of pairwise dependencies (Zhou et al., 2004) . These approaches provide added expressive power, but due to training issues and computational complexity have not yet been widely used in real life applications. In this paper, we reexamine the motif-finding problem from a novel, graph-theoretic perspective, which addresses the problem of nucleotide dependencies in a natural way. We formulate motif finding as a search for the maximum density subgraph of a graph whose nodes are the words in the input sequences, and whose edges connect similar words. The resulting optimization can be performed in polynomial time. We present MotifCut, a tool for motif finding based on this formulation. Our method can be considered non-parametric, in the sense that the model size, in our case the number of vertices in the predicted motif subgraph, increases with the size of the input. MotifCut required minimal training and exhibits comparable running time to the leading motif finding algorithms. We tested MotfiCut on both simulated and real yeast data, and showed that it performs significantly better than previous leading approaches.
OVERVIEW OF THE MOTIFCUT ALGORITHM
As a first step, MotifCut converts the input sequences into a collection of k-mers. This collection contains all occurrences of k-mers in the sequences, where each overlap or duplicate is considered as a distinct k-mer. In other words, there is one k-mer for each nucleotide position in the input sequences. These k-mers form the set of vertices, V, in a graph G ¼ (V, E) representing the input. For every pair of vertices v i , v j we create an edge with a weight w ij . The weight is a function of the number of mismatches between the two vertex k-mers, which is normalized with respect to the nucleotide background distribution, so that more similar k-mers are connected with higher-weight edges. The background distribution is used to find the probability of the two k-mers appearing at random given the input. Therefore, the weight of the edges connecting a pair of k-mers that are unlikely to appear in the background is up-weighted. Using these dependencies is essential, since it is well known that in genomic sequences certain dimers and trimers are much more common than the GC content alone would indicate (Karlin et al. (1997) ).
A general motif can be viewed as a set of k-mers where elements of the set exhibit higher degree of pairwise similarity that would be expected based on the background distribution. Since an edge in this graph representation is a measure of that pairwise similarity, we expect the sets of k-mers representing motif occurrences to be recognizable as the portions of the graph with the greatest edge density. This insight is the basis of our algorithm. The notion of subgraph density can be defined in various ways, but there are only a few computationally tractable options. Among them is the most common definition of graph density: given a graph G ¼ (V, E), the density of G is kEk/kVk, where kVk is the number of vertices and kEk is the total weight of all the edges. We build on this formulation and define motif finding in the input sequences as the search for the maximum density subgraph (MDS)
In Methods we will provide some evidence that this choice is reasonable for biological data. To search efficiently for maximum density subgraphs in genomic sequences, we introduce optimizations that we discuss in Methods.
The MDS formalization has two main advantages over PSSMbased methods, and most existing methods in general: (1) The motif model can in principle accommodate complicated and hard-toparametrize structures in real motifs, such as nucleotide dependencies. Figure 2 illustrates how nucleotide dependencies can lead to a k-mer being incorrectly identified as a motif occurrence under the PSSM definition, and how the MotifCut algorithm deals with this problem. (2) Through problem-specific optimizations, motifs can be efficiently located in large inputs; the optimization problem that we define can be explicitly solved in polynomial time, and therefore the algorithm is guaranteed not to be trapped in local optima as input size increases. Each node corresponds to a motif occurrence. Edges connect pairs of k-mers that are identical or differ by one mutation. If we model a motif with a PSSM, we can compute the probability of a specific k-mer being generated by that PSSM. Given the number of motif instances we can convert these probabilities into the expected number of occurrences for each k-mer. This number can be compared with the actual number of occurrences. In the two graphs k-mers that occur less frequently than expected are colored red, k-mers that occur more frequently are colored green, and cases in which observed and expected numbers are equal are colored blue. In such a graphical representation, PSSMgenerated motifs have a single dense center, corresponding to the maximum likelihood k-mers, and the density of k-mers decreases as they are further from that center and hence less likely. The PSSM model is a good fit for the YAP6 motif, but not for the ADR1 motif. Fig. 2 . Nucleotide dependencies and MDS. An alignment of 8-mers on the left represents a motif consisting of 6 motif occurrences. This is an artificial motif with perfectly conserved nucleotide dependencies (at positions 1, 2 and 3). The example k-mer on the right does not have the appropriate dependencies, and as such is not a good candidate motif. From the standpoint of the PSSM (center top), this k-mer appears to be as good a candidate as any of the motif instances. In contrast, if we create an edge between all the k-mers that have a mutation distance of 3 and fewer nucleotides and no edge otherwise, then the motif candidate will not be connected to the motif set in the graph representation. This example demonstrates that nucleotide dependencies that are ignored by the PSSM representation are implicitly incorporated in our graph representation of a motif.
MotifCut: regulatory motifs finding with maximum density subgraphs e151 3 RESULTS
Synthetic data
To test the performance of MotifCut we ran a series of tests against three of the most popular motif-finding algorithms currently available: MEME (Bailey et al., 1995) , AlignAce (Hughes et al., 2000) , and BioProspector (Liu et al., 2001) . The selection of these three algorithms was largely based on an extensive performance analysis (Buhler et al., 2005) . Of the 14 algorithms presented in that study, we considered the six that had the best performance in yeast and overall. From these six we chose three that did not have k-mer size limitations that would prevent them from discovering some of the real yeast motifs. The WEEDER (Pavesi et al., 2004) tool, for instance, does not operate on motifs of odd length or on k-mer sizes greater then 14; this would prevent it from being used on over 65% of real yeast data. The three algorithms that do not suffer from such limitations included both MEME and MEME3, and we chose to include only MEME since it demonstrated significantly better performance on yeast. We included BioProspector even though it was absent from the performance comparison (Liu et al., 2001) , because in our tests it demonstrated the best performance of all previous methods.
Our first experiment consisted of running all of the algorithms on a synthetic data set. There are several reasons to use synthetic data for benchmarking. It obviates the problem of obtaining sufficient test cases, and allows us to gauge performance as a function of specific input parameters. It further eliminates the possibility that algorithm parameters were overtrained on known yeast motif annotations. Also, one can identify false positives unambiguously, while in real data some of the true motifs may not have been annotated.
For the synthetic data, we generated background sequences using a 3
rd -order Markov model. These dependencies were estimated from all intergenic regions of the yeast genome. We then generated three sets of PSSMs of sizes 8, 12, and 16, with fixed information contents of 12, 14, and 16 bits respectively (in a PSSM representation of a motif each nucleotide position can be viewed as 2 bits of information if it predicts a specific nucleotide with probability 1; if any of the four values are equally likely the information content at that position is 0). For each motif size, we run experiments on inputs consisting of 10,000, 15,000 and 20,000 nucleotides respectively, subdivided into 20 sequences. For each test, 20 instances of the motif were randomly seeded into the input, not necessarily one per sequence, and our results are based on 100 runs of each of the nine tests. To score the results we compute the PSSM of the top three motifs returned by each algorithm and calculate the value of its Pearson correlation with the seeded motif's PSSM. If the value of this correlation is higher than 0.7, which is a commonly used threshold for strong statistical similarity, we consider the seeded motif to be correctly identified. It is possible that an algorithm will find the true motif, but that its positions will be shifted left or right. For scoring purposes, we allow uniform shifts of one to three nucleotides across the entire motif set. The size of the maximum allowable shift depends on the k-mer size.
As can be seen in Figure 3 , MotifCut performs better than the other methods in all of the tests on randomly generated data. All algorithms experience a significant performance drop-off as the ratio of the number of motif occurrences to the length of the input sequence decreases. MotifCut also follows this pattern, yet demonstrates a more gradual performance decay.
Since we use a novel formulation of the motif finding problem, we expected a lower correlation between the motifs found by MotifCut, and those located by the other three algorithms. One way to measure the correlation between two algorithms' performance is by using a log-odds ratio. Based on the test runs, we first calculate the probability of a motif being correctly identified simultaneously by both algorithms. We divide this probability by the expected probability under the assumption of algorithm independence, which is derived from the fraction of motifs found by each algorithm. Taking the log 2 of that ratio as the measure of similarity between two algorithms, a value of 0 indicates total independence, and a value of 1 signifies that the amount of observed Fig. 3 . Performance of four motif-finding algorithms on synthetic data. In these graphs the X-axis represents the input size, in nucleotides, and the Y-axis represents the percentage of motifs correctly identified. A motif is considered correctly identified if its Pearson correlation with the seeded motif is 0.7 or greater.
overlap is twice the expected overlap assuming independence. Under this measure, unlike with the Pearson correlation, two strongly performing algorithms will not a priori have high similarity. Some motifs may be extremely easy to locate, whereas others may not be identifiable by any statistical methods. The correlation of all the algorithms in such instances is misleading since it is virtually methodology independent. Hence in computating the log-odds ratio we restricted our input to motifs that were found by at least one algorithm, and missed by at least one other algorithm. Table 1 shows the log-odds ratios for each pair of algorithms. As can be seen from the table, MotifCut's results are significantly different from those of the other three algorithms.
In our approach to motif finding we have departed from linear complexity sampling heuristics. To make the running time of MotifCut scale for real life applications we implemented a series of problem-specific optimizations, which made the MDS algorithm sub-quadratic. Details of our optimizations are discussed in Methods. Figure 4 demonstrates the running times for all four algorithms on synthetic test data. For each algorithm we benchmark the running time for input sequences of length 10,000, 15,000 and 20,000 base pairs. For each type we averaged running time for k-mers of size 8, 12 or 16. As can be seen from the figures, MotifCut's running time is comparable to that of the other algorithms.
Yeast data
Synthetic data is a convenient testbed that gives us control over every aspect of the input; however, it exhibits only limited fidelity to the real task. To benchmark the performance of our algorithm on real data, we tested MotifCut against other algorithms on a set of 83 experimentally verified yeast motifs, which were obtained in a genome-wide study that was reported previously (Harbison et al. (2004) ). These motifs were identified in a CHip-chip experiment as having a p-value of less then 0.001 and were conserved in at least one other yeast genome.
As shown in Figure 5 , MotifCut has a significant lead over the other methods in identifying yeast motifs. As was the case with the synthetic data, we accepted the top 3 results for each algorithm. 31% of the motifs were identified by all four algorithms.
Similarly to the synthetic data, we find that MotifCut identifies motifs that are less correlated with those found by other algorithms as shown in Table 2 .
METHODS

Graph construction
The main idea behind the MotifCut algorithm is to formulate motif finding as the problem of finding the Maximum Density Subgraphs (MDS) in a specially constructed weighted graph G ¼ (V, E) ; where the set of vertices V corresponds to the set of all of the k-mer occurrences in the input, and the set of undirected edges E, represents nucleotide similarities between those The log-odds ratios of the 4 algorithms in the synthetic data set. MotifCut: regulatory motifs finding with maximum density subgraphs e153 k-mers. Given such a graph G let M V denote the collection of k-mer occurrences corresponding to the binding sites of a specific transcription factor, and let B denote the background k-mers. The output of MotifCut it the set of vertices that is its best prediction of the set M. Let S 1 . . . S n be the set of input sequences. Each sequence S i is an array of nucleotides S i ¼ {a i1 , a i2 , . . . , a im }. We start by constructing a collection of k-mers, V. This is the multiset of all k-mers encountered in the input including repeats and overlaps. Hence, each vertex v l can be uniquely identified by its starting position. This position corresponds to a particular nucleotide a ij in the input sequence, hence v l ¼ [a ij , a ij+1 , . . . , a ij+kÀ1 ] where k is the size of k-mers. The edge set, E, is created by a pairwise evaluation of the similarity between each pair of k-mers in V. Since G is a weighted graph, for simplicity we can view it as a fully connected graph and concentrate on assigning an appropriate weight to each edge.
The edge weight w ij between a pair of vertices v i and v j is defined as follows:
In this formula Q is a background normalization function that will be rigorously defined in Background Normalization. We estimate the other quantities as follows: To estimate the probability of v i 2 M given v j 2 M we took into account the k-mer size k and the hamming distance (number of mismatches) l between v i and v j . For every k ¼ 6, . . . , 31 we generated random PSSMs with a specific information content for every k, selected empirically to reflect the average conservation rates in yeast motifs (Harbison et al., 2004) . Even though the PSSM model explicitly ignores inter-nucleotide dependencies, models effectively the majority of real motifs.
On the other hand if we were to include data with simulated dependencies, the choices of those dependencies would reflect various examples found among annotated yeast motifs, and hence cause overfilling. For values of k where there are no curated databases of real motifs (k > 18), we extrapolated the information content based on the asymptotic behavior for k ¼ 6, . . . , 18. Then, we generated 100 instances of 10,000 bp-long input sequences by the 3 rdorder Markov background of the entire yeast genome; in each input, we implanted 20 occurrences of motifs generated by the PSSM. This resulted in 100 input graphs G, each containing 10,000 vertices, 20 of which are in M. Given v i 2 M, let a(k, l) be the number of vertices v j 2 M that are l mismatches from v i , and let b(k, l) be the number of vertices v j = 2 M that are l mismatches from v i . For every combination of k and l we estimate
The plot of Pr(v i 2 M j v j 2 M) against the number of nucleotide mismatches l between v j and v i is well approximated by a sigmoid. With parameters determined by the k-mer size k and the number of nucleotide mismatches between v i and v j .
Here y and z depend on the size of the k-mer, k. It can be seen that the results of this approximation (Figure 6 ) fall within the range observed in yeast data. The probability of v i 2 B is a straightforward application of the n th order Markov dependency assumed for the input:
The order n of the Markov dependency is based on the size of the input to ensure sufficient sampling.
Finding the maximum density subgraph
To find the maximum density subgraph we use a modified parametric flow algorithm (Gallo et al., 1989) . This is an example of fractional programming (Gallo et al., 1989) . It is solved through an iterative application of the push/relabel algorithm to find max-flow and min-cut. To apply the parametric flow algorithm we modify our original graph G by adding two additional vertices: s-the source, and t-the sink. We compute the graph density l ¼ kEk/kVk. Each v i of V will be connected to one of the vertices s or t. Let the sum of the weights of adjacent edges to
will be connected to v i with an edge of weight d(v i ) À l, otherwise v i is connected to t with an edge of weight l À d(v i ). In the new graph we execute the push/relabel algorithm. This algorithm finds the maximum flow through the graph while also finding the minimum cut. The minimum cut partitions the graph into two disconnected subgraphs. One partition includes the sink and the other includes the source. We discard elements that are connected to the sink, recompute a new value for l with the remaining elements and rerun the algorithm. This algorithm will converge in a polynomial number of steps to the set of vertices that constitute the maximum density subgraph. (Gallo et al., 1989) . The algorithm for finding the MDS is simple and easy to implement, however its running time is O(nmlog(n 2 m)), where n is the number of vertices and m is the number of edges. This time complexity is too great for large data sets. To overcome this limitation, we define a set of n subgraphs N(v i ), one for every vertex v i . Each of these subgraphs represents a neighborhood of one of the vertices, v i : it is induced by all vertices directly connected to v i with an edge of weight greater than some threshold w, including v i itself (Figure 7) .
Since the graph G is fully connected, for a given motif set M there exists a minimal w such that for some instance of the motif, m 2 M, all of the other instances of the motif are directly connected to m with an edge weight greater than or equal to w. This means that all the instances of the motif will appear in a single neighborhood if the minimum allowed weight is less then or equal to w. Based on this property, for a proper choice of w, we can find the MDS of each local neighborhood, and one of these MDSs will contain the motif set. If we assume that the motif set M produces the highest density subgraph, then there will be a neighborhood of some motif instance m that will produce the same density, and this density will be the highest of all the neighborhoods.
To speed up the algorithm, we want to set w as high as possible while not decreasing sensitivity of motif detection. We picked w using the following heuristic approach. To compute an appropriate threshold w(k) as a function of motif length k, we generated motifs based on synthetic PSSMs of size k and with various information contents (bits of information), and implanted them in 10 kb of random sequence. We then found the information content Fig. 6 . The probability of a k-mer belonging to a motif given its mutation distance to a motif k-mer. The probability Pr(v i 2 M j v j 2 M) is plotted (red line) as a function of number of mutations between v j and v i , as we estimated it from simulated PSSMs. The blue area is the range of values for the probability for motifs observed in yeast promoter regions. For this example we used k-mer size 11 since the amount of empirical data for this size was the greatest.
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such that 50% of motifs of that content were detected by running MDS on the entire graph G, and picked the highest w(k) such that sensitivity did not decrease.
Therefore, after selecting all vertices that are connected to v i with an edge weight > w(k) (for k-mer size k), we obtain neighborhood graph N(v i ). Note that this induced graph is defined to include all edges in E connecting pairs of nodes in the neighborhood of v i , including edges of weight < w(k). For each neighborhood subgraph N(v i ) we find the maximum density subgraph N 0 (v i ), and its associated density l i . Then, we isolate N Ã ¼ argmax N 0 ðviÞ l i . This latter subgraph is our candidate motif set that will be refined next.
The refinement step
Our set of candidate k-mer occurrences N* is a good starting point for finding which elements constitute the real set of binding sites. However, empirically we often find false positives in this set. To eliminate false positives we find a subset of N* that minimizes the entropy of the entire set. The entropy of a set S is computed as follows: EðSÞ ¼ logðkSkÞ P k j¼1 ðð P i2S a ji Þ logð P i2S a ji ÞÞ. The optimization proceeds in a greedy leave-one-out fashion that finds the locally optimum subset. The process terminates once convergence is achieved. Note that the log(kSk) term ensures that the set will not shrink to a single k-mer.
In practice we are often interested in finding more than a single motif candidate within a set of input sequences. We achieve that by performing the refinement step and returning a user-specified number of top scoring neighborhoods. We ensure that the returned results do not contain neighborhoods primarily consisting of the same vertices, or representing a uniform shift of a few bp over the vertex set of another neighborhood.
Background normalization
The function for assigning weights to the edges is critical for effectiveness of the method on real biological data. In particular real DNA often has irregularities in its k-mer distribution, such as a high GC content or low-complexity regions. If not accounted for, such abnormalities will emerge as dense regions in the graph, and obscure the presence of real motifs. We are compensating for these irregularities when computing edge weights, as was discussed in Graph Construction. Intuitively, this compensation should be such that in the absence of a true motif, for any vertices v i , v j , the corresponding densities l i and l j are approximately equal. To achieve that, we defined the function Q in equation (1) empirically. We constructed input sequences with 3 rd order Markov irregularities of varying severity (up to 90% GC content). We then attempted different families of functions for Q, such as exponential, polynomial, and logarithmic functions, and found that the following definition of Q results in densities that are sufficiently normalized:
An example of how the normalization with Q works in practice is displayed in Figure 8 , for a set of sequences with 70% GC content. As seen in this figure, before normalization the densities l i display a high degree of vari- Fig. 7 . Construction of a neighborhood subgraph. A. Starting with the complete graph, we first temporarily discard all the edges with weight w (depicted as light grey in the picture). B. Each vertex in turn is chosen (colored red), to be the center of a neighborhood. C. All the vertices connected to the central vertex define an induced subgraph; in this subgraph we reintroduce all the edges of lower weight than w. Those vertices and the central vertex form the neighborhood subgraph (circled with a red line). D. We find the maximum density subgraph of the neighborhood (green vertices). This process is repeated once for every vertex (k-mer) in the input. Fig. 8 . Predicting k-mer specific density value. In graph A k-mers are sorted by the predicted maximum density (red line); the density that is calculated given each k-mer's nucleotide composition and its distribution in the background. The blue lines indicate actual maximum density values that were obtained from the neighborhood of the appropriate k-mer. Graph B shows the effect of normalization by the predicted maximum density. Once again, the red line demonstrates the normalized predicted value, and blue lines the actual value obtained. In both cases obvious outliers are instances of the motif.
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Choice of density function
As our results demonstrate, the objective function of subgraph density used in MotifCut is effective in separating motifs from background. However, it is not clear a priori that kEk/kVk is the optimum choice of density function. Even though this function is a canonical definition of graph density, other functions are equally meaningful. A more general definition of density is given by kEk x /kVk where the exponent x can range from 0 to 1. The value of x fundamentally changes the results of the optimization (Figure 9) . If x ¼ 0.5 for instance, and we are applying it to the unweighted graph, then this problem is equivalent to determining the size of the maximum clique. If x ¼ 2.0 the output will always be the largest connected component of the graph. The optimization problem for most values of x is intractable. In fact, the only non-trivial formulation of the problem for which it remains tractable is for the exponent value x ¼ 1, used by our algorithm. Though we cannot realistically use any other objective function than kEk 1 /kVk, we also provide some evidence that our choice of x is likely to be close to optimal.
Ideally we would like to pick the exponent for which the densities of the motifs are separated as much as possible from maximum densities of subgraphs in the background. We asked the question of what is the best such exponent x for real yeast data. For each of the 83 promoter sets containing a motif, we first computed the density kEk x /kVk of the motif subgraph. Then, ideally we would like to compute the maximum density of a background subgraph. However, this is not possible for arbitrary x because the problem is intractable. Therefore, we relied on sampling random subgraphs. In every yeast input in our benchmark we picked 1,000 random subgraphs of size 2 y , where y ranged from 2 to 8, and measured their density for values of x from 0.5 to 2.0. For each combination of subgraph size and exponent x, we found the mean and standard deviation of the density values. The resulting distribution served as our estimate for the distribution of densities of background subgraphs. We now hypothesized that for a given subgraph size 2 y , the optimal choice of x is the one in which the ratio R(x, y) of motif density over the standard deviation of the background density is maximum. For each exponent x we recorded the minimum ratio value produced by the background subgraphs of size 2 y ( Figure 10A ). When plotted against x, the minimum value min y R(x, y) creates a curve ( Figure 10A , red line). The optimal choice for the exponent x on this curve corresponds to the highest point. In Figure 10B we plot the average over all yeast motifs of min y R(x, y), after we normalize that curve so that its peak is at 1. The peak should intuitively correspond to the optimal value of the exponent x, which we find to be 0.95. This value is remarkably close to the the canonical value of 1 used in MotifCut. Although the above argument is not a precise estimation of the objective function for our yeast data set, it nonetheless provides some explanation of the strong performance of MotifCut.
CONCLUSION
We have presented MotifCut, a novel graph-based approach to motif finding. We have demonstrated better performance than the leading motif finding algorithms on both simulated motifs, and experimentally derived yeast motifs. Performance of MotifCut appears to scale well with input size. An important feature of MotifCut is that the formulation is markedly different from the commonly used PSSM models, and as a result the motifs it finds are significantly different. Since originally the computational tools used to detect motifs in our yeast data set were PSSM (or ''diffused consensus'') based, it is possible that by imposing too many assumptions on the motif structure, motifs were missed. There is substantial evidence that cis-regulatory elements can evolve in parallel with 
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their binding factors (Athanikar et al., 1998; Jyoti et al., 1998; Shaw et al., 2002) . For example, we see this effect in the transcription factor Rpn4p and its binding site in S. cerevisiae and C. albicans (Gasch et al., 2004) . The sequences of these related binding sites can be substantially different. In our graph-based formulation, it is possible for two k-mers in a subgraph to be substantially different, if the k-mers that connect them are sufficiently edge-dense. Therefore, two related but substantially different k-mers can be part of the same motif, if there also exist a set of intermediary k-mers. The source code and executables for MotifCut are available under the GNU public licence at http://motifcut.stanford.edu.
