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MACROSCOPIC SCALAR CURVATURE AND AREAS OF CYCLES
HANNAH ALPERT AND KEI FUNANO
Abstract. In this paper we prove the following. Let Σ be an n–dimensional closed
hyperbolic manifold and let g be a Riemannian metric on Σ× S1. Given an upper
bound on the volumes of unit balls in the Riemannian universal cover (Σ˜× S1, g˜),
we get a lower bound on the area of the Z2–homology class [Σ × ∗] on Σ × S1,
proportional to the hyperbolic area of Σ. The theorem is based on a theorem of
Guth and is analogous to a theorem of Kronheimer and Mrowka involving scalar
curvature.
1. Introduction
Our result in the present paper is based on the following theorem of Guth in [Gut11,
Theorem 2]. His theorem, which we refer to as the volume theorem, relates the volume
of a manifold to the volumes of unit balls in the universal cover. To see how these
quantities might be related, we can imagine starting with a closed hyperbolic manifold
and rescaling the metric. As we scale it so the manifold gets bigger, the curvature
gets closer to zero so the unit balls in the universal cover have volumes closer to
the Euclidean unit ball. Scaling in the other direction, the manifold gets smaller,
and the unit balls in the cover get wiggly and large. To state the theorem we use
the following notation. For a Riemannian manifold (M, g) and radius r, let V(M,g)(r)
denote the supremal volume of a ball of radius r in (M, g). We denote by (M˜, g˜)
the Riemannian universal cover of (M, g). By const(α, β, · · · ) we mean some positive
absolute constant depending only on α, β, · · · .
Theorem 1.1 (Volume theorem, [Gut11]). Let (M, hyp) be an n–dimensional closed
hyperbolic manifold and let g be another metric on M . Suppose that
V(M˜,g˜)(1) ≤ VHn(1),
where Hn is the n–dimensional hyperbolic space. Then we have
Vol(M, g) ≥ const(n) · Vol(M, hyp).
In this paper we consider the following question: Does a similar theorem hold if we
take the product of a hyperbolic manifold and a closed manifold? If we have a metric
on the product, for which the unit balls in the universal cover are not too large, does
this guarantee that every copy of the hyperbolic manifold in the product is not too
small? It turns out that the answer is affirmative if the second factor is a circle. For
the first factor, we use the letter Σ to refer to the hyperbolic manifold even though
Σ may have dimension greater than 2, because Σ is a hypersurface in the product.
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We also refer to volume in this dimension as area, and call the new theorem the area
theorem. It is the main theorem of this paper.
Theorem 1.2 (Area theorem). Let (Σ, hyp) be an n–dimensional closed hyperbolic
manifold, and let g be a metric on M = Σ× S1 such that
V(M˜ ,g˜)(1) ≤ V0,
for some value V0. Let Z be a smooth embedded hypersurface of M homologous to
Σ× ∗ under Z2 coefficients. Then we have
AreaZ ≥ const(n, V0) · Area(Σ, hyp).
In contrast the following proposition says that an analogous statement does not
hold for the product of a hyperbolic manifold with another manifold of dimension
greater than 1. In that case, conversation with Guth produced examples where one
copy of the hyperbolic manifold is very small but none of the unit balls in the universal
cover are large. We thank him to allow us to add these examples in this paper:
Proposition 1.3. Let Σ be a closed hyperbolic manifold of dimension n, and let X
be any closed manifold of dimension m ≥ 2. There exists a constant V0 = 2 ·VRn+m(1)
such that the following is true. For any ε > 0 there is a Riemannian metric g on
Σ×X such that the volumes of unit balls in the universal cover satisfy
V
(Σ˜×X,g˜)
(1) < V0,
but simultaneously there is a submanifold isotopic to Σ×∗ with n–dimensional volume
less than ε.
In the remainder of the introduction we mention some context about how the
subject of this paper is related to the study of minimal surfaces and scalar curvature.
However, in order to understand the proof of the main theorem we do not require any
knowledge of minimal surfaces and scalar curvature.
1.1. Macroscopic scalar curvature. In the hypotheses of the volume theorem
(Theorem 1.1) and the area theorem (Theorem 1.2), the bound on volumes of balls
in the universal cover is a bound on the macroscopic scalar curvature of the mani-
fold, defined by Guth in [Gut10a] based on ideas of Gromov. In that essay, Guth
thoroughly explains the progression of ideas into which his volume theorem and the
present paper fit; we summarize a little of this history here. Gromov was thinking
of the fact that the scalar curvature of a manifold describes how the volumes of tiny
balls compare to balls of the same radius in Euclidean space. The difference between
volumes has a leading term expressible in terms of the scalar curvature: we have the
asymptotic expansion
VolB(p, r) = ωnr
n
(
1−
scalg(p)
6(n+ 2)
r2 +O(r3)
)
(r → 0),
where ωn is the volume of a unit ball in the n–dimensional Euclidean space ([GHL04,
Theorem 3.98]). Understanding the relationship between scalar curvature and the
topology of M is a major problem in differential geometry. However since the scalar
curvature says only local information it is often difficult to derive global information
of the ambient manifold from it.
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The macroscopic scalar curvature is defined as follows. Let (M, g) be a Riemannian
manifold. For a radius r and p ∈ M we denote by V˜ (p, r) the volume of the ball of
radius r centered at a lift of p. In any given dimension, for any real number S there
is a scaling of either hyperbolic space, Euclidean space, or the sphere that has scalar
curvature S; we define V˜S(r) as the volume of a ball of radius r in that space. Then
the macroscopic scalar curvature at scale r at p is defined as the number S so that
V˜ (p, r) = V˜S(r). For example any flat torus has the macroscopic scalar curvature zero
at any scale. Note that if we do not take the universal cover in the definition, then a
flat torus might have positive ‘macroscopic scalar curvature’ at a certain scale.
In view of macroscopic scalar curvature Guth’s volume theorem (Theorem 1.1) cor-
responds to the following Schoen conjecture for scalar curvature up to a multiplicative
constant factor. The conjecture remains open in high dimensions.
Conjecture 1.4 ([Sch89]). If (M, hyp) is an n–dimensional closed hyperbolic mani-
fold and g is another metric onM with scalg ≥ scalhyp, then Vol(M, g) ≥ Vol(M, hyp).
The area theorem (Theorem 1.2) is a counterpart of the following result due to
Kronheimer and Mrowka (for integer coefficients):
Proposition 1.5 ([KM97]). Let Σ be a closed orientable surface of genus ≥ 2 and
let g be a Riemannian metric on M = Σ× S1. Assume that scalg ≥ scalg0, where g0
is the product metric of ghyp on Σ and the standard metric on S
1. Let Z be a surface
in M homologous to Σ× ∗ under integer coefficients. Then we have
AreaZ ≥ Area(Σ, hyp).
The above proposition is a special case of a result in [KM97, Section 3]. Kronheimer
and Mrowka proved the result by using the Seiberg-Witten monopole equations. They
mentioned that the result can be obtained by using the existence of a stable minimal
surface and the second variation inequality. In the appendix we demonstrate the
detailed proof of Proposition 1.5 using this second method. An analogous result of
Proposition 1.5 (for scalar curvature) seems unknown for higher dimension. A crucial
point of Theorem 1.2 is that it holds for any dimension.
In Section 2 we outline the proof of the area theorem (Theorem 1.2) by stating two
lemmas and showing how they imply the area theorem. In Section 3 we prove the first
lemma, the modified stability lemma (Lemma 2.1). In Section 4 we prove the second
lemma, the modified volume theorem (Lemma 2.2), completing the proof of the area
theorem. In Section 5 we prove Proposition 1.3 about the case of codimension greater
than 1. And, the appendix addresses Proposition 1.5 of Kronheimer and Mrowka.
2. Proof of the area theorem
In this section we state the modified stability lemma (Lemma 2.1) and the modified
volume theorem (Lemma 2.2), and we prove the area theorem (Theorem 1.2) assuming
these two lemmas. The proofs of the lemmas appear in Section 3 and Section 4.
The proof of the area theorem follows these steps:
(1) Take an almost area-minimizing closed hypersurface Z in M = (Σ × S1, g)
homologous to Σ× ∗ under Z2 coefficients.
(2) Using the hypothesis about areas of balls in M˜ , show that the balls of radius 1
2
in Z are not too large in area.
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(3) Apply a version of the volume theorem (Theorem 1.1) to Z to show that the
total area of Z is not too small compared to the hyperbolic area of Σ.
For the first step, it would be convenient if we could really choose a minimal sur-
face; then we could use properties such as monotonicity. However, the existence of
minimal surfaces has its subtleties, and if dimension is greater than 6 we cannot hope
to take an area-minimizing closed hypersurface without singularities (see [Sim83]).
Fortunately we do not need minimal surfaces for this proof. We say that a hyper-
surface is minimizing up to δ if its area is within δ of the infimal area of a smooth
embedded hypersurface in its homology class. We choose Z to be such a hypersurface,
homologous to the cross-sections Σ× ∗ of M .
For the second step, we adapt the stability lemma from the paper [Gut10b] of Guth.
Here is the statement of the modified stability lemma; its proof appears in Section 3
along with the original statement of the stability lemma.
Lemma 2.1 (Modified stability lemma). Let Σ be an n–dimensional closed manifold,
and let g be a Riemannian metric on M = Σ×S1. Suppose that Zn ⊂M is a smooth
embedded hypersurface, homologous to Σ × ∗ under Z2 coefficients, and minimizing
up to δ among all such embedded hypersurfaces. Let M̂ denote the covering space of
M diffeomorphic to Σ × R. Let p be any point in M , and suppose that the unit ball
in M̂ centered at a lift p̂ of p has volume at most V0. Then the following inequality
holds:
Area(Z ∩ B(p, 1/2)) ≤ 2V0 + δ.
For the third step, we use the following version of the volume theorem; its proof
appears in Section 4.
Lemma 2.2 (Modified volume theorem). Let Σ be an n–dimensional closed hyperbolic
manifold, and let (Z, g) be an n–dimensional closed Riemannian manifold. Suppose
that f : (Z, g) → Σ is a degree 1 map such that f(γ) is contractible for every loop
γ ⊂ Z of length less than 1, and suppose that
V(Z,g)(1/2) ≤ V0.
Then we have
Vol(Z, g) ≥ const(n, V0) · Vol(Σ, hyp).
Having stated the two lemmas, we are ready to show how they imply the area
theorem.
Proof of the area theorem (Theorem 1.2). First we take a finite cover of M in the Σ
direction so that the only remaining loops of length at most 1 are in the S1 direction.
Specifically, using compactness of M we see that there are only finitely many classes
in π1(M) = π1(Σ) × π1(S
1) with length at most 1. Because fundamental groups of
hyperbolic manifolds are residually finite, we may find a finite-index normal subgroup
K of π1(Σ) that excludes all nonzero π1(Σ) components of these short loops. Then
K × π1(S
1) is a finite-index normal subgroup of π1(M). The corresponding covering
space (M̂, ĝ) is diffeomorphic to Σ̂ × S1, where Σ̂ is the cover of Σ corresponding to
the normal subgroup K; let k be the index of K in π1(Σ), and of Σ̂ over Σ, and of
M̂ over M . In M̂ , every loop of length at most 1 projects to a null-homotopic loop
in Σ̂. The preimage of Z in M̂ is some k-fold cover Ẑ of Z, and Ẑ is homologous to
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Σ̂ × ∗. It suffices to prove the area theorem for Ẑ, Σ̂, and M̂ instead of Z, Σ, and
M , because Area Ẑ = k · AreaZ and Area(Σ̂, hyp) = k · Area(Σ, hyp). Thus we may
relabel our spaces and assume that M has the property that every loop of length at
most 1 projects to a null-homotopic loop in Σ.
Note that we could take a further cover in the S1 direction so that every loop of
length at most 1 is null-homotopic. However, if the cover has many sheets, then the
preimage of Z is homologous to a large multiple of Σ and has area many times that
of Z. Therefore, a lower bound on the area of hypersurfaces homologous to Σ in the
cover does not easily imply any bound on the area of Z. This fact that Z does not
behave well under many-sheeted covers in the S1 direction is our reason for proving
the modified stability lemma (Lemma 2.1) instead of being able to use Guth’s original
stability lemma (Theorem 3.1); more detail appears in Section 3.
It suffices to prove the area theorem only for those hypersurfaces Z that are min-
imizing up to δ (for, say, δ = 1), because the other hypersurfaces have even greater
area. Thus, we apply the modified stability lemma (Lemma 2.1) to Z, to obtain
V(Z,g|Z)(1/2) ≤ 2V0 + δ,
and then apply the modified volume theorem (Lemma 2.2), taking f to be the com-
posed inclusion and projection Z →M → Σ, to obtain the desired inequality
AreaZ ≥ const(n, V0) · Area(Σ, hyp).
This completes the proof of the area theorem. 
3. Proof of the modified stability lemma
In this section we prove the modified stability lemma. This lemma is based on the
stability lemma, which we reproduce here. Given a cohomology class α in degree 1,
its length L(α) is defined to be the infimal length of any 1–cycle that has nonzero
pairing with α.
Theorem 3.1 ([Gut10b], Stability lemma). Let (M, g) be an (n + 1)–dimensional
closed Riemannian manifold. Let α ∈ H1(M,Z2). Suppose that Z
n ⊂ M is a smooth
embedded surface Poincare´ dual to α and minimizing up to δ (among embedded sur-
faces in its homology class). Suppose that L(α) > 2. Let p be any point in M . Then
the following inequality holds:
Area(Z ∩ B(p, 1/2)) ≤ 2Vol(B(p, 1)) + δ.
The stability lemma gets its name by analogy with the stability inequality involving
scalar curvature and minimal hypersurfaces, which we mention in the appendix.
The stability lemma is insufficient for our purposes in proving the area theorem
(Theorem 1.2): we would like to apply it while taking α to be the cohomology class on
M = Σ× S1 corresponding to the S1 factor, but we do not have any control over the
length of α. The modified stability lemma removes the hypothesis about the length
of α.
In fact, we can generalize the modified stability lemma so that the stability lemma
becomes a special case. We take (M, g), α, and Z as in the stability lemma. Then
we define M̂ to be the covering space of M constructed as follows: take a classifying
map M → S1 so that α is the pullback of the fundamental class of S1, and then pull
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back the universal cover R→ S1 along this classifying map. Then, if we define V0 as
in the modified stability lemma, the conclusion of the modified stability lemma holds.
The proof is the same as that of the modified stability lemma. In the case L(α) > 2,
the unit balls in M̂ have the same shape as their images in M , and we recover the
stability lemma.
The proof of the modified stability lemma closely follows the proof of the stability
lemma but requires an additional idea. Roughly, both proofs show that if the desired
inequality does not hold, then we can replace the portion of Z inside B(p, 1/2) with
something that is homologous but has significantly smaller area, contradicting the
assumption that Z is minimizing up to δ.
Proof of modified stability lemma (Lemma 2.1). As in the proof of the stability lemma
in [Gut10b], we can use the coarea inequality to find t between 1/2 and 1 such that
the sphere in M̂ with radius t and center p̂ has area at most 2V0. We would like to be
able to choose this t such that the corresponding sphere is a smooth submanifold of
M̂ , and its image inM is an immersed hypersurface with transverse self-intersections
and transverse intersections with Z. This may be tricky. Instead we use Lemma 3.2
(which appears after the present proof) to find a smooth function f : M̂ → R that is
ε–close to the function dist(−, p̂), such that for a dense set of values of t, the level set
f−1(t) has the desired transversality properties. The ε–closeness guarantees that the
sublevel set f−1[−ε, 1/2 + ε] contains the ball B(p̂, 1/2) in M̂ , and that the sublevel
set f−1[−ε, 1−ε] is contained in the ball B(p̂, 1). We use the coarea inequality to find
t between 1/2+ ε and 1− ε such that f−1(t) has the desired transversality properties
and has area at most [(1− ε)− (1/2 + ε)]−1V0.
Let B̂ denote the region f−1[−ε, t] in M̂ , with boundary ∂B̂ = f−1(t). Let B
denote the image of B̂ in M , and let S denote the image of ∂B̂ in M , the immersed
hypersurface. Note that ∂B is part of S but may not be all of S.
The proof of the modified stability lemma has the following structure, similar to
the proof of the stability lemma. We show that there is a smooth embedded hyper-
surface homologous to Z, obtained by replacing Z ∩B by some subset of S (and then
smoothing). Because Z is minimizing up to δ, we conclude
Area(Z ∩ B) ≤ AreaS + δ.
Then because Z ∩B(p, 1/2) ⊆ Z ∩B and because AreaS ≤ [(1− ε)− (1/2+ ε)]−1V0,
by sending ε to 0 we obtain the desired inequality
Area(Z ∩ B(p, 1/2)) ≤ 2V0 + δ.
In order to replace Z ∩ B by a subset of S, we claim that it suffices to find a
subset Z1 of S in the interior of B such that every loop in the interior of B has the
same intersection number (mod 2) with Z1 as with Z. If we can do this, then we can
color the regions of B \ (Z ∪ S) with two colors so that any path between regions of
the same color has an even intersection number with Z ∪ Z1. In particular, any two
regions that border the same open subset of Z must be opposite colors. Thus, we can
select one color and modify Z by adding (mod 2) the boundaries of all regions of that
color. The result is a cycle homologous to Z in which all of Z ∩B has been replaced
by pieces of S. As we add the boundaries of the regions one by one, the property of
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being smoothable to an embedded hypersurface is preserved, so the end result can be
modified slightly to give a smooth embedded hypersurface.
Thus it suffices to find Z1 ⊆ S such that every loop in B intersects Z and Z1 with
the same parity. It suffices to consider loops at p. Every loop γ at p lifts in M̂ to a
path γ˜ that begins at p̂ and ends at another preimage p̂ + k of p, for some k ∈ Z.
Because we have assumed that Z is homologous to Σ × ∗, the intersection number
of the loop with Z is equal to k mod 2. Thus we would like the intersection number
with Z1 to be k mod 2 as well.
We construct Z1 as follows. Let {B̂ + i}i∈Z denote the translates of B̂ under the
Z–action on M̂ . Let N denote their union, the preimage of B in M̂ :
N =
⋃
i∈Z
(B̂ + i).
We set
N+ =
⋃
i≥0
(B̂ + i),
and let Ẑ1 denote the boundary of N+ with respect to N . Let Z1 be the image of Ẑ1
in B, taken with multiplicity mod 2 so that a point q of B is in Z1 if and only if an
odd number of preimages of q are in Ẑ1.
The intersection number of γ with Z1 is equal to the sum of the intersection numbers
of the various lifts of γ with Ẑ1. Given a lift of γ stretching from p̂ + ℓ to p̂ + ℓ + k,
its intersection number with Ẑ1 is odd if and only if one of the endpoints p̂ + ℓ and
p̂+ ℓ+ k is in N+ and the other is not. Suppose we color in black all integers i such
that p̂+ i is not in N+, and color in white all integers i such that p̂+ i is in N+. We
claim that for any such coloring of the integers, with all sufficiently negative integers
black and all sufficiently positive integers white, the number of pairs ℓ, ℓ+ k that are
different colors is congruent to k mod 2. This statement is clearly true for k = 1,
and for k > 1 we partition the integers into the k congruence classes mod k, and
apply the k = 1 statement to each congruence class. Adding up k odd numbers, the
sum is congruent to k mod 2. Thus the intersection number of γ with Z1 is indeed k
mod 2. Using Z1 we can replace Z ∩ B by a subset of S, thus implying the desired
inequality. 
Here is the lemma about perturbing the distance function, used in the proof above.
Lemma 3.2. Let M̂ be a covering space of a closed Riemannian manifoldM , let Z be
a smooth submanifold of M , and let p̂ be any point in M̂ . Then there exists a smooth
function f : M̂ → R, arbitrarily close to the function dist(−, p̂), such that for all t in a
full-measure subset of the interval [1/2, 1], the level set f−1(t) is a smooth submanifold
of M̂ , for which the image in M is immersed with transverse self-intersections and
transverse intersection with Z.
Proof. This lemma is a direct application of the Multijet Transversality Theorem as
given in [GG74, Chapter II, Theorem 4.13]. Here is the statement of the theorem in
the case we need here. For any natural number s, let M̂ (s) denote the space
M̂ (s) = {(x1, . . . , xs) ∈ M̂
s : xi 6= xj},
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and for any function f : M̂ → R, its s–fold 0–jet j0sf is the function
j0sf : M̂
(s) → M̂ (s) × Rs
defined by
j0sf(x1, . . . , xs) = (x1, . . . , xs, f(x1), . . . , f(xs)).
The theorem states that for any submanifold W of M̂ (s) × Rs, the set of all f ∈
C∞(M̂,R) such that j0sf is transverse to W is a comeager set. (Comeager sets are
dense, and any countable intersection of them is also dense.) We apply the theorem
repeatedly with various choices of s andW , and select f to satisfy all the transversality
properties at once.
Let G be the group of deck transformations of the covering space; in the modified
stability lemma the group is Z, so we use additive notation. We want to check that
wherever the G–translates of f−1(t) intersect, they are transverse. If we suppose
that f is within 1 of dist(−, p̂) and t ≤ 1, there are only finitely many translates of
f−1(t) that could possibly intersect f−1(t); they are the translates by k ∈ G such that
B(p̂, 2) + k intersects B(p̂, 2). Let E be this finite set of translations k, including the
identity.
Let S be an arbitrary subset of E, with elements k1, . . . , ks. We set W to be the
set
W = {(x+ k1, . . . , x+ ks, t, . . . , t) : x ∈ M̂, t ∈ R} ⊆ M̂
(s) × Rs.
If j0sf is transverse toW and t is a regular value of the restriction of f to the preimage
of W , then the translates of f−1(t) by −k1, . . . ,−ks are submanifolds transverse to
each other. Similarly, if we set
W = {x+ k1, . . . , x+ ks, t, . . . , t) : x ∈ M̂ lies above Z, t ∈ R},
then if j0sf is transverse to W and t is a regular value, then the same translates of
f−1(t) are (together) transverse to the preimage of Z in M̂ .
Applying the theorem for each subset of E, with and without Z, we obtain a
dense set of functions f for which a full-measure set of values t satisfy the desired
transversality conditions. 
4. Proof of the modified volume theorem
In this section we show where to modify Guth’s proof of the volume theorem
(Theorem 1.1) to get the modified volume theorem (Lemma 2.2). The proof of the
volume theorem requires many steps, and we do not repeat them here. We only point
out the small difference.
Here we repeat the statements of the volume theorem and the modified volume
theorem. The volume theorem is about a different metric on a hyperbolic manifold.
Theorem 1.1 (Volume theorem). Let (M, hyp) be an n–dimensional closed hyperbolic
manifold and let g be another metric on M . Suppose that
V(M˜,g˜)(1) ≤ VHn(1),
where Hn is the n–dimensional hyperbolic space. Then we have
Vol(M, g) ≥ const(n) · Vol(M, hyp).
8
The modified volume theorem is about a different manifold mapping to a hyperbolic
manifold.
Lemma 2.2 (Modified volume theorem). Let Σ be an n–dimensional closed hyperbolic
manifold, and let (Z, g) be an n–dimensional closed Riemannian manifold. Suppose
that f : (Z, g) → Σ is a degree 1 map such that f(γ) is contractible for every loop
γ ⊂ Z of length less than 1, and suppose that
V(Z,g)(1/2) ≤ V0.
Then we have
Vol(Z, g) ≥ const(n, V0) · Vol(Σ, hyp).
The modified volume theorem is a generalization of the volume theorem. In fact,
suppose thatM is a closed hyperbolic manifold satisfying the hypothesis of the volume
theorem, and we want to apply the modified volume theorem to obtain the conclusion
of the volume theorem. As in [Gut11, page 71] we take a finite cover of M so that
every loop of length less than 2 is contractible as follows. There are only finitely
many homotopy classes of loop with lengths less than 2. SinceM admits a hyperbolic
metric, π1(M) is residually finite. Hence these homotopy classes can be excluded after
taking a finite cover of M . We can scale the cover by 1/2 so that the identity map of
the cover satisfies the hypothesis of the modified volume theorem. We therefore get
the conclusion of the volume theorem for the cover. Since the volume of the cover is
the volume of M times the degree of the cover, we obtain the volume theorem.
In [Gut11], Guth proves the volume theorem from two lemmas: his Lemma 7 and
his Lemma 9. We modify his Lemma 7 to get our Lemma 4.2, but there is no change
to Lemma 9 and essentially no change to how the two lemmas combine to prove the
theorem.
To explain the setting for Lemma 7 of [Gut11], we explain the rectangular nerve
associated with a closed Riemannian manifold and its finite cover of balls. The
rectangular nerve was introduced by Guth in [Gut11] and plays an important role in
the proof of Lemma 2.2.
Let (Z, g) be a closed Riemannian manifold. Suppose that Bi, i = 1, 2, · · · , D are
closed balls in Z such that the concentric balls 1
2
Bi cover Z (here
1
2
Bi is the ball
with the same center and half the radius of Bi). For such a cover {Bi} we define
the associated rectangular nerve N as follows. The nerve N is a closed subcomplex
of the rectangle
∏D
i=1[ 0, ri ], where ri is the radius of the ball Bi. Denote by φi,
i = 1, 2, · · · , D the coordinate function of the rectangle. An open face F of the
rectangle is determined by dividing the set {1, 2, · · · , D} into three categories I0, I1,
and I( 0,1 ). The face F is given by the equalities and inequalities φi = 0 for i ∈ I0,
φi = ri for i ∈ I1, and 0 < φi < ri for i ∈ I( 0,1 ). We denote I+ := I1 ∪ I( 0,1 ). A face
F is contained in the nerve N iff
⋂
i∈I+(F )
Bi 6= ∅ and if I1(F ) 6= ∅.
We can define a natural map from Z to the rectangular nerve N , which we call
φ : Z → N . Each i-th component of φ is a map φi : Z → [ 0, ri ] supported on Bi.
We set φi = ri on
1
2
Bi and φi decreases to zero as x approaches ∂Bi. The function
φi is chosen so that it is piecewise smooth and the Lipschitz constant is at most 2.
Taking φi as a component we define φ : Z →
∏D
i=1[ 0, ri ]. The image φ(Z) lies in the
rectangular nerve N .
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Throughout this section we fix a special finite cover of balls {Bi} of Z, called a
good cover, and consider the associated rectangular nerve N and the natural map
φ : Z → N . We omit the definition of a good cover because we do not use the
definition throughout this paper. Refer to [Gut11] for the precise definition. Any ball
in a good cover has radius at most 1/100.
Here is the original statement of Lemma 7 from [Gut11].
Lemma 4.1 ([Gut11, Lemma 7]). Let (M, g) be a closed aspherical manifold such
that every loop of length at most 1 is null-homotopic, and let φ : M → N be the map
to the rectangular nerve N constructed as above from a good cover of M . Then there
is a map ψ : N → M so that the composition ψ ◦ φ : M → M is homotopic to the
identity.
In the modified lemma, we take the good cover and rectangular nerve on one man-
ifold Z, but the aspherical space without short nontrivial loops is another manifold
Σ. The proof is essentially the same.
Lemma 4.2 (Modified Lemma 7). Let (Z, g) be a closed Riemannian manifold, and
let φ : Z → N be the map to the rectangular nerve N constructed as above from a
good cover of Z. Let Σ be a closed aspherical manifold, and suppose that a continuous
map f : Z → Σ has the property that for every loop γ in Z of length at most 1, the
image f(γ) in Σ is null-homotopic. Then there is a map ψ : N → Σ such that the
composition ψ ◦ φ : Z → Σ is homotopic to f .
Proof. The proof is a slight modification of [Gut11, Lemma 7] which is based on
Gromov’s argument in [Gro82]. We repeat the argument here for the completeness
of this paper.
We slightly homotope φ to get φ′ which is simplicial with respect to some fine
triangulations of Z and N . We take the triangulation of N so that it is a subdivision
of the faces of N .
To construct ψ we construct a 1-skeleton map ψ′ from N to Z just as in [Gut11]
and then compose it with f to get a 1-skeleton map from N to Σ. We then extend
the map f ◦ ψ′ one skeleton at a time by using the hypothesis of the lemma and the
resulting map will be ψ. Given any vertex v ∈ N of the fine triangulation we take the
smallest (open) face F of N that contains v. We pick an index in I+(F ), say i, and
define ψ′(v) as the center of the ball Bi. Next let e be a 1-simplex in the triangulation
of N . Since its endpoints lie in the same closed face of N these endpoints are mapped
by ψ′ to the centers of two overlapping balls of our good cover. Since the radii of
the balls are at most 1/100 the distance between these centers is at most 2/100. We
define ψ′ to map e to a curve in Z joining the centers whose length is at most 2/100.
Now the boundary of each 2-simplex of the triangulation of N is mapped to a loop of
length at most 6/100 and the image of the loop under f is contractible in Σ from the
hypothesis of f . Hence we can extend f ◦ ψ′ to each 2-simplex. Since Σ is aspherical
we can then extend the map to each higher-dimensional simplex. Now the map ψ is
constructed.
Similarly, to construct the homotopy H between f and ψ ◦ φ, we construct a 1-
skeleton map H ′ to Z just as in [Gut11] and then compose with f to get a 1-skeleton
map to Σ that can be filled in to get H . For any vertex v in the triangulation of Z
we put H ′(v, 0) := ψ′ ◦ φ′(v) and H ′(v, 1) := v. Recall that φ′(v) is a vertex in the
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triangulation of N which is very close to φ(v). If F is the smallest open face of N
containing φ′(v) then φ(v) may not be in F but at least φ(v) is in a face bordering F .
Hence ψ′ ◦φ′(v) is the center of some ball Bi overlapping the other ball Bj containing
v. Thus ψ′ ◦φ′(v) and v can be connected by a curve of length at most 2/100, and we
define H ′ on v×( 0, 1 ) by mapping the interval to the curve. Now let e be a 1-simplex
in the triangulation of Z. Since our triangulation of Z is fine we may assume that
the length of e is at most 1/100. The image φ′(e) is either a point or a 1-simplex of
the triangulation of N . Hence the image ψ′ ◦φ′(e) is either a point in Z or a curve of
length at most 2/100. We have defined H ′ on the boundary of e× ( 0, 1 ). The image
of the boundary under H ′ is a loop in Z of length at most 7/100. Since the image
of this loop under f is contractible in Σ we can extend f ◦ H ′ to e × ( 0, 1 ) for all
1-skeleton e and denote this extension as H . Since Σ is aspherical we can extend H
to Σ × (0, 1) for each higher-dimensional simplex Σ. This H is a homotopy between
ψ ◦φ′ and f . Since φ′ is homotopic to φ, ψ ◦φ is homotopic to f . This completes the
proof. 
In [Gut11] Guth finishes proving the volume theorem (Theorem 1.1) from Lemma 7
and Lemma 9 of that paper. In the remainder of this section we repeat the same
steps to prove the modified volume theorem (Lemma 2.2), with Lemma 7 of [Gut11]
replaced by our version, Lemma 4.2. To state Lemma 9 of [Gut11] and prove the
modified volume theorem we recall Gromov’s simplicial norm, which was introduced
in [Gro82]. The simplicial norm is defined as follows. For every singular chain c on
Z, the simplicial ℓ1 norm of c, denoted ‖c‖, is the sum of absolute values of the (real)
coefficients. For every real homology class h, the simplicial norm of h, denoted ‖h‖,
is the infimum of ‖c‖ over all cycles c representing h.
Two facts about the simplicial norm which will be used in the proof of Lemma 2.2
are the following:
• (Contractivity under mappings) For any continuous map φ : Σ→ Σ′ between
two spaces, ‖φ∗(h)‖ ≤ ‖h‖.
• (Gromov–Thurston’s theorem, see [Gro82]) If (Σ, hyp) is a closed n-dimensional
hyperbolic manifold then the simplicial volume of Σ is equal to const(n) Vol(Σ, hyp)
for a certain constant const(n).
The first item implies Euclidean spheres and tori have zero simplicial volume, because
they have self-maps of nonzero degree. From Gromov–Thurston’s theorem we can
associate the simplicial volume of a hyperbolic closed surface Σg with its genus. In
fact it is known that ‖Σg‖ = −2χ(Σg). We will use these computations in the
appendix.
Here is Lemma 9 from [Gut11].
Lemma 4.3 ([Gut11, Lemma 9]). For each dimension n and each number V0 > 0,
there is a constant C(n, V0) so that the following statement holds. If an n-dimensional
closed Riemannian manifold (Z, g) satisfies V(Z,g)(1/2) < V0, then we have ‖φ∗([Z])‖ ≤
C(n, V0) Vol(Z, g), where φ : Z → N is the map to the rectangular nerve N associated
to a good cover of Z.
Using this lemma, we can finish the proof.
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Proof of Lemma 2.2. We choose a good cover on Z and let φ : Z → N be the map to
the rectangular nerve N . Lemma 4.3 says that we have
‖φ∗([Z])‖ ≤ C(n, V0) Vol(Z, g).
Then because we have assumed that the map f : Z → Σ has degree 1, Lemma 4.2
gives
ψ∗(φ∗([Z])) = deg f · [Σ] = [Σ],
so contractivity of simplicial norm under mappings gives
‖[Σ]‖ = ‖ψ∗(φ∗([Z]))‖ ≤ ‖φ∗([Z])‖,
and Gromov–Thurston theorem gives
Vol(Σ, hyp) ≤ const(n) · ‖[Σ]‖.
Stringing the inequalities together we get
Vol(Σ, hyp) ≤ const(n, V0) · Vol(Z, g),
completing the proof. 
5. Codimension greater than one
In this section we prove Proposition 1.3, which says that the analogue of the area
theorem (Theorem 1.2) is false if we replace the S1 factor by a manifold of dimension
greater than 1. This construction was found in conversation with Larry Guth. We
begin by repeating the statement of the proposition.
Proposition 1.3. Let Σ be a closed hyperbolic manifold of dimension n, and let X
be any closed manifold of dimension m ≥ 2. There exists a constant V0 = 2 ·VRn+m(1)
such that the following is true. For any ε > 0 there is a Riemannian metric g on
Σ×X such that the volumes of unit balls in the universal cover satisfy
V
(Σ˜×X,g˜)
(1) < V0,
but simultaneously there is a submanifold isotopic to Σ×∗ with n–dimensional volume
less than ε.
Proof. We think of Σ×X as a bundle over X with fibers equal to Σ. The metric we
construct has the form λ(x) hyp×gX for some λ : X → R>0, meaning that we choose
a Riemannian metric gX on the base X and then the fiber over each x ∈ X is Σ with
its hyperbolic metric scaled by λ(x). If λ is close to constant and all short loops in X
are null-homotopic, then the volume of a unit ball in Σ˜×X is approximately equal
to the product of the volumes of the unit ball in λ–scaled hyperbolic space and the
unit ball in X .
The construction goes as follows. First we scale an arbitrary Riemannian metric
on X so that X is very big and flat, and all loops in X of length at most 1 are null-
homotopic. Then we replace a ball of radius 2 in X by the graph of an approximation
to the delta function, something tall and skinny which we call the finger. We choose
λmin > 0 small enough that (Σ, λmin ·hyp) has volume less than ε, and set λ(x) = λmin
for x at the tip of the finger. We choose λmax large and set λ(x) = λmax for all x
outside the finger, so that the metric is close to Euclidean outside the finger. Then
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along the length of the finger we change λ very slowly between λmax and λmin as a
function of the height.
If the finger is skinny enough, then the ball centered at the tip of the finger is not
too large in volume. (Here is where we use the assumption m ≥ 2.) And, if the finger
is tall enough and λ changes gradually enough (specifically, we want to bound the
Lipschitz constant of log λ), then the balls centered along the length of the finger are
not too large. 
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6. Appendix
We say that a closed minimal submanifold in a Riemannian manifold is stable if
the second derivative of the area functional is nonnegative for all variations. If the
submanifold has codimension one and has a trivial normal bundle, then the condition
of stability can be simplified into one of functions on the submanifold.
Proposition 6.1 (The stability inequality). Let M be a 3-dimensional Riemannian
manifold. Suppose that Σ ⊆ M is a stable minimal hypersurface with trivial normal
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bundle. Then ∫
Σ
|∇φ|2 +KΣφ
2 −
1
2
scalg φ
2 ≥ 0
for any φ ∈ C∞0 (Σ), where KΣ is the Gauss curvature of Σ.
Proof. This follows from the combination of (1.153) and (1.159) in [CM11]. 
Proof of the Kronheimer–Mrowka theorem. By [Has88, Lemma 2.1] there is a finite
union of oriented closed surfaces (with multiplicities) which minimizes area among
surfaces in [Σ]. We denote it as n1Σ1 + n2Σ2 + · · ·nkΣk. Then we can apply the
stability inequality and get
k∑
i=1
|ni|
∫
Σi
|∇φ|2 +KΣiφ
2 −
1
2
scalg φ
2 ≥ 0,
for any φ ∈ C∞(
⋃k
i=1Σi). Taking φ ≡ 1 we get
k∑
i=1
|ni|
∫
Σi
KΣi ≥
k∑
i=1
|ni|
2
∫
Σi
scalg ≥
k∑
i=1
|ni|
2
∫
Σi
scalg0 .
Since scalg0 = scal(Σ,hyp)+ scal(S1,gS1) = −2 the right-hand side of the above inequality
is −Area(n1Σ1 + · · ·+ nkΣk).
Now we want to estimate the left-hand side. Observe first that each Σi is not a
2-sphere. This is because Σ× S1 is aspherical and any 2-spheres are null-homotopic,
thus null-homologous. Then we have ‖[Σi]‖ = −2χ(Σi) for each i. We consider the
composition of the inclusion of
∑k
i=1 nkΣi into Σ×S
1 with the projection from Σ×S1
to Σ, and call this composition f . Since
∑k
i=1 niΣi is homologous to Σ, f has odd
degree, in particular nonzero degree. Using simplicial norm we have
| deg f | · ‖[Σ]‖ = ‖f∗
k∑
i=1
ni[Σi]‖ ≤
k∑
i=1
|ni|‖[Σi]‖ = −2
k∑
i=1
|ni|χ(Σi).(6.1)
By the Gromov–Thurston theorem, we get
π‖[Σ]‖ = Vol(Σ, hyp).(6.2)
Combining the above two inequalities (6.1) and (6.2) (with the Gauss-Bonnet theo-
rem) implies
k∑
i=1
|ni|
∫
Σi
Ki ≤ −Vol(Σ, hyp)
This implies the desired conclusion. 
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