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Abstract
Two dimensional effective Hamiltonian for a massless Dirac electron interacting with a hyperbolic
magnetic field is discussed within PT symmetry. Factorization method and polynomial procedures
are used to solve Dirac equation for the constant Fermi velocity and the effective potential which is
complex Scarf II potential. The more general effective Scarf II potential models are also obtained
within pseudo-supersymmetry. Finally, an extension of Panella and Roy’s work [12] to the both PT
symmetric and real Scarf II partner potentials are given using the position dependent Fermi velocity.
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1 Introduction
The discovery of graphene [1] and the massless Dirac character of the low energy electrons due to the
honeycomb lattice structure have attracted much interest in physics. The intense study in the various
effects in two-dimensional quantum systems was revived after the successful production of single-layer
graphite (graphene) [2, 3]. Recently, particle creation has become an observable effect in graphene
physics [4, 5]. The low-energy electronic excitations in the graphene sheet in the presence of an external
electromagnetic field can be described by the Dirac model [6]. There have been many studies on various
theoretical as well as experimental aspects of graphene. For example, a series of studies concerning the
interaction of graphene electrons in perpendicular magnetic fields [7, 8, 9, 10], position dependent Fermi
velocity and analytical solutions [11, 12, 13], chiral symmetry breaking in graphene [14], exact solutions
of the (2 + 1) dimensional spacetime Dirac equation within minimal length [15]. Moreover, methods of
the super-symmetric quantum mechanics are used to obtain analytical solutions for the massless Dirac
electrons in spherical molecules [16], the Dirac equation in two dimensional curved space-time with Lie
algebraic approach can be found in [17].
Symmetry in physics is one of the most vital topic attracted much interest in every area of physics.
PT symmetry has acquired more interest which is always growing in recent years [18, 19, 20, 21, 22].
PT symmetry is generated by the product of the parity and time reversal operators which are P , T
correspondingly. The parity operator is linear and has the effect of changing the sign of the position
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and momentum operators PxP = −x, PpP = −p. The time reversal operator is anti-linear and has
the effect T xT = x, T pT = −p, T iT = −i. The operator T is anti-linear because it changes the
sign of i. If the PT symmetry of the Hamiltonian is unbroken; the eigenfunction of the operator PT
is simultaneously an eigenstate of Hamiltonian H , i.e. [H,PT ] = 0. The five-dimensional approach to
extend T and PT symmetry from non-relativistic to relativistic quantum mechanics was examined in
[23]. On the other hand, in the relativistic area, exact solutions of the scalar Dirac equation transformed
into a Klein-Gordon-like equations have attracted interest such as the Dirac equation for PT symmetric
Hulthen potential is studied in [24], Darboux transformation for the one dimensional Dirac equation can
be found in [25], the Dirac equation with PT /non-PT -symmetric potentials in the presence of position-
dependent mass is one of the interesting topics [26, 27, 28, 29, 30], the author has worked on a large class
of non-Hermitian non-PT -symmetric two-component Dirac Hamiltonians [31].
In this study, we have shown that the massless fermions can be modeled by Dirac-Weyl equation within
a general complex vector potential. Section 2 includes a brief explanation of the pseudo-supersymmetry.
Section three is devoted to Dirac-Weyl equation and its PT symmetric properties and solvable effective
super-partner potentials. Conclusions are involved in Section 4.
2 Pseudo-Super-symmetry
A subclass of non-Hermitian operators known as pseudo-Hermitian operators [32]. Here, the reality of
the spectrum is guaranteed if and only if there is a positive definite inner product 〈., .〉+ on Hilbert space.
This inner product is expressed in terms of positive definite metric operator η which is invertible. Now,
let us consider the intertwining operator η which is given by
ηH = H†pη (1)
where H = AB, A and B are first order differential operators, Hp = BA is the partner Hamiltonian of
H and H†p = BA is the adjoint of H. H is diagonalizable with a discrete spectrum such that
H|ψn, a〉 = En|ψn, a〉, H †|φn, a〉 = E∗n|φn, a〉 (2)
〈φm, b|ψn, a〉 = δmnδab,
∑
n
dn∑
a=1
|φn, a〉〈ψn, a| =
∑
n
dn∑
a=1
|ψn, a〉〈φn, a| = 1 (3)
where a, b are degeneracy labels [32]. H and Hp are related to each other with an intertwining operator
η1
η1H = Hpη1 (4)
and Hp is η2-pseudo-Hermitian if the relation below is satisfied:
η2Hp = H
†
pη2. (5)
Then, there is an intertwining operator η which is η = η2η1 and ηH = H†pη.
3 Dirac-Weyl Equation
The low energy excitations about the K point in graphene are described by the right-handed Dirac-Weyl
equation which is
HD = υF (~σ · ~p) (6)
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where Fermi velocity υF =
c
300 , c is the velocity of the light in the vacuum, ~σ = (σx, σy) are the Pauli
matrices and ~p = −i~( ∂
∂x
, ∂
∂y
) is the momentum operator given with respect to the center of the valley at
the corner of the Brillouin zone with wave vector ~k. On the other hand, the chirality in this case can be
defined to be the projection of the momentum on the direction of pseudo-spin(internal degree of freedom
plays a role of a pseudospin) which is ~σ.~p|p| . If the eigenvectors of the Hamiltonian in (6) are Φ(x, y, t),
then, Dirac-Weyl equation turns into a time independent form as
υF (~σ · ~p)Ψ(x, y) = EΨ(x, y) (7)
where Φ(x, y, t) = Ψ(x, y)e−
iEt
~ . Plugging ~p→ ~p+ i e
c
~A in (7), we have
υF (~σ · (~p+ i e
c
~A))Ψ(x, y) = EΨ(x, y). (8)
The Dirac electron-magnetic field interaction which is vertical to the plane of the graphene can be written
using the vector potential and the magnetic fields which are given by
~A(x) = (Ax, Ay, Az), ~B = ~∇× ~A. (9)
The eigenvector Ψ(x, y) is taken as Ψ(x, y) = (φ1(x, y), φ2(x, y))
T where T denotes the matrix transpo-
sition. Let us choose the vector potential ~A which is
~A(x) = (0, Ay(x), 0), ~B = (0, 0, B(x)) (10)
where B(x) =
dAy
dx
. Now, the general Dirac operator becomes
HD = ~υF
(
0 −i∂x − ∂y + ec~Ay(x)
−i∂x + ∂y − ec~Ay(x) 0
)
. (11)
We can give the effects of the P and T operators as below:
Pψ(~x, t) = γ0ψ(−~x, t) (12)
T ψ(~x, t) = ψ∗(~x, t) = Kψ(~x, t) (13)
whereK is the complex conjugation operator with an effectK : i→ −i, the asterisk ∗ superscript signifies
the complex conjugate, γ0 is one of the Dirac matrices γ0 = σ3. Let us discuss the PT transformed Dirac
Hamiltonian matrix given by
PT HDPT = ~υF
(
0 i∂x + ∂y − ec~A∗y(−x)
i∂x − ∂y + ec~A∗y(−x) 0
)
(14)
where P2 = T 2 = 1 and PT = (PT )−1. Hence, we note that (11) is not PT symmetric. Then, we can
give couple of differential equations given below:(
d
dx
+ k + i
e
c~
Ay(x)
)
ψ2(x) = ǫψ1(x), (15)
(
− d
dx
+ k + i
e
c~
Ay(x)
)
ψ1(x) = ǫψ2(x) (16)
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where ǫ = E
υF~
and φ1(x) = e
ikyψ1(x), φ2(x) = ie
ikyψ2(x). Using (15) and (16) we obtain second- order
differential equations
H1ψ1(x) =
(
− d
2
dx2
+
(
k + i
e
c~
Ay
)2
+ i
e
c~
A′y(x)
)
ψ1(x) = ǫ
2ψ1(x) (17)
H2ψ2(x) =
(
− d
2
dx2
+
(
k + i
e
c~
Ay
)2
− i e
c~
A′y(x)
)
ψ2(x) = ǫ
2ψ2(x). (18)
Thus, we have obtained partner Hamiltonians related to the Dirac-Weyl equation and we may use
H1 = − d
2
dx2
+ V1(x) (19)
Hp = H2 = − d
2
dx2
+ V2(x). (20)
We may see from H1 and H2 that the super-potential W (x) is in the form of
W (x) = k + i
e
c~
Ay(x). (21)
Thus, one writes complex partner potentials V1(x) and V2(x) using (21) as
V1(x) =W (x)
2 +W ′(x) = k2 − e
2A2y(x)
c2~2
+ i
e
c~
(
2kAy(x) +A
′
y(x)
)
(22)
V2(x) = W (x)
2 −W ′(x) = k2 − e
2A2y(x)
c2~2
+ i
e
c~
(
2kAy(x) −A′y(x)
)
. (23)
Also, we may look at the C symmetry of the one dimensional Dirac operator using (15) and (16). In this
manner, the Dirac operator reads
H˜D = ~υF
(
0 ∂x +W (x)
−∂x +W (x) 0
)
. (24)
The operator C can be expressed by C = γ5R where γ5 = iγ0γ1, γ1 = iσ1, R corresponds to the space
reflection operator. One can show that CH˜DC−1 defines an anti- symmetry CH˜DC−1 = −H˜D(−e) if
W (−x) =W (x) or in other words Ay(x) = −Ay(x). Thus,
CH˜DC−1 = ~υF
(
0 −∂x −W (−x)
∂x −W (−x) 0
)
. (25)
The system under CPT symmetry behaves as CPT H˜DCPT −1 = −H˜D(−e) if Ay(x) is an even function.
3.1 Constant Fermi velocity
Let us choose an even function which is Ay(x) = A1sechµx + A2, where A1 and A2 are real constants,
then PT symmetric partner potentials V1(x) and V2(x) turn into
V1(x) = −A
2
1e
2
c2~2
sech2µx− iA1eµ
c~
sechµx tanhµx (26)
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and
V2(x) = −A
2
1e
2
c2~2
sech2µx+ i
A1eµ
c~
sechµx tanhµx, (27)
where A2 is taken as A2 =
c~
e
k. It is seen that V1 = V
†
2 . And the magnetic field for this case is
~B(x) = (0, 0,−A1µ sechµx tanhµx). (28)
Using (5), we can obtain the operator η2(x) as
η2(x) =
d
dx
+ i
A1e
c~
sechµx. (29)
In order to find H which is the partner of H1 and H2, we give an ansatze about the operator
η1 =
d
dx
+G(x) (30)
and we give the H with the unknown function U(x) as
H = − d
2
dx2
+ U(x). (31)
Using η1H = H2η1, we obtain the relations given below
2G′(x) = −U(x)− V1sech2µx+ iV2sechµx tanhµx (32)
G′′(x) + U ′(x) = −(U(x) + iV2sechµx tanhµx+ V1sech2µx)G(x) (33)
where V1 =
A21e
2
c2~2
, V2 =
A1eµ
c~
. U(x) can be written using (32). Taking G(x) as G(x) = B1tanhµx +
B2sechµx, B1 and B2 are constants, we get
2B1B2 − iV2 −B2µ = 0 (34)
B21 −B22 −B1µ− V1 = 0. (35)
B1 and B2 may be complex, imaginary or real constants. If we take them as B1 = A+ iH , B2 = J + iS
and use (34) and (35), then, we find J = H = 0 and
{(B1); (S)} = {
(
0, µ,
c~− 2A1e
2c~
,
c~+ 2A1e
2c~
)
;
(
−A1e
c~
,
A1e
c~
,−µ
2
,
µ
2
)
}. (36)
Then, we can obtain U(x) as
U(x) = i(2Sµ+ V2)sechµx tanhµx− (V
2
2
µ2
+ 2B1µ)sech
2µx. (37)
Let us give the U(x) according to the set {(B1); (S)}:
(0;−A1e
c~
) = −iA1eµ
c~
sechµx tanhµx− A
2
1e
2
c2~2
sech2µx (38)
(µ;
A1e
c~
) = 3i
A1eµ
c~
sechµx tanhµx− (A
2
1e
2
c2~2
+ 2µ2)sech2µx (39)
(
c~− 2A1e
2c~
;−µ
2
) = i(−µ2 + A1eµ
c~
) sechµx tanhµx− (A
2
1e
2
c2~2
+ µ− 2A1eµ
c~
)sech2µx (40)
(
c~+ 2A1e
2c~
;−µ
2
) = i(µ2 +
A1eµ
c~
)sechµx tanhµx− (A
2
1e
2
c2~2
+ µ+
2A1eµ
c~
)sech2µx. (41)
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It is noted that (39) agrees with the model given in [34] and (38) equals to (26). Next, we may give the
operator η1(x) in the form,
η1(x) =
d
dx
+B1 tanhµx+ iS sechµx, (42)
and η(x) becomes
η(x) =
(
d
dx
+ i
A1e
c~
sechµx
)(
d
dx
+B1 tanhµx+ iS sechµx
)
. (43)
The hyperbolic complex potential given by the models (26) and (27) is known as complex Scarf II
potential [33, 34, 35]. To find solutions of the Hamiltonian systems, we may use the polynomial solutions
known as Nikiforov-Uvarov method [36, 37, 38, 39]. To start with, we shall use a variable transformation
z = sinhµx in Hχ = Eχ with a general form of U(x) as
U(x) = A1sech
2µx+A2sechµx tanhµx. (44)
And we here use E instead of ǫ2 in the eigenvalue equation which turns into
χ
′′
+
z
1 + z2
χ
′
+
σ˜
(1 + z2)2
χ = 0 (45)
where
σ˜ =
(
E
µ2
(1 + z2)− A1
µ2
− A2z
µ2
)
. (46)
Taking χ = φ(z)y(z) in (45), then we have [36]
y
′′
(z) +
(
2
φ
′
φ
+
z
1 + z2
)
y
′
(z) +
(
φ
′′
φ
+
φ
′
φ
z
1 + z2
+
1
(1 + z2)2
(
E
µ2
(1 + z2)− A1
µ2
− A2z
µ2
))
y(z) = 0.
(47)
The coefficient of y
′
has a role to bring a simplicity to (47), then it is taken as a polynomial of degree at
most 1. In that case we write [36]
φ
′
(z)
φ(z)
=
π(z)
1 + z2
(48)
where
π(z) =
1
2
(τ(z)− z), φ
′′
φ
=
(
π
1 + z2
)′
+
(
π
(1 + z2)
)2
. (49)
The final form of equation (47) turns into
y
′′
(z) +
τ(z)
1 + z2
y
′
(z) +
σ¯(z)
1 + z2
y(z) = 0 (50)
where
σ¯(z) =
((
E
µ2
(1 + z2)− A1
µ2
− A2z
µ2
)
+ π2(z) + π(z)(τ˜ − σ′) + π′σ(z)
)
. (51)
Because the polynomial σ¯ is divisible by σ(z) = 1+ z2 and σ¯(z) = λσ(z), λ should be a constant. Finally
(50) becomes
σ(z)y
′′
+ τ(z)y
′
+ λy = 0. (52)
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(52) is known as hypergeometric type equation. To obtain eigenvalues we will use π(z) [36]
π(z) =
σ
′
(z)− τ˜
2
±
√
(
σ′(z)− τ˜
2
)2 − σ˜ + kσ (53)
where
k = λ− π′(z). (54)
The properties of hypergeometric equation were investigated in [36]. It is shown that every solution of
hypergeometric equation when λ 6= 0 is the derivative of a solution of (52). Thus we may write
λ = λn = −nτ
′ − n(n− 1)
2
σ
′′
(55)
and the solutions are given by
yn(z) =
N
ρ(z)
(σn(z)ρ(z))n, n = 0, 1, ... (56)
where
(σρ)
′
= τρ. (57)
Additionally, there is a condition on ρ such that τ(z) has to vanish at points z ∈ (a, b) and τ(z) has a
negative derivative τ
′
(z) < 0. Due to the fact that π(z) is a polynomial, the term under the square root
in (53) is necessarily the square of a polynomial. This happens if the discriminant of the term under the
square root in (53) is zero which leads to a quadratic equation for k. After defining k, we put k in (53).
Thus, we get
π =


z
2 − 12√2 (
√
−
√
(1 − 4A1)2 + 16A22) + 1− 4A1z+√
−
√
(1− 4A1)2 + 16A22 − (1 − 4A1)), k1 = 18 (−1− 4A1 + 8E¯−
√
(4A1 − 1)2 + 16A22);
z
2 − 12√2 (
√√
(1− 4A1)2 + 16A22) + 1− 4A1z+√√
(1 − 4A1)2 + 16A22 − (1− 4A1)), k2 = 18 (−1− 4A1 + 8E¯+
√
(4A1 − 1)2 + 16A22).
(58)
Here A1,2/µ
2 = A1,2 and E¯ = E/µ2. Finally we obtain energy eigenvalues for each k value as
E
k1
n = −µ2

n+ 1
2
−
√
1− 4A1 −
√
(1− 4A1)2 + 16A22
2
√
2


2
(59)
and
E
k2
n = −µ2

n+ 1
2
−
√
1− 4A1 +
√
(1 − 4A1)2 + 16A22
2
√
2


2
. (60)
In both cases τ ′ < 0 is satisfied. Matching (44) with (37), we give
A1 = µ
2A1 = −(V
2
2
µ2
+ 2B1µ) (61)
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and
A2 = µ
2A2 = i(V2 + 2Sµ). (62)
Hence the spectrum of H for k1 is given by
Ek1n = ±iµ2~υF

n+ 1
2
−
√
1− 4A1 −
√
(1− 4A1)2 + 16A22
2
√
2

 (63)
and for k2, we obtain
Ek2n = ±iµ2~υF

n+ 1
2
−
√
1− 4A1 +
√
(1− 4A1)2 + 16A22
2
√
2

 . (64)
We note that if we take the Fermi velocity as the imaginary Fermi velocity υF → iυF , we obtain the real
spectrum in both cases. Corresponding unnormalized solutions can be obtained using (56), (57) as
χk1n (x) = N1(coshµx)
( 12+α1)e−β1Arc tan(sinhµx)P (α1;2β1)n (sinhµx). (65)
where
α1 = −
√
1− 4A1 −
√
(1− 4A1)2 + 16A22
2
√
2
, β1 =
√
−1 + 4A1 −
√
(1− 4A1)2 + 16A22
2
√
2
, (66)
and
χk2n (x) = N2(coshµx)
( 12+α2)e−β2Arc tan(sinhµx)P (α2;2β2)n (sinhµx). (67)
where
α2 = −
√
1− 4A1 +
√
(1− 4A1)2 + 16A22
2
√
2
, β2 =
√
−1 + 4A1 +
√
(1− 4A1)2 + 16A22
2
√
2
. (68)
We note that P
(a;b)
n (y) stands for the Jacobi polynomials, N1, N2 are the normalization constants. There
are some properties that can be made out from the intertwining relations. If we assume that the spectrum
of H (H2) is known, then its partner H2 (H) will have the same spectrum except the ground state. For
instance, for (38) and V2(x) we may give the superpotential function as
W(x) = −iA1e
c~
sechµx, (69)
now the potential functions are given below
U(x) =W2(x) −W′(x) (70)
and
V2(x) =W
2(x) +W′(x). (71)
If we remind that the Hamiltonians H and H2 were linked by the intertwining (pseudo-supersymmetric)
transformations, we may write
Hη−1 = η−1H2. (72)
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If we start with a spectrum of H which is known and supposing that the ground-state of H2 vanishes
η−11 χ0 = 0. (73)
Then we have E0 = 0. And the spectrum relationship between these two Hamiltonians is
En = E2,n−1 (74)
and the eigenfunctions are given as
ψ2,n−1 =
1√
En
η−11 χn, n = 1, 2, ... (75)
3.2 Position dependent Fermi velocity and deformed potential models
In [4], electronic transport is studied in one-dimensional hetero-structures using Dirac equation. The
author used a trivial replacement υF → υF (x) and gave a Hermitian operator
h =
√
υF (x)σx
~
i
d
dx
√
υF (x). (76)
According to (76), let us give (6) using the position dependent Fermi velocity,
HD =
√
υF (x)(~σ · (~p
√
υF (x) + i
e
c
~A)). (77)
Using HDΦ(~x, t) = 0 and Φ(~x) = Ψ(~x)e
−iEt
~ , we can obtain two couple of non-Hermitian Dirac Hamilto-
nian operators:
H1 = −υ2(x) d
2
dx2
− υF (x)υ′(x) d
dx
+ υ(x)υ′(x)
(
k + i
e
~
Ay(x)
)
+ υ2(x)
(
k + i
e
~
A2y(x)
)2
+ i
e
~
υ2(x)A′y(x)
(78)
and
H2 = −υ2(x) d
2
dx2
− υ(x)υ′(x) d
dx
− υ(x)υ′(x)
(
k + i
e
~
Ay(x)
)
+ υ2(x)
(
k + i
e
~
A2y(x)
)2
− i e
~
υ2(x)A′y(x)
(79)
where υF (x) = υFυ(x), υF is a constant and the eigenvalue equations can be given by HjΨj = ǫ
2Ψj,
ǫ = E
υF
, j = 1, 2 and Ψ(~x) = eiky
√
υF (x)[ψ1(x) iψ2(x)]
T . We note that we may choose Ay(x) →√
υF (x)Ay(x). The couple of Hamiltonians (78) and (79) can be introduced as,
H1 = −υ2(x) d
2
dx2
− υ(x)υ′(x) d
dx
+W(x)2 + (υ(x)W(x))′ (80)
H2 = −υ2(x) d
2
dx2
− υ(x)υ′(x) d
dx
+W(x)2 − (υ(x)W(x))′ (81)
where
W(x) = υ(x)(k + i
e
~
Ay(x)). (82)
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We also indicate that the Hamiltonians given by (78) and (79) are transformed into a form given by
hj = −υ2(x) d
2
dx2
− 2υ(x)υ′(x) d
dx
+ sjυ(x)υ
′(x)
(
k + i
e
~
Ay(x)
)
+
υ2(x)
(
k + i
e
~
A2y(x)
)2
+ sj i
e
~
υ2(x)A′y(x)−
1
2
υ(x)υ′′(x)− υ
′2
4
(83)
where ψj(x) = e
∫
x υ
′
(y)
2υ(y)
dyφj(x) and we use
sj =
{
+, j = 1;
−, j = 2. (84)
The transformed Hamiltonian in (83) can also be expressed as
hj = −υ2(x) d
2
dx2
− 2υ(x)υ′(x) d
dx
+ V˜eff,j(x) (85)
where
V˜eff,j(x) = Veff,j(x) + ρ(υ) (86)
Veff,1(x) = W
2(x) + (υ(x)W(x))′ (87)
Veff,2(x) = W
2(x)− (υ(x)W(x))′ (88)
and
ρ(υ) = −υ(x)υ
′′(x)
2
− υ
′(x)2
4
. (89)
Here, ρ(υ) is known as the pseudo-potential term [42]. In [43], the position dependent mass Schro¨dinger
equation was reinterpreted as a deformed Schro¨dinger equation using a momentum operator that reads
π =
√
f(α, x)p
√
f(α, x) instead of the momentum operator p = −i d
dx
. The potential in this work has a
form V (x) = W (x)2 − f(α, x)W (x)′, W (x) is the superpotential, α is a constant. But in our work, (87)
and (88) seem to be different models as another one given in [44]. Let us now give an ansatze for both
υ(x) and Ay(x) in (85) to obtain a solvable Scarf II potential models that may be real or complex.
3.2.1 real effective potentials
We seek for a hyperbolic Scarf II potential model for (86). Then, we may give an ansatze for each
unknown function in (86) which are
υ(x) = β + α sinhµx (90)
Ay(x) = A0 tanhµx+ iA1sechµx+A2 + iA3 (91)
A3 =
iA2e + ~k
e
(92)
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where A0, A1, A2, A3 are constants. Using (90) and (91) in (86), one obtains
V˜eff,2(x) =
A1eαβµ
~
− α
2µ2
4
+ (
A21e
2β2
~2
− iA0eβ
2µ
~
)sech2µx+ (
A1eα
2µ
~
−
i
A0eαβµ
~
− αβµ
2
2
) sinhµx− (iA0eα
2µ
~
+
3α2µ2
4
) sinh2 µx+ 2i(
A21e
2αβ
i~2
− A1A0e
2β2
~2
−
A0eαβµ
~
− A1eβ
2µ
2i~
)sechµx tanhµx− e
2
~2
(((A1α− iA0β)2 − 2iA0A1αβ)− iA0eα
2µ
~
− 2A1eαβµ
~
) tanh2 µx+
2i(−A0A1e
2α2
~2
− A
2
0e
2αβ
i~2
− A1eα
2µ
2~
) sinhµx tanh2 µx− A
2
0e
2α2
~2
sinh2 µx tanh2 µx.
(93)
In order to get a solvable effective potential model, we will simplify (93). Then, one can obtain
V˜eff,1(x) = −(β2 + α2)µ+ (3α
2µ2
4
+ β2µ2 +
β4µ2
4α2
)sech2µx− α2µ2 sinh2 µx−
αβ
2
sinhµx(1 + tanh2 µx)− β(α+ β
2
2α
)µ2sechµx tanhµx
(94)
and
V˜eff,2(x) =
(
−α
2
4
+
β4
4α2
)
µ2sech2µx+
βµ2
2
(
α+
β2
α
)
sechµx tanhµx. (95)
Here, the constants A0, A1, A2 must satisfy some constraints which are
{(A0;A1)} = { i~µ
2e
;−~βµ
2eα
} (96)
{(A0;A1)} = {−3i~µ
2e
;
5~βµ
6eα
}. (97)
We note that one of the constraints (96) is used to get (94) and (95).
3.2.2 complex effective potentials
In this case we will use complex υ(x) in (83) and take Ay(x)→ iAy(x) which makes the Hamiltonian hj
real and Hermitian. This may also mean that we use ~p → ~p − e
c
~A in (8). Now we give the ansazte for
both υ(x) and Ay(x) as below,
υ(x) = iβ + α sinhµx (98)
Ay(x) = A0 tanhµx+ iA1sechµx+A2 + iA3 (99)
A3 =
i(A2e− ~k)
e
. (100)
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We remind that we will use (98) and (99) in V˜eff,1(x) and V˜eff,2(x). Hence we obtain
V˜eff,2(x) = −A1eαβµ
~
− α
2µ2
4
+ (
A21e
2β2
~2
− A0eβ
2µ
~
)sech2µx+ (i
A1eα
2µ
~
+
A0eαβµ
~
− αβµ
2
2
) sinhµx+ (
A0eα
2µ
~
− 3α
2µ2
4
) sinh2 µx+ 2i(−A
2
1e
2αβ
~2
− A1A0e
2β2
~2
+
A0eαβµ
~
+
A1eβ
2µ
2~
)sechµx tanhµx− e
2
~2
((−(A1α+A0β)2 − 2A0A1αβ) + A0eα
2µ
~
+
2A1eαβµ
~
) tanh2 µx+
2i(
A0A1e
2α2
~2
+
A20e
2αβ
~2
− A1eα
2µ
2~
) sinhµx tanh2 µx+
A20e
2α2
~2
sinh2 µx tanh2 µx.
(101)
Simplifying (101) leads to
V˜eff,1(x) = (β
2 − α2)µ+ (3α
2µ2
4
− β2µ2 + β
4µ2
4α2
)sech2µx− α2µ2 sinh2 µx−
i
αβ
2
µ2 sinhµx(1 + tanh2 µx) + iβ(−α+ β
2
2α
)µ2sechµx tanhµx
(102)
and
V˜eff,2(x) =
µ2
4
(
β4
α2
− α2
)
sech2µx+ i
βµ2
2
(
α− β
2
α
)
sechµx tanhµx, (103)
where A0 and A1 should satisfy
{(A0;A1)} = {~µ
2e
;−~βµ
2eα
} (104)
{(A0;A1)} = {−3~µ
2e
;
5~βµ
6eα
}, (105)
and (104) is used to obtain (102) and (103).
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4 Conclusion
In the current paper, we have considered the Dirac-Weyl equation for the massless fermions in PT
symmetric quantum mechanics. The aim of this work is to show the connection of the massless Dirac-
Weyl equation and PT symmetric quantum mechanics. Hence, we have discussed the parity P , time T , C,
PT and CPT symmetries of the Dirac matrix operator. The Dirac Hamiltonian system including a pair of
first order differential equations are given in a decoupled second order differential equations and effective
Dirac Hamiltonians are expressed in terms of the complex superpotential. Then, we have obtained solvable
potential models, complex Scarf II partner potentials, using the ansatze for the unknown function that is
vector potential function. The properties of the intertwining relations in pseudo-supersymmetric quantum
mechanics are then used to obtain a third Hamiltonian linked with those partner Hamiltonians where we
have also formed the intertwining operators η1, η2. We have seen that H given by (31) may be the one of
the Hamiltonian whose possible effective potentials are given by (38), (39), (40) and (41). Hereafter we
have employed the polynomial procedures called as Nikiforov-Uvarov method to find the solutions of H
and obtained the energy spectra and eigenfunctions. It is seen that the energy spectrum is imaginary in
case of a real Fermi velocity while the energies of the Hamiltonian H are real if υF is taken as υF → iυF .
It is also pointed out that H2 and H share the same spectrum except the ground-state level. Afterwards
we have taken the Fermi velocity as a position dependent function according to the results of [11] and it is
observed that real position dependent Fermi velocity function leads to a real effective potential even if the
vector potential is taken as a complex function. But complex Fermi velocity function leads to complex
effective potential model. We have also seen that the partner effective potential of the V˜2,eff (x) that is
called as V˜1,eff (x) is obtained as non-solvable potential model in both cases. Consequently it is seen that
more general models may be generated through the position dependent Fermi velocity function. Finally,
future studies may be devoted to the symmetries and their classification of the effective models of the
Dirac systems (77).
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