INTRODUCTION
For a general multivariate linear model (which includes the one-sample and two-sample location models as special cases), robust sequential point as well as interval estimators based on suitable rank order statistics are proposed and studied. In a non-sequential set up, parallel procedures were considered by Sen and Puri [14] . Also, the sequential point estimation problem based on sample means (in the univariate case) has been studied earlier by Blum, Hanson and Rosenblatt [3] , and later, in a more general set up, by Mogyorodi [10] , among others. Finally, the sequential interval estimation procedures, based on the principles of Chow and Robbins [4] , extends the univariate theory developed in Sen and Ghosh [13] , and Ghosh and Sen [5, 6, 7] to the general multivariate case.
In Section 2, along with our basic model, we briefly sketch the problems.
Preliminary notions and basic assumptions are then considered in Section 3. vectors, defined on a probability space (n,A,p), where X. has an absolutely con-
tinuous cumulative distribution function (cdf) F.(x), XER P , the p-dimensional ..
where a=(al, •.
• ,a )' and S=(Sl""'S )' are unknown parameters (vectors), and -p -p {c., i>l} is a sequence of known (scalar) constants.
1. -Robust point as well as interval estimators of (~,S) based on suitable rank order statistics when the sample size is large but non-random were studied in detail in Sen and Puri [14] . We are primarily concerned here with the following two sequential extensions of this theory.
Let {N v , V~l} be a sequence of non-negative inter-valued random variables, such that
where A is a positive random variable having an arbitrary distribution (2.2) H(u) O<u<oo, (2.3) and defined on the same probability space (n,A,p). Consider then an estimator (~,~N ) of (~,~) based on~l""'~through a general class of rank order various asymptotic properties of (~'~N ) •
V V
In the second problem, our sample size N v remains a random variable, but so determined by a "stopping rule" that we have a simultaneous confidence interval for (a,S), with the property that the confidence coefficient is asymptotically --equal to a predetermined 1-£: 0<£<1, and the length of the interval for each component of a (or S) is bounded above by 2d (or by a known multiple of 2d), where --d>O is a predetermined (small) number. The theory is an extension of the corresponding univariate theory developed in Sen and Ghosh [13] , and Ghosh and Sen [5, 6, 7] . It is also a sequential extension of the theory developed in Sen and
Puri [14] , and a nonparametric analogue of the theory developed in G1eser [8] and Albert [2] . 
PRELIMINARY NOTIONS AND BASIC ASSUMPTIONS
We have then the following problems: (a) estimation of~assuming~=Q; (b) estimation of S treating a as a nuisance parameter; (c) simultaneous estimation of (a,S). For (a) no assumptions are needed on {c., i~l}; for (b) and (3.6) where the rank scores a~j)(i), l~i<V, j=l, .
•• ,p are defined by 
where O<K<oo. This implies the existence of a t (>0) such that Note that Bj>O 'Ij, and t is positive semi-definite.
ASYMPTOTIC PROPERTIES OF ROBUST SEQUENTIAL POINT ESTIMATORS OF (~,S)
We find it more convenient to consider separately the following three problems:
Estimation of a assuming that S=O (one-sample model),
---Estimation of S treating~to be a nuisance parameter, Joint estimation of (a,S).
-- Define for each positive integer v, where T is defined by (3.19).
Proof. We use a recent powerful result of Mogyorodi [10] (Theorem 2), according to which we are only to show that for non-stochastic V, as V+OO, (4.6) and for every £>0 and n>O, there exists a 0>0 and an n = n (£,n), such that for
where II~II = maxlSj~lxj I,~=(xl'· •• ,x p )'. Now, (4.6) has already been proved in [13] , it can be shown that (4.8) can be bounded by n(>O) but a proper choice of 6(>0) and n.
For brevity, the proof is therefore omitted • Since A, defined by (2.2), is a positive random variable, for every O<E<l, there exists a AE(>O), such that p{A~AE}~l-E, and hence, Nv~, in probability,
Consequently, by (4.5)
Ã~~, in probability, as~.
Consider now the problem of estimating S treating a as a nuisance parameter.
--
Assume that FEF and that II and III hold. Let R~~)(b) be the rank of Xi.-bc. Finally, consider the joint estimation of (a,S). Assume that FEF o and --p A assumptions II, III', IV and V hold. Define the estimators~V as in (4.12)-(4.14), and then for estimating~, consider the following aligned rank statistics.
-(j)+
The resulting one-sample rank-order statistics defined by (3.11) are denoted by T .(a), (l~j~, v~l A result analogous to theorem 3.6.6 of Puri and Sen [11] give
for some 0>0, j=l,Z, ... ,p. Hence, one can write,
vJ VJ On integration by parts, one can write, using (3.9), (3.13) and (3.14),
We shall now state a lemma. The proof follows the same line as lemma 4.1 of Sen and Ghosh [13] and theorem 3.1 of Ghosh and Sen [6] . For brevity, the details are omitted. Thus, by (4.41) and (4.43), one gets by using (3.9), (3.13) and (4.14) that
Again, write For proving (4.33) we need another lemma which we prove below. For proving this lemma, we take a(j)*(i) =~*,(i/(v+l» = E~j*(U .) (l<i<v, l<j<n). according as u>, =, or <0. Now , , 1+s (X, ,) ( , )+~-~~I
Since, (3.10) holds, we get from (3.13) and (3.14) the first term to be O(v).
Hence, (4.49) will be proved if one can show that for large V Writing~= 2d~1)\l~(log \l)k, and using the Bernstein inequality, one gets,
Again,
Using the independence of s(j) and R(j)+ and also the elementary inequality -\l -\l x -x 2 (e + e )~exp(x /2), one gets, 
follows from theorem 4.5 of Sen and Ghosh [13] . Hence the theorem.
BOPNDED LENGTH (SEQUENTIAL) CONFIDENCE BANDS FORP
arallel to problems (1)- (111) of section 4, we consider here the following three problems.
we want a p-dimensional confidence rectangle for a such that the length of each ·e Problem I' Confidence estimation of~assuming that S=O. More specifically --side < 2d (d>O, preassigned) and the confidence coefficient~I-a. This can be achieved by a direct extension of the results of Sen and Ghosh [13] . We now suggest an alternate procedure for the same problem. We find a confidence region~for~such that the maximum diameter of~~2d. Our procedure is analogous to the one proposed by Srivastava [15] .
We define 00 00 When sampling is stopped at N=n, construct the region R defined by
Then, we have the following theorem. Remark. In (5.14), we could have taken a region~:
where A is any given positive definite matrix. In that case, we need to definẽ The proof follows along the same line as in Theorems 5.1 and 5.2.
Problem III'. Confidence bands for 8. Here also, we can have either a rectangular or an ellipsoidal region for 8=(a,S). We need to change x* and X 2 to ---p,E p,E X * and X 2 respectively, and therefore, in view of the similarity with 2p,E 2p,E problems I' and II', the details are omitted.
