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Abstract. In this paper, we reconsider a two-server heterogeneous retrial queue with threshold policy.
However, the computation time with the existing method is prohibitively large for certain values of the threshold
parameter. Applying the spectral expansion method, we derive a closed-form expression for the eigenvalues and
eigenvectors matrix that are needed to determine the steady-state distribution of a quasi-birth-death process
describing the queue. As a result, the computation time for the performance measures does not depend on the
threshold parameter.
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1. Introduction
Queueing theory has been applied to analyze the perfor-
mance of telecommunication systems, modern information
and communication technology (ICT) systems, production-
inventory systems and manufacturing systems for long time
[1–5]. Retrial queues where blocked customers may re-re-
quest for service after a certain timeout [1, 6–20] form a
specific research topic in the queueing theory. It is worth
mentioning that the impatient behaviour of customers can
be modelled by retrial queues. Furthermore, a retrial
mechanism can be also applied to control the access of
resources in a certain system [21].
[22] considered a two-server heterogeneous retrial
queue with threshold policy. They modelled the system as
a quasi-birth-and-death (QBD) process with threshold
dependent block-tridiagonal infinitesimal matrix and
applied the general theory of matrix-geometric solutions.
Thus, the computation of the rate matrix R (the minimal
non-negative solution to the matrix equation) is based on
the iteration algorithm. However, their analysis procedure
(see [22]) has limited applicability because the computa-
tional time significantly depends on the value of a
threshold. To enhance the applicability of the two-server
heterogeneous retrial queue with threshold policy for the
analysis of practical systems such as ICT systems and
manufacturing systems, we derive a closed-form solution
for the steady-state probabilities. Therefore, the compu-
tational time needed to obtain the performance measures
does not depend on the threshold, which is demonstrated
by numerical results.
The rest of the paper is organized as follows. In section
2, we describe a model. We present a mathematical
derivation for the closed form solution in section 3.
Numerical results are presented in section 4.
2. A two-server heterogeneous retrial queue
with threshold policy
In this paper, we consider a retrial queue with two servers.
The service time of a customer follows an exponential
distribution with rate l1 if the customer is served by the fast
server and with rate l2 if the customer is served by the slow
server. Note that l1 [ l2. Customers arrive according to a
Poisson process with rate k. A customer (either arriving or
retrial) gets service from the system if
• either the fast server is idle, or
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• the fast server is busy, the slow server is idle and the
number of customers in the orbit is above threshold q2.
There is an orbit where customers are stored for the case
when customers could not obtain service from the servers.
According to the First Come First Serve (FCFS) principle,
only the customer at the head of the orbit can retry for
accessing servers. If the customer at the head of the orbit
could not get service, he/she will return to the head of the
orbit. The times between retrials (if the current retried
customer is moved to the orbit when the orbit is not
empty) follow the exponential distribution with parameter
c.
Let J(t) denote the number of customers in the orbit at
time t, and I(t) describe the state of the servers as follows:
IðtÞ ¼
0 if two servers are idle
1 the fast server is busy and the slow server is idle
2 the fast server is idle and the slow server is busy
3 if two servers are busy
8
>
><
>
>:
The entire system is described by Continuous Time Markov
Chain (CTMC) Y ¼ fIðtÞ; JðtÞg with state space
fði; jÞ : 0 i 3; j 0g. We denote the steady state
probabilities by pi;j ¼ limt!1 PrðIðtÞ ¼ i; JðtÞ ¼ jÞ, and
introduce pj ¼ ðp0;j; p1;j; p2;j; p3;jÞ.
The evolution of CTMC Y is driven by the following
transitions.
(a) Ajði; kÞ denotes a transition rate from state (i, j) to state
(k, j) (0 i; k 3; j ¼ 0; 1; . . .), which is caused by
either the arrival of customers or the departure of
customers after service. Matrix Aj is defined as the
matrix with elements Ajði; kÞ.
(b) Bjði; kÞ represents one step upward transition rate from
state (i, j) to state ðk; jþ 1Þ ð0 i; k 3; j ¼ 0; 1; . . .Þ,
which is due to the arrival of a customer when it could
not obtain service. In the similar way, matrix Bj (B) is
defined with elements Bjði; kÞ.
(c) Cjði; kÞ is the transition rate from state (i, j) to state
ðk; j 1Þ ð0 i; k c; j ¼ 1; . . .Þ, which is due to the
successful retrial of a request from the orbit. Matrix Cj
(8j 1) is defined with elements Cjði; kÞ.
Based on the operation rule, we obtain
Aj ¼
0 k 0 0
l1 0 0 0
l2 0 0 k
0 l2 l1 0
2
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for 0 j\q2;
Aj ¼
0 k 0 0
l1 0 0 k
l2 0 0 k
0 l2 l1 0
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for j q2;
Bj ¼ A01 ¼
0 0 0 0
0 k 0 0
0 0 0 0
0 0 0 k
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for 0 j q2  1;
Bj ¼ A02 ¼
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 k
2
6
6
6
4
3
7
7
7
5
for j[ q2  1;
Cj ¼ A21 ¼
0 c 0 0
0 0 0 0
0 0 0 c
0 0 0 0
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for 1 j q2;
Cj ¼ A22 ¼
0 c 0 0
0 0 0 c
0 0 0 c
0 0 0 0
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for j[ q2: ð1Þ
Let us introduce A00 ¼ A0  DA0  DB0 , A10 ¼ A1  DA1
DA01  DA21 , A11 ¼ Aq2  DAq2  DA02  DA21 and A12 ¼
Aq2  DAq2  DA22  DA02 , where DZ ðZ ¼ Aj;Bj;CjÞ is a
diagonal matrix whose diagonal element is the sum of all
elements in the corresponding row of Z.
By equating the flow out and in each state, the balance
equations can be expressed as below.
• In band 1, we have the balance equations
pi1A01 þ piA10 þ piþ1A21 ¼ 0; 1 i q2  1: ð2Þ
• The balance equations of band 2 is expressed as
follows.
pi1A02 þ piA12 þ piþ1A22 ¼ 0; i q2 þ 1: ð3Þ
The boundary balance equations are
p0A00 þ p1A21 ¼ 0; ð4Þ
pq21A01 þ pq2A11 þ pq2þ1A22 ¼ 0: ð5Þ
3. A closed-form solution
Following [23], we obtain the expression for pi, 0 i q2,
from Eq. (2)
pi¼
X4
k¼1
a1;kw1;kx
i
1;kþ
X4
k¼1
b1;k/1;ky
q21i
1;k 8i¼ 0; . . .;q21; ð6Þ
where a1;k’s and b1;k’s are the coefficients to be determined,
and (x1;k, w1;k) (k = 1, 2, 3, 4) are the eigenvalue, left-
eigenvector solution pairs of the matrix equations
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w1; A01 þ A10x1; þ A21x21;
h i
¼ 0: ð7Þ
and (y1;k, /1;k) (k = 1, 2, 3, 4) are the eigenvalue, left-
eigenvector solution pairs of the matrix equations
/1; A21 þ A10y1; þ A01y21;
h i
¼ 0: ð8Þ
This means, we have to determine the appropriate eigenval-
ues and eigenvectors of the characteristic matrix polynomial
We can get eigenvalues x1; by solving Det½Q1ðx1Þ ¼ 0 as
x1;1 ¼ 0; x1;2 ¼ 0;
x1;3 ¼
x
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4cl1ðck k2  kl2Þ þ x2
q
2cl1
;
ð10Þ
x1;4 ¼ kðcþ kÞcl1
; x1;5 ¼ 1;
x1;6 ¼
xþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4cl1ðck k2  kl2Þ þ x2
q
2cl1
;
ð11Þ
where x ¼ ckþ k2 þ cl1 þ cl2 þ 2kl2 þ l1l2 þ l22.
The eigenvectors are obtained as followsw1;1 ¼ ½1; 0; 0; 0,
w1;2 ¼ ½0; 0; 1; 0, w1;3 ¼ ½1; cþkþl2l1 ; 1;
cþkþl2
l1
, w1;4 ¼
½1; cþkl1 ; 0; 0.
To obtain eigenvalues y1; we solve Det½Q2ðy1Þ ¼ 0,
where
The results are
y1;1 ¼ 0; y1;2 ¼ 0; y1;3 ¼ cl1kðcþ kÞ ;
y1;4 ¼ 1; y1;5 ¼
x
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4cl1ðck k2  kl2Þ þ x2
q
2ðckþ k2 þ kl2Þ
;
y1;6 ¼
xþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4cl1ðck k2  kl2Þ þ x2
q
2ðckþ k2 þ kl2Þ
;
and the eigenvectors are/1;1 ¼ ½0; 1; 0; 0,/1;2 ¼ ½0; 0; 0; 1,
/1;3 ¼ ½1; cþkþl2l1 ; 1;
cþkþl2
l1
, /1;4 ¼ ½1; cþkl1 ; 0; 0.
Following [24], the probability pi, i q2, is given by
pi ¼
X4
k¼1
a2;kw2;kx
iq2
2;k ; 8i q2; ð12Þ
where ðx2;k;w2;kÞ ðk ¼ 1; 2; 3; 4Þ are the eigenvalue, left-
eigenvector solution pairs of the matrix equations
w2; A02 þ A12x2; þ A22x22;
h i
¼ 0: ð13Þ
Note that jx2;kj\1 for k = 1, 2, 3, 4. This means, we
have to determine the appropriate eigenvalues and
eigenvectors of the characteristic matrix polynomial
Q1ðx1Þ ¼ A01 þ x1A10 þ x12A21
¼
x1ðc kÞ x21cþ x1k 0 0
x1l1 kþ x1ðk l1Þ 0 0
x1l2 0 x1ðc k l2Þ x21cþ x1k
0 x1l2 x1l1 kþ x1ðk l1  l2Þ
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:
ð9Þ
Q2ðy1Þ ¼ A21 þ y1A10 þ y12A01
¼
y1ðc kÞ cþ y1k 0 0
y1l1 y
2
1kþ y1ðk l1Þ 0 0
y1l2 0 y1ðc k l2Þ cþ y1k
0 y1l2 y1l1 y
2
1kþ y1ðk l1  l2Þ
2
6
6
6
4
3
7
7
7
5
:
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It yields
Det½QðxÞ¼ x3ðx1Þ kððcþkÞ2þcl1Þðcþkþl2Þ
h
c l1ðc2þ2k2þcð3kþl1Þ
 
þ ðcþkÞ2þ2ðcþ2kÞl1þl21
 
l2
þðcþkþl1Þl22Þxþc2l1ðl1l2Þx2

¼ x3ðx1Þ x0x1xþx2x2
 
;
ð14Þ
where
x0 ¼ k ðcþ kÞ2 þ cl1
 
ðcþ kþ l2Þ;
x1 ¼ c l1ðc2 þ 2k2 þ cð3kþ l1Þ
 
þ ðcþ kÞ2 þ 2ðcþ 2kÞl1 þ l21
 
l2
þ cþ kþ l1Þl22
 
;
x2 ¼ c2l1ðl1  l2Þ:
As a consequence, Det[Q(x)] has three zero roots
(x2;1 ¼ x2;2 ¼ x2;3 ¼ 0), one root equal to 1. In addition,
• Det[Q(x)] has one root x2;4 ¼ c
2kþ2ck2þk3þckl2
cl2ð2cþ3kþ2l2Þ if l1 ¼ l2.
• Det[Q(x)] has two roots x2;4 ¼ x1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2
1
4x0x2
p
2x2
and
x2;5 ¼ x1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2
1
4x0x2
p
2x2
if l1 6¼ l2.
Note that the eigenvalues of Eq. (13) are the roots of
Det[Q(x)]. Following the same argument as in [8], if the
QBD process is ergodic, Q(x) should have four eigenvalues
inside the unit circle. As a consequence, jx2;4j\1 (for
l1 ¼ l2) and jx2;4j\1 (for l1 6¼ l2). In what follows, we
also use x2;4 to refer to x

2;4 when l1 ¼ l2.
It is easy to check that independent left-eigenvectors
corresponding to three null-eigenvalues are
w2;1 ¼ ½1; 0; 0; 0, w2;2 ¼ ½0; 1; 0; 0,...,w2;3 ¼ ½0; 0; 1; 0.
Let w2;4 ¼ ½w2;4;1;w2;4;2;w2;4;3; 1 be the eigenvector
corresponding to x2;4. Utilizing w2;4Qðx2;4Þ ¼ 0, we get
w2;4;1 ¼
2cl1l2 þ 2kl1l2 þ l21l2 þ l1l22
ðcþ kþ l2Þðc2 þ 2ckþ k2 þ cl1  cl1x2;4Þ
; ð15Þ
w2;4;2 ¼ 
c2l2  2ckl2  k2l2  kl1l2  cl22  kl22  cl1l2x2;4
ðcþ kþ l2Þðc2 þ 2ckþ k2 þ cl1  cl1x2;4Þ
;
ð16Þ
w2;4;3 ¼
l1
cþ kþ l2
: ð17Þ
Besides (2), (3), (4) and (5) the normalization equation can
be used to determine the coefficients:
X1
i¼0
pie ¼
Xq21
i¼0
pieþ
X1
i¼q2
pie ¼ 1 ð18Þ
Since
Xq21
i¼0
pie ¼
X4
k¼1
a1;kW1;k
1 þ xq21;k
1 þ x1;k e
þ
X4
k¼1
b1;kU1;k
1 þ yq21;k
1 þ y1;k e
X1
i¼q2
pie ¼
X4
k¼1
a2;kW2;k
1
1  x2;k e;
the solution for coefficients are
a1;1¼G11a1;3;a1;2¼ 1kþl2
cð1s6y1;3l1G12Þa1;3;
a1;4¼G14a1;3;b1;1¼0;b1;2¼0;b1;3¼GB13a1;3;
b1;4¼GB14a1;3;a2;1¼G21a1;3;a2;2¼G22a1;3;a2;3¼0;
a2;4¼G24a1;3;
a1;3¼1= G11þcð1G12l1s6y1;3Þkþl2
þG14s13s14þG14s13
	
þG21þG22þG24ðs1þs21Þ
x2;41 þGB14ðs14þ1Þ


;
ð19Þ
QðxÞ ¼ A02 þ xA12 þ x2A22
¼
ðcþ kÞx xðkþ cxÞ 0 0
l1x  ðcþ kþ l1Þx 0 xðkþ cxÞ
l2x 0  ðcþ kþ l2Þx xðkþ cxÞ
0 l2x l1x k ðkþ l1 þ l2Þx
2
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:
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where
and G11, G12, G14, G21, GB22, G24, GB13 and GB14 are
expressed as long equations in the e-companion [25].
4. Numerical results
4.1 Comparing computational methods
We compare the execution times of a method presented in
[22] with our closed-form solution with parameters
k ¼ 2:2, c ¼ 16:5, l1 ¼ 2:6 and l2 ¼ 0:3. Mathematica
scripts were written and were executed in a machine with
Intel Xeon E5410 2.33 GHz processor to produce results.
The execution times vs q2 are depicted in figure 1. The
execution times of a closed-form solution are independent
x1;3 ¼ 1=ð2cl1Þðckþ k2 þ cl1 þ cl2 þ 2kl2 þ l1l2 þ l22

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4ckl1ðcþ kþ l2Þ þ ðk2 þ 2kl2 þ l2ðl1 þ l2Þ þ cðkþ l1 þ l2ÞÞ2
q
Þ;
y1;3 ¼ 1=ð2kðcþ kþ l2ÞÞðckþ k2 þ cl1 þ cl2 þ 2kl2 þ l1l2 þ l22

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4ckl1ðcþ kþ l2Þ þ ðk2 þ 2kl2 þ l2ðl1 þ l2Þ þ cðkþ l1 þ l2ÞÞ2
q
Þ;
x2;4 ¼ 1= 2c2l1ðl1  l2Þ
 
c3l1 þ 3c2kl1 þ 2ck2l1 þ c2l21 þ c3l2 þ 2c2kl2

þ ck2l2 þ 2c2l1l2 þ 4ckl1l2 þ cl21l2 þ c2l22 þ ckl22 þ cl1l22
 c2 4kl1 c2 þ k2 þ cð2kþ l1Þ
 ðl1  l2Þðcþ kþ l2Þ þ c2ðl1 þ l2Þ

þ l1l2ðl1 þ l2Þ þ k2ð2l1 þ l2Þ þ kl2ð4l1 þ l2Þ
þc ðl1 þ l2Þ2 þ kð3l1 þ 2l2Þ
 2


0:5
!
;
s1 ¼ ðð1 þ x2;4Þkþ x2;4ðl1 þ l2ÞÞ=ðx2;4ðx2;4cþ kÞÞ;
s2 ¼ ðl2 þ ðcþ kþ l1Þðl1=ðcþ kþ l2Þ  s1ÞÞ=ðx2;4cþ kÞ;
s3 ¼ kq21ðcþ kÞq2
 
= cq21lq21
 
;
s4 ¼ xq211;3 ðcþ kþ l2Þ;
s5 ¼ kq21ðcþ kÞq21
 
= cq21lq211
 
;
s6 ¼ yq221;3 ;
s7 ¼ l1=ðcþ kþ l2Þ;
s8 ¼ xq221;3 ;
s9 ¼ lq221 ;
s10 ¼ kq22ðcþ kÞq21
 
=cq22;
s11 ¼ kq2ðcþ kÞq2ð Þ= cq2lq21
 
;
s12 ¼ ðcþ kþ l1Þ=l1;
s13 ¼ ð1 þ s11Þ=ð1 þ ðkðcþ kÞÞ=ðcl1ÞÞ;
s14 ¼ ðcþ kÞ=l1;
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Figure 1. Comparison of computation methods.
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from q2 (see figure 2), while the execution times of a
method by [22] rapidly increase. We get results for q2 ¼
4  104 when no result can be obtained with a method
presented in [22].
Figure 3 shows the average time spent by customers
in the system for the q2 interval from 10 to 700 when
the first server is (60,80,100,120)-fold faster than the
second server. It can be observed that the average
system time of customers can be minimized by the
appropriate choice of q2. It is also observed from
table 1 that r ¼ l1=l2 has a small impact on the choice
of q2.
5. Conclusions
We have provided closed-form equations for the steady
state probabilities and the performance measures of a two-
server retrial queue with the threshold policy. Numerical
results clearly demonstrate the advantage of the new
method over the existing method.
The operation mode considered in this paper can be used
to model a practical situation related to the application of
two physical servers to provide IT service. The investiga-
tion will be our future work.
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