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ABSTRACT
Users consume their favorite content in temporal proximity of con-
sumption bundles according to their preferences and tastes. Thus,
the underlying attributes of items implicitly match user prefer-
ences, however, current recommender systems largely ignore this
fundamental driver in identifying matching items. In this work, we
introduce a novel temporal proximity filtering method to enable
items-matching. First, we demonstrate that proximity preferences
exist. Second, we present an induced similarity metric in temporal
proximity driven by user tastes and third, we show that this induced
similarity can be used to learn items pairwise similarity in attribute
space. The proposed model does not rely on any knowledge outside
users’ consumption bundles and provide a novel way to devise user
preferences and tastes driven novel items recommender.
KEYWORDS
Attributes similarity, Proximity filtering, Temporal proximity, Rec-
ommender systems, Taste model, Music recommendation
1 INTRODUCTION
Music industry is in a phase of massive shift in the listening styles
of the music seekers, corroborated by the cheaper hosting avail-
ability and shift towards mobile devices like smart phones. With
these fundamental technologies in place to bridge the gap between
content providers and seekers, past decade has seen huge shift to-
wards digital music subscription platforms like Pandora and Spotify
as well as crowd-sourcing platforms like 8tracks providing direct
access to the consumers to works of independent artists or bands.
With such a fundamental shift in the market as well as the con-
sumer behaviours in the “Big" Data Generation, the recommender
systems have not been able to address some fundamental issues
that worked well in the era of a selected popular artists. The tradi-
tional collaborative filtering [20] recommender systems recommend
users’ based on users’ with a similar history of consumption. Con-
tent based recommender systems [18], target the musical attributes
or genres, recommending songs similar to what user’s listening
profile history would suggest in the attribute space. Hybrid recom-
mender systems utilize both these approaches in varying degrees
to recommend songs.
These methods suffer from the “long tail" effect [8] where the rec-
ommendor end up recommending popular songs or artists mainly,
hence limiting the options of users, which can lead to attrition of
users having faced boredom with the platform. However, these sys-
tems miss a fundamental fact—users’ tend to listen songs together—
songs complement each other. Also, users’ listen songs in themes,
depending on the context they reside in, like work place, study, and
mood, not mutually exclusive. These themes have been inferred by
providers to be represented in the genre space for a long time. There
has been a push for crowd sourced currations of themed songs, lead-
ing to platforms like 8tracks providing under-represented tunes [2]
boasting of a user base of 5 million.
Figure 1: Collaborating filtering methods rely on finding
other users with common items consumption choices to sug-
gest items interesting to a given user. Content based meth-
ods from delve into attributes to find new itemswith similar
attributes as previously consumed by a user. Hybrid systems
combine these two methods. We present a novel proximity
filtering method to learn attribute similarities.
In this work, we seek to create a fundamental framework for
a system that can bridge the gap of content based liking as well
as capturing the user context using latent themes, bereft of hard
genre categorization. As illustrated in figure 1, we introduce a key
concept of proximity filtering and attempt to answer questions
like ‘what is a better way to find out which items a user might
like?’ Current systems try to address this question by utilizing
collaborative filtering, learning about other users who might have
a similar interest and leverage on their items basket to recommend
new items. Other collaborative filtering variants leverage additional
information with user attributes like age, location etc or explicit
feedback for items. For newly released items, consumption patterns
might not be readily available.
However, a close observation of users’ music listening pattern,
people listen to their favourite songs in temporal proximity, provides
us insights to learn from their preferences and it can drive identifi-
cation of new recommendable items. A user’s affinity to particular
item attributes like beats or rhythms in musical compositions can
reveal more into their latent thematic tastes. It resonates with an
understanding that tastes or liking are more abstract compositional
constructs. We consider an inherently deeper relationship between
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users’ higher level latent thematic tastes and temporal proximity in
their consumed contents. These consumption bundles could be key
drivers for new generation recommender systems by exploiting
this immense amount of unobservable and indirect knowledge of
users’ liking to induce similarity in attributes and find matching
items.
We aim to fill this fundamental gap by introducing a novel para-
digm called ‘Temporal Proximity Filtering’ by providing a way to
learn similarity in items directly from their attributes, intrinsically
driven from their consumption patterns than exterior information.
The remainder of this article details the model. Section 2 provides
background. Section 3 explains the main proximity filtering con-
cepts. Section 4 describes induced attribute similarity. Experimental
procedure on music listening dataset is detailed in Section 5. Finally,
we discuss the results in section 6 and conclude in section 7.
2 BACKGROUND
One of the main goals of recommender systems is to suggest inter-
esting novel items to its users. There are primarily two paradigms:
collaborative filtering methods and content based methods. A ma-
jority of systems rely on collaborative filtering techniques [20],
following the availability of user provided ratings and community
data. Collaborative methods identify users whose item consumption
or choices history is similar to a given user and filter recommend-
able contents from similarly consumed items sets. Such methods
largely assume that a given user might also like items from this set
because their past choices have commonalities. On the other hand,
content based methods [18] attempt to find items similar in content
to previously liked item by a user. Here, emphasis is on examining
items’ history for a given user itself and find new items that might
be interesting to the user. In music domain, collaborating filtering
methods are widely used for providing recommendations, although,
content based systems found their usage in a number of applications
[18]. There have been attempts to combine both collaborating and
content methods into hybrid methods [19] so that item contents
can augment collaboratively ranked items. Although powerful, a
majority of them ignore that user preferences are dynamic and
abstract. The methods that can learn from users’ content consump-
tion in temporal proximity and abstract level could be beneficial in
finding likable items. We attempt to address this aspect by learning
attributes similarities and these similarities are hypothesized to be
induced by temporal proximity in a latent thematic space.
In domains like music, volume of available contents is grow-
ing rapidly, it is often difficult for people to manually select their
preferred contents. Although there is a big boost in availability
but selection difficulties encourage improvements in preferences
driven systems. Contents with diversity and small durations of each
items like music have intrinsically different consumption patterns
[21]. Moreover, consumption of such items is more unpredictable
compared to items like books etc as there can be long gaps between
listening to a similar item again or one can listen to the same music
item many times within a shorter time span. Therefore, understand-
ing consumption in a latent thematic space similar to [16] becomes
more important for domains with huge diversity.
Luke et al. [3] evaluate different music recommendation ap-
proaches demonstrating that collaborative filtering based recom-
mender systems produce better recommendations than the ones
based on purely artist similarity or acoustic content similarity. They
also imply that similarities between song contents can be captured
and attempt to find musical cues capturing music similarity aug-
menting traditional collaborating filtering techniques. Our work
emphasizes that user’s consumption bundles in a latent thematic
space can provide a meaningful way to find items that match user
preferences.
Overload of information led to development of information fil-
tering and retrieval methods that can supply sets of novel items for
recommendation. User preferences elicitation plays a key role in
identifying such items. Hanani et al.[10] suggested usage of explicit
elicitation like ratings or implicit elicitation from user behaviors.
Meta data for user profiles [3] generally helps in collaborating fil-
tering approaches. Jawaheer et al. [11] demonstrates that explicit
and implicit feedbacks can work in a complementary fashion and
they present techniques to leverage both. Bogdanov et al. [7] infer
user preferences from explicitly available information. However,
these works ignore that preferences are dynamic and abstract. In
this paper, we present methods to learn content similarity which
are based on users’ dynamic taste bundles.
Collaborating filtering methods work really well when system
has gathered item information like feedback from other users. With
ever evolving online media domains like music, new items are being
released constantly. A user might like some of these newly released
items but absence of user feedback creates difficulties for collaborat-
ing filtering methods. On the other hand, content based methods are
capable of recommending items that do not have any prior explicit
feedback like rating or comments. However, it is often difficult to
craft feature sets and methods to derive identification of recom-
mendable items and requires domain knowledge. Basic premise of
these methods lie on information retrieval to filter smaller subset of
items from a large set. Moreover, a different set of attributes could
be dominant in different items, for example, music might have
varying compositions making such retrieval process non-trivial.
Therefore, information retrieval to acquire knowledge about con-
cerned items requires incorporation of learning techniques. Given
a teaching signal, a learning system learns underlying attributes
representation and is helpful in predicting a candidate pool of items,
potentially novel and interesting to users. This work presents novel
similarities metric and learning method to retrieve recommendable
items.
3 TEMPORAL PROXIMITY FILTERING
Dynamic needs of users are largely abstract in nature and can bet-
ter be learned from their own items consumption history. Current
collaborative models fail to address users’ inherent needs and liking
[1] because they ignore either changing user preferences or latent
representations. We illustrate an analogy of the presented method
with collaborative filtering methods in figure 2. Collaborative filter-
ing methods rely on similarity in user profiles and items frequency.
User profile properties are largely assumed to be predefined and
fixed. Similarities are induced by users and items data matrices
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Figure 2: Analogy of proposed proximity filtering method
with collaborating filtering: Collaborating filteringmethods
rely on similarity in user profiles and items frequencywhile
temporal dimension is handled loosely on a case to case ba-
sis. In proposed proximity filteringmethod, users’ consump-
tion bundles are key drivers. It does not need users’ static
profile properties rather a latent thematic representation
provides user profile. In this work, we close the loop in other
two dimensions by attribute similarity learning using tem-
poral proximity filtering. It makes presented system a dis-
tinguishing hybrid method due to its naturally induced sim-
ilarity and dynamic user profiling.
[20]. Although these models are popular for predicting next rec-
ommended items, they do not have a reliable provision to include
temporal needs in their users or attributes feature vectors. They
try to handle it by rolling the model temporally but over the same
set of similarity inducing static features. Therefore, such methods
loose track of temporal dynamics in users’ liking or taste. In pro-
posed proximity filtering method, users’ consumption bundles are
key drivers. We propose that items similarity can be learned from
user tastes in a thematic space. It does not need users’ static profile
properties rather items consumption in a latent thematic space is
an embodiment of user profiles. The induced similarity and dy-
namic user profiling makes the presented model a dynamic hybrid
method.
Traditional recommender methods are not sufficient for diverse
and intricate domains like music. Recommending music using fixed
qualitative categories like genre, artists etc does not go far and
we need to augment the systems with more fundamental composi-
tional properties of music attributes. Moreover, users get attached
to particular kinds of music because they start liking the inher-
ent compositional attributes like beats rather than hard-classified
genres or artist names. Users listen to music that matches their
taste and it might be composed by different artists across genres or
same artist or a mixture. A key aspect, we ought to consider, lies in
learning the intrinsic structures that make people like a particular
song or pair of songs in tandem. It opens up a question - can we
handcraft such features which are driven by the dynamic nature of
preferences and taste? Songs in a genre might have intrinsic simi-
larities, however, a user might listen to one song from a particular
genre but he might not listen to another song from the same genre.
It clearly indicates that instead of handcrafting such feature cate-
gories, we would be better off learning them implicitly from users’
content consumption. It can be a starting point to learn similarities
in items’ attributes. Such a learning ability provides us a lever to
filter recommendable and novel items matching user taste, even if
they are newly released.
We fill this gap by inducing similarity between pairs of songs in
attribute space. The attributes like beats, loudness, pitch etc have a
sequence that characterize songs or other media items. We propose
that the items consumed in temporal proximity have underlying
structural similarities at a latent level. We describe a measure to
induce similarity by proximity in consumption. Patterns of items
Figure 3: Users listen to their favourite songs together, ac-
cording to their mood and taste. We propose a similarity
metric in taste space. Songs listenedwithin a taste proximity
are deemed to be more similar than others.
consumption, depending on user’s psychological states or liking
at a point of time can be represented as a latent theme. Depending
on the context like mood, location, or even prevailing political
environment of the day, a user might chose different mixture of
songs. So, a latent taste theme implicitly reflects consumed items in
proximity bundles. Similar to [16], we present latent taste themes as
analogous to latent topics in Latent Dirichlet Allocation (LDA) [6].
Users’ consumption bundles are structures over these latent tastes.
This intuition motivates us to present a taste proximity similarity
measure. By taking an analogy with documents over which topic
models are inferred, we take each users’ listening history as a
document, which is a mixture of latent tastes. In this analogy, the
individual songs are words in the text. By applying LDA over the
corpora of user histories (documents), we can get distribution of
each user over latent themes. Additionally, we can also infer the
probability distribution of each theme (topic) for every song (word)
in our history.
Let the probability distribution of themes for a song Sx be P(Sx )
and a song Sy be P(Sy ). Then, we can calculate the similarity (cosine
similarity) between songs using their theme (topics) distribution
given by
Simt (Sx , Sy ) =
P(Sx ) · P(Sy )
|P(Sx )| |P(Sy )| (1)
Since the songs are composition of a variety of attributes, we can
use the taste proximity similarity measure to learn structural sim-
ilarities in the underlying attributes of paired songs. Users listen
to songs in taste bundles as shown in figure 3. The taste bundles
are sequence of songs listened by a user in streak. For example, a
user might want to listen to classicals at the start of the week. If
the song pairs listened by users come from the same taste, they
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are more likely to have some structural similarity than the songs
from different tastes. We present this similarity in latent tastes as
a learn-able metric in an attribute space. The latent themes model
can be run for any parametrized duration, therefore, we call such a
representation of proximity in a latent thematic space as Temporal
Proximity Filtering.
Essentially, users’ item consumption in a latent thematic space
provides insights into the basic composition of the content itself. We
propose that such similarity measure provides a novel opportunity
to learn attribute structures.
4 ATTRIBUTES SIMILARITY
Discovery of novel items that match users’ tastes among millions
of available items is a mammoth task. Filtering from the potential
items is usually done either through explicit methods or tracking
implicit user behaviors. We propose that proximity filtering in la-
tent thematic space could be a useful way to retrieve interesting
and novel potential items that match users’ tastes. As demonstrated
by Knees et al.[14], there are two main components in relevant
music information retrieval: features and similarity measure. For
Figure 4: A simple schematic diagram of pairwise attribute
similarity metric learning: Song attributes are convoluted
for abstract representation and fed to fully connected lay-
ers. Cloned network similarly processes second song of the
pair and pairwise similarity induced by users’ consumption
bundles is used as a training signal.
media content like songs, we need to learn higher level mixture
of attributes to understand underlying characterizing structures.
We use a convolution network [17][15] to extract abstract repre-
sentations from attributes. Figure 4 illustrates schematic view of
learning the attribute similarity for paired items.
Let X be the input and the number of filters at each level de-
termined by [m,n] kernel configuration, Ki be a filter with kernel
specification at a layer i . The output of convolution at a layer i ,Cxi
is given by
Cxi = f (bi + Ki ∗ tmP(Xi )) (2)
where f is activation function, bi is bias for layer i, tmP is temporal
max pooling and ∗ represents a convolution operator. We use last
Cx to feed a fully connected network given by
Oxl = f (bl +WTl Cx) (3)
whereWl represents weight of hidden nodes and bl hidden bias for
layer l . Similarly, the processing of second item, Y, of the pair is
given by
Cyi = f (bi + Ki ∗ tmP(Yi ))
Oyl = f (bl +WTl Cy)
(4)
with shared parameters between parallel networks. We compute
similarity between two paired items as
Sim(Sx , Sy ) = Ox .Oy| |Ox | | | |Oy | | (5)
where there are n output units in each of the parallel network, Ox
and Oy are forward pass outputs for the respective item in the pair.
Using proximity filtering, we compute similarities between item
pairs based on their consumption in a latent thematic space. There-
fore, we use this cosine similarity measure as a teaching signal
to train the learning model. We use mean squared error between
attribute similarity and thematic teaching similarity as a loss func-
tion,
L(Sx , Sy ) = 1
n
∑
(x,y)∈S
| |Sim(Sx , Sy ) − Simt (Sx , Sy )| |2 (6)
where S is the set of pair of songs from items (songs) basket. Follow-
ing this procedure, we learn similarity between paired items and
the model trained using an induced similarity is capable of predict-
ing similarity of unseen item pairs. Therefore, given an item, it is
feasible to find novel items with similarity in tastes in an attribute
space.
5 EXPERIMENT
In this section, we describe our dataset and the methodology, struc-
ture of our convolutional neural network used to co-learn the simi-
larity between the songs in attribute and consumption space.
5.1 Dataset and pre-processing
We use the user data from the last.fm for the temporal music con-
sumption history of 992 users collected by Celma [8]. The dataset
contains complete temporal history of songs listened by the users
fromMay, 2007 to May, 2009. However, the dataset does not contain
the attributes of the songs. Musical attributes of songs are provided
by 300 GB big Million Song Dataset [4]’s 1 million popular songs
extracted by EchoNest’s song analysis [12]. These 28 features depict
the audio analysis of the songs done using the “Analyze" tool [13]
on raw audio to extract these derived features since raw audio data
is not publicly accessible to researchers because of copyright issues.
We only used the 28 audio features like beats, segments, bars, and
loudness, from the song features listed at last.fm [5]. While these
are 28 features, some of them like segments are 2000 dimensional
features. With this background, we got around 17000 dimensional
space for each song, explained in next subsection.
Since, the MSD songs (EchoNest) and the songs from the last.fm ’s
user data don’t have a unique shared identifier, we used artist
identifier field (missing in some case) in combination with the
song title string similarity for correspondence between the two
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datasets. The last.fm ’s user data has 1.5 million unique songs,
including ads/independent artist renderings. Our matching yielded
correspondence between 341,039 songs across the two datasets. Out
of the rest 1.16 million songs, 90% songs were listened less than
once by any of the users. We use these 341,039 unique songs for
our analysis of the user history, ignoring the rest, since there is no
audio analysis data associated with them along with low listening
frequencies.
5.2 Procedure
The proposed procedure, TASTESIM, is illustrated in algorithm
1. We use users’ consumption history dataset and song attributes
from million song dataset. First, we discover latent themes using
an off-the-shelf latent Dirichlet allocation package. We kept the
number of themes to 20 and computed user-theme and theme-song
distributions. In this experiment, we consider weekly lists that is
analogous to weekly documents - imagine a large book divided into
sections to be read on a weekly basis or weekly playlists.
Algorithm 1 TASTESIM : Attribute Similarity Learning by
proximity in consumption bundles
Similarity in Taste Space
W← {S1, S2, S3 · · · Sn } set of songs
H ← Users’ consumption history
Puh, Phs ← LDA(H ,W)
S ← {(Sx , Sy ) where Sx , Sy ∈ W}
for (Sx , Sy ) ∈ S do
compute Simt (Sx , Sy ) using Puh, Phs (refer Sec. 3)
learn attribute similarity
load the network model Θ
while not converged or not max-iter do
compute Sim(Sx , Sy ) via parallel + conv + fc layers
evaluate loss L(Sx , Sy ) (refer Sec. 4)
The dataset provides attributes like bars attributes, segments
attributes, pitches, tatums, danceability, duration, and tempo. We
consider pairs of songs and compute their cosine similarity scores
using distributions from latent theme model. By limiting the scope
of the taste model to weekly documents, we ensure that proximity
in taste model is analogous to weekly lists. Out of all possible
pairs, we used a subset of 10K pairs for taste induced similarity.
We use temporal convolution to abstract features, weights act as
kernel filters and are learned during network training. Filter size
is kept as 5. Following [22], we use temporal max pooling and
ReLU as activation in intermediate hidden layers [9]. The abstracted
attributes are fed to fully connected layers with 800 and 600 hidden
units. The number of output units are kept as 20 in correspondence
with the number of themes. Thus, we show that taste similarity in
thematic space can be used to induce similarity in learning item
properties matching users’ tastes.
6 RESULTS AND DISCUSSION
We discuss the existence of temporal structure in consumption
bundles and taste induced similarity for a publicly available users’
song consumption dataset and million songs dataset.
6.1 Temporal Consumption Pattern
We first examine if temporal structure does exist in user consump-
tion patterns in taste space. We compute gap time between two
songs and their similarity score as given in sec 3. This score indi-
cates how similar are two songs in taste space. We plotted gap time
with similarity scores and from figure 5, it is evident that similarity
scores are higher for items consumed within a gap of couple of
hours. A higher score in taste means that those pairs of songs have
more commonalities in consumption and lower gap time means
that they are listened more in tandem.
Moreover, as illustrated in figure 6, such pairs are not only lis-
tened in temporal proximity but also listened more frequently. A
comparatively lower frequency on the left side of the plot in figure
6 and gradual decrease in the frequencies on right imply that people
might not listen to pairs in immediate continuity but in a short
period, it is more likely that they return to their favourite pairs of
songs. It indicates that temporal proximity structure does exist and
provides us an important insight into user tastes.
Traditional methods use external user attributes which might
not be a good indicator of user tastes and preferences. We have
illustrated that user tastes in a period are manifested in grouping of
songs listened or consumed in temporal proximity. A similar argu-
ment can be made for other media consumption domains. Existence
of such proximal structure can be leveraged to induce valuable
knowledge in discovering novel items that a user might prefer. We
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Figure 5: Cosine similarity across loд(∆T ) with one minute
time scale. Higher similarity scores for lower gap times
demonstrate that proximal consumption of similarity in
taste does exist.
now examine skip level structures, in other words, existence of Mar-
kovian structure in music listening in more details. We construct
pairs of songs using n-skip levels where n indicates number of con-
secutive songs skipped over. For example, 0-skip would mean that
we consider every consecutive song, 1-skip would mean that we
consider every alternate song. A similarity score using taste model
is computed for each of the n-skip pair. Boxplot (mean values with
one-Standard-deviation) in figure 7 illustrates cosine similarity dis-
tribution of song taste listened by users by skipping n consecutive
songs. From this observation, we can say that temporal proximity
structures exist and we can say that users listen to their favourite
songs in temporal proximity according to their tastes.
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Figure 7: Boxplot showing cosine similarity distribution of
song taste listened by users by skipping n consecutive songs
given on the x axis. Horizontal axis represents the number
of consecutive songs skipped for calculating the cosine sim-
ilarity between the songs for a user. Vertical axis represents
the cosine similarity values.
This is further evidence that users listen to songs matching
their tastes in temporal proximity provides a novel way to induce
similarity. Since similarity between pair of songs is derived from
users’ content consumption, it is viable to think that there should
be an underlying implicit structure in attributes space. For example,
if two items frequently co-occur within the same theme, they are
more likely to have some underlying properties that encourage
their co-consumption. Therefore, we should naturally exploit this
implicit knowledge derived from users’ tastes to find items.
6.2 Attribute Similarity Learning through
Proximity Similarity
Taking a cue from play lists, we consider temporal proximity in
bundles. We create weekly listening patterns of the users from one
year consumption data, i.e., 52 maximum possible weekly play-lists.
For each user we only consider a weekly play-list for which they
listened to a song. The intuition behind using the weekly play-lists
is that the music streaming platforms usually publishes weekly
charts that are used by the users to refer to the latest trendy songs.
In other words, we infer users’ weekly music taste from this play-
list (document) using LDA. Training the network model, fig 8, using
Loss - weekly playlist
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Figure 8: Illustration that proximity driven similarity can
be used to induce similarity in item-pairs in attribute space.
Red: train and blue: validation loss
taste or thematic similarity shows that induced taste similarity can
be used to learn similarities between item-pairs in attribute space.
We get a MSE of the order of 10−3 on the test set, which reflects
the difference in similarity between a pair of songs from the users’
taste space and the learnt similarity calculated by the deep network
from the song attributes. Hence, our deep network is able to learn
a latent space of item-item similarity in the attribute space that
mimics the dynamics of user driven item-item similarity.
In a nutshell, we showed that users consume media content in
temporal proximity of consumption bundles which reflect users
tastes. Instead of using indirect and non-reliable methods on trying
to assess what a user might prefer, we propose that using these
consumption bundles is a viable option to induce knowledge of
users taste in attribute space. This novel view could be beneficial
in developing users tastes and preferences driven recommender
systems.
7 CONCLUSION
Identifying novel items is a persisting challenge in recommendation
systems. While a lot of strides have been made in improving the
quality of recommended items, filtering recommendable items that
match user tastes and dynamic preferences is an area needing more
attention. Traditional methods suffer from “long tail" effects leading
to suppression of items very similar to popular ones, but not listened
often. In this work, we attempt to address this issue by presenting
a novel method by inducing users’ taste driven temporal proximity
similarity measure into attribute space without user meta data or
any explicit feedback.
We demonstrated that temporal structure exists in users con-
sumption behavior and users consume their favourite content,
matching latent theme or taste, in temporal proximity of consump-
tion bundles. We presented an induced similarity metric from latent
theme (or taste) model and showed that it is possible to harness
users’ taste induced similarity for item-pairs in attribute space.
Therefore, temporal proximity in latent thematic or taste space
provides a fundamentally novel view in unravelling what users
implicitly prefer instead of relying on outside knowledge. This view
has potential in devising recommendation systems by finding novel
items that match user taste in attribute space.
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