Fault detection is the research focus and priority in this study to ensure the high reliability of a proposed three-level inverter. Kernel principal component analysis (KPCA) has been widely used for feature extraction because of its simplicity. However, highlighting useful information that may be hidden under retained KPCs remains a problem. A weighted KPCA is proposed to overcome this shortcoming. Variable contribution plots are constructed to evaluate the importance of each KPC on the basis of sensitivity analysis theory. Then, different weighting values of KPCs are set to highlight the useful information. The weighted statistics are evaluated comprehensively by using the improved feature eigenvectors. The effectiveness of the proposed method is validated. The diagnosis results of the inverter indicate that the proposed method is superior to conventional KPCA.
I. INTRODUCTION
Nowadays, the application of three-level inverters to distributed generation, energy storage systems, and uninterruptible power supply has gained considerable research attention because these inverters have lower harmonics content and less electromagnetic interference than two-level inverters at the same switching frequency [1] . However, the three-level inverter still has some shortcomings; three-level inverters have more components compared with two-level inverters because the latter comprise many semiconductor devices. The large number of devices translates into reduced reliability of the system because any device failure may cause the abnormal operation of the inverter and economic losses [2] , [3] . Therefore, the inverter must achieve high reliability.
Switching device faults are always the main concern for a multilevel inverter; these faults can be classified into a short-circuit switch fault and an open switch fault [4] . Short-circuit faults are difficult to cope with because fault initiation and failure are small, and the protection strategies are mostly hardware based [5] ; therefore, the present research focuses on open switch detection. The open-switch fault does not require the system to be shut down in an instant. However, it can induce noise and vibrations in the system because of non-symmetrical currents [6] . Therefore, if an open-switch fault is addressed immediately, then it can cause secondary problems in other parts. Thus, monitoring switching device faults and identifying the device in which the fault has occurred are important to reduce the cost of repairs and to improve the stability and reliability of the device.
Fault detection methods are the bases of implementing a fault-tolerant operation. A number of open-switch fault detection methods exist and can be divided into two categories: the first strategy is a model-based approach, such as Park's vector method in [7] open-circuit fault detection. Detect transistor localization is accomplished by calculating the position of the current trajectory midpoint; the defect transistor is identified by the phase angle, but it still relies heavily on the experience of an engineer and may fail to find the hidden faults of the circuit. Converter behavior method [8] is a method based on measurement of DC bus current in each leg, AC currents, and voltages. However, defining a complete switching behavior of the power converter needs extensive computation and additional sensors. The second strategy is the data processing approach [9] , which is a fuzzy logic-based technique that detects and identifies faulty switches in a voltage-fed pulse width modulation inverter for an induction motor drive by using current patterns. However, this method requires a relatively long diagnosis time. In [10] , a fault diagnosis scheme was proposed to detect and identify the location of a fault in a multilevel inverter by using a neural network algorithm. However, this technique requires extensive computation.
Kernel principal component analysis (KPCA) is a data processing method. The KPCA maps the input vector until a high-dimensional feature space achieves non-linear mapping through a kernel function and the PCs in the feature space are computed. Then, the principal element of the mapping data of high-dimensional space is analyzed. The KPCA does not involve nonlinear optimization unlike other nonlinear strategies [11] , [12] . Therefore, the KPCA is suitable for solving nonlinear problems. Nevertheless, for a definite fault, the KPCA usually causes one or several specific variable variations; hence, other KPCs that are employed may not have the same variation degree [13] . In other words, for different fault cases, KPCs may have different variations. Employing KPCs with larger variation, which contain more fault information, can find faults more quickly compared with KPCs with less variation or without variation and contain less fault information. Thus, the kind of KPCs that should be employed may not always be the same because some KPCs would reflect more information on certain faults, whereas others would reflect less. Moreover, KPS with less or even without variation may not detect faults at all and thus give poor results. Therefore, the improved weighting strategy should be introduced to highlight the degree of importance of each employed KPC with regard to fault information. This paper proposes a detection method of an open switch fault for a new three-level inverter. Sensitivity analysis theory is introduced to solve the problem on submerged useful information by choosing the weight matrix dependent on the variable contribution to the fault detection and improve the performance in detecting insulated-gate bipolar transistor (IGBT) faults. Then, the proposed detection method is tested in the proposed topology fault process, with the conventional KPCA and improved KPCA presented.
II. PRELIMINARIES

A. Operation of the New Inverter
The proposed topology of the inverter is shown in Fig. 1 . The topology is composed of two symmetrical two-level inverters in series by transformers T 1 and T 2 . Each transformer has six active switches, of which switches S n1 -S n4 are added to achieve voltage balance on the dc-link capacitors for any operating condition. In this research, the active switches are IGBTs. The inverter output voltages have higher harmonics because of the switching of the power semiconductors. Thus, the inverter is connected to the load through an LC filter to provide a high-quality sinusoidal voltage. The relation of switch states for phase A of inverter is shown in Table I ; similar to the rest of the two phases, U ag is the voltage between a and g, and U Ag is the voltage between A and g.
Several different faults can occur within a three-level voltage source inverter. The probability of failure in semiconductors is high and should be taken into consideration. Several factors can cause failures, such as transistor short circuit and transistor open circuit. The original NPC topology was changed by applying a symmetrical structure of two-level inverters. For example, suppose that an open circuit failure of the S a1 power switch occurs (phase A) while the inverter is supplying a three-phase nonlinear load. The first step is to add fast fuse F a to cut off the failure circuit by t ra connecting the failure leg to the symmetry half-bridge to achieve continuous work by the traditional two-level inverters (which is depicted in red color in Fig. 2 ). In addition, connecting the negative of the faulty output to the output of the symmetry leg is necessary. The Three bridges fault Connect to summary bridge arms symmetry half-bridge takes care of the replacement of the damaged phase. The proposed topology has the additional redundancy to solve the semiconductor's fault problems. The other bridge arms fault tolerant strategy can be obtained from Table II . Therefore, the system can provide practically full power in the event of a fault.
B. Kernel Principal Component
In KPCA, the original data are nonlinearly mapped into high-dimensional feature space H, and PCA is performed to acquire the intrinsic information between the variables. Let the normalized training set be x i ∈R m ,i=1,…,n. The high dimensional space is constructed by nonlinear mapping: Φ:x i →H, where Φ(•) is mean centered and variance scaled. We obtained the following covariance matrix in the feature space H:
The kernel principal component can be obtained by solving the following eigenvalue problem:
where eigenvalue λ>0 and eigenvector v∈H. Note that (x,y) denotes the dot product of two elements, which is defined by Mercer kernel as
All solutions v with 0   must lie in the range of ( ), ( ),
where α=[α 1 ,α 2 ,…,α n ]
T , and K∈R n×n is the Gram matrix, which is defined by
Let principal components t of test vector x be a test point with image Φ(x) in H, as follows:
where l=1,2,…,r, r is selected as the principal component number (the significance level is set to α=99% for all methods), and l  is the center eigenvector. The centered kernel matrix is denoted by
where I 0 ∈R n×n , each element of I 0 is 1/n, and E 0 is the identity matrix.
In the KPCA-based fault detection, statistics and their control limits should be established to determine whether a process is in control or not. Common statistics include Hotelling's T 2 statistic, which reflects the variations with KPCA model, and the squared prediction error (SPE) statistic (also known as Q statistic), which indicates the degree of deviation of each sample from the model. The two statistics and corresponding control limits are defined as follows:
where t i is obtained from Equ. (6), and Λ -1 is the diagonal matrix of the inverse of the eigenvalue associated with the retained PCs. The confidence limit for T 2 is obtained using F distribution, and the confidence limit for the SPE can be computed from its approximate distribution as
where F α (r, nr) is an F distribution with degree of freedom r, and (n-r) and with level of significance α. n is the number of samples in the model, and r is the number of PCs. g=b/2a and 
III. SENSITIVITY ANALYSIS FOR KPCA FAULT DETECTION
A. Weighting Matrix based on Sensitivity Analysis
For the traditional KPCA-based fault detection methods, the T 2 and SPE statistic are constructed to detect the variations of the first several kernel principal components because the distributions of all variables are assumed to have the same covariance matrix [14] . However, for a certain KPC, fault information that is quite different from the others and the KPCs are not of equal importance. If the information is relatively limited, then the useful KPCs could be suppressed by the useless ones, thus submerging the useful information [15] , [16] . Therefore, adapting covariance matrix to different classes of information is necessary. In this research, an improved KPCA fault detection method based on sensitivity analysis is proposed for the IGBT faults.
Next, the weighted KPCA is present. In weighting matrix W, important kernel principal components should be heavily weighted, and large corresponding weighting values should be assigned. In this section, we build a contribution plot method, based on a sensitivity analysis, which calculates the rates of change in the system output variables that result from small perturbations in the problematic parameters, defining variable contributions to the T 2 and SPE statistics as a vector form
We can rewrite Equ. (10) 
Integrating Equs. (6) and (7) into Equs. (11) and (12) gives  
,
Equ. (13) involves the partial derivative of the kernel function. We take the Gaussian kernel function as an example; we can obtain the derivation of the kernel function by combining literature [17] 
where x ij denotes the jth component in the ith component. The function of the inner product of two kernel partial derivative calculation is as follows:
. (16) Considering that different KPCs provide different reflections of deviation from the reference kernel feature space, real-time and dynamic weighting matrix W can be defined for each kernel principal component score of the currently monitored status based on Equs. (11), (12), (13), and (16) . In this research, the normalization processing is performed to derive the weight of a coefficient
where weighting matrix W=diag(w 1 
where ( ), 1, ,
Given that both the weighting matrix and the Λ matrix are diagonal matrices, we obtain the following: ) remains a diagonal matrix. The Gaussian kernel is the most widely used function. In this study, the Gaussian kernel is employed, and the kernel estimator that becomes the Gaussian kernel is adopted in this research because of its good robustness to parameter change and its high degree of freedom [18] . The specific form of kernel function is as follows:
The kernel used in the structured KPCA is Gaussian kernel with width σ=5n based on the summary of the result of the IGBT fault detection.
B. Improved KPCA Optimization Process
As the circuit is symmetric in configuration, phase a in Fig.  1 is given as an example; phase a consists of four IGBTs, namely, S a1 , S a2 , S A1 , and S A4 . Therefore, four single-switch open-fault modes exist, the probability of two more IGBTs failure is quite low, and the multiple open switch faults modes consider only two switch failure modes, such as S a1 and S A4 faults.
In the proposed KPCA strategy, the weighting matrix emphasizes some special KPCs that capture dominant variations of current samples relative to the normal status. Complete monitoring procedures consist of the following steps:
In the normal steady-state condition of the inverter, 200 samples are obtained as training data. The normal data of the circuit are recorded as X, which contain 16 observed variables; these variables include three-phase current and voltage of upper half-bridge and lower half-bridge, neutral point voltage and current, and DC current and voltage.
Step 1. The kind of kernel functions is determined, normal operating data X n×m are collected as modeling data, and the data of each variable are normalized into mean 0 and variance.
Step 2. The probability of each KPC is calculated, and the real-time and dynamic weighting matrix W (k) is determined based on the sensitivity analysis.
Step 3. The kernel matrix K∈R n×n is computed, and the monitoring statistics (T 2 and SPE) of the normal operating data is calculated, and the confidence limit is determined.
Step 4. To process data from online collection, T 2 and the SPE are calculated by using the principal component model. If T 2 (k) statistic exceeds the confidence limit, then the detection of certain fault types is indicated. Then, the root cause is analyzed by using other fault diagnosis tools. Otherwise, Step 1 is repeated, and monitoring is continued.
IV. EXPERIMENTAL RESULTS
In this section, the proposed KPCA monitoring method is (Fig. 1) . The normal training data have 200 observations. Three kinds of IGBT faults are introduced here: the single IGBT fault, two IGBT faults of different bridge arm, and a hidden fault of the IGBT. The fault occurs in the 101st sample.
An experimental setup was developed using a DSP model TMS320C6713 to generate the command pulses for the proposed inverter. The IGBT type used for the experimental circuit is FUJI 1MBH60/D-100. In this research, an experiment on the power switches' open faults was conducted by disconnecting the summary bridge.
The operating conditions are given as follows: Fig. 4 The detection of IGBT S a1 and S a4 fault results using KPCA and improved KPCA is presented in Fig. 4 .
As shown in Figs. 4 and 5, T 2 and SPE statistic detection results of S a4 open faults are unsatisfactory at the beginning of the fault, and serious delay in detection took place after the fault occurred based on the traditional KPCA method. The detection results were improved by introducing the weighting strategies; this improvement indicates that the number of missed detection points is reduced significantly. The improved KPCA varies markedly when the fault occurs, thereby indicating that most deviations in information are highlight by the weighting matrix. Therefore, the information reflected on the KPCs, which should be highlighted, depends on different situations.
At the same time, the hidden fault of the new circuit fault is analyzed before the IGBT faults occurred. This method will present a high impedance state, and its mathematical model is equivalent to resistance and IGBT with two parts; the resistance is equal to the hidden fault value of the IGBT, assuming that the IGBT works in the ideal state [16] . An example is the hidden fault in S A1 , as shown in the fault detection result in Fig. 6 .
According to the result, using the KPCA method for fault detection, before the fault point of detection, gives a small amount of sample point that exceeds the control limit of statistics. This phenomenon is mainly due to the data containing substantial noise signal that has few outliers, thereby causing the normal sampling data to exceed the control limits.
To test the robustness of the improved strategy, results of the different load conditions were presented. The S a1 and S A6 open fault results detected by using improved KPCA under the condition of R=80 Ω and R=40 Ω are presented in Fig. 7 . As shown in the results, the strategy has strong robustness to different load levels.
The KPCA strategy is used to extract the fault feature of the fault data to ensure that the fault modes of the inverter depend on the classification algorithm. This study adopts support vector machine (SVM) to classify the fault modes. The classification results (from 20 instances of experimental data) are shown in Table III . The classification accuracy results indicate that the improved KPCA method can highlight fault features and ensure easy classification of different fault modes by using SVM. Thus, the effectiveness of the improved method has been proven.
V. CONCLUSION
In this work, KPCA was employed to detect faults of IGBTs in the proposed inverter. Different weighting values were given to corresponding KPCs to highlight the KPCs that represent the main deviation information between the normal status and the current status, thereby improving sensitivity to fault detection. Furthermore, the proposed method is compared with the KPCA method, and results show that the selection of the weighting matrix based on the presented method achieves superior fault detection for different kinds of IGBTs in the proposed topology.
