Introduction
Let (X, d) be a connected, locally compact, non-compact geodesic space, i.e., a length space on which distance between pair of points is attained by some Lipschitz curve connecting them. It is well known that metric structure on such an X offer us rich geometrical and topological information [9] . Despite the knowledge of the distance function d(x, ·) : X → R, x ∈ X, their modifications, called distance-like functions (dl-functions for short) X. Cui is supported by the National Natural Science Foundation of China (Grants No. 11571166, 11631006, 11790272) also play an indispensible role in studying the metric structure of X. The definition of dl-functions could be formulated as Definition 1.1. u : X → R is called a dl-function if there exist a sequence of closed subsets {H n } n∈N of X diverging to infinity, i.e., for some x 0 ∈ X, d(x 0 , H n ) → ∞, and a sequence {c n } n∈N ⊆ R such that (1) u
for any x ∈ X.
Remark 1.2. If the length space X is a Riemannian manifold (M, g), then it is proved [5] that dl-functions are viscosity solutions of eikonal equation
More generally, in the context of Hamilton-Jacobi equations, the theory of viscosity solutions are intersection point of many interesting branches of applied mathematics. It has been build from the viewpoint of optimal control [3] , Hamilton dynamical systems [7] and PDE [11] .
Remark 1.3. The convergence arising in (1) is uniform on compact subsets of X. As a direct consequence of the definition, any dl-function is a limit of 1-Lipschitz functions, thus is also 1-Lipschitz.
The structure of the space of dl-functions on X give us not only a global picture of X itself but also some insights on the geometry of infinity of X. For instance, a subclass of such functions, called Busemann functions associated to a given geodesic ray, describes the limit behavior of the distance function (up to constants) to some point moving to infinity along a given direction and their level sets, usually called horospheres, could be regarded as the geodesic spheres centered at a point belongs to infinity, which is prescribed by the based ray.
In this paper, we will define another class of functions, referred as the point-assigned dl-functions. It shows large scale distance information as the Busemann function does, but in another aspects. We believe that this class of functions would provide us an opportunity to look at the infinity of the manifold from a quite different viewpoint. Also, it is hopeful that their constructions will play roles in the study of various problems arising in metric structures for certain special length spaces. We will come back to this issue in the future work. Now let us go into some details of the formal definition of point-assigned dl-functions. To start with, as usual, the distance function from a nonempty, closed set K ⊆ X is defined as (3) d(x, K) = inf y∈K d(x, y).
For every x 0 ∈ X, r > 0, denote by B r (x 0 ) = {x ∈ X | d(x, x 0 ) < r} the open geodesic ball centered at x 0 and S r (x 0 ) its boundary sphere. For fixed x 0 and r, we use the notation u r x 0 (x) := d(x, S r (x 0 )) − r. By the assumptions on the space (X, d) and some other elementary facts for distance functions, we could show that Theorem 1.4. The limit (4) u x 0 (x) := lim r→+∞ u r x 0 (x) exists for every x ∈ X. If X = (M, g) is a finite dimensional, complete, noncompact Riemannian manifold, the limit function u x 0 : M → R satisfies (16) in the viscosity sense. In this case, u x 0 is locally semi-concave (with linear modulus) on M.
Theorem 1.4 leads us to
Definition 1.5. For any x 0 ∈ X, the function u x 0 defined above is called x 0 -assigned dl-functions. x 0 is called the base-point of u x 0 and the family of functions {u x 0 |x 0 ∈ X} are called point-assigned dl-functions. Remark 1.6. Note that u x 0 describe the limit behavior of the distance (up to constants) from points on M to the geodesic sphere S r (x 0 ) centered at the reference point x 0 when the radius r goes to infinity.
It is not difficult to build examples in Euclidean spaces showing that the point-assigned dl-functions are really different from Busemann functions.
Our second aim is to characterize point-assigned distance-functions by a fundamental property: being minimal within the class of all dl-functions vanishing at the referred point. Theorem 1.7. For any x 0 ∈ X and any dl-function u :
Due to an anti-triangle inequality based on the above theorem, we obtain Theorem 1.8. For any x, y ∈ X, the function ρ : X × X → R defined as Further results are obtained if we restrict X in the category of complete Riemannian manifolds. We denote by ♯ S the cardinality of set S , then the following theorem holds. Theorem 1.9. Assume X = (M, g) is a complete, non-compact Riemannian manifold, then (i) if ♯ (M/∼) = 1, then there exists only one dl-function (up to a constant).
then every geodesic on M is a line, i.e., is minimizing. In particular, M is diffeomorphic to R n where n is the dimension of M.
Next, we consider two non-compact, complete, locally compact (or boundedly compact), pointed geodesic spaces (X, d X , x 0 ) and (Y, d Y , y 0 ).
where inf is taken over all admissible metric on the disjoint union X ⊔ Y, i.e., the metric d : X ⊔ Y → R + satisfies d| X×X = d X , d| Y×Y = d Y , and d H always denotes the Hausdorff metric associated to the admissible metric d. Remark 1.11. Since we take the behavior at infinity into consideration, the pointed Gromov-Hausdorff metric d GH may be infinite for many cases and the corresponding topology on the space of non-compact metric spaces is finer than the topology defined by [2, Definition 8.1.1].
The Gromov-Hausdorff metric describes the similarity of metric structure between two metric spaces and it is closely related to the existence of the following maps.
Remark 1.13. We do not impose any continuous assumption on f .
In Section 5, we shall show that, in some sense, point assigned dl-functions are continuous objects with respect to the metric spaces in the sense of Gromov-Hausdorff.
then there exists a 2ǫ-isometry f : (X, x 0 ) → (Y, y 0 ) such that
At last, we list some interesting questions, at least to the authors, that consist of topics of our future study. Problem 1.15. Find sufficient assumptions to guarantee that
• u x 0 is bounded from above.
• u x 0 admits a maximal point.
• the level set of u x 0 is compact. The remaining of this paper is organized as follows. In Section 2, we discuss some useful notions and facts related to dl-functions as preliminaries. Section 3 is fundamental in our analysis. We show the well-definedness of u x 0 , x 0 ∈ X by proving Theorem 1.1. Then we prove Theorem 1.7 and discuss the natural equivalence relation induced by ρ and properties of the resulting quotient spaces under such equivalence. Section 4 discusses further results when X is a Riemannian manifold and prove Theorem 1.9. Section 5 focuses on the relations between pointed assigned dl-functions and Gromov-Hausdorff distance. In the last section, we give a simple example (in the category of Riemannian manifolds) to show the complexity of geometric objects associated to dl-functions.
Dl-functions and their gradient lines
In this section, we introduce and deduce elementary facts about dl-functions on which later discussions are based. Particular attention are paid to a description of gradient lines of point-assigned dl-functions (Theorem 2.1-2.7). We also give a representation formula for the point-assigned solution in terms of Busemann functions (Theorem 2.11).
It is well-known that, on a complete, non-compact Riemannian manifold, co-rays of a given ray γ are gradient lines of the associated Busemann function b γ and are constructed by standard methods. As an application of these ideas, we define the notion of co-rays to dl-functions on more general metric spaces.
Let X be a complete, locally compact (or boundedly compact), noncompact geodesic spaces. For x ∈ X and a closed set H ⊆ X, thanks to the locally compactness of X, there is h ∈ H such that d(x, h) = d(x, H). Such an h is called a foot of x on H. Since X is a geodesic space, there is a unit speed minimal geodesic segment γ : [0, d(x, h)] → X connecting x and h, which means that for any [t 1 , t 2 ] ⊆ [0, d(x, h)], the length
For the notion of speed of a curve on a metric space, see [2, Page 55, Definition 2.7.1]. Now we begin to describe the construction of co-rays to a dl-function u : X → R: Assume {H n } n∈N is the sequence of closed subsets of X arising in the Definition 1.1 of u, then for any x ∈ X, choose x n → x on X as well as unit speed minimal geodesic segments γ n : [0, r n ] → X with r n = d(x n , H n ), γ n (0) = x n and γ n (r n ) a foot of x n on H n . By Ascoli-Arzelà Theorem, up to subsequence, γ n converges uniformly on compact intervals to some γ : [0, ∞) → X, which we call a co-ray to u. It is clear that γ is a distance minimizer between any pair of its points, thus is a unit speed geodesic ray. We first show that γ constructed in the above manner is really a gradient line of u.
Proposition 2.1. Let u : X → R be a dl-function and γ : [0, ∞) → X be a co-ray constructed above, then for 0 ≤ t 1 ≤ t 2 ,
Proof. Let γ n : [0, r n ] → X be the sequence of minimal geodesic segments used in the construction of γ. Without loss of generality, we assume that for any n ∈ N, t 2 ≤ r n . By Definition 1.1, we have
where the third equality uses the fact that γ n (r n ) is the foot of γ n (0) on H n and the last one uses (7) . This completes the proof. Remark 2.2. We observe that any unit speed curve γ : [0, ∞) → X satisfying (8) must be a geodesic ray: for any closed interval [t 1 ,
where the first inequality holds since u is 1-Lipschitz (due to Remark 1.3). Thus the above inequalities are equalities.
In addition, we also note that
there is a co-ray to u starting from any x ∈ X, (2) the limit of a sequence of co-rays to u is also a co-ray to u.
Proof.
(1) can be easily seen from the construction of the co-ray to u above, since one can choose x n = x for n ≥ 1.
To show (2), let γ n : [0, ∞) → X be a sequence of co-rays to u that converges to a ray γ : [0, ∞) → X. From the construction of co-rays, there is a sequence of minimal geodesic segments γ n,m : [0, r n,m ] → X converging to γ n as m → ∞ with r n,m = d(γ n,m (0), H m ) → ∞ and γ n,m (r n,m ) is a foot of γ n,m (0) on H m . Denote by m(n) ≥ 1 the least integer such that r n,m(n) ≥ n and
So we have
This implies that the minimal geodesic segments γ n,m(n) converge uniformly to γ on compact intervals.
In his paper [8] , Gromov use another definition of dl-functions:
then u is called a dl-function.
We shall now show the above definition is equivalent to Definition 1.1. Proof. If we take H n = u −1 (−∞, −n] and c n = −n, it is clear that u satisfying (9) is a dl-function in the sense of Definition 1.1. Now let u be a dl-function in the sense of Definition 1.1. By (i) of Proposition 2.3, if u(x) > t, then there is a co-ray γ : [0, ∞) → X starting from x, then by Proposition 2.1, we have
, where the second equality holds since u is 1-Lipschitz.
The following proposition shows the stability of dl-functions.
Proposition 2.6. Let u n : X → R be a sequence of dl-functions converging on compact subsets to a continuous function u : X → R, then u is a dlfunction.
Proof. We use Gromov's definition of dl-functions. If u(x) > t, then for n sufficiently large, u n (x) > t and
On the other hand, since u is 1-Lipschitz, for any
which completes the proof.
Furthermore, if we assume the following non-branching property: (NB) for a < t < b, any two unit speed minimal geodesic segments ξ, η :
[a, b] → X with ξ(a) = η(a) and ξ(t) = η(t) must coincide, then the following converse version of Proposition 2.1 holds: The main ingredient of Proposition 2.7 is contained in the following Lemma 2.9. Let γ : [0, ∞) → X be a unit speed geodesic ray satisfying (8) , then for any t 0 > 0, the co-ray to u starting from γ(t 0 ) is unique and thus has to be the sub-ray γ| [t 0 ,∞) .
Proof. Let ξ : [0, ∞) → X be a unit speed geodesic ray satisfying (8) with
Now we show thatγ satisfying (8): without loss of generality, we assume 0 ≤ t 1 ≤ t 0 ≤ t 2 , and we have
By Remark 2.2,γ is a geodesic ray. Then assumption (NB) implies that γ| [t 0 ,∞) ≡ γ| [t 0 ,∞) . Thus ξ(·) = γ(t 0 + ·) and it is the only unit speed geodesic ray defined on [0, ∞) satisfying (8) and ξ(0) = γ(t 0 ). By the first item of Proposition 2.3, ξ is also the unique co-ray starting from γ(t 0 ).
Proof of Proposition 2.7. For any geodesic ray γ : [0, ∞) → X starting from x and satisfying (8) , by Lemma 2.9 above, γ| [ 1 n ,∞) is a co-ray to x 0 starting from γ( 1 n ). To complete the proof, we use the second item of Proposition 2.3 to conclude that γ must be a co-ray to x 0 .
To proceed, we need a formal definition of Busemann functions, the prototype of all dl-functions, see Remark 3.3.
Definition 2.10. Let γ : [0, ∞) → X be any unit speed geodesic ray starting from x 0 (γ always exists by the assumptions imposed on X), and the function b γ :
is called the Busemann function associated to γ.
We denote the set of all co-rays to a dl-function u by C (u), and then we have the following representation formula:
Proof. By the definition of u, we have for t ≥ 0,
Since γ is a co-ray to u, it follows that u(γ(0)) − u(γ(t)) = t. Thus the above inequality reads as
On the other hand, by (i) of Proposition 2.3, for any x ∈ X, there is a co-ray to u, say γ x : [0, ∞) → X starting from x. Thus,
This completes the proof of the theorem.
Point-assigned dl-functions: minimality and a pseudo-metric
In this section, we show that, by proving Theorem 1.4, point-assigned distance-like functions are well-defined, and then describe a simple, but useful observation of such functions: given a point x 0 ∈ X, the point-assigned distance-like function u x 0 attains the infimum within the set of all distancelike functions vanishing at x 0 . As a direct corollary of this observation, we study the continuity of u x 0 with respect to the base-point x 0 .
Proof of Theorem 1.4. For any x ∈ X, we claim that u r x 0 (x) is bounded from above and monotone increasing with respect to r when r ≥ d(x 0 , x). Thus by sending r → ∞, u x 0 (x) := lim r→∞ u r x 0 (x) exists. In fact, u r
, which shows the first claim. On the other hand, for any r 2 ≥ r 1 ≥ d(x 0 , x), by compactness of S r (x 0 ), there exist y 1 ∈ S r 1 (x 0 ), y 2 ∈ S r 2 (x 0 ) such that (10) d(x, y 1 ) = d(x, S r 1 (x 0 )), d(x, y 2 ) = d(x, S r 2 (x 0 )).
Continuity of distance functions implies that any minimal geodesic connecting x with y 2 must intersect S r 1 (x 0 ) at some point z 1 , see the figure below. Therefore triangle inequality gives
Combining (10) and (11), we obtain
1 ) ≥ 0, where the last inequality follows from (10) .
As discussed in the first section, Theorem 1.7 succeeds in characterizing point-assigned dl-functions among all distance-like functions on a locally compact, non-compact geodesic space. For its proof, we use gradient lines of dl-functions developed in the last section.
Proof of Theorem 1.7. Let u : X → R be a distance-like function with u(x 0 ) = 0. By (i) of Proposition 2.3, for any x ∈ X, there exists a co-ray γ x : [0, ∞) → X to u starting from x so that for t ≥ 0,
For r > d(x 0 , x), we assume that γ x intersect S r (x 0 ) atȳ, then we have
, where the second inequality holds since u is 1-Lipschitz, see Remark 1.3, and the second equality holds since u(x 0 ) = 0 andȳ ∈ S r (x 0 ). Now sending r → ∞, we could apply Theorem 1.4 to complete the proof. 
As another direct application of Theorem 1.7, we show an interesting "anti-triangle" inequality between point-assigned dl-functions.
Proposition 3.5. For any triple points x, y, z ∈ X, the inequality
holds.
Proof. Given any x, y ∈ X, note that v :
is a dl-function vanishing at y. Thus by Theorem 1.7, for any z ∈ X,
which is equivalent to (12) .
By the way, Proposition 3.5 implies the continuity of point-assigned dlfunctions with respect to their base-points. To be more precise, we have Proposition 3.6. The map
Remark 3.7. In general, d ∞ may be infinity on C(X, R) × C(X, R). But as will show in the following proof, that d ∞ (U(·), U(·)) always takes finite value on X × X.
Proof. Let x 0 , x 1 ∈ X, u x 0 , u x 1 be the point-assigned dl-functions associated to them. By Definition 1.5, u x i (x i ) = 0, i = 0, 1. Since u x 0 , u x 1 are 1-Lipschitz, it follows that
Combining with Proposition 3.5, we obtain
Since x is arbitrary, (13) implies that Proposition 3.6 holds.
It is easy to see that, using Proposition 3.5, a pseudo metric ρ : X×X → R can be defined by (5) . On the other hand, since u x is 1-Lipschitz, we have the upper bound ρ(x, y) ≤ d(x, y). By elementary knowledge of metric geometry, any pesudo metric defines an equivalence relation [2, Proposition 1.1.5], i.e., x ∼ y if and only if ρ(x, y) = 0. We introduce below an alternative formulation of this equivalence relation. Using Proposition 3.6, we could show that Proposition 3.10. The equivalence class of X under ∼ are closed sets, i.e., given x 0 ∈ X,
is a closed subset of X.
Proof. Assume for k ∈ Z + , x k ∈ P x 0 and x k →x as k → +∞, then there exists a sequence {c k } k∈Z + such that
By Proposition 3.6, for sufficiently large k , |c k | ≤ 1 + d(x, x 0 ). Thus by taking subsequences if necessary, we can assume c k →c. We apply Proposition 3.6 again to obtain that for any x ∈ X,
which implies thatx ∈ P x 0 .
This implies the following corollary:
Corollary 3.11. ♯(X/∼) is 1 or ∞, where ♯ denotes the cardinality of a set.
Fix z 0 ∈ X, we identify C(X, R)/R with all continuous functions on X vanishing at z 0 , the metric d ∞ naturally acts on this subspace.
and by Proposition 3.5,
Combining the definition of ρ, we complete the proof. 
which means that the Busemann functions b γ , bγ is not a constant restricted to γ.
More results for Riemannian manifolds
One of the major sources of complete, locally compact, non-compact geodesic spaces are complete, non-compact Riemannian manifolds. This fact prompts us to restrict ourselves to the category of finite dimensional Riemannian manifolds and to go a step further than previous sections. In this section, we always assume (M, g) to be a connected, complete, noncompact C ∞ Riemannian manifold without boundary, and | · | g be the norm on T M induced by the metric tensor g.
It is well known that the study of viscosity solutions to the eikonal equation
plays a central role in understanding the interplay between the topology of the underlying manifold M and the geometry of the metric g defined on it. It is shown, see [5] , that viscosity solutions are nothing but dl-functions on M. This is also why we discuss dl-functions in the setting of geodesic spaces.
The first conclusion of Theorem 1.9 relates the equivalence relation ∼ on X induced by ρ to the structure of the set of viscosity solutions to (16). To prove it, we shall use the following simple Observation:
Since u x 0 is locally semi-concave, −γ(0) ∈ ∇ + u x 0 (x 0 ), where ∇ + u denotes the super-gradient with respect to g. This is implied by the definition of point-assigned solutions or Theorem 1.4.
A direct application of the above observation gives: We now come back to the proof of the first part of Theorem 1.9.
Proof of (i) of Theorem 1.9. Among other things, we only need to show that if the eikonal equation (16) admits two non-equivalent solutions u i : M → R, i = 1, 2, then there are {x i } i∈N such that {u x i } i∈N are pairwise non-equivalent.
It is well-known that if u : M → R is a solution to (16), then for any point x ∈ M, there is at least one geodesic ray γ : [0, ∞) → M with γ(0) = x such that u(γ(t 2 )) − u(γ(t 1 )) = t 1 − t 2 . Furthermore, such γ is unique if and only if u is differentiable at x.
Since u i , i = 1, 2 are 1-Lipschitz, then there exists a subset S ⊆ M with positive measure (with respect to the volume form on (M, g)) such that both u i are differentiable on S and for any x ∈ S , ∇(u 1 − u 2 )(x) 0. Since u i are solutions to (16), by the discussions in the last paragragh, there are at least two geodesic rays starting from any point x ∈ S .
We choose the sequence of points {x i } i∈N by induction. To start with, we choose any x 0 ∈ S . Suppose we have chosen n distinct points x i , i = 0, ..., n− 1 and u x i their corresponding point-assigned solutions. Let Z i denote the set of non-differentiable points of u x i , and since u x i is 1-Lipschitz Z i has zero measure. Now we choose x n to be any point in the non-empty set S \ ∪ i=0,..,n−1 Z i . Assume 0 ≤ i < j < ∞, and it is easily seen, by the above choice, that u x i is differentiable at x j ; however, by the observation at the beginning of this section, ∇ + u x j (x j ) contains at least two elements, therefore u x j is non-differentiable at x j . This shows that for any 0 ≤ i < j, u x i and u x j cannot differ by a constant, which proves our conclusion.
Remark 4.3. The proof extends to metric-measure spaces treated in [4] .
From the above proof, we immediately get It is a curious topic to study the geometric structure of non-compact Riemannian manifold (M, g) for which the eikonal equation (16) admits only one solution (up to a constant). Let us look at a simple but interesting example, see also [5, Page 472 ].
Example 4.5. We consider the flat half cylinder S 1 × [0, ∞) with the standard product metric g = dθ · dr, where θ and r denote the coordinate on the unit circle S 1 and ray [0, ∞) respectively. To make the half cylinder into a non-compact Riemannian manifold, we install a semi-sphere hat {(x, y, z) ∈ R 3 | x 2 + y 2 + z 2 = 1, z ≥ 0} on it by identifying the equator to the boundary S 1 × {0} of the cylinder, see Figure 2 below. We call the resulting manifold an infinite stick and denote it by M 0 . We remark that as a differentiable manifold, M 0 is of class C 1 but not C 2 . But by some easy modification, we could make M 0 into a smooth Riemannian manifold with all the properties listed below unchanged.
Note that M 0 possesses the following properties: (1) Except the vertex N, there is a unique geodesic ray starting from every point p on M 0 . That is the unique great circle on the semi-sphere connecting N with the equator and passing through p (if p does not locate on the interior of the hat, this part is deleted) continued by a generator {θ = θ 0 } of the cylinder, where (θ 0 , 0) is the intersection of the great circle with the equator.
(2) Thus, by Corollary 4.4, the eikonal equation (16) on M 0 admits only one solution up to constants. On the other hand, it is easy to check that u(x) = u N (x) = −d(x, N), x ∈ M 0 is a global solution to (16). So we could conclude that for every x 0 ∈ M 0 ,
Remark 4.6. Riemannian manifolds of this class must be highly symmetric and we believe that, at least for the low dimensional cases, they shall admit a classification with respect to isometry. But to the best of our knowledge, little is known on this topic.
To end this section, we show that ρ is identical with d if and only if every geodesic is a line, which says that (M, g) contains no pair of conjugate points.
Proof of (ii) of Theorem 1.9. We note that if for any x, y ∈ M, ρ(x, y) = d(x, y), then since u x : M → R is 1-Lipschitz, for any x ∈ M u x = −d(x, ·).
By Theorem 1.4, d(x, ·) and u x are locally semi-concave functions on M\{x}, the above equality implies that they are C 1 on M \ {x}.
This leads to the conclusion that d :
It is equivalent to the fact that, using knowledge from Riemannian geometry, every geodesic is minimizing and the exponential map exp x : T x M → M is a diffeomorphism. The theorem follows immediately. It is not difficult to give an example showing that γ xy and γ yx may fail to be subrays of a same line.
Gromov-Hausdorff metric and point-assigned dl-functions
It is well-known that the Gromov-Hausdorff metric is defined on the space of compact metric spaces. In this section, we shall present a result on the similarity between pointed assigned dl-functions defined on two geodesic spaces approximating each other in the sense of Gromov-Hausdorff. For convenience, we use the notation d GH := d GH ((X, d X , x 0 ), (Y, d Y , y 0 )) if there is no confusion. To go further, we introduce the notion of correspondence between two pointed metric spaces:
• for any y ∈ Y, there exists x ∈ X such that (x, y) ∈ R p . We associated every pointed correspondence with a positive number, called distortion, by
As is proved for compact cases, the distortion of a pointed correspondence to the Gromov-Hausdorff metric between the underlying two metric spaces.
Proposition 5.2.
Proof. For any r > d GH , assume that X, Y are subspaces of some metric spaces (Z, d) such that
We define
. Now we prove another inequality. Given x ∈ X, y ∈ Y, set 2r = dis R p for some pointed correspondence, and define
Then we have
and it is easy to check that
Another method to check whether two spaces are close to each other in the sense of Gromov-Hausdorff is looking for 0-skeleton (with restricted metric) which are close in the sense of Gromov-Hausdorff.
0 ) be two metric spaces and ǫ, δ > 0. We say that (X, x 0 ) and (Y, y 0 ) are (ǫ, δ)-approximations of each other if there exist countable collections of points {x i } i≥0 ⊆ X and {y i } i≥0 ⊆ Y such that:
(1) The sets {x i } i≥0 and {y i } i≥0 are ǫ-net in X and Y respectively,
Proof. Let X 0 = {x i } i≥0 and Y 0 = {y i } i≥0 be metric subspaces of X and Y as in Definition 5.3. The second condition in the definition shows that {(x i , y i ) : i ≥ 0} between (X 0 , x 0 ) and (Y 0 , y 0 ) has distortion less than δ. It follows that d GH ((X 0 , x 0 ), (Y 0 , y 0 )) < δ. Since X 0 and Y 0 are ǫ-nets in X and Y, respectively, we have
The statement follows by the triangle inequality for d GH .
It is reasonable to believe that the existence of ǫ-isometry is closely related to the smallness of Gromov-Hausdorff metric. 
If (x, y), (x ′ , y ′ ) are two elements in R p , then
Hence dis R p ≤ 3ǫ so that d GH ≤ 3ǫ.
Equipping with the above propositions, let us give
Proof of Theorem 1.14. The existence of 2ǫ-isometry f : X → Y is guaranteed by Corollary 5.5. By using the notations u r x 0 (x) := d X (x, S r (x 0 )) − r, u r y 0 (y) := d Y (y, S r (y 0 )) − r, defined in Section 3, there exist y * ∈ S r (y 0 ), x * ∈ X such that
where the existence of x * follows from the fact that f (X) is a 2ǫ-net in Y and it follows that
Using the notation and estimate in (23), we obtain
By sending r → ∞ (so that r * → ∞ as well), u x 0 (x) − u y 0 ( f (x)) ≤ 8ǫ.
The other hand is completely similar: there exists x ′ ∈ S r (x 0 ) such that d X (x, S r (x 0 )) = d X (x, x ′ ), thus by setting r ′ := d Y (y 0 , f (x ′ )), it is clear that
By sending r → ∞ (so that r * → ∞ as well), u y 0 ( f (x)) − u x 0 (x) ≤ 4ǫ. This completes the proof.
Level sets of point-assigned dl-functions: simple examples
Knowledge about the level sets of Busemann function, also called horospheres, is proved to be very important in understanding the geometry of certain kinds of Riemannian manifolds. Same topics for point-assigned dlfunctions deserve a discussion.
As the first example, we consider Hadamard spaces, namely simply connected Riemannian manifold with non-positive curvature: as observed before, u x 0 (·) = −d(x 0 , ·), so it attains its maxima at the unique point x 0 and its level sets coincide with geodesic spheres centered at x 0 , thus is compact.
One may ask whether point-assigned dl-functions attain their maxima (or bounded from above) and their level sets are compact in general. However, a simple example shows that this is not the case.
To describe our construction, we start with x-axis of the Euclidean plane. For each i ∈ N, we connect (−i, 0) with (i, 0) by three concatenate segments
and obtain a graph H on the Euclidean plane (see the following picture):
The Euclidean metric restricted to H induces an intrinsic metric, see [2, Section 2.3, page 36], and we denote this metric byd. Now (H,d) becomes a length space.
For k ∈ N, let x k = (0, k), p k = (k, 0), we shall evaluate u x 0 at these points. Note that by the definition of u x 0 and monotonicity of u r x 0 (x) on r, we can take r to be an integer n ≫ k and approximate the value u x 0 (x) by u n x 0 (x). For convenience, we assume n ≡ 0 (mod 6). In this case, x 0
x 1
From (25), we deduce that for k < n 3 , d(p k , S n (x 0 )) = n − k, d(x k , S n (x 0 )) =d(x k , p k ) +d(p k , S n (x 0 )) = 2k + (n − k) = n + k.
Thus by definition of u x 0 , for any k ∈ N, 
Similarly, it is easy to see that for k ∈ N, q k = (k, k) are zeros of u x 0 . Thus for the length space (H,d), u x 0 has no upper bound and its level set u −1 x 0 (0) is not compact.
We could apply the results of last section to modify the above construction to a Riemannian manifold with infinite upper bound by approximating (H,d) in the Gromov-Hausdorff sense.
Let us carry out this procedure in detail. We begin with the cylinder {(x, y, z) : y 2 + z 2 = ǫ 2 } to play the role of x-axis in Euclidean space R 3 . Let y : [−ǫ, ǫ] → R be a C ∞ extension of
that has total length ≤ π 6 ǫ when |z| ∈ [ ǫ 2 , ǫ √ 2 ]. We use {(z,ỹ(z)) | z ∈ [−ǫ, ǫ]} to replace the upper semicircle of {(y, z) : y 2 + z 2 = ǫ 2 , z ≥ 0}. Thus we obtain a topological cylinder C 0 with a flat locates at the top.
For each i ∈ Z and i 0, we denote two families of flat cylinders by 
It is clear that C 0 , C 1 i , C 2 |i| are mutually non-intersect. Similar to Section 4, it is necessary to connect C i , i ≥ 0 in a smooth way to obtain the desired Riemannian manifold H ǫ . Let ξ be a C ∞ curve on the xy-plane connecting the origin to A = ( 1 3 ǫ, (2 − √ 3
2 )ǫ) such that • ξ is C ∞ -tangent to x-axis at origin and to y-axis at A, • Im ξ is the graph of a convex function on defined [0, 1 3 ǫ], • length (ξ) ≤ ( 7 3 − √ 3
2 )ǫ. Then we translate the origin to (i − ǫ 2 , 0, 0) as well as ξ, then ξ rotate once around {(i, y, 0) : y ∈ R} generate a surface of revolution which connects C 1 i with C 0 .
Finally, it is easy to use one of the quarter part of standard embedding torus, with R = 2ǫ, r = ǫ 3 to connect C 1 i , C 2 |i| , we only need to modify two junctions to obtain a smooth connection. This can be achieved by a similar modification of the axis of revolution, which is a circle. We use (H ǫ ,d ǫ ) to denote the consequent manifold with the intrinsic metric induced by the Euclidean metric.
It ia easy to find two corresponding H 0 ⊆ H and H ǫ 0 ⊆ H ǫ satisfying the assumptions in Definition 5.3 with ǫ ′ = 5ǫ, δ ′ = 5ǫ. Now we can use Proposition 5.4 to conclude that d GH ((H,d), (H ǫ ,d ǫ )) ≤ 15ǫ.
It follows from Theorem 1.14 that the point assigned dl-function defined on (H ǫ ,d ǫ ) has no upper bound and non-compact level sets.
