Abstract-An ant colony optimization (ACO) algorithm offers algorithmic techniques for optimization by simulating the foraging behavior of a group of ants to perform incremental solution constructions and to realize a pheromone laying-and-following mechanism. Although ACO is first designed for solving discrete (combinatorial) optimization problems, the ACO procedure is also applicable to continuous optimization. This paper presents a new way of extending ACO to solving continuous optimization problems by focusing on continuous variable sampling as a key to transforming ACO from discrete optimization to continuous optimization. The proposed SamACO algorithm consists of three major steps, i.e., the generation of candidate variable values for selection, the ants' solution construction, and the pheromone update process. The distinct characteristics of SamACO are the cooperation of a novel sampling method for discretizing the continuous search space and an efficient incremental solution construction method based on the sampled values. The performance of SamACO is tested using continuous numerical functions with unimodal and multimodal features. Compared with some state-of-the-art algorithms, including traditional ant-based algorithms and representative computational intelligence algorithms for continuous optimization, the performance of SamACO is seen competitive and promising.
problems [8] [9] [10] , and circuit design problems [11] . When solving these problems, pheromones are deposited by ants on nodes or links connecting the nodes in a construction graph [2] . Here, the ants in the algorithm represent stochastic constructive procedures for building solutions. The pheromone, which is used as a metaphor for an odorous chemical substance that real ants deposit and smell while walking, has similar effects on biasing the ants' selection of nodes in the algorithm. Each node represents a candidate component value, which belongs to a finite set of discrete decision variables. Based on the pheromone values, the ants in the algorithm probabilistically select the component values to construct solutions.
For continuous optimization, however, decision variables are defined in the continuous domain, and, hence, the number of possible candidate values would be infinite for ACO. Therefore, how to utilize pheromones in the continuous domain for guiding ants' solution construction is an important problem to solve in extending ACO to continuous optimization. According to the uses of the pheromones, there are three types of ant-based algorithms for solving continuous optimization problems in the literature.
The first type does not use pheromones but uses other forms of implicit or explicit cooperation. For example, API (named after Pachycondyla APIcalis) [12] simulates the foraging behavior of Pachycondyla apicalis ants, which use visual landmarks but not pheromones to memorize the positions and search the neighborhood of the hunting sites.
The second type of ant-based algorithms places pheromones on the points in the search space. Each point is, in effect, a complete solution, indicating a region for the ants to perform local neighborhood search. This type of ant-based algorithms generally hybridizes with other algorithms for maintaining diversity. The continuous ACO (CACO) [13] [14] [15] is a combination of the ants' pheromone mechanism and a genetic algorithm. The continuous interacting ant colony algorithm proposed by Dréo and Siarry [16] uses both pheromone information and the ants' direct communications to accelerate the diffusion of information. The continuous orthogonal ant colony (COAC) algorithm proposed by Hu et al. [17] adopts an orthogonal design method and a global pheromone modulation strategy to enhance the search accuracy and efficiency. Other methods such as hybridizing a Nelder-Mead simplex algorithm [18] and using a discrete encoding [19] have also been proposed. Since pheromones are associated with the entire solutions instead of components in this type of algorithms, no incremental solution construction is performed during the optimization process.
The third type of algorithms follows the ACO framework, i.e., the ants in the algorithms construct solutions incrementally biased by pheromones on components. Socha [20] extended the traditional ACO for solving both continuous and mixed discrete-continuous optimization problems. Socha and Dorigo [21] later improved their algorithm and referred the resultant algorithm to ACO R , where an archive was used to preserve the k best solutions found thus far. Each solution variable value in the archive is considered as the center of a Gaussian probability density function (PDF). Pheromones in ACO R are implicit in the generation of Gaussian PDFs. When constructing a solution, a new variable value is generated according to the Gaussian distribution with a selected center and a computed variance. The fundamental idea of ACO R is the shift from using a discrete probability distribution to using a continuous PDF. The sampling behavior of ACO R is a kind of probabilistic sampling, which samples a PDF [21] . Similar realizations of this type are also reported in [22] [23] [24] [25] [26] [27] [28] .
Different from sampling a PDF, the SamACO algorithm proposed in this paper is based on the idea of sampling candidate values for each variable and selecting the values to form solutions. The motivation for this paper is that a solution of a continuous optimization problem is, in effect, a combination of feasible variable values, which can be regarded as a solution "path" walked by an ant. The traditional ACO is good at selecting promising candidate component values to form high-quality solutions. Without loss of the advantage of the traditional ACO, a means to sample promising variable values from the continuous domain and to use pheromones on the candidate variable values to guide the ants' solution construction is developed in SamACO.
Distinctive characteristics of SamACO are the cooperation of a novel sampling method for discretizing the continuous search space and an efficient method for incremental solution construction based on the sampled variable values. In SamACO, the sampling method possesses the feature of balancing memory, exploration, and exploitation. By preserving variable values from the best solutions constructed by the previous ants, promising variable values are inherited from the last iteration. Diversity of the variable values is maintained by exploring a small number of random variable values. High solution accuracy is achieved by exploiting new variable values surrounding the best-so-far solution by a dynamic exploitation process. If a high-quality solution is constructed by the ants, the corresponding variable values will receive additional pheromones, so that the latter ants can be attracted to select the values again.
Differences between the framework of ACO in solving discrete optimization problems (DOPs) and the proposed SamACO in solving continuous optimization problems will be detailed in Section II. The performance of SamACO in solving continuous optimization problems will be validated by testing benchmark numerical functions with unimodal and multimodal features. The results are compared not only with the aforementioned ant-based algorithms but also with some representative computational intelligence algorithms, e.g., comprehensive learning particle swarm optimization (CLPSO) [29] , fast evolutionary programming (FEP) [30] , and evolution strategy with covariance matrix adaptation (CMA-ES) [31] .
The rest of this paper is organized as follows. Section II first presents the traditional ACO framework for discrete optimization. The SamACO framework is then introduced in a more general way. Section III describes the implementation 
II. ACO FRAMEWORK FOR DISCRETE AND CONTINUOUS OPTIMIZATION

A. Traditional ACO Framework for Discrete Optimization
Before introducing the traditional ACO framework, a discrete minimization problem is first defined as in [2] and [21] .
Definition 1: A discrete minimization problem Π is denoted as (S, f, Ω), where
• S is the search space defined over a finite set of discrete decision variables (solution components) X i with values x
. . , n, with n being the number of decision variables.
• f : S → is the objective function. Each candidate solution x ∈ S has an objective function value f (x). The minimization problem is to search for a solution
• Ω is the set of constraints that the solutions in S must satisfy. The most significant characteristic of ACO is the use of pheromones and the incremental solution construction [2] . The basic framework of the traditional ACO for discrete optimization is shown in Fig. 1 . Besides the initialization step, the traditional ACO is composed of the ant's solution construction, an optional local search, and the pheromone update. The three processes iterate until the termination condition is satisfied.
When If the links between the values are associated with pheromones, each x
u -tuple will be assigned a pheromone value τ
Since the treatment of placing pheromones on links or components is similar, the rest of this paper will focus on the case where pheromones are on components.
As the number of component values is finite in DOPs, pheromone update can be directly applied to the τ (j) i in (1) for increasing or reducing the attractions of the corresponding component values to the ants. The realization of the pheromone update process is the main distinction among different ACO variants in the literature, such as the ant system (AS) [3] , the rank-based AS (AS rank ) [32] , the Max-Min AS [33] , and the ant colony system (ACS) [4] .
B. Extended ACO Framework for Continuous Optimization
Different from DOPs, a continuous optimization problem is defined as follows [2] , [21] .
Definition 2: A continuous minimization problem Π is denoted as (S, f, Ω), where
• S is the search space defined over a finite set of continuous decision variables (solution components)
, l i and u i representing the lower and upper bounds of the decision variable X i , respectively.
• the definitions of f and Ω are the same as in Definition 1.
The difference from the DOP is that, in continuous optimization for ACO, the decision variables are defined in the continuous domain. Therefore, the traditional ACO framework needs to be duly modified.
In the literature, researchers such as Socha and Dorigo [21] proposed a method termed ACO R to shift the discrete probability distribution in discrete optimization to a continuous probability distribution for solving the continuous optimization problem, using probabilistic sampling. When an ant in ACO R constructs a solution, a Gram-Schmidt process is used for each variable to handle variable correlation. However, the calculation of the Gram-Schmidt process for each variable leads to a significantly higher computational demand. When the dimension of the objective function increases, the time used by ACO R also increases rapidly. Moreover, although the correlation between different decision variables is handled, the algorithm may still converge to local optima, particularly when the values in the archive are very close to each other.
However, if a finite number of variable values are sampled from the continuous domain, the traditional ACO algorithms for discrete optimization can be used. This forms the basic idea of the SamACO framework proposed in this paper. The key for successful optimization now becomes how to sample promising variable values and use them to construct highquality solutions. The SamACO framework for continuous optimization is shown in Fig. 2 
. Each decision variable
The sampled discrete variable values are then used for optimization by a traditional ACO process as in solving DOPs. Fig. 3 illustrates the flowchart of the algorithm. The overall pseudocode of the proposed SamACO is shown in Appendix I.
A. Generation of the Candidate Variable Values
The generation processes of the candidate variable values in the initialization step and in the optimization iterations are
1 , τ different. Initially, the candidate variable values are randomly sampled in the feasible domain as
where (m + ϑ) is the initial number of candidate values for each variable i, and rand
During the optimization iterations, candidate variable values have four sources, i.e., the variable values selected by ants in the previous iteration, a dynamic exploitation, a random exploration, and a best-so-far solution. In each iteration, m ants construct m solutions, resulting in m candidate values for each variable for the next iteration. The best-so-far solution is then updated, representing the best solution that has ever been found. The dynamic exploitation is applied to the best-so-far solution, resulting in g i new candidate variable values near the corresponding variable values of the best-so-far solution for each variable X i . Furthermore, a random exploration process generates Θ new values for each variable by discarding the worst Θ solutions that are constructed by the ants in the previous iterations. Suppose that the worst Θ solutions are denoted by
The new variable values for the solution x (j) are randomly generated as
where i = 1, 2, . . . , n and j = m − Θ + 1, . . . , m. New values, thus, can be imported in the value group. To summarize, the composition of the candidate variable values for the ants to select is illustrated in Fig. 4 . There are a total of (m + g i + 1) candidate values for each variable X i . 
B. Dynamic Exploitation Process
The dynamic exploitation proposed in this paper is effective for introducing fine-tuned variable values into the variable value group. We use a radius r i to confine the neighborhood exploitation of the variable value
The dynamic exploitation is applied to the best-so-far solution
n ), aiming at searching the vicinity of the variable value
The values of the variables in the best-so-far solution are randomly selected to be increased, unchanged, or reduced aŝ In each iteration, the radiuses adaptively change based on the exploitation result. If the best exploitation solution is no worse than the original best-so-far solution (case 1), the radiuses will be extended. Otherwise (case 2), the radiuses will be reduced, i.e.,
where v e (v e ≥ 1) is the radius extension rate, and v r (0 < v r ≤ 1) is the radius reduction rate. The initial radius value is set as r i = (u i − l i )/(2m), i = 1, 2, . . . , n. The extension of the radiuses can import values in a distance further away from the original value, whereas the reduction of the radiuses can generate values with high accuracy near to the original value. The extension and the reduction of radiuses aim at introducing values with different accuracy levels according to the optimization situation.
C. Ants' Solution Construction
After the candidate variable values are determined, m ants are dispatched to construct solutions. Each candidate variable value is associated with pheromones, which bias the ants' selection for solution construction. The index l (k) i of the variable value selected by ant k for the ith variable is
i , . . . , τ
where q is a uniform random value in [0, 1), i = 1, 2, . . . , n, k = 1, 2, . . . , m. The parameter q 0 ∈ [0, 1) controls whether an ant will choose the variable value with the highest pheromone from the m solutions generated in the previous iteration, or randomly choose an index L (k) i ∈ {0, 1, . . . , m + g i } according to the probability distribution given by
The constructed solution of ant k is denoted
). An illustration of two ants constructing solutions is shown in Fig. 5 . The variable values that are selected by each ant form a solution "path." Pheromones will then be adjusted according to the quality of these solution paths.
D. Pheromone Update
Initially, each candidate variable value is assigned an initial pheromone value T 0 . After evaluating the m solutions constructed by ants, the solutions are sorted by their objective function values in an order from the best to the worst. Suppose that the sorted solutions are arranged as x (1) , x (2) , . . . , x (m) . The pheromones on the selected variable values are evaporated as
where 0 < ρ < 1 is the pheromone evaporation rate, and T min is the predefined minimum pheromone value, i = 1, 2, . . . , n, j = 1, 2, . . . , m.
The variable values in the best Ψ solutions have their pheromones reinforced as
where 0 < α < 1 is the pheromone reinforcement rate, and T max is the predefined maximum pheromone value, i = 1, 2, . . . , n, j = 1, 2, . . . , Ψ, with Ψ being the number of the high-quality solutions that receive additional pheromones on the variable values. The pheromones on the variable values that are generated by the exploration process and the dynamic exploitation process are assigned as T 0 . In each iteration, pheromone values on the variable values of the best-so-far solution are assigned equal to the pheromone values on the iteration best solution.
IV. PARAMETER STUDY OF SamACO
It can be seen that the proposed SamACO involves several parameters. Here, we will investigate the effects of these parameters on the proposed algorithm.
A. Effects of the Parameters in SamACO 1) Discarding Number Θ:
The discarding number Θ ≥ 1 is used for maintaining diversity in the candidate variable values. In each iteration, the random exploration process replaces the Θ worst solutions constructed by ants. The more the solutions replaced, the higher the diversity in the candidate variable values. Diversity is important for avoiding stagnation, but a high discarding rate can slow down the convergence speed.
2) Elitist Number Ψ: Different from the discarding number Θ, the elitist number Ψ determines the best solutions constructed by ants to receive additional pheromones. The variable values with extra pheromone deposits have higher chances to be selected by ants. Therefore, the elitist number Ψ helps preserve promising variable values and accelerate the convergence speed.
Both the parameters Θ and Ψ cannot be set too large. In fact, a small discarding number and a small elitist number are sufficient because their effects accumulate in iterations.
3) Traditional Parameters in ACO: Similar to the ACS [4] , parameters of SamACO to simulate the ants' construction behavior include the number of ants m, the parameter q 0 , the pheromone evaporation rate ρ, the pheromone reinforcement rate α, the initial pheromone value T 0 , and the lower and upper limits of pheromone values T min and T max . In the literature, a great deal of work has been carried out on the parametric study for ACO, such as [4] and [34] [35] [36] [37] . In Section IV-B, we will use experiments to find suitable settings for these parameters.
4) Parameters in Dynamic Exploitation:
The parameters in the dynamic exploitation include the exploitation frequency ϑ and the radius reduction and extension rates v r and v e , respectively. The exploitation frequency ϑ controls the number of values to be sampled in the neighborhood of the best-sofar solution per iteration. Since each candidate variable value group is mainly composed of m variable values that are selected by the previous ants and the variable values from the local exploitation, the value of ϑ influences the selection probabilities of the m variable values. Furthermore, a large ϑ provides more candidate variable values surrounding the neighborhood of the best-so-far solution, but it may induce premature convergence. On the contrary, a small ϑ may not sample enough local variable values, and, thus, the speed to approach the local optimum is slow. On the other hand, the radius reduction and extension rates v r and v e , respectively, adapt the exploitation neighborhood range according to the solution quality. Because the radius extension is a reversal operation of the radius reduction, we set v e = 1/v r in this paper.
B. Numerical Analysis on Parameter Settings
Some of the SamACO parameters have their default settings. They are set as T min = T 0 = 0.1, T max = 1.0, Θ = 1, and Ψ = 1. There is generally no need to change these values. However, the performance of the proposed algorithm is more sensitive to other parameters.
According to our prior experiments on a set of unimodal and multimodal functions (listed in Appendix II) with n = 30, the parameters m = 20, ϑ = 20, ρ = 0.5, α = 0.3, q 0 = 0.1, and v r = 0.7 are used for comparing the performance of SamACO with other algorithms. In the remainder of this section, we undertake a numerical experiment on f 6 (the shifted Schwefel's problem 1.2) for discussing the influence of these parameters. The algorithm terminates when the number of function evaluations (FEs) reaches 300 000. Each parameter setting is independently tested 25 times. Fig. 6 shows a contour graph representing the average number of FEs used for achieving an accuracy level smaller than ε = f (x) − f (x * ) = 1, where f (x) and f (x * ) denote the solution value and the optimal solution value, respectively. The smaller the number of FEs used, the better the performance of the proposed algorithm. It can be observed in Fig. 6 that SamACO is more sensitive in m than in ϑ. When the value of ϑ is fixed, a larger m consumes more FEs. Furthermore, when ϑ = 0 and 1 (not shown in Fig. 6 ), SamACO cannot achieve any satisfactory results within the maximum number of FEs (300 000) using any value of m. Therefore, a sufficient amount of dynamic exploitation is crucial to achieving solutions with high accuracy.
1) Correlations Between Ant Number m and Exploitation
2) Radius Reduction Rate v r :
The values of v r = 0, 0.1, 0.2, . . . , 1 have been tested, with the other parameter values fixed. Fig. 7(a) illustrates a curve representing the average number of FEs used with different values of v r on f 6 . The curve shows a significant decreasing trend when v r increases from 0 to 1. When v r = 0.7, the average number of FEs used is minimized. With a larger value of v r , the reduction speed of radiuses is slower so that promising variable values are not so easy to be omitted when exploiting the neighborhood. When v r = 0 (v e = 0), the neighborhood radius is 0. When v r = v e = 1, the neighborhood radius is fixed as the initial value, which is too large to obtain solutions within the predefined accuracy level. In the above two cases, SamACO cannot find satisfactory solutions.
3) Traditional ACO Parameters q 0 , ρ, and α: The values of 0, 0.1, 0.2, . . . , 1 have been assigned to q 0 , ρ, and α, respectively, for analyzing their influence to SamACO. The curves showing the average number of FEs used with different values of q 0 , ρ, and α are given in Fig. 7(b)-(d) . It can be observed in Fig. 7(b) that an inclination for selecting the variable value having the largest pheromone from the m variable values [as in (6) ] is beneficial because SamACO uses smaller numbers of FEs when q 0 = 0.2 and 0.1 than that of q 0 = 0. However, the value of q 0 cannot be too large. Otherwise, the algorithm traps in local optima and needs a long time to jump out. From Fig. 7(c) and (d) , the curves of ρ and α show similar trends. The algorithm has unsatisfactory performance when ρ = 0 or α = 0, in which case a local or global pheromone update does not take any effect. Therefore, pheromone updates are quite useful for the optimization process. To facilitate practical applications of SamACO to various problems, Table I lists the domains and default settings (denoted by DS) of the parameters (P) and concludes the sensitivity of SamACO based on the default settings.
V. NUMERICAL EXPERIMENTS
A. Experimental Setup
Sixteen benchmark numerical functions have been tested in this paper to validate the performance of the proposed SamACO. Appendix II lists these functions chosen from the literature [30] , [40] . Among them, functions f 1 to f 9 are unimodal, whereas f 10 to f 16 are multimodal.
Three types of algorithms are used for comparing the performance of SamACO. The first type includes the ant-based algorithms such as CACO [15] , COAC [17] , and ACO R [21] . The second type consists of the other well-known swarm intelligence algorithm as ACO, that is, particle swarm optimization (PSO) [29] , [38] , [39] . Different from ACO, PSO was originally developed for continuous optimization. An improved variant of PSO-the CLPSO [29] -is applied. The third type consists of representative algorithms that use an explicit probabilitylearning notion. In general, most computational intelligence algorithms have implicit or explicit probabilistic models that guide the optimization process. ACO uses pheromones as explicit guidance. Moreover, algorithms such as evolutionary programming and evolution strategy also learn from explicit probabilistic models for generating new solutions. Here, we use FEP [30] and CMA-ES [31] as representatives of the probability-learning algorithms.
Except for CMA-ES, algorithms in comparison with SamACO are programmed in C, according to the source code provided by the authors and the descriptions given in the references. CMA-ES is programmed in MATLAB. 1 The parameters of the algorithms are set as the recommended values according to the references. Notice that all of the algorithms terminate when the number of FEs reaches 300 000. Each function is independently tested 25 times. Table II tabulates the mean error values f (x) − f (x * ) and the corresponding standard deviations (St. dev) on f 1 −f 16 for SamACO, CACO, COAC, and ACO R when n = 30. A t-test is made based on the error values of 25 independent runs for showing whether SamACO is significantly better or worse than the other algorithms. If the same zero error values are obtained for the compared algorithms (i.e., f 1 ), the numbers of FEs that are required for achieving the zero error values are used by the t-test. A score 1, 0, or −1 is added when SamACO is significantly better than (b †), indifferent to (i), or significantly worse than (w ‡) the compared algorithm for each function, respectively. In the table, the total scores corresponding to the other ant-based algorithms are all positive, which means that the performance of SamACO is generally better than those algorithms. Table III shows the average number of FEs that are required to achieve accuracy levels smaller than ε 1 = 1 and ε 2 = 10 −6 . The symbol × denotes that the results cannot reach the predefined accuracy level ε within maximum 300 000 FEs, whereas "%ok" stands for the successful percentage over 25 independent runs. Only successful runs used for calculating the average number of FEs and only the functions that can be successfully solved by SamACO are presented in the table. It can be observed that the proposed SamACO performs the best among the four algorithms. SamACO not only has higher successful percentages than the other ant-based algorithms but also uses a relatively small number of FEs to achieve solutions within the predefined accuracy levels. For example, when solving f 2 (the shifted Schwefel's P2.21), SamACO can find solutions within accuracy levels 1 and 10 −6 in all runs. However, CACO, COAC, and ACO R can only obtain solutions within the accuracy level 1 or 10 −6 successfully in some runs.
B. Results and Comparisons
1) Comparison With Other Ant-Based Algorithms:
2) Comparison With CLPSO and Probability-Learning Algorithms:
The scores in Table II show that SamACO generally performs better than CLPSO on the test functions. According to Table III, the average numbers of FEs used by SamACO are much smaller than those used by CLPSO. Furthermore, SamACO can find satisfactory solutions in more test functions than CLPSO.
On the other hand, CMA-ES achieves the smallest t-test total scores among the compared algorithms presented in Table II . However, CMA-ES has unsatisfactory performance on functions such as f 10 , f 11 , f 15 , and f 16 . The second place is SamACO because the other algorithms have positive total scores, which means that they are not better than SamACO. Table III shows that FEP generally needs more FEs to obtain satisfactory results. CMA-ES can obtain high-quality solutions very fast for most of the test functions. Fig. 8 illustrates the convergence curves of SamACO and the compared algorithms. It can be seen that SamACO finds solutions with high accuracy very fast for the functions.
3) Analysis on the Computational Complexity of Algorithms: Following the methods in [40] , the computational complexity of the algorithms discussed in this paper is computed as in Table IV . Computations of T 0, T 1, andT 2 can be referred in [40] . The values of T 1 andT 2 are obtained on f 7 By using the Gram-Schmidt process, which is a computationally heavy operation, the computational complexity of ACO R is much larger than that of the other algorithms. In addition, algorithms that use complex distribution models (such as FEP and CMA-ES) generally require a longer computation time. The computational complexity of SamACO is modest, with a complexity value smaller than 3.
VI. CONCLUSION
An algorithm termed SamACO has been proposed for solving continuous optimization problems in this paper. It demonstrates that after determining candidate variable values, the optimization procedure of ACO in solving DOPs is, in effect, a subprocess in solving continuous optimization problems. Therefore, a way to sample promising variable values in the continuous domain and to use pheromones to guide ants' construction behavior has been developed in SamACO to extend ACO to continuous optimization. It has been shown that SamACO can also be applied to both DOPs and mixed discrete-continuous optimization problems. The novelties and characteristics of SamACO are as follows.
• A new framework for ACO. The SamACO framework extends ACO to continuous optimization, using an effective sampling method to discretize the continuous space, so that the traditional ACO operations for selecting discrete components can be used compatibly. End-for Evaluate the kth solution according to the objective function End-for 4) / * Pheromone update * / Sort the m solutions from the best to the worst Update the best-so-far solution Perform pheromone evaporation to the m solutions according to (8) Perform pheromone reinforcement to the best Ψ solutions according to (9) 
