In this paper, the construction of orthogonal bases in the space of Laurent polynomials on the unit circle is considered. As an application, a connection with the so-called bi-orthogonal systems of trigonometric polynomials is established and quadrature formulas on the unit circle based on Laurent polynomials are studied.
Introduction
Throughout the paper, we shall be dealing with a positive Borel measure supported on the unit circle T := {z ∈ C : |z| = 1} and concerned with the computation of integrals on T, i.e., integrals of the form
As usual, estimations of I (f ) will be produced when replacing in (1.1) f (z) by an appropriate approximating (interpolating) function L(z) so that I (L) can now be easily computed. The space of Laurent polynomials consists of all functions of the form L(z) = q j =p j z j , j ∈ C, p, q ∈ Z, p q. Because of the density of in C(T) = {f : T → C, f continuous} with respect to the uniform norm (see e.g., [9, pp. 304-305] ) it seems reasonable to choose as an approximation to f (z) in (1.1) some appropriate Laurent polynomial. For further approximation problems on T see [19] . In this respect, the so-called "quadrature formulas on the unit circle", or "Szegö formulas" introduced in [16] (see also [22] ) appear as the analoges on T of the Gauss-Christoffel or Gaussian formulas when dealing with the estimation of weighted integrals over intervals [a, b] (−∞ a < b + ∞) on the real line. Here, it should be recalled (see e.g., [12] ) the fundamental role played by the orthogonal polynomials as an orthogonal basis of , the space of the ordinary polynomials. In this respect, the initial aim of the paper will be the construction of an orthogonal basis for with respect to the inner product induced by ( ), i.e., (1.2) and the application of these bases in the estimation of I (f ). The paper has been organized as follows. In Section 2, some preliminary results concerning quadrature rules on the unit circle will be briefly given. The construction of orthogonal bases in will be made in Section 3, while the connection with bi-orthogonal systems of trigonometric polynomials is shown in Section 4. The quadrature formulas are analyzed in Section 5, and finally, some concluding remarks emphasizing the role played by Szegö polynomials will be presented in Section 6.
The following notations will be used. Namely, D := {z : |z| < 1}, D := D ∪ T, E := {z : |z| > 1}, E := E ∪ T p,q = span{z j : p j q}, p,q ∈ Z, p q, n = {z j : 0 j n} = 0,n .
Also, for a given function f (z) we define the "substar-conjugate" as f * (z)=f (1/z) and for a polynomial P (z) of degree n its reciprocal (or reverse) P * (z) = z n P * (z) = z n P (1/z). If L(z) = q j =p j z j ∈ p,q then the "complex-conjugate" is defined as L(z) = q j =p j z j ∈ p,q . Moreover, for all k ∈ Z we set k = − e −ik d ( ) (kth trigonometric moment) and denote by n the nth Toeplitz determinant for the measure , i.e., It should be noted that, in general, explicit expressions for Szegö polynomials are not available, and if we want to compute them we can make use of the following (Szegö) recurrence relations (see e.g., [13, 23] ):
where n := n (0) for all n = 1, 2, . . . are the so-called Schur parameters with respect to ( ). 1 They satisfy | n | < 1 for n 1 since the zeros of n (z) lie in D (see [21] ). Now, we introduce the useful sequence of nonnegative real numbers
Finally, observe that from the recurrence relations (1.4) it follows for n = 1, 2, . . . 6) and hence
Both these relations will be used in Section 5.
Preliminary results
Given the integral I (f ), by an n-point quadrature formula on T we mean an expression like
where the nodes {z j } n j =1 and the coefficients or weights { j } n j =1 are chosen so that I n (f ) exactly integrates I (f ) in subspaces of with dimension as large as possible i.e., I n (L) = I (L) for any L ∈ −p,q with p and q nonnegative integers depending on n with sum as great as possible (observe that dim( −p,q ) = p + q + 1). For our purpose, we will first try with subspaces of the form −p,p . This might be motivated by our interest in having positive weights { j } n j =1 in (2.1) since in this case stability and convergence for the sequence {I n (f )} ∞ n=1 are guaranteed. In this respect, it should be taken into account that a quadrature formula (2.1) with real weights which is exact in −p,q is also exact in −r,r with r = max{p, q}. It can be immediately shown that there cannot exist n-point quadrature formulas I n (f ) as (2.1) which are exact in −n,n (just take Q n (z)Q n * (z) ∈ −n,n where Q n (z) = n j =1 (z − z j ), the "nodal polynomial"). Therefore, we must have p n − 1. We can prove the following "necessary conditions" on the nodal polynomial Q n (z) (for an alternative proof see [2] ):
Proof. Exactness in −(n−1),n−1 leads to the following nonlinear system with 2n unknowns z 1 , . . . , z n , 1 , . . . , n and 2n − 1 equations:
Set Q n (z) = n j =0 c j z j with c n = 1. Then, proceeding as in [10, pp. 109-112] concerning the algebraic approach to the Gauss integration formulas, we have the following (taking the first (n + 1) equations in (2.2) i.e., −(n − 1) k 1),
Hence, on the one hand,
On the other hand,
Treating the (n + 1) equations in (2.2) from k = −(n − 2) up to k = 2, we obtain c 0 n−2 + c 1 n−3 + · · · + c n −2 = 0 yielding Q n (z), z n−2 = 0. Proceeding, similarly, i.e., by consecutively taking in (2.2) the equations corresponding to
then it clearly follows that Q n (z) = n (z) and the nodes {z j } n j =1 would lie in D, while Q n (z), z n = 0 implies that Q n (z) = n * n (z), n = 0 and the nodes would lie in E. Thus, part 1 follows. Since z j ∈ T, for all j = 1, . . . , n, part 2 follows from
From Theorem 2.1, a system of (n − 1) equations for the unknowns c 0 , . . . , c n−1 (c n = 1) is deduced:
it follows that the system (2.3) may be solved for the constants c 1 , . . . , c n−1 in terms of the parameter c 0 . Thus, one sees (as expected) that Q n (z) cannot be uniquely determined but it essentially depends on a parameter (see (2.5) below). Polynomials Q n (z) satisfying 1 in Theorem 2.1 were earlier introduced by Jones et al. in [16] and they are called "para-orthogonal". On the other hand, a polynomial
is used to be called "self-reciprocal" (see [22] ). Actually, we could restrict ourselves to self-reciprocal polynomials, since it can be proved that if Q n (z) is k-invariant, then there exists a nonzero constant n such that P n (z) = n Q n (z) is self-reciprocal. Conditions 
Remark 2.3. The quadrature formula I n (f ) given in (2.4) was earlier introduced in [16] and called a "Szegö quadrature formula". As already indicated they represent the "analoges" on T of the Gaussian formulas for intervals of the real axis. However, two essential differences should be remarked. Indeed,
are the zeros of the nth orthogonal polynomial with respect to (x). 2.Ĩ n (f ) is exact in 2n−1 , with dimension 2n.
However, for the unit circle, the zeros of the nth Szegö polynomial cannot be used as nodes in an n-point Szegö formula, and an n-point Szegö formula is exact in −(n−1),n−1 , where the dimension is 2n − 1.
Polynomials which are para-orthogonal and invariant were characterized in [16] in terms of the Szegö polynomials. More precisely, it was proved there that a given polynomial Q n (z) of degree n is para-orthogonal and invariant if and only if
In this paper, we shall recover (2.5) but now starting from certain sequences of orthogonal Laurent polynomials which are introduced in the following section.
Orthogonal Laurent polynomials on the unit circle
Orthogonal Laurent polynomials for a measure (distribution) supported on R were earlier introduced by Jones and Thron in [17] and also implicitly in [18] in connection with the solution of the strong Stieltjes moment problem. From these papers, an extensive literature has been produced in the last decades giving rise to a theory parallelling rather closely the well known theory of orthogonal polynomials. See [6, 11, 15, 20] . On the other hand, in 1988, Thron [24] proposed to find and study sequences of Laurent polynomials which are both orthogonal with respect to a measure supported on T and span in a certain order (for further details see [4] and [21] ). More precisely, two sequences { n (z)} ∞ n=0 and { n (z)} ∞ n=0 of orthogonal Laurent polynomials which span in the orders
respectively, were found, corresponding three-term recurrence relations were obtained and their connection with certain families of continued fractions were analyzed. For further properties of these sequences see [8] . Here, we will proceed in a more general setting. Indeed, since we are essentially dealing with a vector space with an inner product ·, · , we can make use of the Gram-Schmidt orthogonalization process. For it, we need a nested sequence of subspaces of Laurent polynomials
This can be done, by taking a sequence {p(n)} ∞ n=0 of nonnegative integers such that p(0) = 0, 0 p(n) n and s(n) = p(n) − p(n − 1) ∈ {0, 1} for n = 1, 2, . . .. In the sequel, a sequence {p(n)} ∞ n=0 satisfying these requirements will be said a "generating sequence". Then, set
Observe that {q(n)} ∞ n=0 is also a generating sequence and that
In any case, we will say that {p(n)} ∞ n=0 has induced an "ordering" in . Now, by applying the orthogonalization process to L n , an orthogonal basis { 0 (z), . . . , n (z)} can be obtained. If we repeat the process for each n=1, 2, . . ., a sequence { n (z)} ∞ n=0 of Laurent polynomials can be obtained, satisfying
{ n (z)} ∞ n=0 will be called a "sequence of orthogonal Laurent polynomials for the measure ( ) and the generating sequence {p(n)} ∞ n=0 ". 
. . then L n = 0,n = n so that, the nth orthogonal Laurent polynomial coincides with the nth Szegö polynomial.
Next, two features of the sequence { n (z)} ∞ n=0 will be displayed, which make the situation on the unit circle completely different from that on the real line. Indeed, let {p(n)} ∞ n=0 be a generating sequence (and hence also {q(n)} ∞ n=0 ) so that one might ask about the ordering induced by {q(n)} ∞ n=0 and prove the following
be a sequence of orthogonal Laurent polynomials for the measure ( ) and the generating sequence
being a sequence of orthogonal Laurent polynomials for the measure ( ) and the generating sequence {p(n)} ∞ n=0 .
Here, it should be remarked that on the real line, there exists no connection between n (z) and n (z) for all n = 0, 1, 2, . . . (see [5, 11] ). On the other hand, one can write for n = 0, 1, 2, . . .
that is, B n (x) coincides up to a multiplicative factor with the nth orthonormal polynomial with respect to the varying measure d n (x) = d (x)/(x p(n)+p(n−1) ). As we will see in the next proposition, the situation on T is very much simplified. To fix ideas, we will assume that we are dealing with a monic sequence which means that B n (z) in (3.6) is a monic polynomial when s(n) = 0 or B n (0) = 1 when s(n) = 1. Then, one has the following (see also [21 
{ n (z)} ∞ n=0 being the sequence of monic Szegö polynomials.
or equivalently, B n (z), z j +s(n) = B n (z), z j = 0 for 0 j n − 1. Hence, B n (z) = n (z). The case s(n) = 1 can be proved in a similar way. " ⇐ " It trivially follows from the orthogonality conditions for n (z) and * n (z) when s(n) = 0 and s(n) = 1 respectively.
From Proposition 3.3 one sees that the zeros of n (z) for n = 1, 2, . . . cannot lie on T, and they cannot be used as nodes in a quadrature formula. In order to overcome this drawback, "quasi-orthogonal" Laurent polynomials need to be introduced. This will be done in Section 5, dedicated to quadratures. In the next section, a connection with the so-called "bi-orthogonal systems of trigonometric polynomials" introduced by Szegö in [22] will be made.
Bi-orthogonal systems
Let T n denote the space of real trigonometric polynomials of degree at most n, i.e., T ∈ T n means that
a k and b k real. For the purpose of constructing quadrature formulas with n nodes in (− , ] exact in T n−1 , Szegö (see [22] ) introduced the concept of "a bi-orthogonal system of trigonometric polynomials with respect to the measure ( )". By this is meant a system {A n } ∞ n=0 ∪ {B n } ∞ n=1 where A n and B n are real independent trigonometric polynomials of exact degree n satisfying with m ·˜ m = 0. Szegö established a connection between the Szegö polynomials with respect to ( ) and bi-orthogonal trigonometric polynomials with respect to ( ). For more details we refer to [22] and [7] . Here we briefly describe in the framework of orthogonal Laurent polynomials how certain combinations give rise to bi-orthogonal systems: 
represents a bi-orthogonal system of real trigonometric polynomials for the measure ( ). 
Proof. Clearly
On the other hand, since 2n−1 (z) is monic, then 2n−1 (z) = z n + L n (z) with L n (z) ∈ −(n−1),n−1 and consequently, taking z = e i ,
because of the orthogonality. Hence, if we impose that 2 n − e in 2n−1 (e i ) d ( ) should be a real number, then from (4.3) the remaining orthogonality condition follows. Finally, from (1.4) and (3.7) it follows taking z = e i that
Remark 4.2. Thus we have shown how the odd sequence of orthogonal Laurent polynomials for the generating sequence p(n)=E[n/2] gives rise to bi-orthogonal systems. Conjugating the identity (4.1) and proceeding as in the proof of Theorem 4.1 with the odd sequence { 2n−1 } ∞ n=0 associated with the generating sequence p(n) = E[(n + 1)/2] (recall that 2n−1 (z)= (2n−1) * (z))
, we obtain the same bi-orthogonal system provided n 2 2n is a real number. Similar results as above can be deduced using the even sequence of orthogonal Laurent polynomials. Setting n2n (e i ) =Ã n ( ) + iB n ( ),Ã n ( ) andB n ( ) real, where n (z) are the monic orthogonal Laurent polynomials for the generating sequence p(n) = E[(n + 1)/2] we obtain a bi-orthogonal system provided 2 n 2n is real, and conjugating the identity above we obtain a bi-orthogonal system from the orthogonal Laurent polynomials for the generating sequence p(n) = E[n/2] provided n 2 2n is real.
Eq. (4.1) may be written from (3.7) as n e −i(n−1)
Thus the construction of Theorem 4.1 shows how the Szegö polynomials of odd degree gives rise to bi-orthogonal systems. Similarly from the preceding remark we deduce how the Szegö polynomials of even degree gives rise to bi-orthogonal systems. In Szegö's paper [22] the even degree polynomials were used for this construction.
Quadratures
We have already seen in Section 2 how to construct quadrature rules (Szegö formulas) (2.1) in order to calculate integrals on the unit circle (1.1) satisfying exactness in −(n−1),n−1 . The aim of this section is to recover again Szegö formulas and para-orthogonal polynomials but now acting in the more natural framework of the orthogonal Laurent polynomials on the unit circle. Because of the fact that L n−1 is a Chebyshev system on T of dimension n (since 0 / ∈ T), for n distinct nodes z 1 , . . . , z n on T, parameters 1 , . . . , n can be uniquely determined so that,
Now, once fixed the ordering induced in by the generating sequence {p(n)} ∞ n=0 , two questions immediately arise: is it possible to choose the set of nodes {z j } n j =1 ⊂ T so that the domain of validity L n−1 for I n (f ) can be extended and, how to enlarge L n−1 ? In this respect, inspired by the ordinary polynomial situation (recall that the n-point Gaussian formula is exact in 2n−1 = n n−1 ), we will deal with subspaces of of the form
The question now is: how large can r = r(n) be taken? As already seen in Section 2, there cannot exist a quadrature formula (2.1) which is exact in L n L n * = −n,n . As a consequence, we see that 0 r n − 1 and we might wonder now if it is possible to construct an n-point quadrature formula I n (f ) with nodes on T which is exact in L n L (n−1) * . In this respect, it should first be recalled that if we take the particular orderings induced by p(n) = E[(n + 1)/2] or p(n) = E[n/2], one sees from the proof of Theorem 2.1 that there cannot exist quadrature formulas with nodes on T which are exact in L n L (n−1) * = −n,n−1 or in L n L (n−1) * = −(n−1),n , respectively. When dealing with a general generating sequence, we first need the following necessary condition for the nodes {z j } n j =0 :
Theorem 5.1. Let I n (f ) be an n-point quadrature formula (2.1) exact in L n L r * with 0 r n − 1, and set
Then,
Proof. Recall that
. Thus it is sufficient to show that n (z), z j = 0 for all −p(r) j q(r). Since Q n has degree n, we see that
As a consequence, one has also the following "negative result":
There cannot exist an n-point quadrature formula (2.1) with nodes on T which is exact in L n L (n−1) * for any given arbitrary generating sequence {p(n)} ∞ n=0 .
Proof. Assume that (2.1), with nodes on T, is exact in L n L (n−1) * . Then, n (z) (as defined in Theorem 5.1) is the nth monic orthogonal Laurent polynomial on the unit circle for the measure ( ) and the generating sequence {p(n)} ∞ n=0 . Hence it follows from (3.7) that the zeros of n (z) lie inside T (if s(n) = 0) or outside T (if s(n) = 1), implying a contradiction.
A result in the inverse direction can be also given in the following Theorem 5.3. Let n (z) ∈ L n such that n (z) ⊥ L r for 0 r n − 1, and assume that n (z) has n distinct zeros z 1 , . . . , z n on T. Then, there exist coefficients 1 , . . . , n such that
Proof. Let L (j ) belong to L n−1 and satisfy the conditions L (j ) (z k ) = j,k for all j = 1, . . . , n. Then according to assumption we have
Then R ∈ L n L r * and R(z j ) = 0 for all j and hence we may write
since clearly T ∈ L r and hence n (z), T (z) = 0. Now, the next step would be to consider the case r = n − 2, and to investigate if it is possible to construct an n-point quadrature formula with nodes on T to be exact in L n L (n−2) * . For this purpose, set
Thus, if there exists an n-point quadrature formula (2.1) which is exact in L n L (n−2) * , with
by Theorem 5.1 one has that
This means that R n (z) ⊥ L n−2 and we have
Since (n) ∈ {0, 1, 2} for all n 2, the following three cases should be separately analyzed:
and by (3.7) one has
Now, the domain of validity for I n (f ) is −n,n−2 and the nodes of the quadrature formula should be the zeros of
, with n and n conveniently choosen. Case 2: (n) = 1. The domain of validity for I n (f ) is now −(n−1),n−1 and from the same arguments as before it follows that
Case 3: (n) = 0. This means p(n) = p(n − 1) = p(n − 2) and the domain of validity for I n (f ) is −(n−2),n . In this case it follows that
The above results can be summarized in the following
Proposition 5.4. Assume that there exists an n-point quadrature formula
Then, there exist n = 0 and n such that
Since the nodes are also required to lie on T, Q n (z) must be of exact degree n and k-invariant. Our aim now is to check whether a polynomial Q n (z) with these requirements has exactly n distinct nodes on T. Let us first concentrate on the case
, from (5.3) and since n (z) is taken monic it follows by comparision of monomials z n and z 0 = 1 that n + n n = 1 and n = (−1) n z 1 · · · z n , respectively, yielding n ∈ T for all n 0. Hence, 1 − n n = 0 and
Observe that the property deg(Q n (z)) = n is guaranteed. Let us verify the orthogonality property of Q n (z). From (1.3) and (5.6) it follows that Q n (z), z k = 0 for 1 k n − 1, while
Furthermore we have
and from the recurrence relation (1.4) for n (z) we get Q n (z), 1 = ( n − n ) * n−1 (z), 1 = 0 since | n | = 1 and | n | < 1. Moreover, Q n (z) also satisfies the desired invariance property. Indeed, from the recurrence relations (1.4) it follows that
and hence
Let us now check the case p(n) = p(n − 1). We have, by formula (5.4) that Q n (z) = n n (z) + n * n−1 (z). Since Q n (z) and n (z) are both monic, again by comparision of monomials z n and z 0 = 1 it follows that n = 1 and n n + n = (−1) n z 1 · · · z n , respectively. This implies that deg(Q n (z)) = n, | n + n | = 1 and hence n = 0. Now, from (1.6) one has that
(5.7)
Since | n + n | = 1 and n = 0 it follows that Q n (z), z k = 0 for 1 k n − 1 and
i.e., Q n (z) is para-orthogonal. Finally, the k n -invariance property follows from (5.7). Indeed,
Parallelling the ordinary polynomial situation, given the sequence of monic orthogonal Laurent polynomials { n (z)} ∞ n=0 with respect to the generating sequence {p(n)} ∞ n=0 , a Laurent polynomial of the form
, ∈ C will be called a "quasi-orthogonal Laurent polynomial". Thus, as a straightforward consequence of Theorem 2.2 we are in position to state the following 
with c n = 0 and
Then R n (z) has exactly n distinct zeros on T.
We have shown that Q n (z) is para-orthogonal and invariant. Hence, the proof follows from Theorem 2.2.
Remark 5.6. Now, from (1.7) and Proposition 3.3 it follows that if { n (z)} ∞ n=0 represents the sequence of orthonormal Laurent polynomials with respect to the measure ( ) and the generating sequence {p(n)} ∞ n=0 , then the relation (5.8) becomes
where c n = 0, n is given by (5.9) and n = 1 − | n | 2 . This last relation will be needed in the proof of Theorem 5.13.
Next, the equivalence between para-orthogonality and quasi-orthogonality will be given: 
Proof. " ⇒ " The para-orthogonality conditions for Q n (z)
is not orthogonal to L n−2 , which is a contradiction. Hence, one has that (n) = 1. " ⇐ " First of all observe that
Hence, since (n) = 1, it follows that Q n (z), z j = 0 for all j = p(n) − p(n − 2), . . . , p(n) + q(n − 2), i.e., for all j = 1, . . . , n − 1. Now
and according to Proposition 3.3 this gives
By applying the recurrence (1.4) to the last term we get
Taking into account that
which is nonzero since | n | = 1 and | n | < 1. Hence it follows also in this case Q n (z), 1 = 0. Similar arguments yield Q n (z), z n = 0 and so the para-orthogonality conditions are satisfied. Now, since 
Finally, we will consider the two remaining cases corresponding to (n) = 2 and (n) = 0, as done in the following We have seen that the "maximal domain of validity" L n L r * for the quadrature formula I n (f ) is obtained when r = n − 2 and an ordering given by a generating sequence {p(n)} ∞ n=0 such that (n) = p(n) − p(n − 2) = 1 for all n 2. The following result characterizes such orderings in : 
Conclusions
As far as we know, an algebraic construction of n-point quadrature rules in order to approximate integrals of the form − f ( ) d ( ), f ( ) being a 2 -periodic function and ( ) a positive Borel measure on T, was earlier introduced by Szegö in 1963 (see [22] ), making use of the so-called "bi-orthogonal systems of trigonometric polynomials". Later, in 1989 Jones, Njåstad and Thron (see [16] ) completed such approach by passing to the unit circle and considering "para-orthogonal polynomials" on the unit circle. The first connection between both papers was given in [3] . Both "biorthogonal systems of trigonometric polynomials" and "para-orthogonal polynomials" can be essentially expressed in terms of orthogonal polynomials on the unit circle (Szegö polynomials) with respect to ( ). Further connections between these topics have been recently given by the authors in [7] . On the other hand, throughout this paper a new approach has been presented, based on certain orthogonal bases of the space where the validity of the quadrature formula is required, i.e., making use of sequences of orthogonal Laurent polynomials. Like in the two previous cases, we have seen that Szegö polynomials play again the fundamental role in the construction of the corresponding quadrature formulas.
