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ABSTRACT 
Global land cover maps developed by the satellite remote sensing data play an 
important role in terms of monitoring the major environmental phenomena, 
environmental protection as well as sustainable economic growth. In recent years, several 
global land cover datasets have been created for providing accurate land cover 
information. However, the global land cover mapping always costs a long time; and its 
accuracy is relatively low (70%, or a little higher). Furthermore it is difficult to identify 
the reliability (with a high accuracy or not) of a certain area exactly. Therefore, how to 
separate the area with low accuracy effectively, and how to improve the accuracy of these 
area, become the challenge.  
The objective of this study are both identifying the area with low accuracy and 
improving the accuracy of these area.  
This study has compared the existing global land cover datasets based on the 
GLCNMO classification system. The purpose of comparison for existing global land 
cover datasets is not to argue that which dataset is the best, but to separate the area with 
low accuracy.  
For improving the accuracy, this study used the Eurasian continent as the study area. 
Training data are extremely important to the supervised classification. Lack of 
representative training data is the direct cause of the low accuracy. Because of too many 
candidates, collecting training data for a global (continental) project is a very difficult 
task. In addition, there are very few reference information in the area with low accuracy. 
Therefore, this study has focused on the method of training data collection (from the area 
with low accuracy). The accuracy improvement are mainly including two parts: for 
multiple classes and for a single class. 
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1. Accuracy improvement for multiple classes.  
This case has focused on the accuracy improvement of the unreliable area (11 classes). 
The previous validation points (the evaluation mentioned above) have been fully used for 
collecting training data. Two classification method (maximum likelihood method and 
decision tree method) were used for the reclassification. Comparing to the accuracy of 
the existing datasets (about 56.1 %), both the two new results (70.1%, 65.9%) have a 
higher accuracy. The result proved that effective training data from unreliable area were 
extremely important. 
2. Accuracy improvement for a single class.  
The classification of “herbaceous” was introduced as the example. Choosing “herbaceous” 
is not for the purpose of monitoring, environmental protection, or other geographical 
research, but the class “herbaceous” is most prone to misclassification with other classes. 
In this study, classification area and the classes (for classification) were selected by a 
comprehensive use of existing datasets. The result of ENVI clustering was used for 
collecting training data. Finally the result has shown a high accuracy compared to the four 
existing land cover datasets. 
Finally, a new model was generated for the future accuracy improvement of other 
continents (besides Eurasian continent). The accuracy improvement in this study was 
mostly based on the method of collecting training data from unreliable area. The study 
proved that even the land cover dataset with a coarse resolution, the accuracy could be 
improved to a higher level. A better global land cover datasets can be expected in the 
future.  
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CHAPTER 1 
INTRODUCTION 
1.1. Background 
Global land cover datasets play an important role in terms of monitoring the major 
environmental phenomena, environmental protection as well as sustainable economic 
growth. Land cover mapping at coarse spatial resolution provides key environmental 
information needed for scientific analyses, resource management and policy development 
at regional, continental and global levels (Latifovic et al., 2004). An accurate global map 
could also contribute to the establishment of a global spatial data infrastructure, for future 
research and many other scientific purposes (Zhang & Tateishi, 2013).  
In recent years, several global land cover datasets have been produced. IGBP 
DISCover (Loveland et al., 2000) is a 1 km resolution global land cover product, derived 
using the data from the Advanced Very High Resolution Radiometer (AVHRR) from 
1992 to 1993, distinguished 17 classes, and produced by the U.S. Geological Survey for 
the International Geosphere–Biosphere Program. Similar to the IGBP product, the land 
cover product of the University of Maryland (UMD) used the same data from AVHRR, 
distinguished 14 classes (Hansen et al., 2000). Boston University produced the MODIS 
land cover data using MODIS 1-km satellite data on board the Terra satellite (Friedl et 
al., 2002). The Global Land Cover 2000 (GLC2000) used the data from SPOT-
VEGETATION data from November 1999 to December 2000 (Bartholomé & Belward, 
2005). Global Land Cover by National Mapping Organizations (GLCNMO) used 2003 
data from MODIS, which was produced by Center for Environmental Remote Sensing 
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(CEReS), Chiba University (Tateishi et al., 2008). GlobCover was produced by the 
European Space Agency (ESA) in cooperation with an international network of partners 
(including EEA, FAO, GOFC–GOLD, IGB, JRC and UNEP). This dataset presents 
higher resolution (300m) than any previous global satellite derived map (Bicheron et al., 
2008). Some research institutes will also provide the upgraded version datasets a few 
years later. These maps have been developed in response to the need for information about 
land cover and land cover dynamics (Herold et al., 2008). 
A global land cover project always cost a long time; and its accuracy is relatively low 
(70%, or a little higher). Many factors could be considered: as the complexity of the 
geographic systems, the resolution of satellite data and the definitions of classes. Errors 
might also be caused by the unavailability of cloud free images, mis-registrations, and 
other anomalies (Hansen & Reed, 2000). Another possible reason is the training data 
which plays a critical role in the supervised classification. High quality training data are 
extremely essential (Zhang et al., 2006; Friedl et al., 2010). However, because of the 
large scale (global or continental) the collection of training data becomes very difficult 
(details see chapter 3 and chapter 4). If the accuracy of a global land cover dataset could 
be improved to a higher level, the potential usage can be discovered. 
 Learning from former experience and making an integrated use of existing datasets 
are helpful to the future mapping project. Due to the different purposes of the research 
institutes, different remote sensing data and different methodologies, the final datasets 
have the different resolutions with each other. More significantly, different legends have 
been generated separately. As a result, it is difficult to make the cross comparison or take 
an integrated use of the existing global land cover datasets. The next section will introduce 
the existing researches of the global land cover datasets.  
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1.2 Previous researches  
Many researchers have tried to make an integrated use of the existing global land cover 
datasets. Early comparisons were carried out between two global land cover datasets. For 
the different definition of classes, a tabular comparison of the IGBP DISCover and UMd 
class list was produced by Hansen et al. (2000a). Two datasets both derived from the 
same data as the Advanced Very High Resolution Radiometer (AVHRR). Because of the 
independent interpretation, some subtle differences between the UMd and the IGBP 
schemes (such as height of trees) are considered irreconcilable. The paper introduced the 
approach of conforming the different legends (classes). Many differences exist in two 
datasets, however there is also an amount of thematic agreement, especially in seven 
aggregated land cover classes (forest/woodland, grass/ shrub, crops, barren/ice, urban, 
wetlands, and agricultural mosaic), two datasets show the high agreement with each other.  
Global Land Cover 2000 (GLC2000) and MODerate resolution Imaging Spectrometer 
global land cover (MODIS land cover) were produced with the same goal that is to 
improve the understanding of the major land cover types of the world (Loveland et al., 
1997; Defourny et al., 2003). The comparison between MODIS land cover and GLC2000 
was executed by Giri et al. (2005). Two datasets showed relatively high agreement in 
eight aggregated land cover classes, while the Per-pixel agreement at class level is low 
(59.12%). The similar research was executed by Nakaegawa (2011) whose objective is to 
find the uncertainties in six 1-km global land cover datasets (GLCC.S, GLCC.I, UMD, 
GLC2000, MODIS and GLCNMO) for the studies to project global warming, to estimate 
water scarcity, and to determine the human influence on land surface ecosystems. The 
agreement (similarities) among six existing 1km global land cover datasets was 
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investigated. The agreement at class level was low, while the aggregated land cover 
classes showed the high agreement. The reason could be that the two datasets were 
produced using different data sources, classification schemes (legends), and 
methodologies. Errors might also be caused by the unavailability of cloud free images, 
mis-registrations, and other anomalies (Hansen & Reed, 2000). The consistency and 
accuracy of global land cover datasets are expected to be improved in the future. 
Following these studies, a spatial comparison of four satellite derived 1 km global land 
cover datasets (IGBP, UMD, MODIS LC, GLC2000) has been executed, which utilized 
the IGBP land cover classification scheme (McCallum et al., 2006). In order to making a 
comparison of legend classes from different global land cover datasets and investigating 
the uncertainty associated with the classification, a common legend based on the IGBP 
classification was generated for the comparison. The comparison results (global) were 
divided into four levels: no agreement; two datasets in agreement; three datasets in 
agreement; full agreement. The result shows that these datasets have reasonable 
agreement at a global level, and there is limited agreement in the individual land classes.  
Another comparison have also been executed between the existing 1 km datasets 
(Herold et al., 2008). The agreement and mapping uncertainties in existing global land 
cover products was compared using the LCCS-based land cover legend translation 
protocols. The comparison presented the areas with agreement (the majority of the land 
surface) among the different data sources. The “pure” classes as bare areas, snow and ice, 
and evergreen broadleaved forests showed the high agreement. In contrast, the “mixed” 
classes reflected the low agreement. The existing global land cover datasets show a 
limited ability of discriminate the shrubs, herbaceous, and the mosaic of trees. 
In addition to comparing the similarities (or differences) among the existing global 
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land cover datasets, how to make an integrated use of these existing datasets was also 
mentioned in the previous studies. The areas which show the same agreement among the 
existing datasets may serve as a reference data for training data selection (Giri et al., 
2012). The common parts of existing datasets could be used as a reference information 
for selecting training and validation data (Tateishi et al., 2014). 
As introduced above, it is easy to make a cross comparison or an integrated use of the 
existing datasets with same legend. The comparison so far mostly based on the aggregated 
land cover classes (LCCS-based land cover legend translation) or utilized the IGBP land 
cover classification scheme. For the requirements of numerous applications, the flexible 
land cover definitions should be necessary (Herold et al., 2008). More importantly, from 
these previous studies, the major similarities and differences among the existing datasets 
have been outlined. The integrated uses have mostly focused on the areas with high 
agreement (similarities). There are large areas with low agreement (differences), which 
seem to have been ignored. Furthermore, it is still difficult to identify the reliability (with 
a high accuracy or not) of the area. The overall accuracies of existing global land cover 
maps are still low. The problem how to improve the accuracy is remained. 
This study made a comparison among the existing global land cover datasets based on 
GLCNMO land cover classification scheme. The main purposes of this study are: 1) to 
evaluate both the similarities and differences (from four existing global land cover 
datasets) at class level, and to identify the areas with low accuracy; 2) to improve the 
accuracy of areas. If the accuracy of these areas could be improved to a higher level, a 
better global land cover datasets can be expected.  
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1.3 Objective of this study 
As described in the above sections, global land cover datasets play an important role 
in global environmental problems. Many comparisons among the existing global land 
cover datasets have been executed. Some relationships (similarities and differences) 
among the existing datasets have already been outlined. However, it is still difficult to 
identify the reliability (with a high accuracy or not) of the area. Therefore, how to identify 
the area with low accuracy, and how to improve the accuracy of these area become the 
challenge.  
Main objectives of this study include:  
1) Identifying the area with low accuracy by the integrated use of existing global land 
cover datasets.  
2) The accuracy improvement by increasing the effective training data from these area 
(two case studies as follows)  
I. Accuracy improvement for multiple classes  
II. Accuracy improvement for a single class 
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1.4 Structure of the study 
This thesis is presented in five chapters. 
Chapter 1 introduces the overview of the existing global land cover datasets, the 
previous studies, and the problems. This chapter also explains the objectives of the study 
as well as the structure of this thesis. 
 
Chapter 2 presents the legend translation for the existing land cover datasets and the 
integrated use of these datasets. This chapter also introduces the method of separating the 
area with low accuracy.  
 
Chapter 3 presents the accuracy improvement of multiple classes (11 classes) in 
Eurasia. 
 
Chapter 4 presents the accuracy improvement of a single class in Eurasia using the 
class “herbaceous” as a case study. 
 
Chapter 5 summarizes all the results of this study and gives the general conclusion. 
The future works are also discussed in this chapter. 
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CHAPTER 2 
COMPARISON OF EXISTING GLOBAL LAND COVER 
DATASETS 
2.1 The existing global land cover datasets 
Several global land cover datasets have been produced in recent years. These datasets 
have been developed in response to the need for information about land cover and land 
cover dynamics (Herold et al., 2008). The detail information are as follows: 
1)  GLCC v2.0:  
(http://edc2.usgs.gov/glcc/glcc.php) 
GLCC v2.0 is a 1 km resolution global land cover product with 17 classes. It was derived 
using the data from the Advanced Very High Resolution Radiometer (AVHRR) from 
1992 to 1993, and produced by the U.S. Geological Survey for the International 
Geosphere–Biosphere Program. 
(Legend information see Appendix-1) 
 
2) UMD:  
 (http://glcf.umd.edu/data/landcover/data.shtml) 
UMD is a 1 km resolution global land cover product with 14 classes. UMD was derived 
using the same data from AVHRR, and produced by the University of Maryland. 
(Legend information see Appendix-1) 
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3)  MCD12Q1 land cover product:  
MCD12Q1 v004: 1 km resolution global land cover product, derived using 2001 data 
from Moderate Resolution Imaging Spectrometer (MODIS), generated by Boston 
University. 
MCD12Q1 v051: 500m resolution, derived from MODIS 2001-2012. 
(http://duckwater.bu.edu/lc/datasets.html) 
(Legend information see Appendix-1) 
 
4) GLC2000:  
(http://bioval.jrc.ec.europa.eu/products/glc2000/glc2000.php) 
Global land cover database for the year 2000 (GLC2000) is a 1 km resolution global 
land cover product with 22 classes. GLC2000 was derived using the data from SPOT-
VEGETATION data from November 1999 to December 2000, and implemented by the 
Joint Research Center (JRC) of European Commission (EC) and in partnership with more 
than 30 partner institutions around the world. 
(Legend information see Appendix-1) 
 
5) GlobCover:  
(http://due.esrin.esa.int/globcover/) 
GlobCover is a 300m resolution global land cover product with 22 classes, produced by 
ESA, and in partnership with JRC, EEA, FAO, UNEP, GOFC-GOLD and IGBP. 
GlobCover v2.2: derived using the data from an automatic and regionally-tuned 
classification of a MERIS FR time series from December 2004 to June 2006. 
GlobCover v2.3: derived from MERIS from January - December 2009. 
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(Legend information see Appendix-1) 
 
6) GLCNMO:  
(http://www.cr.chiba-u.jp/databaseGGI.htm) 
GLCNMO produced by International Steering Committee for Global Mapping (ISCGM) 
is a global land cover product with 20 classes.  
GLCNMO 2003: 1 km resolution, derived from MODIS 2003 
GLCNMO 2008: 500m resolution, derived from MODIS 2008 
(Legend information see Appendix-1) 
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2.2 Legend translation  
2.2.1 Legend translation 
In order to compare six existing global land cover datasets (GLCC v2.0, UMD, 
MCD12Q1 v004, GLC2000, GLCNMO 2003, GlobCover v2.2), the first step is to 
reconcile the different legends. In this study, the legend translation was based on 
GLCNMO classification system. 
1）Definition of classes 
The Land Cover Classification System (LCCS) has been developed by the Food and 
Agriculture Organization of the United Nations (FAO) and the United Nations 
Environment Program (UNEP). The LCCS is in order to improve access to reliable and 
standardized information on land cover and land cover change. (http://www.fao.org/doc 
rep/003/x0596e/x0596e00.htm). 
Some classes (e.g., forest, Urban, bare area, water bodies, etc.) are easy to translate 
according to the LCCS definition. On the other hand, the “mixed classes” are difficult to 
march with each other. For example: in GLobCover classification system, class 30 is 
defined as “Mosaic vegetation (grassland/shrubland/forest) (50-70%) / cropland (20-
50%)”. In such cases, it is difficult to judge the legend translated. 
2）By overlaying with GLCNMO 
Another determination reference is the overlay condition between the GLCNMO and 
the other five datasets. GlobCover is a 300m resolution product, while other five datasets 
share a 1km common resolution. In this study, the five datasets (except GlobCover) were 
resampled to a 300m resolution. 
12 
 
Figure 2.1. The overlay condition between “Needleleaf Deciduous Forest” (GLCNMO) 
and GLC2000  
As shown in Figure 1.1, the GLC2000 product (22 classes) was overlaid with the class 
4 (Needleleaf Deciduous Forest) of GLCNMO product. In this way, we can found the 
relationship between the GLCNMO and the other datasets intuitively. Thus the 20 classes 
of GLCNMO product have overlaid with other five datasets sequentially. 
By considering both the definition and the overlay condition (with GLCNMO), the 
correspondence table was made (detail see Appendix-2). 
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2.2.2 Existing global land cover datasets with GLCNMO legend 
As introduced above, the legend translation was based on GLCNMO legend. With the 
same legend, it is easy to compare the existing datasets with each other. The purpose of 
comparison for existing global land cover datasets is not to argue that which dataset is the 
best, but to outline major similarities and differences, and to highlight their strengths and 
weaknesses.  
Figure 2.2 ~ Figure 2.6 show the five existing global land cover datasets after 
transformed to GLCNMO legend. 
  
Figure 2.2 UMD with GLCNMO code 
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Figure 2.3. GLCC with GLCNMO code 
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Figure 2.4. MCD12Q1 v004 with GLCNMO code 
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Figure 2.5. GLC2000 with GLCNMO code 
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Figure 2.6. GlobCover v2.3 with GLCNMO code 
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2.2.3 CERes Gaia 
CEReS Gaia is a new geospatial data sharing/overlay system. The purpose of the 
system development is to promote land surface environmental studies (Tateishi et al., 
2012 and 2013). (http://gaia.cr.chiba-u.jp/portal/top_jp.html) 
The existing global land cover datasets introduced above, both the original color 
mapping and the GLCNMO code mapping can be found in CERes Gaia. Users can use 
these datasets to make a horizontal comparison conveniently.  
 
Figure 2.7. The CERes Gaia 
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2.3 Comparison of the existing global land cover datasets 
Many researchers have tried to compare the existing global land cover data sets. Early 
comparisons were carried out between two global land cover datasets (Hansen and Reed, 
2000; Giri et al., 2005). Following these studies, a spatial comparison of four satellite 
derived 1 km global land cover datasets (GLCC, UMD, MCD12Q1, GLC2000) has been 
executed, which utilized the IGBP land cover classification legend (McCallum et al., 
2006). Another comparison have also been executed between the existing 1 km datasets 
(Herold et al., 2008) 
In this study, six existing global land cover datasets (GLCC v2.0, UMD, GLC2000, 
MCD12Q1 V004, GLCNMO 2003, GlobCover v.2.2) were used for comparison. As 
introduced in above section, the legend translation based on GLCNMO has completed. 
The GlobCover land cover dataset was resampled to 1km resolution. The comparison 
launched in two forms: 1) for all classes; 2) for single class. 
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1) Global comparison for all classes (except water bodies) 
Figure 2.8.  Global comparison for multiple classes 
The similar study was done by McCallum et al in 2006, and Herold et al in 2008. As 
shown in Figure 2.8, this map shows the priority level of existing datasets, which based 
on the pixel agreements. In the “priority level map”, the area with deeper color, the more 
“reliability” could be expected. Overlaying the existing datasets with this map, according 
to the level of priority, users can utilize the existing land cover datasets effectively. For 
assessing priority level more accurately, the detail accuracy assessment will be executed 
in next section.   
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2) Global comparison for a single class 
 
 
Figure 2.9. Global comparison for a single class  
(broadleaf evergreen forest, upper; cropland, lower) 
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This map (Figure 2.9) is called “potential land cover map” in this study. It shows the 
area where the target class could be exist, and shows the priority of these potential area. 
Training data plays a critical role in the supervised classification. High quality training 
data are extremely essential (Zhang et al., 2006; Friedl et al., 2010). However, because 
of the large scale (global) the collection of training data becomes very difficult. The 
“potential land cover map” of each classes (GLCNMO legend) are very useful for 
selecting training and validation data as reference information (Tateishi et al., 2014). 
These comparison has outlined major similarities and differences within the existing 
global land cover datasets. However, it is still difficult to identify the reliability (with a 
high accuracy or not) of the area. The detail accuracy assessment for each level of the 
potential land cover map is necessary. It is tried in the next section. 
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2.4 Separation of the “reliable/unreliable area” by accuracy 
assessment 
As introduced above, for assessing priority level more accurately, the detail accuracy 
assessment becomes necessary. Considering the year of datasets, four relatively closed 
datasets were used in this study: as MCD12Q1 v004, GLC2000, GLCNMO 2003 and 
GlobCover 2.2. 
Besides GLCNMO dataset, other 3 datasets have no different between the class 
“Herbaceous” and “Herbaceous with sparse tree / shrub”, so we combined the two class 
into one class. The same condition is between the class “Cropland” and “Paddy field”, 
and the class “Bare area, consolidated (gravel, rock)” and “Bare area, unconsolidated 
(sand)”. A new code chat which have 17 classes is as follows. 
Table 2.1. The seventeen aggregated classes for the four land cover datasets
 
According to the table 2.1, the pixel-by-pixel comparison of four maps has been preceded 
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among the four land cover datasets that have same resolution (300m). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.10. Overlaying the four existing global land cover datasets 
(MCD12Q1 v004, GLC2000, GLCNMO 2003, Globcover 2.2) 
The information provided by four global land cover datasets could lead to four levels 
of synthesized agreements. The details are as bellows:  
Zone 1: No agreement in each dataset.  
Zone 2: The first two datasets are in agreement and the other two are also in agreement, 
but for different aggregated classes; only two of the four datasets are in agreement.  
Zone 3: Agreement in three datasets.  
Zone 4: Agreement in all the four datasets. 
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Figure 2.11. The “priority level map” of four existing global land cover datasets 
(MCD12Q1 v004, GLC2000, GLCNMO 2003, Globcover 2.2) 
As shown in Figure 2.11, it is the “priority level map” of four existing land cover 
datasets. The accuracy should be in descending order from zone 4 to zone 1. To confirm 
this assume, the “priority level map” (four zones) was overlaid with GLCNMO product, 
and an accuracy assessment have been executed. (According to the definition, zone 3 and 
zone 4 are the area with the agreement in more than 3 datasets, even filled the two zones 
with other three datasets, the result should be similar.)  
 Figure 2.12. The distribution of random sampling pixels used for validation (global)     
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A total number of about 1800 validation points were taken randomly for each class 
(Fig. 3) except the classes of Snow/Ice and Water body. These points were interpreted by 
Google Earth image. Figure 2.13 showed the validation result. 
 
Figure 2.13. The validation result (global) 
The final result has shown an average accuracy of about 73%. Even filled the parts of 
zone 1 and zone 2 with other global land cover datasets (MCD12Q1 v004, GLC2000, 
GlobCover v2.2), the similar result has been estimated 
Table 2.2 The accuracy of each zone  
Area Accuracy (%) 
Reliable area 
Zone 4 94.1 
91.1 
73.4 
Zone 3 88.1 
Unreliable area 
Zone 2 63.9 
55.7 
Zone 1 47. 6 
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As shown in table 2.2, the accuracy of Zone 1 and zone was much lower than that of 
zone 3 and zone 4. Therefore the regions of Zone 3 and Zone 4 are defined as the “reliable 
area” (Figure 2.14). Consequently, the regions of Zone 1and Zone 2 (as the blank part of 
Figure 2.134are defined as the “unreliable area”. 
       
 
Figure 2.14 The “Reliable area” extracted from four land cover datasets 
(MCD12Q1 v004, GLC2000, GLCNMO 2003, GlobCover v2.2) 
As shown in figure 2.15, we can find that the unreliable area occupy large proportion 
in each classes, especially in the class of “broadleaf deciduous forest” (2), “tree open” (6), 
“shrub” (7), “herbaceous” (8), “cropland/other vegetation mosaic” (11) and “wetland” 
(13). On the contrary, some classes have relatively less unreliable areas: such as 
“broadleaf evergreen forest” (1), “sparse vegetation” (9), “bare Area” (14) and “snow/ice” 
(16). 
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Figure 2.15. The percentage of the reliable area and the unreliable area in each 
classes  
As shown in Future 2.11, the unreliable area (zone 1 and zone 2) occupy the about 
60% in the global area (without snow/ice and water bodies). The integrated uses by other 
researchers (Giri et al., 2005; Herold et al., 2008; Nakaegawa, 2011) have mostly focused 
on the areas with high accuracy. There are large areas with low accuracy, which seem to 
have been ignored. If the accuracy of unreliable area could be improved to a higher level, 
the potential usage can be discovered within those accuracy-improved areas. 
As mentioned above, the unreliable area had dragged down the overall accuracies of 
these global land cover datasets. Therefore, in this study, the accuracy improvement will 
focus on these unreliable area. 
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2.5. Conclusion and discussion 
The existing land cover datasets were created using different classification methods, 
but with the same purpose of providing accurate land cover information (Latifovic and 
Olthof, 2004). Learning from former experience and making integrated use of existing 
datasets are helpful to the future mapping project. The purpose of comparison for existing 
global land cover datasets is not to argue that which dataset is the best, but to outline 
major similarities and differences, and to highlight their strengths and weaknesses.  
According to the previous studies (Hansen and Reed, 2000; Giri et al., 2005; 
McCallum et al., 2006;  Herold et al., 2008; Chandra Giri et al., 2012), it is easy to make 
a cross comparison or an integrated use of the existing datasets with same legend. This 
study has made a comparison of six existing land cover datasets (GLCC v2.0, UMD, 
GLC2000, MCD12Q1 V004, GLCNMO 2003, GlobCover v.2.2) utilizing the GLCNMO 
classification scheme. The legend translation was executed in accordance with both the 
definition and the overlay condition (with GLCNMO). With the same legend, a 
comparison of existing datasets was executed by the pixel agreement. The stratified 
distribution which is corresponding to level of priority was obtained easily. Users can re-
evaluate the existing datasets with the “priority level map”. Overlaying the existing 
datasets of a single class, the “potential map” of target class makes the collection of 
training data and validation data more effectively (Tateishi et al., 2014).  
For the detail information, we have evaluated the comparison result (four zones) of 
four existing land cover datasets (MCD12Q1 v004, GLC2000, GLCNMO 2003, 
GlobCover v2.2). The “reliable area” and the “unreliable area” were separated by the 
level evaluation. We found that the average accuracy of unreliable area was about 56%, 
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which was much lower than that of reliable area. This finding is not surprising because 
that these datasets were produced using different data sources, classification schemes 
(legends), and methodologies. Errors might also be caused by the unavailability of cloud 
free images, mis-registrations, and other anomalies (Hansen & Reed, 2000).  
The low accuracy of unreliable area affects the overall accuracy of a mapping project. 
How to improve the accuracy of these area will be the next task. The next chapters 
(chapter 3 and chapter 4) will introduce the methodology of accuracy improvement.  
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CHAPTER 3  
IMPROVING THE ACCURACY OF MULTIPLE CLASSES 
3.1. Introduction  
As introduced above, the accuracy assessment result of four zones has also revealed 
that the “unreliable area” had dragged down the overall accuracies of these global land 
cover datasets. Many factors could be considered: as the complexity of the geographic 
systems, the resolution of satellite data and the definitions of classes. Errors might also 
be caused by the unavailability of cloud free images, mis-registrations, and other 
anomalies (Hansen & Reed, 2000). 
After all, an important assumption has been proposed, which is the lack of training 
data in these areas (zone 1 and zone 2, chapter 1) while using supervised classification 
could lead to the overall inaccuracy. Training data plays a critical role in the supervised 
classification. High quality training data are essential to the MLCT (The MODIS Land 
Cover Dynamics product) algorithm (Zhang et al., 2006; Friedl et al., 2010). As 
mentioned above, using the existing land cover datasets or the existing local data products 
does make the training data preparation more efficiently. However, such method tends to 
extract the training data mainly from the “reliable area”. After double-checking the 
training data of GLCNMO 2003 (Figure 3.1), this assumption has been proved as most 
of the training data in GLCNMO 2003 were generated from the “reliable area” (details 
see chapter 2). 
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Figure 3.1 The training data location of GLCNMO 2003 
This chapter will introduce the method of collecting effective training data from the 
unreliable area. Then the reclassification were executed by two classification method. 
Finally the accuracy comparison of unreliable area (11 classes) has been done between 
the two results and 4 existing land cover datasets. Both two results have shown a higher 
accuracy than any existing datasets.  
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3.2 Data used  
1) MODIS data  
The main source data used in this chapter was MODIS 500-m reflectance product 
(MCD43A4 version 5). A full year of MCD43A4 data (23 periods) in 2008 were 
downloaded from the U.S. Geological Survey (USGS) Land Processes Distributed Active 
Archive Center (https:// lpdaac.usgs.gov/). MCD43A4 is a 16-day composite, level-3, 
nadir BRDF-adjusted reflectance dataset derived from the Terra and Aqua satellites in a 
sinusoidal projection (Schaaf et al., 2002). It includes seven spectral reflectance bands, 
which are designed for land remote sensing:  
Band 1 (red reflectance, 630-670 nm)  
Band 2 (near-infrared reflectance, 841-876 nm) 
Band 3 (blue reflectance, 459-479 nm) 
Band 4 (green reflectance, 545-600 nm) 
Band 5 (middle-infrared reflectance, 1230-1250 nm) 
Band 6 (middle-infrared reflectance, 1628-1652 nm) 
Band 7 (middle-infrared reflectance, 2105-2155 nm) 
 
Preprocessing of MODIS data which included the mosaicking, the reprojection, the 
cloud removing, etc., were executed by Center of Environmental Remote Sensing 
(CEReS), Chiba University (Tateishi et al., 2014).     
MODIS Normalized Difference Vegetation Index (NDVI) generated by the original 
MODIS data were mainly used for classification. MODIS–NDVI: Multi-temporal 
MODIS-NDVI was calculated using the following equation: 
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NDVI = (NIR−R) / (NIR+R)  
Where NIR is near infrared band and R is red band. When this equation was applied 
for MODIS data, band 1 was corresponding to R and band 2 was corresponding to NIR. 
NDVI was usually used for large area phonological studies (DeFries et al., 1994) 
 
2) Existing global land cover datasets  
Four existing global land cover datasets was used in this study: as MCD12Q1 v004, 
GLC2000, GLCNMO 2003 and GlobCover v2.2. 
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3.3 Methodology 
For improving the accuracy, this study used the Eurasian continent as the study area 
(Figure 3.2).  
 
 Figure 3.2. Study area (Eurasia). 
 
As shown in Figure 3.3, the part of separating the unreliable area was same as 
introduced in chapter 2. The main source data used in this chapter was MODIS 500-m 
reflectance product (MCD43A4 version 5). A full year of MCD43A4 data (23 periods) in 
2008 were downloaded from the U.S. Geological Survey (USGS) Land Processes 
Distributed Active Archive Center (https:// lpdaac.usgs.gov/). For collecting training data, 
this study made full use of validation points. The polygons of training data were drew 
near these validation points. MODIS 5 bands (band 1, 2, 4, 6, 7) and derived Normalized 
Difference Vegetation Index (NDVI) were used for classification. For a comparison, two 
kinds of supervised classification method were selected: the maximum likelihood method 
classification method and the decision tree method. Finally, the accuracy comparison was 
executed between two results and the existing land cover datasets.  
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Figure 3.3. The flow chart of methodology in chapter 3  
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3.4 Collection of training data 
Some classes are difficult to be classified by supervised classification of MODIS 
spectral bands (Tateishi et al., 2008). For example: for producing urban mapping, 
population distribution and density data (Dobson et al., 2000) and night-time lights data 
(Elvidge et al., 1996a, 1996b) are very useful; While digital elevation models (DEM) data 
are important to wetland mapping (Li et al., 2005). Eleven land cover classes indicated 
in Table 3.1 were selected for the supervised classification.  
 
Table 3.1 Land cover classes that were classified by supervised classification method 
 
 
 
In this study, we made full use of former validation points which have been interpreted 
(See section 2.4). The polygons of training data were drew near these validation points 
which overlaid with the Google Earth image (Figure 3.4).  
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Figure 3.4.  Collecting training data (using previous validation results) 
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3.5 Results and accuracy comparison 
3.5.1 Classification  
According to the locations, the training data have been divided into several sub-classes. 
Eleven land cover classes have been divided into 81 sub-classes (table 3.2). The number 
of pixels should be more than 72 in each sub-class.  
Table 3.2.  Number of land cover sub-classes (unreliable area, Eurasia) 
 
 
The main data used in this study is MODIS 2008 with a 500m resolutions. Center of 
Environmental Remote Sensing (CEReS, Chiba University) completed the preprocessing 
(Tateishi et al., 2014). MODIS 5 bands (band 1, 2, 4, 6, 7) and derived Normalized 
Difference Vegetation Index (NDVI) were used for the classification. Maximum 
likelihood classification method (MLC) by ENVI software was adopted, similar to the 
previous GLCNMO 2003 project. For a comparison, decision tree classification method 
(DTC) by See5 and ERDAS IMAGINE software has also been used. The classification 
results are as Figure 3.5 and Figure 3.6.  
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Figure 3.5.   Result 1 (by MLC) 
Figure 3.6.  Result 2 (by DTC) 
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Figure 3.7.   Result 1 (combined with reliable area) 
Figure 3.8.  Result 2 (combined with reliable area) 
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This study utilized validation points (interpreted) to collect training data. Although this 
method improved the efficiency of training data collection, the classification cannot be 
completed in one time. The classification results were checked with existing land cover 
datasets and Google Earth image, and training data would be modified. This process will 
be repeated many times. During this procedure, the decision tree classification method 
exhibited the unstable side, which was even the training data changed a little the 
classification result would be great changed. In the previous studies (Quinlan, 1993; 
Friedl et al., 1997), this feature of decision tree classification method was also mentioned. 
The classification in this study was a special case, we could not simply say that the 
maximum likelihood classification method have more advantageous than the decision tree 
classification method 
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3.5.2 Accuracy comparison 
The stratified random sampling method was used for the accuracy assessment. A 
simple random sample was obtained in each classes. A total number of 440 validation 
points were taken for accuracy assessment. As shown in Figure 3.5 and Figure 3.6, the 
accuracy comparison among the two results and the 4 existing land cover datasets have 
been executed.  
 
 
Figure 3.9. The accuracy comparison between the two results and the existing maps 
(Eurasia). 
In contrast with the 56.1 % average accuracy of the existing datasets, the average 
accuracy of results 1 is 70.1% and the average accuracy of result 2 is 65.9%. In this case, 
the result of maximum likelihood method classification method show the highest 
accuracy.  
44 
3.6 Conclusion and discussion 
The integrated uses so far have mostly focused on the areas with high accuracy 
(reliable area). There are large areas (unreliable area) with low accuracy, which seem to 
have been ignored. If the accuracy of these areas could be improved to a higher level, 
theoretically a better global land cover datasets can be expected and the potential usage 
can be discovered within those accuracy-improved areas (Zhang & Tateishi, 2013).  
Training data are extremely important to the supervised classification (Strahler et al., 
1999). High quality training data are essential to the MLCT (The MODIS Land Cover 
Dynamics product) algorithm (Zhang et al., 2006; Friedl et al., 2010). For global 
(continental) land cover mapping, it is very difficult to collect the training data because 
of the scale. As introduced, existing land cover datasets does make the training data 
preparation efficiently. However such method tends to extract the training data mainly 
from the “reliable area”. 
This study has focused on the accuracy improvement of the unreliable area (multiple 
classes). The result proved that effective training data from unreliable area were 
extremely important. Comparing to the accuracy of the existing datasets (about 56.1%), 
both the two results (11 classes) have shown a higher accuracy (56.9% and 70.1%).  
A final high accuracy global land cover dataset could be expected in the future. This 
study has reclassified the multiple classes (11 classes) of unreliable area, but some 
researches only focus on a single class. In this study, the validation points of former 
accuracy assessment (see Chapter 2) have been fully used for collecting training data. It 
is based on a continuation of previous studies. However, without the previous result, how 
to improve the accuracy? The chapter 4 will introduce the methodology of accuracy 
improvement for a single class. 
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CHAPTER 4 
HERBACEOUS MAPPING IN EURASIA 
4.1 Introduction  
Chapter 3 introduced how to improve the accuracy of a map (multiple classes). 
However, in many cases, researches only need to analyze a single class or one category. 
Therefore, “how to extract a single class effectively?” or “how to improving the accuracy 
of a single class?” became the key points. Different with multiple classes, comparing to 
the importance of the overall accuracy, single classification pays more attention to the 
accuracy of this target class. Single classification requires to extract the target class as 
completely as possible.    
 
Figure 4.1. The combination of the agreements in unreliable area  
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Which class is most prone to misclassification? As introduced in chapter 2, the 
unreliable area means that the area has the agreement in 1 or 2 existing datasets. If overlay 
the four existing land cover datasets within the unreliable area, for a single pixel, the 
combinations of classes can be a huge number. We double-checked the unreliable area of 
Eurasia, and ranked all the combinations by the number of pixels. In the top ranking 100, 
we found that the combinations related with “herbaceous” (class 8) occupied 51.04%. It 
means that the class herbaceous should be the most misclassified class.  
Therefore, this Chapter will introduce the method of the single classification using the 
class “herbaceous” as an example. Choosing the class “herbaceous” is not for the purpose 
of monitoring, environmental protection, or other geographical research, but the class 
“herbaceous” is most prone to misclassification with other classes. 
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4.2 Data used  
1) MODIS data  
The main source data used in this chapter was MODIS 500-m reflectance product 
(MCD43A4 version 5). A full year of MCD43A4 data (23 periods) in 2013 were 
downloaded from the U.S. Geological Survey (USGS) Land Processes Distributed Active 
Archive Center (https:// lpdaac.usgs.gov/).  
  
2) Existing global land cover datasets 
Four existing global land cover datasets was used in this study: as MCD12Q1 v051, 
GLC2000, GLCNMO 2008 and GlobCover v2.3. 
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4.3 Methodology 
 
Figure 4.2. The flow chat of methodology in chapter 3 
The flow chat of methodology are as Figure 4.2, the part of separating the unreliable 
area was same as introduced in chapter 2. The main source data, a full year of MCD43A4 
data (23 periods) in 2013 were downloaded from the U.S. Geological Survey (USGS) 
Land Processes Distributed Active Archive Center (https:// lpdaac.usgs.gov/). This 
chapter selected the unreliable area (herbaceous) in 4 existing datasets as the classification 
area. It demonstrated a fast selection method by a comprehensive use of existing datasets. 
The classes for classification were selected by analyzing the unreliable area of herbaceous. 
The training data collection used the result of ENVI clustering as the reference data. 
MODIS 5 bands (band 1, 2, 4, 6, 7) and derived Normalized Difference Vegetation Index 
(NDVI) were used for classification. The maximum likelihood method classification by 
ENVI software was adopted for classification. Finally, the accuracy comparison was 
executed between the result and four the existing land cover datasets.  
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4.3.1 Selection of the classification area 
For extracting a single class, the parts that have no relationship with the target class 
will be removed in order to minimize the errors. For example: when generating the map 
for cropland, forest and other vegetation classes, the non-vegetation part (including bare 
area, water, snow/ice, etc.) are usually moved away from the area for classification. This 
processing is always executed by some indexes (Such as NDVI, NDWI), or some 
reference dataset (Such as ETM data).  
Figure 4.3. The “potential map” of herbaceous in Eurasia 
 
The union of “herbaceous” in 4 existing datasets is shown in figure 4.3. As introduced 
in chapter 2 ,the reliable area of herbaceous includes the parts of “herbaceous in 4 maps” 
and “herbaceous in 3 maps”; while the unreliable area of herbaceous is corresponding to 
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the parts of “herbaceous in 2 maps” and “herbaceous in 1 maps”. According to the result 
of former study (chapter 2), the accuracy of the reliable area (above 90%) is much higher 
than the overall accuracy of a land cover map. Therefore the unreliable area of herbaceous 
are selected for the supervised classification. 
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4.3.2 Selection of the classes  
Besides the “herbaceous”, some other classes are also existing in the unreliable area 
of herbaceous. So the next step is to analyze how many and what kind of classes should 
be mixed in these area, in another word, to select the classes for classification.  
4 existing land cover datasets overlaid with the unreliable area of herbaceous. The 
results were as follows: 
 
Figure 4.4. The unreliable area (herbaceous, Eurasia) of GLCNMO 2008 
 
 Figure 4.5. The unreliable area (herbaceous, Eurasia) of GLC2000 
52 
 
Figure 4.6. The unreliable area (herbaceous, Eurasia) of GlobCover v2.3 
 
 
Figure 4.7. The unreliable area (herbaceous, Eurasia) of MCD12Q1 v051 
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Figure 4.8. The unreliable area (herbaceous, Eurasia) of four existing land cover 
datasets (MCD12Q1 v051, GLC2000, GLCNMO 2008 and GlobCover v2.3) 
Summed up the 4 results, the total number of pixels for each classes were as Figure 
4.8. According to the number of pixels, from more to less the classes were followed by: 
“herbaceous”, “shrub”, “sparse vegetation”, “cropland”, “cropland / other vegetation 
mosaic”, “bare area”, etc. The top-ranking 6 class accounted for 85.11% (number of 
pixels) of this area. It means that the unreliable area of herbaceous are mostly constituted 
by these 6 classes. In another word, the class herbaceous is prone to be misclassified as 
the other 5 classes. Therefore, the classes (for classification) of this study were selected 
as:  
1) Herbaceous                             
2) Shrub                                  
3) Sparse vegetation                         
4) Cropland                                
5) Cropland / other vegetation mosaic           
6) Bare area                                
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4.3.3 Collection of training data   
 
Figure 4.9. The methodology of collecting training data for herbaceous (unreliable 
area, Eurasia) 
In this study, the detail method of collecting training data is as figure 4.9. As 
introduced above, the training data are extremely essential to the supervised classification. 
There are nearly no common features in the unreliable area, the task of collecting training 
data for the unreliable area becomes very challenging. The pattern of MODIS Normalized 
Difference Vegetation Index (NDVI) seasonal curves are helpful for collecting the 
homogenous training data (Tateishi et al., 2008). However, the pattern of NDVI seasonal 
curves changes intensely during the unreliable area.  
Figure 4.10. The result of 23 periods EDVI clustering (default color) 
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Figure 4.10 showed the result (30 classes) of 23 periods NDVI clustering. Training 
data were collected from the clustering result which is overlaid with Google Earth image 
(Figure 4.11).           
Figure 4.11. The clustering result (30 classes) overlaid with Google Earth image 
As shown in table 4.1, subclass dividing was mainly following by: 1) the training data 
collected from which class (clustering result); 2) the location of the training data. 
Table 4.1.  Number of land cover sub-classes (unreliable area of herbaceous, Eurasia) 
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4.4 Result and accuracy comparison  
4.4.1 Classification result 
Figure 4.12. The classification result of herbaceous mapping (unreliable area, Eurasia) 
As introduced in chapter 3, in this study the maximum likelihood method classification 
showed more advantageous than the decision tree classification method. Therefore, the 
maximum likelihood method classification by ENVI software was adopted for 
classification. As shown in Figure 4.11, 19 sub-classes were merged to 6 main classes. 
According to the number of sub-classes (Table 4.1), this study has focused on the 
herbaceous. In addition to herbaceous, the other classes did not completely distinguish 
with each other.  
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4.4.2 Accuracy assessment  
Many methods have been used for evaluating the accuracies of the map. The most 
popular ones include the confusion matrix, used for maps derived from most types of 
classification methods (Foody, 2001). The stratified random sampling method was used 
for the accuracy assessment. A simple random sample was obtained in each classes. A 
total number of 420 sampling pixels were used for the validation. Collecting ground truth 
data for unreliable area is extremely different, Google Earth imagery were used to visually 
interpret the sampling pixels. 
Figure 4.13. The distribution of random sampling pixels used for validation  
(Herbaceous mapping) 
Table 4.2 shows a confusion matrix of validation result. The overall accuracy is 
58.57%. According to table 4.2, this study has focused on the class “herbaceous”, 
classification results of the other classes (In particular, “cropland” and cropland/other 
vegetation mosaic”) are not very satisfactory. 
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Table 4.2. Confusion matrix of herbaceous mapping in Eurasia (unreliable area) 
 
Using the same validation points, a confusion matrix (aggregated classes) between the 
new map and four existing land cover datasets is presented in table 3.4. The overall 
accuracy is shown as: 85.9% (new map), 58.1% (GLC2000), 57.8% (GLCNMO 2008), 
51.2% (MCD12Q1 v004), 56.8% (GlobCover v2.3). The new map has shown a better 
result than any other existing land cover datasets. 
Table 4.3. Confusion matrix of aggregated classes  
(New map, GLC2000, MCD12Q1 v051, GLCNMO 2008 and GlobCover v2.3) 
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4.5 Visual comparison 
In addition to the quantitative accuracy assessment, the visual comparison are also 
necessary. The visual comparison between the new map (combined with the reliable area, 
the red and blue parts in figure 4.3) and the four existing land cover datasets is as Figure 
4.14. The differences among the five maps can be observed intuitively. 
Figure 4.14. Visual comparison between the new map and four existing land cover 
datasets (MCD12Q1 v051, GLC2000, GLCNMO 2008 and GlobCover v2.3) 
(Continued on next page) 
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Figure 4.14. Visual comparison between the new map and four existing land cover 
datasets (MCD12Q1 v051, GLC2000, GLCNMO 2008 and GlobCover v2.3)  
  (Continued from previous page) 
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4.6 New model for the future accuracy improvement 
 
Figure 4.15. New model for training data collection from unreliable area 
A new model (Figure 4.15) was generated for the future accuracy improvement. In this 
study, four existing global land cover datasets have been compared. Four existing datasets 
does not mean that it is the only choice. For other continents, more existing local land 
cover information (especially, North American continent) could also be considered as the 
reference data. Different from the previous studies, this study has not only compared the 
similarities and differences within four datasets, but also separated the area with low 
accuracy (in this study, called “unreliable area”) by evaluating both the similarities and 
differences from four existing global land cover datasets. If the accuracy of these areas 
could be improved to a higher level, a new global land cover datasets with a high accuracy 
can be expected in the future.  
High quality training data are essential to the MLCT (The MODIS Land Cover 
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Dynamics product) algorithm (Zhang et al., 2006; Friedl et al., 2010). As introduced in 
the above chapters, the areas which show the same agreement among the existing datasets 
may serve as a reference data for training data selection (Giri et al., 2012). The common 
parts of existing datasets could be used as a reference information for selecting training 
and validation data (Tateishi et al., 2014). Using the existing land cover datasets or the 
existing local data products does make the training data preparation more efficiently. 
However, such method tends to extract the training data mainly from the “reliable area”. 
After double-checking the training data of GLCNMO 2003, this assumption has been 
proved as most of the training data in GLCNMO 2003 were generated from the “reliable 
area” (details see Chapter 3).  
Therefore, for the accuracy improvement, this study has focused on the method of 
training data collection from the area with low accuracy. Because of the large scale 
(global), the collection of training data becomes very difficult. The key part to improve 
the accuracy of the new model is the method of collecting the training data from unreliable 
area. This new model consists of two methods of collecting training data from unreliable 
area. The first method (‘a’ in Figure 4.15) is to utilize validation data for the previous 
step. The polygons of training data were selected from areas near these validation points. 
This selection has benefit to reduce time to select new training polygons. The class of 
training polygon is identified by Google Earth image. Section 3.4 of Chapter 3 is based 
on the method ‘a’. The second method (‘b’ in Figure 4.15) is to select training data based 
on the clustering result of NDVI in unreliable area. The other vegetation indexes (e.g. 
NDWI, EVI, etc.) could also be used instead of NDVI. Section 4.3.3 of this Chapter 
describes the method ‘b’. The method ‘a’ and ‘b’ can be used together to prepare training 
data, or only either one of the methods can be applied.  
63 
Learning from former experience is very helpful to the future mapping project. This 
study has improved the accuracy of a global land cover map by using multiple existing 
datasets. This method provides the efficient way to improve the accuracy by focusing on 
unreliable areas (the areas with low accuracy). 
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4.7 Conclusion and discussion 
For global (continental) land cover mapping, it is very difficult to collect the training 
data because of the scale (Giri et al., 2012). As introduced in chapter 3, existing land 
cover datasets does make the training data preparation efficiently, but such method tends 
to extract the training data mainly from the “reliable area”. However, there are very few 
existing researches and mapping information about herbaceous.  
The previous chapter introduced the accuracy improvement of the unreliable area 
(multiple classes). This collecting method (training data) highly depended on the 
evaluation result, which was a continuation of previous studies. This chapter has focused 
on the accuracy improvement of a single class. Different from the accuracy improvement 
of multiple classes, we have to face to three problems: 1) selection of the classification 
area; 2) Selection of the classes; 3) Collection of training (the key point of accuracy 
improvement). This chapter selected the unreliable area (herbaceous) in 4 existing 
datasets as the classification area. It demonstrated a fast selection method by a 
comprehensive use of existing datasets. The classes for classification were selected by 
analyzing the unreliable area of herbaceous. The pattern of MODIS Normalized 
Difference Vegetation Index (NDVI) seasonal curves are helpful for collecting the 
homogenous training data (Tateishi et al., 2008). However, the pattern of NDVI seasonal 
curves changes intensely during the unreliable area. In this chapter, the training data 
collection used both the result of ENVI clustering and Google Earth image as the 
reference data. Finally the classification result has shown a high accuracy compared to 
the four existing land cover datasets. 
Finally, a new model was generated for the future accuracy improvement. This study 
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mainly used four global land cover existing datasets to separate the unreliable area of 
Eurasian continent. For other continents, in addition to these four datasets, other existing 
land cover information could also be considered as reference data. The key part (to 
improve the accuracy) of the new model is the method of collecting the training data from 
unreliable area. This new model consists of two methods of collecting training data from 
unreliable area. The first method utilized the validation information of the previous step. 
The second method is to collect training data newly by using clustering result of multi-
temporal vegetation indexes showing phonological features. Two method of collecting 
training data can be used together, or only either one of them can be applied. This new 
model provides the efficient way to improve the accuracy by focusing on the areas with 
low accuracy. 
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CHAPTER 5 
CONCLUSION AND FUTURE WORKS  
5.1 Conclusion  
Global land cover datasets can be used for various applications including ecosystem 
and biodiversity assessments, climate change studies, water cycles, environmental 
protection (Giri et al., 2005). Currently, multiple global land cover maps with moderate 
spatial resolution were produced from remote sensing satellite data (Hansen et al., 2000; 
Friedl et al., 2002; Tateishi et al., 2008; Herold et al., 2008). Many researchers have tried 
to compare the existing global land cover datasets (Hansen and Reed, 2000; Giri et al., 
2005, 2012; McCallum et al., 2006; Herold et al., 2008). From previous studies, the major 
similarities and differences among the existing datasets have been outlined. However the 
integrated uses so far have mostly focused on the areas with high accuracy. There are 
large areas with low accuracy, which seem to have been ignored (Zhang & Tateishi, 2013).  
In this study, four land cover datasets have been compared for the detailed analysis. 
The legend translation was based on the GLCNMO land cover classification scheme. This 
study has separated the area with low accuracy successfully, and improved the accuracy 
of these area. The main conclusions of this study are as follows: 
1) The reliable area and the unreliable area were separated and evaluated their accuracy. 
Some similarities and differences among the existing datasets have already been outlined 
by the previous studies (Giri et al., 2005; Herold et al., 2008; Nakaegawa, 2011). 
However, it is still difficult to identify the reliability (with a high accuracy or not) of the 
area correctly. The “reliable area” and the “unreliable area” were separated by the 
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evaluation of four zones generated from four existing global land cover datasets. We 
found that the average accuracy of unreliable area was 55.7%, which was much lower 
than that (91.1%) of reliable area. 
2) The accuracy of the unreliable area was improved. The low accuracy of unreliable 
area affects the overall accuracy of the final mapping product. There are large areas with 
low accuracy, which seem to have been ignored. We found that the lack of training data 
in unreliable areas was the most important reason of low accuracy. For the accuracy 
improvement of unreliable area, this study has mostly focused on the method of collecting 
training data from unreliable area. Two cases (multiple classes and a single class) were 
used to illustrate respectively. For multiple classes, the collection of training data was 
highly depended on the validation points of the previous step. The mean accuracy of 11 
classes (70.1%) is higher than that of four existing land cover datasets (56.1%). In contrast, 
the single class (herbaceous) classification used the Index (NDVI) to collect the training 
data. The final herbaceous map has shown a higher overall accuracy (85.9%) than four 
existing land cover datasets (GLC2000, 58.1%; GLCNMO 2008, 57.8%; MCD12Q1 
v004, 51.2%; GlobCover v2.3, 56.8%).  
3) A new model (chapter 4) was generated for the future accuracy improvement. High 
quality training data are extremely essential (Zhang et al., 2006; Friedl et al., 2010). The 
training data is the key point of accuracy improvement in this study. Because of the large 
scale (global or continental scale), the collection of training data becomes very difficult 
(Giri et al., 2012). Furthermore, within unreliable area, there are few common information 
among the existing land cover datasets. This new model consists of two methods of 
collecting training data from unreliable area (Chapter 3 and Chapter 4). The first method 
utilized the validation information of the previous step. The polygons of training data 
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were selected near these validation points. This selection has benefit to reduce time to 
select new training polygons. The second method which focused on herbaceous has used 
the clustering result of NDVI to collect the training data. For other classes (e.g. shrub, 
cropland, sparse vegetation, etc.), instead of NDVI, other vegetation indexes (e.g. NDWI, 
EVI, etc.) could also be used for the training data collection. Two method can be used 
together, or only either one of them can be applied. The new model provides the efficient 
way to improve the accuracy by focusing on the areas with low accuracy. 
The main source data used in this study was MODIS data with a 500m resolution. It 
proved that even in the case of a coarse-resolution land cover dataset, its accuracy could 
be improved. This study has made an integrated use of multiple existing land cover 
datasets and focused on the area with low accuracy, which is an efficient way to improve 
the accuracy. Therefore a better global land cover datasets can be expected by using the 
method proposed in this study.  
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5.2 Future works 
The outlook of the future researches were summarized as follows: 
1) For the requirements of numerous applications, the flexible land cover definitions 
should be necessary (Herold et al., 2008). The future land cover product should make 
multiple classification schemes and hierarchical outputs to meet the needs of different 
users. 
2) With the development of satellite technologies, more and more satellite data with 
higher resolution would be provided for general users. A product with higher resolution 
is also the trends of land cover mapping (Tateishi et al., 2014). 
3) The development of hardware and software will allow the more complex algorithms 
and computations required large data volumes. This study did not focus on comparing 
different classification methods, however the remote sensing technologies (e.g. 
classification method) should be innovated constantly. Different methodologies should 
be attempted and compared in the future.  
4) The cloud networking technologies grow up rapidly, which will provide effective 
support for the exchanges between land cover project developers and the users. A 
platform connected users from different countries and regions should be built for learning 
and sharing the land cover mapping experience.  
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Appendix-1   
The land cover legends of existing global land cover datasets 
1. The land cover legend of UMD 
UMD 
0.Water Bodies 
1. Evergreen Needleleaf Forests 
2. Evergreen Broadleaf Forests 
3. Deciduous Needleleaf Forests 
4. Deciduous Broadleaf Forests 
5. Mixed Forests 
6.Woodlands 
7.Wooded Grasslands/Shrublands 
8.closed Bushlands or Shrublands 
9.Open Shrubland 
10.Grasslands 
11.Croplands 
12.Barren 
13.Urban and Built-up 
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2. The land cover legend of GLCC 
GLCC 
1. Evergreen Needleleaf Forests 
2. Evergreen Broadleaf Forests 
3. Deciduous Needleleaf Forests 
4. Deciduous Broadleaf Forests 
5. Mixed Forests 
6. Closed Shrublands 
7. Open Shrublands 
8. Woody Savannas 
9. Savanna 
10. Grasslands 
11. Permanent Wetlands 
12. Croplands 
13. Urban and Built-up 
14. Cropland/Natural Vegetation Mosaics 
15. Snow and Ice 
16. Barren 
17. Water Bodies 
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3. The land cover legend of MCD12Q1 (IGBP) 
MCD12Q1 
0. Water Bodies 
1. Evergreen Needleleaf Forests 
2. Evergreen Broadleaf Forests 
3. Deciduous Needleleaf Forests 
4. Deciduous Broadleaf Forests 
5. Mixed Forests 
6. Closed Shrublands 
7. Open Shrublands 
8. Woody Savannas 
9. Savanna 
10. Grasslands 
11. Permanent Wetlands 
12. Croplands 
13. Urban and Built-up 
14. Cropland/Natural Vegetation Mosaics 
15. Snow and Ice 
16. Barren 
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4. The land cover legend of GLC2000 
GLC2000 
1. Tree Cover, broadleaved, evergreen 
2. Tree Cover, broadleaved, deciduous, closed 
3. Tree Cover, broadleaved, deciduous, open 
4. Tree Cover, needle-leaved, evergreen 
5. Tree Cover, needle-leaved, deciduous 
6. Tree Cover, mixed leaf type 
7. Tree cover, regularly flooded, fresh water 
8. Tree Cover, regularly flooded, saline water 
9. Mosaic: Tree Cover / Other natural vegetation 
10. Tree Cover, burnt 
11. Shrub Cover, closed-open, evergreen 
12. Shrub Cover, closed-open, deciduous 
13. Herbaceous Cover, closed-open 
14. Sparse Herbaceous or sparse Shrub Cover 
15. Regularly flooded Shrub and/or Herbaceous Cover 
16. Cultivated and managed areas 
17. Mosaic: Cropland / Tree Cover / Other natural vegetation 
18. Mosaic: Cropland / Shrub or Grass Covered 
19. Bare Areas 
20. Water Bodies 
21. Snow and Ice 
22. Artificial surfaces and associated areas 
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5. The land cover legend of GLCNMO 
GLCNMO 
1. Broadleaf evergreen forest 
2. Broadleaf deciduous forest 
3. Needleleaf evergreen forest 
4. Needleleaf deciduous forest 
5. Mixed forest 
6. Tree open 
7. Shrub 
8. Herbaceous 
9. Herbaceous with sparse tree / shrub 
10. Sparse vegetation 
11. Cropland 
12. Paddy field 
13. Cropland / other vegetation mosaic 
14. Mangrove 
15. Wetland 
16. Bare Area,consolidated(gravel,rock) 
17. Bare Area,unconsolidated (sand) 
18. Urban 
19. Snow / ice 
20. Water bodies 
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6. The land cover legend of GlobCover 
GlobCover  
11. Post-flooding or irrigated croplands 
14. Rainfed croplands  
20. Mosaic cropland (50-70%) /vegetation (grassland/shrubland/forest) (20-50%)  
30. Mosaic vegetation (grassland/shrubland/forest) (50-70%) / cropland (20-50%) 
40. Closed to open (>15%)broadleaved evergreen and/ or semi-deciduous forest       
(>5m) 
50. Closed (>40%) broadleaved deciduous forest (>5m) 
60. Open (15-40%) broadleaved deciduous forest/woodland (>5m) 
70. Closed (>40%) needle-leaved evergreen forest (>5m) 
90. Open (15-40%) needle-leaved deciduous or evergreen forest(>5m) 
100. Closed to open (>15%) mixed broadleaved and needleaved forest 
110. Mosaic forest or shrubland (50-70%) and grassland (20-50%) 
120. Mosaic grassland (50-70%) and forest or shrubland (20-50%) 
130. Closed to open (>15%) shrubland(<5m) 
140. Closed to open (>15%) grassland 
150. Sparse (<15%) vegetation 
160. Closed (>40%) broadleaved forest regularly flooded, fresh water 
170. Closed (>40%) broadleaved  semi-deciduous and/or evergreen forest 
regularly flooded, saline water 
180. Closed to open (>15%) grassland or woody vegetation on regularly flooded or 
waterlogged soil - Fresh, brackish or saline water  
190. Artificial surfaces and associated areas (Urban areas >50%) 
200. Bare areas 
210. Water bodies 
220. Permanent Snow and Ice 
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Appendix-2 
Legend comparison between two existing global land cover 
datasets 
1. The land cover legend comparison between GLCNMO and UMD 
GLCNMO UMD 
1. Broadleaf Evergreen Forest 2. Evergreen Broadleaf Forests 
2. Broadleaf Deciduous Forest 4. Deciduous Broadleaf Forests 
3. Needleleaf Evergeen Forest 1. Evergreen Needleleaf Forests 
4. Needleleaf Deciduous Forest 3. Deciduous Needleleaf Forests 
5. Mixed Forest 5. Mixed Forests 
6. Tree Open 6.Woodlands 
7. Shrub 8.closed Bushlands or Shrublands 
9.Open Shrubland 
8. Herbaceous, single layer 10.Grasslands 
9. Herbaceous with Sparse and Tree/Shrub 7.Wooded Grasslands/Shrublands 
10. Sparse Vegetation 12.Barren 
11. Cropland 11.Croplands 
12. Paddy field 
13. Cropland/Natural Vegetation Mosaic N/A 
14. Mangrove 7.Wooded Grasslands/Shrublands 
15. Wetland 8.closed Bushlands or Shrublands 
16. Bare area, consolidated (gravel, rock) 12. Barren 
17. Bare area, unconsolidated (sand) 
18. Urban 13.Urban and Built-up 
19. Snow/Ice 12. Barren 
20. Water Bodies 14.Water Bodies 
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2. The land cover legend comparison between GLCNMO and GLCC 
GLCNMO GLCC 
1. Broadleaf Evergreen Forest 2. Evergreen Broadleaf Forests 
2. Broadleaf Deciduous Forest 4. Deciduous Broadleaf Forests 
3. Needleleaf Evergeen Forest 1. Evergreen Needleleaf Forests 
4. Needleleaf Deciduous Forest 3. Deciduous Needleleaf Forests 
5. Mixed Forest 5. Mixed Forests 
6. Tree Open 8. Woody Savannas 
7. Shrub 6. Closed Shrublands 
7. Open Shrublands 
8. Herbaceous, single layer 
9. Herbaceous with Sparse and Tree/Shrub 
10. Grasslands 
9. Savanna 
10. Sparse Vegetation N/A 
11. Cropland 12. Croplands 
12. Paddy field 
13. Cropland/Other vegetation mosaic 14. Cropland/Natural Vegetation Mosaics 
14. Mangrove N/A 
15. Wetland 11. Permanent Wetlands 
16. Bare area, consolidated (gravel, rock) 16. Barren 
17. Bare area, unconsolidated (sand) 
18. Urban 13. Urban and Built-up 
19. Snow/Ice 15. Snow and Ice 
20. Water Bodies 0. Water Bodies 
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3. The land cover legend comparison between GLCNMO and GLC2000 
GLCNMO GLC2000 
1. Broadleaf Evergreen Forest 1. Tree Cover, broadleaved, evergreen 
2. Broadleaf Deciduous Forest 2. Tree Cover, broadleaved, deciduous, closed 
3. Needleleaf Evergeen Forest 4. Tree Cover, needle-leaved, evergreen 
4. Needleleaf Deciduous Forest 5. Tree Cover, needle-leaved, deciduous 
5. Mixed Forest 6. Tree Cover, mixed leaf type 
6. Tree Open 3. Tree Cover, broadleaved, deciduous, open 
7. Shrub 11. Shrub Cover, closed-open, evergreen 
12. Shrub Cover, closed-open, deciduous 
8. Herbaceous, single layer 13. Herbaceous Cover, closed-open 
9. Herbaceous with Sparse and Tree/Shrub 
10. Sparse Vegetation 14. Sparse Herbaceous or sparse Shrub Cover 
11. Cropland 16. Cultivated and managed areas 
12. Paddy field 
13. Cropland/Other vegetation mosaic 17. Mosaic: Cropland / Tree Cover / Other natural 
vegetation 
18. Mosaic: Cropland / Shrub or Grass Covered 
14. Mangrove  8. Tree Cover, regularly flooded, saline water 
15. Wetland  7. Tree cover, regularly flooded, fresh water 
15. Regularly flooded Shrub and/or Herbaceous Cover 
16. Bare area, consolidated (gravel, rock) 19. Bare Areas 
17. Bare area, unconsolidated (sand) 
18. Urban 22. Artificial surfaces and associated areas 
19. Snow/Ice 21. Snow and Ice 
20. Water Bodies 20. Water Bodies 
N/A 9. Mosaic: Tree Cover / Other natural vegetation 
10. Tree Cover, burnt 
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4. The land cover legend comparison between GLCNMO and GlobCover 
GLCNMO GlobCover 
1. Broadleaf Evergreen Forest 40. Closed to open (>15%) broadleaved evergreen and/ or 
semi-deciduous forest (>5m) 
2. Broadleaf Deciduous Forest 50. Closed (>40%) broadleaved deciduous forest (>5m) 
3. Needleleaf Evergeen Forest 70. Closed (>40%) needle-leaved evergreen forest (>5m) 
4. Needleleaf Deciduous Forest N/A 
5. Mixed Forest 100. Closed to open (>15%) mixed broadleaved and  
needleaved forest 
6. Tree Open 60. Open (15-40%) broadleaved deciduous forest/ 
woodland (>5m) 
90. Open (15-40%) needle-leaved deciduous or evergreen 
forest (>5m) 160. Closed (>40%) broadleaved forest 
regularly flooded, fresh water. 
7. Shrub 110. Mosaic forest or shrubland (50-70%) and grassland 
(20-50%) 
120. Mosaic grassland (50-70%) and forest or shrubland 
(20-50%) 
130. Closed to open (>15%) shrubland(<5m) 
8. Herbaceous, single layer 
9. Herbaceous with Sparse and Tree/Shrub 
140. Closed to open (>15%) grassland 
10. Sparse Vegetation 150. Sparse (<15%) vegetation 
11. Cropland 11. Post-flooding or irrigated croplands 
14. Rainfed croplands 
12. Paddy field 11. Post-flooding or irrigated croplands 
13. Cropland/Other vegetation mosaic 20. Mosaic cropland (50-70%) /vegetation 
(grassland/shrubland/forest) (20-50%) 
30. Mosaic vegetation (grassland/shrubland/forest)             
(50-70%) / cropland (20-50%) 
14. Mangrove 170. Closed (>40%) broadleaved semi-deciduous and/or 
evergreen forest regularly flooded, saline water 
15. Wetland 160. Closed to open (>15%) broadleaved forest regularly 
flooded (semi-permanently or temporarily) - Fresh or 
brackish water 
180. Closed to open (>15%) grassland or woody              
86 
vegetation on regularly flooded or waterlogged soil - Fresh, 
brackish or saline water 
16. Bare area, consolidated (gravel, rock) 200. Bare areas   
17. Bare area, unconsolidated (sand) 
18. Urban 190. Artificial surfaces and associated areas (Urban 
areas >50%) 
19. Snow/Ice 220. Permanent Snow and Ice 
20. Water Bodies 210. Water bodies 
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