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Abstract
For a tree automaton A over a ranked alphabet , we study the ground tree transformation
(A) induced by A and the restriction (A) of the congruence ↔∗A to terms over . We de2ne a
congruence relation  ⊆ A×A on A, called the determiner of A, and the quotient tree automaton
A=. We show the following results. It is decidable if (A) = (A). If A is deterministic, then
(A) = (A). The determiner  of A can be e5ectively constructed, A= is deterministic, and
(A) = (A=). For a connected tree automaton A, (A) = (A=) if and only if (A) = (B)
for some deterministic tree automaton B if and only if (A) = (A).
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
A tree automaton A with a state set A over a ranked alphabet  (denoted by
A〈A; 〉) is a ground term rewrite system over the ranked alphabet ∪A, where A
consists of nullary function symbols, and A∩= ∅. Each rule in A is of the form
f(a1; : : : ; am)→ a where f∈m, m¿0, a1; : : : ; am; a∈A. We say that A〈A; 〉 is deter-
ministic if for any f∈m, m¿0, a1; : : : ; am ∈A, there is at most one rule with left-hand
side f(a1; : : : ; am) in A.
Dauchet et al. [2] de2ned the ground tree transducer over  as a pair (A;B) of tree
automata. The importance of ground tree transducers is in that they can simulate ground
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term rewriting. Dauchet et al. [2] showed that for each ground term rewrite system R
over , one can e5ectively construct a ground tree transducer (A;B) such that →∗R is
equal to the tree transformation induced by (A;B). We denote the tree transformation
induced by the ground tree transducer (A;A) by (A). Furthermore, we call (A) the
ground tree transformation induced by A. F(ul(op and V&agv(olgyi [6] constructed, for a
given deterministic tree automaton A〈A; 〉, a reduced ground term rewrite system R
over  such that ↔∗R is equal to the ground tree transformation (A). They also showed
that the class of ground tree transformations induced by tree automata properly contains
the class of ground tree transformations induced by deterministic tree automata.
A tree automaton A〈A; 〉 induces another binary relation, (A)= ↔∗A ∩T×T over
T. It is the restriction of the congruence ↔∗A on the ∪A-term algebra to terms over
. Hence (A) is a congruence on the -term algebra. F(ul(op and V&agv(olgyi [4] showed
the following. For every ground term rewrite system R over , one can e5ectively
construct a deterministic tree automaton A〈A; 〉 such that ↔∗R = (A)= (A). We
show that for any deterministic tree automaton A〈A; 〉, (A)= (A).
For a tree automaton A〈A; 〉, we de2ne a congruence relation ⊆A×A on A, called
the determiner of A. We show that we can e5ectively compute the determiner , and
construct the quotient tree automaton A=〈A=; 〉. We call A= the principal quotient
of A, and show that A= is a deterministic tree automaton.
We show the following main results.
• For any tree automata A〈A; 〉 and B〈B; 〉 and homomorphism  :A〈A; 〉→B
〈B; 〉, (A)⊆ (B) and (A)⊆ (B).
• For any tree automaton A〈A; 〉, the following two statements are equivalent.
(i) (A)= (A=).
(ii) There is a deterministic tree automaton B〈B; 〉 such that (A)= (B).
• For any connected tree automaton A〈A; 〉, Conditions (i) and (ii) are equivalent
to Condition (iii):
(iii) (A)= (A).
• For any tree automaton A〈A; 〉, Conditions (i), (ii), and (iii) are decidable.
2. Preliminaries
In this section we present a brief review of the notions, notations and preliminary
results used in the paper.
Relations. A relation over a set A is a subset → of A×A. We write a→ b for
(a; b)∈ →. We denote by →+ the transitive closure, by →∗ the reIexive, transitive
closure and by ↔∗ the reIexive, symmetric, and transitive closure of →, respectively.
Note that ↔∗ is an equivalence relation. A relation → is called
• Noetherian if there exists no in2nite sequence of elements a1; a2; a3; : : : in A such
that a1→ a2→ a3→ : : : ;
• conIuent if for any elements a1; a2; a3 in A, whenever a1→∗ a2 and a1→∗ a3, there
exists an element a4 in A such that a2→∗ a4 and a3→∗ a4,
• convergent if it is Noetherian and conIuent.
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Let → be a relation over a set A. An element a∈A is irreducible with respect to
→ if there exists no b∈A such that a→ b. It is well-known that for any convergent
relation → and any class Z of ↔∗, Z contains exactly one irreducible element a, and
that for any element b in the class Z , b→∗ a. We call a the →-normal form of b.
Let  be an equivalence relation on A. Then for every a∈A, we denote by [a] the
-class containing a, i.e. [a] = {b | ab}.
Terms. A ranked alphabet  is a 2nite set of symbols in which every element has a
unique rank in the set of nonnegative integers. For each integer m¿0, m denotes the
elements of  which have rank m.
Let Y be a set. The set of terms over  with variables in Y is the smallest set U
for which
(i) 0 ∪Y ⊆U and
(ii) f(t1; : : : ; tm)∈U whenever f∈m with m¿1 and t1; : : : ; tm ∈U .
For each f∈0, we mean f by f(). Terms are also called trees. The set T(∅) is
written simply as T and called the set of ground trees over . A -context is a tree
t ∈T({x}) such that the variable symbol x appears exactly once in t. The set of
-contexts is denoted by C. Given a context t ∈C and a tree s∈T, the tree t[s]
is obtained from t by substituting s for the occurrence of x.
Algebras. Let  be a ranked alphabet. A  algebra is a system B=(B; B), where B
is a nonempty set, called the carrier set of B, and B= {fB |f∈} is a -indexed
family of operations over B such that for every f∈m with m¿0, fB is a mapping
from Bm to B. An equivalence relation ⊆B×B is a congruence on B if
fB(a1; : : : ; am)fB(b1; : : : ; bm);
whenever f∈m, m¿0, and aibi, for 16i6m. The least congruence on B containing
a given relation ⊆B×B is called the congruence generated by .
In this paper we shall mainly deal with the algebra TA=(T; ) of terms over ,
where for any f∈m with m¿0 and t1; : : : ; tm ∈T, we have
fTA(t1; : : : ; tm) = f(t1; : : : ; tm):
Ground term rewrite systems. A ground term rewrite system (gtrs) over a ranked al-
phabet  is a 2nite subset R of T×T. The elements of R, called rules, can be used
to de2ne the rewriting relation →R as follows: for any p; q∈T, we have p→R q if
and only if there exists a rule, (u; v) in R and a context w∈C such that p=w[u] and
q=w[v]. The rules will be written in the form u→ v as well. Moreover, we say that u
is the left-hand side and v is the right-hand side of the rule u→ v. Besides the “one-
way” relations →R and →∗R we also consider the congruence relation on TA=(T; )
generated by R, which is ↔∗R.
We say that R is Noetherian, (conIuent, etc.) if →R is Noetherian (conIuent, etc.).
A term t ∈T is irreducible with respect to R if it is irreducible with respect to →R.
A gtrs R is reduced if for every rule u→ v in R, u is irreducible with respect to
R− {u→ v} and v is irreducible with respect to R.
We recall the following important result.
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Proposition 2.1 (Snyder [13]). Any reduced gtrs R is convergent.
For further results on gtrs’s see [2,3,8–13,15].
Tree automata. A tree automaton A with a state set A over a ranked alphabet 
(denoted by A〈A; 〉) is a gtrs over the ranked alphabet ∪A, where A consists of
nullary function symbols, and A∩= ∅. Each rule in A is of the form
f(a1; : : : ; am)→ a where f∈m, m¿0, a1; : : : ; am; a∈A.
The ground tree transformation (A)⊆T×T induced by A〈A; 〉 is de2ned as fol-
lows. For any trees p; q∈T, (p; q)∈ (A) if and only if p→∗A u and q→∗A u for some
u∈T∪A. A tree automaton A〈A; 〉 induces another binary relation, (A)= ↔∗A ∩T
×T over T. It is the restriction of the congruence ↔∗A on the ∪A-term algebra
to terms over . Hence (A) is a congruence on the -term algebra. Clearly, (A)⊆
(A).
A state a∈A is reachable if there is a tree t ∈T such that t→∗A a. The following
can be shown by applying well-known techniques of tree automaton theory, see [7].
Proposition 2.2. For any tree automaton A〈A; 〉 and a∈A, it is decidable whether
state a is reachable. Moreover, if a is reachable, then one can e6ectively construct a
tree s∈T such that s→∗A a.
We say that a tree automaton A〈A; 〉 is connected if each state in A is reachable.
Using well-known techniques, one can eliminate all nonreachable states while preserv-
ing relation (A).
We say that a tree automaton A〈A; 〉 is deterministic if for any f∈m, m¿0,
a1; : : : ; am ∈A, there is at most one rule with left-hand side f(a1; : : : ; am) in A.
F(ul(op and V&agv(olgyi [6] showed that the class of ground tree transformations in-
duced by tree automata properly contains the class of ground tree transformations in-
duced by deterministic tree automata. We now give a tree automaton A〈A; 〉 such that
there is no deterministic tree automaton B〈B; 〉 with (A)= (B). Let =0 =
{f; g; h}, A= {a; b; c}, and A consist of the rules f→ a, f→ b, g→ b, g→ c, h→ c.
Then (A)= {(f;f); (f; g); (g; f); (g; g); (g; h); (h; g); (h; h)}.
Consider a deterministic tree automaton B〈B; 〉 such that (A)⊆ (B). Since (f; g)
∈ (B), there are rules f→d and g→d in B with d∈B. As (g; h)∈ (B), the rule
h→d is in B. Hence (f; h)∈ (B). Thus (A) ⊂ (B). Hence there is no deterministic
tree automaton B〈B; 〉 such that (A)= (B).
Proposition 2.3. Any deterministic tree automaton A〈A; 〉 is a reduced gtrs over
∪A.
Proof. By direct inspection of the rules of A.
Proposition 2.4. For any deterministic tree automaton A〈A; 〉, (A)= (A).
Proof. Recall that (A)⊆ (A). By Propositions 2.1 and 2.3, A〈A; 〉 is a convergent
gtrs over the ranked alphabet ∪A. Hence (A)⊆ (A). Thus (A)= (A).
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The tree language recognized by a state a∈A of A is
L(A; a) =
{
t ∈ T | t ∗→
A
a
}
:
The tree language recognized by a tree p∈T∪A is
L(A; p) =
{
t ∈ T | t ∗→
A
p
}
:
Let A〈A; 〉 and B〈B; 〉 be tree automata. A homomorphism  :A→B from A
to B is a mapping  :A→B such that for any rule f(a1; : : : ; am)→ a in A, the
rule f((a1); : : : ; (am))→(a) is in B. We extend the mapping  to a mapping
 :T∪A→T∪B. For any tree t ∈T∪A, we de2ne the tree  (t) so that  (f)=f
for any f∈0,  (a)=(a) for any a∈A, and  (t)=f( (t1); : : : ;  (tm)) if t=
f(t1; : : : ; tm), f∈m, m¿1. We write simply  for  as well.
By the de2nition of a homomorphism, we obtain the following.
Lemma 2.5. Let  :A〈A; 〉→B〈B; 〉 be a homomorphism. If p→A q for some p; q
∈T∪ A, then (p)→B (q).
Lemma 2.6. Let  :A〈A; 〉→B〈B; 〉 be a homomorphism. Then (A)⊆ (B) and
(A)⊆ (B).
Proof. Let (s; t)∈ (A). Then s= s0↔A s1↔A s2↔A · · ·↔A sl = t for some l¿0 and
s0; s1; s2; : : : ; sl ∈T∪A. By Lemma 2.5,
s=(s0)↔B (s1)↔B (s2)↔B · · ·↔B (sl)= t.
Hence (s; t)∈ (B).
Let (s; t)∈ (A). Then s= s0→A s1→A s2→A · · ·→A sl = u for some l¿0 and
s0; s1; s2; : : : ; sl; u∈T∪A, and t= t0→A t1→A t2→A · · ·→A tn = u for some n¿0 and
t0; t1; : : : ; tn ∈T∪A. By Lemma 2.5,
s=(s0)→B (s1)→B (s2)→B · · ·→B (sl)=(u) and
t=(t0)→B (t1)→B (t2)→B · · ·→B (tn)=(u).
Hence (s; t)∈ (B).
Let A〈A; 〉 be a tree automaton. An equivalence relation ⊆A×A is a congruence
on A if the following holds. If f(a1; : : : ; am)→ a and f(b1; : : : ; bm)→ b are rules in A
and ajbj for 16j6m, then ab as well.
For any congruence  on a tree automaton A〈A; 〉, the quotient tree automaton
A=〈A=; 〉 of A modulo  is de2ned as follows. Let A== {[a] | a∈A}. Let A=
consist of all rules f([a1]; : : : ; [am])→ [a], where f(a1; : : : ; am)→ a is in A.
It is easy to see that A= is deterministic. We de2ne the mapping  :A→A= as
follows. For each a∈A, let (a)= [a]. By the de2nition of A=,  is a homomorphism
from A to A=. We call  the natural homomorphism from A to A=. By Lemma 2.6,
(A)⊆ (A=) and (A)⊆ (A=). Hence we have the following result.
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Lemma 2.7. For any tree automaton A〈A; 〉 and congruence  on A, the quo-
tient tree automaton A=〈A=; 〉 is deterministic. Moreover, (A)⊆ (A=), and
(A)⊆ (A=).
Lemma 2.8. For any connected tree automaton A〈A; 〉 and deterministic tree
automaton B〈B; 〉, for any trees p; q∈T∪A, if (A)= (B) and p↔∗A q, then there
is a (B)-class Z such that L(A; p)⊆Z and L(A; q)⊆Z .
Proof. As p↔∗A q,
p = s0↔
A
s1↔
A
s2↔
A
· · ·↔
A
sl = q
for some l¿0 and s0; s1; : : : ; sl ∈T∪A. We proceed by induction on l.
Base case: l=0. Then p= q, hence L(A; p)=L(A; q). As (A)= (B), we get that
L(A; p)⊆Z for some (B)-class Z .
Induction step: l¿1. Since A is connected, L(A; sl−1) = ∅ and L(A; sl) = ∅. As
(A)= (B), we get that L(A; s0)⊆Z and L(A; sl−1)⊆Z1 and L(A; sl)⊆Z2 for some
(B)-classes Z , Z1, and Z2. By the induction hypothesis,
Z = Z1:
Let u∈L(A; sl−1) and v∈L(A; sl). Then u→∗A sl−1 and v→∗A sl. By sl−1↔A sl we get
that (u; v)∈ (A). Thus (u; v)∈ (B). Thus
Z1 = Z2:
Hence L(A; p)⊆Z and L(A; q)⊆Z .
Lemma 2.9. For any connected tree automaton A〈A; 〉 and deterministic tree
automaton B〈B; 〉, if (A)= (B) then (A)= (A).
Proof. Recall that (A)⊆ (A). We now show that (A)⊆ (A). Let p; q∈T be
such that p↔∗A q. By Lemma 2.8, there is a (B)-class Z such that L(A; p)⊆Z
and L(A; q)⊆Z . Since p∈L(A; p) and q∈L(A; q), we have p↔∗B q. As (A)= (B),
(p; q)∈ (A). In this way we get (A)⊆ (A).
In the light of Lemma 2.9, one might think that for any connected tree automaton
A〈A; 〉, if there is a deterministic tree automaton B〈B; 〉 such that (A)= (B), then
(A)= (A). By means of an example, we now show that this belief is not justi2ed.
Let =0 = {f; g; h}. We de2ne tree automaton A〈A; 〉 as follows. Let A= {a; b}.
Let A consist of the rules f→ a, g→ a, g→ b, h→ b. Tree automaton A is connected,
(A) = {(f;f); (f; g); (f; h); (g; f); (g; g); (g; h); (h; f); (h; g); (h; h)};
and (A)= {(f;f); (f; g); (g; f); (g; g); (g; h); (h; g); (h; h)}.
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We de2ne tree automaton B〈B; 〉 as follows. Let B= {b}. Let B consist of the rules
f→ b, g→ b, h→ b. Then
(B) = (B) = {(f;f); (f; g); (f; h); (g; f); (g; g); (g; h); (h; f); (h; g); (h; h)}:
Thus (A) ⊂ (A)= (B)= (B).
Dauchet et al. [2] showed that it is decidable for ground tree transformations  and
( induced by given ground tree transducers whether ⊆ (, see Corollary 2 in [2].
Hence we have the following.
Proposition 2.10 (Dauchet et al. [2]). For any tree automata A〈A; 〉 and B〈B; 〉, it
is decidable whether (A)⊆ (B).
We adopt the main result of the paper [4].
Proposition 2.11. Let R be an arbitrary gtrs over a ranked alphabet . Then we can
e6ectively construct a deterministic tree automaton A〈A; 〉 such that ↔∗R = (A)=
(A).
For further results on gtrs’s and tree automata, see [1,7,5,14].
3. Principal quotient tree automaton
Let A〈A; 〉 be a tree automaton. We now de2ne a relation ⊆A×A, called the
determiner of A. To this end, we de2ne relations i⊆A×A, i¿0, by recursion on i.
Let 0 = {(a; a) | a∈A}. Let i¿1. We put all elements of +i−1 in i. Furthermore, we
put all pairs (a; b) in i, where rules f(a1; : : : ; am)→ a and f(b1; : : : ; bm)→ b are in A
and aji−1bj for 16j6m.
Clearly, 0⊆ 1⊆ 2 ⊆ · · ·, and i is reIexive and symmetric for i¿0. One can
easily show that i⊆ ↔∗A ∩A×A, i¿0, by induction on i. Hence there is a least
integer k such that k = k+1. We call k the determining index of A. Obviously,
k = k+1 = k+2 = · · · : Let = k . We call  the determiner of A.
We now state and prove Properties (P1)–(P4) of .
Lemma 3.1. For any tree automaton A〈A; 〉 and for the determiner  of A, the
following conditions hold:
(P1)  can be e6ectively constructed.
(P2)  is an equivalence relation on A.
(P3)  is a congruence on tree automaton A.
(P4) ⊆ ↔∗A ∩A×A.
Proof. The proof of property (P1) is straightforward.
We now show Property (P2). We have observed that i is reIexive and symmetric
for i¿0. Hence  is reIexive and symmetric as well. Let k be the determining index
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of A. By the de2nition of k+1, +k ⊆ k+1. As k = k+1, we have +k ⊆ k . Since
= k , +⊆ . Hence  is transitive.
We now show Property (P3). By Property (P2),  is an equivalence relation on
A. Let f(a1; : : : ; am)→ a and f(b1; : : : ; bm)→ b be arbitrary rules in A and let ajbj
for 16j6m. By the de2nition of , ajkbj for 16j6m. By the de2nition of k+1,
ak+1b. Hence, by the de2nition of , ab as well.
We have observed that i⊆ ↔∗A ∩A×A, i¿0. Hence Property (P4) holds.
The quotient tree automaton A= of A〈A; 〉 modulo  is called the principal quotient
of A.
Consider the following example. Let =1 ∪0, 1 = {f; g}, 0 = {#}. We
de2ne tree automaton A〈A; 〉 as follows. Let A= {a; b}. Let A consist of the rules
#→ a, #→ b, f(a)→ a, f(b)→ b. Then = {(a; a); (a; b); (b; a); (b; b)}. Furthermore,
A= consists of the only state {a; b}. Tree automaton A= consists of the rules #→{a; b},
f({a; b})→{a; b}.
Lemma 3.2. For any tree automaton A〈A; 〉, one can e6ectively construct the prin-
cipal quotient A=.
Proof. By Property (P1) we can construct the determiner  of A. Then we can con-
struct the principal quotient A= of A straightforwardly.
Lemma 3.3. Let  :A〈A; 〉→A=〈A=; 〉 be the natural homomorphism of a tree
automaton A〈A; 〉 onto its principal quotient A=. For any trees u; v∈T∪A and
p; q∈T∪A=, if (u)=p and (v)= q and p→A= q, then u↔∗A v.
Proof. Since p→A= q, there exists a rule f([a1]; : : : ; [am])→ [a] in A and a context
w∈C such that p=w[f([a1]; : : : ; [am])] and q=w[[a]]. By the de2nition of the
principal quotient A=, there are states bi ∈ [ai] for 16i6m and b∈ [a] such that
the rule f(b1; : : : ; bm)→ b is in A. As (u)=p and (v)= q, u=w[f(a′1; : : : ; a′m)]
and v=w[a′], where a′i ∈ [ai] for 16i6m and a′ ∈ [a]. Clearly, bia′i for 16i6m
and ba′. By Property (P4) of , bi↔∗A a′i for 16i6m and b↔∗A a′. Hence u↔∗A
w[f(b1; : : : ; bm)]→A w[b]↔∗A v.
The following is a simple consequence of Lemma 3.3.
Lemma 3.4. Let  :A〈A; 〉→A=〈A=; 〉 be the natural homomorphism of a tree
automaton A〈A; 〉 onto its principal quotient A=. For any trees u; v∈T∪A and
p; q∈T∪A=, if (u)=p and (v)= q and p↔A= q, then u↔∗A v.
Lemma 3.5. For any tree automaton A〈A; 〉 with determiner , (A)= (A=).
Proof. By Lemma 2.7, (A)⊆ (A=). We now show that (A=)⊆ (A). Let (s; t)
∈ (A=). Then s= s0↔A= s1↔A= s2↔A= · · ·↔A= sl = t for some l¿0. Let  :A→
A= be the natural homomorphism from A to the principal quotient A=. Let us
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take trees u0; u1; u2; : : : ; ul ∈T∪A such that (ui)= si for 06i6l. By Lemma 3.4,
s= u0↔∗A u1↔∗A u2↔∗A · · ·↔∗A ul = t. Hence (s; t)∈ (A).
4. Decision results
In this section we present our main decision results.
Theorem 4.1. For any tree automaton A〈A; 〉 with determiner , the following two
statements are equivalent:
(i) (A)= (A=).
(ii) There is a deterministic tree automaton B〈B; 〉 such that (A)= (B).
Conditions (i) and (ii) are decidable.
Proof. First we show that Condition (i) implies Condition (ii). Assume that (A)=
(A=). By Lemma 2.7, A= is a deterministic tree automaton.
Secondly we show that Condition (ii) implies Condition (i). Let B〈B; 〉 be a deter-
ministic tree automaton such that (A)= (B). By Proposition 2.4, (A)= (B). One
can eliminate all nonreachable states in A while preserving relation (A). Hence with-
out loss of generality we can assume that A is connected. By Lemma 2.9, (A)= (A).
By Lemma 3.5, (A)= (A=). By Lemma 2.7 and Proposition 2.4, (A=)= (A=).
Hence (A)= (A=) by transitivity of the equality relation.
We now show that it is decidable whether Conditions (i) and (ii) hold. To this end,
we show that Condition (i) is decidable. By Lemma 3.2, we e5ectively construct A=.
By Lemma 2.7, (A)⊆ (A=). By Proposition 2.10 we decide whether (A=)⊆ (A).
If (A=)⊆ (A), then (A)= (A=). If (A=)* (A), then (A) ⊂ (A=).
Theorem 4.2. For any connected tree automaton A〈A; 〉 with determiner , the
following three statements are equivalent.
(i) (A)= (A=).
(ii) There is a deterministic tree automaton B〈B; 〉 such that (A)= (B).
(iii) (A)= (A).
Proof. By Lemma 2.7, A= is a deterministic tree automaton. By Proposition 2.4
(A=) = (A=): (1)
By Theorem 4.1, it is suScient to show that Condition (i)⇔Condition (iii).
(⇒) Assume that (A)= (A=). By (1), (A)= (A=). By Lemma 2.9, (A)=
(A).
(⇐) Assume that (A)= (A). By Lemma 3.5, (A)= (A=). Thus (A)= (A=).
By (1), (A)= (A=).
For any tree automaton A〈A; 〉 with determiner , A=〈A=; 〉 is a determinis-
tic tree automaton by Lemma 2.7. Lemma 3.2 and Theorem 4.1 imply the following
result.
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Corollary 4.3. For any tree automaton A〈A; 〉, it is decidable whether there is a
deterministic tree automaton B〈B; 〉 such that (A)= (B). If the answer is yes,
then (A)= (A=), where  is the determiner of A〈A; 〉. Moreover, A=〈A=; 〉 is
deterministic and can be e6ectively constructed.
Lemma 4.4. For any tree automaton A〈A; 〉, it is decidable whether (A)= (A).
Proof. We consider a tree automaton A〈A; 〉 as a gtrs over the ranked alphabet ∪A.
By Proposition 2.11, we e5ectively construct a deterministic tree automaton B〈B; ∪A〉
such that ↔∗A = (B). Thus
(A) = (B) ∩ T×T: (2)
We de2ne a deterministic tree automaton C〈B; 〉 from B〈B; ∪A〉 by dropping all
rules where a symbol in A appears. By the de2nition of C, (C)⊆ (B)∩T×T. Let
(p; q)∈ (B)∩T×T. It is easy to see that (p; q)∈ (C). Hence (B)∩T×T⊆
(C). Thus (B)∩T×T = (C). By (2)
(A) = (C): (3)
Recall that (A)⊆ (A). In this way we get that
(A) ⊆ (C):
By Proposition 2.10 we can decide whether (C)⊆ (A).
• If (C)⊆ (A), then (C)= (A). By (3), (A)= (A).
• If (C)* (A), then (A) ⊂ (C). By (3), (A) ⊂ (A).
Theorem 4.1 and Lemma 4.4 imply the following result.
Theorem 4.5. For any tree automaton A〈A; 〉 with determiner , Conditions (i)–(iii)
are decidable.
(i) (A)= (A=).
(ii) There is a deterministic tree automaton B〈B; 〉 such that (A)= (B).
(iii) (A)= (A).
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