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Abstract— In this paper, 2-D optimal C–C–C class paths
are determined for unmanned air vehicles performing tar-
get touring with kinematic and tactical constraints. Using
vector calculus, a path-planning problem is decomposed to
yield a parameter optimization problem. An efficient hybrid
optimization algorithm is then used to solve the parameter
optimization problem. Illustrative numerical simulations are
given to demonstrate the efficacy of our approach.
I. Introduction
Unmanned aerial vehicles (UAVs) are an enabling
technology for numerous military applications. How-
ever, successful deployment of UAVs for challenging
military missions necessitates efficient algorithms for
coordination and control of UAV teams. A key com-
ponent for coordination and control of UAVs is a path-
planner. The objective of path planning is to generate
an optimal path to transfer a UAV from its start to
goal position in the presence of targets/obstacles and
vehicular constraints. Previous efforts in path planning
are categorized as calculus- and graph-based [1], [2], [5].
Calculus-based path-planning techniques lead to two-
point-boundary-value problems and suffer from severe
computational complexity. In addition, graph-based
path plans are suboptimal due to the discretization
of the UAV’s workspace and introduce sharp, non-
negotiable corners [1] requiring the consideration of
flyable trajectory generation [2].
In this paper, we develop optimal circular arc–
circular arc–circular arc (C–C–C) class path primitives
for UAVs operating under real-world constraints to
produce optimal paths using computationally tractable
algorithms. Specifically, beginning with simple UAV dy-
namics, the underlying constraints, and a cost function,
we characterize optimal C–C–C class paths for UAVs.
Furthermore, we address the problem of UAV optimal
path planning for single target touring. The proposed
path planner overcomes the computational complex-
ity and suboptimality of the above mentioned path-
planning methods. Thus, it can impart the capability
to rapidly perform path planning to UAVs.
II. UAV Kinematic Model
In this paper, we present an approach for the time-
optimal path planning for UAVs with kinematic and
tactical constraints. For computational tractability, we
consider a simple point mass kinematic model to char-
acterize the planar motion of a UAV as follows
x˙ = vc cos(θ), y˙ = vc sin(θ), θ˙ = ω, ω ∈ [−Ω,Ω]. (1)
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In this model, (x, y, θ) denotes the state of the UAV,
where x(t), y(t) ∈ R are the x and y position coordi-
nates, respectively, and θ(t) ∈ R is the heading angle.
In addition, ω(t) ∈ R, which is the time rate of change
of the heading angle, is a control input. We assume that
the UAV has a constant cruise speed vc ∈ R+. Finally,
the bound ±Ω on the control input ω is due to the
limits on the flight envelope of the UAV turning rate.
III. R-Geodesic: An Optimal Path Class
We consider the problem of generating flyable paths,
constrained by the kinematics (1), for the UAV to
connect a start state S = (xS, yS, θS) to a goal state
G = (xG, yG, θG). The generated flyable path must be
the minimum length path, equivalently the minimum
time path since vc is constant. Hence, an optimal
control problem must be solved to determine the time







vcdt, with kinematic constraint (1) and two-
point boundary conditions (x(tS), y(tS), θ(tS)) = S and
(x(tG), y(tG), θ(tG)) = G.
Note that since vc is assumed constant and ω is
bounded by Ω, the turning radius in a UAV path must





Ω . Next, we state a Lemma from [3] concerning
C–C–C class paths.
Lemma 3.1: No curve of type C–C–C where the
middle arc is of length greater than zero but not greater
than πR can be an R-geodesic.
Note that in the class of paths with average curvature
smaller than or equal to R−1 from S to G, the minimal
length path is termed as the R-geodesic.
Referring to Fig. 1(a), draw circles (O1, rmin) and
(O2, rmin), where O1 and O2 are the centers and rmin is
the radii of the two circles, tangential to the initial head-
ing line of the UAV at (xS, yS). Similarly, draw circles
(O3, rmin) and (O4, rmin) tangential to the final heading
line of the UAV at (xG, yG). Next, referring to Fig. 1(b)
draw: circles (Om1 , rmin) and (Om2 , rmin) simultane-
ously tangent to circles (O1, rmin) and (O3, rmin); circles
(Om3 , rmin) and (Om4 , rmin) simultaneously tangent to
circles (O1, rmin) and (O4, rmin); circles (Om5 , rmin)
and (Om6 , rmin) simultaneously tangent to circles
(O2, rmin) and (O3, rmin); and circles (Om7 , rmin) and
(Om8 , rmin) simultaneously tangent to circles (O2, rmin)
and (O4, rmin). Note that the UAV trajectory is ori-
ented in a clockwise direction on circles (O1, rmin) and
(O3, rmin) and in a counterclockwise direction on circles
(O2, rmin) and (O4, rmin). It is easy to see that a C–C–
C class path from S to G via a middle turning circle
is flyable when the orientation of the UAV path on the
initial and final turning circles are the same. Thus, in
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Fig. 1(b), the UAV paths via the intermediate circles
(Omi , rmin), i = 3, . . . , 6, are infeasible. The remaining
UAV flyable paths start and end on circles that are
oriented either both clockwise or both counterclockwise.
Finally, utilizing Lemma 3.1, it is trivial to identify
out of the four feasible C–C–C paths two that are
candidates for R-geodesic (see Fig. 1(c)). The shortest
of these two is the globally minimum C–C–C class path.
Remark 3.1: In the case where S and G are such that
the circles (O1, rmin) and (O2, rmin) intersect with the
circles (O3, rmin) and (O4, rmin), one must consider [3]
path classes circular arc–line–circular arc (C–L–C) and
C–C–C to determine the globally minimum length path
from S to G subject to kinematic constraint (1). In this
paper, we restrict consideration to S and G such that
the globally minimum length path from S to G is a
C–C–C class path. See [6] for a detailed treatment of
optimal C–L–C paths from S to G.
IV. Optimal Path Planning
A. Single Target Touring Problem Formulation
In this section, we consider optimal path-planning
for a UAV to tour a single target with/without path
constraint. Referring to Fig. 1(d), we assume that S, G,
a target location TP, and the minimum turning radius
R = rmin are given. For the no-constraint tour of TP
shown in Fig. 1(e1), the minimum length path from S
to G via TP is to be determined such that the vehicle is
allowed to turn while passing through TP. Alternatively,
in Fig. 1(e2), the minimum length path from S to G via
TP is to be determined such that immediately before
and after TP the vehicle moves on straight-line path
segments of specified length. In addition, in Fig. 1(e3),
the minimum length path from S to G via TP is to be
determined such that the vehicle moves on a straight-
line path segment of a specified length ahead of a
given distance from TP. Such a minimum length path
plan may be necessitated due to tactical considerations,
e.g., as in the Low Cost Autonomous Attack System
(LOCAAS) platform involving a non-gimbaled sensor
which looks down and ahead.
B. Target Touring
To generate the optimal path for a UAV to tour
through a target with/without path constraints, we
first consider a geometric result that will yield an
important criterion for optimal path planning for target
touring. We first decompose the minimum length path
planning for target touring problems into two different
stages i) path planning for a given approach direction
to the target and ii) parametric optimization of the
approach direction. In the following, we illustrate this
methodology by applying it to the constrained target
touring problem of Fig. 1(e3). Throughout this paper,
we use the notation P = (xP, yP, θP) to denote a state
and P = (xP, yP) to denote the point corresponding
to this state. Referring to Fig. 1(d), let α denote a
given approach direction of UAV to the target point
TP. Since the UAV path is constrained to pass along
the line segment AB (here · denotes a straight line
and BTP is an extension of AB), the minimum length
path-planning problem for constrained target touring
reduces to the generation of optimal paths (R-geodesics)
from (xS, yS, θS) to (xA, yA, α) and from (xB, yB, α) to
(xG, yG, θG). In this paper, we restrict our consideration
to the case in which the globally minimum length paths
from (xS, yS, θS) to (xA, yA, α) and from (xB, yB, α) to
(xG, yG, θG) are C–C–C class paths. Then the optimal
path can be simply chosen from the C–C–C class path
discussed in Section III. Thus, we concentrate on the
optimization of the UAV path length (in the C–C–C
class path) relative to the approach direction α.
Referring to Fig. 2(a), let circles (OO, R1), (O1, R),
and state P1 on the circle (O1, R) be given. Select a
right-handed coordinate frame x–y–z centered at O such
that x–y is in the plane of paper, y-axis is aligned along
the line segment O1OO, and z points out from the paper.
We denote the unit vectors along x, y, and z as xˆ, yˆ,
and zˆ, respectively. Without loss of generality, we locate
point O at OO, so that
−→
OOO= [0, 0, 0], where the first,
second, and third components of the row vector are the
x, y, and z components, respectively.
Now consider state P2 on the circle (OO, R1). The
angle between OOP2 and the fixed reference direction
x is measured counterclockwise as α. Let line O3P2
be tangent to the circle (OO, R1) at P2. Next, draw
a circle (O3, R) passing through P2 and draw a circle
(Om1 , R) such that it is tangent to circles (O3, R) and
(O1, R), where the UAV path on circle (Om1 , R) satisfies
the condition of Lemma 3.1. In addition, define the
arc-length from P1 to P2 as LE = ‖ P̂1T2 ‖ + ‖ T̂2T3 ‖
+ ‖ T̂3P2 ‖, where the points T2 and T3 are points of tan-
gency of circle (O1, R) with (Om1 , R) and circle (O3, R)
with (Om1 , R), respectively, ·̂ denotes a circular arc,
and ‖ · ‖ denotes the length.
We assume that the turning direction on circles
(O1, R) and (O3, R) are measured clockwise, whereas
the turning direction on circle (Om1 , R) is measured
counterclockwise. Denote the C-C-C class path from
P1 to P2 when the turning direction on circles (O1, R)
and (O3, R) are measured clockwise as a clockwise
path. Furthermore, denote the C-C-C class path from
P1 to P2 when turning directions on start and goal
turning circles are measured counterclockwise as a
counterclockwise path. From Section III, a C-C-C class
path from P1 to P2 with different turning directions on
circles (O1, R) and (O3, R) is infeasible.
Next, in order to state a key result concerning the









Om1T2) · zˆ). (2)
Theorem 4.1: Let the C-C-C class path from P1 to
P2 be a clockwise path. Then the derivative of LE with
respect to α is given by dLEdα = −M .
Proof. Let x direction be the fixed reference di-
rection for all angular measurements and let θ be
the angle between
−→
O1T2 and the reference direction.
Then,
−→





O1T2. Next, let ϕ be the
angle between
−→
Om1T3 and the reference direction.
Then,
−→





Om1T3. Next, note that
−→
OOP2=





O3P2= [R cos(α− π/2), R sin(α − π/2), 0].















OOP2) = 0, such that
equating the x and y components produces
2R cos(θ)+2R cos(ϕ)+R sin(α)−R1 cos(α)= 0, (3)
2R sin(θ)+2R sin(ϕ)−R cos(α)−R1 sin(α)−D = 0, (4)
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respectively, where D = ‖
−→
OO1‖.
Equations (3) and (4) contain variables θ, ϕ, and
α. Computing the total differentials of both sides
of (3) and (4) and rearranging terms, we obtain[−2R sin(θ) −2R sin(ϕ)






[−(R cos(α) + R1 sin(α))
−(R sin(α) −R1 cos(α))
]
dα,




Next, let ψi, i = 1, . . . , 6, denote the angles, measured













As seen from Fig. 2(a), LE can be expressed as LE =
R(ψ1 −ψ2) +R(ψ3 + (2π−ψ4)) +R(ψ5 + (2π− ψ6)) =
R(ψ1 − θ) + R(ϕ + (2π − (θ + π)) + R((ϕ − π) + (2π
−(α − π2 ))) = R
(
ψ1 + 5π2
) − 2Rθ + 2Rϕ − Rα, where
we utilized the fact that ψ2 = θ, ψ3 = ϕ, ψ4 = θ + π,
ψ5 = ϕ− π, and ψ6 = α− π2 .
Note that since state P1 on circle (O1, R) is given
(i.e., fixed), ψ1 is constant. Now by viewing LE as a
function of variables θ, ϕ, and α, the total differential
of LE is written as
dLE = −2Rdθ + 2Rdϕ−Rdα. (5)










Next, we compute M using (2). In particu-









O3T3 = [R1 cos(α) − R sin(α) − R cos(ϕ), R1 sin(α)
+R cos(α) −R sin(ϕ), 0] and −→T2T3= − −→Om1T2 +
−→
Om1T3=










T2T3) · zˆ= R R1 (sin(ϕ−α)+sin(θ−α)) − R2









Om1T2)·zˆ = −R2 (sin(θ − ϕ)), which upon substitution












Theorem 4.1 is immediate.
Remark 4.1: Similar to the formulation of dLEdα in
Theorem 4.1, for a counterclockwise path dLEdα = M
holds.
Remark 4.2: As shown below in Subsection IV-C,
for a given unconstrained/constrained target touring
problem, in Fig. 2(a), the state P1 can be interpreted
as S or G. In addition, the point P2 can be interpreted
as, e.g., the tour point TP (as in Fig. 1(e1)) or as the
entry/exit point of the straight line path segment (as in
Figs. 1(e2) and (e3)). In addition, for a given θS (or, θG),
the turning direction on circle (O1, R) is fixed. Hence,
for a given S (or, G) and α there exist at most two
feasible C–C–C class paths from P1 to P2 (or, from P2 to
P1). We denote these two path lengths as L++ and L−−,
where the first and second subscripts denote the turning
directions at the start and goal points, respectively, (+:
counterclockwise turn, −: clockwise turn). One of these
two feasible C–C–C class paths is depicted in Fig. 2(a).
Using this convention, LE can be equivalently denoted
as L−− (if P1 and P2 are the start and end points,
respectively, on this path segment). For the remaining
C–C–C class path from P1 and P2, the path length L++
can be defined similar to LE. Finally, the derivative of
each of these path lengths with respect to α can be
characterized similar to Theorem 4.1.
Remark 4.3: The closed form expression of dLEdα given
in Theorem 4.1 is essential for the minimization of the
total UAV path length.
C. Optimality Criterion
We begin by defining initial and final states
U1 = (xU1 , yU1 , θU1) and U2

= (xU2 , yU2 , θU2), respec-
tively, such that for any given target point approach
direction α ∈ [0, 2π], there exists a C–C–C class path
from U1 to U2. Next, for notational convenience, we
define
L(U1,U2) = min (L++(U1,U2), L−−(U1,U2)) . (6)
It follows from the Appendix that L(U1,U2) is a
pointwise discontinuous function of the variable α. The
number of point discontinuities are fixed and their
locations are deterministic. Hence, a search for α that
minimizes the total path length is restricted on a col-
lection of continuous subintervals spanning [0, 2π] with
endpoints consisting of the pointwise discontinuities.
Now we apply the result of Subsection IV-B to the
path-planning problem for a UAV touring one target
with the constraint that the vehicle move on a straight-
line path segment of a specified length ahead of a given
distance from the tour point as shown in Figs. 1(e3)
and 2(b). To address this problem, for a given value
of the parameter α, we write L as L = L(S,P2)
+ ‖ P2P ′2 ‖+L(P
′
2,G), where the state P2

= (xP2 , yP2 , α
−π) and P′2 = (xP′2 , yP′2 , α− π).
For illustrative purposes, let us assume that for the





2,G), then each path segment length
of L is given by L(S,P2) =‖ ŜT2 ‖ + ‖ T̂2T3 ‖ + ‖ T̂3P2 ‖,
‖ P2P ′2 ‖= R1 − R
′





+ ‖ T̂ ′2T
′




2 ‖. To achieve the minimal path
length, it is necessary that either dLdα = 0 for some value
of α on an open subinterval of α where L is continuous,
or that the minimizing value of α occur at a point of dis-
continuity of L. Specifically, the necessary condition for
local optimality on an open subinterval of α where L is






dα = −(M +M
′
) =
0, where M and M
′




































Remark 4.4: We emphasize that M and M
′
are
defined only for the minimum length paths from the
state S to state P2 (of length L(S,P2)) and from the
state P
′
2 to state G (of length L(P
′
2,G)), respectively.
In the preceding, M and M
′
have been characterized
for the configuration shown in Fig. 2(b), only for





2,G). Finally, even though, as shown
in the Appendix, L(S,P2) is a discontinuous function of
parameter α with finite discontinuities on the interval
[0, 2π], the locations of these discontinuities in L(U1,U2)
correspond to the values of parameter α where a C–
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C or a C class path may yield the minimum length
path. The number of discontinuities are fixed, such that
the total path length of each degenerate class path can
be computed and used in the optimization algorithm
described in Section V.
Remark 4.5: The preceding analysis is based on the
optimal path-planning scenario described in Fig. 1(e3).
However, the foundational result of Theorem 4.1 and the
above analysis using Fig. 2(b) is quite generic and can
be exploited to address optimal path-planning scenarios
described in Figs. 1(e1) and (e2). In particular, in
Fig. 2(b), letting P2, P
′
2, and TP to be a single point
corresponds to Fig. 1(e1). Furthermore, locating TP
between P2 and P
′
2 corresponds to Fig. 1(e2).
V. Parameter Optimization
It follows from Section IV that a general UAV path-
planning problem with tactical constraints necessitates
solution of a parameter optimization problem, wherein
the total flight path length L is a function of a parameter
α. However, the problem of identifying an α that
minimizes L is exacerbated by the fact that L is a
discontinuous function of α on the interval [0, 2π]. If
the minimizing α is a local minimum solution, then
the necessary condition for optimality characterized by
dL
dα is exploited in our algorithm. Furthermore, since
the number of discontinuities on the interval [0, 2π] is
fixed (see Appendix), the search for a minimizing α is
performed over a fixed number of subintervals in which
L is a continuous function of α.
In this paper, we utilize a hybrid optimization al-
gorithm consisting of a simulated dynamics algorithm
and a bisection-based algorithm to identify a locally
minimum value of α in the interior of each of the
subintervals. Each iteration of our hybrid optimization
algorithm, on a continuous subinterval of L, consists of
two-stages. In the first stage, on each open continuous
subinterval of L, the condition whether an α satisfying
the necessary condition for optimality exists must be
checked. For this, we utilize the simulated dynamics
algorithm given in [6] that provides fast convergence
to a local minimum solution. However, if an open
continuous subinterval of L does not contain a local
minimum solution the second stage is initiated. In the
second stage, a bisection-based algorithm reduces the
size of the search domain for the next iteration. The
bisection-based algorithm provides linear convergence
to the α that minimizes the total path length. If an
open continuous subinterval of L does not contain a
local minimum solution, then our hybrid optimization
algorithm converges to the boundary point with the
minimum path length. Finally, the minimizing α for
each continuous subinterval of L are compared with
each other to obtain the optimal choice of α on [0, 2π].
VI. Illustrative Simulation
We consider two optimal path-planning problems
for a UAV to tour a single target point. First,
in Fig. 1(e3), we consider that the UAV starts at
(xS, yS, θS) = (0, 0, 12π) (here the unit for x and
y coordinates is in km) and is tasked to reach
(xG, yG, θG) = (0,−1,− 12π) after touring through
(xTP , yTP) = (0.5,−0.5). Second, in Fig. 1(d), we
consider that the UAV starts at (xS, yS, θS) = (0, 0, 32π)
and is tasked to reach (xG, yG, θG) = (1, 0, 32π) after
touring through (xTP , yTP) = (−0.4, 0). It is required
that the UAV fly straight and level toward TP, starting
at a distance of la from TP and it must leave the
straight line path pointing toward TP after touring TP
at a distance of lb from TP. Note that la = lb = 0
corresponds to the case where the constraint straight
line path vanishes (see Fig. 1(e1)). In addition, lb < 0
corresponds to the condition that the UAV must leave
the straight line path pointing toward TP before passing
through TP (see Fig. 1(e3)). In Figs. 1(e3) and 1(d)
la = 1 km and lb = −0.5 km. We assume that the
minimum turning radius of the UAV is rmin = 1km.
Referring to Fig. 1(e3), the optimal value of α∗ is 0.9843
radians with the minimal path length equal to 11.46 km.
In this first scenario, the optimal value of α∗ is a local
minimum solution. Referring to Fig. 1(d), the optimal
value of α∗ is 0.3516 radians with the minimal path
length equal to 11.96 kms. In this second scenario, the
optimal value of α∗ coincides with a discontinuity point
of L.
VII. Conclusion
In this paper, C–C–C class path primitives are
exploited for UAV optimal path planning under kine-
matic and tactical constraints. Specifically, we used a
geometric configuration for a family of single target
touring problems to obtain representations of total
path length and derivative of total path length with
respect to a free parameter. An optimality criterion for
the parameter optimization problem was then charac-
terized. Furthermore, an efficient hybrid optimization
algorithm using simulated dynamics and a bisection-
based algorithm was developed to enforce the optimality
criterion. Illustrative numerical simulations were pro-
vided to demonstrate the efficacy of our approach.
Appendix: Continuity Property of L(α)
We restrict our consideration to S and G pairs for
which the R-geodesic is indeed a C–C–C class path. In
our terminology of C–C–C class path, either the middle
turning arc and the final turning arc of the path or only
the final turning arc of the path are allowed to be zero
for certain values of α. In such cases, the R-geodesic
may be a C–C or C class curve.
For a given S and G, the length of the minimal path
L(S,G) can be computed according to (6) and is a
function of both S and G. Now let S, G, and TP be
fixed. Then, we examine the continuity of L(S,G) with
respect to the free parameter α on specified intervals.
In order to facilitate the proof of continuity, we utilize
a mechanical analogy of a four bar linkage corresponding
to a C–C–C class path with a fixed S and TP state. For
details on the kinematics of four bar linkages, see [4].
Referring to Fig. 3(a), assume a counterclockwise path.
The first link of the four bar linkage is constructed
by drawing a line from O2 to Om8 . The second link
is constructed by drawing a line from Om8 to O4. To
construct the third link, select the point PT as the
intersection of circles (O4, R) and (OO, R1) such that
it is closest to the point Om8 . The third link, which is
an L bracket, is constructed by drawing a line from O4
to PT and from OO to PT. Finally, the fourth link is
an imaginary link that connects the two fixed points,
i.e., OO and O2. A fixed coordinate frame is attached
to O2 such that the x-axis points from O2 to OO, the
z-axis points out of the page, and the y-axis is mutually
orthogonal to the x and z-axis, pointing in the direction
that completes the right-handed coordinate frame.
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Theorem A.1: In the C–C–C class path shown in
Fig. 3(a), the total path length from S to TP is
continuous with respect to α between C–C–C class
paths that degenerate to C–C or C class paths.




(αLi , αRi), is a collection of open intervals,
with αLi , αRi ∈ [0, 2π] and N is the number of occur-
rences where the C–C–C class path collapses to either
a C–C or a C class path. Referring to Fig. 3(b), assume
a clockwise angular velocity on link 3 with magnitude
‖ω3‖ = |δα|, where δα is an arbitrary value that is
bounded. A discussion of this bound will be provided
at a subsequent stage of the proof. The corresponding
magnitude of the velocity of point O4 on link 3 is‖VO4‖ = L3‖ω3‖ = L3|δα|, where L3 is the distance
from OO to O4.
Next, we extend lines O2Om8 and OOO4, denoted as
line 1 and 3, respectively, so that their intersection
creates a point, OC, which is the instantaneous center
of link 2. For details on the properties of instantaneous
centers, see [4]. Now we make use of the fact that
link 2 at this instant will rotate about OC. Denote
the distance between Om8 and OC as ‖Om8OC‖ and
the distance between O4 and OC as ‖O4OC‖. Next, we
project VOm8 on the line 3 by rotating this vector about
the instantaneous center OC and label the resulting
vector as V ′Om8 . Using similar triangles, the magnitude




projection of VOm8 , we know that ‖V ′Om8 ‖ = ‖VOm8 ‖,
thus ‖VOm8 ‖/‖Om8OC‖= ‖VO4‖/‖O4OC‖. Next, the mag-
nitude of the angular velocity of link 1, i.e., ω1, is
related to VOm8 as ‖ω1‖ =
‖VOm8 ‖
L1
, where L1 is the
distance from point O2 to Om8 . Solving for ‖VOm8 ‖
given above and substituting the result into ‖ω1‖ yields
‖ω1‖ = ‖Om8OC‖‖O4OC‖L1 ‖VO4‖. Finally, substituting ‖VO4‖
into ‖ω1‖ results in ‖ω1‖ = ‖Om8OC‖L3‖O4OC‖L1 |δα|. Note that
the magnitude of the angular velocity of link 2 about the
instantaneous center OC is given by ‖ω2‖ = ‖VO4‖‖O4OC‖ =
L3
‖O4OC‖
|δα|, where ‖VO4‖ has been used. Furthermore,
the velocity of O4 relative to Om8 can be expressed in
terms of ω2 as follows ‖VO4|Om8 ‖ = L2‖ω2‖, where L2
is the distance from Om8 to O4. Substituting ‖ω2‖ into
‖VO4|Om8 ‖ gives ‖VO4|Om8 ‖ = L2L3‖O4OC‖ |δα|. In addition,
the direction of VO4|Om8 is perpendicular to link 2
since link 2 is a rigid body. The relative rotation of




The total path length from S to TS is related to the
links of the four bar linkage as L(α) = R(β1 − βS + 2π−β2+β3) +R1, where β1 is the angle of link 1 relative to
the x-axis, βS is the angle of
−→
O2S relative to the x-axis,
β2 is the angle created by sweeping from link 2 to link 1
measured from a clockwise direction, and β3 is the angle
created by sweeping from link 3 to link 2 measured from
a clockwise direction. Note that βS and R1 are constant
quantities. Next, compute the total path length from
the start state S to the target point TP taking in as an
argument α with a variation δα as follows L(α+ δα) =
R((β1−‖ω1‖)−βS+2π−(β2+ |δθ2|)+(β3 −|δθ2|))+R1,
where the negative sign in front of ‖ω1‖ and δθ2 in
L(α + δα) is contributed from the clockwise rotation
of link 1 and link 3. Subtracting L(α) from L(α + δα)
produces L(α +δα)−L(α) = −R (‖ω1‖+ 2|δθ2|), which
upon substitution of expressions for ‖ω1‖ and δθ2 yields














this, it is trivial to conclude continuity of L with respect
to α ∈ DCCC by utilizing the epsilon-delta definition of
continuity.
The bound of δα is dependent on the choice of α ∈
DCCC. In order to compute a bound on δα, fix α on an
open interval (αLj , αRj ) for some j ∈ {1, . . . , N + 1}.
Then the bound for δα can be computed as |δα| ≤
min{α− αLi − 
, αRi −α− 
}, where 
 is an arbitrarily
small positive constant.
For specific values of α, the total path length L(α)
is discontinuous, where the type of discontinuity will
result in a collapse of the C–C–C class path to either
C–C or C class paths. Utilizing the four bar linkage
analogy, the variation δα in ‖VO4‖ is arbitrary except
at collision configurations, i.e., values of α that will lead
to link collisions. Specifically, link collisions can occur
between links 1 and 2 and links 2 and 3.
Referring to Fig. 4(a), the collision of link 1 with link
2 results in circles (O2, R) and (O4, R) collapsing to be
the same circle. From this collision, we note that the
C–C–C class path collapses to a C class path, thereby
the path length on the middle and final turning circles
are eliminated. Note that this configuration only occurs
when the initial turning circle intersects circle (OO, R1)
at point PT, where
−→
OOPT is perpendicular to
−→
O2PT. Since
the location of circles (O2, R) and (OO, R1) are given,
it is a simple task to check whether this type of link
collision can occur.
Fig. 4(b) shows the case when link 2 collides with
link 3. In this configuration, the tangent point between
circles (Om8 , R) and (O4, R) coincides with the point
PT such that the C–C–C class path collapses to a
C–C class path, thereby the path length on the final
turning circle is eliminated. For a given set of circles
(O2, R) and (OO, R1), this configuration can occur at
most for two values of α. Using elementary geometry,
it can be shown that the α that produces this type














is the distance from OO to O2.
Remark A.1: In the proof of Theorem A.1, the
maximum number of discontinuities from S to TP is
three, i.e., one discontinuity from the collapse of the
C–C–C path to a C path and two discontinuities
from the collapse of the C–C–C path to a C-C path.
Furthermore, this proof is generic, such that S can be
interpreted instead as G. The maximum number of
discontinuities of the total path length from S to G
is the sum of discontinuities from S to TP and from TP
to G.
Remark A.2: Similar to the counterclockwise path
shown in Fig. 3(a), the maximum number of discontinu-
ities for a clockwise path is three. The total path length
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of (6) is composed of clockwise and counterclockwise
path combinations from S to TP and from TP to G.
The maximum number of discontinuities for (6) is
the sum of the discontinuities for the clockwise and
counterclockwise path combinations from S to G, and
is given to be twelve.
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Fig. 1. (a) Start and Goal Turning Circles, (b) Middle Turning
Circle Combinations, (c) C–C–C Minimum Length Paths, (d)
Target Touring Minimum Length Path, and (e) Optimal Path-
Planning Problems for Target Touring
(a) (b)
Fig. 2. (a) A Geometric Construction for Optimal Single Target
Tour Analysis and (b) Optimal Single Target Tour with Constraint
(a)
(b)
Fig. 3. (a) C–C–C Class Path and (b) C–C–C Four Bar Linkage
Analogy
(a) (b)
Fig. 4. (a) C Class Path and (b) C–C Class Path
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