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Abstract
A generic averaging theorem is proven for systems of ODEs with two-time scales that
cannot be globally transformed into the usual action-angle variable normal form for such
systems. This theorem is shown to apply to certain Fourier-space truncations of the non-
isentropic slightly compressible Euler equations of ﬂuid mechanics. For the full Euler
equations, we derive formally the generic limit equations and analyze some of their properties.
In the one-dimensional case, we prove a generic converic convergence result for the full Euler
equations, analogous to the result for ODEs. By making use of special properties of the one-
dimensional equations, we prove convergence to the solution of a more complicated set of
averaged equations when the genericity assumptions fail.
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
This paper is motivated by the study of the weakly compressible non-isentropic
Euler equations. After rescaling, the equations read
að@tq þ v  rqÞ þ 1er  v ¼ 0;
rð@tv þ v  rvÞ þ 1erq ¼ 0;
@tS þ v  rS ¼ 0;
8>><>>>: ð1:1Þ
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where a and r are given positive functions of S and eq (see e.g. [KM1], [KM2], [MS2],
[Sch1]). The small parameter e is essentially the Mach number. In [MS2], we proved
the existence of classical solutions on a uniform interval of time for arbitrary initial
data in a bounded set of the Sobolev space HsðDÞ; with s > d=2þ 1 and D ¼ Rd
(global solutions in x) or D ¼ Td (spatially periodic solutions). We also proved that
in the whole space, the solutions ðqe; ve;SeÞ of (1.1) converge locally strongly to
ð0; v;SÞ where ðv;SÞ satisﬁes the incompressible equations
r0ð@tv þ v  rvÞ þ rp ¼ 0; div v ¼ 0;
@tS þ v  rS ¼ 0;
(
ð1:2Þ
with r0ðSÞ ¼ rðS; 0Þ: This is due to dispersive effects of the wave equation which
governs the acoustic components, namely ðdiv v;rqÞ: In the periodic case, the
convergence is known only for the isentropic equations or for prepared data, that is
when the initial acoustic components are OðeÞ: We refer the reader to
[Asa,Iso1,Iso2,Iso3,KM1,KM2,Sch2,Sch3,Uka] for references. In the non-isentropic
case, when the data are unprepared, passing formally to the limit in (1.1) introduces
a new term in the ﬁrst equation of (1.2), which describes the limiting effect of the fast
acoustic components on the incompressible ﬂow. In the isentropic case, this extra
term vanishes on account of the special structure of the equations [Sch3], and we will
show that it also vanishes for one-dimensional non-isentropic ﬂow provided that a
and r satisfy an identity that is valid for the actual non-isentropic Euler equations.
However, a calculation in Sections 8 and 9 shows that for multi-dimensional non-
isentropic ﬂow this term does not vanish, but has the form
1
2r0
rfweak-limjrhej2g where he :¼ ðdiv r
10 rÞ
1ðdiv veÞ; ð1:3Þ
plus another similar term. The function he converges weakly to zero, but has high-
frequency oscillations in time so that the limit of quadratic terms does not vanish. In
contrast with other problems in ﬂuid mechanics, it does not seem that there is a
hierarchy of equations for the moments, that is the weak limits of polynomials in ue;
the equations for the nth moments involving moments of order n þ 1: In this
framework, the question is to close the system. Typically, one would like to show
that the limit k is uniquely determined by the limit ðv;SÞ:
The starting point of this paper is to consider (1.1) as a dynamical system with a
slow time t and a fast time t=e:
e@tu ¼ AðSÞu þ eQðS; uÞ;
@tS ¼ FðS; uÞ;
(
ð1:4Þ
where u ¼ ðv; qÞ; AðSÞ is a linear operator acting on u with purely imaginary
spectrum and Q and F are non-linear functionals. Thanks to the uniform estimates
of the spatial derivatives obtained in [MS2] and which imply compactness in those
variables, it is reasonable in a ﬁrst attempt to study systems (1.4) when uðtÞ and SðtÞ
take values in ﬁnite dimensional spaces. In this case, (1.4) is a system of ordinary
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differential equations, and the problem under consideration is to understand the
averaging properties of such systems. This question has been extensively studied,
([Ano,Nei], see also e.g. [LM]), but mainly for perturbations of Hamiltonian systems
e@tj ¼ oðIÞ þ egðI ;jÞ;
@tI ¼ f ðI ;jÞ;
(
ð1:5Þ
where ðI ;jÞ are the action-angle variables of the unperturbed Hamiltonian. Here, j
takes values in a torus Tm: In this framework, under some ergodicity assumption, the
expected result is that for ‘‘almost all initial data’’, the solutions I e converges to the
solution of the averaged problem
@tI ¼ /f ðIÞS :¼ 1
volðTmÞ
Z
Tm
f ðI ;jÞ dj: ð1:6Þ
In this paper, we extend the above-mentioned averaging theorems to a class of
conservative systems given in form (1.4). The difﬁculty is that the action-angle
variables are given by the spectral resolution of the operator AðSÞ: Indeed, for a time
independent S; the solution of the free evolution
e@tu ¼ AðSÞu ð1:7Þ
is u ¼ etAðSÞu0: Denoting by P0 the spectral projector on ker AðSÞ and fj the
eigenvectors of AðSÞ associated to non-vanishing eigenvalues, the action-angle
variables are I0 ¼ P0u; Ij ¼ jðu;fjÞj and jj ¼ argðu;fjÞ: These variables are not
deﬁned globally, and even worse they may be not deﬁned at all or be very singular
near points S where AðSÞ has multiple eigenvalues. Thus, the reduction of (1.4) to a
system of form (1.5) can only be performed on neighborhoods of trajectories where
AðSðtÞÞ never has multiple eigenvalues. In this case, the evolution of ueðtÞ is
asymptotically diagonalized in the spectral resolution of AðSðtÞÞ: This is linked to
adiabatic theorems for (1.7) when S depends on t (see e.g. [Kat]). It is known that
eigenvalue crossing is a source of tremendous difﬁculties. In particular, when one
considers equations
e@tue ¼ AðSeðtÞÞue
with Se-S and when two eigenvalues of AðSðtÞÞ cross at time t0; the limit of juej2
depends not only on S but also on the full family Se (see e.g. the Landau–Zener
formula for avoided crossing [Hag,Joy]). Even more, the limit may depend on the
subsequence e tending to zero. We will give examples of this behavior in Section 7.
This indicates that if the spectrum of the acoustic wave operator does not have
constant multiplicity, the limit F in (1.3) is likely not uniquely determined by the
limit ðv;SÞ; implying that there is no closed system of equations for ðv;S;FÞ:
In this spirit, the ﬁrst step in the study of (1.4) is to prove that for generic
trajectories, the non-vanishing spectrum of AðSðtÞÞ actually remains simple. This
makes sense only if the set of matrices AðSÞ with multiple eigenvalues is small. In this
direction, an important remark is that among all antisymmetric matrices (of a given
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rank), the set of matrices with multiple (non-vanishing) eigenvalues has codimension
two. This motivates the following condition:
Main Assumption 1. In the setA of all skew symmetric matrices AðSÞ; the subsetA0
of matrices with multiple non-vanishing eigenvalues has codimension two. More-
over, the dimension of ker AðSÞ is independent of S:
In this case, one can expect that a generic trajectory does not intersectA0: Adding
this idea to the known results of [Ano,Nei], one can actually prove averaging
theorems for ﬁnite dimensional systems (1.4). The usual formulation is to prove the
L1 convergence for the ﬂow Feðt; Þ; which implies the convergence a.e. of
subsequences. We will also prove a more precise result, reinforcing slightly the
assumptions.
Main Result 1. For almost all initial data ð
%
u0;
%
S0Þ; one has the following property: for
every family of initial data ðue0;Se0Þ such that ue0-
%
u0 and S
e
0-
%
S0; the full family
Feðt; ue0;Se0Þ converges and the limit is determined as the unique solution of an averaged
system.
We refer to section two for precise statements. Next, we study ﬁnite dimensional
approximations of (1.1).
Main Result 2. Main Result 1 applies to finite dimensional approximations of periodic
systems (1.1) obtained by considering only a finite number of Fourier frequencies.
In the second part of the paper, we start the analysis of the actual system (1.1).
Following the analysis of Section 2, we derive formally what should be the generic
averaged equations. We make a short analysis of this system, proving that it has a
conserved energy and uniform a priori Hs bounds. In space dimension one, the
convergence can be proved, extending the Main Result 1 above to this case. In
addition, special properties of the one-dimensional equations permit calculation of
the limit even in the non-generic case.
Part I of this paper, which treats the ﬁnite dimensional model equation (1.4), is
contained in sections two through seven. The assumptions and results of Part I are
described in Section 2, and the averaged for (1.4) are derived in Section 3. Generic
solutions of those averaged equations are analyzed in Section 4, while in section ﬁve
solutions of the original equations (1.4) are proven to converge to the solution of the
averaged equation having the limit initial data provided that the latter solution is
generic. These results are shown in Section 6 to apply to ﬁnite dimensional
truncations of the periodic Euler equations, and then some examples showing that
the restriction to generic solutions of the averaged equations indeed truly necessary
are presented in Section 7.
Part II, which considers the actual Euler equations, is presented in Sections 8–12.
The generic averaged equations are derived in Sections 8 and 9. Some spectral
properties of those equations are analyzed in Section 10, and then used in Section 11
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to prove a convergence theorem for the one-dimensional case analogous to that
obtained in Part I. Section 11 also contains a proof of convergence to a more
complicated set of averaged equations that applies even for non-generic limiting
solutions in one spatial dimension, obtained by an independent argument making
use of special properties of the equations in the one-dimensional case. Finally,
Section 12 contains some results on solutions to the averaged equations in arbitrary
dimension.
Part I
Finite dimensional models
2. Main results
Consider a system of differential equations
@tS ¼ FðSÞu;
e@tu ¼ AðSÞu þ eQðSÞðu; uÞ;
(
ð2:1Þ
with S/AðSÞ; CN from OCRn to the set of N  N real matrices. F is a n  N
matrix, which is CN in SAO: QðS;  ; Þ is quadratic. This is a particular case of
systems (1.4) which mimics Euler’s equations (1.1). The analysis of general systems
(1.4) would be similar but would require an analysis of resonances and multilinear
interactions at all order. For simplicity, we restrict ourselves to case (2.1) where only
trilinear resonances are involved (see below).
In the sequel we always suppose that A satisﬁes the following condition.
Assumption 2.1. (i) There is a deﬁnite positive matrix SðSÞ; CN in SAO; such that
SðSÞAðSÞ is skew symmetric.
(ii) The dimension of ker AðSÞ is constant.
Denote by Feðt;S0; u0Þ the solution of (2.1) with initial data ðS0; u0Þ: Assumption
2.1 implies that for initial data in a bounded set, the ﬂow Fe is deﬁned on an interval
of time independent of e: Indeed, multiplying the ﬁrst equation by SðSÞ; and taking
scalar products imply e-independent a priori estimates. Therefore, one has the
following uniform existence theorem.
Proposition 2.2. Given a ball B relatively compact in O RN ; there are T > 0; e0 > 0
and a ball B0*B; relatively compact in O RN ; such that the flow FeðtÞ is defined for
eA0; e0 and tA½0;T ; from B to B0:
From now on, we ﬁx B; B0 and T > 0: Introduce next balls BuCRN and Bs
relatively compact in O such that B0CBs Bu:
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As mentioned in the introduction, the expected asymptotic behavior of Fe depends
on ergodic properties of the free ﬂow etAðSÞ=e when S is constant and ‘‘generic’’ in Bs:
This leads to analyze the ‘‘generic’’ spectral properties of the matrices AðSÞ:
Assumption 2.1 implies that l0 ¼ 0 is an eigenvalue of AðSÞ of constant
multiplicity k: We denote by P0ðSÞ the spectral projector on ker AðSÞ: It is a
smooth function of S: Moreover, Assumption 2.1 implies that S1=2AS
1=2 is skew
symmetric. Thus, the non-vanishing eigenvalues of AðSÞ are purely imaginary and
pairwise conjugated. We denote them by filjðSÞg1pjjjpN 0 ; where N 0 ¼ ðN 
 kÞ=2:
They are repeated according to their multiplicity and the lj are labelled in non-
decreasing order. In particular, lj > 0 for j > 0 and l
j ¼ 
lj: Note that
min
SABs; ja0
jljðSÞj > 0: ð2:2Þ
In the next assumption, we make precise the ‘‘generic’’ spectral properties of AðSÞ we
need.
Assumption 2.3. (i) A and F are real analytic functions of SAO and O is connected.
(ii) The exceptional set E of SARn such that AðSÞ has multiple non-zero
eigenvalues, which is an analytic set by (i) has codimension greater than or equal to 2:
(iii) For all triplet of positive integers ðj; k; lÞ; the function lj 
 lk 
 lk which is
real analytic in O :¼ O\E by (ii) does not vanish identically on O:
The main motivation for introducing this assumption is that it is satisﬁed by ﬁnite
dimensional approximations of Euler’s equations (1.1) (see Section 6). The
conditions will be somewhat relaxed below during the proofs, in particular the
analyticity assumptions. Condition (ii) is really the main point. We need it to prove
that almost all trajectories remain in O RN ; and this point is absolutely crucial to
get averaged equations. Note that this condition is realistic. For instance, in the set
of skew symmetric matrix with constant rank, the set of matrices which have
multiple eigenvalues has codimension two. The non-resonance condition (iii) implies
that ljðSÞ 
 lkðSÞ 
 llðSÞa0 for almost all SAO: This is the exact analogue of the
ergodic condition used in [Ano,LM,Nei] for systems (1.5), with the simpliﬁcation
that only trilinear couplings are considered. Note that if there were a resonance
lj 
 lk 
 ll  0; one just should include it in the description of the averaged system.
For simplicity, we do not consider this case here.
The resonant set R is the set of SAO such that there is a triplet ðj; k; lÞ of positive
integers, such that jakalaj and ljðSÞ ¼ lkðSÞ þ lkðSÞ: This in an analytic set in O;
of dimensionpn 
 1 by (iii) of Assumption 2.3. Therefore, R ¼ Rn,R0; where Rn is
a smooth open analytic manifold of dimension n 
 1; possibly empty, and R0 an
analytic set of dimension pn 
 2:
Consider a family of solutions ðueðtÞ;SeðtÞÞ of (2.1) with initial data
ðueð0Þ;Seð0ÞÞAB: Eq. (2.1) implies that @tSe and @tP0ðSeÞue are bounded. Therefore,
restricting e to a subsequence if necessary, we can assume that
Se-S and ue0 :¼ P0ðSeÞue-u0 in C0ð½0;T Þ: ð2:3Þ
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Moreover, ue 
 ue0 converges weakly to zero. For k > 0; introduce
aek :¼ ððSðSeÞPkðSeÞue;PkðSeÞueÞÞ; ð2:4Þ
where Pk denotes the spectral projector associated to the eigenvalue lk and ðð ; ÞÞ is
the Hermitian scalar product in CN : We show that for almost all initial data, the
sequence ak converges in C
0ð½0;T Þ and that the limits ðS; u0; aÞ satisfy a system of
the following form:
@tS ¼ FðSÞu0;
@tu0 ¼ G0ðSÞðu0; u0Þ þ
PN 0
j¼1 ajgjðSÞ; u0 ¼ P0ðSÞu0;
@taj ¼ bjðS; u0Þaj; jAf1;y;N 0g:
8>><>: ð2:5Þ
with the initial conditions
Sð0Þ;
u0ð0Þ ¼ PðSð0ÞÞuð0Þ;
ajð0Þ ¼ ððSðSð0ÞÞPjðSð0Þuð0ÞÞ;PjðSð0Þuð0ÞÞÞÞ:
8><>: ð2:6Þ
The deﬁnitions of F and of the coefﬁcients G0; bj and gj are given in Section 3 below.
Eqs. (2.5) form a dynamical system, which we note in short
@tðS; u0; aÞ ¼ XðS; u0; aÞ; ð2:7Þ
on the manifold
M :¼ fðS; u; aÞARn  RN  RN 0 : u ¼ P0ðSÞug: ð2:8Þ
Because, P0ðSÞ is smooth and has constant rank, M is a smooth manifold of
dimension n þ kþ N 0: However, the ﬂux XðS; u; aÞ on the right-hand side of (2.5)
involves the spectral resolution of AðSÞ: It is deﬁned and smooth on the open subset
Mr :¼ fðS; u; aÞAM : SAOg ð2:9Þ
but the ﬂux X becomes singular as S approaches E: The next result summarizes the
properties of the averaged system. It is proved in Section 3.
Proposition 2.4. The field X is CN on Mr and tangent to M: For all compact KCM;
X is bounded on K-Mr: Moreover, for every local chart of M; u ¼ CðSÞv; with
ðS; v; aÞAfM ¼ o Rk  RN 0 an open set in RnþkþN 0 ; the vector field eX on fMr ¼
ðO-oÞ  Rk  RN 0 which is associated to X has the property that for all compact
subset fKCfM; the trace tr d eX is bounded on fK-fMr:
We can now state our main results. Let Bb denote the set of initial data (2.6)
associated to ðSð0Þ; uð0ÞÞAB; with Sð0ÞAO; so that the ajð0Þ are well deﬁned.
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Theorem 2.5. Suppose that the Assumption 2.3 is fulfilled. Then there is a negligible set
NCM-Bb such that for all initial data ðSð0Þ; u0ð0Þ; að0ÞÞ lying in Bb\N; the
averaged equation (2.5)–(2.6) has a unique solution ðS; u0; aÞ in C1ð½0;T ;MrÞ such
that SðtÞ intersects the resonant set R only at regular points in Rn and transversally.
Here, the main point is that the time of existence is uniform in Sð0Þ and
independent of the distance of Sð0Þ to the exceptional set E: For data in Bb\N; SðtÞ
does not intersect E,R0: For each trajectory the distance of SðtÞ to this set is
bounded from below by a positive number, but there is no uniform control with
respect to the data in Bb\N:
Next, we consider initial data ðSð0Þ; u0ð0Þ; að0ÞÞ in Bb and associated families of
initial data ðSeð0Þ; ueð0ÞÞ such that
8eA0; 1 ðSeð0Þ; ueð0ÞÞAB;
ðSeð0Þ; ueð0Þ-ðSð0Þ; uð0ÞÞ and ð2:6Þ holds:
(
ð2:10Þ
They deﬁne a family ðSeðtÞ; ueðtÞÞ ¼ Feðt;Seð0Þ; ueð0ÞÞ of solutions of (2.1), to which
we associate ae by (2.4).
Theorem 2.6. Suppose that Assumption 2.3 holds. Then there is a negligible set
N0CM-Bb containing N; such that for all ðSð0Þ; u0ð0Þ; að0ÞÞ lying in Bb\N0 and all
initial data satisfying (2.10), ðSe; ue0; aeÞ converges in C0ð½0;T  to the unique solution
ðS; u0; aÞ of the averaged system (2.5) with initial data ðSð0Þ; u0ð0Þ; að0ÞÞ given by
Theorem 2.5.
In Section 3, we derive the explicit form of the averaged equations (2.5) and prove
the convergence of ðSe; ue0; aeÞ; assuming that the limit S of Se is generic. In Section 4,
we study the averaged system and prove Theorem 2.5. Theorem 2.6 is proved in
Section 5.
3. Derivation of the averaged equations
Consider a family of solutions ðueðtÞ;SeðtÞÞ of (2.1) with initial data
ðueð0Þ;Seð0ÞÞAB: The ﬁrst equation shows that @tSe is bounded. Therefore,
restricting e to a subsequence if necessary, we can assume that Se converges
uniformly on ½0;T : In this section, we assume that the limit S is generic, to obtain
the limit equations. We will show in Section 5, that is assumption is actually satisﬁed
for almost all initial data.
Assumption 3.1. Se converges in C0ð½0;T Þ: Moreover, the limit S satisfies
8tA½0;T ; SðtÞAO; ð3:1Þ
8ja0; ka0; la0: lkðSðtÞÞ þ llðSðtÞÞaljðSðtÞÞ a:e: on ½0;T : ð3:2Þ
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Thus, for e small enough and tA½0;T ; SeðtÞ remains in a compact subset of O:
This allows to introduce the ‘‘action-angle’’ variables,
uej :¼ e
ij
e
j =e PjðSeÞue; jej ðtÞ :¼
Z t
0
ljðSeðsÞÞ ds; for jjjpN 0: ð3:3Þ
Note that for j ¼ 0; one has ue0 ¼ P0ðSeÞue and j0 ¼ 0: Because the Pj are CN
projectors on O and the l0js are simple for ja0; one has
PjðSeÞuej ¼ uej and ue ¼
X
jjjpN 0
eijj=euej : ð3:4Þ
and
@tu
e
j ¼ e
ij
e
j=e GjðSeÞðue; ueÞ ¼
P
k;l e
iðje
k
þje
l

jej Þ=e GjðSeÞðuek; uel Þ;
GjðSÞðu; vÞ :¼ PjðSÞQðSÞðu; vÞ þ DS;uPjðSÞv:
(
ð3:5Þ
where, for all C1 function YðSÞ; DS;uYðSÞ :¼ rSYðSÞ  FðSÞu denotes the derivative
of Y along the vector FðSÞu: In the deﬁnition of Gj; QðSÞðu; vÞ is extended to
complex vectors u and v in CN ; as a complex bilinear map.
In particular, (3.5) implies that @tu
e
j is bounded. Thus, extracting further
subsequences, one can assume that
uej ðtÞ-ujðtÞ in C0ð½0;T ;BuÞ: ð3:6Þ
Hence gej;k;l :¼ GjðSeÞðuek; uel Þ converges uniformly to gj;k;l :¼ GjðSÞðuk; ulÞ: By (3.5),
uej ðtÞ ¼ uej ð0Þ þ
X
k;l
Z t
0
eiðj
e
k
þje
l

jej Þ=e gej;k;lðsÞ ds: ð3:7Þ
We now analyze the oscillatory integrals in (3.7). The phases are jej;k;l ¼
jek þ jel 
 jej : Since the lj are C1 on O; (3.1) implies that
jej;k;lðtÞ-jj;k;lðtÞ :¼
Z t
0
ðlkðSÞ þ llðSÞ 
 ljðSÞÞ ds in C1ð½0;T Þ:
There are three cases:
(i) When j ¼ 0; k þ l ¼ 0; or when j ¼ k; l ¼ 0 or j ¼ l and k ¼ 0; then, for all e;
jej;k;l  0 and the corresponding integral in (3.7) converges to
R t
0 gj;k;lðsÞ ds: This
includes the case j ¼ k ¼ l ¼ 0:
(ii) When j ¼ 0; k þ la0 or k ¼ 0; j 
 la0 or l ¼ 0; j 
 ka0; the assumption
(3.1) implies that @tjj;k;la0: Therefore, there is c > 0 such that for all tA½0;T 
and all e small enough, one has j@tjej;k;l jXc and the integral converges to zero
(see the lemma below).
(iii) In the other cases, when ja0; ka0 and la0; (3.2) implies that @tjj;k;lðtÞa0 for
almost all tA½0;T :
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Recall the following elementary result:
Lemma 3.2. Suppose that je-j in C1ð½0;T  and that ge-g in C0ð½0;T Þ: If @tja0
for almost all tA½0;T ; then for all tA½0;T ;Z t
0
eij
eðsÞ=e geðsÞ ds-0:
Proof. We can replace ge by g and assume that g is C1: For all d > 0; there is c > 0
and a ﬁnite union of intervals Ik such that j@tjj > c on
S
Ik and
measð½0;T \S IkÞpd: Thus the contribution of ½0;T \S IkÞ is small. For e small
enough, one has j@tjejXc=2 on
S
Ik: Integrating by parts on Ik; one obtains that the
contribution of
S
Ik is pCde and thus is arbitrarily small if e is small. &
Assumption 3.1 therefore implies that the limits uj satisfy uj ¼ PjðSÞuj and
u0ðtÞ ¼ u0ð0Þ þ
P
jkjpN 0
R t
0 g0;k;
kðsÞ ds;
ujðtÞ ¼ ujð0Þ þ
R t
0ðgj;j;0ðsÞ þ gj;0;jðsÞÞ ds when ja0:
(
ð3:8Þ
Using (3.4), one obtains from (2.1) that
SeðtÞ ¼ Seð0Þ þ
X
jjjpN 0
Z t
0
FðSeðsÞÞujðsÞeijej ðsÞ=e ds
and (2.2) implies that all the integrals on the right-hand converge to zero, except
when j ¼ 0: Therefore, the limit satisﬁes
SðtÞ ¼ Sð0Þ þ
Z t
0
FðSðsÞu0ðsÞ ds: ð3:9Þ
We now give a more explicit form of these equations. For SAO; introduce
eigenvectors fkðSÞ of AðSÞ associated to the eigenvalues lkðSÞ for ka0: Thanks to
Assumption 2.1 and because AðSÞ is real we can normalize them so that
ððSfk;fjÞÞ ¼ dj;k; f
k ¼ %fk; ð3:10Þ
where ðð ; ÞÞ denotes the Hermitian scalar product in CN : Because P
jðSeÞ is the
complex conjugate of PjðSeÞ; ue
j ¼ uej and u
j ¼ uj: In particular, u0 is real and for
ka0
uk ¼ rkfk with rk ¼ ððSuk;fkÞÞ ¼ r
k: ð3:11Þ
Then, the ﬁrst equation in (3.8) reads
@tu0 ¼ G0ðSÞðu0; u0Þ þ
XN 0
k¼1
jrkj2 gkðSÞ; ð3:12Þ
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with
gkðSÞ :¼ G0ðSÞðfk; %fkÞ þ G0ðSÞð %fk;fkÞ: ð3:13Þ
Note that gkðSÞ is real and independent of the choice of the normalized eigenvector
fk: Eq. (3.12) leads us to introduce
ak :¼ jrkj2 ¼ ððSðSÞuk; ukÞÞ: ð3:14Þ
To compute @tak; we use (3.9), the second equation in (3.8) and the following
remarks. For ja0; one has
ðð½@tSuj; ujÞÞ ¼ bj;1ðS; u0Þaj with bj;1ðS; uÞ :¼ ðð½DS;uSfj ;fjÞÞ; ð3:15Þ
where S;F ;fj stand for SðSÞ;FðSÞ;fjðSÞ: The notation DS;u was introduced in (3.5).
Moreover,
PjðSÞQðSÞðuj; u0Þ þPjðSÞQðSÞðu0; ujÞ ¼ bj;2ðS; u0Þuj;
bj;2ðS; uÞ :¼ ððSQðfj; uÞ;fjÞÞ þ ððSQðu;fjÞ;fjÞÞ:
(
ð3:16Þ
Differentiating the identity PjðSÞP0ðSÞ ¼ 0 yields the equation ðrSPj  hÞP0 ¼

PjðrSP0  hÞ: Thus,
DS;ujPjðSÞu0 ¼ bj;3ðu0Þuj; bj;3ðuÞ :¼ 
ððSðDS;fjP0Þ; uÞ;fjÞÞ: ð3:17Þ
On the other hand, differentiating PjðSÞPjðSÞ ¼ PjðSÞ and multiplying the result by
PjðSÞ yields PjðrSPj  hÞPj ¼ 0 and therefore,
ððSðDS;u0PjÞuj;fjÞÞ ¼ 0: ð3:18Þ
Adding up, we obtain that
@taj ¼ bjðS; u0Þaj; with bj ¼ bj;1 þ 2Reðbj;2 þ bj;3Þ: ð3:19Þ
Note that the bj’s are independent of the choice of the normalized eigenvector fj:
Summing up, we have obtained the following averaged system for the limits:
@tS ¼ FðSÞu0;
@tu0 ¼ G0ðSÞðu0; u0Þ þ
PN 0
j¼1 ajgjðSÞ;
@taj ¼ bjðS; u0Þaj; jAf1;y;N 0g:
8><>: ð3:20Þ
The initial conditions are
Sð0Þ;
u0ð0Þ ¼ PðSð0ÞÞuð0Þ;
ajð0Þ ¼ ððSðSð0ÞÞPjðSð0Þuð0ÞÞ;PjðSð0Þuð0ÞÞÞÞ:
8><>: ð3:21Þ
Eqs. (3.20) form a dynamical system in O RN  RN 0 ; which we write @tðS; u0; aÞ ¼
XðS; u0; aÞ as in (2.7). Its properties are listed in Proposition 2.4.
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Proof of Proposition 2.4. The ﬂux XðS; u; aÞ; which involves the spectral resolution
of AðSÞ; is well deﬁned and smooth for SAO: The terms FðSÞu0 and G0ðSÞðu0; u0Þ are
CN functions. Moreover, an examination of formulas (3.13) and (3.15)–(3.17) shows
that the coefﬁcients gk and bj depend on the projectors Pk but not on their
derivatives. Therefore, they are bounded on bounded sets and X is bounded on
bounded sets.
Because, P0ðSÞ is smooth and has constant rank, the manifoldM deﬁned by (2.8)
is a smooth manifold. We show that X is tangent to Mr ¼ fðS; u0; aÞAM : SAOg:
Since fk ¼ Pkfk; by differentiating the identity P0Pk ¼ 0 one obtains that
DS;vP0fk ¼ 
P0ðDS;vPkÞfk is in the image of P0: Therefore, the only term on
the right-hand side of the second equation in (3.20) which does not automatically
belong to the image of P0 is ½DS;u0P0u0: Using the identity P0ðrP0  hÞP0 ¼ 0; this
implies that for every solution of (3.20)
@tððId
P0Þu0Þ ¼ ðId
P0ÞðDS;u0P0Þu0 
 ðDS;u0P0Þu0
¼ 
P0ðDS;u0P0ÞðId
P0Þu0:
This shows that the condition u0 ¼ P0ðSÞu0 is propagated by Eq. (3.20), and thus
that the ﬁeld X is tangent to Mr:
In any local chart u0 ¼ CðSÞv of M; the vector ﬁeld X has the form
*XðS; v; aÞ ¼
F˜ðSÞv
*GðS; vÞ þ gðSÞa
BðSÞa
0B@
1CA
with F˜; *G smooth functions of ðS; vÞ: Moreover, B is bounded for S bounded. This
implies that the trace of d *X is also bounded on bounded sets. &
Proposition 3.3. Suppose that ðueð0Þ;Seð0ÞÞ is a family of initial data in B which
converges to ðuð0Þ;Sð0ÞÞ and let
ðueðtÞ;SeðtÞÞ ¼ Feðt; ueð0Þ;Seð0ÞÞ:
In addition, assume that Se-S in C0ð½0;T  where S satisfies (3.1) and (3.2). Then
P0ðSeÞue and aej :¼ ðððSðSeÞPjðSeÞue;PjðSeÞueÞÞ converge to u0 and aj; respectively,
where ðS; u0; aÞ belongs to C1ð½0;T ;MrÞ and satisfies the averaged system (3.20) with
initial conditions (3.21).
Proof. We have shown that for any subsequence such that the uej converge, the limit
satisﬁes (3.20) with initial condition (3.21). The Cauchy Lipschitz theorem and
Proposition 2.4 imply the uniqueness of the limit. Thus the full sequence uej
converges. &
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For the sake of completeness, we give now a more intrinsic form of the averaged
equation. Introduce the tensor
M :¼
X
ka0
uk#u
k ¼
X
ka0
uk#ukAE#E; E :¼ CN : ð3:22Þ
M is a linear operator from En; the dual space of E; to E: Taking a basis fepg in E
and its dual basis fenpg in En; the matrix of M is
M ¼
X
ka0
uku
n
k with entries Mp;q ¼
X
ka0
/enp; ukS/e
n
q ; %ukS; ð3:23Þ
where we identify uk to the column vector of its components and u
n
k ¼t uk is a row
vector. When (3.1) holds, M is the defect measure [Ger] of the vector valued
sequence ue: The mapping G0ðSÞ is bilinear form E  E to E: Therefore, it is a tensor
in E#En#En:Given a basis in E and its dual basis in En; G0 is a matrix with entries
G0p;qAE: Eq. (3.12) reads
@tu0 ¼ G0ðSÞðu0; u0Þ þ G0ðSÞ :M; ð3:24Þ
where : denotes the contraction of tensors in En#En and E#E: In coordinates
G0ðSÞ : M ¼
X
p;q
G0p;qðSÞMp;q:
Using (3.16) and (3.17), the second equation in (3.8) reads
@tuj ¼ ðbj;2 þ bj;3Þuj þ ðDFu0PjÞuj: ð3:25Þ
Therefore, one obtains the following equation for M:
@tM ¼ ðB þ RÞM þ MðtB þt RÞ ð3:26Þ
with
B :¼Pka0ðbj;2 þ bj;3ÞPj;
R :¼Pka0ðDFu0PkÞPk ¼ ðDFu0AÞAð
1Þ 
Pka0 PkðDFu0AÞAð
1ÞPk
(
where A
1 ¼Pka0 l
1k Pk is the relative inverse of A in kerP0:
Assuming (3.1), M has form (3.22) if and only if AM þ MtA ¼ 0: We leave to the
reader to check that form (3.22) is propagated by Eq. (3.26).
In this framework, the averaged system reads
@tS ¼ FðSÞu0;
@tu0 ¼ G0ðSÞðu0; u0Þ þ G0ðSÞ : M;
@tM ¼ ðB þ RÞM þ MðtB þt RÞ:
8><>: ð3:27Þ
In this form, we recover that the ﬂux on the right-hand side is bounded on bounded
sets and singular, in general, when S-@O:
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4. Generic solutions of the averaged equations
In this section, we study the averaged system (3.20) and prove Theorem 2.5. First,
we prove a uniform existence result for almost all initial data. The main point is that
the ‘‘bad’’ set where the ﬂux X is not deﬁned is small. The smallness is expressed in
terms of codimension in Assumption 2.3. For the needs of the proof, we translate the
assumption using a density measure on M which is smooth manifold. As usual, a
subset in M is said to be negligible when its measure is zero. We will also use the
following terminology.
Assumption 4.1. A subset E of a smooth manifold M is 1-negligible when for all
compact set K; one has
measfxAK : dðx;EÞpdg ¼ oðdÞ as d-0;
where dðx;EÞ ¼ minfjx 
 yj : yAEg and meas denotes a density measure on M:
The link with Assumption 2.3 is given in the next result.
Lemma 4.2. Suppose that V is a semi-analytic set of codimension n in an open set
OCRn: Then, for all compact set K; there is a constant C such that for all dA0; 1;
measfxAK : dðx;VÞpdgpCdn:
Here, meas is the Lebesgue measure in Rn:
Proof. The proof is by induction on the dimension d ofV: When d ¼ 0; this is clear
sinceV has only isolated points. Next, it is sufﬁcient to prove that for all
%
xAV; there
is a neighborhood K such that the estimates holds.
Let
%
xAV: According to [Loj, Lemme 5 (de Rham Lemma), p. 94], there are K
and a constant K such thatK-V is the union of a ﬁnite number semi-analytic sets
Vj such that
Vj ¼ fy þ FjðyÞ : yAojg;
where oj is an open bounded subset of a linear subspace EjCRn; Fj is analytic from
oj to E>j and satisﬁes
8yAoj : jryFjðyÞjpK : ð4:1Þ
Moreover, dimVj ¼ dim EjpdimV: Therefore, it is sufﬁcient to prove the
following estimate for each Vj:
measðfxAK : dðx;VjÞodgÞ ¼ OðdcodimVj Þ ð4:2Þ
For simplicity, we drop the index j:
Consider d > 0: Since o is bounded, one can cover it by Oðd
dim EÞ balls Bk; of
radius d with centers ykAo: Introduce the ball B˜k of radius 2d centered at yk and the
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ball B0kCE
> of radius ð1þ KÞd centered at FðykÞ: Estimate (4.2) follows from the
inclusion
fxAK : dðx;VÞodgCfxAK : dðx; %V\VÞ
pðK þ 1Þdg,
[
B˜k  B0k: ð4:3Þ
Indeed, sinceV is semi-analytic and has only regular points,V is semi-analytic and
W ¼ %V\V is a semi-analytic set of dimension strictly smaller than V ([Loj,
Proposition 5, p. 82]). Thus, the induction hypothesis implies that the measure of the
ﬁrst set on the right-hand side is OðdcodimWÞ ¼ oðdcodimVÞ: The measure of B˜k  B0k
is OðdnÞ; so that the measure of their union is Oðdn
dim EÞ ¼ OðdcodimVÞ; proving (4.2).
We now prove (4.3): For xARn; we have a unique splitting x ¼ y þ y0; with yAE
and y0AE>: If dðx;VÞod; then there is xˆ ¼ yˆ þ FðyˆÞAV; with yˆAo such that jx 

xˆjpd: This implies that jy 
 yˆjpd and jy0 
 FðyˆÞjpd: There are two cases.
(i) dðyˆ; @oÞ > d: In this case, there is k such that jyˆ 
 ykjpd: The segment joining yˆ
and yk is contained in the ball of radius d centered at yˆ; hence in o: Therefore,
(4.1) implies that jFðyˆÞ 
 FðykÞjpKd: Thus, jy 
 ykjp2d and that jy0 
 FðykÞj
pð1þ KÞd; proving that xAB˜k  B0k:
(ii) dðyˆ; @oÞpd: There is y
*
A@o such that jyˆ 
 y
*
j ¼ dðyˆ; @oÞpd: The segment
½yˆ; y
*
½ is contained in o: Therefore, the curve gðsÞ :¼ ðyðsÞ;FðyðsÞÞ; with yðsÞ ¼
ð1
 sÞyˆ þ sy
*
; sA½0; 1½; is contained in V: Moreover, (4.1) implies that FðyðsÞÞ
is Lipschitz continuous on ½0; 1½: Therefore, the curve gðsÞ has an end point
x
*
¼ ðy
*
; y0
*
Þ: This point belong to %V and not to V since y
*
eo: By (4.1), the
length of the curve g is at most K jyˆ 
 y
*
j: Thus, jxˆ 
 x
*
jpKd which implies
that jx 
 x
*
jpðK þ 1Þd; thus dðx; %V\VÞpðK þ 1Þd:
This ﬁnishes the proof of (4.3) and the lemma follows. &
Corollary 4.3. When Assumption 2.3 is satisfied, then the set E of ðS; u; aÞAM such
that SAE; is a closed 1-negligible set in M:
Proposition 4.4. Consider averaged system (3.20) and a compact set KCM: If E is a
closed 1-negligible set in M; there are T > 0 and a negligible set NCM; containing E;
such that for all U0AK\N; the Cauchy problem
@tU ¼ XðUÞ; Uð0Þ ¼ U0 ð4:4Þ
has a unique C1 solution on ½0; T ; with values in Mr:
Proof. Consider a larger compact set K0 which contains K in its interior. Let M
denote the LN norm of X onK0-Mr which is ﬁnite by Proposition 2.4. Let T > 0
be such that K0 contains the balls of radius TM with center in K:
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For U0AMr-K; denote by UðtÞ ¼ Fðt;U0Þ the maximal solution of (4.4). It is
deﬁned on ½0;TnðU0Þ½: Note that TnðU0Þ > 0; since U0AMr and X is smooth onMr:
The choice of T implies that
8tA½0;minfT ;TnðU0Þg½; Fðt;U0ÞAK0: ð4:5Þ
Therefore, either TnðU0Þ > T and UðtÞ remains in Mr-K0 or
lim inf
t-TnðU0Þ
dðUðtÞ;EÞ ¼ 0: ð4:6Þ
We show that there is a negligible set NAK; such that for all initial data in
U0AK\N; (4.5) does not occur. The proof relies on two ingredients. First, because
X is bounded one has for all t and t0 in ½0;minfT ;TnðU0Þg½
jdðUðtÞ;EÞ 
 dðUðt0Þ;EÞjpjUðtÞ 
 Uðt0ÞjpMjt 
 t0j: ð4:7Þ
Next, Proposition 2.4 implies that in any local chart ofM; the divergence of the ﬁeld
X is bounded onK0-Mr: This implies that the measure onMr is quasi-invariant by
the ﬂow FðtÞ and there is a constant C such that for all tA½0;T  and all measurable
set UCK-Mr-fTn > tg
measUpC measFðt;UÞ: ð4:8Þ
Consider dA0; 1 and Z ¼ d=2M: Introduce Ed ¼ fUAK0 : dðU ;EÞpdg: For
jX0; let Nd;j denote the set of initial data U0AK-Mr such that TnðU0Þ > jZ and
dðFðjZ;U0Þ;EÞpd: Introduce next Nd ¼
S
Nd;j where the union is taken over
the integers j such that 0pjZpT : In particular, FðjZ;Nd;jÞCEd; By (4.8),
measNd;jpC measFðjZ;Nd;jÞpC meas Ed: Thus, there is C1 such that for all d > 0
measNdp
X
j
measNd;jpC1d
1 meas Ed:
Since E is 1-negligible, this implies that N ¼ TNd has zero measure. Note that
Nd;0 ¼ EdCNd; so that E-KCN:
Consider U0AK-Mr such that TnðU0ÞpT : Thus (4.6) holds and for all dA0; 1;
there is tA0;TnðU0Þ½ such that dðUðtÞ;EÞpd=2: With Z ¼ d=2M; there is jX0 such
that jZptoðj þ 1ÞZ: Thus jZoTnðU0Þ and jjZ
 tjpZ: With (4.7), this implies that
jdðUðjZÞ;EÞ 
 dðUðtÞ;EÞjpMZpd=2 and therefore dðUðjZÞ;EÞpd: Therefore,
U0ANd;jCNd: Since this is true for all d; this shows that U0AN: This shows that
the set fU0AK-Mr :TnðU0ÞpTg is contained in N and the proof is com-
plete. &
We also want to show that almost all the solutions of (3.20) are generic in the sense
of Theorem 2.5, that is intersect the resonant set at regular points and transversally.
Recall that the resonant set R is the set of SAo such that ljðSÞ ¼ lkðSÞ þ llðSÞ for
at least one triplet ðj; k; lÞ of non-vanishing integers. Let R denotes the set of
ðS; u; aÞAMr such that SAR: The next result implies that almost all solutions of (4.4)
satisfy the conditions (3.1) and (3.2) of Assumption 3.1.
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Lemma 4.5. Suppose that R is negligible. With K and T as in Proposition 4.4, there
is a negligible set N0*N such that for all U0AK\N0 the solution UðtÞ of (4.3)
satisfies
UðtÞeR; a:e: tA½0;T :
Proof. Consider the set R of ðt;U0ÞA½0;T   ðK\NÞ such that UðtÞ ¼ Fðt;U0ÞAR:
For all tA½0;T ; Rt :¼ fU0 : ðt;U0ÞARg ¼ FðtÞ
1ðRÞ: Since R is negligible, R
is also negligible and (4.8) implies that measRt ¼ 0: Thus R is negligible in
½0;T  Mr: This implies that there is a negligible set N 0*N such that for
U0eN 0; the set of tA½0;T  such that ðt;U0ÞAR; that is UðtÞAR; is negligible in
½0;T : &
To prove that almost all trajectories are transverse to R; we need more
information about R:
Proposition 4.6. Suppose that Assumption 2.3 is satisfied. Then M is an analytic
manifold and R ¼ R0,Rn1,Rn2 with:
R0 is a closed and 1-negligible set in Mr; R
n
1-Rn2 ¼ | and
Rn ¼ Rn1,Rn2 is locally a CN submanifold of codimension one in Mr; ð4:9Þ
the vector field X is tangent to Rn1 ; ð4:10Þ
the set R3 of points UARn2 such that X is tangent to R
n
2 is
1-negligible in Mr\R0: ð4:11Þ
Proof. If A is a real analytic function of S then the eigenvalues lj are real analytic in
O; and thus R is an analytic set in O: Because E has codimension at least 2, O ¼ O\E
is connected and thus, since lj 
 lk 
 ll is not identically zero, the dimension of R is
less or equal to n 
 1: Therefore, R ¼ R0,Rn where Rn is an analytic manifold and
R0 a closed analytic set of dimensionpn 
 2: These sets are lifted toM; so that with
obvious notations, R ¼ R0,Rn: By Lemma 4.2, the sets R0 and R0 are 1-negligible,
as analytic sets of codimension at least two.
Consider a point
%
UARn: Let m ¼ 0 be an equation for Rn in a neighborhood
of
%
U in Mr: By construction, we see that m ¼ mðSÞ is a function of S: Then
rUmðUÞ XðUÞ ¼ rSmðSÞ  FðSÞu is an analytic function of on Mr: Thus, either it
vanishes identically on Rn near
%
U ; which means that X is tangent to Rn; or the set
R3 of points in R
n near
%
U where it vanishes is an analytic set of dimension
pdimRn 
 1; that is of codimension X2 in Mr; and thus 1-negligible. This
dichotomy extends to each connected component of Rn in Mr\R0 and the
proposition follows. &
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Proposition 4.7. Suppose that there are R0; R
n
1 and R
2
1 satisfying (4.9)–(4.11) such
that the resonant set satisfies R ¼ R0,Rn1,R21: Then, there is a negligible set
N0*N in K; such that for all U0AK\N0; UðtÞ ¼ Fðt;U0Þ does not intersect
R0,Rn1,R3:
Proof. (a) According to the proof of Proposition 4.4, one has
K\N ¼
[
nAN
K12
n ; where
K1d :¼ U0AK\N : min
tA½0;T 
dðSðtÞ;EÞXd
 
: ð4:12Þ
Here, UðtÞ ¼ ðSðtÞ; uðtÞ; aðtÞÞ denotes the solution of (4.4). Moreover, we know that
UðtÞ remains in a compact set K0: To prove the proposition, it is sufﬁcient to
construct for all ﬁxed d; a negligible setN0d in B
1
d so that the conclusion holds for all
U0AK
1
d\N
0
d:
(b) First, we show that the relatively open subsetK1d;*
of initial data U0AK
1
d such
that UðtÞ does not intersect R0 has full measure, i.e.
measðK1d\K1d;* Þ ¼ 0: ð4:13Þ
We use the following analogue of (4.7):
jdðUðtÞ;R0Þ 
 dðUðt0Þ;R0ÞjpjUðtÞ 
 Uðt0ÞjpMjt 
 t0j: ð4:14Þ
Given rA0; 1 consider Z ¼ r=2M and for jX0;N0d;r;j the set of initial data U0AB1d
such dðsðjZÞ;R0Þpr: Introduce next N0d;r ¼
S
N0d;r;j where the union is taken for
the integers j such that 0pjZpT ; andN0d ¼
T
N0d;r:Using (4.8), one shows as in the
proof of Proposition 4.4, that
measN0d;rpCr
1 measfUAKd : dðU ;R0ÞprgÞ;
where Kd ¼ fUAK : dðS;EÞXdg: The constant C may depend on d but is
independent of r: Since R0 is negligible in Mr; this implies that measN0d;r-0 as
r-0 and therefore measN0d ¼ 0:
Suppose that U0AK
1
d and the solution UðtÞ intersects R0 at time tA½0;T : Then,
for all r > 0 small enough, there is j such that jZA½0;T  and jjZ
 tjpZ where
Z ¼ r=2M: With (4.14), this implies that U0AN0d;r;jCN0d;r: This proves that
K1d\K
1
d;*
CN0d and (4.13) follows.
Since
K1d;*
¼
[
nAN
K2d;2
n ; K
2
d;r :¼ U0AK1d : min
tA½0;T 
dðUðtÞ;R0ÞXr
 
;
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to prove Proposition 4.7, it is sufﬁcient to construct for all ﬁxed d and r; a negligible
set N0d;r in K
2
d;r such that the conclusion holds for all U0AK
2
d;r\N
0
d;r:
(c) For U0AK
2
d;r; UðtÞ remains in a compact subset of Mr\R0: Since R3 is a
1-negligible subset of Mr\R0; repeating the argument above, one shows that
measðK2d;r\K2d;r;* Þ ¼ 0;
where K2d;r;*
is the relatively open subset of initial data U0AK
2
d;r such that UðtÞ
does not intersect R3: Similarly, introducing,
K3d;r;s :¼ U0AK2d;r : min
tA½0;T 
dðUðtÞ;R3ÞXs
 
;
it is sufﬁcient to prove that for all ﬁxed d; r and s; then for almost all U0AK3d;r;s the
solution UðtÞ does not intersect Rn1 :
(d) We prove that for all U0AK
3
d;r;s\R; UðtÞ does not intersect Rn1 :
Suppose that there is t > 0 such that UðtÞARn1 and let t * ¼ minftA½0;T  :
UðtÞARn1g: Then t* > 0 since Uð0ÞeR: Since R is closed, Uðt* ÞAR: But since X is
tangent to Rn1 ; Uðt* ÞARn1 would imply that UðtÞARn1 for t 
 t* small, contradicting
the deﬁnition of t
*
: Thus Uðt
*
ÞeRn1 : Since U0AK3d; r; s; Uðt* ÞeR0,R3:
Therefore, Uðt
*
ÞARn2\R3: Transversality condition (4.11) implies that UðtÞeR for
0ojt 
 t
*
j small, thus UðtÞeRn1 for t 
 t* small, which contradicts the deﬁnition of
t
*
: This proves the claim and the proof of the proposition is complete. &
5. Approximation results
In this section, we assume that the exceptional set E is 1-negligible and the
resonant set R admits a decomposition R0,Rn1,Rn2 satisfying (4.9)–(4.11). We
consider a generic solution UðtÞ ¼ ðSðtÞ; u0ðtÞ; aðtÞÞAC1ð½0;T ;MrÞ of the averaged
equation, that is a solution such that UðtÞ intersects the resonant set at points in
Rn2\R3: Consider initial data ðueð0Þ;Seð0ÞÞ for (2.1), such that
ðiÞ Seð0Þ-Sð0Þ;
ðiiÞ ue0ð0Þ :¼ P0ðSeð0ÞÞueð0Þ-P0ðSð0ÞÞu0ð0Þ ¼ u0ð0Þ;
ðiiiÞ aej ð0Þ :¼ ððSðSe0ÞPjðSeð0ÞÞueð0Þ;PjðSeð0ÞÞueð0ÞÞÞ-ajð0Þ: ð5:1Þ
Proposition 5.1. Suppose that UðtÞ is a generic solution of (3.20) on ½0;T : Consider
initial data satisfying (5.1). Then there is e0 > 0 such that for eA0; e0; the solution of
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(2.1) is also defined on ½0;T  and
ðiÞ SeðtÞ-SðtÞ;
ðiiÞ ue0ðtÞ :¼ P0ðSeðtÞÞue0ðtÞ-u0ðtÞ;
ðiiiÞ aej ðtÞ :¼ ððSðSetÞPjðSeðtÞÞueðtÞ;PjðSeðtÞÞueðtÞÞÞ-ajðtÞ ð5:2Þ
uniformly for tA½0;T :
Proof. (a) Convergence (5.1) implies that the initial data U eð0Þ are uniformly
bounded. Thus, there are T1A0;T  and e1 > 0 such that the solutions Feðt;U eð0Þ are
deﬁned and uniformly bounded for tA½0;T1 and eA0; e1 and the bounds depend
only on the solution U :
Because the projector P0ðSÞ on the kernel of AðSÞ has a constant rank and is
smooth, there is a is a smooth matrix valued function yðSÞ such that
YðSÞAðSÞ ¼ FðSÞðI 
P0ðSÞÞ: ð5:3Þ
Introduce
S˜e ¼ Se 
 eYðSeÞue: ð5:4Þ
Then,
@tS˜
e ¼ FðSeÞue0 
 ef e; ð5:5Þ
where
f e ¼ ðFðSeÞQðSeÞðue; ueÞ þ frSYðSeÞ  FðSeÞuegueÞ:
We already know that Se and ue are uniformly bounded. Eq. (2.1) implies that @tS
e;
e@tue and @tue0 are bounded. Thus (5.5) implies that @
2
t S˜
e is bounded. Therefore, there
is C; which depends only on U ; such that for all eA0; e1 and all tA½0;T1;
jSeðtÞj þ j@tSeðtÞjpC; jS˜eðtÞj þ j@2t S˜eðtÞjpC: ð5:6Þ
Extracting subsequences, we can assume that Se converges in C0ð½0;T1Þ as e tends to
zero and the limit Sn is Lipschitz continuous. By (5.4), S˜e also converges to Sn in
C0ð½0;T1Þ: Bounds (5.6) imply
jjSnjjW 2;Nð½0;T1ÞpC ð5:7Þ
and that S˜e converges to Sn in C1ð½0;T1Þ: The convergences in (5.1) and (5.5) imply
that
Snð0Þ ¼ Sð0Þ; @tSnð0Þ ¼ FðSð0ÞÞu0ð0Þ ¼ @tSð0Þ: ð5:8Þ
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Because U is generic, Sð0ÞeE: Thus, (5.7) (5.8) imply that there is T2A0;T1 such
that for all tA½0;T2; SnðtÞeE:
If Sð0ÞeR; then similarly there is T2 > 0 such that SnðtÞeR for tA½0;T2:
If Sð0ÞAR; since UðtÞ intersects the resonant set R at points in Rn2\R3; one has
@tmðSð0ÞÞ ¼ ðrm XÞðUð0ÞÞa0; if m is a local equation of Rn2 on a neighborhood o
of Uð0Þ: Bounds (5.7) and (5.8) imply that there is T2A0;T1 which depends only on
the constant C and on Uð0Þ; such for that for all tA½0;T2 SnðtÞ remains in a
compact subset of o; and @tmðSnðtÞÞa0: This implies that SnðtÞeR for almost all
tA½0;T2:
This shows that there is T2; depending only on U ; such that the assumptions of
Proposition 3.3 are satisﬁed on ½0;T2: Therefore, ue0-un0ðtÞ and aej-anj ðtÞ on ½0;T2
and Un ¼ ðSn; un; anÞ satisfy (3.20). By (5.1), Un and Uð0Þ have the same initial data,
therefore Un ¼ U on ½0;T2:
Note that T2 only depends on U and not on the extracted subsequence. By
uniqueness of the Cauchy problem for the averaged system, this shows that no
extraction of subsequences was necessary, so that (5.2) holds for the entire family
ðSe; ueÞ on ½0;T2:
(b) Summing up, we have proved that there is T2pminðT ;T1Þ; which depends
only on U ; and there is e1 > 0; such that the solutions ðue;SeÞ are deﬁned on ½0;T2
and convergence (5.2) holds on ½0;T2: If T2oT then, because T2 depends only on U ;
the argument can be repeated on ½T2;minðT ; 2T2Þ; and after a ﬁnite number of
iterations, this implies that there is e0 such that for eoe0 the solution exits on ½0;T 
and satisﬁes (5.2). &
6. Example: ﬁnite dimensional approximations of the Euler equations
In this section, we prove that ﬁnite dimensional approximations of the weakly
compressible equations (1.1) satisfy Assumptions 2.1 and 2.3.
For simplicity, we suppose here that the coefﬁcient a in (1.1) is constant, as it
occurs for perfect gases. Since r is a function of S; we take a :¼ 1=rðSÞ as a new
unknown so that the system reads
ð@tq þ v  rqÞ þ 1e r  v ¼ 0;
ð@tv þ v  rvÞ þ 1e arq ¼ 0;
@ta þ v  ra ¼ 0:
8>><>>>: ð6:1Þ
We consider this equation in ½0;L1 ? ½0;Ld ; with periodic boundary
conditions, that is on D ¼QR=LjZ: To simplify the discussion, we consider the
general case where the L
2j are rationally independent. Next, we consider ﬁnite
dimensional spaces of trigonometric polynomials: we denote by En the set of real
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valued trigonometric polynomialsX
sup jaj jpn
uae
i *ax; u
a ¼ ua; ð6:2Þ
where the indices a run in Zd and *a ¼ ð2pa1=L1;y; 2pa=LdÞ: We denote by Pn the
orthogonal projection from L2ðDÞ onto En: We consider the following ﬁnite
dimensional approximations of (6.1):
@tq þ Pnðv  rqÞ þ 1e r  v ¼ 0;
@tv þ Pnðv  rvÞ þ 1e PnðarqÞ ¼ 0;
@ta þ Pmðv  raÞ ¼ 0;
8>><>>>: ð6:3Þ
where, for technical reasons, we assume that mX2n: This system is of form (2.1) with
S ¼ aAEm and u ¼ ðq; vÞAðEnÞdþ1: As for (1.1), we only consider positive functions
a; and we denote by Om the set of positive functions aAEm The matrix A is
AðaÞ ¼ 
 0 r
Pnar 0
 !
: ð6:4Þ
Theorem 6.1. Assume that the real numbers L
4j and L

2
j L

2
k are independent over Q
and mX2nX4: Then system (6.3) satisfies Assumptions 2.1 and 2.3 on Om:
Proof that Assumption 2.1 is satisfied. The kernel of AðaÞ is independent of a:
K0 ¼ ker Að0Þ ¼ fðq; vÞ : rq ¼ 0;r  v ¼ 0g: ð6:5Þ
Moreover, ilj is an eigenvalue of A; if and only if l
2
j is an eigenvalue of
AnðaÞf ¼ 
Pnr  ðarfÞ: ð6:6Þ
One has
ððAnf;fÞÞ ¼
Z
D
aðxÞjruðxÞj2 dx:
Thus, when aAOm; the operator AnðaÞ is self-adjoint in En and non-negative, and its
kernel is reduced to the constants. When aAOm; the mapping f/PnðafÞ from En to
En is positive deﬁnite, thus invertible. Its inverse QðaÞ depends smoothly on aAOm
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and Assumption 2.1 is satisﬁed with
SðaÞ ¼ Id 0
0 Q#ðaÞ
 !
;
where Q# is the block diagonal extension of Q to ðEnÞd : &
We now study the generic properties of the spectrum of AnðaÞ:
Proposition 6.2. The set of aAOm such that AnðaÞ has multiple eigenvalues is an
analytic variety of codimension larger than or equal to two.
The proof is in two steps. First we prove a general perturbation theory argument,
to prove that the codimension is at least two when some inﬁnitesimal condition is
satisﬁed. Then we prove that the condition is satisﬁed by the DnðaÞ: Because it may
be useful in other circumstances, we give a separate statement for the ﬁrst step.
Consider an open set O in an afﬁne space A of N  N symmetric real matrices.
The singular set V is the set of AAO which have at least one multiple eigenvalue.
Then V is an analytic variety deﬁned by the equation FðAÞ ¼ 0; where FðAÞ is the
resultant of the characteristic polynomial pð ;AÞ :¼ detðlId
 AÞ and @lpð;AÞ: In
particular, for all
%
AAV; there is a neighborhood O of
%
A such thatV-O is the union
of a ﬁnite number of (open) analytic manifoldsVj: The dimension ofV at
%
A; is the
maximum of the dimension of the manifoldsVj: The codimension ofV is dimA

dimV: We give a sufﬁcient condition which implies that V has dimension less or
equal to dimA
 2: It is based upon standard perturbation theory for the spectrum
of matrices.
For every couple of independent vectors e1 and e2 in R
N ; deﬁne
Lf1;f2ðAÞ ¼ ððAf1;f2ÞÞ: ð6:7Þ
Assumption 6.3. There is an analytic varietyW of codimensionX2 such that for all
AAO\W and lAR; one has
ðA 
 lÞf1 ¼ 0; ðA 
 lÞf2 ¼ 0; f14f2a0) Lf1;f2 jAa0: ð6:8Þ
Proposition 6.4. When Assumption 6.3 is satisfied, then codimVX2:
Proof. There is an open analytic manifold V0CV of dimension dimV0 ¼ dimV:
Suppose that dimVXdimA
 1; that is dimV ¼ dimA or dimV ¼ dimA
 1:
We prove that this contradicts Assumption 6.3.
Because dimWpdimV0 
 1; there is an open set o in V0 such that o-W ¼ |:
All AAo has at least one multiple eigenvalue. Because the multiplicities are semi-
continuous, there are o0Co and an analytic function lðAÞ on o0 such that for all
AAo0; lðAÞ is an eigenvalue of constant multiplicity mX2 of A:
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Consider AAo0: Denote by pðAÞ the orthogonal projector on the eigenspace
kerðA 
 lðAÞIdÞ: Then, the standard perturbation theory implies that
8dAATAV0 : pðAÞdApðAÞ ¼ dlpðAÞ; with dl :¼ dlðAÞ  dA; ð6:9Þ
where TAo0 is the tangent space toV0 at AAo0: This is easily seen by differentiating
the identity ðA 
 lIdÞpðAÞ ¼ 0; and multiplying the result on the left by pðAÞ:
Because the multiplicity m is at least two, there are independent eigenvectors e1 and
e2 in kerðA 
 lIdÞ such that ððf1;f1ÞÞ ¼ ððf2;f2ÞÞ ¼ 1 and ððf1;f2ÞÞ ¼ 0: Then
(6.9) implies that
8dAATAV0 : ððdAf1;f1ÞÞ ¼ ððdAf2;f2ÞÞ ¼ dl and ððdAf1;f2ÞÞ ¼ 0:
Therefore, the linear forms
c1ðdAÞ :¼ ððdAf1;f1ÞÞ 
 ððdAf2;f2ÞÞ and c2ðdAÞ :¼ ððdAf1;f2ÞÞ
vanish on TAV
0: Because codim TAV0p1; this implies that c1 and c2 must be
linearly dependent on A: Therefore, there are real numbers a1 and a2; with ja1j þ
ja2ja0; such that
8dAATAðo0Þ : a1c1ðdAÞ þ a2c2ðdAÞ ¼ 0: ð6:10Þ
When a1 ¼ 0; a2a and c2 ¼ Lf1;f2 vanishes on A: When a1a0; we can choose
a1 ¼ 1 and
c1ðdAÞ þ a2c2ðdAÞ ¼ ððdA *f1; *f2ÞÞ;
where *f1 ¼ f1 þ b1f2; *f2 ¼ f1 þ b2f2 and b1 and b2 are the roots of b2 þ a2b

1 ¼ 0: In both case, there are independent vectors *f1 and *f2 in kerðA 
 lIdÞ such
that L *f1; *f2 vanishes on A: This contradicts Assumption 6.3, proving that
dimV ¼ dimV0pdimA
 2: &
To deduce Proposition 6.2 from Proposition 6.4, we use the following result.
Lemma 6.5. Assume that the L
2j are independent over Q: Then, if f and c belong to
En and satisfy
rf  rc ¼ 0; ð6:11Þ
there is a splitting of the variables x ¼ ðx0;x00Þ such that f is a function of x0 and c a
function of x00:
Proof. In Fourier coefﬁcients, (6.11) reads
8g;
X
aþb¼g
/a; bSfacb ¼ 0; ð6:12Þ
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where /a; bS :¼ 2p2Pdj¼1 L
2j ajbj: We proceed by induction on the dimension d:
For d ¼ 0; there is nothing to prove.
(a) Suppose ﬁrst that f and c satisfy
8g;
X
aþb¼g
cða; bÞfacb ¼ 0; ð6:13Þ
where cða; bÞ is never equal to zero. We prove by induction on d; that f ¼ 0 or
c ¼ 0: For d ¼ 0; there is nothing to prove. Suppose d > 0; fa0 and ca0:
Introduce p; [resp. q] the maximum of the indices a1 [resp. b1] in f
n;y; ng such that
X
a2;y;ad
jfaja0; resp:
X
b2;y;bd
jcbja0
" #
: ð6:14Þ
Then, when g1 ¼ p þ q; (6.13) implies that
8g0AZd
1;
X
a0þb0¼g0
cððp; a0Þ; ðq; b0ÞÞfp;a0cq;b0 ¼ 0:
The induction hypothesis implies that fp;a0 ¼ 0 for all a0 or cq;b0 ¼ 0 for all b0; which
contradicts the choice (6.14).
(b) We prove the lemma by induction on the dimension d: For d ¼ 0 there is
nothing to prove. For d > 0; deﬁne p and q as in (6.14). Then (6.12) implies that
8g0AZd
1;
X
a0þb0¼g0
/ðp; a0Þ; ðq; b0ÞSfp;a0cq;b0 ¼ 0: ð6:15Þ
If pqa0; then the assumption on the Lj’s implies that for all a0 and b0 the coefﬁcient
/ðp; a0Þ; ðq; b0ÞS does not vanish. By step (a), this implies that either fp;a0 ¼ 0 for all
a0 or cq;b0 ¼ 0 for all b0; which contradicts the choice (6.14). Thus p ¼ 0 or q ¼ 0:
Suppose that p ¼ 0; the other case being similar. By deﬁnition of p; this means that
for all a1 > 0; fa1;a0 ¼ 0: The symmetry f
a ¼ %fa; implies that
8a1a0; fa ¼ 0:
Therefore, f does not depend on x1: Using the notation x ¼ ðx1; x0ÞAT1 D0;
r ¼ ð@x1 ;r0Þ; we have f ¼ fðx0Þ and (6.11) implies that
8x1AT1 r0f  r0cðx1; Þ ¼ 0 on D0:
Let J denote the set of indices jAf1;y; dg such that @xjf ¼ 0: In particular, 1AJ:
The induction hypothesis implies that for all x1AT1 and all jeJ; @xjcðx1; Þ ¼ 0:
Therefore, f is a function of the variables xj; jeJ and c a function of the variables
xj; jAJ: &
G. Me´tivier, S. Schochet / J. Differential Equations 187 (2003) 106–183130
Proof of Proposition 6.2. Consider the space FnCEn of trigonometric polynomials
with vanishing mean value. Note that Fn is invariant by AnðaÞ: We denote by BnðaÞ
the restriction of AnðaÞ to Fn: We prove that the setV of aAEm such that BnðaÞ has
multiple eigenvalues is of codimension X2: This implies Proposition 6.2. Indeed,
when aAOn; AnðaÞ is non-negative and its kernel is F>n ; the one-dimensional space of
constant functions. Thus when aAOm\V; all the eigenvalues of AnðaÞ are simple.
To prove the claim, by Proposition 6.4, it is sufﬁcient to show that the set of
matrices fBnðaÞ : aAEmg satisﬁes Assumption 6.3. The linear form (6.7) reads
Lf;cðdaÞ ¼
Z
D
daðrf  rcÞ dx:
Since fjAEn; and mX2n; it vanishes for all daAEm if and only if it vanishes for all
aAC0ðDÞ; and thus if and only if rf  rc ¼ 0: Therefore, it is sufﬁcient to prove
that there is an analytic variety W of codimension X2 in Em such that
ðBnðaÞ 
 lÞf ¼ 0; ðBnðaÞ 
 lÞc ¼ 0;
f;c linearly independent in Fn; rf  rc ¼ 0; ð6:16Þ
implies that aAW: Suppose that there exist f and c satisfying (6.16). In particular,
fa0 and ca0: By Lemma 6.5, one of them, say f is independent of x1: If d ¼ 1;
since fAFn; this implies that f ¼ 0; which contradicts (6.16). So, when d ¼ 1; (6.16)
does not occur and the proof is ﬁnished.
Consider now the case d > 1: We use the notation x ¼ ðx1; x0ÞAT1 D0: E0n
denotes the set of trigonometric polynomials (6.2) on D0 and F0n the subspace of
trigonometric polynomials with vanishing mean value. For bAE0m; B
0
mðbÞ is the
operator (6.6) acting on F0n: We note that the set of bAE
0
m such that kerB
0
nðbÞaf0g is
an analytic variety,Z which of dimensionpdim E0m 
 1; as the determinant of B0nðbÞ
is an analytic function, not identically zero since B0nðbÞ is deﬁnite positive for b > 0:
Consider f and c satisfying (6.16). As already said above, one of them, say f; is
independent of x1: We can consider it as an element of F
0
m and fa0: Introduce the
notation
aðx1; x0Þ ¼
Xm
p¼
m
apðx0Þe2ippx1=L1 :
Differentiating the eigenvalue equation BnðaÞf ¼ lf with respect to x1; we obtain
that
8pAf
n;y; ng; pa0; B0nðapÞf ¼ 0:
Therefore, we have aAW; the set of functions aAEm such that Re apAZ and
Im apAZg for all pAf1;y; n: This is an analytic set, of codimension X2 if
nX2: &
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Next we investigate the existence of resonances. The goal is to prove that none of
the resonance equations is identically satisﬁed. It is sufﬁcient to check this property
on a small neighborhood of a given point. In this direction we make a perturbation
analysis around a ¼ 1: The eigenvalues of Anð1Þ are
ma ¼ /a; aS ¼ ð2pÞ2
X
j
L
2j a
2
j ; for sup
j
jajjpn: ð6:17Þ
Because the L
2j are independent over Q; one has
ma ¼ mb 3 a2j ¼ b2j for all j: ð6:18Þ
Thus, ma has multiplicity na ¼ 2za where za is the number of indices j such that aja0:
Of course, the ea ¼ ei *ax form an eigenvector basis of the complexiﬁcation *En of En:
Denote by Za the set of b such that mb ¼ ma: Note that 
bAZa when bAZa: We
further introduce Ea the real eigenspace associated to the eigenvalue ma: Its
complexiﬁcation *Ea is generated by the fea : aAZag:
For aAEm; non-constant, we consider the one parameter analytic family
of self-adjoint matrices Anð1þ taÞ: Standard perturbation analysis tells us that
there is an analytic determination of the eigenvalues for t small so that the
eigenvalues are
ma;kðtÞ ¼ ma þ tna;k þ Oðt2Þ; ð6:19Þ
where the na;k; for k ¼ 1;y; na; are the eigenvalues, repeated according to their
multiplicity of the self-adjoint matrix dA; acting on the eigenspace *Ea; with entries
ðdAÞb;g ¼ ððareb;regÞÞ ¼ /a; bSab
a; ðb; gÞAZa  Za: ð6:20Þ
Recall that the eigenvalues of the matrix (6.4) Að1Þ are 7il where l2 is an
eigenvalue of AnðaÞ: This leads to introduce
la ¼ ﬃﬃﬃmp a ¼ jjajj :¼ 2p X
j
L
2j a
2
j
 !1=2
: ð6:21Þ
Proposition 6.6. Assume that the real numbers L
4j and L

2
j L

2
k are independent over
Q: Then
(i) la ¼ lb þ lg if and only if there are kANn and positive integers k; l such that
bAZkk; gAZlk and aAZðkþlÞk:
(ii) In this case, one can choose a perturbation aAEm; such that the matrices dAðbÞ and
dAðgÞ vanish, while dAðaÞ is invertible.
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Proof. The condition la ¼ lb þ lg is equivalent to
jjajj4 þ jjbjj4 þ jjgjj4 
 2ðjjajj2jjbjj2 þ jjajj2jjgjj2 þ jjajj2jjajj2Þ ¼ 0:
Using the independence over Q; the coefﬁcient of L
4j must vanish, hence
a4j þ b4j þ g4j 
 2ða2j b2j þ a2j g2j þ b2j g2j Þ ¼ 0:
This implies that for all j; aj7bj7gj ¼ 0: Thus, there are *bAZb and *gAZg such that
a ¼ *bþ *g: The resonance condition implies that
jjajj ¼ jj *bþ *gjj ¼ jj *bjj þ jj*gjj:
Since jj  jj is a Euclidean norm, there is a vector vARd such that *b and *g belong to the
half line fsv : s > 0g: Taking a generator k of Zd-Rv implies that *b ¼ kk and *g ¼ lk;
with k and l both positive or negative. Changing k in 
k we can assume that they are
positive.
The converse statement in (i) is clear, since la is homogeneous of degree one in a:
(ii) For aAZd ; consider the set dZa of differences a0 
 a00 for a0 and a00 in Zk: Thus,
the matrix dAðaÞ in (6.20) depends only on the Fourier coefﬁcients as of a with
indices sA@Za:
If a ¼ pk and b ¼ kk with 0okop; then @Za-@Zb ¼ f0g: Indeed, for a0 and a00 in
Za; one has a0j ¼ e0jpkj; a00j ¼ e00j pkj; with e0j; e00j Af
1;þ1g for all jAJ; i.e. such that
kja0; and a0j ¼ a00j 0 when jeJ: Similarly, for b0 and b00 in Zb one has b0j ¼ d0jkkj and
b00j ¼ d00j kkj with d0j ; d00j Af
1;þ1g when jAJ and b0j ¼ b00j ¼ 0 when jeJ: Then a0 

a00 ¼ b0 
 b00 if and only if ðe0j 
 e00j Þp ¼ ðd0j 
 d00j Þk for all jAJ: The left-hand side
[resp. right-hand side] takes values in f
p; 0; pg [resp. f
k; 0; kg]. Thus they are
equal if and only if they vanish, implying that a0 
 a00 ¼ b0 
 b00 ¼ 0:
Moreover, since mX2n; note that for sup jajjpn; one has sup jsj jpm for all
sA@Za: Thus, given a resonance la ¼ lb þ lg; one can choose aAEm such that
as ¼ 0 for sA@Zb,@Zg,ð@Za\IÞ;
as ¼ 1 for sAI ;
(
where I ¼ fð
2a1; 0Þ; ð2a1; 0ÞgC@Za\f0g: Here we have assumed that a1a0; as we
may after a permutation on the variables xj: In this case dAðbÞ ¼ 0 and dAðgÞ ¼ 0;
while
8sAZa; ðdAðaÞfÞs ¼ /#a; aSf #s; where #a :¼ ð
a1; a2;y; adÞ:
This explicit formula shows that dAðaÞ is one to one. &
Proof of Theorem 6.1. We have already checked that Assumption 2.1 is satisﬁed. The
matrix AðaÞ depends linearly on a; and thus is analytic in a: When aAOm; the
G. Me´tivier, S. Schochet / J. Differential Equations 187 (2003) 106–183 133
eigenvalues of AðaÞ are 7ilj where the l2j are the eigenvalues of AnðaÞ: Proposition
6.2 implies that (ii) of Assumption 2.3 is satisﬁed.
It remains to check that the analytic functions lj 
 lk 
 ll do not vanish
identically on Om\V: Suppose that lj 
 lk 
 ll  0: Since the eigenvalues are
Lipschitz continuous functions on Om; the identity extends to Om; thus on a
neighborhood of a ¼ 1: Thus, there are indices a; b and g such that
ljð1Þ ¼ ﬃﬃﬃﬃﬃmap ; lkð1Þ ¼ ﬃﬃﬃﬃﬃmbp ; llð1Þ ¼ ﬃﬃﬃﬃﬃmgp :
By Proposition 6.6 and (6.19), there is aAEm such that the eigenvalues of Anð1þ taÞ
close to ma; mb and mg are
ma;pðtÞ ¼ mb þ tna;pt þ Oðt2Þ; mb;pðtÞ ¼ mb þ Oðt2Þ;
mg;pðtÞ ¼ mg þ Oðt2Þ;
where none of the na;k is zero. Therefore, there is c > such that for all choice of p; q; r
and all t small enough, one hasﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ma;pðtÞ
q


ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ma;pðtÞ
q


ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ma;pðtÞ
q Xct:
This implies that
jljð1þ taÞ 
 lkð1þ taÞ 
 llð1þ taÞjXct
which contradicts the assumption. &
7. Remarks on eigenvalue crossing
We consider in this ﬁnite dimensional systems
1
i
e@tue ¼ AeðtÞue; uejt¼0 ¼ un; ð7:1Þ
with un ﬁxed and AeðtÞ self-adjoint. To meet the setting (2.1), we can split the
equation into real and imaginary part and consider that Ae is given by AðSeÞ where
Se satisﬁes a suitable equation independent of u:
We assume that the matrices Ae are bounded in C1ð½0;T Þ and converge to a limit
A: In this section, we make a few remarks on the weak limits of quadratic expressions
of ue when the matrix A has a multiple eigenvalue at time t0A0;T ½: We further
assume that the spectrum of A is simple for tA½0;T \ft0g and that 0 is not never an
eigenvalue of AðtÞ: In particular, this implies that ue converges weakly to 0.
For 0ptot0 [resp. t0otpT ], one can choose orthonormal eigenbases ff
j ðtÞg
[resp. ffþj ðtÞg] of AðtÞ; which depend smoothly on t: They are determined up to
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phase factors, which can be ﬁxed by requiring that ðð@tfj;fjÞÞ ¼ 0: For jt 
 t0jXd >
0 and e small enough, the eigenvalues of AeðtÞ are simple and there are basis of
solutions of (7.1), fue;7j g such that
ue;7j ðtÞ ¼ eij
e;7ðtÞ=e
j f
7
j ðtÞ þ OðeÞ for 7ðt 
 t0ÞXd; ð7:2Þ
where @tj
e;7
j ðtÞ ¼ ljðtÞ and je;
j ð0Þ ¼ je;þj ðTÞ ¼ 0: The solution of (7.1) is
ue ¼
X
j
aju
e;

j ðtÞ with aj ¼ ððun;fjð0ÞÞÞ: ð7:3Þ
By (7.3), for all e > 0; there is a unitary matrix Se ¼ ðSej;kÞ such that
u
e;

j ðtÞ ¼
X
k
Sej;ku
e;þ
k ðtÞ: ð7:4Þ
Introduce the defect measures m which are the weak limits of the weakly convergent
subsequences of ue# %ue: Because the family ue is bounded in LN; m belongs to the LN
space over ½0;T  with values in the space of self-adjoint non-negative matrices. It is
known that the matrix mðtÞ commutes with AðtÞ so that
mðtÞ ¼
X
j
ajðtÞPjðtÞ for almost all tat0; ð7:5Þ
where the PjðtÞ denote the eigenprojectors of AðtÞ: Moreover, the coefﬁcient aj is
constant on any interval where the eigenvalue lj is simple. This follows from the
classical adiabatic limit theorems (see e.g. [Kat,LM]) and from the analysis of
Section 3. Indeed, (7.2)–(7.4) imply that the aj are constant for tot0 and t > t0 and
aj ¼ jajj2 for tot0; ð7:6Þ
aj ¼ lim
e-0
X
k;l
Sek;jS
e
l;jakal for t > t0 ð7:7Þ
(we have assumed that the labeling of the eigenprojectors is such that Pj ¼ f7j #f7j
when7ðt 
 t0Þ > 0: In particular, the measure m is uniquely determined for tot0 but
for t > t0 it depends on the limits of S
e
k;j
%Sel;j:
We now show on examples that the defect measures for t > t0 are not necessarily
uniquely determined by the limit matrix AðtÞ: They may also depend on the rate of
convergence Ae-A: Moreover, even for a given family Ae; there way exist an inﬁnite
set of different defect measures, depending on different choices of subsequences,
showing that the defect measure cannot be uniquely determined by an equation from
the initial data un and the complete knowledge of the family Ae:
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Example 7.1. Consider the 2 2 matrices
AeðtÞ ¼ t 
 t0 d
ﬃﬃ
e
p
d
ﬃﬃ
e
p
t0 
 t
 !
: ð7:8Þ
This is the typical example of avoided crossing (see e.g. [Hag,Joy]). The matrix Se can
be explicitly computed (see also [FG]) introduce s ¼ ðt 
 t0Þ=
ﬃﬃ
e
p
and ueðtÞ ¼ vðsÞ:
Thus
1
i
@sv ¼ BðsÞv; with BðsÞ ¼
s d
d 
s
 !
:
This system has bases of solutions
v
1 ¼ eicðsÞf1; v
2 ¼ e
icðsÞf2 þ oð1Þ as s-
N;
vþ1 ¼ eicðsÞ
1
0
 !
þ oð1Þ; vþ2 ¼ e
icðsÞ
0
1
 !
þ oð1Þ as s-þN;
where cðsÞ ¼ 1
2
ðs2 þ d2 ln jsjÞ and f1 ¼ ð10Þ þ oð1Þ; f2 ¼ ð01Þ are the eigenvectors of the
limit matrix AðtÞ:
The matrix SðdÞ such that ðv
1 ; v
2 Þ ¼ SðdÞðvþ1 ; vþ2 Þ is computed in [Hag] (see also
[FG]). One has
SðdÞ ¼ aðdÞ 

%bðdÞ
bðdÞ aðdÞ
 !
ð7:9Þ
with
aðdÞ ¼ e
pd2=2; bðdÞ ¼ 2iﬃﬃﬃ
p
p
d
2
id
2=2e
pd
2=4G 1þ i d
2
2
  
sinh
pd2
2
  
:
It is non-diagonal and varies with d:
The solution of (7.1) is
ueðtÞ ¼ a1v
1 ððt 
 t0Þ=
ﬃﬃ
e
p Þe
icðt0=
ﬃ
e
p Þ
þ a2v
2 ððt 
 t0Þ=
ﬃﬃ
e
p Þeicðt0=
ﬃ
e
p Þ þ oð1Þ;
where ða1; a2Þ are the components of the initial data un: Therefore, the defect
measure are the diagonal matrices
ja1j2 0
0 ja2j2
 !
for tot0;
m1 0
0 m2
 !
for t > t0;
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with
m1 ¼ lim
e-0
ja1aðdÞe
icðt0=
ﬃ
e
p Þ þ a2bðdÞeicðt0=
ﬃ
e
p Þj2;
m2 ¼ lim
e-0
j 
 a1 %bðdÞe
icðt0=
ﬃ
e
p Þ þ a2aðdÞeicðt0=
ﬃ
e
p Þj2:
Extracting a subsequence such that eicðt0=
ﬃ
e
p Þ converges to eiy; that the limits above
exist and
m1 ¼ ja1aðdÞ þ e2iya2bðdÞj2; m2 ¼ j 
 a1 %bðdÞe
2iy þ a2aðdÞj2:
They depend on d; showing that the defect measure m is not uniquely determined by
the knowledge of the limit AðtÞ which is independent of d:
Moreover, because eicðt0=
ﬃ
e
p Þ is rapidly oscillating, any eiyAC is a limit of a suitable
subsequence. Therefore, for a ﬁxed d; that is knowing the entire family AeðtÞ; when
a1 and a2 are both different from zero, the limit is not uniquely determined and a
depends on the choice of the subsequence.
Example 7.2. This example shows that the dependence of the limit on the choice of a
subsequence can also occur when A is independent of e: The mechanism is based on
the non-smooth dependence of the spectral projectors with respect to t: This is the
general situation for non-analytic one parameter families. Consider
AðtÞ ¼ ðt 
 t0Þk
cos 2y sin 2y
sin 2y 
cos 2y
 !
¼ðt 
 t0ÞkOðyÞ
1 0
0 
1
 !
Oð
yÞ; ð7:10Þ
with
y ¼ yðtÞ :¼ ðk þ 1Þd7 ln jt 
 t0j for 7ðt 
 t0Þ > 0: ð7:11Þ
In (7.10), OðyÞ denotes the matrix cos y 
sin y
sin y cos y
  
: Note that A is W k;N in t: There
are CN analogues. For simplicity, we consider the case where d
 ¼ 0 and we set
d ¼ dþ:
For tpt0; the solution of
ie@tuðtÞ ¼ AðtÞuðtÞ; uð0Þ ¼
a1
a2
 !
ð7:12Þ
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is
uðtÞ ¼ a1e

ij=e
a2eij=e
 !
; j ¼ 1
k þ 1 ððt 
 t0Þ
kþ1 
 tkþ10 Þ ð7:13Þ
and the defect measure is m
 ¼ ja1j
2 0
0 ja2j2
 !
:
For t > t0; the eigenvalues of AðtÞ are 7ðt 
 t0Þk and the eigenvectors are
fþ1 ðtÞ ¼
cos y
sin y
 !
; fþ2 ðtÞ ¼

sin y
cos y
 !
:
Introduce s ¼ ðt 
 t0Þkþ1=eðk þ 1Þ: For tXt0; one has yðtÞ ¼ d ln s þ kðeÞ with kðeÞ :
¼ d lnðeðk þ 1ÞÞ: Introduce vðsÞ ¼ Oð
kðeÞÞuðtÞ where u is the solution of (7.12).
Then, for sX0; one has
i@svðsÞ ¼ A˜ðsÞvðsÞ vð0Þ ¼ Oð
kðeÞuðt0Þ; ð7:14Þ
where
A˜ðsÞ ¼ Oðd ln sÞLOð
d ln sÞ; L ¼ 1 0
0 
1
 !
:
Let VðsÞ denote the matrix solution of
i@sVðsÞ ¼ A˜ðsÞVðsÞ; Vð0Þ ¼ Id:
Then GðsÞ ¼ Oð
d ln sÞVðsÞOðd ln sÞ satisﬁes
@sG þ d
s
½R;G ¼ 
iLG; Gð0Þ ¼ Id; where R ¼ 0 
1
1 0
 !
:
One has
G ¼ z 
 %w
w %z
 !
; z ¼ 1
2
ðRe cþ iRe c0Þ;
w ¼ 1
2
ð
Im cþ iIm c0Þ; ð7:15Þ
where cðsÞ satisﬁes the second-order differential equation
c00 þ cþ 2id
s
c0 ¼ 0; cð0Þ ¼ 1; c0ð0Þ ¼ 0: ð7:16Þ
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With n ¼ id
 12; bðsÞ ¼ sncðsÞ satisﬁes the Bessel equation
s2b00 þ sb0 þ ðs2 
 n2Þb ¼ 0
and the initial conditions imply that
cðsÞ ¼ 2nGð1þ nÞs
nJnðsÞ; ð7:17Þ
where
JnðsÞ ¼ 2
nsn
XN
k¼0
ð
s2Þk
4kk!Gðk þ 1þ nÞ
is the Bessel function of parameter n (see [AS,WW]). Note that c is an entire
function, and prefactor in (7.17) is so chosen that c satisﬁes the initial conditions of
(7.16). According to [AS,WW], one has
JnðsÞB
ﬃﬃﬃﬃﬃ
2
ps
r
cos s 
 1
2
np
 1
4
p
  
;
J 0nðsÞB

ﬃﬃﬃﬃﬃ
2
ps
r
sin s 
 1
2
np
 1
4
p
  
;
8>><>>: as s-þN;
Thus,
cðsÞB2
idGð1
2
þ idÞﬃﬃﬃ
p
p s
idðed=2eis þ e
d=2e
isÞ
and
c0ðsÞB2
idGð1
2
þ idÞﬃﬃﬃ
p
p s
idðied=2eis 
 ie
d=2e
isÞ:
Using the identity GðzÞGð1
 zÞ ¼ p
sinðpzÞ; one obtains that jGð12þ idÞj2 ¼ pcosh d:
Therefore,
2idGð1
2
þ idÞﬃﬃﬃ
p
p ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cosh d
p eig
with gAR: Substituting the asymptotics of c in (7.15), one obtains that
GðsÞB 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cosh d
p e

is 0
0 eis
 !
cos gþ i
2
d
 d ln s
  
sin gþ i
2
d
 d ln s
  

sin g
 i
2
d
 d ln s
  
cos g
 i
2
d
 d ln s
  
0BBB@
1CCCA:
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The solution u of (7.12) is u ¼ OðkÞOðd ln sÞGOð
d ln sÞOð
kÞuðt0Þ: Therefore, for
t > t0
uðtÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cosh d
p OðtÞ e

is 0
0 eis
 !
cos gþ i
2
dþ k
  
sin gþ i
2
dþ k
  

sin g
 i
2
dþ k
  
cos g
 i
2
dþ k
  
0BBB@
1CCCAuðt0Þ þ oð1Þ
¼ aþ1 ðeÞe
ij
þ=efþ1 ðtÞ þ aþ2 ðeÞeij
þ=efþ2 ðtÞ þ oð1Þ as e-0;
where jþðtÞ ¼ ðt
t0Þkþ1ðkþ1Þ and
aþ1 ðeÞ ¼
cosðgþ i
2
dþ kðeÞÞeij0=ea1 þ sinðgþ i2 dþ kðeÞÞe
ij0=ea2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cosh d
p
aþ2 ðeÞ ¼

sinðg
 i
2
dþ kðeÞÞeij0=ea1 þ cosðg
 i2 dþ kðeÞÞe
ij0=ea2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cosh d
p ;
where j0 ¼ t
kþ1
0
ðkþ1Þ and kðeÞ ¼ d ln ðeðk þ 1ÞÞ: For t > t0; the defect measures are
mþ ¼ a1fþ1 ðtÞ#fþ1 ðtÞ þ a2fþ2 ðtÞ#fþ2 ðtÞ ¼ OðtÞ
a1 0
0 a2
 !
Oð
tÞ;
where
aj ¼ lim
e-0
jaþj ðeÞj2; j ¼ 1; 2:
For arbitrary o and o0 in ½0; 2p there are subsequences en such that eij0=en-eio and
eikðenÞ-eio
0
: Indeed, eij0=en ¼ eio for en ¼ tkþ10 =ðk þ 1Þðoþ 2npÞ: Moreover, for all
kAN large enough there is an integer n such that kðenÞA½o0 
 2kp
 1=k;o0 
 2kpþ
1=k; since the length of the interval tkþ10 eð
o
0þ2kpÞ=d½e
1=dk; e1=dk is larger than 2p for
k large. This shows that
a1 ¼ 1
cosh d
cos gþ i
2
dþ o0
  
eioa1 þ sin gþ i
2
dþ o0
  
e
ioa2
 2;
a2 ¼ 1
cosh d

sin g
 i
2
dþ o0
  
eioa1 þ cos g
 i
2
dþ o0
  
e
ioa2
 2
with arbitrary o and o0; depending on the choice of the extracted subsequence.
G. Me´tivier, S. Schochet / J. Differential Equations 187 (2003) 106–183140
Part II
Averaging for Euler equations
In this part, we consider the slightly compressible Euler equations (1.1) in the
periodic case. The goal would be to extend the result of Section 6 for ﬁnite
dimensional approximations to the inﬁnite dimensional case. Sections 8 and 9 are
parallel to Section 3. We derive the averaged equations, assuming that the limit S has
generic properties. In Section 10, we prove some generic properties of the spectrum
of the acoustic operator. As a corollary, in Section 11, we prove the analog of the
approximation Theorem 2.6 in space dimension one. Special properties of the one-
dimensional case allow us to calculate the limit even when S is not generic. In Section
12, we give some useful information about the averaged equations in any dimension,
proving that they have a conserved energy and satisfy nice Hs a priori bounds.
8. The non-resonant averaged equations
Consider Eq. (1.1) with coefﬁcients a ¼AðS; eqÞ and r ¼ RðS; eqÞ; where A and
R are smooth positive functions of the variables S and p ¼ eq: For the Euler
equations, one has
AðS; pÞ ¼ 1
R
@R
@p
ðS; pÞ: ð8:1Þ
For instance, for ideal ﬂuids R ¼ ð
%
p þ pÞ1=ge
S=g and A ¼ 1=gð
%
p þ pÞ;
%
p a positive
constant. Taking p˜ ¼ lnðpÞ and S˜ ¼ ln S as new unknowns as in [MS2] yields
equivalent equations with different functions A and R: However, because
Assumption (8.1) implies that certain terms in the limit equations vanish, it will
also be interesting to consider the limit of Eqs. (1.1) without that assumption. The
equations without Assumption (8.1) will be referred to as the extended Euler
equations, while those equations with that assumption will be called the physical
Euler equations.
The space variables x belong to a torus D :¼ ðR=L1ZÞ ? ðR=LdZÞ: Recall
from [MS2] the following result.
Theorem 8.1. Let s > 1þ d=2 and M0 > 0: There are T > 0 and e0 > 0 such that for
all eA0; e0 and all initial data ðv0; q0;S0ÞAHsðDÞ such that
jjðv0; q0;S0ÞjjHsðDÞpM0; ð8:2Þ
the Cauchy problem system (1.1) has a unique solution ðv; q;SÞ lying in
C0ð½0;T ; HsðDÞÞ: Moreover, there is a constant M such that for all tA½0;T 
jjðvðtÞ; qðtÞ;SðtÞÞjjHsðDÞpM;
jj@tSðtÞjjHs
1ðDÞpM; jj@tcurl frðtÞvðtÞgjjHs
2ðDÞpM:
ð8:3Þ
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In (8.3), r :¼ RðS; eqÞ: We also refer to [MS2] for bibliographical references about
previous and related results.
We consider a family of solutions ðve; qe;SeÞ satisfying (8.3), with initial data such
that
ðveð0Þ; qeð0Þ;Seð0ÞÞ-ðvð0Þ; qð0Þ;Sð0ÞÞ in HsðDÞ ð8:4Þ
as e tends to zero. Our goal is to study the (weak) limit of the solutions. Since we are
on a torus, no dispersion effect is expected for the acoustic waves which do not
converge strongly, in contrast with what happens for the similar problem on Rd :
The uniform bounds (8.3) imply that, up to the extraction of subsequences, one
has the following convergences
Se-S; curl ðreveÞ-curlðrvÞ; strongly in C0ð½0;T ;Hs0 ðDÞÞ; s0os;
ve,v; qe,q; weakly * in L
Nð½0;T  :HsðDÞÞ; ð8:5Þ
where re ¼ RðSe; eqeÞ and r ¼ R0ðSÞ :¼ RðS; 0Þ: With a little abuse of notation, we
will say that a sequence converges weakly, when it converges in the sense of
distribution. With the appropriate bounds which follow from (8.3), this is equivalent
to the weak convergence in the appropriate weak or weak * topology. Moreover,
multiplying (1.1) by e and passing to the weak limit shows that
rq ¼ 0 and div v ¼ 0: ð8:6Þ
The ﬁrst equation in (8.6) means that qðt; xÞ ¼
%
qðtÞ is constant in x: The
convergences (8.5) imply that ve  rSe and @tSe converge weakly to v  rS and @tS
respectively. Thus,
@tS þ vrS ¼ 0: ð8:7Þ
The limit equation for
%
q is not too much harder to derive:
Lemma 8.2. The limit
%
q satisfies
d
dt %
q ¼ 0: ð8:8Þ
Proof. Eq. (1.1) imply that
@tr
e ¼ 
ve  rre 
 cediv ve; ce :¼ CðSe; eqeÞÞ; C :¼ 1
A
@R
@p
;
@ta
e ¼ 
ve  rae 
 dediv ve; de :¼ DðSe; eqeÞÞ; D :¼ 1
A
@A
@p
:
8>><>: ð8:9Þ
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Taking the average
/ S :¼ 1
volðDÞ
Z
D
dx
of the equation for ae and integrating by parts yields
d
dt
/aeS ¼ /ðae 
 deÞr  veS: ð8:10Þ
The strong convergence of Se implies that ae and de also converge strongly. The fact
that the weak limit of ve satisﬁes (8.6) therefore shows that the right-hand side of
(8.10) tends to zero. Taking the weak limit of (8.10) therefore yields
d
dt
/aS ¼ 0: ð8:11Þ
Next, combining qe times the second equation in (8.9) with the ﬁrst equation in (1.1)
yields
@tðaeqeÞ þ v  rðaeqeÞ þ 1er  v
e þ deqer  ve ¼ 0:
Taking the average of this equation yields
d
dt
/aeqeS ¼ /ðae 
 deÞqer  veS: ð8:12Þ
Solving the ﬁrst equation in (1.1) for r  ve and substituting into (8.12) yields
d
dt
/aeqeS ¼ 
e/ðae 
 deÞaeqe@tqeS
 e/ðae 
 deÞaeqeve  rqeS;
which can be rewritten as
d
dt
/aeqeS ¼ 
 e
2
d
dt
/ðae 
 deÞae ðqeÞ2S
þ e½1
2
/ðqeÞ2@tððae 
 deÞaeÞS
/ðae 
 deÞaeqeve  rqeS:
Since the time derivative of both ae and de are bounded, the weak limit of this
equation is
d
dt
/a
%
qS ¼ 0: ð8:13Þ
Since
%
q is independent of x; /a
%
qS ¼
%
q/aS: Eq. (1.1) and the positivity of a therefore
imply that (8.13) reduces to (8.8). &
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Next, we look for an equation for v: Eq. (8.11) implies that
0 ¼ curlðreð@t þ ve  rÞveÞ ¼ curl ð@t þ ve  rÞðreveÞ þ b
e
ae
ðdiv veÞ
  
; ð8:14Þ
with be ¼ BðS; eqÞ; B :¼ @R@p: To compute the limit of the quadratic terms in ve; we
split the velocity into its incompressible and acoustic components,
ve ¼ ve0 þ
1
re
rhe; with he :¼ ðDeÞ
1div ve; De :¼ div 1
re
r
  
: ð8:15Þ
Note that ðDeÞ
1 is well deﬁned on functions with vanishing mean value, so that he is
also well deﬁned. In particular, we will show in Lemma 9.1 below that the family he is
bounded in C0ð½0;T ;Hsþ1ðDÞÞ: The bounds (8.3) implies that curl ðreveÞ ¼ curlðreve0Þ
is compact in C0ð½0;T ;Hs0 Þ for s0os 
 1: Because re converges strongly to r and
div ve0 ¼ 0; extracting a further subsequence, one can assume that
ve0-v strongly in C
0ð½0;T ;Hs0 ðDÞÞ; s0os: ð8:16Þ
Next, we substitute (8.15) in (8.14) and take weak limits. The coefﬁcients re and be
and the quadratic terms in ve0 converge strongly. The bilinear terms in v
e
0 and rhe
converge weakly to 0. The remaining quadratic terms in he are
1
re
ðrheÞ  rðrheÞ ¼ 1
2re
rðjrhej2Þ and b
e
aere
ðDeheÞrhe:
Thus, (8.14) implies that
curlðð@t þ v  rÞðrvÞ þ EÞ ¼ 0; ð8:17Þ
where
E :¼ b
ar
cþ 1
2r
rk;
c :¼ weak
 limðDeheÞrhe and k :¼ weak
 limjrhej2:
8<:
Moreover, r ¼ R0ðSÞ; a ¼A0ðSÞ :¼AðS; 0Þ and b ¼ B0ðSÞ :¼ BðS; 0Þ: Using (8.6),
this implies that there is an incompressible pressure p such that
rð@tv þ v  rvÞ þ Eþrp ¼ 0; div v ¼ 0: ð8:18Þ
In the isentropic case, S and thus r; a and b are given constants. One can show
that E ¼ rp0 and therefore (8.18) reduces to the classical incompressible Euler’s
equation
@tv þ v  rv þrp00 ¼ 0; div v ¼ 0: ð8:19Þ
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In the general case, the extra term E in (8.18) is not a gradient and we need an
equation for m to close system (8.7), (8.18). We use the ﬁnite dimensional analysis as
a guideline. Here, it relies on the spectral properties of the acoustic wave operator
Wða; rÞh :¼ 
1
a
div
1
r
rh
  
; ð8:20Þ
where a and r are positive functions in HsðDÞ: Wða; rÞ is self-adjoint in L2ðD; a dxÞ:
We denote by 0 ¼ m0ða; rÞom1ða; rÞpm2ða; rÞtp? its eigenvalues repeated accord-
ingly to their multiplicity. Remark that m0 is simple. We also introduce the notation
ljða; rÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mjða; rÞ
q
: Of particular importance are the time dependent operators
WSðtÞ ¼ WðaðtÞ; rðtÞÞ with aðtÞ ¼A0ðSðtÞÞ; rðtÞ ¼ R0ðSðtÞÞ: ð8:21Þ
The eigenvalues are mj;SðtÞ ¼ mjðaðtÞ; rðtÞÞ and lj;SðtÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mj;SðtÞ
q
: Note that if f is an
eigenfunction of WðaðtÞ; rðtÞÞ with eigenvalue l2; then f8i
lrrf
  
is an eigenfunction of
the operator
0 1
a
r
1
r
r 0
  
taken from the large terms in (1.1), with eigenvalue 7l:
The following deﬁnition is parallel to Assumption 3.1.
Deﬁnition 8.3. SAC0ð½0;T ; HsðDÞÞ satisﬁes condition (G) when
(i) for all tA½0;T  and all j > 0; the eigenvalue mj;SðtÞ is simple,
(ii) for all triplet ðj; k; lÞ of positive integers, lj;SðtÞalk;SðtÞ þ ll;SðtÞ almost
everywhere on ½0;T :
Assuming that the limit S of Se is generic in the sense above, we can compute the
extra term in (8.18).
Theorem 8.4. Consider a family of initial data ðveð0Þ; qeð0Þ;Seð0ÞÞ in HsðDÞ satisfying
(8.1), converging strongly to ðvð0Þ; qð0Þ;Sð0ÞÞ in HsðDÞ as e tends to zero. Let
ðve; qe;SeÞ be the solution of (1.1) in C0ð½0;T ; HsðDÞÞ; given by Theorem 8.1. Consider
a subsequence (still denoted by e), converging to zero, such that Se and ve0 converge
strongly and the limit S satisfies condition (G). Then, the limits ðv0;SÞ; satisfy (8.7),
(8.17) with
E ¼ 
b
r
rKð1Þ þ 1
r
rKð2Þ: ð8:22Þ
Kð1Þ :¼ 1
4
XN
j¼1
sjljðtÞðfjðt;xÞÞ2; Kð2Þ :¼
1
4
XN
j¼1
sj
ljðtÞjrfjðt; xÞj
2;
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where ljðtÞ ¼ lj;SðtÞ; the fjðt; Þ are the normalized eigenfunctions of WSðtÞ and the sj
are constants determined by the initial data:
sj ¼ 1ljð0Þ
Z
að0; xÞqð0; xÞfjð0; xÞ dx
  2
;
þ 1
l3j ð0Þ
Z
div vð0; xÞfjð0;xÞ dx
  2
: ð8:23Þ
In these equations, a ¼AðS; 0Þ; r ¼ RðS; 0Þ and b ¼ BðS; 0Þ: Moreover, the initial
data for ðS; v0Þ are Sð0Þ and v0ð0Þ ¼ lim ve0ð0Þ which is given by the equations
div v0ð0Þ ¼ 0; curl ðrð0Þv0ð0ÞÞ ¼ curl ðrð0Þvð0ÞÞ: ð8:24Þ
9. Proof of Theorem 8.4
First, we make several remarks about the spectral resolution of the acoustic wave
operator. For a and r in HsðDÞ; Wða; rÞ deﬁnes a non-negative self-adjoint operator
in L2ðO; a dxÞ with compact resolvant. For sps; it maps Hsþ1ðDÞ; to Hs
1ðDÞ: The
kernel of Wða; rÞ is the set of constant functions, and the image is the set of functions
fAHs
1ðOÞ such that R af dx ¼ 0:
Consider a ﬁxed constant M1 and positive coefﬁcients a and r such that
jjða; r; 1=a; 1=rÞjjHsðDÞpM1: ð9:1Þ
Lemma 9.1. There is a constant C such that for all ða; rÞ satisfying (9.1) and all LX0;
the spectral projector PLða; rÞ ¼ 1½0;LðWða; rÞÞ satisfies for all sAf0;y; s þ 1g and
cAHsþ1ðDÞ
jjPLcjjHsðDÞpCjjcjjHsðDÞ; jjc
 PLcjjHsðDÞpCLs
sjjcjjHsþ1ðDÞ: ð9:2Þ
Proof. The min–max principle implies that the eigenvalues mjða; rÞ have a uniform
growth and are Lipschitz functions of the coefﬁcients. More precisely, there is a
constant C > 0 such that for all ða; rÞ satisfying (9.1) one has
8j > 0 : 1
C
j1=dpljða; rÞpCj1=d : ð9:3Þ
Moreover, if ða; rÞ and ða0; r0Þ satisfy (9.1), then
8j > 0 : jljða; rÞ 
 ljða0; r0ÞjpCj1=dðjja 
 a0jjLNðDÞ þ jjr 
 r0jjLNðDÞÞ: ð9:4Þ
For given coefﬁcients ða; rÞ; there are real eigenfunctions fj ¼ fjða; rÞ of
Wða; rÞ associated to the eigenvalue l2j ða; rÞ: f0 is a constant and we normalize
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the fj so thatZ
afjfk dx ¼ dj;k and thus
Z
1
r
rfjrfk dx ¼ dj;kl2j ; ð9:5Þ
where dj;k is the Kronecker’s symbol.
The elliptic regularity implies that there is a constant C such that for all ða; rÞ
satisfying (9.1) and sA½0; s one has
8fAHsþ1: jjfjjHsþ1ðDÞpCjjWða; rÞfjjHs
1ðDÞ: ð9:6Þ
This implies that there are uniform constants C such that
8jAN; 8sAf0;y; s þ 1g; jjfj jjHsðDÞpClsj ;
8jAN; jjfjjjLNðDÞpCjjfjjjd=2sHsðDÞjjfj jj1
d=2sL2ðDÞ pCl
d=2
j : ð9:7Þ
For cAL2ðDÞ one has
c ¼
XN
j¼0
ððac;fjÞÞfj; jj
ﬃﬃﬃ
a
p
cjj2 ¼
XN
j¼0
jððac;fjÞÞj2; ð9:8Þ
where ðð ; ÞÞ denotes the real or Hermitian scalar product in L2ðDÞ: With (9.6), this
implies that
jjcjj2HsðDÞEjj
ﬃﬃﬃ
a
p
Ws=2Cjj2L2ðDÞ ¼
XN
j¼0
l2sj jððac;fjÞÞj2: ð9:9Þ
The spectral projector PL ¼ PLða; rÞ ¼ 1½0;LðWÞ is
PLc ¼
X
ljpL
ððac;fjÞÞfj ð9:10Þ
and (9.9) implies (9.2). &
Now we can start the proof of Theorem 8.4. Consider a family of solutions
ðve; qe;SeÞ satisfying the uniform bounds (8.3), such that the initial values converge as
in (8.4). Extracting a subsequence, we further assume that the convergence (8.5),
(8.16) and (8.17) hold. We also assume that the limit S is generic in the sense of
Deﬁnition 8.3.
Introduce the notations
ae ¼AðSe; eqeÞ; re ¼ RðSe; eqeÞ; W eðtÞ ¼ WðaeðtÞ; reðtÞÞ: ð9:11Þ
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Note that
ae-a :¼AðS; 0Þ
re-r ¼ RðS; 0Þ
(
strongly in C0ð½0;T ;Hs0 ðDÞÞ; s0os: ð9:12Þ
We also introduce the limit operators WðtÞ ¼ WðaðtÞ; rðtÞÞ: Note that the bounds
(8.3) imply that there is a constant M1 such that the family of positive coefﬁcients
ðaeðtÞ; reðtÞÞ and their limit ðaðtÞ; rðtÞÞ satisfy (9.1). The eigenvalues of W eðtÞ are
denoted by mej ðtÞ and those of WðtÞ by mjðtÞ:
For all positive integer J; because the eigenvalues mjðtÞ are simple, the uniform
convergence (9.12) and the continuity property (9.4) imply that there are eJ > 0 and
co0 such that
8eA0; eJ ; 8tA½0;T ; 8jpJ: mejþ1ðtÞ 
 mej ðtÞXc: ð9:13Þ
Moreover, near simple eigenvalues, the corresponding eigenprojectors of Wða; rÞ
are also analytic functions of the coefﬁcients ða; rÞ: Therefore, for jpJ; the
eigenfunctions fej ðtÞ and fjðtÞ of W eðtÞ and WðtÞ; respectively, are uniquely
determined up to a sign by normalization (9.5). The signs can be ﬁxed by requiring
continuous dependence in time and e: Moreover, one has the following uniform
convergences:
lej ðtÞ-ljðtÞ strongly in C0ð½0;T Þ;
fej ðtÞ-fjðtÞ strongly in C0ð½0;T ;Hs
0 ðDÞÞ; s0os þ 1:
(
ð9:14Þ
For jAf1;y; Jg and eA0; eJ ; introduce the notations
uej :¼ ððqe; aefej ÞÞ 

i
lej
ððve;rfej ÞÞ ¼ ððqe; aefej ÞÞ 
 ilej ððaehe;fej ÞÞ: ð9:15Þ
Recall that ðð ; ÞÞ is the Hermitian scalar product in L2ðDÞ: We have used that
ððve;rfej ÞÞ ¼ 
 ððdiv ve;fej ÞÞ ¼ ððaeW ehe;fej ÞÞ ¼ ððaehe;W efej ÞÞ
¼ ðlej Þ2ððaehe; aefej ÞÞ:
The uej are C
0 functions of tA½0;T : Introduce next the action-angle variables
aej ðtÞ ¼ e
ij
e
l
ðtÞ=euej ðtÞ; where jej ðtÞ :¼
Z t
0
lej ðtÞ dt: ð9:16Þ
Lemma 9.2. (i) For all J; the family faej : jpJ; epeJg is compact in C0ð½0;T Þ:
(ii) For e in a subsequence, the limits ajðtÞ ¼ lim aej ðtÞ are defined for all jAN:
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(iii) The series
Kð1Þ :¼ 1
4
PN
j¼1 jajðtÞj2ðfjðt; xÞÞ2;
Kð2Þ :¼ 1
4
PN
j¼1
1
l2j ðtÞ
jajðtÞj2jrfjðt; xÞj2;
8><>: ð9:17Þ
converge in C0ð½0;T ; HsðDÞÞ; and ðW eheÞrhe and rðjrhej2Þ converge weakly as e
tends to zero in the subsequence, to rKð1Þ and rKð2Þ; respectively.
Proof. (a) By (8.9), @ta
e and @tr
e are bounded in C0ð½0;T ; Hs
1ðDÞÞ: The classical
perturbation theory in spectral analysis (see [Kat]), implies that the eigenvalue
mjða; rÞ and the eigenfunction fjða; rÞ are analytic functions of ða; rÞ; when ða; rÞ is in
a neighborhood of ð
%
a;
%
rÞ in LN and ljð
%
a;
%
rÞ is simple. Therefore, (9.13) implies that
the eigenvalues mej and the eigenfunctions f
e
j are C
1 functions of tA½0;T  and the
bounds for @ta
e and @tr
e imply that
supjpJ supepeJ suptA½0;T  j@tmej ðtÞjoN;
supjpJ supepeJ suptA½0;T  jj@tfej ðtÞjjHsðDÞoN:
(
ð9:18Þ
Next, we can differentiate (9.15) in time. The contributions in e
1 are

 1
ae
div ve; aefej
    
þ i
lej
1
re
rqe;rfej
    
¼ ððve;rfej ÞÞ þ
i
lej
ððaeqe;W efej ÞÞ ¼ ilej uej :
Therefore,
eij
e
j =e@taej ¼ 
 ððverqe; aefej ÞÞ þ ððqe; @tðaefej ÞÞÞ þ
i
lej
ððverve;rfej ÞÞ

 i
lej
ððve;r@tfej ÞÞ 
 i @t
1
lej
 !
ððve;rfej ÞÞ: ð9:19Þ
With (9.18), this proves that the @taej are uniformly bounded. Therefore, one can
extract subsequences such that the aej converge uniformly on ½0;T ; an using a
diagonal process, we can assume that the convergence holds for all jAN; the aej ðtÞ
being deﬁned for epej:
(b) We now compute the weak limit of the product ðW eheÞð@kheÞ: Deﬁnition (8.15)
and Estimates (8.3) imply that the family he is bounded in C0ð½0;T ; Hsþ1ðDÞÞ: Thus,
Lemma 9.1 implies that
jjPeLheðtÞ 
 heðtÞjjH2pCL1
s; jjPeLheðtÞjjHsþ1pC; ð9:20Þ
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where PeL is the spectral projector 1½0;LðW eÞ: Therefore,
jjðW eheÞð@kheÞ 
 ðW ePeLheÞð@kPeLheÞjjLNð½0;T ;L2ÞpCL1
s: ð9:21Þ
Fix
%
tA½0;T  and L not an eigenvalue of Wð
%
tÞ: Let JAN such that lJð
%
tÞoLolJþ1ð
%
tÞ:
Then, for t close to
%
t and e small enough leJðtÞoLoleJþ1ðtÞ: Therefore, for t in a
neighborhood o of
%
t and e small enough,
PeLh
e ¼
XJ
j¼1

 1
lej
Im uejf
e
j ¼
XJ
j¼1
i
2lej
aje
ijej =e 
 %aje
ijej=e
" #
fej : ð9:22Þ
Thus,
W ePeLh
e ¼
XJ
j¼1
ilej
2
aje
ijej=e 
 %aje
ijej =e
" #
fej ;
@kP
e
Lh
e ¼
XJ
j¼1
i
2lej
aje
ijej =e 
 %aje
ijej =e
" #
@kf
e
j :
Therefore, the product involves terms
bej;lðt; xÞeið7j
e
j ðtÞ7jel ÞðtÞ=e;
where the bej;l converge strongly. On the other hand, (9.13) and the non-stationary
phase lemma (see Lemma 3.2) imply that eið7j
e
j7j
e
l
Þ=e converges weakly to zero,
except when l ¼ j and the signs are opposite, in which case the exponential is
identically equal to 1. Thus, ðW ePeLheÞð@kPeLheÞ converges weakly on oD to
1
2
XJ
j¼1
jaj j2fj@kfj ¼
1
4
XJ
j¼1
jajj2@kf2j :
By (8.3) and (9.9), there is a uniform constant C such that for all tA½0;T ; all J and
all epeJ ; X
jpJ
juej ðtÞj2ðlej ðtÞÞ2spC:
This implies that
XJ
j¼1
jajðtÞj2ðljðtÞÞ2spC: ð9:23Þ
Moreover, (9.7) implies that there is a uniform constant C such that
jjf2j jjHsðDÞpCl2sj : ð9:24Þ
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This implies that the series
Kð1Þ :¼ 1
4
XN
j¼1
jajðtÞj2ðfjðt; xÞÞ2
converges in C0ð½0;T ; HsðDÞÞ: Together with estimate (9.21), this shows that
ðW eheÞð@kheÞ converges weakly on oD to @kKð1Þ: Since this is true for all
%
tA½0;T ;
the convergence holds on ½0;T :
The analysis of jrhej2 is similar. Instead of (9.24), one has
jjjrfj j2jjHsðDÞpCl2sþ2j ; ð9:25Þ
so that the series
Kð2Þ :¼ 1
4
XN
j¼1
1
l2j ðtÞ
jajðtÞj2jrfjðt; xÞj2
also converges in C0ð½0;T ; HsðDÞÞ: &
Since De ¼ 
aaW e; the lemma immediately implies
Corollary 9.3. The extra term E in (8.18) is
E ¼ 
b
r
rKð1Þ þ 1
r
rKð2Þ:
The next step in the proof of Theorem 8.4 is to get an evolution equation
for the aj: Because @taj is the weak limit (in the sense of distributions) of @taej ;
it is sufﬁcient to compute the limit on the right-hand side of (9.19) multiplied by
e
ij
e
j =e: Terms of three different forms appear. The limits are given by the next
lemma.
Lemma 9.4. (i) Suppose that f e converges strongly to f in the space C0ð½0;T ; L2ðDÞÞ:
Then, for all jX1; f ee
ij
e
j =e converges weakly to zero.
(ii) Suppose that U e is a uniformly bounded family of operators from C0ðH2Þ to
C0ðL2Þ; which converges to a limit U for the strong topology. Then, for all
jX1; ðU eheÞe
ijej =e and ðU eqeÞe
ijej=e converge weakly to i
2lj
ajUfj and
1
2
ajUfj ;
respectively.
(iii) Suppose that both U e1 and U
e
2 are as in (ii). Then, for all
jX1; ðU e1heÞðU e2heÞe
ij
e
j
=e and ðU e1heÞðU e2qeÞe
ij
e
j
=e converges weakly to zero.
Proof. The ﬁrst statement is clear, since there is a uniform constant c > 0 such that
j@tjejXc > 0:
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To prove the second statement, using (9.20), one can replace he by PeLh
e up to an
arbitrarily small error. With (9.22), this reduces to study the limit of terms
i
2ll
alðU efel Þeiðj
e
l

jej Þ=e and

i
2ll
%alðU efel Þeið
j
e
l

jej Þ=e:
Since U efel converges strongly to Ufl ; only the ﬁrst term when l ¼ j contributes to
the limit.
The proof for qe is similar, using
PeLq
e ¼
XJ
j¼1
Re uejf
e
j ¼
XJ
j¼1
ðajeijej =e þ %aje
ijej =eÞfej : ð9:26Þ
To prove (iii), we replace he and qe by PeLh
e and PeLq
e and let L tend to inﬁnity.
Then, one obtains trilinear interactions with phases7jel7j
e
m 
 jej : Here we use the
non-resonance condition (ii) of Deﬁnition 8.3, together with Lemma 3.2, to conclude
that the weak limit vanishes. &
We also recall (see e.g. [Kat]), that if mj is a simple eigenvalue of Wð
%
a;
%
rÞ; with
normalized eigenvector fj; then mjðr; rÞ it is an analytic function of ða; rÞ in a
neighborhood of ð
%
a;
%
rÞ; with derivative
’mj :¼ m0j  ð ’a; ’rÞ ¼ ðð ’Wfj; afjÞÞ;
’W :¼ Wð
 ’a=a2; rÞ þ Wða;
’r=r2Þ: ð9:27Þ
Moreover, the eigenprojector is also an analytic function of ða; rÞ; and there is an
analytic choice of a normalized eigenvector fjða; rÞ: The differential ’fj :¼ f0j  ð ’a; ’rÞ is
characterized by the equations
ðð ’fj; afjÞÞ ¼ 

1
2
ðð ’afjfjÞÞ;
ðW 
 mjÞ ’f ¼ 
ð ’W 
 ’mjÞfj: ð9:28Þ
In particular, for epeJ ; one has
@tmej ¼ ðð@tW efej ; aefej ÞÞ;
@tW
e :¼ Wð
@tae=ðaeÞ2; reÞ þ Wðae;
’re=ðreÞ2Þ
(
ð9:29Þ
and @tf
e
j is characterized by the equations
ðð@tfej ; aefej ÞÞ ¼ 

1
2
ðð@taefejfej ÞÞ;
ðW e 
 mej Þ@tfe ¼ 
ð@tW e 
 @tmej Þfej : ð9:30Þ
This implies that @tf
e
j is of the form U
e
1@ta
e þ U e2@tqe; with U e2 uniformly bounded
from C0ðH2Þ to C0ðL2Þ and converging in the strong topology.
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Proposition 9.5. For all jX1; @taj ¼ @tmj4mj aj:
Proof. (a) One has

 ððverqe; aefej ÞÞe
ij
e
j=e,
 1
2
ajððv0rfj; afjÞÞ
¼ 1
4
aj
Z
D
ðv0raÞf2j dx: ð9:31Þ
Indeed, one uses the splitting (8.15) for the velocity. The bilinear term in he; qe
converges weakly to zero by (iii) of Lemma 9.4 and the limit of the term with ve0rqe is
given (ii). The last equation follows by integration by parts, using that div v0 ¼ 0:
(b) One has
i
lej
ððverve;rfej ÞÞe
ij
e
j =e
,
 1
2mj
aj
Z
D
v0r 1
r
  
jfjj2 dx þ
1
4
aj
Z
D
ðv0raÞf2j dx ð9:32Þ
to prove this, use splitting (8.15). By Lemma 9.4, the quadratic terms in ve0 and h
e do
not contribute to the limit and the bilinear terms in ve0; h
e
0 converge to

 aj
2l2j
v0r 1
r
rfj ;rfj
    
þ 1
r
ðrfj  rÞv0;rfj
      
:
Integrating by parts, the ﬁrst term in the parenthesis is


Z
1
2r
ðv0rÞjrfjj2 dx ¼
Z
v0r 1
2r
  
jfj j2 dx:
The second term is


Z
1
2r
ðv0rÞjfjj2 dx 

Z
div
1
r
rfj
  
v0rfj dx
¼
Z
v0r 1
2r
  
jfjj2 dx þ mj
Z
afjv0rfj dx
¼
Z
v0r 1
2r
  
jfjj2 dx 

mj
2
Z
ðv0raÞf2j dx:
(c) Using (8.9) and Lemma 9.4, one obtains that
ððqe; ð@taeÞfej ÞÞe
ij
e
j =e,
 aj
2
Z
D
ðv0raÞf2j dx: ð9:33Þ
(d) One has
aeqe þ i
lej
div ve; @tf
e
j
 ! !
e
ij
e
j=e,
aj
2
Z
D
ðv0raÞf2j dx: ð9:34Þ
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Indeed, aeqe þ ilej div v
e ¼ aeðqe 
 ilej W
eheÞ is linear in qe and he: Moreover, by (8.9)
and (9.30) @tfj involves terms which converge strongly and linear terms in h
e:
Therefore, Lemma 9.4 implies that the limit is
aj
2
a fj þ
1
mj
Wfj
 !
; ’fj
 ! !
¼ ajððafj; ’fjÞÞ;
where ’fj satisﬁes in particular
ðð ’fj; afjÞÞ ¼ 

1
2
ðð ’afjfjÞÞ; ’a ¼ 
v0ra:
This implies (9.34).
(e) One has

 i @t 1lej
 !
ððdiv ve;fej ÞÞe
ij
e
j =e
,
1
4mj
aj
Z
D
v0r 1
r
  
jfj j2 dx 

1
4
aj
Z
D
ðv0raÞf2j dx: ð9:35Þ
Eq. (9.29) implies that @tl
e
j ¼ ð@tmej Þ=ð2lej Þ is a linear function of @tae and @tre; while
div ve ¼ 
aeW ehe: Therefore, as in Lemma 9.4, one proves that the limit is
i
l2j
’mj
2lj
iaj
2lj
ððaWfj ;fjÞÞ ¼ 

1
4
aj
’mj
m2j
ððaWfj ;fjÞÞ ¼ 

1
4
aj
’mj
mj
;
where ’mj satisﬁes ’mj :¼ ðð ’Wfj; afjÞÞ with
’W :¼ Wð
 ’a=a2; rÞ þ Wða;
’r=r2Þ;
’a ¼ 
v0ra; and ’r ¼ 
v0rr: Thus,
’mj ¼
Z
ðv0raÞðWfjÞfj dx 

Z
div
v0rr
r2
rfj
  
fj dx
¼ mj
Z
ðv0raÞf2j dx 

Z
v0r1
r
  
jrfj2 dx:
This implies (9.35).
(f) The limit equation (8.7) implies that a ¼A0ðSÞ and r ¼ R0ðSÞ satisfy
ð@t þ vrÞa ¼ ð@t þ vrÞr ¼ 0: With (9.27), this shows that the derivative of
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mjðtÞ ¼ mjðaðtÞ; rðtÞÞ is
@tmj ¼
Z
@ta
a2
div
1
r
rfj
  
afj dx þ
Z
1
a
div
@tr
r2
rfj
  
afj dx
¼ mj
Z
ðv0raÞf2j dx 

Z
v0r 1
r
  
jrfj2 dx: ð9:36Þ
Therefore, adding (9.31)–(9.35), we see that
@taej , aj
@tmj
4mj
:
Since @taej converges in the sense of distributions to @taj ; Proposition 9.5 follows. &
Corollary 9.6. For all jX1;
1
ljðtÞjajðtÞj
2 ¼ 1
ljð0Þjajð0Þj
2 ¼ 1
ljð0Þ
Z
D
qð0; xÞað0; xÞfjð0; xÞ dx
  2
þ 1ðljð0ÞÞ3
Z
D
div vð0; xÞfjð0; xÞ dx
  2
:
This ﬁnishes the proof of Theorem 8.4.
10. Generic properties of the spectrum
In this section, we describe some properties of the spectrum of the wave operators
Wða; rÞ and WS: Generic properties of the spectrum of second order operators can
be found in [Uhl] and the references therein. In particular, the results in [Uhl] apply
to operators Wða; rÞ when a and r are independent parameters or when W is the
Laplace–Beltrami operator on a compact manifold. In our case, a ¼A0ðSÞ and
r ¼ R0ðSÞ are linked and the parameter is SAHsðDÞ: We use perturbation theory as
in Section 6, to study generic properties of the spectrum.
In this section, we make explicit that r does vary with S; as for Euler equations.
We assume that for all sAR;
@R0
@S
ðsÞa0; R0ðsÞ > 0; A0ðsÞ > 0: ð10:1Þ
Thus, we can take r ¼ R0ðSÞ as parameter and we set *A0ðrÞ ¼A0ðSÞ;
eWðrÞ :¼ 
1
a
div
1
r
r
  
with a ¼ *A0ðrÞ: ð10:2Þ
For s > 1þ d=2; we denote by Hs the set of coefﬁcients rAHsðDÞ such that r > 0:
As in Section 6, we ﬁrst investigate the case where A0; and thus *A0 are constant.
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This covers the case of perfect gases. We also consider the case where
8rAR; A0ðrÞ :¼ @
*A0
@r
ðrÞo0: ð10:3Þ
The next result illustrates the idea that the spectrum is generically simple.
Proposition 10.1. Assume that A0 is either constant or else satisfies (10.3).
(i) The set of rAHs such that all the spectrum of eWðrÞ is simple is a dense Gd set in
Hs:
(ii) Assume in addition that *A0 is real analytic. Then, for all
%
rAHs and all NAN;
there is a neighborhood V of
%
r and a real analytic function F on V; non-
identically zero, such that for all rAV with FðrÞa0; the N lowest eigenvalues of
W˜ðrÞ are simple.
Proof. We denote by mjðrÞ the eigenvalues of W˜ðrÞ: m0 ¼ 0 is simple, and
0om1pm2p? :
(a) By the min–max theorem, the functions r/mjðrÞ are Lipschitz continuous for
the LN norm of r: Thus the set Oj of rAHs such that mjðrÞ is simple, in an open set.
We show that it is dense. The ﬁrst part of the proposition will follow by Baire’s
theorem.
To prove the density of Oj; it is sufﬁcient to prove that for all rAHs such that the
multiplicity n of mjðrÞ is at least two, there is a sequence rn converging to r inHs and
such that the multiplicity of mjðrnÞ is less than or equal to n
 1: If not, there is an
open setVCHs such that mjðrÞ has constant multiplicity nX2 for all rAV: Thus, the
eigenvalue mj and the associated spectral projector P are smooth functions of r onV
(see e.g. [Kat]). Consider
%
rAV-CNðDÞ and denote by
%
P the spectral projector on
ker ðW˜ð
%
rÞ 
 mjð
%
rÞÞ:
Consider drAHsðDÞ: Then, for t small enough,
%
r þ tdr belongs toV: The constant
multiplicity assumption and the standard perturbation theory imply that
%
PdW
%
P ¼ dm
%
P with
dm ¼ d
dt
mjð
%
r þ tdrÞjt¼0;
dW ¼ d
dt
eWð
%
r þ tdrÞjt¼0:
8><>: ð10:4Þ
In particular,
dWf ¼ 
da
%
a
W˜ð
%
rÞfþ 1
%
a
div
dr
%
r2
rf
  
; da ¼A0ð
%
rÞdr:
Consider a basis ðf1;y;fnÞ of the eigenspace of W˜ð
%
rÞ: We can normalize it to be
orthonormal for the scalar product in L2ðD;
%
a dxÞ: In this case, the entries of the
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matrix
%
PdW
%
P in the basis fk areZ
%
aðxÞðdWfkÞðxÞflðxÞ dx ¼ 

Z
drðxÞ
%
r2
Wl;kðxÞ dx;
where
Wl;k ¼ rfl  rfk þ mjð
%
rÞ
%
r2A0ð
%
rÞflfk: ð10:5Þ
By (10.4), this matrix is proportional to the identity, for all drACNðDÞ: Thus, for
kal
8xAD; Wl;lðxÞ ¼ Wk;kðxÞ and Wl;kðxÞ ¼ 0: ð10:6Þ
To ﬁnish the proof, we show that (10.6) is absurd.
(b) When A0 is constant, (10.6) reads
8xAD; jrflðxÞj2 ¼ jrfkðxÞj2 and rflðxÞ  rfkðxÞ ¼ 0: ð10:7Þ
Since
%
rACNðDÞ; the eigenfunctions are in CNðDÞ: Since fka0 has vanishing mean
value, there is x0AD such that
fkðx0Þ ¼ sup
xAD
fkðxÞ > 0:
Then
fkðx0 þ yÞ ¼ fkðx0Þ þ
1
2
Ay  y þ Oðjyj3Þ;
where A is a symmetric non-positive matrix. Since fk is an eigenfunction with
positive eigenvalue, note that tr Ao0: By (10.7), one also has rflðx0Þ ¼ 0; and
therefore
flðx0 þ yÞ ¼ fkðx0Þ þ
1
2
By  y þ Oðjyj3Þ;
where B is symmetric. Taking the second-order Taylor expansion of (10.7) implies
that for all yARd ; one has
jAyj2 ¼ jByj2 and Ay  By ¼ 0:
Hence, the symmetric matrices A and B satisfy
A2 ¼ B2; AB þ BA ¼ 0:
Since A is non-negative, its eigenvalues are non-negative. If Ay ¼ ky; with k > 0;
the second equation implies that ABy ¼ 
kBy and thus By ¼ 0 since 
k is
not an eigenvalue. The second equation also implies that B maps ker A into
ker A: Therefore, AB ¼ 0: Thus A3 ¼ AB2 ¼ 0 and, since A is non-positive, A ¼ 0;
which contradicts that the trace tr A is strictly negative. Therefore (10.7) cannot
hold.
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(c) Suppose now that A0o0: Then, the second equation in (10.6) implies that
rfk  rfl 
 afkfl ¼ 0; ð10:8Þ
where a ¼ 
mj
%
r2A0ð
%
rÞ > 0: Because the eigenfunctions are smooth and do not vanish
identically on any open set, there is x0AD such that fkðx0Þ > 0 and flðx0Þa0:
Consider the integral curve gðtÞ of rfk starting at x0:
dg
dt
¼ rfkðgÞ; gð0Þ ¼ x0:
Since rfk is bounded, gðtÞ is deﬁned for all tAR: Eq. (10.8) implies that
flðgðtÞÞ ¼ flðx0ÞebðtÞ with bðtÞ ¼
Z t
0
aðgðsÞÞfkðgðsÞÞ ds:
Moreover, ðd=dtÞfkðgðtÞ ¼ jrfkðgðtÞÞj2X0: Thus fkðgðtÞÞXfkðx0Þ and bðtÞ-þN
as t-þN: This implies that jflðgðtÞÞj-N; which is absurd since fl is bounded.
Thus (10.8) cannot hold either, and this ﬁnishes the proof of the ﬁrst part of
Proposition 10.1.
(d) We now show that the second part follows from the ﬁrst one. Fix
%
rAHs and
nXN such that mnð
%
rÞomnþ1ð
%
rÞ: By the perturbation theory, there is an open ball V
centered at
%
r and there is L > 0 such that for all rAV; mnðrÞoLomnþ1ðrÞ: Introduce
the spectral projector PðrÞ ¼ 1½0;LðWðrÞÞ Then the mapping r/PðrÞ is well deﬁned
and real analytic on V: The eigenvalues mjðrÞ of W˜ðrÞ with mjðrÞoL; are the
eigenvalues of the ﬁnite rank operator W wðrÞ :¼ PðrÞW˜ðrÞPðrÞ; thus the roots of the
characteristic polynomial pðr; mÞ ¼ detðm Id
 W wðrÞ: The discriminant FðrÞ of
pðr;  Þ; is a polynomial of the coefﬁcients of pðr;  Þ and thus an analytic function
of r; well deﬁned on V: It vanishes at a point rAV if and only if p has a multiple
root, that is if and only if one of the eigenvalues m1ðrÞ;y; mnðrÞ is not simple.
Moreover, F is not identically zero, since by part i, the set of parameters such that
the spectrum is simple is dense in Hs: &
Remark 10.2. Eqs. (10.6), plus the eigenfunction equations ðW˜ð
%
rÞ 
 mÞfk ¼
ðW˜ð
%
rÞ 
 mÞfl ¼ 0 form a system of four equations for two unknowns. Therefore,
one should expect that, in general, this system has no solutions, except when the
coefﬁcients satisfy compatibility conditions, that is for generic r: Thus the
proposition should be true in general, for all functions A0 > 0:
Remark 10.3. As in Section 6, one should expect that the set of parameters such that
the spectrum is not simple, has ‘‘codimension 2’’. Indeed, the analog of (6.8) yields a
system of three equations for two unknowns and should have no solution for general
coefﬁcients r: One also should expect that generically, there are no resonances. In
this direction, we prove the latter property in dimension one.
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As in Sections 8 and 9, we denote by ljðrÞ :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mjðrÞ
q
: We suppose now that
8r > 0; *A0ðrÞ 
 @
*A0ðrÞ
@r
a0: ð10:9Þ
Note that this condition holds when A0 > 0 is constant.
Proposition 10.4. In dimension d ¼ 1; assume that condition (10.9) is satisfied. Then,
for all sX2; there is a dense Gd set G in Hs such that for all rAG the spectrum of W˜ðrÞ
is simple. Moreover, for all triplet of positive integers ðj; k; lÞ and all rAG one has
ljðrÞalkðrÞ þ llðrÞ:
Proof. (a) In dimension d ¼ 1; the operator W˜ðrÞ can be simpliﬁed. For D ¼
R=LZ; sX2 and rAHsðDÞ; r > 0; introduce the change of variable
y ¼ 1
/rS
Z x
0
rðx0Þ dx0; /rS ¼
Z L
0
rðxÞ dx: ð10:10Þ
It induces a diffeomorphism from D to Dx ¼ R=Z: The reciprocal is
y/x ¼ L
/sS
Z y
0
sðy0Þ dy0; /sS ¼
Z 1
0
sðyÞ dy;
where r and s are linked by the relation rðxÞsðyÞ ¼ 1: For uAHsðDÞ; we denote by ux
the function such that uxðyÞ ¼ uðxÞ: In particular, s ¼ 1=rx: The mapping u/ux
maps HsðDÞ onto HsðDxÞ: The operator W˜ is transformed to c2W x with c ¼
1=/rS ¼ /sS=L and
W xðsÞ ¼ 
 1
ax
@2y with a
x ¼AxðsÞ; AxðsÞ ¼ s *A0ð1=sÞ: ð10:11Þ
Thus, the eigenvalues mjðrÞ of eWðrÞ are equal to cmxj ðsÞ; where the mxj are the
eigenvalues of W x: Therefore, it is sufﬁcient to prove that for s in a dense Gd set in
Hs; the spectrum of W xðsÞ is simple and without resonances. In this framework, the
condition (10.9) is equivalent to
8s > 0; @A
x
@s
a0: ð10:12Þ
(b) To prove that the spectrum is generically simple, we argue as in the proof of
Proposition 10.1. If the eigenvalue mxj has multiplicity nX2 for all s in a
neighborhood of
%
s; then for all dsAHsðDxÞ; one has (10.4) with now
dW ¼ da
x
%
ax
W xð
%
sÞ; dax ¼ @A
x
@s
ð
%
sÞds:
Using (10.12), this implies that the eigenfunctions fxk satisfy (10.6) with now
W xl;kðyÞ ¼ mxj ð
%
sÞflðyÞfkðyÞ:
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Since the eigenfunctions have isolated zeros, W xl;k cannot vanish identically, proving
that (10.6) is absurd. This implies that the set of sAHs such that mxj ðsÞ is simple, is a
dense open set.
(c) Consider a triplet ðj; k; lÞ of positive integers. The set Gj;k;l of sAHs such that
lxj ðsÞalxkðsÞ þ lxl ðsÞ is open. We show that it is dense. By step (b), it is sufﬁcient to
prove that it is dense in the set of CN coefﬁcients such that the eigenvalues
mxpðsÞ; pAfj; k; lg; are simple.
Consider
%
s > 0 in CNðDxÞ such that the eigenvalues mxpð
%
sÞ; pAfj; k; lg; are simple
and lxj ð
%
sÞ ¼ lxkð
%
sÞ þ lxl ð
%
sÞ: Let fxp denote a real valued CN eigenfunction associated
to the eigenvalue mxpð
%
sÞ and such thatZ
%
axðfxpÞ2 dx ¼ 1; pAfj; k; lg: ð10:13Þ
The eigenvalues mxp are simple for s close to
%
s and
d
dt
mxpð
%
sþ tdsÞ ¼ mxp
Z
D
dsðyÞ
%
a0ðyÞðfxpðyÞÞ2 dy;
%
a0 ¼ @A
x
@s
ð
%
sÞ:
Thus,
2
d
dt
lxj ð
%
sþ tdsÞ 
 lxkð
%
sþ tdsÞ 
 lxl ð
%
sþ tdsÞ
" #
jt¼0
¼
Z
D
dsðyÞ
%
a0ðyÞ lj jfxj ðyÞj2 
 lkjfxkðyÞj2 
 ll jfxl ðyÞj2
" #
dy: ð10:14Þ
On the right-hand side lp ¼ lxpð
%
sÞ: Introduce jp ¼
ﬃﬃﬃﬃﬃ
lp
p
fp: If
jjj j2 
 jjkj2 
 jjl j2c0; ð10:15Þ
we can choose ds such that the derivative on the left-hand side of (10.14) is not zero,
proving that ð
%
sþ tdsÞAGj;k;l for t small enough. This proves that Gj;k;l is dense, and
the proposition follows.
To prove (10.15), assume that
jjjj2 
 jfkj2 
 jfl j2  0: ð10:16Þ
Because the integral of
%
axfxj vanishes, there is y0AD
x such that jjðy0Þ ¼ 0: Then,
(10.16) implies that jlðy0Þ ¼ jkðy0Þ ¼ 0: The eigenvalue equations
d2jp
dy2
þ l2p
%
axjp ¼ 0 ð10:17Þ
implies that
d2jp
dy2
ðy0Þ ¼ 0;
d3jp
dy3
ðy0Þ ¼ 
l2p
%
axðy0Þ
djp
dy
ðy0Þ:
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Introducing the notations ap ¼ djp=dyðy0Þ and a0 ¼
%
axðy0Þ > 0; one obtains that the
Taylor expansion of jp at y0 is
jpðy0 þ yÞ ¼ apðy þ a0l2py3=6Þ þ Oðy4Þ:
Therefore, (10.16) and the resonance relation imply that
lj ¼ lk þ ll ; a2j ¼ a2k þ a2l ; l2j a2j ¼ l2ka2k þ l2l a2l :
Substituting the ﬁrst two equations in the third one, implies that
l2ka
2
l þ l2l a2k þ 2lklla2j ¼ 0:
Therefore, aj ¼ djj=dyðy0Þ ¼ 0: Since we already had jjðy0Þ ¼ 0; (10.17) implies
jj ¼ 0; which contradicts the assumption. Therefore (10.15) is proved and the
proposition follows. &
11. The one-dimensional case
In this section, we prove several results for the case of one space dimension. The
situation is very particular, since in 1-D the incompressibility constraint (8.6) means
that the weak limit v of ve in (8.5) satisﬁes @xv ¼ 0; i.e. vðt; xÞ ¼
%
vðtÞ is constant in x:
We ﬁrst calculate the weak limit of the physical Euler equations in one space
dimension, without the need to assume that condition (G) from Deﬁnition 8.3 holds;
in this case the corrector E in (8.17) vanishes. Next, we prove that the analog of
Theorem 2.6 holds for the extended Euler equations (1.1) in space dimension one, by
showing that the assumption that condition (G) holds reduces to an assumption on
the initial data; in this case E need not vanish, and it depends on the spectral
resolution of the wave operator. Finally, we show that the limit of the extended Euler
equations can be calculated even when condition (G) does not hold, if the initial data
for the entropy satisfy Seð0Þ ¼ S
*
þ eT þ oðeÞ: In this case, the limit equations are
even more complicated, since they may involve multiple eigenvalues and more
resonances. Throughout this section D is a one-dimensional torus D ¼ R=LZ and
sX2:
The weak limit of the physical Euler equations is much simpler than that of the
extended Euler equations, because identity (8.1) implies that the time derivative of
reve is the spatial derivative of something:
Theorem 11.1. When the spatial dimension d equals one and (8.1) holds then any
family of solutions ðqe; ve;SeÞ of (1.1) satisfying (8.3) and (8.4) converges as e-0 to the
unique solution ð
%
q;
%
v;SÞ of (8.8),
d
dt %
v ¼ 0; ð11:1Þ
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and (8.7) with v rewritten as
%
v; having initial data
/AðSð0Þ; 0Þqð0ÞS
/AðSð0Þ; 0ÞS ;
/RðSð0Þ; 0Þvð0ÞS
/RðSð0Þ; 0ÞS ;Sð0Þ
  
: ð11:2Þ
Here /uS ¼ 1
L
R
D
uðxÞ dx denotes the spatial average of u:
Proof. By the discussion in Section 8, every sequence of e’s converging to zero has a
subsequence for which the convergences in (8.5) hold. In order to prove that
convergence holds as e-0 without restricting to a sequence, it sufﬁces to show that
all such subsequences converge to the same limit. Since (8.7), (8.8), and (11.1) are
easily solved to yield a unique solution, it sufﬁces to show that the limit of any
subsequence satisﬁes those equations with the speciﬁed initial data.
For the one-dimensional case, it is convenient to use (8.9) to write the equation for
ve in the form
@tðreveÞ þ @xðreðveÞ2Þ þ 1e@xqe þ je@xððveÞ2Þ ¼ 0; ð11:3Þ
where
je ¼ JðSe; eqeÞ; J ¼ 1
2
1
A
@R
@p

R
  
: ð11:4Þ
Taking the average of (11.3) yields
d
dt
/reveSþ/je@xððveÞ2ÞS ¼ 0: ð11:5Þ
The average of the equation for re in (8.9) is
d
dt
/reS ¼ /ðre 
 ceÞ@xveS;
which tends as e-0 to
d
dt
/rS ¼ 0 ð11:6Þ
since re and ce converge strongly, and @xv
e tends weakly to zero. Since reve converges
weakly to r
%
v and
%
v is independent of x; (11.6) and the positivity of r imply that the
weak limit of (11.5) can be written in the form
d
dt %
v ¼ /ð@xjÞweak
 limðv
eÞ2S
/rS
; ð11:7Þ
where j ¼ JðS; 0Þ: For the physical Euler equations, (8.1) implies thatJ  0; so that
(11.7) reduces to (11.1). Furthermore, since ve0 converges strongly in
C0ð½0;T ;Hs0 ðDÞÞ for s0os to
%
v; the initial data for
%
v is the limit of that for ve0:
Now ve0 ¼ /r
eveS
/reS ; and taking the limit of the initial value of this expression yields the
formula for
%
vð0Þ in (11.2). A similar calculation yields the value of
%
qð0Þ: &
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We now turn to considering the extended Euler equations, for which (8.1) is not
assumed to hold. For the next result we assume that conditions (10.1) and (10.9) are
satisﬁed, i.e.
8sAR :
@R0
@S
ðsÞa0; R0ðsÞ > 0;
A0ðsÞ > 0; A0ðsÞ 
R0ðSÞ@R0
@S
@A0
@S
ðsÞa0:
8><>: ð11:8Þ
Theorem 11.2. There is a dense Gd set G in H
sðDÞ such that for all family ðve; qe;SeÞ of
solutions of (1.1) in C0ð½0;T ; HsðDÞÞ given by Theorem 8.1 and such that the initial
data ðveð0Þ; qeð0Þ;Seð0ÞÞ in HsðDÞ satisfy (8.2) and converge strongly to
ðvð0Þ; qð0Þ;Sð0ÞÞ in HsðDÞ as e tends to zero, with Sð0ÞAG; then Se and ve0 converge
strongly to limits ðS; v0Þ: Moreover, S satisfies condition (G) and ðv0;SÞ; satisfy (8.7),
(8.17) and (8.22).
We will give the explicit form of the solutions of the averaged equation during the
proof.
Proof. By Proposition 10.4 the set G of SAHs such that the spectrum of WS is
simple and without resonances, is a dense Gd set in H
s: We assume that Sð0ÞAG:
(a) As in Section 8, we can extract subsequences such that (8.5) holds. Therefore,
the strong limit v0 of v
e
0 (which is also the weak limit of v
e) satisﬁes div v0 ¼ @xv0 ¼ 0:
Thus v0ðt; Þ is constant:
v0ðt; xÞ ¼
%
vðtÞ: ð11:9Þ
The limit equation (8.7), ð@t þ
%
v@xÞS ¼ 0; implies that
Sðt; xÞ ¼ Sð0; x 
 wðtÞÞ; ð11:10Þ
where
dw
dt
ðtÞ ¼
%
vðtÞ; wð0Þ ¼ 0: ð11:11Þ
Denote by HðtÞ the translation operator ðHðtÞfÞðxÞ ¼ fðx 
 wðtÞÞ: Then, (11.11)
implies that a ¼A0ðSÞ ¼ HðtÞða0Þ and r ¼ R0ðSÞ ¼ HðtÞðrð0ÞÞ: In particular
WSðtÞ ¼ HðtÞWSð0ÞðHðtÞÞ
1 ð11:12Þ
showing that for all jAN; lj;SðtÞ ¼ lj;S: The eigenvalues are thus independent of t;
and since Sð0ÞAG; this proves that the limit SAC0ð½0;T ; HsðDÞÞ satisﬁes condition
(G) of Deﬁnition 8.3.
Therefore, Theorem 8.4 applies, and the limit ðv0;SÞ satisfy Eqs. (8.7) and (8.17),
with E given by (8.22).
(b) Identity (11.12) also implies that the eigenfunctions fjðt; Þ of WSðtÞ satisfy
fjðt; xÞ ¼ fjð0; x 
 wðtÞÞ: Therefore, Deﬁnition (8.22) implies that the extra term E is
Eðt; xÞ ¼ Eð0;x 
 wðtÞÞ: Using (11.9) and (11.10) and averaging the transport
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equation (8.18) for v yields
/rð0ÞS@t
%
v þ/Eð0ÞS ¼ 0:
This implies that
%
vðtÞ ¼
%
vð0Þ 
 t/Eð0ÞS
/rð0ÞS ; wðtÞ ¼ t%vð0Þ 

t2
2
/Eð0ÞS
/rð0ÞS : ð11:13Þ
In space dimension one, the splitting (8.15) is
v ¼ v0 þ 1
r
@xh with v0 ¼ /rvS/rS ;
1
r
@xh ¼ v 
 v0: ð11:14Þ
Applying this identity to the initial data, we obtain the initial value of v0ð0Þ ¼
%
vð0Þ:
%
vð0Þ ¼ /rð0Þvð0ÞS
/rð0ÞS : ð11:15Þ
Moreover, by (8.22)
/Eð0ÞS ¼
XN
j¼1
sjð0Þljð0Þ
4L
Z
D
@x
b
r
  
ðfjÞ2 

1
l2j
@x
1
r
  
ð@xfjÞ2
 !
jt¼0
dx
and the sjð0Þ are given by (8.23). Integrating by parts, one hasZ
D
ð@xrÞ
@xfj
r
  2
¼
Z
D
2ral2j fj
@xfj
r
¼ 
l2j
Z
D
@xðaÞf2j : ð11:16Þ
Thus,
/Eð0ÞS ¼
XN
j¼1
sjð0Þljð0Þ
4L
Z
D
@x
bð0Þ
rð0Þ 
 að0Þ
  
ðfjð0ÞÞ2 dx: ð11:17Þ
In addition, recall that rð0Þ ¼ R0ðSð0ÞÞ; að0Þ ¼A0ðSð0ÞÞ and bð0Þ ¼ BðSð0ÞÞ are
determined by Sð0Þ: This shows that the limit ðS; v0Þ is explicitly and uniquely
determined by (11.9)–(11.10), (11.14)–(11.15) and (11.17). In particular, no
extraction of subsequence is necessary and the full family ðve0;SeÞ converges. &
Finally, we consider the extended Euler equations when condition (G) does not
hold, In the proof of Theorem 11.2, we have shown that the limit wave operators
WSðtÞ are isospectral. Under Assumption (G), the eigenvalues are simple and this
condition is preserved by perturbation for small e: If the limit operator has multiple
eigenvalues, the multiplicity may change for positive e; and pathologies like those
described in Section 7 may occur. The key observation, is that if the initial condition
satisﬁes Sð0Þ ¼ S
*
þ eT þ oðeÞ; then the entropy Se can be written in the form
Se
*
ðtÞ þ OðeÞ; with the acoustic wave operator WSe
*
ðtÞ from (8.21) being isospectral.
The coefﬁcients ae and re can be replaced byA0ðSe
*
Þ and R0ðSe
*
Þ; respectively, at the
cost of adding Oð1Þ terms to the equations, thereby reducing to a problem whose fast
part has spectrum that is ﬁxed independently of time.
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Lemma 11.3. Let the spatial dimension equal one, and suppose that ðqe; ve;SeÞ is a
family of solutions of (1.1) satisfying (8.3) and (8.4). Assume further that Seð0Þ 

Sð0Þ ¼ OðeÞ: Then there is a transformation
t ¼ t; y ¼ x 
 X eðtÞ; ð11:18Þ
such that
Seðt; xÞ ¼ S
*
ðyÞ þ OðeÞ in C0ð½0;T ;Hs
2ðDÞÞ; ð11:19Þ
where
S
*
¼ Sð0Þ: ð11:20Þ
Proof. The evolution equation for Se reads
0 ¼ Set þ ve0Sex þ ðve 
 ve0ÞSex: ð11:21Þ
By (11.14)
v 
 v0 ¼Lrð@xvÞ; where LrðwÞ :¼ @
1x w 

/r@
1x wS
/rS
: ð11:22Þ
Here @
1x is the inverse of @x; deﬁned on periodic functions with zero mean. By the
evolution equation for qe; (11.21) can be written as
Set þ ve0Sex ¼ eSexLreðaeqet þ aeveqexÞ: ð11:23Þ
Note that Lr; like @

1
x ; is only deﬁned on the subspace of functions having mean
value zero. It will therefore be convenient to introduce the abbreviation w˜ :¼
w 
/wS: Since the expression to which Lre is applied in (11.23) equals 
vx; its
mean indeed vanishes. Before breaking that expression into two parts we can
therefore apply B to remove the mean value of each part, so thatLre may be applied
to each separately. By writing the term on the right-hand side of (11.23) involving the
time derivative of qe as the time derivative of that entire term minus bounded time
derivatives, we ﬁnd that the right-hand side of (11.23) equals
e@tY e þ eZe; ð11:24Þ
where
Y e :¼ SexLreðgaeqeÞ ð11:25Þ
and
Ze :¼ SexLreððaeveqexÞB 
gaetqeÞ 
 SextLreðgaeqeÞ 
 SexðLreÞtðgaeqeÞ; ð11:26Þ
where the commutator ðLreÞt :¼ ½@t;Lre  equals

/r
e
t S
/reS
þ/r
e S/retS
/reS2
:
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Note that both Y e and Ze are Oð1Þ: Substituting (11.24) back into (11.23) and
deﬁning S˜e1 :¼ Se 
 eY e yields the equation
@tS˜
e
1 þ ve0@xS˜e1 ¼ eV e; V e :¼ Ze 
 ve0Y ex: ð11:27Þ
Upon making transformation (11.18) with X eðtÞ :¼ R t0 ve0ðsÞ ds; (11.27) becomes
@tS˜
e
1 ¼ eV e;
where for notational simplicity we omit the x superscript that should be attached to
functions of ðt; yÞ according to the notation of Section 10. Hence
Se1 ¼ Se1ð0; yÞ þ e
Z t
0
V eðs; yÞ ds:
Thus, deﬁning S
*
ðyÞ ¼ Sð0ÞðyÞ; we have
Seðt; yÞ ¼ S
*
ðyÞ þ eSe1ðt; yÞ;
Se1ðt; yÞ :¼
Seð0ÞðyÞ 
 Sð0ÞðyÞ
e
&
þY eðt; yÞ 
 Y eð0; yÞ þ
Z t
0
V eðs; yÞ ds
'
ð11:28Þ
Remark 11.4. When S
eð0Þ
Sð0Þ
e is unbounded then S
eð0Þ 
 Sð0Þ cannot be absorbed
into the error term in (11.28), so that equation must be replaced by Se ¼
Se
*
ðyÞ þ OðeÞ; with Se
*
ðyÞ :¼ Seð0ÞðyÞ: The convergence of Seð0Þ to Sð0Þ implies the
convergence of the eigenvalues of WSeð0Þ; but the convergence of the eigenvectors is
only guaranteed along some subsequence of e in view of the compactness afforded by
the bound (9.7). Even worse, since the eigenvalues depend on e; the pattern of multiple
eigenvalues and resonances will also, and there may be nearly multiple eigenvalues and
near resonances. Still, since the values of the eigenvalues are in principle known from
the initial data, the limit along appropriate subsequences of e could in theory still be
calculated via a more complicated version of the calculation below.
We now use Lemma 11.3 to write the equations for qe and ve in a form in which the
spectrum of the corresponding operator WS is ﬁxed in time. Deﬁne a* :¼
AðS
*
; 0Þ; r
*
:¼ RðS
*
; 0Þ;
ee :¼ @A
@S
ðS
*
; 0ÞSe1 þ
@A
@P
ðS
*
; 0Þqe;
and
f e :¼ @R
@S
ðS
*
; 0ÞSe1 þ
@R
@P
ðS
*
; 0Þqe:
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Then the equations for qe and ve can be written as
a
*
ðyÞð@tqe þ ðve 
 ve0ÞqeyÞ þ
1
e
vey 
 e
e
a
*
vey ¼ OðeÞ;
r
*
ðyÞð@tve
*
þ ðve 
 ve0ÞveyÞ þ
1
e
qey 
 f
e
r
*
qey ¼ OðeÞ:
8><>: ð11:29Þ
In accordance with the discussion following (8.21), we consider the wave operator
WS
*
¼ 
 1
a
*
d
dy
ð 1
r
*
d
dy
Þ and we can expand qe and ve in eigenfunctions as
qe
ve
 !
¼ q
e
0ðtÞ
ve0ðtÞ
 !
þ
X
0akAZ
aekðtÞeilkt=eckðyÞ; ð11:30Þ
where lk ¼ 
l
k for ko0; ckðyÞ :¼
fkðyÞ
i
lkr
*
ðyÞf
0
kðyÞ
 !
and the fk ¼ f
k are
eigenfunctions of WS
*
satisfying
ðða
*
fj;fkÞÞ ¼ dj;k:
Since c
k ¼ ck; the realness of qe and ve implies that
ae
k ¼ aek:
We will now calculate the limit equations satisﬁed by
%
v :¼ limve0 and ak :¼ limaek: The
computations are quite similar to those of Section 9, except that we now have to take
care of multiple eigenvalues and resonances.
Lemma 11.5. Let the spatial dimension equal one, and suppose that ðqe; ve;SeÞ is a
family of solutions to (1.1) satisfying (8.4)–(8.5). Assume in addition that Seð0Þ ¼
Sð0Þ þ eT þ oðeÞ: Then every sequence of values of e tending to zero has a subsequence
such that ðqe; veÞ tends weakly to ð
%
q;
%
vÞ; Se tends strongly to S
*
; and for every non-zero
integer l; ael tends strongly to al ; where %
q and S
*
are independent of t;
%
v and al satisfy
equations (11.31) and (11.46) below, and their initial data is given by (11.2) and
alð0Þ ¼ 1
2
A
qð0Þ
vð0Þ
 !
;cl
 ! !
; A :¼ a* 0
0 r
*
 !
:
Proof. First, Eqs. (8.8) and (11.28) show that the limits
%
q of qe and S
*
of Se; which
exist after passing to a subsequence in e; are independent of t: It was shown in
Theorem 11.1 that, after reducing consideration to a further subsequence, ve
converges weakly to some
%
vðtÞ: Since we will show in (11.33) below that the time
derivative of ael is Oð1Þ; the same argument shows that after passing to a further
subsequence obtained from the diagonal sequence argument, ael converges strongly
to some al : There remains only to compute the equations satisﬁed by
%
v and al :
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As in Section 9, the inclusion of the explicit time-dependent factor eilkt=e ensures
that d
dta
e
k is Oð1Þ; and hence that after passing to a subsequence in e the coefﬁcients
aekðtÞ converge to some akðtÞ: Deﬁne D :¼ fðk; lÞAðZ\f0gÞ2 j lk ¼ llg and for
kAZ\f0g; DðkÞ :¼ flAZ\f0gjðk; lÞADg: Remark that DðkÞ always contains k and it
contains an additional element only when l2k is a double eigenvalue of WS * :
Substituting (11.30) into (11.7) yields
d
dt %
v ¼
P
0akAZ
P
lADð
kÞ akðtÞalðtÞ/ðj * Þyc
ð2Þ
k c
ð2Þ

lS
2/rð0ÞS ;
where j
*
:¼ JðS
*
ðyÞ; 0Þ and cð2Þk denotes the second component of the vector ck:
Upon deﬁning m ¼ 
l; and integrating by parts as in (11.16), this equation for
%
v; can
be rewritten as
d
dt %
v ¼ 

X
ðk;mÞAD
akðtÞamðtÞ
/@yða* j* =r* ÞfkfmS
2/rð0ÞS : ð11:31Þ
We now turn to deriving equations for the aek: Normalization (9.5) implies that
ððAck;clÞÞ ¼ 2dk;l : Thus,
ael e
illt=e ¼ 1
2
A
qe
ve
 !
;cl
 ! !
¼ 1
2
ððqe; a
*
fkÞÞ 

i
2lk
ððve;f0kÞÞ: ð11:32Þ
Using Eqs. (11.29) and plugging in (11.30) yields
ðael Þ0 ¼
i
2
X
0ak; mAZ
eiðlkþlm
llÞt=elkaeka
e
m a* r*c
ð2Þ
m
0 1
1 0
 !
ck;cl
 ! !

 i
2
X
0akAZ
eiðlk
llÞt=elkaekððEeck;clÞÞ þ OðeÞ ð11:33Þ
with Ee ¼ e
e 0
0 f e
  
: As remarked above, the uniform boundedness of the
derivative of aek implies that after restricting to a subsequence a
e
k converges as
e-0 to some ak: The weak limit of the ﬁrst term on the right-hand side of (11.33)
depends on the resonance sets Rðk; lÞ deﬁned by
Rðk; lÞ :¼ fmAZ\f0gjlk þ lm ¼ llg: ð11:34Þ
Thus, upon deﬁning
Lmk;l0 :¼
i
2
a
*
r
*
cð2Þm
0 1
1 0
 !
ck;cl
 ! !
; ð11:35Þ
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we ﬁnd that
i
2
X
0ak;mAZ
eiðlkþlm
llÞt=elkaeka
e
m a* r*c
ð2Þ
m
0 1
1 0
 !
ck;fl
 ! !
,
X
0akAZ
X
mARðk;lÞ
lkakamLmk;l : ð11:36Þ
In order to complete the calculation of the limit of (11.33), we need to plug the
deﬁnitions of ee and f e; which appear in Ee; into the other Oð1Þ term on the right-
hand side of (11.33), and determine the limit. For each term in those deﬁnitions we
will calculate the contribution to the limit. By assumption, S
eð0ÞðyÞ
Sð0ÞðyÞ
e -TðyÞ in the
strong sense as e-0: By the deﬁnitions of ee; f e; and Ee; this yields a contribution

 i
2
ll
X
kADðlÞ
ak
m 0
0 n
 !
ck;cl
 ! !
ð11:37Þ
to the weak limit of (11.33), where
m ¼ m1 :¼
@A
@S
ðS
*
ðyÞ; 0ÞTðyÞ and n ¼ n1 :¼ @R
@S
ðS
*
ðyÞ; 0ÞTðyÞ: ð11:38Þ
The term Y eðt; yÞ in (11.28) is linear in qe; so the effect of this term on the weak
limit of (11.33) must be calculated by plugging in for qe from (11.30) and using the
resonance set Rðk; lÞ: Together with the terms involving @A=@P and @A=@R in the
deﬁnitions of ee and f e; we obtain two contributions to the weak limit of (11.33).
First, from qe0 we obtain a term of the form
%
q times (11.37), where in (11.37) we have
this time
m ¼ m2 :¼
@A
@S
ðS
*
; 0ÞS0
*
Lr
*
ðfa
*
Þ þ @A
@P
ðS
*
; 0Þ
& '
ð11:39Þ
and
n ¼ n2 :¼ @R
@S
ðS
*
; 0ÞS0
*
Lr
*
ðfa
*
Þ þ @R
@P
ðS
*
; 0Þ
& '
: ð11:40Þ
Second, from the fast part of qe we obtain the contributionX
0akAZ
X
mARðk;lÞ
lkakamGmk;l ; ð11:41Þ
where
Gmk;l :¼ 

i
2
g 0
0 h
 !
ck;cl
 ! !
;
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with
g ¼ @A
@S
ðS
*
; 0ÞS0
*
Lr
*
ðða
*
cð1Þm Þ*Þ þ
@A
@P
ðS
*
; 0Þcð1Þm
and
h ¼ @R
@S
ðS
*
; 0ÞS0
*
Lr
*
ðða
*
cð1Þm Þ*Þ þ
@R
@P
ðS
*
; 0Þcð1Þm :
The term 
Y eð0; yÞ in (11.28) yields another contribution of the form (11.37), with
m ¼ m3 :¼
@A
@S
ðS
*
ÞS0
*
Lr
*
ðða
*
qð0ÞÞ*Þ ð11:42Þ
and
n ¼ n3 :¼ @R
@S
ðS
*
ÞS0
*
Lr
*
ðða
*
qð0ÞÞ*Þ: ð11:43Þ
Finally, the term
R t
0
V e in (11.28) converges strongly to some V0 on account of the
time derivative. This gives yet another term of the form (11.37), with
m ¼ m4 :¼
@A
@S
ðS
*
ÞV0 and n ¼ n4 :¼ @R
@S
ðS
*
ÞV0: ð11:44Þ
In order to complete the calculation of the limit equations, we need to determine V0:
Start with the terms coming from Ze in (11.26): Since qx ¼ ervt þ OðeÞ; veqex has the
form
½@tOðeÞ þ OðeÞ; ð11:45Þ
and hence so does the term SexLreððaeveqexÞ*Þ in (11.26). Since the time integral of
(11.45) is OðeÞ; this term therefore contributes nothing to V0: Next, by (8.9) the term

SexLreððaetqeÞ*Þ can be written as the sum of SexLreððdevexqeÞ*Þ and SexLreððaexveqeÞ*Þ:
The former also has the form (11.45) and so contributes nothing, while the latter
contributes
Z t
0
S0
*
Lr
*
a0
* %
q
%
v þ
X
0akAZ
X
lADð
kÞ
akalc
ð1Þ
k c
ð2Þ
l
24 358<:
9=;
*
0@ 1A;
which can be rewritten as
%
qS0
*
Lr
*
ða0
*
Þ
Z t
0 %
vðsÞ ds 

X
ðk;mÞAD
S0
*
Lr
*
ða0
*
cð1Þk c
ð2Þ
m Þ*
" #
Z t
0
akðsÞamðsÞ ds: ð11:46Þ
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The term 
SextLreðgaeqeÞ in (11.26) yields the similar contribution
%
qS00
*
Lr
*
ðfa
*
Þ
Z t
0 %
vðsÞ ds


X
ðk;mÞAD
ðcð2Þk S0* Þ
0Lr
*
ða
*
cð1Þm Þ*
" #Z t
0
akðsÞamðsÞ ds: ð11:47Þ
Next, the ﬁnal term in (11.26) yields a contribution of


%
qS0
*
/r0
*
fa
*
S
/r
*
S
Z t
0 %
vðsÞ ds


X
ðk;mÞAD
S0
*
/½cð2Þk r0* þ d* ðc
ð2Þ
k Þ0ða*cð1Þm Þ*S
/r
*
S
24


/r
*
ða
*
cð1Þm Þ*S/cð2Þk r0* þ d* ðc
ð2Þ
k Þ0S
/r
*
S2
35  Z t
0
akðsÞamðsÞ ds: ð11:48Þ
The last contribution to V0 comes from 
ve0Y e: Since this expression is linear in the
fast variables, it only yields a contribution


%
q@x½s0
*
Lr
*
ðfa
*
Þ
Z t
0 %
vðsÞ ds ð11:49Þ
coming from the slow part of ðqe; veÞ: Thus,
V0 ¼ B
%
q
Z t
0 %
vðsÞ ds þ
X
ðk;mÞAD
Ck;m
Z t
0
akðsÞamðsÞ ds; ð11:50Þ
where B and Ck;m are given by the appropriate sums of coefﬁcients from (11.46)–
(11.49).
Combining all these contributions to the limit of (11.33) yields the equation
for d
dtal :
d
dt
al ¼
X
0akAZ
X
mARðk;lÞ
lkakam½Lmk;l þ Gmk;l 

 i
2
ll
X
kADðlÞ
ak Dk;l þ
%
qEk;l
/
þ Fk;l B
%
q
Z t
0 %
vðsÞ ds þ
X
ðm;nÞAD
Cn;m
Z t
0
anðsÞamðsÞ ds
8<:
9=;
35; ð11:51Þ
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where
Dk;l ¼
m1 þ m3 0
0 n1 þ n3
 !
ck;cl
 ! !
;
Ek;l ¼
m2 0
0 n2
 !
ck;cl
 ! !
;
and Fk;l ¼
@A
@S ðS* ; 0Þ 0
0 @R@SðS* ; 0Þ
 !
ck;cl
 ! !
: &
Since Eqs. (11.29) are not in symmetric form, and even the original symmetric
version (1.1) is not linearly stable uniformly in e [MS2], it is not clear a` priori that the
limit equations be well-posed. Nevertheless, it turns out that solutions of those
equations satisfying certain bounds inherited from ðqe; veÞ are stable, and so in
particular are unique. By a standard argument, this implies that the full sequence
ðqe; ve;SeÞ converges:
Theorem 11.6. Under the conditions of Lemma 11.5,
qe; ve;Se;
e
illt=e
2
A
qe
ve
 !
;cl
 ! !( )
0alAZ
 !
converges to the unique solution ð
%
qðtÞ;
%
vðtÞ;S
*
ðt; yÞ; falðtÞg0alAZÞ of ddt%q ¼ 0; (11.31),
d
dtS* ¼ 0; and (11.51) satisfying the initial conditions indicated in Lemma 11.5 and the
bounds
j
%
vðtÞj2 þ
X
0alAZ
jll j2sjal j2pcoN: ð11:52Þ
In the course of the proof of Theorem 11.6, we will need the following result,
which is stronger than the estimate obtained in all dimensions from (9.7):
Lemma 11.7. The eigenfunctions fk satisfy
jjfkjjLN þ
1
jlkjjjf
0
kjjLNpc: ð11:53Þ
Proof of Theorem 11.6. Estimate (9.9) implies that
%
v and ak obtained as a limit of ve0
and aek satisfy (11.52).
Since
%
q and S
*
are independent of t and so are simply determined by the initial
data, in order to prove uniqueness we may assume for simplicity that
%
q and S
*
are
ﬁxed, and consider variations in
%
v and ak only. It will be convenient to include V0
from (11.50) as an additional variable, whose initial data is clearly zero. The
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equations under consideration can then be written in the form
d
dt%
v ¼
X
ðk;mÞAD
Hk;makam; ð11:54Þ
d
dt
al ¼
X
0akAZ
X
mARðk;lÞ
lkakam½Lmk;l þ Gmk;l 

 i
2
ll
X
kADðlÞ
ak½Gk;l þ Fk;lV0; ð11:55Þ
and
d
dt
V0 ¼ B
%
q
%
v þ
X
ðm;nÞAD
Cn;manam; ð11:56Þ
where Gk;l ¼ Dk;l þ
%
qEk;l and, by (11.31), Hk;m ¼ 
/@yða * j * =r * Þfk ;fmS2/r
*
S :
In order to prove convergence without restricting to a subsequence, it sufﬁces to
show that the solution of (11.54)–(11.56) with given initial data is unique. So suppose
that ð
%
w; fblg;W0Þ is another solution of (11.54)–(11.56) satisfying (11.52), with the
initial data for
%
w and W0 being real. In order to prove uniqueness, it sufﬁces to show
that
%
v;
%
w; V0 and W0 are real and that
Q :¼ ð
%
v 

%
wÞ2 þ
X
0alAZ
jal 
 bl j2 þ ðV0 
 W0Þ2
satisﬁes
d
dtQpcQ: ð11:57Þ
Consider ﬁrst the term d
dtðV0 
 W0Þ2: From (11.56) we obtain
d
dtðV0 
 W0Þ2 ¼ 2ðV0 
 W0Þ
 B
%
qð
%
v 

%
wÞ þ
X
ðm;nÞAD
fCn;mðan 
 bnÞam þ Cn;mbnðam 
 bmÞg
24 35: ð11:58Þ
In order to estimate the expression on the right-hand side of (11.58), we need to
determine the size of the coefﬁcients B and Cn;m; let us also consider the size of the
other coefﬁcients appearing in (11.54)–(11.56) as well.
Since (11.53) implies that jjckjjLNpc; we ﬁnd from (11.35), (11.37)–(11.40), the
formula for Gmj;k; (11.42)–(11.43),(11.46)–(11.49), and the deﬁnitions of the various
coefﬁcients that
jBj þ jLmk;l j þ jGmk;l j þ jFk;l j þ jGk;l j þ jHk;mjpc; ð11:59Þ
while
jCn;mjpcjlnj ¼ cjlmj: ð11:60Þ
G. Me´tivier, S. Schochet / J. Differential Equations 187 (2003) 106–183 173
Since there are only two linearly independent solutions of the eigenvalue
equation even without imposing the periodicity condition, each set DðnÞ has at
most two elements and each m belongs to at most two sets DðnÞ: Hence for any
function FðmÞ; X
ðm;nÞAD
FðmÞpc
X
nAZ
jFðnÞj: ð11:61Þ
Estimates (11.59)–(11.60), the Cauchy–Schwartz inequality, and (11.61) imply that
the right-hand side of (11.58) is bounded by
c ðV0 
 W0Þ2 þ ð
%
v 

%
wÞ2 þ
X
0akAZ
jak 
 bkj2
X
0akAZ
l2nðjakj2 þ jbkj2Þ
" #
;
which by (11.52) is indeed bounded by a constant times Q: Since the bound on Hk;m
in (11.59) is even better than that on Cn;m in (11.60), an analogous calculation shows
that d
dtð%v 
 %wÞ
2 is also bounded by cQ:
In order to obtain an estimate for the remaining term d
dt
P
0alAZ jal 
 bl j2 in ddtQ;
we will need to make use of the realness and symmetry properties of the coefﬁcients
and dependent variables. From the formulas deﬁning the various coefﬁcients one
sees that B is real,
Fk;l ; Gk;l ; and Hk;l are real symmetric in ðk; lÞ; ð11:62Þ
Ck;l is purely imaginary and satisfies C
k;
l ¼ 
Ck;l ; ð11:63Þ
Lmk;l is real; is symmetric in ðk; lÞ; and satisfies L
mk;l ¼ 
Lmk;l ; ð11:64Þ
and
Gmk;l is purely imaginary; is symmetric in ðk; lÞ;
 and satisfies G
mk;l ¼ Gmk;l : ð11:65Þ
Since ðk;mÞ lies in D if and only if ðm; kÞ does,X
ðk;mÞAD
Fðk; lÞ ¼
X
ðm;kÞAD
Fðk; lÞ: ð11:66Þ
Estimate (11.61) and the Cauchy–Schwartz inequality imply the convergence of
the sums in (11.54). Taking the complex conjugate of that equation, switching the
names of the indices k and m; and using (11.66) and the realness and symmetry of H
from (11.62) shows that the conjugate of
%
v satisﬁes the same equation as
%
v itself,
which implies that
%
v is real.
Now take the complex conjugate of Eq. (11.56) for V0: Since B and
%
v are real the
ﬁrst term in unchanged, while the second term becomes 
Pðm;nÞAD Cn;manam in view
of the ﬁrst part of (11.63). The change of variables n-
 n and m-
 m restores
this term to its original form on account of the second part of (11.63) and the fact
shown earlier that a
k ¼ ak: Thus, V0 is also real.
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We now turn to analyzing the remaining term in d
dtQ: Since V0; and hence also
W0; are real, and so are Fk;l ; Gk;l and Lmk;l ; while G
m
k;l is purely imaginary, we
obtain
d
dt
X
0alAZ
jal 
 bl j2 ¼ T1 þ T2 þ T3 þ T4;
where
T1 ¼
X
0alAZ
ðal 
 blÞ
X
0akAZ
X
mARðk;lÞ
lkakðam 
 bmÞ½Lmk;l þ Gmk;l ;
þ
X
0alAZ
ðal 
 blÞ
X
0akAZ
X
mARðk;lÞ
lkakðam 
 bmÞ½Lmk;l 
 Gmk;l ;
T2 ¼
X
0alAZ
ðal 
 blÞ
X
0akAZ
X
mARðk;lÞ
lkðak 
 bkÞbm½Lmk;l þ Gmk;l 
þ
X
0alAZ
ðal 
 blÞ
X
0akAZ
X
mARðk;lÞ
lkðak 
 bkÞbm½Lmk;l 
 Gmk;l ;
T3 ¼ 

X
ðk;lÞAD
ðal 
 blÞ i2llðak 
 bkÞ½Gk;l þ Fk;lV0
þ
X
ðk;lÞAD
ðal 
 blÞ i2llðak 
 bkÞ½Gk;l þ Fk;lV0;
and
T4 ¼ 

X
0alAZ
ðal 
 blÞ i2ll
X
kADðlÞ
bk Fk;lðV0 
 W0Þ
þ
X
0alAZ
ðal 
 blÞ i2ll
X
kADðlÞ
bkFk;lðV0 
 W0Þ:
Since (11.61) and the Cauchy–Schwartz inequality imply the convergence of the sums
in T3; we can apply (11.66) to the second line in T3; switch the names of the indices k
and l; and use the symmetry of F and G from (11.62) and the fact that ðk; lÞAD
means that lk ¼ ll to conclude that second line equals negative of the ﬁrst line there,
so T3  0:
Next, estimate (11.61), Cauchy–Schwartz, bounds (11.59), and the fact that
kADðlÞ implies that ll ¼ lk imply that jT4j is bounded by a constant times
jV0 
 W0j
X
0alAZ
jal 
 bl j2
" #1=2 X
0akAZ
l2kjbkj2;
which in view of (11.52) for ð
%
w; bÞ is indeed bounded by cQ:
By deﬁnition (11.34), m lies in Rðk; lÞ if and only if k lies in Rðm; lÞ; so the triple
sum in T1 can be written as the sum over all non-zero l and m and the set of k in
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Rðm; lÞ: When one of m or l varies while the other is ﬁxed, any given k can lie in at
most two of the sets Rðm; lÞ: Thus, for ﬁxed m or l; the sum over the other variable ofP
kARðm;lÞ FðkÞ is bounded by a constant times
P
0akAZ jFðkÞj: Together with (11.52)
and a standard Sobolev embedding, this implies that
P
kARðm;lÞ lkak lies in the
sequence lp space with p ¼ 1 in either m or l with the other ﬁxed, with its norm
bounded by a constant times the square root of the bound c from (11.52). By the
Generalized Young’s Inequality (e.g. (0.10) of [Fol]) plus (11.59), this means that jT1j
is bounded by a constant times
P
0akAZ jak 
 bkj2; which is bounded by cQ:
To treat T2; change variables in the second line by k-l and l-k: By deﬁnition
(11.34) of the resonance sets Rðk; lÞ; this engenders the change of variables m-
 m:
By (11.64)–(11.65) and the fact that a
m ¼ am; T2 becomesX
0pk;lAZ
ðal 
 blÞðak 
 bkÞ
X
mARðk;lÞ
ðlk 
 llÞbm½Lmk;l þ Gmk;l :
Since lk 
 ll ¼ 
lm; this term now has the form that was estimated in the
calculation of T1; and so is bounded by cQ: &
Proof of Lemma 11.7. Change variables by (10.10). By (10.11), this transforms the
acoustic wave operator into the form 
 1
VðyÞ4 @
2
y ; where for convenience the coefﬁcient
has been rewritten as 1
VðyÞ4; which deﬁnes the function V : Note that this variable y is
different from the variable appearing in (11.18) and subsequently.
In order to approximate the eigenfunctions of this operator, we must ﬁrst
approximate two linearly independent solutions f7 of the eigenvalue equation
f00ðyÞ þ l2VðyÞ4fðyÞ ¼ 0: ð11:67Þ
The solutions f7 of (11.67) will be approximated by the WKB method:
f7 ¼ e7il
R y
0
VðsÞ2 ds 1
VðyÞ þ z7ðyÞ
& '
: ð11:68Þ
In order to ﬁx the solutions f7; let
z7ð0Þ ¼ 0 ¼ z07ð0Þ: ð11:69Þ
Plugging (11.68) into (11.67) yields the equation
1
l
z00772iVðVz7Þ0 ¼ 

1
l
1
VðyÞ
  00
ð11:70Þ
for z7: The following lemma yields the desired estimate for z7:
Lemma 11.8. Suppose that AAC1 and BAC0: Define
R :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
l2
jz0j2 þ jzj2
r
:
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Then there exist constants ci such that solutions of the ODE
1
l
z0077iðAðyÞz07 þ BðyÞz7Þ ¼
1
lk
f ð11:71Þ
satisfy
RðyÞpc1Rð0Þec3jyj þ c2 1
lk
jjf jjLN
ec3jyj 
 1
c3
: ð11:72Þ
Applying Lemma 11.8 to the solution z7 of (11.70) yields
z7 ¼ Oð1lÞ ð11:73Þ
and
z07 ¼ Oð1Þ: ð11:74Þ
When l2 is an eigenvalue, then each corresponding eigenfunction is a linear
combination
f ¼ cþfþ þ c
f
 ð11:75Þ
that is periodic. Translating the normalization condition (9.5) into the y variable
yields Z 1
0
VðyÞ4fðyÞfðyÞ dy ¼ c > 0: ð11:76Þ
Substituting (11.75) into (11.76) yields the equationZ 1
0
VðyÞ2 þ Oð1lÞ
& '
jcþj2 þ
Z 1
0
VðyÞ2 þ Oð1lÞ
& '
jcþj2
þ kþ
cþc
 þ k
þc
cþ ¼ c; ð11:77Þ
where
k78 ¼
Z 1
0
VðyÞ2e7il
R y
0
VðsÞ2 ds
dy þ Oð1lÞ:
The non-stationary phase lemma shows that k78 is Oð1lÞ; so Eq. (11.77) implies that
c7 ¼ Oð1Þ: Plugging (11.68) and its derivative into (11.75) and its derivative and
using (11.73) and (11.74) to bound the results therefore yields the bounds
(11.53). &
Proof of Lemma 11.8. Let %z denote the complex conjugate of z: Multiplying (11.71)
by 1lc4 %z
0 and adding the complex conjugate of the result yields
c4
l2
jz0j2
  0
pc5
l
jzjjz0j þ c5
lkþ1
jjf jjLN jz0j ð11:78Þ
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since the term involving jz0j2 cancels when adding the conjugate. Multiplying (11.71)
by 8i %z and adding the complex conjugate of the result yields
7
i
l
ðz%z0 
 %zz0Þ þ Ajzj2
  0
pc6jzj2 þ c6
lk
jjf jjLN jzj ð11:79Þ
because the term involving 1ljz0j2 cancels when adding the complex conjugate. For c4
sufﬁciently large the quantity
R˜ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c4
l2
jz0j27 i
l
ðz%z0 
 %zz0Þ þ Ajzj2
r
is equivalent to R: Adding (11.78) and (11.79) and dividing the result by 2R˜ therefore
yields
R˜0pc3 R˜ þ jjf jjLN
lk
  
;
from which (11.72) follows by Gronwall’s inequality plus the equivalence of R˜
and R: &
Example 11.9. WhenA0 ¼ R0 then in the transformed variables (10.10) the acoustic
wave operator (10.11) has constant coefﬁcients, as follows from the formula in
(10.11) for Ax: The spectrum of the original acoustic wave operator is therefore cZ
for some c depending on S
*
; with every non-zero eigenvalue being double. Note that
this means that for every j and k there exists an l such that lj ¼ lk þ ll : This
situation is thus the furthest possible from that in Proposition 10.4, which can be
explained by the facts that condition (10.9) is everywhere violated and condition
(10.3) also fails. Thus, this example shows in particular that those conditions are not
purely technical.
Because of the regular pattern of the resonances, the limit equations can in this
case be written in a more compact form: Deﬁne we7 ¼ 12ðqe7veÞ; and make the
transformation z ¼ 1/r
*
S
R y
0
r
*
ðy0Þ dy0 analogous to (10.10). Since ve0 becomes just
/veS :¼ R 10 ve dz in terms of the z variable, (11.29) can be written in the form
@tw
e
7 þ rx* ðzÞðfweþ 
 fwe
Þ71e8ee;xrx
*
" #
@zw
e
7 ¼ OðeÞ; ð11:80Þ
where for simplicity we omitted the x sign from we7 and have assumed that /r*S ¼
1 and that AðS;PÞ  RðS;PÞ even when Pa0; so that f e ¼ ee: The eigenvalue
expansion (11.30) now takes the form we7 ¼
P
nAZ a
7
n ðtÞeinðz
t=eÞ; so by deﬁning
ue7ðt; zÞ ¼ we7 t; z7
t
e
" #
ð11:81Þ
we can replace the inﬁnitely many equations for the functions a7n of one variable by a
ﬁnite set of equations for the functions ue7 of two variables. This is a standard
method for equations whose large terms have constant coefﬁcients; the general case
G. Me´tivier, S. Schochet / J. Differential Equations 187 (2003) 106–183178
could also be expressed by a ﬁnite set of equations at the price of having the added
independent variables lie in a more general group than T [MS1].
Using (11.81) to transform (11.80) leads to
@tu
e
þ þ rx* ðz þ
t
eÞðu˜eþ 
 u˜e
ðt; z þ 2teÞÞ 

eeþ
rx
*

z-zþte
24 35@zueþ ¼ OðeÞ;
@tu
e

 þ rx* ðz 

t
eÞðu˜eþðt; z 
 2teÞ 
 u˜e
Þ þ
ee

rx
*

z-z
te
24 35@zue
 ¼ OðeÞ;
8>>>><>>>>:
ð11:82Þ
where in ee7 the functions w
e
7ðt; zÞ are replaced by ue7ðt; z8teÞ before applying the
indicated transformation z-z7te: Since the time derivative of u
e
7 is bounded, taking
the limit of (11.82) yields
@tuþ þ /rx
*
Su˜þ 
/rx
*
ðz þ sÞu˜
ðt; z þ 2sÞSs
h

 weak
 lim e
e
þ
rx
*

z-zþte
0@ 1A35@zuþ ¼ 0
@tu
 þ /rx
*
ðz 
 sÞu˜þðt; z 
 2sÞSs 
/rx*Su˜

h
þ weak
 lim e
e


rx
*

z-z
te
0@ 1A35@zu
 ¼ 0;
8>>>>>>><>>>>>>>>:
ð11:83Þ
where /fSs :¼
R 1
0 f ds: The remaining weak limits in (11.83) can be calculated in
similar fashion after substituting in all the relevant changes of dependent and
independent variables.
Remark 11.10. Eqs. (11.31) (11.51) are much more complicated than Eqs. (11.14)
(11.17). However, the former imply the later when the spectrum of WS
*
is generic.
We do not check the details here, but we make an important remark in this direction.
Theorem 11.2 is not just a corollary of Theorem 11.6 because in the later, we made
the restriction that the initial data satisfy Seð0Þ ¼ S
*
þ eT þ oðeÞ: Indeed,
Eqs. (11.31) (11.51) involve terms which depend on the data T : To explain that
this condition is not necessary when the spectrum is simple, note that in this case, the
equations for
%
v involves terms in jajj2 while terms in am %al with ll ¼ lm ¼ lj are
present in the general case. Because of that, we need an evolution equation for the aj
in the general case, while an equation for jajj2 is sufﬁcient when the spectrum is
simple. A close look at the proof of Lemma 11.5 shows that, when the spectrum is
simple, T appears in the right hand side of the equation for @taj; via terms gðTÞaj
with gðTÞ purely imaginary. Thus T has no inﬂuence on jajj: This explains why T is
not needed in deriving Eqs. (11.17).
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12. Some properties of the averaged equations
The coefﬁcients sj given by (8.23) are determined by the initial data. Then, the
quantitiesKð1Þ;Kð2Þ and E in (8.22) at a given time t; are given by functionals *KðiÞ
and *E computed on SðtÞ: These functionals are deﬁned on the Gd set GCHsðDÞ of
functions S such that WS ¼ WðA0ðSÞ;R0ðSÞÞ has a simple spectrum. In this
section, we make two remarks. First, there is a uniform a priori bound in Hs for the
solutions of the averaged equations (8.7) (8.17), independent of the structure of G:
Second, for Euler equation, the averaged equations inherit a conserved L2 energy
from the original system.
Estimates (9.8) and (9.9) imply that the coefﬁcients sj deﬁned in (8.23) satisfyXN
j¼1
l2sþ1j;Sð0Þsj
¼
XN
j¼1
l2sj;Sð0Þjððaqð0Þ;fj;Sð0ÞÞÞj2 þ
XN
j¼1
l2s
2j;Sð0Þjððdiv vð0Þ;fj;Sð0ÞÞÞj2
¼ jja1=2ð0ÞW s=2
Sð0Þqð0Þjj2 þ jja1=2ð0ÞW ðs
1Þ=2Sð0Þ
1
a
div vð0Þ
  
jj2 ð12:1Þ
and therefore, with (9.3), XN
j¼1
jð2sþ1Þ=dsjpC0; ð12:2Þ
where C0 only depends on the norm of Sð0Þ; qð0Þ and vð0Þ in HsðDÞ:
Lemma 12.1. Suppose that the sequence sj satisfy (12.2). Then, the functionalsfKð1ÞðSÞ :¼ 1
4
XN
j¼1
sjlj;Sjfj;Sj2; Kð2ÞðSÞ :¼
1
4
XN
j¼1
sj
lj;S
jrfj;Sj2 ð12:3Þ
are defined from GCHsðDÞ to HsðDÞ and are bounded on bounded subsets.
Proof. For SAG; the normalized eigenfunctions are uniquely deﬁned up to a factor
71: Thus, f2j;S and jfj;Sj2 are uniquely deﬁned. Moreover, if S remains in a bounded
set in HsðDÞ; the eigenvalues l2j;S and the eigenfunctions fj;S of WS satisfy the
uniform estimates (9.3) (9.7). Therefore,
jjf2j;SjjHspCjjfj;SjjLN jjfj;SjjHs pjðsþd=2Þ=d M;
jjjrfj;Sj2gHspCjjrfj;SjjLN jjrfj;SjjHspjðsþ2þd=2Þ=dM;
where M only depends on jjSjjHs : Since s > 1þ d=2; this implies that
lj;Sjjf2j;SjjHs þ
1
lj;S
jjjrfj;Sj2jjHspjð2sþ1Þ=d M:
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Thus, using (12.2), one obtains that the series in (12.3) converge and
jjfKð1ÞðSÞjjHs þ jjfKð2ÞðSÞjjHsp2C0M: ð12:4Þ
The lemma follows. &
We now give an a priori estimate for solutions of the averaged equations. That is,
we consider ðv0;SÞAC0ð½0;T ; HsðDÞÞ satisfying SðtÞAG for all tA½0;T  and
Eqs. (8.7) (8.17) (8.22) with given coefﬁcients sj satisfying (12.2).
Theorem 12.2. For all M0; there are T > 0 and C such that for all solution
ðv;SÞAC0ð½0;T ; HsðDÞÞ of the averaged equations (8.7) (8.17) (8.22) with initial data
satisfying,
jjðvð0Þ;Sð0ÞjjHsðDÞpM0
one has
8tA½0;T ; jjðvðtÞ;SðtÞjjHsðDÞpC: ð12:5Þ
Proof. The Hs norm of SðtÞ is clearly controlled by the Hs norm of v0 and Sð0Þ:
More precisely, one has
MS :¼ sup
tA½0;T 
jjSðtÞjjHspjjSð0ÞjjHs þ TC0MSMv; ð12:6Þ
where Mv ¼ supjjv0ðtÞjjHs : Eq. (8.17) implies that
ð@t þ v  rÞ curlðrvÞ ¼OðrvrðrvÞÞ þ r b
r
  
rKð1Þ

 r 1
r
  
rKð2Þ :¼ f : ð12:7Þ
Lemma 12.1 implies that there are functions C1ðÞ and C2ðÞ such that the right-hand
side satisﬁes
sup
tA½0;T 
jjf ðtÞjjHs
1pC1ðMsÞM2v þ C2ðMSÞ:
Classical Hs
1 for the transport equation (12.7) imply that
sup
tA½0;T 
jjcurlðrvÞðtÞjjHs
1pjjcurlðrvð0ÞÞjjHs
þ T sup
tA½0;T 
jjf ðtÞjjHs
1 þ TC1ðMSÞM2v ;
for some function C1ðÞ: Because div v ¼ 0; one has
jjvðtÞjjHspjjvðtÞjjL2 þ C2ðMSÞjjcurlðrvðtÞÞjjHs
1
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thus
jjvðtÞjjHspC3ðMSÞðjjvð0ÞjjHs þ TðM2v þ 1ÞÞ ð12:8Þ
for some function C3ðÞ: Estimates (12.6) and (12.8) imply that one can choose T
small enough such that MS remains bounded by M0 þ 1 and Mv by 1þ C1ðM0 þ 1Þ;
implying estimate (12.5).
We now assume that B=R ¼Aþ constant as it is the case when (1.1) derives from
the Euler’s equation of gas dynamics as in [KM2] (see [MS2]). We show that the
averaged equations have a conserved energy. In addition to the usual kinetic energy
EkinðS; vÞ :¼ 1
2
jjrjvj2jjL2ðDÞ; r ¼ RðS; 0Þ
consider the remanent acoustic energy
EacðSÞ :¼ 1
2
XN
j¼1
sjlj;S;
where the sj are given by the initial data as in (8.23).
Theorem 12.3. Assume that B=R ¼Aþ constant and ðv;SÞAC0ð½0;T ; HsðDÞÞ
satisfies the averaged equations (8.7) (8.17) (8.22). Then
d
dt

EkinðSðtÞ; vðtÞÞ þ EacðSðtÞÞ
 
¼ 0:
Proof. Multiply equation (8.17) by v and integrate over D: Using that div v ¼ 0 and
the transport equation ð@t þ v  rÞr ¼ 0 which follows from (8.7), one obtains that
d
dt
EkinðS; vÞ þ
Z
D
1
r
rKð2Þ 
 b
r
rKð1Þ
  
v dx ¼ 0: ð12:9Þ
Integrating by parts and using that b=r ¼ a þ constant; we see that the integral is
equal to
IðtÞ ¼
Z
D
ðvraÞKð1Þ 
 vr1
r
  
Kð2Þ
  
dx:
We expandKð1Þ andKð2Þ into series as in (8.22). Using formula (9.36) for the time
derivative of the eigenvalues mj ¼ l2j ; we see that
IðtÞ ¼ 1
4
XN
j¼1
sj ljðtÞ
Z
D
ðvraÞjfjðtÞj2 dx 

1
ljðtÞ
Z
D
vr1
r
  
jrfjðtÞj2 dx
  
¼ 1
4
XN
j¼1
sj
1
lj
@tmj ¼
1
2
XN
j¼1
sj@tlj ¼ @tEac
and the theorem follows. &
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