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LOCAL STRUCTURE OF SINGULAR HYPERKA¨HLER QUOTIENTS
MAXENCE MAYRAND
Abstract. When a compact Lie group acts freely and in a Hamiltonian way on a symplectic manifold,
the Marsden–Weinstein theorem says that the reduced space is a smooth symplectic manifold. If we drop
the freeness assumption, the reduced space might be singular, but Sjamaar–Lerman (1991) showed that
it can still be partitioned into smooth symplectic manifolds which “fit together nicely” in the sense that
they form a stratification. In this paper, we prove a hyperka¨hler analogue of this statement, using the
hyperka¨hler quotient construction. We also show that singular hyperka¨hler quotients are complex spaces
which are locally biholomorphic to affine complex-symplectic GIT quotients with biholomorphisms that
are compatible with natural holomorphic Poisson brackets on both sides.
1. Introduction
Let K be a compact Lie group acting on a symplectic manifold M in a Hamiltonian way with moment
map µ : M → k∗. Recall that the Marsden–Weinstein theorem [27] says that if the action is free, the
quotient
M//µ K := µ
−1(0)/K
is a smooth symplectic manifold, called the symplectic reduction of M by K with respect to µ. If the
action is not necessarily free, then M//µ K is usually singular, but Sjamaar–Lerman [33] showed that it
can still be partitioned into smooth symplectic manifolds (using the partition by orbit types). Moreover,
these manifolds fit together nicely in the sense that they form a stratification of M//µ K. This means, in
particular, that for each stratum S ⊆M//µK, the closure of S is a union of strata, and the way in which S
embeds in M//µK is topologically constant along S (see §2.1 for a precise definition). Also, the symplectic
structures on these strata are compatible with a Poisson bracket on the subalgebra of continuous functions
on M//µ K which descend from smooth K-invariant functions on M . Moreover, every point of M//µ K
has a neighbourhood homeomorphic to a linear symplectic reduction (i.e. the reduction of a symplectic
vector space by a linear action) with a homeomorphism respecting the natural stratifications and Poisson
brackets on both sides. Thus, linear symplectic reductions are universal local models for all symplectic
reductions.
In hyperka¨hler geometry, there is an analogue of symplectic reduction due to Hitchin–Karlhede–
Lindstro¨m–Rocˇek [20] which has been a very important tool for constructing new examples of these special
manifolds. The goal of this paper is to get analogues of Sjamaar–Lerman’s results in this setting. It is
already known [5] that hyperka¨hler quotients by non-free actions of compact Lie groups are partitioned
into smooth hyperka¨hler manifolds. The main contribution of this paper is to show that this partition is a
stratification and obtain a holomorphic version of the above local model.
More precisely, recall that a hyperka¨hler manifold is a Riemannian manifold (M, g) with three
complex structures I, J,K that are Ka¨hler with respect to g and satisfy IJ = K. This implies that for
all a, b, c ∈ R such that a2 + b2 + c2 = 1, the endomorphism aI + bJ + cK is another complex structure
which is Ka¨hler with respect to g. Thus, M has a two-sphere of complex structures. Let ωI, ωJ, ωK
be the Ka¨hler forms of I, J,K, respectively. If K is a compact Lie group acting on M by preserving the
hyperka¨hler structure, a hyperka¨hler moment map is a map µ = (µI, µJ, µK) : M → k∗× k∗× k∗, where
k := Lie(K) and µI, µJ, µK are moment maps for ωI, ωJ, ωK, respectively. If such a map µ exists, we say
that the K-action is tri-Hamiltonian and call the triple (M,K, µ) a tri-Hamiltonian hyperka¨hler
manifold. The group K in such a triple will always be assumed to be compact. The hyperka¨hler
quotient of M by K with respect to µ is the quotient space
M///µ K := µ
−1(0)/K.
This construction was introduced in [20, §3(D)], where it is shown that if K acts freely on µ−1(0), then
µ−1(0) and M///µ K are smooth manifolds and M///µ K has a canonical hyperka¨hler structure descending
from M . If the K-action is not necessarily free, then M///µ K can be partitioned by orbit types as in the
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2 MAXENCE MAYRAND
symplectic case. That is, we partition M///µ K into the connected components of the spaces µ
−1(0)(H)/K
for all subgroups H ⊆ K, where µ−1(0)(H) is the set of points p ∈ µ−1(0) whose stabilizer Kp is conjugate
to H in K. We call this the orbit type partition of M///µK. By adapting Sjamaar–Lerman’s arguments
in [33, Theorem 3.5], Dancer–Swann [5, §2] showed each piece in the orbit type partition is a hyperka¨hler
manifold. We state this result in the following form (see §2.5 for details).
Theorem 1.1. Let ((M, g, I, J,K),K, µ) be a tri-Hamiltonian hyperka¨hler manifold, let pi : µ−1(0) →
M///µ K be the quotient map, and let S ⊆ M///µ K be a piece of the orbit type partition. Then, S is a
topological manifold, pi−1(S) is a smooth submanifold of M , there is a unique smooth structure on S such
that pi−1(S)→ S is a smooth submersion, and there is a unique hyperka¨hler structure (gS , IS , JS ,KS) on
S such that the pullbacks of the Ka¨hler forms ωIS , ωJS , ωKS to pi
−1(S) are the restrictions of ωI, ωJ, ωK.
However, the question of whether the orbit type partition of M///µ K is a stratification as in the
symplectic case was left open in Dancer–Swann’s work. The main issue is that the arguments used by
Sjamaar–Lerman [33] to show that the orbit type partition of a symplectic reduction is a stratification
is based on the local normal form for the moment map [9, 26], but there is no hyperka¨hler equivalent1.
In this paper, we show that if the K-action extends to a holomorphic action of the complexification KC,
then we do get a stratification:
Theorem 1.2. Let (M,K, µ) be a tri-Hamiltonian hyperka¨hler manifold whose K-action extends to an
action of KC which is holomorphic with respect to some element in the two-sphere of complex structures.
Then, the orbit type partition of M///µ K is a stratification.
Here, we recall that KC is a complex Lie group containing K as a maximal compact subgroup and
such that Lie(KC) = Lie(K)⊗R C. The assumption on the K-action holds, for example, if M is compact
or if M is a complex affine variety and the action map K ×M →M is real algebraic.
The reason for introducing this assumption is that it implies that M///µK is isomorphic to a symplectic
reduction in the category of complex spaces and then we can adapt Sjamaar–Lerman’s arguments to the
holomorphic setting. More precisely, let G := KC and suppose, without loss of generality, that the action
of G on M is holomorphic with respect to the complex structure I. Let
µR := µI : M −→ k∗ and µC := µJ + iµK : M −→ g∗,
where g := Lie(G). Then, µC is I-holomorphic and is a complex moment map for the G-action on M with
respect to the I-holomorphic complex-symplectic form
ωC := ωJ + iωK.
Moreover, by letting
MµR-ss := {p ∈M : G · p ∩ µ−1R (0) 6= ∅} and µ−1C (0)µR-ss := µ−1C (0) ∩MµR-ss,
we have µ−1(0) ⊆ µ−1C (0)µR-ss and, by a result of Heinzner–Loose [16], this inclusion descends to a
homeomorphism M///µ K
∼= µ−1C (0)µR-ss//G, where // is a categorical quotient in the category of complex
spaces (we will review Heinzner–Loose’s work in §2.4). Thus, it suffices to get a local normal form for the
complex part µC of the moment map, and this is one of the main technical results of this paper.
To state this normal form, let p ∈ µ−1(0) and let
V = (Tp(G · p))ωC/Tp(G · p),
where (·)ωC is the complex-symplectic complement with respect to ωC. Then, V is a complex-symplectic
vector space on which the stabilizer H := Gp acts linearly. Roughly speaking, the local normal form says
that the complex-Hamiltonian manifold (M, I, ωC, G, µC) is completely determined in a neighbourhood of
p by the representation of H on V . More precisely, let E be the complex-symplectic reduction of T ∗G×V
by H, where H acts by translations on T ∗G and linearly on V . Then, E is a complex-Hamiltonian
G-manifold (see §3 for details). As a complex G-manifold, E can be identified with the associated vector
bundle G×H (h◦ × V ), where h◦ ⊆ g∗ is the annihilator of h := Lie(H) and G acts by left multiplication
on the G-factor. Moreover, there is an explicit expression for the moment map (see (3.5)). We will show:
Theorem 1.3. Let (M,K, µ) be a tri-Hamiltonian hyperka¨hler manifold whose K-action extends to an
I-holomorphic action of G := KC. Let p ∈ µ−1(0), H = Gp, and V = (Tp(G · p))ωC/Tp(G · p). Then, there
is a G-saturated neighbourhood of p in MµR-ss which is isomorphic as a complex-Hamiltonian G-manifold
to a G-saturated neighbourhood of [1, 0, 0] in G×H (h◦ × V ).
1Indeed, the local normal form implies the Darboux theorem, so we would have a canonical form describing all three
symplectic forms simultaneously and hence they could not carry any local information. But the symplectic forms on a
hyperka¨hler manifold determine the Riemannian metric which does carry local information into the curvature.
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(cf. Losev [25] for a closely related statement in the algebraic setting.) Here a G-saturated subset of
a G-space X is a subset A such that G · a ⊆ A for all a ∈ A.
This result enables us to study the local complex-symplectic structure of a singular hyperka¨hler quotient.
In particular, Theorem 1.2 follows from Part (ii) below.
Theorem 1.4 (Local Structure of Singular Hyperka¨hler Quotients). Let ((M, g, I, J,K),K, µ) be a tri-
Hamiltonian hyperka¨hler manifold whose K-action extends to an I-holomorphic action of G := KC.
(i) Complex Structure. The inclusion µ−1(0) ⊆ µ−1C (0)µR-ss descends to a homeomorphism M///µ
K ∼= µ−1C (0)µR-ss//G and hence M///µ K inherits the structure OI of a complex space. For each
S ⊆M///µ K in the orbit type partition, we have:
• S is a non-singular complex subspace of (M///µ K,OI).
• Let (gS , IS , JS ,KS) be the hyperka¨hler structure of S as in Theorem 1.1. Then, the inclusion
S ↪→M///µ K is holomorphic with respect to IS and OI.
(ii) Stratification Structure. The orbit type partition of M///µK is a complex Whitney stratification
with respect to OI (see §2.1 for definitions).
(iii) Poisson Structure. There is a unique Poisson bracket on OI such that for each S in the orbit
type partition, the inclusion S ↪→ M///µ K is a Poisson map with respect to the IS-holomorphic
complex-symplectic form ωJS + iωKS on S.
(iv) Local Model. Let x ∈ M///µ K. Take a point p ∈ µ−1(0) above x, let H = Gp, let V =
(Tp(G · p))ωC/Tp(G · p), and let ΦV : V → h∗ be the canonical complex-symplectic moment map
for the action of H on V , i.e. ΦV (v)(X) =
1
2ωC(Xv, v). Then, H is a complex reductive group
and x has a neighbourhood biholomorphic with respect to OI to a neighbourhood of 0 in the affine
GIT quotient Φ−1V (0)//H = SpecC[Φ
−1
V (0)]
H . Moreover, this biholomorphism respects the natural
partitions and holomorphic Poisson brackets on both sides.
Remark 1.5. Using the Kempf-Ness theorem, there are many situations where M///µ K is isomorphic
to a GIT quotient µ−1C (0)//L G for some linearisation L, i.e. when µ−1C (0)µR-ss coincides with the set of
L-semistable points. In that case, the sheaf OI is simply the underlying complex analytic structure (see
Examples 2.11).
Remark 1.6. In [29], the author has studied in detail a specific family of singular hyperka¨hler quotients
whose orbit type partitions can be described explicitly. In this case, we have shown directly that the orbit
type partitions are stratifications (but in a weaker sense). Thus, Theorem 1.2 generalizes some of the
results of [29].
The paper is organized as follows. In §2 we introduce the necessary background on stratified spaces
and on the links between symplectic reduction and quotients of complex spaces. In §3 we prove the local
normal form Theorem 1.3 and in §4 we prove Theorem 1.4 about the local complex-symplectic structure
of singular hyperka¨hler quotients.
Acknowledgements. I thank Prof. Andrew Dancer, my PhD supervisor, for his generous guidance.
2. Preliminaries
This section gives background material on stratified spaces, symplectic reduction, quotients of complex
analytic spaces, and the links between these notions. We start with a review of the theory of stratified
spaces and explain the work of Sjamaar–Lerman [33] on the stratification of singular symplectic reductions.
We then discuss links with complex geometry and also recall the construction of the hyperka¨hler structures
on the orbit type pieces of a singular hyperka¨hler quotient.
2.1. Stratified spaces. The idea behind stratified spaces is to describe singular topological spaces by
decomposing them into manifolds which “fit together nicely”. The underlying object for this theory is
thus the following:
Definition 2.1. A partitioned space is a pair (X,P) where X is a topological space and P a partition
of X, i.e. a collection of non-empty disjoint subsets of X whose union is X. The elements of P are called
the pieces. An isomorphism between two partitioned spaces (X,P) and (Y,Q) is a homeomorphism
f : X → Y which maps each piece of X bijectively to a piece of Y .
Just like manifolds are topological spaces satisfying additional conditions (second countable, Hausdorff,
and locally Euclidean), stratified spaces are partitioned spaces with additional conditions imposed. The
first step is the following notion.
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Definition 2.2 ([7, §1.1]). A decomposed space is a partitioned space (X,P) such that X is a second
countable Hausdorff space and the following conditions hold:
• Manifold condition. Each element of P is a topological manifold in the subspace topology.
• Local condition. P is locally finite and its elements are locally closed.
• Frontier condition. For all S, T ∈ P we have S ∩ T 6= ∅ =⇒ S ⊆ T .
In that case, we say that P is a decomposition of X.
Remark 2.3. If (X,P) is a decomposed space, then there is a natural relation on P given by S ≤ T if
S ⊆ T . It follows from the local closedness of the strata that this relation is a partial order. Moreover,
the frontier condition is equivalent to
S =
⋃
T≤S
T, for all S ∈ P.
This notion is sometimes incorporated in the definition of decomposed space, namely we fix a poset I and
say that an I-decomposed space is a stratified space (X,P) with an isomorphism P ∼= I of posets.
This definition captures the intuitive idea of a space decomposed into manifolds, but it does not tell us
how the pieces fit together. For example, the topologist’s sine curve
with two strata (the vertical segment on the left and the curve on the right) is a perfectly valid decomposed
space. Roughly speaking, stratified spaces avoid such pathologies by requiring that every point has a
neighbourhood which retracts continuously onto it. We also impose that this neighbourhood is compatible
with the partition in some sense. To make this precise, we need a few extra notions. First, the dimension
of a decomposed space (X,P) is
dim(X,P) := sup{dimS : S ∈ P}.
Given two partitioned spaces (X,P) and (Y,Q), their cartesian product is the partitioned space
(X × Y,P × Q) where P × Q = {S × T : S ∈ P, T ∈ Q}. If (X,P) and (Y,Q) are decomposed spaces,
then so is (X × Y,P × Q), and dim(X × Y,P × Q) = dim(X,P) + dim(Y,Q). Next, the cone over a
partitioned space (X,P) is the partitioned space (CX,CP) where CX is the open cone over X, i.e.
CX := (X × [0,∞))/{(p, 0) ∼ (q, 0), for all p, q ∈ X}
and CP is the natural partition of CX given by
CP := {S × (0,∞) : S ∈ P} ∪ {vertex}.
The cone over a decomposed space (X,P) is itself a decomposed space and has dimension dim(CX,CP) =
dim(X,P) + 1. A stratified space is defined inductively as a decomposed space (X,P) which is locally
isomorphic to Rn times a cone over a lower-dimensional stratified space:
Definition 2.4 ([7, 33]). A zero-dimensional stratified space is any countable set of points with the
discrete topology and with any partition. A stratified space is a finite-dimensional decomposed space
(X,P) such that every point p ∈ X has a neighbourhood isomorphic as a partitioned space to Rn × CL
for some n ≥ 0 and some compact stratified space L, by a map sending p 7→ {0} × {vertex}. In that case,
we say that P is a stratification of X.
For example, one-dimensional stratified spaces are locally modelled on cones over finite sets of points,
which means that they are the same thing as graphs:
one-dimensional local models
· · ·
a one-dimensional stratified space
Then, two-dimensional stratified spaces are locally modelled on cones over graphs, etc. Also, all manifolds
with corners are stratified spaces.
The compact stratified space L associated to a point p in Definition 2.4 is called the link at p and is
unique up to homeomorphisms. Moreover, for a connected stratum S ∈ P, every point of S has the same
link, so we may speak of the link of the stratum. This is the closest notion of “locally Euclidean” that
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we can get for partitioned spaces, namely, the local structure along a stratum is constant. Note that for
any link L, the space Rn × CL is contractible. In particular, the topologist’s sine curve above is not a
stratified space.
A typical way of proving that a decomposed space (X,P) is a stratified space is by the Whitney
conditions [36].
Definition 2.5. Let S and T be two disjoint smooth submanifolds of Rn. We say that S is regular over
T if the following two conditions hold for all y ∈ S ∩ T :
• Whitney Condition A. If xi ∈ S is a sequence converging to y and the sequence of subspaces
TxiS ⊆ Rn converges (in the Grassmannian) to some V ⊆ Rn, then TyT ⊆ V .
• Whitney Condition B. If xi ∈ S and yi ∈ T are two sequences converging to y in such a way
that that the sequence of lines R(xi − yi) ⊆ Rn converges to some l ∈ RPn−1 and the subspaces
TxiS to some V ⊆ Rn, then l ⊆ V .
A Whitney stratification of a subset X of Rn is a decomposition P of X into smooth submanifolds of
Rn such that S is regular over T for all S, T ∈ P.
We have (see e.g. Goresky–MacPherson [7, Ch. 1, §1.4] or Mather [28]):
Proposition 2.6. Whitney stratifications are stratifications in the sense of Definition 2.4. 
Although Whitney stratifications are initially defined in Rn, the definition is purely local and is invariant
under diffeomorphisms [28, §2]. In particular, it makes sense for complex spaces:
Definition 2.7. A complex Whitney stratified space is a complex space (X,OX) together with a
decomposition P of X into complex submanifolds satisfying Whitney conditions A and B.
In particular, complex Whitney stratified spaces are also stratified spaces as in Definition 2.4.
2.2. Smooth manifold quotients. Let K be a Lie group acting smoothly and properly on a smooth
manifold M . Then, the quotient space M/K is a stratified space with respect to a natural partition by
orbit types. To define this partition, for each subgroup H ⊆ K, let (H) be the conjugacy class of H in K.
We say that p ∈M has orbit type (H) if its stabilizer subgroup Kp is in (H). Denote the set of points
of orbit type (H) by
M(H) := {p ∈M : Kp ∈ (H)}.
Then, the connected components of the sets M(H)/K for H ⊆ K form a stratification of M/K. The
proof is an application of the slice theorem for proper group actions which gives a local model for the
K-manifold M near a point p ∈M in terms of K, Kp and TpM/Tp(K· p) (see e.g. [6, Theorem 2.7.4]).
2.3. Stratified symplectic spaces. Another important source of stratified spaces is given by symplectic
reduction, as shown by Sjamaar–Lerman [33]. We say that a Hamiltonian manifold is a triple (M,K, µ)
where M is a symplectic manifold, K a compact Lie group acting on M by symplectomorphisms, and
µ : M → k∗ a (K-equivariant) moment map. Sjamaar–Lerman generalized the Marsden–Weinstein
theorem [27] by showing that the symplectic reduction M//µ K := µ
−1(0)/K has a natural stratification
into symplectic manifolds. The strata are the connected components of the spaces µ−1(0)(H)/K for closed
subgroups H ⊆ K.
The symplectic forms on the strata can be seen as follows (see [33, Theorem 3.5]). For a closed
subgroup H ⊆ K, let MH be the set of points p ∈M whose stabilizer is precisely H. Then, the connected
components of MH are smooth symplectic submanifolds of M (of possibly different dimensions) and
the group L := NK(H)/H (where NK(H) is the normalizer of H in K) is compact and acts freely on
MH by preserving the symplectic forms. Now, l
∗ := Lie(L)∗ can be identified with a subspace of k∗,
namely, h◦ ∩ (k∗)H , where h◦ is the annihilator of h := Lie(H) and (k∗)H is the set of points fixed by
H. Moreover, if M ′H denotes the union of the connected components of MH which intersect µ
−1(0),
then µ restricts to a moment map µH : M
′
H → l∗ for the action of L on M ′H . Since this action is free,
each connected component of MH//µH L = µ
−1
H (0)/L is a smooth symplectic manifold by the standard
Marsden–Weinstein theorem. Then, the inclusion µ−1H (0) ⊆ µ−1(0)(H) descends to a homeomorphism
MH//µH L
∼= µ−1(0)(H)/K, and this endows each connected component of µ−1(0)(H)/K with a symplectic
structure. Furthermore, the pullback of each symplectic form to the corresponding connected component
of µ−1(0)(H) (which is a smooth submanifold of M) is the restriction of the symplectic form of M .
The symplectic structures on the strata of M//µ K can also be viewed more globally as a Poisson
structure on M//µ K. Let C
∞(M//µ K) be R-algebra of continuous functions on M//µ K which descend
from smooth K-invariant functions on M . Then, there is a natural Poisson bracket on C∞(M//µ K) such
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that the inclusion of each stratum into M//µ K is a Poisson map. This motivated Sjamaar–Lerman to
make the following definition.
Definition 2.8. A stratified symplectic space is a stratified space (X,P) with a smooth symplectic
structure on each stratum, a subalgebra C∞(X) of the R-algebra of continuous functions on X, and a
Poisson bracket on C∞(X) such that for each stratum S ∈ P the embedding S ↪→ X is a Poisson map,
i.e. for all f, g ∈ C∞(X) the restrictions f |S , g|S are smooth and {f |S , g|S} = {f, g}|S .
Theorem 2.9 (Sjamaar–Lerman [33]). For every Hamiltonian manifold (M,K, µ), the quotient M//µ K
is a stratified symplectic space. 
In fact, they showed the stronger statement that M//µ K has an embedding in Rn such that the orbit
type partition is a Whitney stratification and used Proposition 2.6 to deduce that M//µ K is a stratified
space.
Just as for quotients of smooth manifolds (§2.2), the proof is obtained by an appropriate local model.
This time, it is the local normal form for the moment map of Guillemin–Sternberg [9] and Marle [26],
which is a generalization of the Darboux theorem to Hamiltonian manifolds. In the next chapter, we will
adapt Sjamaar–Lerman’s argument to the hyperka¨hler setting by proving a holomorphic version of this
normal form. Thus, it will be useful to first review the symplectic local normal form here.
Recall that the Darboux theorem can be interpreted as saying that every point p in a symplectic
manifold (M,ω) has a neighbourhood symplectomorphic to a neighbourhood of 0 in the symplectic vector
space V = TpM , i.e. symplectic forms can be linearised and V is the local model. Similarly, the local
normal form for the moment map says that a Hamiltonian manifold (M,K, µ) is completely determined
in a neighbourhood of a point p ∈ µ−1(0) by the representation of H = Kp on the symplectic slice
V := (Tp(K · p))ω/Tp(K · p) (where (·)ω the symplectic complement). In this case, the local model is the
associated vector bundle K ×H (h◦ × V ) over K/H = K · p. This space is homeomorphic to a symplectic
reduction of T ∗K × V by H and hence has a canonical symplectic form. Moreover, the left K-action
k · [g, ξ, v] = [kg, ξ, v] is Hamiltonian and there is an explicit expression for the moment map. One shows
that a neighbourhood of K · p in M is isomorphic as a Hamiltonian K-manifold to a neighbourhood of the
zero section in K ×H (h◦ × V ). Setting K = 1 recovers the Darboux theorem. Sjamaar–Lerman used this
to prove Theorem 2.9 by reducing to the case of the Hamiltonian manifold K ×H (h◦ × V ) near the zero
section. Our approach for the hyperka¨hler case will be similar, using a version of the local normal form
which describes the underlying complex-Hamiltonian structure of a tri-Hamiltonian hyperka¨hler manifold.
2.4. Ka¨hler quotients. A Hamiltonian Ka¨hler manifold is a Hamiltonian manifold (M,K, µ) with
a K-invariant Ka¨hler structure compatible with its symplectic form. If the K-action is free, it is a
standard result that M//µ K has a Ka¨hler structure compatible with the reduced symplectic form (e.g.
[20, Theorem 3.1]). More generally, when the action is not necessarily free, each symplectic stratum in
Sjamaar–Lerman’s stratification is Ka¨hler. To see this, it suffices to note that for each closed subgroup
H ⊆ K, the space MH of points with stabilizer H is now a complex submanifold of M and hence is Ka¨hler.
Thus, the connected components of MH//µH L (where µH and L are as in §2.3) are Ka¨hler manifolds, and
the homeomorphism MH//µH L
∼= µ−1(0)(H)/K gives the desired Ka¨hler structures.
But we can say much more about the holomorphic aspect of M//µ K if we assume that the action of K
extends to a holomorphic action of the complexification G := KC. In that case, we say that the action is
integrable and call (M,K, µ) an integrable Hamiltonian Ka¨hler manifold. This terminology comes
from the fact the action is integrable if and only if for all X ∈ Lie(K), the vector field IX# is complete,
where I is the complex structure on M and X# the vector field generated by X. This holds, for example,
if M is compact (since all vector fields are complete). Also, it holds if M is a smooth complex affine
variety whose underlying complex structure is I and the map K ×M →M is real algebraic. Indeed, the
K-orbit of every function in C[M ] is contained in a finite-dimensional vector space, so we can embed M
as a K-invariant subvariety of a finite-dimensional complex representation of K and then the extension to
a KC-action follows from the universality property of complexifications (see e.g. [14, p. 226]).
We will recall below how this integrability assumption implies that M//µ K is homeomorphic to a
categorical quotient of complex spaces Mµ-ss//KC where Mµ-ss is an open subset of M . This quotient is
more precisely an analytic Hilbert quotients, which is the complex analytic analogue of Geometric Invariant
Theory (GIT) quotients in algebraic geometry. Good expositions can be found in Heinzner–Huckleberry
[13, 14] or Greb [8, §2–3]; we summarize the main points in this section. See also [12, 17, 15, 16].
2.4.1. Analytic Hilbert quotients.
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Definition 2.10. Let (X,OX) be a complex space andG a complex reductive group acting holomorphically
on X. An analytic Hilbert quotient of X by G is a complex space (Y,OY ) together with a G-invariant
surjective holomorphic map pi : X → Y such that:
(i) the map pi : X → Y is locally Stein, i.e. Y has a cover by Stein open sets whose preimages are
Stein;
(ii) OY = (pi∗OX)G.
An important consequence of this definition is that, if it exists, an analytic Hilbert quotient is a
categorial quotient for complex spaces. In particular, it is unique up to biholomorphisms. We denote it
X//G := the analytic Hilbert quotient of X by G (if it exists).
Topologically, X//G is the quotient of X by the equivalence relation x ∼ y if G · x ∩ G · y 6= ∅ and
pi : X → X//G is the corresponding quotient map. The space X//G can also be viewed as the set of closed
G-orbits, i.e. by defining the set of polystable points
Xps := {x ∈ X : the orbit G · x is closed in X},
the inclusion Xps ⊆ X descends to a bijection Xps/G→ X//G. In particular, for every p ∈ X//G, there
is a unique closed G-orbit in the fibre pi−1(p) ⊆ X.
Example 2.11. An important class of examples of analytic Hilbert quotients are the GIT quotients. Let
X be a complex affine variety, G a complex reductive group acting algebraically on X, and consider the
affine GIT quotient X//G := SpecC[X]G together with the morphism X → X//G induced by the inclusion
C[X]G ↪→ C[X]. Then, the analytification of X → X//G is an analytic Hilbert quotient [11, §6.4]. More
generally, since complex affine varieties are Stein spaces, this shows that the analytification of any GIT
quotient is an analytic Hilbert quotient.
Two other properties of analytic Hilbert quotients that we will use later are as follows.
Proposition 2.12. Let pi : X → X//G be an analytic Hilbert quotient.
(i) An open set U ⊆ X is G-saturated if and only if it is saturated with respect to pi. In that case,
U//G := pi(U) is open in X//G and the restriction U → U//G is an analytic Hilbert quotient.
(ii) If Y ⊆ X is a G-invariant closed complex subspace, then Y //G := pi(Y ) is a closed complex
subspace of X//G and the restriction Y → Y //G is an analytic Hilbert quotient. 
For (i) see [17, §2 Remark and §1 Corollary] and for (ii) see [17, §1(ii)].
2.4.2. The Heinzner–Loose theorem. Just as for GIT quotients, the question of existence of analytic
Hilbert quotients is a subtle one. In complete analogy with GIT, for an action of a complex reductive
group G on a complex space X, there does not always exist an analytic Hilbert quotient, but in good
cases, one can find a large open subset of X on which the quotient exists. For GIT, this set depends on a
choice of a linearisation, and for analytic Hilbert quotients, it depends on a choice of a moment map for
the action of a maximal compact subgroup K ⊆ G, as we now explain.
Let (M,K, µ) be an integrable Hamiltonian Ka¨hler manifold and let G = KC. Define the set of
µ-semistable points by
Mµ-ss := {p ∈M : G · p ∩ µ−1(0) 6= ∅}
and the set of µ-polystable points by
Mµ-ps := (Mµ-ss)ps = {p ∈M : G · p is closed in Mµ-ss}.
Theorem 2.13 (Heinzner–Loose [16]). The set Mµ-ss is open in M and the analytic Hilbert quotient
Mµ-ss//G exists. We have
(2.1) p ∈Mµ-ps ⇐⇒ G · p ∩ µ−1(0) 6= ∅.
Moreover, the inclusion µ−1(0) ↪→Mµ-ss descends to a homeomorphism M//µ K →Mµ-ss//G. Also, for
every p ∈Mµ-ps we have Gp = (Kp)C, so Gp is a complex reductive group. 
Remark 2.14.
(1) Special cases of Theorem 2.13 were known long before [16]. See, for example, Guillemin–Sternberg
[10, §4] and Kirwan [22, §7.5]. It was also obtained independently by Sjamaar [32] under an
additional assumption on the moment map. This result can be thought of as an “analytic” version
of the Kempf–Ness theorem.
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(2) Heinzner–Loose [16] do not mention analytic Hilbert quotients directly, but the above theorem
can be deduced from their proofs. The reformulation which we gave can be found in Heinzner–
Huckleberry [12, §0]. To translate from [16] and [12, §0] to Theorem 2.13, note the following: the
statement that the analytic Hilbert quotient Mµ-ss//G exists is [12, §0(i)]; the equivalence (2.1) is
in [16, (1.2)(a) and (1.3)]; the homeomorphism M//µ K →Mµ-ss//G is [12, §0(iv)] or [16, (1.3)];
by [12, §0(iii)] or [16, (2.2) and (2.7)] we have that Gp = (KC)p for all p ∈ µ−1(0) and hence also
for all p ∈Mµ-ps since Mµ-ps = G · µ−1(0) by (2.1).
The main ingredient in the proof of Heinzner–Loose’s theorem is the Holomorphic Slice Theorem.
We briefly review it here, since we will use it later. If H is a complex Lie subgroup of a complex Lie
group G and S is a complex H-manifold, we denote by G×H S the quotient of G× S by the H-action
h · (g, x) = (gh−1, h · x). Since the H-action is free and proper, there is a unique complex manifold
structure on G×H S such that G× S → G×H S is a holomorphic submersion.
Definition 2.15. Let G be a complex reductive group acting holomorphically on a complex manifold M .
A slice at a point p in M is a Gp-invariant complex submanifold S ⊆M containing p such that G · S is
open in M and the map
G×Gp S −→ G · S, [g, x] 7−→ g · x
is a G-equivariant biholomorphism.
Theorem 2.16 (Holomorphic Slice Theorem [16, §2.7] [32, Theorem 1.12]). Let (M,K, µ) be an integrable
Hamiltonian Ka¨hler manifold. Then, there exists a slice at every point of Mµ-ps. 
Remark 2.17. In [16], this is stated only for points p ∈M such that µ(p) is fixed by the coadjoint action,
but since Mµ-ps = G · µ−1(0) we deduce the above version.
2.4.3. Stratification of analytic Hilbert quotients. Let pi : X → X//G be an analytic Hilbert quotient
(e.g. a GIT quotient). Then, as in §2.2, the orbit space Xps/G has a natural partition by G-orbit
types, i.e. the pieces are the connected components of the sets (Xps)(H)/G for H ⊆ G. Then, the
bijection Xps/G→ X//G defines a natural partition on X//G which we call the G-orbit type partition.
Equivalently, the orbit type of a point p ∈ X//G is defined to be the orbit type of the unique closed orbit
in pi−1(p).
If (M,K, µ) is a Hamiltonian Ka¨hler manifold, then M//µK
∼= Mµ-ss//G is an analytic Hilbert quotient
and hence has a G-orbit type partition. But it also has the K-orbit type partition of Sjamaar–Lerman.
Moreover, each stratum in the K-orbit type partition is a Ka¨hler manifold, and hence has a complex
structure. The next result shows that these partitions and complex structures are the same.
Theorem 2.18 (Sjamaar [32, Theorem 2.10]).
(i) The homeomorphism M//µ K →Mµ-ss//G is an isomorphism of partitioned spaces.
(ii) The G-orbit type strata of Mµ-ss//G are complex submanifolds.
(iii) Let S be a K-orbit type stratum in M//µ K and S
′ the corresponding G-orbit type stratum in
Mµ-ss//G. Then, the restriction S → S′ is a biholomorphism with respect to Ka¨hler structure on
S and the complex structure on S′ obtained from (ii). 
Remark 2.19. Point (iii) is not stated in this way in [32, Theorem 2.10], but is nonetheless part of the
proof.
2.5. Hyperka¨hler quotients. Let (M,K, µ) be a tri-Hamiltonian hyperka¨hler manifold (using the
terminology of the introduction). We recall, following Dancer–Swann [5], the construction of a hyperka¨hler
structure on each piece of the orbit type partition of M///µ K. We also explain how to get the refinement
stated in Theorem 1.1 which characterizes these structures uniquely.
The proof is very similar to the construction of the Ka¨hler structures on the orbit type strata of a
Ka¨hler quotient as explained in §2.4. For the purpose of this section, it will be convenient to slightly relax
the definition of a manifold so that different connected components can have different dimensions. Also, a
smooth submanifold will always mean a smooth embedded submanifold.
Let S ⊆ M///µ K be an orbit type piece. Then, S is a connected component of a set of the form
µ−1(0)(H)/K for some closed subgroup H ⊆ K. The set MH of points with stabilizer H is now a
hyperka¨hler submanifold of M and µ restricts to a hyperka¨hler moment map µH : M
′
H → l∗⊗R3 ⊆ k∗⊗R3
for the free action of L := NK(H)/H on the union M
′
H of the connected components of MH intersecting
µ−1(0). Hence, the connected components of MH///µH L = µ
−1
H (0)/L are smooth hyperka¨hler manifolds by
the usual hyperka¨hler quotient construction [20, Theorem 3.2]. Moreover, the inclusion µ−1H (0) ⊆ µ−1(0)(H)
descends to a homeomorphism MH///µH L→ µ−1(0)(H)/K and hence endows each connected component
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of µ−1(0)(H)/K with a hyperka¨hler structure. To show that this map is indeed a homeomorphism and
also to characterize the hyperka¨hler structure as in Theorem 1.1, we will need the following lemma. This
result is implicit in Sjamaar-Lerman [33], but we give a short proof for completeness.
Lemma 2.20. Let K be a compact Lie group acting smoothly on a smooth manifold M , let H be a
closed subgroup of K, and let L = NK(H)/H. Then, MH and M(H) are smooth submanifolds of M and
the quotients MH/L and M(H)/K are topological manifolds with unique smooth structures such that the
quotients maps MH → MH/L and M(H) → M(H)/K are smooth submersions. Moreover, the inclusion
MH ↪→M(H) descends to a diffeomorphism MH/L→M(H)/K.
Proof. This follows easily from the slice theorem for proper group actions. The map MH/L→M(H)/K is
clearly bijective, so everything reduces to local statements and hence we may assume (by the slice theorem)
that M = K×HW for some representation W of H. Then, MH = L×WH , M(H) = K/H×WH , and WH is
a linear subspace of W , so MH and M(H) are smooth submanifolds of M . Moreover, MH/L = WH and the
quotient map MH →MH/L is the projection L×WH →WH and hence is a smooth submersion. Similarly,
the quotient map M(H) →M(H)/K is the projection K/H ×WH →WH . Under these identifications, the
map MH/L→M(H)/K is the identity map WH →WH . 
Let
pi : µ−1(0) −→M///µ K
be the quotient map and let S ⊆M///µ K be an orbit type piece as above.
Proposition 2.21. The space S is a topological manifold, pi−1(S) is a smooth submanifold of M (of pure
dimension), there is a unique smooth structure on S such that pi−1(S)→ S is a smooth submersion, and
there is a unique hyperka¨hler structure (gS , IS , JS ,KS) on S such that the pullbacks of the Ka¨hler forms
ωIS , ωJS , ωKS to pi
−1(S) are the restrictions of ωI, ωJ, ωK.
Proof. Let Z := µ−1(0) so that S is a connected component of Z(H)/K for some H ⊆ K. As explained
above, ZH is a smooth submanifold of MH and ZH/L is a hyperka¨hler manifold where L = NK(H)/K.
Now, ZH/L is a smooth submanifold of MH/L and its image under the diffeomorphism MH/L→M(H)/K
is Z(H)/K, so the latter is also a smooth submanifold. Recall that if f : X → Y is a smooth submersion
between smooth manifolds and Y ′ ⊆ Y is a smooth submanifold, then f−1(Y ′) is a smooth submanifold
and the restriction f−1(Y ′) → Y ′ is a smooth submersion (this follows easily from the rank theorem).
Thus, Z(H) is a smooth submanifold of M(H) and Z(H) → Z(H)/K is a smooth submersion. Note that
pi−1(S) is open in Z(H), so it is also a smooth submanifold and the restriction pi−1(S)→ S is a smooth
submersion. Moreover, pi−1(S) has pure dimension since S is connected and all fibres are diffeomorphic to
K/H.
To prove the claim about the hyperka¨hler structure, let ηI, ηJ, ηK be the Ka¨hler forms on Z(H)/K
induced by the diffeomorphism ZH/L→ Z(H)/K and consider the commutative diagram
ZH Z(H) M
ZH/L Z(H)/K.
i
ρ pi
j
ϕ
We want to show that pi∗ηI = j∗ωI and similarly for J and K. By construction of the hyperka¨hler structure
on ZH/L we have ρ
∗ϕ∗ηI = (ji)∗ωI and hence i∗(pi∗ηI) = i∗(j∗ωI). Hence, pi∗ηI and j∗ωI agree on TpZH
for all p ∈ ZH . Note that since dϕp and dρp are surjective we have TpZ(H) = TpZH + ker dpip. Thus, to
prove that pi∗ηI and j∗ωI agree on TpZ(H) it suffices to show that if u ∈ ker dpip and v ∈ TpZ(H) then
pi∗ηI(u, v) = j∗ωI(u, v). Clearly, pi∗ηI(u, v) = 0 since dpip(u) = 0. To show that also j∗ωI(u, v) = 0, note
that ker dpip = Tp(K · p) so u = X#p for some X ∈ k and hence ωI(u, v) = X# ⌟ ωI(v) = d〈µI, X〉(v) = 0
since v ∈ TpZ(H) ⊆ ker(dµI)p. Hence, pi∗ηI and j∗ωI agree on TpZ(H) for all p ∈ ZH and since they are
K-invariant and K · ZH = Z(H) we conclude that pi∗ηI = j∗ωI. The same argument also shows that
pi∗ηJ = j∗ωJ and pi∗ηK = j∗ωK. Since a hyperka¨hler structure is completely determined by its three
symplectic forms (e.g. I = ω−1J ωK; see [19, bottom of p. 63]) this proves the proposition. 
3. A local normal form for the underlying complex-Hamiltonian manifold
The goal of this section is to establish a local normal form for the underlying complex-Hamiltonian
manifold of a tri-Hamiltonian hyperka¨hler manifold analogous to the local normal form of Guillemin–
Sternberg [9] outlined in §2.3. It will be used in §4 to show that singular hyperka¨hler quotients are
stratified spaces, in a proof similar to Sjamaar–Lerman’s one for symplectic reductions.
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3.1. Statement of result. We first introduce some terminology. A complex-symplectic manifold is
a complex manifold (M, I) together with a non-degenerate holomorphic closed 2-form ωC. A complex-
Hamiltonian manifold is a complex-symplectic manifold (M, I, ωC) together with a holomorphic action
of a complex Lie group G preserving ωC and with a complex moment map, i.e. a G-equivariant
holomorphic map µC : M → g∗ = Lie(G)∗ such that d〈µC, X〉 = X# ⌟ ωC for all X ∈ g.
Now, let (M,K, µ) be a tri-Hamiltonian hyperka¨hler manifold with complex structures I, J,K and
suppose that the K-action is I-integrable. Let G := KC and let ωI, ωJ, ωK be the three Ka¨hler forms.
Then, ωC := ωJ + iωK is a G-invariant complex-symplectic form on (M, I) and µC := µJ + iµK : M → g∗
is a complex moment map for the action of G on (M, I, ωC) (see [20, §3(D)]). Thus, (M, I, ωC, G, µC) is
a complex-Hamiltonian manifold which we call the underlying complex-Hamiltonian manifold of
(M,K, µ). Let µR := µI so that (M,K, µR) is a Hamiltonian Ka¨hler manifold as in §2.4. In particular, we
have the sets MµR-ss and MµR-ps as in §2.4.2. In what follows, we will use the notations
µ−1C (0)
µR-ss := µ−1C (0) ∩MµR-ss and µ−1C (0)µR-ps := µ−1C (0) ∩MµR-ps.
In analogy with the local normal form in symplectic geometry, the idea is to show that in a neighbourhood
of a point p ∈ µ−1(0), the underlying complex-Hamiltonian manifold (M, I, ωC, G, µC) is completely
determined by the representation of H := Gp on the complex-symplectic slice
V := (Tp(G · p))ωC/Tp(G · p).
By the Holomorphic Slice Theorem, the orbit G ·p is embedded in M , so Tp(G ·p) is well-defined. Just as in
the real case, the definition of a moment map implies that Tp(G ·p) ⊆ ker(dµC)p = (Tp(G ·p))ωC and hence
V is a well-defined complex-symplectic vector space. We have H = Gp = (Kp)C (by Theorem 2.13) so H
is a complex reductive group acting linearly on V and preserving its complex-symplectic form. The goal is
to construct a complex-Hamiltonian manifold E from G, H and V which is isomorphic to a neighbourhood
of p in (M, I, ωC, G, µC). The construction of E is the same as the one used by Guillemin–Sternberg [9],
but in a complex-symplectic setting; see also [33, §2].
We now build the local model E. Let G, H and V be as above, so that G is a complex reductive
group, H a reductive subgroup of G, and V a complex-symplectic representation of H. Since G is a
complex manifold, the cotangent bundle T ∗G has a canonical complex-symplectic form −dα, where α is
the tautological 1-form. We identify T ∗G with G× g∗ via left translation, i.e. via the biholomorphism
G× g∗ −→ T ∗G, (g, ξ) 7−→ (dLg−1)∗(ξ),
where Lg−1 : G→ G is left multiplication by g−1. Recall that a Lie group action on any manifold lifts to
a Hamiltonian action on the cotangent bundle. By considering the action of G×G on G by left and right
multiplications (i.e. (a, b) · g := agb−1) its lift to T ∗G = G× g∗ is
(a, b) · (g, ξ) = (agb−1,Ad∗b ξ),
and the moment map is
(3.1) µ : T ∗G −→ g∗ × g∗, µ(g, ξ) = (Ad∗g ξ,−ξ)
(see e.g. [1, §4.4]). The vector space V with its complex-symplectic form ωC : V × V → C can also be
viewed as a complex-Hamiltonian H-manifold with complex moment map
(3.2) ΦV : V −→ h∗, ΦV (v)(X) = 1
2
ωC(Xv, v) (v ∈ V,X ∈ h).
Thus, there is a Hamiltonian action of H on T ∗G× V , where H acts on T ∗G as a subgroup of the right
factor of G×G and on V via the given representation. Let E be the complex-symplectic reduction of
T ∗G×V by H. Since the action of H on T ∗G×V is free and proper, E is a complex-symplectic manifold.
Moreover, the Hamiltonian action of the left factor of G×G on T ∗G descends to a Hamiltonian action of
G on E, making E into a complex-Hamiltonian G-manifold.
We can also rewrite E in a more convenient form where the complex moment map for the G-action is
explicit. First, note that the complex moment map for the H-action on T ∗G× V is
λ : T ∗G× V −→ h∗, λ(g, ξ, v) = ΦV (v)− ξ|h.
Take a Hermitian inner-product on g invariant under the maximal compact subgroup K ⊆ G and let m
be the orthogonal complement to h in g. This defines an H-equivariant isomorphism h∗ ∼= m◦ ⊆ g∗ so we
can view ΦV as taking values in g
∗. Then, the map
G× h◦ × V −→ λ−1(0), (g, ξ, v) 7−→ (g, ξ + ΦV (v), v)
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is a biholomorphism. The H-action on λ−1(0) corresponds to the H-action on G × h◦ × V given by
h · (g, ξ, v) = (gh−1,Ad∗h ξ, h · v), so E is the holomorphic vector bundle
(3.3) E = G×H (h◦ × V )
over G/H. In this setup, the Hamiltonian G-action is
(3.4) G× E −→ E, a · [g, ξ, v] = [ag, ξ, v]
and the complex moment map is
(3.5) νC : G×H (h◦ × V ) −→ g∗, [g, ξ, v] 7−→ Ad∗g(ξ + ΦV (v)).
We summarize this discussion in the following proposition.
Proposition 3.1. Let G be a complex reductive group, H a reductive subgroup of G, and V a complex-
symplectic representation of H. Then, the complex-symplectic manifold (3.3) with the action (3.4) and
moment map (3.5) is a complex-Hamiltonian manifold. 
Remark 3.2. Dancer–Swann [4] showed that E is a tri-Hamiltonian hyperka¨hler manifold whose under-
lying complex-Hamiltonian manifold is the one described above.
The goal of this section is to prove the following result.
Theorem 3.3. Let (M,K, µ) be a tri-Hamiltonian hyperka¨hler manifold with complex structures I, J,K
and symplectic forms ωI, ωJ, ωK. Suppose that the K-action is I-integrable and let G = KC. Let µR = µI
and µC = µJ + iµK. For all p ∈ µ−1C (0)µR-ps, there is a G-saturated neighbourhood U of G · p in MµR-ss, a
G-saturated neighbourhood U ′ of the zero section in E = G×H (h◦×V ), and a G-equivariant isomorphism
f : U → U ′ of complex-symplectic manifolds such that f(p) = [1, 0, 0] and νC ◦ f = µC.
Remark 3.4. We will see in the course of the proof that U ′ can be chosen to be of the form G×H (H ·B)
where B is an open ball around zero in h◦ × V .
The structure of the proof is as follows. We first use the Holomorphic Slice Theorem to show that a
neighbourhood of p is biholomorphic to a neighbourhood of the zero section of E. We then use some basic
results of complex-symplectic representations to construct a biholomorphism E → E which will make
the complex-symplectic form ωC from the hyperka¨hler structure match the canonical one ηC on the zero
section of E. Then, we use a holomorphic version of the Darboux–Weinstein theorem (which we prove in
the next subsection) to deform E further so that ωC match with ηC on a full neighbourhood of the zero
section.
3.2. Holomorphic Darboux–Weinstein theorem. The Darboux–Weinstein theorem [35] is a standard
result in symplectic geometry which says that if two symplectic forms ω0 and ω1 on a manifold M agree on
a submanifold N ⊆M then we can find a diffeomorphism f on a neighbourhood of N such that f∗ω1 = ω0.
There is also an equivariant version of the theorem, where if ω0, ω1 and N are invariant under the action
of a compact Lie group, then f can be taken to be equivariant. By the tubular neighbourhood theorem, it
suffices to prove the result when M is a vector bundle and N the zero section, and this is indeed how
Weinstein’s original proof [35] goes. In the holomorphic category, there is no tubular neighbourhood
theorem, but we can still adapt Weinstein’s proof to formulate a similar statement on holomorphic vector
bundles:
Theorem 3.5. Let G be a group acting on a holomorphic vector bundle E by bundle automorphisms. Let
ω0 and ω1 be two G-invariant complex-symplectic forms on a G-invariant neighbourhood U of the zero
section Z ⊆ E such that ω0|Z = ω1|Z . Then, there are G-invariant neighborhoods U0 and U1 of Z in U
and a G-equivariant biholomorphism f : U0 → U1 such that f∗ω1 = ω0 and f |Z = IdZ .
Remark 3.6. Here ωi|Z is the restriction of ωi to (ΛkT ∗E)|Z (this is not the same as the pullback to Z).
The rest of this subsection is devoted to the proof of this theorem, which is an adaptation of Weinstein’s
proof [35] to the holomorphic setting. Let us first briefly sketch how we will proceed. The first step
is to get a “Poincare´ lemma” for the retraction of U onto Z, i.e. to construct an explicit homotopy
operator I : Ωk(U) → Ωk−1(U) between the identity map and pi∗, where pi : U → U, v 7→ 0 · v. Then,
α = I(ω0−ω1) is a 1-form on U and, for t small enough, ωt := ω0 + t(ω1−ω0) is non-degenerate, so we get
a time-dependent holomorphic vector field Xt = ω
−1
t (α) on a neighbourhood of Z. The proof concludes
by showing that the time-dependent flow of X gives a biholomorphism with the desired properties.
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Let us now construct the homotopy operator. Let D be the closed unit disc centred at 0 in C and let
U ⊆ E be as in Theorem 3.5. By shrinking U if necessary, we may assume that it is preserved by D, i.e.
zu ∈ U for all z ∈ D and u ∈ U . Let Ωk(U) the space of holomorphic k-forms on U and let
W := {(z, u) ∈ C× U : zu ∈ U}.
Then, W is open in C×U and we have D×U ⊆W . Let ξ be the holomorphic vector field on W given by
ξ(z,p) = (
∂
∂z
∣∣
z
, 0) under the identification T(z,p)W = TzC× TpU . Let
λ : W −→ U, (z, u) 7−→ zu
be the scaling map, and for each z ∈ D let
iz : U −→W, p 7−→ (z, p).
Then, for all ω ∈ Ωk(U), we have a holomorphic family of k-forms
W −→ ΛkT ∗U, (z, u) 7−→ (i∗z(ξ ⌟ λ∗ω))u.
Hence,
Iω :=
∫ 1
0
i∗z(ξ ⌟ λ∗ω) dz
is a holomorphic (k − 1)-form on U . Let pi : U → U be the projection onto the zero section, i.e. u 7→ 0 · u.
Proposition 3.7. The map
I : Ωk(U) −→ Ωk−1(U)
is a homotopy operator between the identity map and pi∗, i.e.
d(Iω) + I(dω) = ω − pi∗ω
for all ω ∈ Ωk(U).
Proof. We have
d(Iω) + I(dω) =
∫ 1
0
i∗z(d(ξ ⌟ λ∗ω) + ξ ⌟ d(λ∗ω)) = ∫ 1
0
i∗z(Lξλ∗ω)dz.
Moreover, the flow θ of the vector field ξ is θt(z, u) = (z + t, u) = iz+t(u). In particular, θt ◦ i0 = it for all
t ∈ [0, 1]. Thus, i∗t (Lξλ∗ω) = i∗0θ∗t (Lξλ∗ω) and since θ∗t (Lξλ∗ω) = ddtθ∗t λ∗ω we get
d(Iω) + I(dω) =
∫ 1
0
i∗0
d
dt
θ∗t λ
∗ω dt =
∫ 1
0
d
dt
i∗0θ
∗
t λ
∗ω dt = i∗0θ
∗
1λ
∗ω − i∗0θ∗0λ∗ω = ω − pi∗ω. 
We will also need the following easy consequence of the definition of I.
Lemma 3.8. Let ω ∈ Ωk(U) and let p ∈ Z. If ωp = 0 then (Iω)p = 0.
Proof. We have
[i∗t (ξ ⌟ λ∗ω)]p(v) = [ξ ⌟ λ∗ω](t,p)(dit(v)) = (λ∗ω)(t,p)(ξ(t,p), dit(v)) = ωtp(dλ(ξ(t,p)), dλ(dit(v))) = 0
since tp = p as p is in the zero section. Thus, [i∗t (ξ ⌟ λ∗ω)]p = 0 for all t ∈ [0, 1] and hence (Iω)p = 0. 
Proof of Theorem 3.5. Let η = ω1−ω0 and let α = −Iη, where I is the homotopy operator of Proposition
3.7. Then, η = −dα. Since η is G-invariant, it follows easily from the definition of I that α is also
G-invariant. Moreover, since η|Z = 0 we have α|Z = 0 by Lemma 3.8.
For each z ∈ C, define a G-invariant holomorphic 2-form on U by ωz = ω0 + zη. We have ωz|Z = ω0|Z ,
so in particular, ωz|p is non-degenerate for all (z, p) ∈ C×Z. Let Dr be the open disc of radius r centred at
0 in C. By compactness of D3, we can find a neighbourhood U ′ ⊆ U of Z such that ωz|p is non-degenerate
for all (z, p) ∈ D3 × U ′. Moreover, by G-invariance of ωz, we can take U ′ to be G-invariant. Thus, we
may assume that ωz|p is non-degenerate for all (z, p) ∈ D3 × U . In particular, the maps
ωˆz : TU −→ T ∗U, v 7−→ ωz(v, ·)
are vector bundle isomorphisms for all z ∈ D3. Define a holomorphic family of vectors fields on U by
X : D3 × U −→ TU, (z, p) 7−→ (ωˆz)−1(αp).
Let J = D3 ∩R = (−3, 3) and let ψ : E → U be the smooth time-dependent flow of the restriction X|J×U .
That is, E is the open subset of J ×J ×M such that for all (t0, p) ∈ J ×M , the map ψ(t0,p)(t) := ψ(t, t0, p)
is the maximally extended integral curve of X|J×U starting at (t0, p). From the general theory of smooth
time-dependent flows (e.g. [24, Theorem 9.48]), for all (t1, t0) ∈ J × J the set
U(t1,t0) := {p ∈ U : (t1, t0, p) ∈ E}
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is open and the map
(3.6) ψ(t1,t0) : U(t1,t0) −→ U(t0,t1), p 7−→ ψ(t1, t0, p)
is a diffeomorphism. Moreover, since X is holomorphic, ψ(t1,t0) is a biholomorphism (this follows from
the holomorphic dependence of solutions to linear system of ODEs on the initial conditions, see e.g. [3,
Ch. 1, §8]). Since α|Z = 0 we have X(t0,p) = 0 for all (t0, p) ∈ J × Z, and hence ψ(t1, t0, p) = p for all
(t1, t0, p) ∈ J × J × Z. In particular, J × J × Z ⊆ E , so U(1,0) and U(0,1) contain Z. We claim that the
biholomorphism ψ1,0 : U1,0 → U0,1 is the one we need. First, since α and ωz are G-invariant, so is X.
Hence, U1,0 and U0,1 are G-invariant and ψ1,0 is G-equivariant. Moreover, from [24, Proposition 22.15] we
have for all t1 ∈ J ,
d
dt
∣∣∣
t=t1
ψ∗t,0ωt = ψ
∗
t1,0
(
LXt1ωt1 +
d
dt
∣∣∣
t=t1
ωt
)
= ψ∗t1,0 (Xt1 ⌟ dωt + d(Xt1 ⌟ ωt1) + η) = ψ∗t1,0(dα+ η) = 0.
Thus, ψ∗1,0ω1 = ψ
∗
0,0ω0 = ω0. 
3.3. Linearisation of the Holomorphic Slice Theorem. In this subsection, we explain how to put
the Holomorphic Slice Theorem (Theorem 2.16) in a form which will be more convenient for our purpose.
First, we want to linearise the slice and realize neighbourhoods of orbits in M as neighbourhood of zero
sections of vector bundles.
Proposition 3.9. Let (M,K, µ) be an integrable Hamiltonian Ka¨hler manifold, let p ∈ Mµ-ps, let
W = TpM/Tp(G · p), let G = KC, and let H = Gp. Then, there is an open ball B centred at 0 in W ,
a G-invariant neighbourhood U of p in M , and a G-equivariant biholomorphism G ×H (H · B) −→ U
mapping [1, 0] to p.
Proof. This is an intermediate step in Sjamaar’s proof of the Holomorphic Slice Theorem: see the top of p.
101 in [32]. It can also be proved by linearising the action of Gp on the slice S at p [32, Theorem 1.21]. 
It will be important later to know that the open set U of the preceding proposition can be taken to be
G-saturated. First, we have:
Proposition 3.10. Let (M,K, µ) be an integrable Hamiltonian Ka¨hler manifold and let p ∈Mµ-ps. Then,
every G-invariant neighbourhood of p contains a neighbourhood of p which is G-saturated in Mµ-ss.
Proof. Our argument is similar to [18, Remark 14.24]. As observed in [17, Remark 1.1], the quotient
map pi : Mµ-ss → Mµ-ss//G sends G-invariant closed subsets to closed subsets. Let U be a G-invariant
neighbourhood of p in Mµ-ss. Then, C := Mµ-ss−U is a G-invariant closed subset of Mµ-ss so pi(C) is closed
in Mµ-ss//G. Moreover, since G · p is closed in Mµ-ss, we have pi(p) /∈ pi(C). Hence, pi−1(Mµ-ss//G− pi(C))
is a G-saturated neighbourhood of p contained in U . 
The set H ·B in Proposition 3.9 is also G-saturated [34, Corollary 4.9] and it follows that G×H (H ·B)
is G-saturated in G×H W . We can then restate the Holomorphic Slice Theorem in the following form:
Theorem 3.11 (Linearised Holomorphic Slice Theorem). Let (M,K, µ) be an integrable Hamiltonian
Ka¨hler manifold. Let p ∈Mµ-ps, let G = KC, let H = Gp, and let W = TpM/Tp(G · p). Then, there is a
G-saturated neighbourhood U of p in Mµ-ss, a G-saturated neighbourhood U ′ of the zero section of the
vector bundle G×H W , and a G-equivariant biholomorphism U ′ → U which maps [1, 0] to p.
Proof. Let ϕ : G×H HB → U be the biholomorphism of Proposition 3.9. By Proposition 3.10, there is a
G-saturated neighbourhood U ′ of p contained in U . Let B′ ⊆ B be an open ball sufficiently small so that
U ′′ := ϕ(G×H HB′) ⊆ U ′. Then, U ′′ is G-saturated. 
3.4. Proof of the hyperka¨hler local normal form. We now complete the proof of Theorem 3.3.
The first step is to have an explicit expression for the complex-symplectic form ηC of the local model
E = G×H (h◦ × V ) at the point q = [1, 0, 0]. Note that Gq = H, so H acts linearly on TqE. Since the
G-action is Hamiltonian, this is a complex-symplectic representation of H on TqE. Recall that m ⊆ g is
the orthogonal complement to h.
Proposition 3.12. We have TqE ∼= m×m∗ × V as complex-symplectic H-representations, where m×m∗
has the canonical complex-symplectic form
(m×m∗)× (m×m∗) −→ C, ((X,ϕ), (Y, ψ)) 7−→ ψ(X)− ϕ(Y ).
Moreover, Tq(G · q) ∼= m× 0× 0 under this isomorphism.
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Proof. The canonical symplectic form on T ∗G = G× g∗ at T(g,ξ)(T ∗G) = g× g∗ is
((X,ϕ), (Y, ψ)) 7−→ ψ(X)− ϕ(Y ) + ξ([X,Y ])
[1, §4.4]. In particular, if qˆ := (1, 0, 0) ∈ T ∗G× V , the symplectic form on T ∗G× V at Tqˆ(T ∗G× V ) =
g× g∗ × V is
((X,ϕ, u), (Y, ψ, v)) 7→ ψ(X)− ϕ(Y ) + Ω(u, v).
Now, we have dλqˆ(X, ξ, v) = −ξ|h, so the tangent space to λ−1(0) at qˆ is g × h◦ × V . Moreover,
Tqˆ(H · qˆ) = h× 0× 0 so
Tq(λ
−1(0)/H) = Tqˆλ−1(0)/Tqˆ(G · qˆ) = g/h× h◦ × V.
Identifying g/h with m and h◦ with m∗ gives the result. 
Now, we need to recall a result from representation theory. Recall that a subspace U in a symplectic
vector space (R,ω) is called symplectic if U ∩ Uω = 0 (or equivalently ω restricts to a symplectic form
on U).
Proposition 3.13 (see e.g. [23, §2]). Let H be a complex reductive group. Every finite-dimensional
complex-symplectic representation H → Sp(R,ω) is of the form
R = U1 ⊕ · · · ⊕ Um ⊕ (V1 ⊕W1)⊕ · · · ⊕ (Vn ⊕Wn)
where:
(i) Ui, Vi and Wi are the irreducible H-submodules of R;
(ii) Ui and Vi ⊕Wi are symplectic subspaces;
(iii) every skew-symmetric H-invariant bilinear form on Vi or Wi is zero;
(iv) the space of skew-symmetric H-invariant bilinear forms on Ui is one-dimensional.
Moreover, if two symplectic H-representations (R1, ω1) and (R2, ω2) are isomorphic as H-modules then
they are isomorphic as symplectic H-representations, i.e. there is an H-equivariant linear isomorphism
ϕ : R1 → R2 such that ϕ∗ω2 = ω1.
We deduce from this proposition a first linear approximation of the hyperka¨hler local normal form.
Lemma 3.14. Let H be a complex reductive group acting linearly on a finite-dimensional complex vector
space R. Suppose that ω and η are two H-invariant complex-symplectic forms on R, and S ⊆ R is an
H-invariant subspace that is isotropic with respect to both ω and η. Then, there exists an H-equivariant
linear isomorphism ϕ : R→ R that restricts to the identity on S and such that ϕ∗η = ω.
Proof. Let R = U1 ⊕ · · · ⊕ Um ⊕ (V1 ⊕W1)⊕ · · · ⊕ (Vn ⊕Wn) be the decomposition of Proposition 3.13
with respect to ω. The space S is H-invariant, so it is a direct sum of irreducible H-submodules. But S is
isotropic, so it contains no symplectic subspace, and hence is a direct sum of Vi’s and Wi’s, no two of
which occur in the same pair. Thus, after relabeling, we may assume that S = V1 ⊕ · · · ⊕ Vk for some
k ≤ n.
Let us call the Ui-factors the ω-symplectic-H-summands (which are symplectic by (ii)) and the Vi-
and Wi-factors the ω-isotropic-H-summands (which are isotropic by (iii)). We can also consider the
decomposition of R in Proposition 3.13 with respect to η. By (iii) the η-isotropic-H-summands are the
same as the ω-isotropic-H-summands. Hence, the η-symplectic-H-summands are also the same as the
ω-symplectic-H-summands. Thus the decomposition of R into H-invariant symplectic subspaces with
respect to η is of the form U1 ⊕ · · · ⊕ Um ⊕ (P1 ⊕ Q1) ⊕ · · · ⊕ (Pn ⊕ Qn) where the Pi’s and Qi’s are
some reordering of the Vi’s and Wj ’s. Since S = V1 ⊕ · · · ⊕ Vk is also isotropic with respect to η, no two
Vi and Vj for i, j ∈ {1, . . . , k} occur in the same pair Pl ⊕ Ql. Thus, we may assume that Pi = Vi for
i = 1, . . . , k. Let R1 = (V1 ⊕W1) ⊕ · · · ⊕ (Vk ⊕Wk) and R2 = Rω1 so that R = R1 ⊕ R2. Similarly, let
R′1 = (V1⊕Q1)⊕· · ·⊕ (Vk⊕Qk) and R′2 = (R′1)η so that R = R′1⊕R′2. It suffices to find an H-equivariant
isomorphism ψ : R1 → R′1 which is the identity on the Vi’s and such that ψ∗η = ω. Indeed, in that
case R2 ∼= R/R1 ∼= R/R′1 ∼= R′2 as H-modules so also as symplectic representations (by the last part of
Proposition 3.13), and then we have an isomorphism R1 ⊕ R2 → R′1 ⊕ R′2 with the desired properties.
To find ψ : R1 → R′1, note that ω provides an isomorphism Wi → V ∗i and η provides an isomorphism
V ∗i → Qi. Let γi : Wi → Qi be the composition and let βi : Vi ⊕Wi → Vi ⊕ Qi be the product of the
identity on Vi with γi. Then, βi is an H-invariant isomorphism such that β
∗
i η|Vi⊕Qi = ω|Vi⊕Wi . Putting
those βi’s together we get an H-equivariant isomorphism ψ : R1 → R′1 which is the identity on the
Vi’s. Moreover, ψ
∗η = ω since the factors V1 ⊕W1, . . . , Vk ⊕Wk are ω-orthogonal (since if A ⊆ R1 is
an H-invariant symplectic subspace then R1 = A⊕ Aω and Aω is H-invariant so Aω is the sum of the
irreducible H-submodules of R1 complementary to A) and similarly the factors V1 ⊕Q1, . . . , Vk ⊕Qk are
η-orthogonal. 
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Lemma 3.15. Let H → Sp(R,ω) be a complex-symplectic representation and S ⊆ R an H-invariant
isotropic subspace. Then, R/S ∼= S∗ × Sω/S as H-modules.
Proof. Let R → S∗ be the composition of the isomorphism R → R∗ induced by ω with the restriction
map R∗ → S∗. Let R→ Sω be the projection along the H-invariant complement of Sω in R (by complete
reducibility). These maps give an H-equivariant surjective map R → S∗ × Sω/S with kernel Sω ∩ S.
Since S is isotropic, we have Sω ∩ S = S. 
Proof of Theorem 3.3. Let p ∈ µ−1C (0)µR-ps and let H = Gp. Then, Tp(G · p) = g/h is isotropic in
TpM so, by Lemma 3.15, we have TpM/Tp(G · p) = h◦ × V , where V = (Tp(G · p))ωC/Tp(G · p) is the
complex-symplectic slice at p. Thus, by the Linearised Holomorphic Slice Theorem (Theorem 3.11), a G-
saturated neighbourhood of p in MµR-ss is G-equivariantly biholomorphic to a G-saturated neighbourhood
of q = [1, 0, 0] in the local model E = G ×H (h◦ × V ). Note that by Proposition 3.12, Tq(G · q) is also
isotropic with respect to the canonical complex-symplectic form on E. Note also that any G-invariant
neighbourhood of the zero section 0E = G·q of E contains a G-saturated neighbourhood, namely G×HHB
for a sufficiently small open ball B. Hence, it suffices to show that any two G-invariant complex-symplectic
forms ωC and ηC on a G-invariant neighbourhood of the zero-section 0E = G · q in E such that Tq0E is
isotropic with respect to both can be deformed from one into the other by a G-equivariant biholomorphism
on a possibly smaller neighbourhood of 0E . By the holomorphic Darboux–Weinstein theorem, it suffices to
first find a deformation that makes them match on 0E . This is carried out by the linear algebra developed
in Lemma 3.14, as we now explain.
By Lemma 3.14, there exists an H-equivariant linear isomorphism ϕ : TqE → TqE which restricts to
the identity on Tq0E and such that ϕ
∗ηC = ωC. We have TqE = m×m∗ × V and Tq0E = m× 0× 0, so ϕ
is of the form
ϕ : m×m∗ × V −→ m×m∗ × V, ϕ(X, ξ, v) = (X +A(ξ, v), B(ξ, v)),
where A : m∗ × V → m and B : m∗ × V → m∗ × V are some linear maps, with B invertible. Then,
ψ : E −→ E, ψ([g, ξ, v]) = [geA(ξ,v), B(ξ, v)]
is a G-equivariant biholomorphism with dψq = ϕ. In particular, ψ
∗ηC|q = ωC|q and since ωC and ηC are
G-invariant and ψ is G-equivariant this implies that ψ∗ηC|g·q = ωC|g·q for all g ∈ G, i.e. ψ∗ηC|0E = ωC|0E .
We can now apply the holomorphic Darboux–Weinstein theorem. This shows the existence of a
G-equivariant complex-symplectic isomorphism f : U → U ′ such that f(p) = q where U is a G-saturated
neighbourhood of p in MµR-ss and U ′ a G-saturated neighbourhood of q in E. It remains to show that
νC ◦ f = µC. Since (νC ◦ f)(p) = 0 = µC(p) and since moment maps are unique up to a constant (see e.g.
[2, Ch. 26]) it suffices to show that νC ◦ f is a moment map for the G-action on MµR-ss. This follows from
the fact that f is a G-equivariant complex-symplectic isomorphism. 
4. Local structure of singular hyperka¨hler quotients
Throughout this section, (M,K, µ) will be a tri-Hamiltonian hyperka¨hler manifold whose K-action is
I-integrable, i.e. extends to an I-holomorphic action of G := KC. The goal of this section is to use the
local normal form of §3 to describe the local complex-symplectic structure of the singular hyperka¨hler
quotient M///µK, i.e. we prove Theorem 1.4 in the introduction. In particular, we endow M///µK with the
structure of a complex space and show that the orbit type partition is a complex Whitney stratification.
4.1. Complex structure. Let us first explain how the results on analytic Hilbert quotients of §2.4 help
us define a complex structure on M///µ K. We use the notation of §3; in particular, µC = µJ + iµK and
µR = µI. First note that µ
−1
C (0)
µR-ss = µ−1C (0)∩MµR-ss is a G-invariant closed complex subspace of MµR-ss.
Hence, its image µ−1C (0)
µR-ss//G in MµR-ss//G is a closed complex subspace and the restriction
µ−1C (0)
µR-ss −→ µ−1C (0)µR-ss//G
is an analytic Hilbert quotient (Proposition 2.12(ii)). The space µ−1C (0)
µR-ss//G has a G-orbit type partition
as in §2.4.3 and M///µ K has a K-orbit type partition into hyperka¨hler manifolds by Theorem 1.1. By
Heinzner–Loose’s Theorem 2.13 and Sjamaar’s Theorem 2.18(i), we get:
Proposition 4.1. We have µ−1(0) ⊆ µ−1C (0)µR-ps and this inclusion descends to an isomorphism
M///µ K −→ µ−1C (0)µR-ss//G
of partitioned spaces. 
In particular, M///µ K has the structure of a complex space. We denote the structure sheaf by OI.
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4.2. Linear hyperka¨hler quotients. Let us first consider the case of a linear hyperka¨hler quotient; this
example will be important later. Let V be a quaternionic vector space, i.e. a real vector space endowed
with three endomorphisms I, J,K such that I2 = J2 = K2 = IJK = −1. Then, V ∼= Hn for some n, so we
may endow V with a real inner-product 〈·, ·〉 such that I, J,K are skew-symmetric. This makes V into a
hyperka¨hler manifold, with Ka¨hler forms ωI(u, v) = 〈Iu, v〉, etc. Let K be a compact Lie group acting
linearly on V by preserving 〈·, ·〉 and I, J,K. Then, there is a hyperka¨hler moment map, namely,
φ = (φI, φJ, φK) : V −→ k∗ × k∗ × k∗, φ(v)(X) = 1
2
(ωI(Xv, v), ωJ(Xv, v), ωK(Xv, v)).
Moreover, the K-action extends to an I-linear action of H := KC, and the underlying complex-Hamiltonian
manifold is simply (V, I, ωC, H,ΦV ) where ωC is the complex-symplectic bilinear form ωJ+iωK : V ×V → C
and ΦV is the canonical complex moment map ΦV (v)(X) =
1
2ωC(Xv, v) as before. By the Kempf–Ness
theorem [21], every point in V is φI-semistable (see e.g. [30, Proposition 3.9]), so the complex space
(V ///φV K,OI) is simply the analytification of the affine GIT quotient Φ−1V (0)//H = SpecC[Φ−1V (0)]H
(Example 2.11).
Conversely, if H is any complex reductive group and H → Sp(V, ωC) is a complex-symplectic represen-
tation (e.g. a complex-symplectic slice) then V ∼= C2n ∼= Hn for some n, so we may endow V with the
structure of a quaternionic vector space invariant under the action of a maximal compact subgroup K of
H (by averaging). Hence, the GIT quotient Φ−1V (0)//H can always be viewed as a hyperka¨hler quotient.
4.3. Local holomorphic structure. Let x ∈M///µK and let p ∈ µ−1(0) be a point above x. Let H = Gp
and let V = (Tp(G · p))ωC/Tp(G · p) be the complex-symplectic slice at p. As in §3, let ΦV : V → h∗ be
the canonical complex moment map (3.2) for the action of H on V . The first step in proving Whitney
conditions will be to use Theorem 3.3 to show that x has a neighbourhood U which is isomorphic as a
complex and partitioned space to a neighbourhood U ′ of 0 in the GIT quotient Φ−1V (0)//H. Since Whitney
conditions are local, this will reduce the problem to the spaces Φ−1V (0)//H near 0. However, note here
that the natural partition of Φ−1V (0)//H is by H-orbit types rather than G-orbit types. To show that the
biholomorphism U → U ′ is an isomorphism of partitioned spaces, we will first need to show that once we
refine the partitions into their connected components, the G-orbit type partition of Φ−1V (0)//H (i.e. using
conjugacy classes in G rather than in H) is identical to the H-orbit type partition. This will follow from
a result of Palais which says that when a compact Lie group K acts on a completely regular space X,
every x ∈ X has a neighbourhood V such that if y ∈ V then Ky is conjugate to a subgroup of Kx:
Lemma 4.2. Let (M,K, µ) be a Hamiltonian Ka¨hler manifold and let K ′ be a compact Lie group
containing K as a Lie subgroup. Then, the K- and K ′-orbit type partitions of M//µK coincide. Moreover,
if (M,K, µ) is integrable, then the K ′C- and KC-orbit type partitions of M
µ-ss//KC also coincide.
Proof. Let X = µ−1(0) and let pi : X → X/K be the quotient map. Let S ⊆ X/K be a K ′-orbit type
piece, i.e. a connected component of a set of the form X(H)K′/K for some closed subgroup H ⊆ K, where
(H)K′ is the conjugacy class of H in K
′. We have S = pi(T ) for some connected component T of X(H)K′ .
Fix x = pi(p) ∈ S with p ∈ T . We want to show that if q = pi(y) ∈ S for some y ∈ T then Kx and Ky
(which are conjugate in K ′) are in fact conjugate in K. Let
A := {y ∈ T : Ky is conjugate to Kx in K}.
It suffices to show that A is both open and closed in T . Closed: Let y ∈ A ∩ T and write y = limn→∞ yn
with yn ∈ A. Then, there exists kn ∈ K such that knKxk−1n = Kyn for all n. Since K is compact, we
may assume that limn→∞ kn = k for some k ∈ K. Then, kKxk−1 ⊆ Ky by continuity of the action.
Moreover, kKxk
−1 and Ky are isomorphic since they are conjugate in K ′ and since they have finitely
many connected components, the inclusion kKxk
−1 ⊆ Ky implies that kKxk−1 = Ky. Thus, A is closed.
Open: Let y ∈ A. By Palais [31, Corollary 2 on p. 313] there is a neighbourhood V of y in X such that if
z ∈ V then Kz is conjugate (in K) to a subgroup of Ky. Then, V ∩ T is a neighbourhood of y in T and
V ∩ T ⊆ A, so A is open in T .
The second statement amounts to show that if H and L are two closed subgroups of a compact Lie
group R, then H and L are conjugate in R if and only if HC and LC are conjugate in RC. This follows
from Mostow’s decomposition, as explained by Sjamaar [32, Proof of Theorem 2.10, first paragraph]. 
Now, by picking a quaternionic structure on the complex-symplectic slice V as explained in §4.2, we can
apply this result to (V,Kp, φI) and infer that the G- and H-orbit type partitions of Φ
−1
V (0)//H coincide.
This will be used for the last part of the following result.
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Proposition 4.3. Let x ∈ M///µ K. Take a point p ∈ µ−1(0) above x, let H = Gp = (Kp)C, and let
V = (Tp(G · p))ωC/Tp(G · p). Then, there is a neighbourhood U of x in M///µ K, an open ball B ⊆ V
around 0, and a biholomorphism (with respect to OI) from U to the image of (H · B) ∩ Φ−1V (0) in the
GIT quotient Φ−1V (0)//H = SpecC[Φ
−1
V (0)]
H which maps x to the image of 0 ∈ Φ−1V (0). Moreover, this
biholomorphism is an isomorphism of partitioned spaces.
Proof. Let E = G ×H (h◦ × V ). Since H is reductive and acts freely on G × (h◦ × V ), E is an affine
variety. Moreover, νC : E → g∗ is a morphism so ν−1C (0) is an affine variety in E and we can consider the
GIT quotient ν−1C (0)//G = Spec(C[ν
−1
C (0)]
G). We claim that ν−1C (0)//G ∼= Φ−1V (0)//H as affine varieties.
Indeed, we have ν−1C (0) = G ×H Φ−1V (0) so the inclusion Φ−1V (0) → ν−1C (0) : v 7→ [1, v] descends to a
morphism ψ : Φ−1V (0)//H → ν−1C (0)//G. Also, the projection ν−1C (0) = G×H Φ−1V (0)→ Φ−1V (0)//H onto
the second factor descends to a morphism ν−1C (0)//G→ Φ−1V (0)//H which is an inverse of ψ.
Now, for an element [g, v] ∈ G×H Φ−1V (0) = ν−1C (0) we have G[g,v] = gHvg−1, so ψ is an isomorphism
of partitioned spaces with the G-orbit type partitions on both sides. As explained above, Lemma 4.2
implies that the G-orbit type partition on Φ−1V (0)//H coincides with the H-orbit type partition.
Let U ⊆ MµR-ss, U ′ ⊆ E and f : U → U ′ be as in Theorem 3.3. By Remark 3.4, we may assume
U ′ = G ×H (H · B) for some open ball B around zero in m∗ × V . Then, W := U ∩ µ−1C (0)µR-ss is a
G-saturated open subset of µ−1C (0)
µR-ss, and so is W ′ := U ′ ∩ ν−1C (0) in ν−1C (0). Moreover, by Proposition
2.12(i), the image W//G of W in µ−1C (0)
µR-ss//G is open and W →W//G is an analytic Hilbert quotient.
Similarly, W ′ →W ′//G ⊆ ν−1C (0)//G is an analytic Hilbert quotient. Since f : U → U ′ is a G-equivariant
biholomorphism with νC ◦ f = µC, it restricts to a G-equivariant biholomorphism W → W ′ and hence
to a biholomorphism W//G→W ′//G which respects the G-orbit type partitions. Moreover, under the
isomorphism ν−1C (0)//G ∼= Φ−1V (0)//H above we have an isomorphism W ′//G ∼= (H ·B ∩ Φ−1V (0))//H of
complex and partitioned spaces. 
4.4. The orbit type pieces are complex submanifolds. As a first application of Proposition 4.3, we
will show that the pieces in the orbit type partition are complex submanifolds with respect to OI; this is
one of the requirements in the definition of complex Whitney stratifications.
We shall achieve this by describing the orbit type partition of Φ−1V (0)//H, where H is a complex
reductive group, H → Sp(V, ωC) a complex-symplectic representation, and ΦV the moment map (3.2).
First note that the set V H of fixed points of H in V is a complex-symplectic subspace. Let W be its
symplectic complement, so that V = W ⊕ V H . Then, W is complex-symplectic and H-invariant so it
provides a complex-symplectic representation of H. The complex moment map ΦW : W → h∗ associated
to this representation is simply the restriction of ΦV to W , so we have the decomposition
Φ−1V (0)//H = Φ
−1
W (0)//H × V H .
For each L ⊆ H, let (Φ−1W (0)//H)(L) be the image of Φ−1W (0)ps(L)/H under the bijection Φ−1W (0)ps/H →
Φ−1W (0)//H. Then, the pieces of the orbit type partition of Φ
−1
V (0)//H are the connected components of
the sets of the form (Φ−1W (0)//H)(L) × V H .
Lemma 4.4. The orbit type piece of Φ−1V (0)//H containing 0 is {0} × V H .
Proof. Note that V(H) = V
H since if v ∈ V and Hv = gHg−1 for some g ∈ H, then gHg−1 ⊆ H and
since gHg−1 and H are isomorphic Lie groups with finitely many connected components this implies
gHg−1 = H and hence Hv = H. In particular, W(H) = W ∩ V H = 0, so the piece containing 0 is
(Φ−1W (0)//H)(H) × V H = {0} × V H . 
Proposition 4.5. The pieces of the orbit type partition of M///µ K are non-singular complex subspaces
with respect to OI.
Proof. By Lemma 4.4 and Proposition 4.3, the embedding of a K-orbit type piece in M///µ K is locally
biholomorphic to the embedding of {0} × V H in Φ−1W (0)//H × V H . 
4.5. Compatibility with the hyperka¨hler structures. We show that for each orbit type stratum
S ⊆M///µ K, the sheaf OI is compatible with the complex structure IS on S, where (gS , IS , JS ,KS) is its
hyperka¨hler structure as in Theorem 1.1.
Proposition 4.6. The inclusion S ↪→M///µ K is holomorphic with respect to IS and OI.
Proof. We want to show that the composition S ↪→M///µ K → µ−1C (0)µR-ss//G is holomorphic, where S
has the complex structure IS . Since µ
−1
C (0)
µR-ss//G is a closed complex subspace of MµR-ss//G, it suffices
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to show that the composition S → µ−1C (0)µR-ss//G ↪→MµR-ss//G is holomorphic, which is the same as the
composition S ↪→M///µ K ↪→M//µR K →MµR-ss//G. Let H ⊆ K be as above so that S is a connected
component of µ−1(0)(H)/K. Then, S is a subset of a connected component T of µ
−1
R (0)(H)/K. Moreover,
T is a stratum in the Ka¨hler quotient M//µR K and, from the definition of the Ka¨hler structure on T given
in §2.4 and the definition of IS given above, the inclusion S ↪→ T is holomorphic. Hence, it suffices to
show that the composition T ↪→M//µR K →MµR-ss//G is holomorphic, and this follows from Theorem
2.18(iii). 
4.6. The frontier condition. In this section, we prove that the orbit type partition of M///µ K is a
decomposition in the sense of Definition 2.2 (this is a requirement in the definition of Whitney stratified
spaces). Since K is compact, µ−1(0)/K satisfies the local condition, so the only thing left to show is the
frontier condition. This will be achieved by the local model of Proposition 4.3, so we first need to discuss
how the frontier condition can be inferred locally.
Given a partitioned space (X,P) we will denote by P◦ the refinement of P obtained by decomposing
every stratum of P into its connected components. In particular, the orbit type partition of M///µ K
which we are considering is the refinement P◦ of P := {µ−1(0)(Kp)/K : p ∈ µ−1(0)}. Also, we will say
that a partitioned space (X,P) is conical at a stratum S ∈ P if S ⊆ T for all T ∈ P.
The following lemma provides a local criterion for partitioned spaces to satisfy the frontier condition.
Lemma 4.7. Let (X,P) be a partitioned space. Suppose that every point x ∈ X has a neighbourhood U
such that if S ∈ P is the stratum containing x, then S ∩ U is connected and (P|U )◦ is conical at S ∩ U .
Then, P◦ satisfies the frontier condition.
Proof. Let S, T ∈ P and let S = ⊔i Si, T = ⊔j Tj be their decompositions into connected components.
Suppose that Si0 ∩ Tj0 6= ∅ for some i0, j0. We want to show that Si0 ⊆ Tj0 . The set R := Si0 ∩ Tj0 is
closed in Si0 so it suffices to show that R is also open in Si0 . Let x ∈ R. Take a neighbourhood U of
x in X such that S ∩ U is connected and (P|U )◦ is conical at S ∩ U . We claim that Si0 ∩ U ⊆ R, or
equivalently, Si0 ∩ U ⊆ Tj0 . If T ∩ U =
⊔
k Ck is the decomposition of T ∩ U into connected components,
then, since (P|U )◦ is conical at S ∩U , we have S ∩U ⊆ Ck for all k. But the set of connected components
of T ∩ U is the union of the set of connected components of Tj ∩ U for all j, so there exists k0 such that
Ck0 ⊆ Tj0 ∩ U and hence Si0 ∩ U ⊆ S ∩ U ⊆ Ck0 ⊆ Tj0 . 
Proposition 4.8. The orbit type partition of M///µ K satisfies the frontier condition and hence is a
decomposition.
Proof. Let x ∈M///µ K, let V , H and B ⊆ V be as in Proposition 4.3, and let U = (H ·B) ∩ Φ−1V (0)//H.
We denote by [v] the image of a point v ∈ Φ−1V (0) in the GIT quotient Φ−1V (0)//H. Then, x has a
neighbourhood isomorphic to U as partitioned spaces, with an isomorphism sending x to [0]. Let P be
the orbit type partition of Φ−1V (0)//H and let S ∈ P be the piece containing [0]. By Lemma 4.7, it suffices
to show that S ∩ U is connected and (P|U )◦ is conical at S ∩ U . By Lemma 4.4, S = {[0]} × V H so
S ∩ U = {[0]} × (V H ∩B) is connected. To show that (P|U )◦ is conical at S ∩ U , let T ′ ∈ (P|U )◦. Then,
T ′ is a connected component of T ∩ U , where T := (Φ−1W (0)//H)(L) × V H for some L ⊆ H. We need to
show that S ∩ U ⊆ T ′. Let ([0], v) ∈ S ∩ U , where v ∈ V H ∩ B. Take any point ([w], u) of T ′, where
w ∈ (Φ−1W (0)ps)(L), u ∈ V H , and w + u ∈ H ·B. It suffices to find a continuous path γ : (0, 1]→ T ∩ U
such that γ(1) = ([w], u) and limt→0 γ(t) = ([0], v). Let h ∈ H be such that w + u ∈ h−1B. Then,
hw + u ∈ B. We also have v ∈ B, so there exists t0 > 0 small enough so that t0hw + v ∈ B and
hence t0w + v ∈ H · B. Now, ΦW (tw) = t2ΦW (w) = 0 and hence ([tw], v) ∈ T ∩ U for all t > 0 and
([tw], v)→ ([0], v) as t→ 0. Moreover, since B is convex, the straight line from t0w + v to w + u will stay
in (H ·B) ∩ ((Φ−1W (0)ps)(L) × V H) and hence ([t0w], v) and ([w], u) are in the same path component T ′ of
T ∩ U . 
4.7. Whitney conditions. We show that the orbit type partition of M///µ K is a complex Whitney
stratification with respect to OI and hence a stratification in the sense of Definition 2.4. Our proof is very
similar to that of Sjamaar–Lerman [33, §6]. Let us first recall the following result of Whitney.
Lemma 4.9 (Whitney [36, Lemma 19.3]). Let S and T be disjoint complex submanifolds of a complex
space X with S ⊆ T and dimS < dimT . There is a complex subspace A of S with dimA < dimS such
that T is regular over S −A. 
Corollary 4.10. Let X be a complex space and T ⊆ X a complex submanifold with dimT > 0. Then, T
is regular over {x} for all x ∈ T − T .
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Proof. Use Lemma 4.9 with S = {x}. (Remark: Whitney [36] defines a set A to have dimA < 0 if and
only if A = ∅, see page 500, lines 24–25 in that paper.) 
Lemma 4.11. Let X be a complex space and S, T ⊆ X disjoint complex submanifolds such that T is
regular over S. Then, for all n ≥ 0, T × Cn is regular over S × Cn in X × Cn.
Proof. This follows directly from the definition since T(s,z)(S × Cn) = TsS × Cn. 
Proposition 4.12. The orbit type partition of M///µ K is a complex Whitney stratification with respect
to OI. In particular, it is a stratification in the sense of Definition 2.4.
Proof. By Proposition 4.3, the problem reduces to checking Whitney conditions for the H-orbit type
partition of Φ−1V (0)//H at [0]. By §4.4, we have Φ−1V (0)//H = Φ−1W (0)//H × V H and by Lemma 4.11 it
suffices to check Whitney condition for Φ−1W (0)//H at [0]. But the piece containing [0] is the singleton
{[0]}, so this follows from Corollary 4.10. 
4.8. Poisson structure. We show that there is a natural Poisson bracket on OI making M///µ K a
stratified symplectic space as in Sjamaar–Lerman’s work (§2.3) but in a complex analytic sense:
Definition 4.13. A stratified complex-symplectic space is a complex space (X,OX) with a complex
Whitney stratification P , a complex-symplectic structure on each stratum, and a sheaf of Poisson brackets
on OX such that the embeddings S ↪→ X for S ∈ P are holomorphic Poisson maps.
The definition of the Poisson bracket on OI is as follows. Let U ⊆M///µK be open, let f, g ∈ OI(U) and
let x ∈ U . To define {f, g}(x), let S ⊆M///µK be the orbit type stratum containing x and let (gS , IS , JS ,KS)
be its hyperka¨hler structure. Then, (ωS)C := ωJS + iωKS is a complex-symplectic form on (S, IS). By
Proposition 4.6, the restrictions f |S∩U , g|S∩U are IS-holomorphic and hence we can take their Poisson
bracket {f |S∩U , g|S∩U} : S ∩ U → C with respect to (ωS)C and define {f, g}(x) := {f |S∩U , g|S∩U}(x).
This defines a function {f, g} : U → C pointwise and the goal is to show that it is holomorphic, i.e.
{f, g} ∈ OI(U).
In what follows, we identify S with a G-orbit type stratum in µ−1C (0)
µR-ss//G, i.e. S is a connected
component of (µ−1C (0)
µR-ss//G)(H) for some reductive subgroup H ⊆ G. By definition of the G-orbit type
partition, the map (µ−1C (0)
µR-ps)(H) → (µ−1C (0)µR-ss//G)(H) is surjective (note that on the left-hand side
we use polystable points), so S is the image under the quotient map µ−1C (0)
µR-ss → µ−1C (0)µR-ss//G of an
open subset Z of (µ−1C (0)
µR-ps)(H).
Lemma 4.14. The set Z is a complex submanifold of M , the map pi : Z → S is a holomorphic submersion,
and pi∗(ωS)C = i∗ωC where i : Z ↪→M .
Proof. By Theorem 3.3, the embedding of Z in M is locally biholomorphic to the embedding of G/H×V H
in G ×H (h◦ × V ) and pi is locally biholomorphic to the projection G/H × V H → V H . This proves
the first and second assertions. For the third assertion, we first note that since the pull back of the
symplectic forms ωIS , ωJS , ωKS on µ
−1(0)(H) are the restriction of the symplectic forms ωI, ωJ, ωK on
M , we have j∗(pi∗(ωS)C) = j∗(i∗ωC) where j : µ−1(0)(H) ↪→ Z. Since j descends to a diffeomorphism
µ−1(0)(H)/K → (µ−1C (0)µR-ss//G)(H) we get that for all p ∈ µ−1(0)(H), TpZ = Tpµ−1(0)(H) + Tp(G · p).
Hence, the result follows by the same argument as in the proof of Proposition 2.21. 
Lemma 4.15. Let f : U → C be a holomorphic G-invariant function on an open set U ⊆M , and let Ξf
be the holomorphic vector field on U dual to df under ωC. Then, Ξf is tangent to Z, i.e. Ξf (p) ∈ TpZ for
all p ∈ Z ∩ U .
Proof. Let m = h⊥ as in §3.1. By the local normal form we may assume that M = G ×H (m∗ × V ),
p = [1, 0, 0] and Z = G/H × V H . By Lemma 3.12, TpM = m × m∗ × V , Z = m × 0 × V H , and
Tp(G · p) = m× 0× 0. Let (X, ξ, v) := Ξf (p) ∈ m×m∗ × V . Then,
dfp(Y, η, w) = η(X)− ξ(Y ) + ωC(v, w)
for all (Y, η, w) ∈ m × m∗ × V . Since f is G-invariant, we have dfp(m × 0 × 0) = 0, so ξ = 0. Also,
G-equivariance implies that for all w ∈ V and h ∈ H we have dfp(0, 0, h ·w) = dfp(0, 0, w), so ωC(v, h ·w) =
ωC(v, w). Since ωC is H-invariant, this implies ωC(h−1v − v, w) = 0 for all w ∈ V and h ∈ H, so v ∈ V H .
Thus, Ξf (p) = (Y, 0, v) ∈ m× 0× V H = TpZ. 
Lemma 4.16. For all open set U ⊆M///µ K and f, g ∈ OI(U), we have {f, g} ∈ OI(U).
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Proof. We identify M///µ K with µ
−1
C (0)
µR-ss//G. Let Π : µ−1C (0)
µR-ss → µ−1C (0)µR-ss//G be the quotient
map. Then, {f, g} ∈ OI(U) if and only if the pullback Π∗{f, g} : Π−1(U) → C is holomorphic. This
is a local statement, so we may assume that Π−1(U) = µ−1C (0)
µR-ss ∩ U ′ for some G-invariant open set
U ′ ⊆MµR-ss such that Π∗f and Π∗g extend to holomorphic G-invariant functions fˆ , gˆ : U ′ → C. Then, it
suffices to show that Π∗{f, g} = {fˆ , gˆ}|Π−1(U). Since fˆ , gˆ and ωC are G-invariant, so is {fˆ , gˆ}. Thus, it
suffices to show that Π∗{f, g}(p) = {fˆ , gˆ}(p) for every polystable point p ∈ Π−1(U) ∩ µ−1C (0)µR-ps. We
have p ∈ Z for some Z as above. Let S = Π(Z), pi = Π|Z : Z → S and i : Z →M , as before. Then, we
have dpi(Ξfˆ (p)) = Ξf (pi(p)), where Ξf is the Hamiltonian vector field of f on U ∩ S, since for all v ∈ TpZ,
(ωS)C(dpi(Ξfˆ (p)), dpi(v)) = ωC(Ξfˆ (p), v) = dfˆp(v) = dfpi(p)(dpi(v)) = (ωS)C(Ξf (pi(p)), dpi(v)).
Thus,
{f, g}(Π(p)) := ηC(Ξf (pi(p)),Ξf (pi(p))) = ηC(dpi(Ξfˆ (p)), dpi(Ξfˆ (p))) = ωC(Ξfˆ (p),Ξgˆ(p)) = {fˆ , gˆ}(p).
So Π∗{f, g} = {fˆ , gˆ}|Π−1(U) and hence {f, g} ∈ OI(U). 
It is clear from its construction that the Poisson bracket is uniquely determined by the property that
the inclusions of the strata are Poisson maps. Thus, we have:
Proposition 4.17. There is a unique Poisson bracket on OI such that for every S ⊆M///µK in the orbit
type partition, the inclusion S ↪→M///µ K is a Poisson map with respect to (ωS)C = ωJS + iωKS . Thus,
(M///µ K,OI) is a stratified complex-symplectic space. 
4.9. Local model. Let H be a complex reductive group and H → Sp(V, ωC) a complex-symplectic
representation. Then, as explained in §4.2, we can view the affine GIT quotient V0 := Φ−1V (0)//H as
a hyperka¨hler quotient. Hence, if OV0 denotes the underlying complex analytic structure of V0, then
(V0,OV0) together with the H-orbit type partition is a stratified complex-symplectic space. In particular,
there is a canonical Poisson bracket on OV0 (which does not depend on the choice of quaternionic structure,
as can be seen from its construction). Moreover, OV0(V0) contains C[Φ−1V (0)]G and it is easy to see from
the proof of Proposition 4.16 that this Poisson bracket restricts to the usual one on C[Φ−1V (0)]G. Recall
from Proposition 4.3 that Φ−1V (0)//H provides a local model for the complex structure of M///µ K. Here
we show that Φ−1V (0)//H is also a local model for the Poisson structure.
Proposition 4.18. Let x ∈ M///µ K. Let p ∈ µ−1(0) be a point above x, let H = Gp, let V be the
complex symplectic slice at p, and let ΦV : V → h∗ the complex-moment map. Then, H is a complex
reductive group and x has a neighbourhood which is isomorphic as a stratified complex-symplectic space to
a neighbourhood of [0] in Φ−1V (0)//H.
Proof. By Proposition 4.3, all it remains to check is that the biholomorphism U → U ′ respects the Poisson
brackets. Let ηC be the complex-symplectic form on the local model E = G×H (h◦ × V ) and νC : E → g∗
the complex moment map. Since the hyperka¨hler local normal form for (M,K, µ) is an isomorphism of
complex-symplectic manifolds, we only need to show that the isomorphism ν−1C (0)//G = Φ
−1
V (0)//H of
affine varieties (see proof of Proposition 4.3) respects the Poisson brackets. This follows from the fact that
V is a complex-symplectic submanifold of E via the embedding ι : V ↪→ G×H (h◦ × V ), v 7→ [1, 0, v] and
that the isomorphism in question descends from this map. 
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