interesting, albeit not new, observations are also made: some of the new tests are more robust to the large number of parameters in a model and may thus perform well; on the other hand, even for a purely epistatic genetic model, some of the tests applied to a logistic main-effects model without any interaction terms may be superior to that based on a full model that explicitly accounts for gene-gene interactions.
Introduction
Genotyping a large number of single nucleotide polymorphisms (SNPs) has made it possible to detect genetic variants associated with human diseases and other complex traits. Even if a disease-causing genetic variant is not genotyped, due to linkage disequilibrium (LD), its nearby SNPs may still be associated with the disease. Most existing statistical methods of detecting genetic association focus on analyzing SNPs one-by-one or testing multiple SNPs inside a candidate gene region [Clayton et al., 2004; Roeder et al., 2005] while ignoring other genes or environmental factors. However, it has been recognized that such an approach may not be optimal in the presence of gene-gene or gene-environment interactions, which are expected to be commonly present [e.g., Moore, 2003;  Key Words Epistasis ؒ Genome-wide association study ؒ Logistic regression ؒ Main-effects model ؒ Score test ؒ SNP ؒ Sum of squared score tests Abstract Background: While its importance is well recognized, it remains challenging to test genetic association in the presence of gene-gene (or gene-environment) interactions. A major technical difficulty lies in the fact that a general model of gene-gene interactions calls for the use of often a large number of parameters, leading to possibly reduced statistical power. An emerging theme of some recent work is to reduce the number of such parameters through dimension reduction. Wang et al. [2009] proposed such an approach based on the partial least squares (PLS) for dimension reduction. They compared their method with several others using simulated data, establishing that their PLS test performed best. Unfortunately, Wang et al. did not include in their evaluations several powerful tests just recently discovered for analyzing multiple SNPs in a candidate gene or region. Methods: In this paper, we first extend these tests to the current context to detect gene-gene interactions in the presence of nuisance parameters, then compare these tests with the PLS test using the simulated data of Wang et al. [2009] . Results: It is confirmed that some other tests can be more powerful than the PLS test, though there is no uniform winner. Some Millstein et al., 2006; Zhao et al., 2006; Zheng et al., 2006; Zhang and Liu, 2007; Lo et al., 2008; Kooperberg and LeBlanc, 2008, and references therein] . Some of the existing studies aim to detect only interactions either by significance testing [e.g. Kooperberg and LeBlanc, 2008] or data mining [reviewed by Musani et al., 2007] , which differs from the goal here to conduct significance testing to detect either main-or epistatic-effects of a gene of primary interest in the presence of its interaction with other genes or environmental factors. With multiple SNPs genotyped inside each gene region, there is a technical difficulty in dealing with gene-gene or gene-environment interactions: to model interactions in a general way often induces a large number of parameters. For example, suppose that there are k g SNPs in candidate gene g for g = 1 or 2, and we assume an additive main effect and additiveadditive epistasis, then there are in total k 1 k 2 two-way interaction terms between the two genes, in contrast to only k 1 and k 2 main effects of the two genes, respectively. In general, there may be high cost associated with estimating or testing on a large number of parameters: the resulting test may lose power due to a large number of degrees of freedom (DF) (or multiple testing adjustment). Hence, recent work in this area aims to increase the statistical efficiency or reduce the model complexity by exploring gene-gene or gene-environment independence [Piegorsch et al., 1994; Chatterjee and Carroll, 2005; Mukherjee and Chatterjee, 2008] , by restricting the parameter space [Wang, 2008; Song and Nicolae, 2008] , or more directly, by reducing the number of parameters for interaction terms while accounting for interactions to some extent. Chatterjee et al. [2006] proposed a latent model to reduce the extra number of parameters for multiple interactions to only one in a logistic regression model; their method is related to Tukey's 1-DF test. Wang et al. [2009] proposed a new dimension-reduction method based on the partial least squares (PLS) to reduce the number of interaction terms to only one. Using simulated data, Wang et al. showed that their PLS test was more powerful than that of Chatterjee et al. [2006] and the multivariate score (or Wald or likelihood-ratio) test based on either a maineffects or a full logistic regression model with all two-way interactions. Unfortunately, they did not compare their method with some recently emerging tests shown to be powerful in LD mapping with multiple SNPs in a gene region [Pan, 2009] , namely an empirical Bayes test [Goeman et al., 2006] and its closely related sum of squared score (SSU and SSUw) tests, and a so-called minP test that combines single-locus tests by taking the minimum of their p values. Because the SSU and SSUw tests perform similarly to the Goeman's test, while the former two, with their known asymptotic null distributions, do not require the use of permutations or simulations to calculate p values [Pan, 2009] , we will focus on the former two tests, along with the minP test. From a technical point, since the SSU and SSUw tests have not been applied to the situation in the presence of some nuisance parameters under the null hypothesis, corresponding to the main-effects of gene two or of environments in the current context, we extend their use here. From a more practical point, we wish to investigate the robustness of such tests to larger numbers of parameters for interaction terms than that in main-effects models as previously used.
There are two main arguments for developing new methods to deal with gene-gene interactions. First, by ignoring gene-gene interactions such as in a main-effects logistic regression model, a test focuses on the marginal effects of the gene of interest (say gene 1) and may have low power if the marginal effects do not exist or are weak. Second, if one takes account of gene-gene interactions by including many interaction terms in a regression model, because of the large number of interaction terms, a resulting test with large DF may lose power. Although the above two arguments are intuitively reasonable, as to be shown here, they may not always hold, depending on which test is to be applied. Here is a sketch of our arguments. First, we will show that a score statistic for main-effects (with uncentered genotype scores) can indirectly test on interaction effects, and similarly, a score statistic for interactions may also indirectly contribute to testing on the main-effects. Hence, as to be verified in our numerical examples, even for a purely epistatic genetic model, some tests based on a main-effects model containing no interaction terms may turn out to be more powerful than those aiming to explicitly account for the presence of gene-gene interactions, such as the PLS test. Second, although a large model containing too many nuisance parameters in general leads to reduced power, some tests, such as the SSU and SSUw tests, are more robust to the large number of parameters; in fact, the above two tests can be motivated as an empirical Bayes approach to testing in a high-dimensional parameter space [Goeman et al., 2006; Pan, 2009 ]. We will show that the above two tests based on an expanded regression model with a large number of interaction terms could be more powerful than those based on dimension reduction, such as the PLS test, though there is no uniform winner. 
Methods

Data and Models
To be concrete, we only consider the case-control study design with a binary trait and some marker genotypes in two candidate genes. The question of interest is whether a gene of primary interest, say gene 1, is associated with the trait. Although gene 2 (or an environmental factor) is of no direct interest, we may need to account for its possible effects (as nuisance parameters).
For any subject i = 1, ..., m , the trait or response is Y i = 0 or 1, and the marker SNPs in the two genes are coded as X i 1 = ( X i 1,1 , ..., X i 1, k 1 ) and X i 2 = ( X i 2,1 , ..., X i 2, k 2 ) , respectively. In this article, we consider only the dosage coding of genotypes based on an additive inheritance mode: the genotype score X ig , j = 0, 1 or 2, representing the copy number of one of the two alleles present at locus j of gene g of subject i , though other coding schemes can be equally used.
Given the data for m independent subjects, we would like to test whether there is any association between the trait and gene 1 in the possible presence of interactions between gene 1 and gene 2. For this purpose, a full two-way interaction (Full) logistic regression model can be considered:
and we would like to test the null hypothesis H 0,1 :
Throughout this article, we refer to ␤ 1 as maineffects and ␤ 12 as interacting-or epistatic-effects. Note that ␤ 2 is a vector of nuisance parameter: although ␤ 2 is of no direct interest, we need to estimate ␤ 2 even under H 0,1 to draw inference on ␤ 1 and ␤ 12 . The goal here is to detect any effect of the gene of primary interest, either marginal or epistatic, which differs from that of detecting only interacting effects (i.e. with a null hypothesis ␤ 12 = 0) as discussed by Kooperberg and LeBlanc [2008] . A possible drawback of the above Full model is the large number of the interaction parameters ␤ 12 that need to be estimated (or tested on). Alternatively, we can consider a simpler main-effects (Main) logistic regression model: Logit Pr 1 .
Chatterjee et al. [2006] proposed using Tukey's 1-DF model with Wang et al. [2009] indicated that, among the three approaches, the PLS method was the winner. 
Statistical Tests
is the vector of covariates for subject i To test H 0,1 , we use the score vector [Cox and Hinkley, 1974] . Note that, with the presence of nuisance parameter ␤ 2 , we cannot use a formula similar to V f to directly estimate Cov (
and construct the test statistic
r with degrees of freedom r = rank ( V ␤ 1 , ␤ 12 ), typically r = k 1 + k 1 k 2 . A potential problem with the test is that, for a large k 1 k 2 , the test can be low-powered because of the cost of the large DF.
Similarly, to test H 0,2 , we use the score vector U ␤ 1 , the first k 1 components of U f ; the covariance matrix of U ␤ 1 is V ␤ 1 , the upperleft submatrix of V ␤ 1 , ␤ 12 with size k 1 ! k 1 . The test statistic is 
where Diag( M ) denotes a diagonal matrix with the diagonal ele-
That is, T F -minP is the maximum of the individual standardized score statistics U 2 j / j . Equivalently, we could first obtain a p value, say p j , by referring U 2 j / j to 2 1 , then take p = min j { p j }; however, p is no longer a p value, and some multiple test adjustment has to be made.
Similarly, to test H 0,2 , we use
. A multiple test adjustment based on either permutation or the Bonferroni method is commonly used. Because the Bonferroni adjustment is known to be conservative, it is more common to use a permutation method by permuting Y , which, however, is computationally demanding for its requirement of fitting models (or re-calculating test statistics) repeatedly. Here we propose using simulations to estimate the null distribution [Seaman and Muller-Myhsok, 2005] . First, we note that each of the two minP tests is based on a component of or the whole score vector U ␤ 1 , ␤ 12 . Second, because the asymptotic null distribution of U ␤ 1 , ␤ 12 is known to be
-minP . Third, the p values for the two tests are simply
, minP ] / B , respectively. We used B = 1,000 throughout.
Sum of Squared Score Tests: SSU and SSUw
To test H 0,1 with the Full model, in contrast to the usual multivariate score test with statistic 
Hence, T F -SSUw is simply the sum of the locus-specific univariate score statistics, in contrast to T F -minP as the maximum of the univariate score statistics. The SSUw test can be interpreted as an estimated most powerful test [Pan, 2009] , which also partially explains the good performance of SSU. Often the SSU and SSUw perform similarly, but not always.
Asymptotically, each of the two test statistics is a quadratic form of Normal variates,
, respectively. It is well known [e.g., Johnson and Kotz, 1970, p 150] that the distribution of Q is a weighted sum of k independent chi-squared variates with DF = 1, ⌺ 
To calculate a p value, for example for the SSU test,
. Similarly, we can construct the SSU and SSUw tests for H 0,2 for the main-effects model (2): 
Effects of Linear Transformation of SNP Codings
It is known that the multivariate score test is invariant to linear transformation of predictors; in fact, it is the uniformly most powerful invariant test. In contrast, the SSU, SSUw and minP tests do not possess this invariance property, which implies that the power of the tests may increase or decrease depending on what linear transformation is taken on the SNP codings. Here we illustrate this point with a simple transformation: we center each coded SNP at sample mean 0; that is, we replace X ig , j by its centered
and we would like to test the null hypothesis H * 0,1 : ␤ * 1 = ( ␤ * 1 ,1 , ␤ * 1 ,2 , ..., ␤ * 1 , k 1 ) = 0 and ␤ * 1 2 = ( ␤ * 1 2,11 , ..., ␤ * 1 2, k 1 k 2 ) = 0 versus H * 1,1 : ␤ * 1 0 0 or ␤ * 1 2 0 0. The resulting new score statistic is obtained by replacing X i by the corresponding X * i in (4): It is clear that, due to the fact that U * ␤ 12 0 U ␤ 12 while U * ␤ 1 = U ␤ 1 , any of T F -SSU , T F -SSUw and T F -minP will change accordingly, while their counterparts for the main-effects model will not. In addition, because U * f is just a linear transformation of U f , it is easy to see that the multivariate score test statistic will not change.
It is easy to verify that ␤ * 1, j = ␤ 1, j + ⌺ l k 2 = 1 X -2, l ␤ 12, jl and ␤ * 1 2, jl = ␤ 12, jl . If the SNPs in the two regions are unlinked, then the predictors in (5) are uncorrelated, and thus, as for the linear model [e.g., Tang and Siegmund, 2002] , the maximum likelihood estimates (MLEs) for the main-effects and interactions, ␤ ˆ * 1 and ␤ ˆ * 1 2 , are asymptotically independent; that is, based on the multivariate score test (or its asymptotically equivalent Wald test or LRT), testing the main-effects ␤ * 1 has nothing to do with the interaction effects ␤ * 1 2 , and vice versa. A special case is that, even if ␤ 1 0 0 and ␤ 12 0 0, it is possible, though not very likely, that ␤ * 1 is 0 or quite small, leading to vanishing power in testing on the marginal effects ␤ * 1 . On the other hand, because of the relation between ␤ * 1 , j and ␤ * 1 2, jl , the power of testing ␤ 1, j in (4) with the score vector U ␤ 1 does depend on ␤ 12 , as to be verified in our numerical examples. Similarly, the power of testing ␤ 12 with U ␤ 12 depends on the value of ␤ 1 . In summary, in the original scale of uncentered genotype scores, testing the main-effects and testing the epistatic effects are related.
Simulations
Simulation Set-Ups
We performed a simulation study following the setups given in Wang et al. [2009] with k 1 = k 2 = 6 marker SNPs in each gene. Only one disease-causing SNP u g was assumed for each gene; u g was assumed to be at the first position, followed by k = 6 marker SNPs in gene g . First, independently for each gene, we generated a latent vector from a multivariate normal distribution with a so-called AR-1-flip correlation structure; that is, the correlation between the two latent variables at loci i and j was ͉ ij ͉ = 0 ͉ i -j ͉ with a sign randomly determined to be either positive or negative with an equal probability; if the resulting covariance matrix was positive definite, we kept and used it; otherwise it was discarded. Second, the latent vector was dichotomized element-wise to yield a haplotype with minor allele frequencies (MAFs) randomly between 0.1 and 0.4, while the MAFs for the two diseasecausing SNPs, say MAF1 and MAF2, were fixed at 0.1 or 0.2. Specifically, suppose L = ( L 0 , L 1 , ..., L 6 ) was such a simulated continuous latent vector for gene 1 with L j for locus j ; for any 0 ^ j ^ 6, if the MAF at locus j is f j , then the allele at locus j is a j = I ( L j ! ⌽ -1 ( f j )), where I () is the indicator function, and ⌽ is the cumulative distribution function (CDF) for a standard Normal variate. Third, we combined two independently generated haplotypes to obtain a vector of marker genotypes X i as the number of the minor alleles for subject i . Fourth, the disease status Y i of subject i was generated from a logistic regression model:
where I i , u 1 and I i , u 2 were binary indicators of the presence of the minor alleles in the two disease-causing SNPs for subject i . Note that the dominant mode of inheritance (MOI) for each causal SNP was assumed throughout in the above model (6), differing from the additive MOI for other marker SNPs used to infer disease association as implied by the dosage coding in the working models (1)-(3). We used 0 = -4, and various values of other parameters as in Wang et al. [2009] . Finally, following the case-control design, we sampled n cases (with Y i = 1) and n controls (with Y i = 0). We excluded the two diseasecausing SNPs, supplying only {( Y i , X i ): i = 1,2, ..., 2 n } as a dataset to various statistical tests; each dataset contained n = 400 cases and n = 400 controls. For each set-up, we simulated 10,000 datasets for null models, or 1,000 datasets for non-null models, to obtain an empirical size or power for each test, which was defined as the proportion of incorrectly or correctly rejecting the null hypothesis. In particular, the Monte Carlo standard error of a Type I error estimate around 0.05 is ͱ 0.05 (1 -0.05)/10,000 = 0.002, while that of an empirical power p is ͱ p (1 -p )/1,000 ^ 0.016. The main reason to use the latent variables for haplotypes is to (indirectly) generate some complex LD patterns of genotypes. By varying 0 for the continuous latent variables, we obtained varying LD strengths from strong to weak as used in Wang et al. [2009] . Specially, we considered four simulation cases: Case I with 0 = 0.95, MAF1 = 0.2 and MAF2 = 0.1; Case II with 0 = 0.95, MAF1 = 0.1 and MAF2 = 0.1; Case III with 0 = 0.8, MAF1 = 0.2 and MAF2 = 0.1, and Case IV with 0 = 0.6, MAF1 = 0.2 and MAF2 = 0.1. The LD patterns for the seven SNPs (with the first one as disease-causing) in Case I were measured by r from 10,000 sets of simulated genotype scores as: For each simulation case, we considered several models, each with several sets of parameter values, and we averaged the powers of each test over these sets. For the null model, we used 1 = 12 = 0 but 2 = 0 or 2. We considered three types of non-null models: (i) multiplicative (relative risk) models as discussed by Chatterjee et al. [2006] with various 1 = 2 1 0 and 12 = 0; (ii) epistatic models with 1 = 2 = 0 and various 12 1 0; (iii) crossover models with 1 = -0.5, 2 = 0 and various 12 . Table 1 shows marginal and conditional disease probabilities for Case I with two sets of parameters (the smallest and the largest parameters) used for each model. Note that the relatively small marginal probabilities of disease were due to the use of the small 0 = -4 in the disease model (6), leading to a small background disease probability of 0.018 for subjects without any disease-causing mutations. If we use 0 = -2, the background disease probability will be 0.119 and the marginal probabilities of disease will range from about 0.1 to 0.2 for the various models in table 1 . As expected, the change of the intercept term 0 would have small effects on the power of any test on other parameters in model (6); that is, the conclusions drawn from our simulated data should be applicable to the case with a higher disease probability.
Note that the causal SNPs were used only to generate the disease status, but were not available from the observed data for hypothesis testing. With MAF1 = 0.2 and MAF2 = 0.1, the probabilities of (I u1 , I u2 ) = (0,0), (1,0), (0,1) and (1,1) are 0.5184, 0.2916, 0.1216 and 0.0684, respectively. 
Simulation Results
Type I Error Rate For the null models, in which no genetic variants in gene 1 were associated with the disease while those in gene 2 might or might not, all the tests except the PLS test seemed to maintain a correct test size: their Type I error rates were close to the nominal significance level at 0.05 ( table 2 ) . Although the test size of the PLS test was close to 0.05, it tended to be larger than the nominal level with its 95% confidence interval sometimes not covering 0.05.
The slightly inflated Type I error rate of the PLS test could be due to the double use of the traits Y in both constructing and then testing the PLS component.
Power
We first consider Case I with strong correlations among the SNPs within the same gene ( fig. 1 a) . With a multiplicative genetic model, the M-SSU (SSU test with the main-effects model (2), and similarly for others), MSSUw and M-minP tests performed similarly and were (1), and similarly for others) and F-SSUw tests with only slightly lower power. Next came in descending order the F-minP, M-score and PLS tests; the F-score was the obvious loser with much lower power. We note the minimal power difference between the M-SSU (or MSSUw) and F-SSU (or F-SSUw) tests in spite of the much larger numbers of parameters tested in the Full model than that in the main-effects model (i.e. 42 vs. 6), highlighting the robustness of the SSU and SSUw tests to the large number of parameters. In contrast, there was an absolute power difference around 5% between the M-minP and F-minP tests, while the difference was dramatic for the score test with the power of F-score being only a half of that of M-score. As noted by Wang et al. [2009] , the power difference between the PLS and M-score tests was minor, presumably due to only one extra DF in the former. However, if we compare the PLS test with the M-SSU, M-SSUw and M-minP tests, the power loss of the PLS was substantial.
When the underlying genetic model is purely epistatic, the F-minP was the winner, closely followed by F-SSUw, F-SSU and PLS, then by F-SSU, M-SSU and M-SSUw. Next came M-minP, then M-score, and finally F-score. In this situation, it is clear that either score test was low powered, but surprisingly, using the main-effects model with the M-SSU, M-SSUw and M-minP tests did not lose much power; in fact, they performed similarly to the PLS test. A possible reason is that, although there were no main effects of the causal SNPs with 1 = 2 = 0, due to the correlations between the genotypes X 1 in gene 1 and the twoway interactions X 12 , the score statistic U ␤ 1 measuring correlations between Y and X 1 might still carry information about association between Y and X 12 (see Effects of Linear Transfromation of SNP Codings for more discussions). The above argument also offers an alternative explanation to the competitiveness of the M-score test as compared to the Tukey's 1-DF method and the PC method that explicitly account for interactions, as noted by Wang et al. [2009] .
When the underlying genetic model is a cross-over model, the F-minP test was the winner, closely followed by the PLS test. The F-SSUw test came up next, followed by F-SSU, then by M-SSU, M-SSUw and M-minP tests. The least powerful were clearly the F-score and M-score tests, and between the two, the F-score test was better than M-score.
If we reduced the MAF of the causal SNP in gene 1 from 0.2 to 0.1 while keeping other parameters the same, the relative performance of the methods hardly changed ( fig. 1 b) . In particular, for both the epistatic and crossover models, the F-minP test was a clear winner over the PLS and the other tests.
Next we consider Case III with weaker correlations among the SNPs with 0 = 0.8 and the causal SNPs' MAF1 = 0.2 and MAF2 = 0.1 ( fig. 1 c) . In overall, the M-SSU and M-SSUw were clear winners across all the underlying genetic models. Specifically, first, when the underlying genetic model is multiplicative, again the M-SSU and M-SSUw tests performed similarly and were best, then closely followed by F-SSU, F-SSUw and MminP, and then by F-minP, PLS and M-score. The F-score test was again the worst with much reduced power as compared to others. Second, when the underlying genetic model is a purely epistatic model, differing from that in figure 1 a, the M-SSU and M-SSUw tests (based on the main-effects model) were two surprising winners, closely followed by F-SSU, F-SSUw and M-minP, then in descending order by F-minP, PLS, and M-score tests. Again the F-score performed much worse. Third, when the underlying genetic model is a cross-over model, the M-SSU, M-SSUw, F-SSU, F-SSUw, M-minP and PLS tests performed similarly with much higher power than the Mscore and F-score tests, and the M-score test was much better than the F-score test.
When the correlation strengths among the SNPs within the same gene were further reduced to 0 = 0.6 ( fig. 1 d) , again the M-SSUw and M-score tests were winners, but the PLS test could work equally or almost equally well, closely followed by M-minP, M-SSU, F-SSU and F-SSUw, then by F-minP. The F-score test consistently had lowest power.
Effects of Centering Genotypic Codings
It might be surprising that the F-SSU, F-SSUw and FminP tests are not invariant to a linear transformation of the predictors (i.e. SNP codings). For example, compared with using the original uncentered SNP codings, the power of the F-SSU, F-SSUw and F-minP tests with centered SNPs may decrease or increase, whereas the other tests' power remains the same; the power differences for Case I are shown in figure 2 . When the underlying genetic model was a multiplicative model, the power of F-SSU and FminP was much reduced, while that of F-SSU was the lowest, about the same as that of F-score. The reason is that, after centering the genotype scores, the interaction terms were no longer correlated with the main-effects terms; that is, the score statistic for the interactions did not carry any information about the main effects. For the case that the underlying genetic model was purely epistatic, the power of F-SSU slightly increased, while that of F-SSUw and F-minP substantially decreased. For the case with a cross-over genetic model, centering the genotypic codings greatly improved the power of F-SSU, slightly increased the power of F-SSUw, but decreased the power of F-minP. For the last two cases, as a result, the F-SSU test replaced F-minP as the most powerful test.
Example
Amyotrophic lateral sclerosis (ALS) is a fatal neurodegenerative disease leading to paralysis and death, typically within 3-5 years from onset. Despite evidence for a role for genetics, no common genetic variants are known to link to sporadic ALS. Schymick et al. [2007] conducted a genome-wide association study to identify genetic variants predisposing to developing ALS in a cohort of 276 American sporadic cases and 268 neurologically normal controls. The original study assayed 555,352 unique SNPs for each subject. By testing on each individual SNP separately, Schymick et al. [2007] identified a list of 34 most significant SNPs, though none of them was statistically significant after a genome-wide multiple test adjustment.
Here, for illustration, we considered the top two of the 34 SNPs, rs4363506 and rs16984239 in the intergenic region on chromosomes 10q26.13 and 2p24, respectively. We extracted 10 neighboring SNPs upstream and another 10 downstream either rs4363506 or rs16984239, then applied the default LD blocking algorithm implemented in Haploview (v4.1) [Barrett et al., 2005] to each of the two 21-SNP sets for the control group. Three SNPs were included in the LD block for SNP rs4363506, while 16 were included for SNP rs16984239; see figure 3 for their LD plots. The MAFs of the 3 SNPs in the first LD block were 0.328, 0.425 and 0.103, whereas the MAFs for the 16 SNPs in the second LD block ranged from 0.009 to 0.482 with the three quartiles as 0.136, 0.257 and 0.381, respectively. As for any multilocus analysis, we had to choose an SNP block to analyze in a region of interest. The goal was to strike a balance between including as many informative SNPs as possible and controlling for inflated DFs. Here we chose an LD block as often used in haplotype analysis, though it is not clear how to do so optimally; other strategies, such as using sliding-windows with various window sizes [e.g. Guo et al., 2009, and references therein] , may be adopted, though issues in high computational demand and multiple-test adjustments have to be addressed.
We wish to test whether SNP rs4363506 (or one of its nearby SNPs, either genotyped or ungenotyped) is associated with ALS, possibly considering its interactions with rs16984239 or its neighboring SNPs. We applied the tests to the two LD blocks and their p values are shown in table 3 . For either minP test, the empirical p value from 1,000 permutation was 0.000, and thus we supplied with that based on more conservative Bonferroni adjustment. The general conclusion is that SNP rs4363506 seems to be associated with ALS based on either a main-effects or a full logistic regression model, though none would be statistically significant after a genome-wide multipletesting adjustment. It is noted that the p values from the SSU and SSUw tests based on the Full model were smaller than their counterparts from the main-effects model, and than that of the PLS test, suggesting possible power gain as demonstrated in simulations, but the differences were not large. Again the score test based on the full model had a much larger p value than that from the main-effects model, confirming its degraded performance with large models. For comparison, we also gave the results based on the two SNPs (i.e. without their neighboring SNPs in the blocks), which were less significant than that from the multilocus analysis, suggesting possible power loss by ignoring multiple SNPs in LD with the SNPs of interest. rs11018125  rs1931725  rs9651385  rs11018127  rs12776795  rs10765110  rs10765113  rs11018134  rs4363506  rs11018140  rs11018141  rs4622172  rs1931737  rs10830099  rs10830100  rs10765118  rs4751427  rs10830102  rs7090712 
Discussion
We offer a summary of our main results. First, if a marker SNP is strongly correlated with a causal variant (e.g., with 0 = 0.95 in simulations), even if the causal variant is not observed, the minP test is often most powerful. On the other hand, if the correlations between the marker SNPs and the causal variant is mild (e.g., with 0 = 0.8), the SSU and SSUw tests based on a main-effects model are the likely winners. Furthermore, if the correlations are weak (e.g., with 0 = 0.6), the SSUw and multivariate score tests based on a main-effects model may perform best. The above observations might be surprising, suggesting two major points: (1) The minP test, albeit sometimes called univariate [Pan, 2009] , is really multivariate because of its use of the max operator on multiple univariate test statistics to form a combined test statistic, whose null distribution takes account of the multivariate nature of the data. In this respect, the SSU and SSUw tests are similar. (2) Even if there are no or only weak main effects in an underlying genetic model, some tests constructed under a main-effects model, such as M-SSUw, may still be powerful; in some situations, they are even more powerful than those explicitly taking account of gene-gene interactions. Second, the power difference between SSU (or SSUw) based on a main-effects model and that based on a full model with interactions is often small, suggesting the robustness of the SSU and SSUw tests to the large number of parameters, which is in agreement to their performance in analyzing multiple SNPs in a candidate gene or region with a main-effects logistic model [Pan, 2009] . In contrast, the minP test is more sensitive to the number of parameters, though much better than the multivariate score test: there is always a dramatic power difference between the score test based on a maineffects model and that based on a full model, and the latter usually has the lowest power. Third, between the SSU and SSUw tests, they often perform similarly for intermediate to weak correlations among SNPs; however, the SSUw test may have higher power than the SSU test in the full model for highly correlated SNPs (e.g. with 0 = 0.95 in fig. 1 a, b) . Fourth, while the score test (and its asymptotically equivalent Wald test and LRT) is well known to be invariant to a linear transformation of predictors in a regression model, the minP, SSU and SSUw tests do not maintain this invariance property. This seeming disadvantage of the latter tests may turn out to be a positive: for example, centering the genotype codings might improve the power of the tests, as shown in our simulations. A remaining challenge is to characterize the relationship between the test power and a linear transformation. Wang et al. [2009] empirically demonstrated that the PLS test was more powerful than a Tukey 1-DF test [Chatterjee et al., 2006] and a PCA-based test. We used simulated data similar to that of Wang et al. [2009] to show that the SSU, SSUw or minP test could perform much better than the PLS test. Another important conclusion we draw is that, even for a purely epistatic genetic model, the SSU, SSUw or minP test based on a main-effects model could yield higher power than those based on a full model including interaction terms. This lends some support for the current practice of first detecting marginal effects, then interactions for genome-wide association studies [Marchini et al., 2005; Evan et al., 2006; Kooperberg and LeBlanc, 2008] , though of course it may not work in some situations. A theoretical reason is that, in addition to a much smaller number of parameters (or DF) in a main-effects model as compared to a full model with many interaction terms, the score statistic for main-effects can indirectly carry information about the presence of epistatic effects. We also note that the proposed methods can be applied to genome-wide association studies with or without imputed SNPs [Marchini et al., 2007; Servin and Stephens, 2007] . Finally, although we have focused on detecting gene-gene interactions, the proposed methods and conclusions can be similarly applied to detecting gene-environment interactions. In summary, due to the lack of uniformly most powerful test [Cox and Hinkley, 1974] , and in light of the generally good performance of the SSU, SSUw and minP tests, as for analyzing multiple SNPs in a candidate region, we recommend their routine use, along with the PLS and multivariate score tests, in regression models with or without interaction terms, as for detecting genetic association in the presence of gene-gene and gene-environment interactions for SNP data. R code will be posted on http://www.biostat.umn.edu/ ϳ weip, and will be available upon request.
