The successful application of impedance spectroscopy in daily practice requires accurate measurements for modeling complex physiological or electrochemical phenomena in a single frequency or several frequencies at different (or simultaneous) time instants. Nowadays, two approaches are possible for frequency domain impedance spectroscopy measurements: (1) using the classical technique of frequency sweep and (2) using (non-)periodic broadband signals, i.e. multisine excitations. Both techniques share the common problem of how to design the experimental conditions, e.g. the excitation power spectrum, in order to achieve accuracy of maximum impedance model parameters from the impedance data modeling process. The original contribution of this paper is the calculation and design of the D-optimal multisine excitation power spectrum for measuring impedance systems modeled as 2R-1C equivalent electrical circuits. The extension of the results presented for more complex impedance models is also discussed. The influence of the multisine power spectrum on the accuracy of the impedance model parameters is analyzed based on the Fisher information matrix. Furthermore, the optimal measuring frequency range is given based on the properties of the covariance matrix. Finally, simulations and experimental results are provided to validate the theoretical aspects presented.
Introduction
Nowadays, techniques based on electrical/electrochemical impedance spectroscopy (EIS) provide valuable information in a wide range of applications, i.e. from in/ex vivo tissue and organ characterization [1] [2] [3] [4] to the recording of information about biological events occurring at the biosensor electrode 4 Author to whom any correspondence should be addressed.
surfaces, inducing capacitance and resistance changes [5, 6] . The characterization of biological materials through EIS, known as electrical bio-impedance (EBI), provides relevant physiological information about the properties of biological materials as a function of the excitation frequency, which is related, at a macroscopic level, to the physiological states of tissues and, at a molecular level, to the cell size and shape, cell membrane state, cell concentration and intra-and extracellular compartments among others. In the electrochemical field, when a biological receptor binds to its counterpart attached to the surface of a biosensor, there is a change in the impedance of the system that enables direct measurement of an electrical signal [7] [8] [9] . To measure the impedance frequency response, most frequency domain approaches are based on commercial impedance analyzers implementing single impedance spectrum frequency measurements or on frequency sweep (using linear or logarithmic steps) [10] .
In order to reduce the measurement time, researchers have proposed methods without frequency scanning. An overview of signal design and applications for system identification can be found in [11] . First measurements of full impedance spectra were not made until approximately the 1970s, with the publication reported in [12] . Their approach was based on mixing ac waves of many different frequencies superimposed on a desired dc bias potential to an electrochemical system. The use of the random phase multisine signal was introduced by Creason et al and Schwall et al in [13, 14] , respectively. Around the same time, a maximum length binary sequence generator based on a shift register for characterizing RC circuits was presented in [15] . More recent applications can be found where multisine excitations [16] have been used in both electrochemical and EBI spectroscopy applications in [17] [18] [19] [20] [21] [22] and [23] [24] [25] , respectively. The steady-state [26] or non-stationary [27] impedance response is measured and its frequency response is usually estimated using the discrete Fourier transform.
The successful application of broadband impedance spectroscopy measurements in everyday practice relies on fast and accurate impedance measurements for the extraction of relevant parameters from the modeling process. However, this accuracy is compromised due to the short measuring time when measuring with broadband signals [28] . As shown in this paper, this loss can be mitigated by optimizing the excitation in the frequency domain. The advantages offered by using optimal input signals are as follows. A feature of the optimal experimental framework is that a priori information of the model is needed to be able to optimize the excitation. Fortunately, this knowledge can be easily obtained if a two-step process impedance measurement is performed. Firstly, measurements are carried out to obtain a general overview of the system and a preliminary model for describing the acquired data. This model is then used for improving the excitation time-frequency features in order to increase the impedance measurement accuracy for the second step of measurements. Nevertheless, optimal input signals can also create severe risks. Special care must be taken in those cases where the model considered for the excitation optimization framework does not exactly describe the reality. If so, exciting with the optimal excitation can be counterproductive since there exists the risk of losing information. To overcome these situations, a more robust design is required [29] [30] [31] [32] [33] .
The aim of this work is to design and analyze the D-optimal multisine excitation for broadband impedance spectroscopy measurements. The influence of the excitation power spectrum on the properties of the Fisher information matrix is investigated for 2R-1C impedance models. To succeed in this, the basics for the D-optimal input design are presented in section 2 and illustrated through an example in section 2.1. Once the reader is familiar with the theoretical concepts of the experiment design field, the D-optimal framework is applied to the study of a 2R-1C impedance model in section 3. The dependence of the D-criterion on the multisine frequencies and power amplitude spectrum is evaluated in sections 4.1 and 4.2 respectively. A variance analysis on the estimated impedance model parameters as a function of the multisine excitation frequencies is presented in section 4.3. Next, section 4.4 deals with the estimation of the impedance model parameters considering an output error framework when exciting with the D-optimal and a non-optimal random phase multisine. Section 5 shows the estimated impedance model parameters from data measured using a custom broadband impedance analyzer. Finally, the results obtained are discussed in section 6 and summarized in the form of conclusions in section 7.
Theoretical background revised
Consider an (impedance) system modeled by Z(s), where s is the complex argument (s = jω) and the Fisher information matrix M(ω) with respect to the model vector parameters θ is defined under the standard Gaussian noise condition as [34] [35] [36] 31 ]
where the superscript H denotes the conjugate transpose operator and ω the angular frequency. It can be shown that, according to the Cramér-Rao inequality, the parameter covariance matrix of every unbiased estimator is lower bounded by the inverse of the Fisher information matrix, i.e.
and that this bound is asymptotically achievable under mild conditions [31] . The reader should note that M(ω) is a matrix by definition. The Fisher information matrix, defined by (1), directly depends on the sensitivity of Z(jω; θ ) with respect to the vector θ . This makes sense, since the estimation procedure can be seen as an inverse problem, where the direct problem is as follows: given θ , generate data from Z(jω; θ ). Evidently, the larger ∂Z(jω, θ )/∂θ is (according to some scalar measure of ∂Z(jω, θ )/∂θ), the more different the data will look for different values of θ . This means that the larger ∂Z(jω, θ )/∂θ is, the easier it becomes to estimate the correct θ which generated the data, and this is reflected in a smaller variance of an (asymptotically efficient) estimate of θ . 
Example: first-order linear dynamic impedance system
This section illustrates the influence of the input sinewave excitation frequency ω on the variance of the impedance model parameters. Consider the modeling of a first-order linear dynamic impedance system given by
where θ = [a b] T are the parameters to be estimated. The system is excited with amplitude 1 at angular frequency ω. The parameters [a b] have to be estimated from noisy observations of the input-output Fourier coefficients. The noise is assumed to be independent and normally distributed, with zero mean and unit variance. Considering the impedance model given by (3) for the calculation of the Fisher information matrix defined by (1), namely
it can be found that the first and second diagonal Fisher information matrix elements M 11 (ω) and M 22 (ω) are
while the terms M 12 (ω) and M 21 (ω) are zero. Therefore, the matrix notation for the Fisher information matrix for N samples is
The Fisher information matrix M(ω) for the first-order linear dynamic system reflects the fact that, asymptotically in the number of samples N, asymptotically efficient estimates of a and b will be mutually independent (this follows from the diagonal structure of M(ω)). The estimation of b becomes increasing better/easier than that of a for larger ω. On the other hand, the common denominator increases like ω 4 , which dominates for large ω. This means that while the best estimates of a can be obtained by putting a constant signal (ω = 0), there is an optimal non-zero frequency ω * (ω * = a/b, obtained by differentiating M 22 with respect to ω 2 and setting it equal to zero), where M 22 stands for the second diagonal element of the Fisher information matrix. The reader should note, however, that a constant signal would not allow a consistent estimation of b due to the lack of sufficient persistence of excitation [37] , while a sinusoid of frequency ω * , which has an order of persistence of excitation equal to 2, would enable the consistent estimation of both a and b. In fact, the inverse of the Fisher information matrix is
The choice of the experimental angular frequency will depend on which parameter is considered to be the most important: as can be observed from figure 1 (left), for a alone ω would be the best.
It may also happen that we are interested in estimating with maximum accuracy all model parameters, this is, a and b. In such a case, the determinant of the covariance matrix (see (7) ) can be used to evaluate the joint accuracy of both impedance model parameters θ = = 0.57 rad s −1 . With this example, the reader must realize how important it is to choose the excitation frequencies: depending on the excitation frequencies, the impedance model parameters estimated will have greater or lower variance, directly affecting the quality of extraction of relevant information from the model for its subsequent interpretation. Section 3 focuses on studying the same concepts but for an impedance 2R-1C model.
Case study: 2R-1C impedance model
The previous section showed how important it is to carefully choose the excitation frequency in order to obtain accurate impedance model estimates. Let us now consider an impedance model Z(s) described by the following transfer function:
modeled as a zero-pole continuous time system. This assumption enables the system to be modeled as an electrical T depends on the application. In EBI applications, (8) is commonly written as a function of the equivalent electrical circuit parameters that model suspended living cells; these are R e , related to the impedance of the extracellular liquid, R i , the resistance related to the intracellular liquid, and C m , a capacitor that models the capacitance frequency behavior of the cell membrane [38] . This bio-impedance model corresponds to a series R i C m electrical circuit in parallel with the resistor R e (see figure 2 , top left). Since this is a simple impedance transfer function, there is just one possible solution relating the position of the impedance transfer function pole and zero (see (8) ) to the three equivalent electrical circuit parameters R e , R i and C m as follows: (9) and its frequency response is shown in figure 2 (top right) .
On the other hand, a series circuit bridge can be found from the same model given by (8) , which is frequently used to model skin tissue bio-impedances as well as to interpret electrochemical impedance spectra. The Randles circuit [39] shown in figure 2 (bottom left) is formed by an equivalent electrical circuit consisting of an active electrolyte resistance R s in series with the parallel combination of the double-layer capacitance C dl and an active charge transfer resistance R ct . In this case, the relation to the impedance model parameters defined in (8) is identified by
Because both electrical circuits are equivalent (they are defined by the same unique impedance transfer function Z(s)), any conclusion derived from the D-optimization framework applied to the impedance model given by (8) will be valid for electrical/electrochemical (bio-)impedance multisine spectroscopy measurements.
D-optimal design
Let (8) be the impedance frequency response to be estimated, where
T is the impedance model parameter vector. Then,
which implies that
Therefore, the Fisher information matrix can be calculated using (1) and rewritten in terms of the T matrix given in (12) as follows:
Finally [40] ,
which can be evaluated at ω = 0:
and for ω 1:
From (14), it can be observed that the Fisher information matrix for the 2R-1C impedance model is more complicated to analyze than for the first-order example shown in section 2.1, since it is not diagonal. This fact implies that the estimates of a, b and c are correlated. However, the fact that M 12 = M 21 = 0, where M i j stands for the Fisher information matrix elements situated at row i column j, can be interpreted as stating that a andb are (asymptotically) conditionally independent given c, i.e. conditioned to the event thatĉ is fixed to a given value, a andb are independent. This is similar to the first-order example case shown in section 2.1, where Z depends on a linear combination of a and b. This shows that excitations of low frequency can give rise to good estimates of b (but render a and c unidentifiable), while excitations of high frequency contribute to the estimation of a/c (but render b unidentifiable). A direct interpretation of these results can be derived from a dc/ac analysis of the bio-impedance RC-circuit model shown in figure 2 (top): the capacitor C m behaves as an open circuit at low frequencies; hence, Z only depends on R e , while at high frequencies, C m behaves like a short circuit, which means that Z depends mainly on the parallel combination R e R i /(R e + R i ) = a/c. The interpretation is similar for the case of the impedance Randles circuit model [39] shown in figure 2 (bottom): at low frequencies, Z depends on R ct +R s , while at high frequencies Z depends mainly on R s . Both explanations can be justified from the impedance transfer function given by (8) by evaluating the angular frequency ω at very high and low frequencies. At this point, the reader should not forget what is the goal, which is to design the D-optimal input excitation power spectrum based on the Fisher information matrix. For this, it is necessary to introduce the concept of full Fisher information matrix which is defined as
where u is the input excitation power spectrum, either current or voltage depending on the measurement setup being used. The factor 2 in (17) comes from the fact that we are integrating only in the positive range of ω. Since M(ω) and u (ω) are even functions, their contribution to ω negative is the same as for ω positive, so for simplicity, we have restricted the integration interval (which in principle should cover all R) to the positive ω-axis, and added a factor 2. By definition, the full Fisher information matrix is a matrix. Because of that, a measure of the efficiency for the purpose of experiment design must be expressed as a scalar function of M. There are several criteria available for measuring the size of the full Fisher information matrix, e.g. A-optimality criterion [41] ( tr M −1 ) and D-optimality criterion [42] , which is the approach presented in this paper. Using (13), the full Fisher information matrix can be rewritten in terms of the matrix T as follows:
For the sake of notational simplicity, the input excitation power spectrum can be rewritten in terms of
If we are interested in the D-optimal excitation input power spectrum, then this can be formulated as the optimal input power spectrum u (ω) that maximizes the determinant of the full Fisher information matrix, namely:
s.t. u (ω) 0, ∀ω 0 with a constraint that restricts the amount of injected power to the system, namely
In biomedical applications, this restriction on the amount of injected power makes sense since it is directly related to the safety regulations for bio-impedance measurements in humans. Since the estimation of the impedance model parameters θ is improved by scaling the input to increase its power, it follows that the D-optimal input should use all available power, i.e. the power constraint should hold as an equality. Also, T and T T matrices from (18) as well as the factor 2 only contribute to det(M) as constant factors, which is the reason why they can be omitted in the analysis. Here the reader should realize that the optimal spectrum depends only on c (but not on a nor b). The reader should note also that (21) depend on three quantities related to u :
On the other hand, the non-negativity condition of u defined in (20) holds if
with r 0 + 2c 2 r 2 + c 4 r 4 = K. This condition comes from the theory of the truncated Hamburger moment problem [43] . If the cost function given by (23) is written as
(to be minimized instead of maximized), then (23) becomes a standard convex optimization problem. To solve (24), we can use CVX, a package for specifying and solving convex programs [44, 45] . For example, the CVX solution to (24) 
D-optimal multisine excitation power spectrum
At this point, we have already numerically calculated the optimal values that minimize (24) . Thus, the next point to address is the remaining problem for the power spectrum optimization, that is, given the optimal numerical values r opt 0 , r opt 2 and r opt 4 shown in (25) , how to design the optimal multisine excitation power spectrum u . The first thing to consider is that, since we want to estimate three parameters, the input signal should be such that the Fisher information matrix is non-singular, which means that the excitation signal should be persistently exciting of order 3. In other words, the reader must keep in mind that one single excitation frequency enables us to estimate two parameters. Then, the minimum number of (non-negative) frequencies required for estimating (8) is two, since three parameters need to be estimated. Then, let opt u be the optimal excitation power spectrum defined as a multisine signal composed of two exciting frequencies ω 1 and ω 2 :
with α, β, ω 1 , ω 2 0, i.e. assume that the optimal spectrum has two spectral lines (in the non-negative axis) and α and β are the amplitudes at the frequencies ω 1 and ω 2 , respectively. Then, combining (26) with (22), we have
The reader should note that in (27) , there are only three equations defined by f our quantities. This means that we have one degree of freedom available, for example, to select ω 1 . For instance, if we fix ω 1 = 0, then .
Note that this solution satisfies k, ω 1 , ω 2 0 since the first constraint in (24) implies that r 0 r 4 −r 2 2 0, which is equivalent to α 0 (for the suggested solution given by (29)).
Nevertheless, other solutions are also possible, like e.g. choosing positive values ω 1 > 0 and setting the amplitudes of the two spectral lines u to have equal magnitude, say, A. This is a standard approach in many EBI as well as EIS applications, where the input excitation power spectrum amplitude is usually designed to be flat along all the excitation excitation frequencies. Moreover, by setting ω 1 > 0 it is possible to avoid exciting the system with very low frequency components (or dc). A practical example where it is preferable to avoid injecting low frequency signals can be found in body impedance spectroscopy applications. Contrary to the first solution where ω opt 1 = 0, choosing ω 1 > 0 prevents tissue stimulation and minimizes the skin-electrode impedance impact on measurement. Furthermore, this second solution simplifies the optimization of the multisine signal in the time domain by the minimization of the crest factor [46, 40] . This second assumption, ω opt 1 > 0, is discussed in section 6 and translated into the following equation:
By combining (26) with (19) , the D-optimal spectrum must satisfy
The reader should note that the set of equations to solve, (27) and (30), now constitutes a system of five equations in four unknowns, i.e. it is overdetermined. The reason is that the total input power K has been fixed beforehand in our formulation. This can be solved by noting that the decision variables r (33c)
The system of equations can be solved by first summing (33d) and (33e) and substituting (33a)
The value of K defined in (34) can be plugged into equations (33a)-(33d). The solution can be found using numeric or analytical software, namely: 
From (36a), we find that ω (iii) Find the D-optimal multisine excitation power spectrum: 
Simulation results
To For convenience, the definition of the 2R-1C impedance model is made in terms of a, b and c since, depending on the reader's interest, it is possible to find the circuit elements that fit best his/her needs (see (9) and (10)). The true model parameters considered are a = 0.1, b = 1, c = 0.1. Unless otherwise stated, the frequency grid considered is linearly spaced from 1 to 30 rad s −1 (100 spectral points). The D-criterion admits infinite solutions but only two of them are analyzed in this paper: the first, for an input signal with ω opt 1 = 0 (see (29) ), can be found using (25) , which gives ω opt 2 = 17.3203 rad s −1 , α = 0.3333 and β = 0.0417. The second, which consists in assuming that ω opt 1 is non-zero but where the two sinusoids are forced to have equal amplitude (α = β = A = 0.5), is studied in section 4.1.
D-criterion of the Fisher information matrix
In order to calculate the full Fisher information matrix, it can be noted that it corresponds to the sum of two components, corresponding to the excitation frequencies ω 1 and ω 2 of a multisine excitation (according to (17) and (26)), namely:
The plotting of the D-criterion for a 2-sine input of the determinant of (40) is somewhat more complicated since this time it depends on two frequencies instead of one as the example presented in section 2.1. Therefore, the determinant cannot be represented in two (see figure 1 ) but three dimensions (see figure 3) , where the corresponding figure axes x and y refer to the multisine excitation frequencies ω 1 and ω 2 , respectively, and the values in the z-axis correspond to the determinant of the full Fisher information matrix. Although it is possible to visually identify the maximum of the determinant from a three-dimensional graph (see figure 3) , it is preferable, however, to do so in two dimensions and to represent the same information by contour lines (see figures 4(A) and 4(B)). Accordingly, areas of greater density of contour lines will be related to the excitation frequencies that obtain maximum information (maximum of the determinant) and, conversely, the areas of lower density of contour lines correspond to excitation frequencies with less information extracting capability. The D-criterion solution for the excitation power spectrum
If u (ω) is replaced by the power spectrum defined by 2-sine input excitation, the D-criterion solution is
and it can be simplified into
where the quantities B, C and P are defined as Figure 3 illustrates the D-criterion given by (41) as a function of the excitation frequencies ω 1 and ω 2 . This plot shows that the maximum of J seems to be achieved close to the axes, i.e. when either ω 1 or ω 2 (but not both) is very close to 0. In fact, when ω 1 = ω 2 , J becomes −∞, due to the lack of persistence of excitation. The same happens if ω 1 and ω 2 are very close to each other. This means the following: it is not possible to accurately estimate the impedance model parameters vector θ * from a 2-sine input excitation unless the excitation frequencies ω 1 and ω 2 are sufficiently far from each other. Using the procedure described and considering the values given in (25) , we obtain that the D-optimal excitation spectrum is given by the excitation frequencies ω figure 4 (A) is due to the fact that the frequency grids considered for both excitation frequencies are the same, with the same excitation power spectrum amplitude α = β = 0.5. It can be observed that the maximum of the determinant is produced at two specific frequencies, due to the symmetry reasons described above.
However, such diagonal symmetry is lost in figure 4 (B), since now the excitation power spectrum amplitudes α and β are no longer the same. Assuming that the amplitude of each of the components α and β is different, the set of frequencies where the maximum of the full Fisher information matrix determinant occurs changes with respect the results shown in figure 4(A) . It makes sense since we fixed that β < α, which means that those frequencies with a greater amplitude power spectrum will contribute to obtain more information on the impedance. Nevertheless, if we sweep the values α and β, then the resultant plot will be symmetrical to figure 4(B) . depending on the excitation power spectrum amplitude β (see figure 6 ). α = 0.5 on θ , α and β To illustrate the position of optimal excitation frequencies over the impedance spectrum, several impedance frequency responses according to (8) have been simulated (see figure 5) for different values of b and considering a = 0.1 and c = 0.1. The position of the optimal excitation frequencies ω opt 1 and ω opt 2 corroborates the fact that the D-optimal excitation power spectrum only depends on the parameter c but not on b or a; that is the reason why they are fixed close to the pole-zero cutoff frequencies. Table 1 reports the values for the optimal multisine frequencies ω as a function of the excitation power spectrum amplitude β (α has been assumed to be equal to 0.5). The same information is plotted in figure 6 over the simulated impedance magnitude spectrum. It can be observed in the figure how the fact that the spectral line α, related to ω 1 , applies more energy into the system than the spectral line β, related to ω 2 , makes the optimal excitation frequency ω opt 1 move fast toward the lower frequencies placed at the x-axis since it becomes more important (ω opt 1 provides more impedance information than ω opt 2 ). At the same time, the optimal excitation ω opt 2 moves toward lower frequencies until a certain value beyond which there is no significant displacement. The explanation why this happens is that, given a certain value of β, the optimal excitation ω opt 2 must provide information on the position of the impedance model parameter a/c and this occurs at high frequencies. Hence, ω opt 2 does not shift to frequencies below a certain limit.
Finally, figure 7 shows how the optimal frequencies ω opt 1
and ω opt 2 depend on the impedance model parameter c. It can be observed that the frequency values for the optimal increase as the value c increases, moving toward higher frequencies.
The reader should be aware that the standard approach of most excitation optimization algorithms is to maximize the determinant of the full Fisher information matrix, instead of working with the covariance matrix of the actual estimators being used (which coincide only asymptotically, for asymptotically efficient estimators). In practice, most of the optimization approaches just calculate the Fisher information matrix and work with its determinant, since its calculation is much easier than the (finite sample) covariance matrix itself.
As mentioned in the text, the D-criterion is a generalpurpose criterion which cannot particularly be the best choice for a particular impedance measurement application (since it takes into account all the Fisher information matrix elements for the excitation optimization). For that reason, the optimal excitation frequencies ω maximum information is gained from the experiment to estimate all the impedance model parameters θ . Instead, it is sometimes preferable to have knowledge of the variance of each impedance model parameter as a function of frequency separately, like the example shown in figure 1 , in order to distribute the excitation frequencies, i.e. the multisine frequency grid, optimally for a given function of the parameter vector. If, for example, one is interested only in estimating a for the example shown in section 2.1, a more suitable criterion would be to minimize its variance, σ 2 a , defined as the first element of the covariance matrix, namely:
which, for an input power budget constraint, e.g.,
it is minimized by a sinusoid of frequency ω * and amplitude 0.5. Section 4.3 deals with the analysis of the variance of each of the parameters as a function of the multisine excitation frequencies, that is, using the covariance matrix elements calculated given by (40).
Analysis of the covariance matrix
Next, the variance of each impedance model parameter is studied as a function of the excitation frequencies ω 1 and ω 2 by the interpretation of the contour lines defined by the diagonal elements of the covariance matrix. The parameters 
are contained in areas where the so-called isovariance lines are further apart. In order to help the reader to interpret the data shown by the isovariance lines, the double-headed arrows indicate the ω 1 and ω 2 frequency ranges where the isovariance lines are further apart, plotted over the impedance spectrum magnitude Bode diagram in vertical lines. Figures 8(A)-(C) (bottom) show how the spread of the isovariance lines can be used as a design guide for the selection of the excited frequency range. In order to obtain the best possible estimate for the parameter a (minimum variance), one excitation frequency, e.g. ω 2 , must be above the cutoff frequency defined by the zero of the transfer function Z(s). As for the frequency ω 1 , it may be between low frequencies and the cutoff frequency defined by the pole of the impedance model Z(s) (see figure 8(A) ).
To D-optimally estimate the parameter b, one excitation frequency, e.g. ω 1 , must be below the cutoff frequency defined by the pole of the impedance transfer function Z(s) (see figure 8(B) ). As for the frequency range for ω 2 , it may be arbitrarily placed as long as both frequencies are sufficiently far apart. Otherwise, the full Fisher information matrix would be ill conditioned, and the elements from the covariance matrix would tend to infinity. This means that for close excitation frequencies ω 1 and ω 2 , there is insufficient information to estimate this parameter. By analogy with the circuit shown in figure 2 , one would expect that since the variance of b directly corresponds to the variance of the parameter R e , measuring it at low frequencies would be the best option.
The case for the optimal estimate of the parameter c shown in figure 8(C) is qualitatively identical to the situation for a.
Identification of the impedance model from input current-noisy voltage output measurements
At this point of this paper, the D-optimal multisine excitation spectrum has been designed in section 3 and validated through simulations in section 4. Thus, the last thing pending to be done is to corroborate that, by using the D-optimal spectrum, it is possible to identify the impedance model parameters.
To do this, we simulated the impedance model simulated in section 4 (a = 0.1, b = 1.05 and c = 0.1) using the MATLAB command filter which generates a continuoustime equivalent of the impedance system. The multisine input excitation is normalized so that its rms value is 1. One case is considered with white Gaussian additive noise at the output, where its standard deviation is ten times smaller than the rms of the output signal. The impedance transfer function has been determined using the MATLAB frequency domain system identification toolbox. The experiment is repeated 100 times with a fixed input excitation spectrum (considering random phases uniformly distributed in [0, 2π )) and a different noise realization for each repetition. From the time current and voltage signals, a parametric impedance model has been calculated using the elis routine. The impedance frequency response and its variance are estimated at the multisine excitation frequencies, ω opt 1 = 4.14 rad s −1 , ω opt 2 = 24.14 rad s −1 , and at two other non-optimal excitation frequencies ω 1 = 3 rad s −1 , ω 2 = 15 rad s −1 (the amplitude power spectrum was the same for both cases, α = β = 0.5). It can be seen from table 2 that the D-optimal power spectrum gets a better estimate of model parameters compared to a non-optimal power spectrum. In general and for all the possible cases, it is not true that the D-optimal excitation gives smaller variance for each parameter separately. Nevertheless and for the simulation performed, the results confirm that the D-optimal excitation power spectrum gives a more reliable estimate of each individual parameter.
Experimental measurements
To experimentally validate the methodology described in section 3 and simulated in section 4, we measured the impedance frequency response of a 2R-1C electrical circuit like the one shown in figure 2 (top) using a customized multi-frequency impedance analyzer built around a rugged PCplatform based on a PXI (PCI eXtensions for Instrumentation) system from National Instruments. The customized impedance analyzer system includes an embedded controller PXIe-8130, a two-channel high-speed digitizer card PXIe-5122 (100 Ms s −1 , 64 MB/channel, 14 bits) and an arbitrary waveform generator (AWG) card PXI-5422 (200 Ms s −1 , 32 MB, 16 bits). Synchronously to the excitation multisine r(t ) generated by the AWG PXI-5422, the two-channel digitizer PXIe-5122 simultaneously acquired the voltage v(t ) and the current i(t ). The impedance spectrum was calculated as the mean impedance magnitude spectrum determined at the excitation frequency k by applying the classical spectral analysis based on cross and auto power spectrum using a rectangular window [28] . Four steady-state periods of the current i(t ) and voltage v(t ) signals were sampled at 20 MHz.
Due to limitations on the frequency bandwidth of the measuring equipment, it was not possible to measure the same impedance model frequency response considered in the simulations. The reason is that this impedance model has the relaxation at frequencies out of the frequency bandwidth of the measuring equipment. Instead, the experimental measurement was carried out considering the same impedance and ω 2 = 3.14 × 10 5 rad s −1 (again α = β = 0.5 for both excitations). The results reported in table 3 are similar to the simulation results shown in table 2. The estimation of the impedance model parameters using the D-optimal excitation power spectrum is more accurate than the nonoptimal excitation power spectrum.
Discussion
The option to construct the D-optimal input signal as a constant plus a sinusoidal would help to simplify the mathematical analysis. However, there are main practical limitations regarding biological measurements. Firstly, it is advisable (and sometimes compulsory), not to measure low frequency signals or dc signals. The reason is that low frequencies can stimulate organs and cause, for example, arrhythmias and fibrillation, among other complications. Secondly, the measurement at these low frequencies is not always possible in practice due to the high skin impedance at dc, for example, in body fluid measurements [47] . Thirdly, in applications for the determination of cell concentration in cell culture biotechnology applications [48, 49] , applying a dc voltage is undesirable because it might cause electrolysis, which changes the pH of the culture medium and may kill cells. Nevertheless, in electrochemical spectroscopy, applying dc voltage is a common situation, usually to polarize the electrode; hence, it is superimposed on the signal for measuring the electrochemical impedance spectrum.
As explained through the text, the minimum number of excitation frequencies to fit impedance data into a 2R-1C impedance model is two. However, in practice, most of the commercial impedance analyzers use a larger number of excitation frequencies to fit the impedance data usually into more complex models, e.g. the Cole [50] or Randles [39] impedance models, which introduce semi-empirical elements such as constant phase elements (CPE) or diffusion like the Warburg element. Unlike the equivalent electrical 2R-1C circuit considered in this paper, the physical meaning of these semi-empirical elements is in many cases not clear and it depends on poorly predictable factors. Furthermore, by considering a 2R-1C impedance model, the D-optimal analysis becomes feasible and gives as a result an analytical solution. Nevertheless, impedance models including CPE or Warburg elements would require iterative algorithms due to their complexity hindering its interpretation and, at the end, these cases can be explained by extrapolating the results presented in this paper since the impedance frequency responses are similar within a frequency range of interest.
To the best of our knowledge, the first attempts in the literature addressing the influence of the excitation number of frequencies for bio-impedance spectroscopy measurements were proposed in [51, 52] . The aim in both cases was similar: briefly, to determine the minimum number of excitation frequencies that are necessary, given a certain level of uncertainty in the estimation of the model parameters, to fit impedance data to a model. In other words, this is the same as to determine the level of accuracy on the estimation of the bio-impedance spectrum. In order to answer this question not only the number of frequencies used must be taken into account but, at least, also (1) how are these frequencies distributed along the impedance spectrum and (2) how the excitation power spectrum amplitude is designed. Related to the first aspect, the optimal frequency distribution for EBI spectroscopy measurements was presented by Sanchez et al in [40] . The authors demonstrated that the optimal frequency distribution focuses the excitation frequencies close to the characteristic frequency of the impedance relaxation. Therefore, fewer excited frequencies would be required using this frequency distribution compared to equidistant or logarithmic frequency distributions in order to obtain the same impedance information.
With regard to the aspect related to the multisine excitation power spectrum amplitude, Popkirov and Schindler in [18, 19] and later Sanchez et al in [53] demonstrated that the impedance spectrum accuracy is sensitive to how well or badly the excitation amplitude spectrum is distributed along the frequency. The results shown in this paper enable the reader to go a step further. It can be observed from the determinant of the full Fisher information matrix shown in figure 4 or from the impedance frequency response shown in figures 5 and 6 that, depending on how the excitation amplitude spectrum is designed, the optimal measuring frequencies change. Moreover, these optimal excitation frequencies also change as a function of the impedance model considered for the optimization (see figure 7) . Furthermore, the optimal measuring frequency range depends on whether the aim is to individually measure with high accuracy any of the parameters of the impedance model (see figure 8 ) or all at once (see figure 4(A) ). For all the previously mentioned reasons, we can conclude that, in general, no unique solution exists which is optimal for all the possible impedance models.
Additionally, other experimental conditions must be taken into account, for example, the excitation features [54, 55, 28] , the influence of the electrode impedance [56] , the properties of the system under investigation [57] , the kind of excitation used (it is not the same to measure with a sinusoidal signal as using a (non-)periodic broadband signal [58] ), and finally, the (non-)parametric time [59] or frequency [25] domain signal processing tools used to estimate the frequency response of a (non)linear impedance system [60] [61] [62] [63] .
Conclusions
The D-criterion is quite standard in the field of optimal experiment design, due to its interpretation (it is related to the volume of the confidence ellipsoids described by the Fisher information matrix) and parametrization independence (the D-optimal input does not change if the model is reparametrized). For the 2R-1C impedance model considered, the Fisher information matrix has a dimension 3 × 3, since three parameters need to be estimated. This means that, in order to obtain a non-singular full Fisher information matrix, a (multisine) signal with at least two non-negative excitation frequencies is required. In other words, the minimum number of excitation frequencies required to fit impedance data to a 2R-1C equivalent electrical model is two. This suggests a range of possibilities for input signals with different estimation properties but there is not a unique solution to optimally measure all cases. This implies that the input signal could be, e.g., a constant function plus a sinusoid, or two sinusoids. The optimal allocation of these frequencies depends on quantities such as the model parameters to be estimated. For those applications where the complexity of the impedance model considered to describe the data is higher, the D-optimal methodology is still valid and enables the design of the D-optimal excitation spectrum as well as the evaluation of the influence of the excitation spectrum (amplitude and frequency) on the variance of the model parameters.
It is finally important to remark that, instead of designing the optimal excitation power spectrum using the minimum number of frequencies required to fit data to an impedance model, an excitation including a larger number of frequencies (or even a continuous spectrum) would yield a more robust design in the presence of impedance model variations due to unknown phenomena not included in the optimization framework. Moreover, a signal with a large number of excited lines can be easily optimized in time by the minimization of its crest factor.
Summarizing, this paper has solved the D-criterion for the optimal multisine excitation power spectrum when measuring 2R-1C impedance models. For the first time, the influence of the excitation frequency distribution and power spectrum amplitude on the accuracy of the impedance model parameters has been analytically solved based on the experiment design theory. Furthermore, the optimal measuring frequency range for minimizing the variance of the impedance model parameters has been presented. Future work consists in performing a robust experiment design to evaluate the excitation robustness in the face of impedance system variations.
