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MINIMALITY PROPERTIES OF SET-VALUED PROCESSES AND
THEIR PULLBACK ATTRACTORS
MICHELE COTI ZELATI AND PIOTR KALITA
Abstract. We discuss the existence of pullback attractors for multivalued dynamical
systems on metric spaces. Such attractors are shown to exist without any assumptions in
terms of continuity of the solution maps, based only on minimality properties with respect
to the notion of pullback attraction. When invariance is required, a very weak closed
graph condition on the solving operators is assumed. The presentation is complemented
with examples and counterexamples to test the sharpness of the hypotheses involved,
including a reaction-diffusion equation, a discontinuous ordinary differential equation
and an irregular form of the heat equation.
Contents
1. Introduction 2
1.1. Plan of the article 3
2. Multivalued processes and nonautonomous sets 3
2.1. The pullback ω-limit 4
2.2. Pullback ω-limit compactness 5
2.3. The pullback flattening condition 7
2.4. Minimality of closed attracting sets 8
3. Dissipative m-processes and their attractors 9
3.1. Dissipativity 9
3.2. Pullback attractors: a first result 11
3.3. Equivalent conditions 12
4. Invariance 14
4.1. Weak continuity properties of m-processes 14
4.2. The non-strict case 14
4.3. The strict case 15
5. A reaction-diffusion equation with multivalued semilinear term 16
5.1. Problem formulation 16
5.2. Assumptions and existence of weak solutions 18
5.3. Dissipative a priori estimates 21
5.4. Pullback flattening condition 22
5.5. Invariance of the pullback attractor 23
6. Point-dissipativity and m-semiflows 24
Date: September 6, 2018.
2000 Mathematics Subject Classification. 35B41, 35R70, 37B55, 37L05.
Key words and phrases. Nonautonomous parabolic problems, multivalued processes, asymptotic be-
havior, pullback attractors, infinite-dimensional dynamical systems.
2 M. COTI ZELATI, P. KALITA
6.1. Multivalued autonomous dynamical systems 25
6.2. Global attractors for m-semiflows 26
6.3. Dissipativity vs. point-dissipativity 26
6.4. A PDE with nowhere closed solution semigroup 29
Acknowledgments 30
References 31
1. Introduction
The study of many evolution problems arising from mechanics and physics often involves
the understanding of certain classes of operators which act as solution maps to systems of
ordinary or partial differential equations. Given a normed space X , the longtime behavior
of a differential equation of the form
(1.1)
{
ut = A(t, u), t > τ ∈ R,
u(τ) = uτ ∈ X,
can be understood through the asymptotic properties of the family of solving operators
U(t, τ ; ·) : X → X, U(t, τ ; uτ ) = u(t), t ≥ τ ∈ R.
When the (possibly nonlinear) operator A in (1.1) does not depend explicitly on time,
the system is said to be autonomous, and the theory of such infinite-dimensional dynam-
ical systems has been developed over the last four decades in many nowadays classical
references [20, 29, 36, 51, 56, 57].
In the nonautonomous case, namely when the operator A in (1.1) is time dependent,
two main objects are widely used in the literature today. On the one hand, the concept
of uniform attractor, introduced in [11] by V.V. Chepyzhov and M.I. Vishik (see also the
book [12]); on the other hand, the idea of pullback attractors, started in [26, 35, 38] for
both random and nonautonomous systems.
In the above discussion, we tacitly assumed that problem (1.1) is well-posed, i.e. ex-
istence and uniqueness of solutions is available. However, for many interesting problems
it is known that solutions exist globally in time, but their uniqueness is unknown or
even false in the most extreme cases. Perhaps the most famous example are the three-
dimensional incompressible Navier-Stokes equations, studied both in the autonomous case
[3, 13, 15, 52, 55] and the nonautonomous one [16, 17, 19, 58]; other examples consist of
reaction-diffusion and wave equations with non-Lipschitz nonlinearities [4,18], evolution-
ary differential inclusions [30,32,33,43–45,60], the surface quasi-geostrophic equation [14],
and nonlinear Galerkin schemes [24, 25].
In this article, we give a fairly complete picture on the theory of nonautonomous dy-
namical systems and their pullback attractors. Classical theorems on their existence are
proved under minimal requirements on the set-valued maps involved: this is crucial to
treat possibly ill-posed problems like the ones mentioned above, as the lack of uniqueness
is typically linked to low regularity properties of solutions. We further provide exam-
ples and counterexamples to investigate the sharpness of the assumptions involved in the
abstract results.
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1.1. Plan of the article. Section 2 is dedicated to the general theory of multivalued
processes, with particular emphasis on various equivalent concepts related to asymptotic
compactness. The definition of pullback attractor is given in Section 3, in which pullback
dissipativity is required to prove existence theorems on pullback attractors. At this stage,
no continuity-like properties are required on the multivalued processes, at the price of not
requiring invariance of the attractors under the flow. Minimal continuity properties are
explored in Section 4, and their link to invariance properties of limit sets is highlighted.
In Section 5 we provide an example of a reaction-diffusion equation with multivalued
semilinear term having the form of the Clarke subgradient, and we prove the existence
and invariance of a pullback attractor, based on the theoretical results previously dis-
cussed. The last Section 6 is dedicated to certain examples of (autonomous) dynamical
systems, some arising from (discontinuous) ODEs or PDEs, to examine various concepts
of dissipativity and invariance in highly irregular problems.
2. Multivalued processes and nonautonomous sets
Let (X, ̺) be a complete metric space, P (X) the family of all nonempty subsets of X ,
and B(X) the family of all nonempty and bounded subsets of X . We denote by Rd =
{(s, t) ∈ R2 : s ≥ t}. Define
dist(y, B) = inf
x∈B
̺(x, y).
In this way, the Hausdorff semidistance between subsets of X takes the form
dist(A,B) = sup
y∈A
dist(y, B).
If B ⊂ X , then we denote Nε(B) = {x ∈ X : dist(x,B) ≤ ε}. We begin with a few
definitions.
Definition 2.1. A mapping U : Rd × X → P (X) is called a multivalued process (m-
process for short) if:
(i) U(t, t; x) = {x} for all t ∈ R, x ∈ X ;
(ii) U(t, τ ; x) ⊂ U(t, s;U(s, τ ; x)) for all t ≥ s ≥ τ , x ∈ X , where
U(t, s;A) =
⋃
y∈A
U(t, s; y)
for A ∈ P (X) and (t, s) ∈ Rd.
The m-process U is called strict if the equality U(t, τ ; x) = U(t, s;U(s, τ ; x)) holds in (ii).
Definition 2.2. A family of sets K = {K(t) ⊂ X : t ∈ R} will be called a nonautonomous
set. The family K is closed (compact, bounded) if K(t) is closed (compact, bounded) for
all t ∈ R. The family K is said to be backward bounded if the sets
⋃
t≤τ K(t) are bounded
for all τ ∈ R.
Definition 2.3. The nonautonomous set K is pullback attracting for the m-process U if
for every t ∈ R and B ∈ B(X) we have
lim
τ→−∞
dist(U(t, τ ;B), K(t)) = 0.
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Definition 2.4. An m-process U is called pullback asymptotically compact if for every
B ∈ B(X), t ∈ R and any sequences τn → −∞ and ξn ∈ U(t, τn;B), there exists ξ ∈ X
and a subsequence ξnk → ξ.
In what follows, we will omit the word “pullback” when referring to a pullback asymp-
totically compact m-process, in order to avoid useless redundancies. It is clear that
asymptotic compactness will always be understood in the pullback sense. It is useful to
compare the above definition with the asymptotic compactness of single valued processes
defined in [6] where the more general formalism of cocycles is considered.
2.1. The pullback ω-limit. An important role in our analysis is played by the so-called
ω-limit sets. Let B ∈ B(X). The pullback ω-limit set of B is a nonautonomous set
Ω(B) = {ω(t, B) : t ∈ R}, where, for every t ∈ R, we set
(2.1) ω(t, B) =
⋂
s≤t
⋃
τ≤s
U(t, τ ;B).
Equivalently, for each t ∈ R, we can write
(2.2) ω(t, B) =
{
x ∈ X : xn → x for some xn ∈ U(t, τn;B), τn → −∞
}
.
The importance of ω-limit sets is highlighted by the following properties.
Lemma 2.5. Let U be an asymptotically compact m-process. Then for each B ∈ B(X)
and each t ∈ R, ω(t, B) is nonempty and compact. Moreover, the nonautonomous set
Ω(B) pullback attracts B.
Proof. The fact the for every t ∈ R the set ω(t, B) is nonempty follows directly from the
assumption that U is asymptotically compact and (2.2), while it is clear the ω(t, B) is a
closed set.
For compactness, fix t ∈ R, and let {ξn}n∈N ⊂ ω(t, B) be an arbitrary sequence. By
definition, for each n ∈ N there exist sequences {τkn}k∈N and {η
k
n}k∈N ⊂ U(t, τ
k
n ;B) such
that
τkn → −∞ and η
k
n → ξn as k →∞.
For each n we choose k0(n) such that for k ≥ k0(n) we have τ
k
n ≤ −n and ̺(η
k
n, ξn) ≤
1/n. Observe that η
k0(n)
n ∈ U(t, τ
k0(n)
n ;B) with τ
k0(n)
n → −∞ as n → ∞. Hence, from
asymptotic compactness, for a subsequence we have η
k0(n)
n → ξ for some ξ ∈ ω(t, B). In
turn, for this subsequence we must have ξn → ξ, which shows compactness.
Let us prove that ω(t, B) attracts B, namely that
lim
τ→−∞
dist(U(t, τ ;B), ω(t, B)) = 0.
Suppose, for contradiction, that this is not the case. Then, we are able to find sequences
τn → −∞, ξn ∈ U(t, τn;B) and ε > 0 such that dist(ξn, ω(t, B)) > ε. Possibly passing to a
subsequence, due to asymptotic compactness it must be that ξn → ξ for some ξ ∈ ω(t, B),
which is a contradiction. 
The following proposition shows an equivalence between asymptotic compactness and
the attraction properties of ω-limit sets.
SET-VALUED PROCESSES AND THEIR PULLBACK ATTRACTORS 5
Proposition 2.6. Let (X, ̺) be a complete metric space and let U be an m-process. The
following are equivalent.
(1) U is pullback asymptotically compact.
(2) For every B ∈ B(X), the nonautonomous set Ω(B) is nonempty, compact and it
pullback attracts B.
Proof. In light of Lemma 2.5, we only need to show one direction. Hence, assume that
for every B ∈ B(X), the nonautonomous set Ω(B) is nonempty, compact and it pullback
attracts B. Fix B ∈ B(X), t ∈ R and sequences τn → −∞ and ξn ∈ U(t, τn;B). We want
to prove that {ξn}n∈N contains a convergent subsequence. By assumption,
dist(ξn, ω(t, B)) ≤ dist(U(t, τn;B), ω(t, B))→ 0 as n→∞.
Therefore, by definition of Hausdorff semidistance, there exists a sequence ηn ∈ ω(t, B)
such that ̺(ξn, ηn)→ 0. Since ω(t, B) is compact, we deduce the existence of a point ξ ∈
ω(t, B) and a subsequence ηnk → ξ. In turn, ξnk → ξ, and therefore U is asymptotically
compact. 
Remark 2.7. Proposition 2.6 remains valid even if the metric space (X, ̺) is not complete.
This generalization is useful in the study of doubly nonlinear equations, as shown in
[53, 54].
2.2. Pullback ω-limit compactness. Given a bounded set B ⊂ X , the Kuratowski
measure of noncompactness κ(B) of B is defined as
κ(B) = inf
{
δ : B has a finite cover by balls of X of diameter less than δ
}
.
We list hereafter some properties of κ (see e.g. [29]):
(K.1) κ(B) = κ(B);
(K.2) B1 ⊂ B2 implies that κ(B1) ≤ κ(B2);
(K.3) κ(B) = 0 if and only if B is compact;
(K.4) fix t ∈ R; if {Bs : s ≤ t} is a family of nonempty closed sets such that Bs1 ⊂ Bs2
for s1 < s2 and lim
s→−∞
κ(Bs) = 0, then B =
⋂
s≤t
Bs is nonempty and compact;
(K.5) if {Bs : s ≤ t} and B are as above, given any sn → −∞ and any xn ∈ Bsn , there
exist x ∈ B and a subsequence xnk → x;
(K.6) If X is a Banach space, κ(B1 + B2) ≤ κ(B1) + κ(B2).
Definition 2.8. The m-process U is pullback ω-limit compact if for every B ∈ B(X) and
every t ∈ R we have
(2.3) lim
τ→−∞
κ
(⋃
s≤τ
U(t, s;B)
)
= 0.
Although somewhat obscure at first, pullback ω-limit compactness is completely equiv-
alent to asymptotic compactness. Here, the requirement of X be complete is obviously
essential.
Proposition 2.9. Let (X, ̺) be a complete metric space, and let U be an m-process. The
following are equivalent.
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(1) U is asymptotically compact.
(2) For every B ∈ B(X), the nonautonomous set Ω(B) is nonempty, compact and it
pullback attracts B.
(3) U is pullback ω-limit compact
Proof. First we will show that the third condition implies the second one. Choose a set
B ∈ B(X), t ∈ R and define, for τ ≤ t
Bτ (t) =
⋃
s≤τ
U(t, s;B).
Obviously, for every τ ≤ t this set is nonempty and closed. Moreover, Bτ1(t) ⊂ Bτ2(t) for
τ1 ≤ τ2 ≤ t, and, by (K.1) we have
lim
τ→−∞
κ(Bτ (t)) = 0.
Hence, from (K.4) the set ω(t, B) is nonempty and compact. We show that it pullback
attracts B. Suppose that this is not the case. Then there exists ε > 0 and sequences
τn → −∞ and ξn ∈ U(t, τn;B) such that dist(ξn, ω(t, B)) > ε. But, since ξn ∈ Bτn(t),
from (K.5) there must exist ξ ∈ ω(t, B) such that, for a subsequence, ξn → ξ and we have
a contradiction.
Now we will show that the second condition implies the third one. Let B ∈ B(X)
and t ∈ R. Choose ε > 0. We must show that there exists τ ∈ R such that the set⋃
s≤τ U(t, s;B) can be covered by a finite number of sets with diameter ε. Since Ω(B)
pullback attracts B we know that we can find τ(ε) such that for s ≤ τ(ε) we have
(2.4) dist(U(t, s;B), ω(t, B)) ≤
ε
2
.
Now, since ω(t, B) is compact, there exist a finite number of points {xi}
N
i=1 such that
ω(t, B) ⊂
⋃N
i=1B (xi, ε/2). From (2.4) it follows that if x ∈
⋃
s≤τ(ε) U(t, s;B), then
dist(x, ω(t, B)) ≤ ε/2. This means that ̺(x, xi) ≤ ε for some i = 1, . . . , N and the proof
is complete. 
One may wonder whether condition (2.3) can be relaxed to
lim
τ→−∞
κ (U(t, τ ;B)) = 0 ∀t ∈ R, B ∈ B(X),
namely, without considering the whole backward trajectory. Without any further dissi-
pativity conditions (see Section 3), this is not possible, as the following simple example
shows.
Example 2.10. Consider X = R and
U(t, τ ; x) =
{
{x} for t = τ,
{t− τ} otherwise.
Note that this is an m-process. Moreover, it is easy to see that
lim
τ→−∞
κ(U(t, τ ;B)) = 0
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for any B ∈ B(R) and t ∈ R. However, for τ < t we have⋃
s≤τ
U(t, s;B) = (−∞, t− τ ]
and therefore none of the conditions in Proposition 2.9 can possibly hold.
2.3. The pullback flattening condition. The notion of flattening condition was intro-
duced in [41] for semigroups and generalized in [30] to set-valued semigroups, while its
nonautonomous version (and, in fact, its nowadays used name) first appeared in [34]. It
is also related to the concept of totally dissipative systems [9, 10].
Let X be a Banach space. We say that an m-process is pullback flattening if for every
B ∈ B(X), t ∈ R and ε > 0 there exist τ ≤ t, a finite dimensional subspace E of X and
a mapping PE : X → E such that PE
(⋃
s≤τ U(t, s;B)
)
∈ B(X) and
(I − PE)
(⋃
s≤τ
U(t, s;B)
)
⊂ B(0, ε).
In Banach spaces, pullback flatness implies pullback ω-limit compactness.
Lemma 2.11. If the m-process U on a Banach space X is pullback flattening then it is
also pullback ω-limit compact.
Proof. The proof follows the lines of the proof of assertion (1) in Theorem 3.10 in [41]
(see also the proof of Lemma 2.5 in [30]). Let B ∈ B(X) and t ∈ R. We need to show
that (2.3) holds. Indeed, fixing ε > 0, we can find certain τε ≤ t, a finite dimensional
(and hence closed) subspace E ⊂ X , and a mapping PE : X → E such that
⋃
s≤τε
U(t, s;B) ⊂ PE
(⋃
s≤τε
U(t, s;B)
)
+ (I − PE)
(⋃
s≤τε
U(t, s;B)
)
.
Using (K.6), (K.1), (K.2) and (K.3) we have
κ
(⋃
s≤τε
U(t, s;B)
)
≤ κ
(
PE
(⋃
s≤τε
U(t, s;B)
))
+ κ
(
(I − PE)
(⋃
s≤τε
U(t, s;B)
))
≤ κ

PE
(⋃
s≤τε
U(t, s;B)
)
+ κ (B(0, ε)) ≤ 2ε,
and the proof is complete. 
With the extra assumption of X being uniformly convex, the two conditions are com-
pletely equivalent.
Lemma 2.12. If the m-process U on a uniformly convex Banach space X is pullback
ω-limit compact then it is also pullback flattening.
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Proof. The proof follows the lines of the proof of assertion (2) in Theorem 3.10 in [41]
(see also the proof of Lemma 2.6 in [30]). Let t ∈ R, B ∈ B(X), and ε > 0. By (2.3)
there exists τε ≤ t such that
κ
(⋃
s≤τε
U(t, s;B)
)
< ε,
and hence ⋃
s≤τε
U(t, s;B) ⊂
n⋃
i=1
Ai
for some sets {Ai}
n
i=1 of diameter less then ε. Choose xi ∈ Ai. We have⋃
s≤τε
U(t, s;B) ⊂
n⋃
i=1
B(xi, ε).
Denote E = span{x1, . . . , xn}. Since E ⊂ X is a closed and convex set in a uniformly
convex Banach space X , we can define a projection operator PE : X → E by
‖x− PEx‖ = inf
y∈E
‖x− y‖ = dist(x, E).
Hence for any x ∈
⋃
s≤τε
U(t, s;B) we have ‖(I − PE)x‖ ≤ ε. Moreover,
‖PEx‖ ≤ ‖x‖+ ‖(I − PE)x‖ ≤ max
i=1,...,n
‖xi‖+ 2ε,
and the assertion follows. 
Summarizing, we concentrate all the results of Proposition 2.9 and Lemmata 2.11-2.12
in the following theorem.
Theorem 2.13. Let X be a uniformly convex Banach space, and let U be an m-process.
The following are equivalent.
(1) U is asymptotically compact.
(2) For every B ∈ B(X), the nonautonomous set Ω(B) is nonempty, compact and it
pullback attracts B.
(3) U is pullback ω-limit compact.
(4) U is pullback flattening.
2.4. Minimality of closed attracting sets. Once we are able to establish the existence
of a closed attracting set, it is legitimate to ask whether there exists a smallest one.
Theorem 2.14. If the m-process U is asymptotically compact, then there exists the min-
imal closed nonautonomous set that pullback attracts U .
Proof. For t ∈ R and B ∈ B(X), from Lemma 2.5 it follows that ω(t, B) is nonempty and
compact, and it attracts B. Now, define the nonautonomous set K = {K(t) : t ∈ R} by
setting
K(t) =
⋃
B∈B(X)
ω(t, B).
Obviously K(t) is a nonempty closed set and K pullback attracts U .
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It remains to show the minimality. Suppose that for some t0 and for a closed set C we
have
lim
τ→−∞
dist(U(t0, τ ;B), C) = 0
for all B ∈ B(X). We need to show that K(t0) ⊂ C. Take y ∈ K(t0). Then, there exist
sequences Bn ∈ B(X) and yn ∈ ω(t0, Bn) such that yn → y. Fix ε > 0. For all n > n0
we have ̺(yn, y) ≤ ε/3. Now since yn ∈ ω(t0, Bn) we are able to find sequences τ
k
n and
ξkn ∈ U(t0, τ
k
n ;Bn) such that τ
k
n → −∞ and ξ
k
n → yn as k → ∞. Hence for all n we can
choose k1(n) such that for all k > k1(n) we have ̺(ξ
k
n, yn) ≤ ε/3. Observe that from the
fact that for all n ∈ N we have
lim
k→∞
dist(U(t0, τ
k
n ;Bn), C) = 0,
it follows that we can choose k2(n) such that for all k > k2(n) we have
dist(ξkn, C) ≤
ε
3
.
Now it suffices to take any N0 > n0 and K0 > max{k1(N0), k2(N0)} in order to have
dist(y, C) ≤ ̺(y, yN0) + ̺(yN0, ξ
K0
N0
) + dist(ξK0N0 , C) ≤ ε.
Since C is closed it follows that y ∈ C and the proof is complete. 
Remark 2.15. From the minimality property of the closed pullback attracting sets ob-
tained in the above theorem, it follows that this set is unique.
3. Dissipative m-processes and their attractors
We relax the definition of pullback attractor with respect to the classical framework (see
[45,60]) by not requiring any invariance. Instead, we define the pullback attractor as the
minimal compact nonautonomous set that pullback attracts all bounded sets of the phase
space.
At this stage, no continuity-type properties are needed to be postulated on the m-
process U , and the existence of an attractor will follow exclusively from the dissipativity
and asymptotic features of the multivalued dynamical system in question. The proofs are
carried over from the results for autonomous single-valued dynamical systems obtained in
[9] and, in the set-valued case, in [23]. We mention here that, however, a careful handling
of the non-strict case is, to the best of our knowledge, not yet present in the literature.
3.1. Dissipativity. While the notion of dissipativity for autonomous systems is by now
well established, the corresponding definition in the nonautonomous setting requires cer-
tain uniformity or monotonicity assumptions that are not immediately obvious [5, 8, 39].
Definition 3.1. An m-process U is said to be dissipative if there exists a bounded nonau-
tonomous set B0 = {B0(t) : t ∈ R} such that for every E ∈ B(X) and t ∈ R there exists a
time τ¯ = τ¯ (t, E) ≤ t such that for all τ ≤ τ¯ we have U(t, τ ;E) ⊂ B0(t). It is said mono-
tonically dissipative if, in addition, B0(s) ⊂ B0(t) for every s ≤ t. The nonautonomous
set B0 is said to be pullback absorbing.
As an immediate consequence of Theorem 2.14 we have the following result
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Theorem 3.2. If the m-process U is asymptotically compact and dissipative then there
exists the minimal closed and bounded nonautonomous set that pullback attracts U .
Another approach to nonautonomous problems (see for example [39]) is to consider the
so-called D-dissipative m-processes where D is a family of nonautonomous sets in X . In
such case we would say that an m-process is D-dissipative if there exists B0 ∈ D such
that for all E ∈ D and t ∈ R there exists τ¯ = τ¯(t,E) such that for all τ ≤ τ¯ (t,E) we have
U(t, τ, E(τ)) ⊂ B0(t). Then both absorbing and absorbed sets must belong to the same
family, and such approach can lead us to the uniqueness of the pullback attractor even if
we do not require its minimality (see [6,42]). Moreover, it allows to relax the assumptions
on the nonautonomous source term in the equation (see Remark 5.3 in the sequel). In this
paper, however, we consider the simpler case given by Definition 3.1 where the absorbed
sets are bounded subsets of X and the absorbing set is a bounded nonautonomous set.
These two approaches are compared with each other for the single-valued case in [42].
Before we move to the definition of a pullback attractor we provide some conditions
equivalent to monotonic dissipativity.
Definition 3.3. (see [5]) An m-process U is strongly pullback bounded dissipative if there
exists a bounded nonautonomous set B0 = {B0(t) : t ∈ R} that pullback absorbs bounded
subsets of X at time s for each s ≤ t; that is, given E ∈ B(X) and s ≤ t there exists
τ¯ = τ¯(s, E) such that U(s, τ ;E) ⊂ B0(t) for all τ ≤ τ¯ .
Note that in above definition τ¯ may depend on s and E but does not depend on t.
Proposition 3.4. Let U be an m-process. The following conditions are equivalent.
(1) U is monotonically dissipative.
(2) U is dissipative and the nonautonomous absorbing set is backward bounded.
(3) U is strongly pullback bounded dissipative.
Proof. We divide the proof in several steps.
(1) ⇒ (2). From the monotonicity of the absorbing set B0 it immediately follows that⋃
τ≤t
B0(τ) = B0(t)
and hence B0 is backward bounded.
(2) ⇒ (1). From the fact that the absorbing set B0 is backward bounded it follows that
C =
{⋃
τ≤tB0(τ) : t ∈ R
}
is bounded, absorbing and monotone.
(1) ⇒ (3). From the monotonicity of the absorbing set B0 it immediately follows that for
all τ ≤ τ¯(s, E) we have U(s, τ ;E) ⊂ B0(s) ⊂ B0(t) for all t ≥ s.
(3) ⇒ (1). Since ⋃
τ≤τ¯(s,E)
U(s, τ ;E) ⊂ B0(t)
for all t ≥ s, then ⋃
τ≤τ¯(s,E)
U(s, τ ;E) ⊂
⋂
t≥s
B0(t).
The family C =
{⋂
t≥sB0(t) : s ∈ R
}
is bounded, absorbing and monotone. 
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3.2. Pullback attractors: a first result. A nonautonomous set A = {A(t) : t ∈ R} is a
pullback attractor for the m-process U if it is compact, pullback attracting and minimal in
the class of closed pullback attracting nonautonomous sets. Its existence is characterized
by the following theorem.
Theorem 3.5. Let U be an m-process. U is pullback asymptotically compact and mono-
tonically dissipative if and only if it possesses a unique backward bounded pullback attrac-
tor.
Proof. First we prove the sufficiency. Let B0 = {B0(t) : t ∈ R} be a backward bounded
pullback absorbing nonautonomous set. In view of Lemma 2.5, for each t ∈ R the sets
A(t) = ω(t, B0(t)) are nonempty, compact and
(3.1) lim
s→−∞
dist(U(t, s;B0(t)), A(t)) = 0, ∀t ∈ R.
We need to show that A = {A(t) : t ∈ R} pullback attracts any bounded set of the
phase space. If E ∈ B(X) is such a set, then for each s, t ∈ R with s ≤ t, we can find
τ¯ = τ¯(s, E) < s such that
U(t, τ ;E) ⊂ U(t, s;U(s, τ ;E)) ⊂ U(t, s;B0(s)) ⊂ U(t, s;B0(t)), ∀τ ≤ τ¯ ,
where the last inclusion follows from monotonicity. Therefore, for every t ∈ R and τ < τ¯
dist(U(t, τ ;E), A(t)) ≤ dist(U(t, s;B0(t)), A(t)).
Hence,
lim sup
τ→−∞
dist(U(t, τ ;E), A(t)) ≤ dist(U(t, s;B0(t)), A(t)),
and, in light of (3.1), the pullback attraction property follows by taking the limit as
s→ −∞ in the above inequality. For minimality, observe that Theorem 2.14 provides the
existence of a uniquely determined minimal closed pullback attracting nonautonomous
set, defined as
K(t) =
⋃
B0∈B(X)
ω(t, B0).
Since B0(t) is bounded, for all t ∈ R we have
A(t) = ω(t, B0(t)) ⊂ K(t) ⊂ A(t) ⇒ A(t) = K(t),
proving minimality.
To show that A is backward bounded observe that for all t ∈ R there exists τ¯(t, B0(t))
such that we have
⋃
τ≤τ¯(t,B0(t))
U(t, τ, B0(t)) ⊂ B0(t) and hence
⋃
τ≤τ¯(t,B0(t))
U(t, τ, B0(t)) ⊂
B0(t). This means that A(t) = ω(t, B0(t)) ⊂ B0(t). Hence we have⋃
τ≤t
A(t) ⊂
⋃
τ≤t
B0(t) ⊂
⋃
τ≤t
B0(t) = B0(t)
and the backward boundedness follows.
We move to the proof of necessity. Let E ∈ B(X). We have for all t ∈ R that
lim
s→−∞
dist(U(t, s;E), A(t)) = 0.
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It follows that
lim
s→−∞
dist
(
U(t, s;E),
⋃
τ≤t
A(τ)
)
= 0.
Choose ε > 0. The nonautonomous set C =
{
Nε
(⋃
τ≤tA(τ)
)
: t ∈ R
}
is bounded and
monotone. We will prove that it must be absorbing. Assume for the sake of contra-
diction that there exists a set E ∈ B(X) and sequences {xn} ⊂ E, sn → −∞ and
ξn ∈ U(t, sn; xn) such that ξn /∈ Nε
(⋃
τ≤tA(τ)
)
. This means that dist
(
ξn,
⋃
τ≤tA(τ)
)
> ε
and dist
(
U(t, sn;E),
⋃
τ≤tA(τ)
)
> ε, a contradiction. For the proof of asymptotic com-
pactness assume that {xn} ⊂ E where E ∈ B(X) and ξn ∈ U(t, sn; xn) with sn → −∞.
We have
lim
n→∞
dist(ξn, A(t)) = 0,
and hence we are able to find a sequence {ηn} ⊂ A(t) such that ̺(ξn, ηn)→ 0 as n→∞.
From the fact that A(t) is compact it follows that, for a subsequence denoted by the same
index, ηn → η. For this subsequence we must have ξn → η and the proof is complete. 
Remark 3.6. The above theorem for the case of continuous single-valued processes was
proved in [39]. We stress one more time that, up to now, nothing is assumed as far as
continuity of the m-process.
Note that in a finite dimensional setting we do not need to assume the monotonicity of
the absorbing sets.
Theorem 3.7. Let X be a finite dimensional Banach space. An m-process U is pull-
back asymptotically compact and dissipative if and only if it possesses a unique pullback
attractor.
Proof. Sufficiency follows immediately from the Theorem 3.2. Necessity follows the lines
of the proof of necessity in Theorem 3.5. The proof of asymptotic compactness is exactly
the same as the corresponding proof in Theorem 3.5. For the proof of dissipativity observe
that if we define the nonautonomous set C = {Nε(A(t)) : t ∈ R} then it follows that it
is bounded and absorbing and the proof is complete. 
Remark 3.8. If we define the pullback attractor as a nonautonomous set that is compact,
attracting and invariant then this set does not have to be defined uniquely (see [5,8,48]).
Here we impose the minimality rather then the invariance in the definition of the pullback
attractor and hence the attractor, if it exists, it must be unique even if it is backward
unbounded.
3.3. Equivalent conditions. We summarize in this paragraph the main results on the
existence of pullback attractors. As we have seen above, it is necessary to distinguish
between the case of a general metric space and a (uniformly convex) Banach space. On
account of Proposition 3.4, we state our result for monotonically dissipative processes,
having in mind that other equivalent notions of dissipativity can be assumed. We begin
with the case in which the phase space X is assumed to be a complete metric space.
Theorem 3.9. Let (X, ̺) be a complete metric space, and let U be a monotonically dissi-
pative m-process acting on X, with bounded nonautonomous absorbing set B0 = {B0(t) :
t ∈ R}. The following are equivalent.
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(1) U is asymptotically compact.
(2) For every t ∈ R, ω(t, B0(t)) is nonempty, compact and attracts B0(t).
(3) U is pullback ω-limit compact.
(4) There exists the backward bounded pullback attractor of U .
Proof. Proposition 2.9 and Theorem 3.5 ensure the equivalence among (1), (3) and (4).
Clearly, a further use of Proposition 2.9 also ensures that (1) implies (2). Let us now
prove that (2) implies (3). Fix a bounded set B ⊂ X . By definition of dissipativity, for
every s ∈ R, there exists τ¯ = τ¯ (s, B) ≤ s such that
U(s, τ ;B) ⊂ B0(s), ∀τ ≤ τ¯ .
Let now τ ≤ s ≤ t. From the definition of m-process and the above dissipativity condition,
we have
U(t, τ ;B) ⊂ U(t, s;U(s, τ ;B)) ⊂ U(t, s;B0(s)), ∀τ ≤ τ¯ ≤ s ≤ t.
Appealing to the monotonicity of the absorbing set, the above inclusion implies
U(t, τ ;B) ⊂ U(t, s;B0(t)), ∀τ ≤ τ¯ ≤ s ≤ t.
As a consequence
U(t, τ ;B) ⊂
⋃
r≤s
U(t, r;B0(t)), ∀τ ≤ τ¯ ≤ s ≤ t,
and, therefore, ⋃
r≤τ
U(t, r;B) ⊂
⋃
r≤s
U(t, r;B0(t)), ∀τ ≤ τ¯ ≤ s ≤ t.
Property (K.2) of the Kuratowski measure then implies that
κ
(⋃
r≤τ
U(t, r;B)
)
≤ κ
(⋃
r≤s
U(t, r;B0(t))
)
, ∀τ ≤ τ¯ ≤ s ≤ t.
Arguing as in Proposition 2.9, it is not hard to see that
lim
s→−∞
κ
(⋃
r≤s
U(t, r;B0(t))
)
= 0,
from which we infer that
lim
τ→−∞
κ
(⋃
r≤τ
U(t, r;B)
)
= 0.
Hence, U is pullback ω-limit compact, and the proof is concluded. 
In uniformly convex Banach spaces, also the pullback flattening condition can be added
to the above list.
Theorem 3.10. Let X be a uniformly convex Banach space, and let U be a mono-
tonically dissipative m-process acting on X, with bounded nonautonomous absorbing set
B0 = {B0(t) : t ∈ R}. The following are equivalent.
(1) U is asymptotically compact.
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(2) For every t ∈ R the set ω(t, B0(t)) is nonempty, compact and attracts B0(t).
(3) U is pullback ω-limit compact.
(4) U is pullback flattening.
(5) There exists the backward bounded pullback attractor of U .
The proof of the above theorem follows immediately from Theorems 2.13 and 3.9.
4. Invariance
We discuss here the invariance properties of the pullback attractor in both the strict and
the non-strict case. In this section, the concepts of t⋆-closed and closed processes play
an essential role and the phase space will be a complete metric space (X, ̺) on which
the m-process U acts. Specifically, we will discuss sufficient conditions under which the
pullback attractor A = {A(t) : t ∈ R} is either
• negatively invariant : A(t) ⊂ U(t, s)A(s) for every s ≤ t ∈ R;
• invariant : A(t) = U(t, s)A(s) for every s ≤ t ∈ R.
Generically speaking, non-strict m-processes possess negatively invariant attractors, while
strict processes have (fully) invariant ones.
4.1. Weak continuity properties of m-processes. The generalization of the concept
of continuity from the case of a single-valued function to that of a set-valued one can
be obtained by using the notions of upper and lower semicontinuity. When dealing with
multivalued dynamical systems, a natural notion to consider is upper semicontinuity,
which usually needs to be complemented with the assumption that the values U(t, τ ; ξ)
are closed for every τ ≤ t ∈ R and every ξ ∈ X . In turn, this implies that the graph of
U(t, τ ; ·) is closed–a much weaker condition than continuity in the single-valued case. In
the context of single-valued dynamical systems, the closed graph condition was first used
in [50], and then generalized to even weaker notions (see below) in [9] for semigroups and in
[10,22] for processes. For the multivalued case, the reader is referred to [23,30,31,43,45].
Definition 4.1. Let U be an m-process acting on a complete metric space (X, ̺). Then
U is said to be
• t⋆-closed if there exists t⋆ > 0 such that U(t, t − t⋆; ·) has closed graph for every
t ∈ R, namely if the following implication holds true:
ηn → η, U(t, t− t⋆; ηn) ∋ ξn → ξ =⇒ ξ ∈ U(t, t− t⋆; η);
• closed if it is t⋆-closed for every t⋆ > 0.
4.2. The non-strict case. The negative invariance of the pullback attractor is strictly
related to the points at which the graph of the m-process is closed.
Proposition 4.2. If U is a t⋆-closed, asymptotically compact and monotonically dissipa-
tive m-process, then the pullback attractor A = {A(t) : t ∈ R} satisfies the inclusion
(4.1) A(t) ⊂ U(t, t− t⋆;A(t− t⋆)), ∀t ∈ R.
If, furthermore, U is a closed m-process, then the attractor is negatively invariant, namely
(4.2) A(t) ⊂ U(t, s;A(s)), ∀s ≤ t ∈ R.
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Proof. It is clear that all we need to prove is (4.1), as the second assertion will follow just
by the possibility to take t⋆ = t − s, obtaining (4.2). According to Theorem 3.9, there
exists a bounded nonautonomous absorbing set B0 = {B0(t) : t ∈ R} such that
A(t) = ω(t, B0(t)), ∀t ∈ R.
Let ξ ∈ A(t). Then, there exist sequences τn → −∞ and ξn ∈ U(t, τn;B0(t)) such that
ξn → ξ as n→∞. We deduce that (for n big enough)
ξn ∈ U(t, τn;B0(t)) ⊂ U(t, t− t⋆;U(t− t⋆, τn;B0(t))).
Hence, ξn ∈ U(t, t− t⋆; ηn) for some ηn ∈ U(t− t⋆, τn;B0(t)). By asymptotic compactness,
there exists a (non-relabeled) subsequence such that
ηn → η ∈ ω(t− t⋆, B0(t)) ⊂ A(t− t⋆),
where the last inclusion follows from the fact that A is pullback attracting. Since the
graph of U(t, t− t⋆; ·) is closed, we infer that
ηn → η, U(t, t− t⋆; ηn) ∋ ξn → ξ =⇒ ξ ∈ U(t, t− t⋆; η).
Hence,
ξ ∈ U(t, t− t⋆;A(t− t⋆)) =⇒ A(t) ⊂ U(t, t− t⋆;A(t− t⋆)),
concluding the proof.

4.3. The strict case. Surprisingly, the picture in this case is quite different, and the
strictness assumption entails a much stronger result under much weaker assumptions.
Indeed, we shall first prove that (4.1) is enough to ensure the full invariance of the pullback
attractor.
Proposition 4.3. Let U be a strict m-process possessing a backward bounded pullback
attractor A = {A(t) : t ∈ R}. If there exists t⋆ ∈ R such that
(4.3) A(t) ⊂ U(t, t− t⋆;A(t− t⋆)), ∀t ∈ R,
then, in fact,
(4.4) A(t) = U(t, s)A(s), ∀s ≤ t ∈ R.
Proof. Let t ∈ R be fixed. Arguing by induction and using the strictness of the m-process,
for any τ ≥ t and any integer n we obtain the inclusion
(4.5)
U(τ, t;A(t)) ⊂ U(τ, t;U(t, t − t⋆;A(t− t⋆))) = U(τ, t− t⋆;A(t− t⋆))
⊂ U(τ, t− 2t⋆;A(t− 2t⋆)) . . . ⊂ U(τ, t− nt⋆;A(t− nt⋆)).
Since A is backward bounded and pullback attracting , we obtain
dist(U(τ, t;A(t)), A(τ)) ≤ dist(U(τ, t− nt⋆;A(t− nt⋆)), A(τ))
≤ dist
(
U
(
τ, t− nt⋆;
⋃
s≤t
A(s)
)
, A(τ)
)
→ 0,
as n→∞. Thus
(4.6) U(τ, t;A(t)) ⊂ A(τ), ∀τ ≥ t,
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since A(τ) is closed. On the other hand, setting τ = t in (4.5) and using (4.6), we have
that
A(t) ⊂ U(t, t− nt⋆;A(t− nt⋆)) ⊂ A(t),
namely
(4.7) A(t) = U(t, t− nt⋆;A(t− nt⋆)), ∀n ∈ N.
Now, fix s ≤ t and take n large enough so that t− nt⋆ ≤ s. Using (4.6)-(4.7), we have
(4.8)
A(t) = U(t, t− nt⋆;A(t− nt⋆)) ⊂ U(t, s;U(s, t− nt⋆;A(t− nt⋆)))
⊂ U(t, s;A(s)) ⊂ A(t),
proving the reverse of the inclusion (4.6), and hence the sought equality. 
Notice that in (4.8), the second inclusion is in fact an equality due to the strictness
of the m-process. We stress here that strictness was used in a crucial way only in the
induction procedure in (4.5).
Combining Propositions 4.2 and 4.3, it is immediate to deduce full invariance of the
pullback attractor for strict m-processes.
Corollary 4.4. If U is a t⋆-closed, asymptotically compact and monotonically dissipative
strict m-process, then the pullback attractor A = {A(t) : t ∈ R} is invariant, namely
(4.9) A(t) = U(t, s)A(s), ∀s ≤ t ∈ R.
Remark 4.5. The above theorem is a generalization of Theorem 1 from [31]. Indeed, the
closed graph requirement is replaced here by the weaker t⋆-closed property.
5. A reaction-diffusion equation with multivalued semilinear term
This section presents an example of an initial and boundary value problem governed by
a reaction-diffusion equation with multivalued semilinear term having the form of the
Clarke subgradient. Differential inclusions with multivalued terms in the form of the
Clarke subdifferentials were introduced by Naniewicz and Panagiotpoulos [49] to express
the friction and normal contact laws in the theory of elasticity (see also [46] for a more up-
to-date overview of the subject). Since then, such problems were also used to model the
diffusion through semipermeable membranes [47] and boundary feedback control laws for
heat conduction problems [59]. The formalism of the Clarke subdifferential can be used
to put in a common abstract framework three models recalled in [2, Sections 4.1.3-4.1.4]:
a model of combustion in porous media, a model of conduction of electrical impulses in
nerve axons and a model from climatology. After proving a global existence result for
weak solutions, we show that the generated multivalued (strict) process possesses a fully
invariant pullback attractor.
5.1. Problem formulation. Recall that for a locally Lipschitz functional J on a Banach
space X , the generalized directional derivative in the sense of Clarke at the point x ∈ X
and direction y ∈ X has the form
J0(x; y) = lim sup
z→x,λ→0+
J(z + λy)− J(z)
λ
,
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while the Clarke subgradient of J at the point x ∈ X is given as
∂J(x) = {ξ ∈ X∗ : 〈ξ, y〉 ≤ J0(x; y) for all y ∈ X}.
If X = Rn then a following simple characterization holds
∂J(x) = conv
{
lim
n→∞
J ′(xn) : xn → x, xn /∈ S, and {J
′(xn)} converges
}
,
where S is any Lebesgue null set containing the nondifferentiability points of J in the
neighborhood of x. For more details and properties of the Clarke subgradient see [21,27,
46,49]. In the sequel, for functionals of more than one variable we will always understand
the symbol ∂ as the Clarke subdifferential with respect to the last variable. Let Ω ⊂ Rd,
d ∈ N be a bounded open domain with Lipschitz boundary ∂Ω = ΓD ∪ ΓN , where ΓD
and ΓN are mutually disjoint, relatively open and nonempty. Let t0 ∈ R be an initial
time. Consider the following initial and boundary value problem, where we are looking
for u : Ω× [t0,∞)→ R such that
ut(x, t)−∆u(x, t) + ∂j(x, t, u(x, t)) ∋ f0(x, t) on Ω× (t0,∞),(5.1)
u(x, t) = 0 on ΓD × (t0,∞),(5.2)
∂u(x, t)
∂ν
= fN(x, t) on ΓN × (t0,∞),(5.3)
u(x, t0) = u0(x) on Ω.(5.4)
Define V = {v ∈ H1(Ω) : v = 0 on ΓD} andH = L
2(Ω). Then V ⊂ H ⊂ V ∗ constitute an
evolution triple with the embeddings being dense, continuous, and compact. The norm in
V and the duality pairing between V and V ∗ will be denoted by ‖·‖ and 〈·, ·〉, respectively.
For all other spaces we will use appropriate subscripts to denote the corresponding norms.
Note that we have the Poincare´ inequality λ1‖v‖
2
H ≤ ‖v‖
2 for v ∈ V , where λ1 is the first
eigenvalue of the Laplace operator. The scalar product in H will be denoted by (·, ·).
Moreover, for a multifunction ξ : Ω→ 2R we will use the notation S2ξ for all its selections
that belong to H . Define f(t) ∈ V ∗ as
〈f(t), v〉 =
∫
Ω
f0(x, t)v(x) dx+
∫
ΓN
fN(x, t)v(x) dΓ for v ∈ V,
and the mapping A : V → V ∗ as
〈Au, v〉 =
∫
Ω
∇u(x) · ∇v(x) dx.
Then 〈Av, v〉 = ‖v‖2 for v ∈ V . We consider the following weak formulation of the above
problem.
Problem (P). Find u ∈ L2loc(t0,∞;V ) with u
′ ∈ L2loc(t0,∞;V
∗) and η ∈ L2loc(t0,∞;H)
such that
〈u′(t), v〉+ 〈Au(t), v〉+ (η(t), v) = 〈f(t), v〉 for all v ∈ V a.e. t ∈ (t0,∞)(5.5)
u(t0) = u0,(5.6)
η(t) ∈ S2∂j(·,t,u(·,t)) a.e. t ∈ (t0,∞).(5.7)
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Remark 5.1. In place of the Laplace operator in Problem (P) it is possible to consider a
linear, continuous, positively defined and symmetric operator. In the sequel of the proof
it will be essential that this operator has an orthonormal in H and orthogonal in V basis
of eigenfunctions such that the corresponding eigenvalues 0 < λ1 ≤ λ2 ≤ . . . ≤ λn ≤ . . .
go to infinity as n→∞.
Remark 5.2. Consider the equation
(5.8) ut(x, t)−∆u(x, t) + h(x, t, u(x, t)) = f0(x, t),
where h(x, t, ·) ∈ L∞loc(R) can be discontinuous. Then we can define the functional
j(x, t, u) =
∫ u
0
h(x, t, s) ds. This functional is locally Lipschitz with respect to the variable
u ∈ R and we can consider its Clarke subdifferential with respect to this variable. Inclu-
sion (5.1) can be understood as a multivalued regularization of (5.8) that guarantees the
existence of weak solutions assuming that the growth condition (J2) stated below holds.
5.2. Assumptions and existence of weak solutions. We make the following assump-
tions on the problem data.
(J1) The functional j : Ω × R × R → R is such that for all s ∈ R the mapping
(x, t) → j(x, t, s) is measurable and for almost all (x, t) ∈ Ω × R the mapping
s→ j(x, t, s) is locally Lipschitz.
(J2) The following growth condition holds: for almost all (x, t) ∈ Ω × R and for all
s ∈ R, ξ ∈ ∂j(x, t, s) we have |ξ| ≤ c1 + c2|s| with constants c1, c2 > 0.
(J3) The following dissipativity condition holds: for almost all (x, t) ∈ Ω × R and for
all s ∈ R, ξ ∈ ∂j(x, t, s) we have ξs ≥ d1 − d2|s|
2 with constants d1 ∈ R and
d2 ∈ [0, λ1).
(F1) f ∈ L2loc(R;V
∗).
(F2) For some t¯ ∈ R we have ‖f‖L∞(−∞,t¯;V ∗) <∞.
Remark 5.3. Assumption (F2) is stronger than the assumption that for all t ∈ R we
have ∫ t
−∞
eσs‖f(s)‖2V ∗ ds <∞
for certain σ > 0 dependent on the problem data, used for example in [6,7,28]. This weaker
assumption would lead to the notion of pullback D-attractor, where D is an appropriately
constructed family of bounded nonautonomous sets. See [42] for the comparison of the
two notions of pullback attractors. Hypothesis (F2) was used for example in [37], where
estimates on the fractal dimension of the pullback attractor for two dimensional Navier-
Stokes flows in unbounded domains were obtained. Moreover, (F2) can be relaxed to the
weaker assumption that for certain t¯ ∈ R we have
sup
t≤t¯
e−σt
∫ t
−∞
eσs‖f(s)‖V ∗ ds <∞,
where σ is a certain constant depending on the problem data (see [42] and proof of Lemma
5.5 below, which is the only place where this assumption is used).
Theorem 5.4. Let t0 ∈ R and u0 ∈ H. Under assumptions (J1)-(J2) and (F1), Problem
(P) has a (possibly non-unique) solution.
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Proof. We will prove the existence of solution u on the interval (t0, t0 + 1). This solution
will be proved to belong to the space {v ∈ L2(t0, t0 + 1;V ) : v
′ ∈ L2(t0, t0 + 1;V
∗)}.
Since this space embeds in C([t0, t0+1];H), we can take the solution’s endpoint u(t0+1)
and use it as an initial condition for a new trajectory on the interval (t0 + 1, t0 + 2).
The concatenation of these two trajectories will be a solution on (t0, t0 + 2). Proceeding
recursively, we obtain the solution on the whole interval (t0,∞). The proof of existence
on (t0, t0 + 1) is based on the arguments of [47] and hence it will be sketched only briefly
here. Let ̺ ∈ C∞0 (R) be a mollifier kernel such that supp ̺ ⊂ [−1, 1], ̺(s) ≥ 0 for all
s ∈ R and
∫
R
̺(s) ds = 1. Define ̺n(s) = n̺(ns) and put
jn(x, t, s) =
∫
R
̺n(η)j(x, t, s− η) dη.
By j′n(x, t, s) we will denote the derivative of jn with respect to the variable s. Note
that j′n satisfies the growth condition (J2) with constants c1, c2 different than those for
∂j but independent on n. Let Vn = span{z1, . . . , zn}, where {zn}
∞
n=1 are orthonormal in
H and orthogonal in V eigenfunctions of the operator A corresponding to the eigenvalues
0 < λ1 ≤ λ2 ≤ . . . ≤ λn ≤ . . .. The projection operator on Vn will be denoted by Pn.
Note that we have ‖Pnv‖X ≤ ‖v‖X and Pnv → v in X for all v ∈ X , where X = V,H, or
V ∗ (see Lemma 7.5 in [51]). We formulate the following regularized Galerkin problem
Problem (P)n. Find un ∈ AC(t0, t0 + 1;Vn) such that un(t0) = Pnu0 and for almost
every t ∈ (t0, t0 + 1) and all v ∈ Vn we have
(5.9) 〈u′n(t) + Aun(t), v〉+
∫
Ω
j′n(x, t, un(x, t))v(x) dx = 〈Pnf(t), v〉.
If un solves Problem (P)n, then, taking v = un(t) and using (J2) we have for a.e. t ∈
(t0, t0 + 1)
1
2
d
dt
‖un(t)‖
2
H + ‖un(t)‖
2 ≤ ‖f(t)‖V ∗‖un(t)‖+
∫
Ω
c1|un(x, t)|+ c2|un(x, t)|
2 dx
≤
‖un(t)‖
2
2
+
‖f(t)‖2V ∗
2
+
(
c2 +
1
2
)
‖un(t)‖
2
H +
c21
2
m(Ω),
whence, for all t ∈ [t0, t0 + 1] we get
‖un(t)‖
2
H ≤ ‖u0‖
2
H + ‖f‖
2
L2(t0,t0+1;V ∗)
+ c21m(Ω) + (2c2 + 1)
∫ t
t0
‖un(τ)‖
2
H dτ.
As a consequence, from the Gronwall lemma, we get the bound
(5.10) ‖un‖L2(t0;t0+1;V ) + ‖un‖C([t0,t0+1];H) ≤ C(‖u0‖H , ‖f‖L2(t0,t0+1;V ∗), c1, c2,Ω).
This bound and the Carathe´odory theorem guarantee existence of solutions for Problem
(P)n. In a standard way, the growth condition (J2) and (5.10) give the bound
(5.11) ‖u′n‖L2(t0;t0+1;V ∗) ≤ C(‖u0‖H , ‖f‖L2(t0,t0+1;V ∗), c1, c2,Ω).
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We deduce that, for a subsequence, still denoted by n
un → u weakly in L
2(t0, t0 + 1;V ) and weakly-* in L
∞(t0, t0 + 1;H),(5.12)
u′n → u
′ weakly in L2(t0, t0 + 1;V
∗),(5.13)
un → u strongly in L
2(t0, t0 + 1;H),(5.14)
where u ∈ L2(t0, t0+1;V ) with u
′ ∈ L2(t0, t0+1;V
∗). Denote ΩT = Ω× (t0, t0+1). Note
that, perhaps for another subsequence, we have
(5.15) un(x, t)→ u(x, t) a.e. (x, t) ∈ ΩT with |un(x, t)| ≤ U(x, t), U ∈ L
2(ΩT ).
In a standard way it follows that u(t0) = u0. Moreover, by the growth condition (J2) and
the previous bounds, for yet another subsequence, we have
(5.16) j′n(x, t, un(x, t))→ ξ weakly in L
2(t0, t0 + 1;H).
The above convergences (5.12)-(5.16) allow us to pass to the limit in (5.9) and obtain for
all v ∈ V and a.e. t ∈ (t0, t0 + 1)
〈u′(t) + Au(t), v〉+
∫
Ω
ξ(x, t)v(x) dx = 〈f(t), v〉.
It is sufficient to show that ξ(x, t) ∈ ∂j(x, t, u(x, t)) a.e. (x, t) ∈ ΩT . From (5.16) it
follows that j′n(x, t, un(x, t))→ ξ weakly in L
1(ΩT ), and hence for w ∈ L
∞(ΩT ) we have∫
ΩT
ξ(x, t)w(x, t) dx dt = lim
n→∞
∫
ΩT
j′n(x, t, un(x, t))w(x, t) dx dt.
By the growth condition (J2) and by the bound (5.15) we can invoke the Fatou Lemma
to get∫
ΩT
ξ(x, t)w(x, t) dx dt ≤
∫
ΩT
lim sup
n→∞,λ→0+
jn(x, t, un(x, t) + λw(x, t))− jn(x, t, un(x, t))
λ
dx dt.
We can estimate the last integrand for a.e. (x, t) ∈ ΩT as follows
lim sup
n→∞,λ→0+
jn(x, t, un(x, t) + λw(x, t))− jn(x, t, un(x, t))
λ
= lim sup
n→∞,λ→0+
∫ 1
n
− 1
n
̺n(s)
j(x, t, un(x, t) + λw(x, t)− s)− jn(x, t, un(x, t)− s)
λ
ds
≤ lim sup
n→∞,λ→0+
sup
s∈[− 1
n
, 1
n
]
j(x, t, un(x, t) + λw(x, t)− s)− jn(x, t, un(x, t)− s)
λ
≤ lim sup
z→u(x,t),λ→0+
j(x, t, z + λw(x, t))− jn(x, t, z)
λ
= j0(x, t, u(x, t);w(x, t)).
Hence, ∫
ΩT
ξ(x, t)w(x, t) dx dt ≤
∫
ΩT
j0(x, t, u(x, t);w(x, t)) dx dt.
Since the choice of w is arbitrary, from the definition of Clarke subgradient we get
ξ(x, t) ∈ ∂j(x, t, u(x, t)) a.e. (x, t) ∈ ΩT ,
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and the proof is complete. 
The mapping H ∋ u0 → u(t) ∈ H for t ≥ t0 defines a strict m-process in H . Namely,
for any t0 ≤ t ∈ R we define
(5.17) U(t, t0; u0) = {u(t) : u(·) is a solution to Problem (P) with u(t0) = u0} .
We will now study the asymptotic behavior of the above multivalued nonautonomous
dynamical system, proving the existence of a backward bounded pullback attractor, which
is fully invariant under the flow.
5.3. Dissipative a priori estimates. We start by the dissipative properties of our sys-
tem, proving the existence of a pullback absorbing nonautonomous set.
Lemma 5.5. Under assumptions (J1)-(J3) and (F1)-(F2) the m-process U : Rd ×H →
P (H) defined by (5.17) is monotonically dissipative.
Proof. Take v = u(t) in (5.5). We get, by (J3)
1
2
d
dt
‖u(t)‖2H + ‖u(t)‖
2 +
∫
Ω
d1 − d2|u(x, t)|
2 dx ≤ ε‖u(t)‖2 +
1
4ε
‖f(t)‖2V ∗ ,
for a.e. t ∈ (t0,∞) with arbitrary ε > 0. We have
1
2
d
dt
‖u(t)‖2H +
(
1−
d2
λ1
− ε
)
‖u(t)‖2 ≤
1
4ε
‖f(t)‖2V ∗ − d1m(Ω).
We take ε = 1
2
− d2
2λ1
and we obtain
d
dt
‖u(t)‖2H + C1‖u(t)‖
2
H ≤ C2‖f(t)‖
2
V ∗ + C3,
with C1, C2, C3 > 0 for a.e. t ∈ (t0,∞), whence, in a standard way, it follows that for all
t ≥ t0 we have
‖u(t)‖2H ≤ e
−C1(t−t0)‖u(t0)‖
2
H +
C3
C1
+ C2e
−C1t
∫ t
t0
eC1s‖f(s)‖2V ∗ ds.
We can assume that t0 ≤ t¯, where t¯ is given in (F2). If t ≥ t¯ we get
e−C1t
∫ t
t0
eC1s‖f(s)‖2V ∗ ds ≤
1
C1
ess sup
s<t¯
‖f(s)‖2V ∗ + e
−C1 t¯
∫ t
t¯
eC1s‖f(s)‖2V ∗ ds := F (t),
whereas, if t < t¯,
e−C1t
∫ t
t0
eC1s‖f(s)‖2V ∗ ds ≤
1
C1
ess sup
s<t¯
‖f(s)‖2V ∗ := F (t).
Note that F : R→ [0,∞) is a nondecreasing function, and
‖u(t)‖2H ≤ e
−C1(t−t0)‖u(t0)‖
2
H +
C3
C1
+ C2F (t).
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Define R(t) =
√
C3
C1
+ C2F (t) + 1. This function is nondecreasing. Moreover, the ball
B(0, R(t)) is absorbing in H , and the proof is complete. The entering time τ¯ (t, E) in the
definition of dissipativity can be explicitly computed as
τ¯(t, E) = min
{
t− 1, t−
2
C1
ln ‖E‖H , t¯
}
.

5.4. Pullback flattening condition. To complete the proof of the existence of a pull-
back attractor, we prove that the m-process governed by Problem (P) is pullback flatten-
ing.
Lemma 5.6. Under assumptions (J1)-(J3) and (F1)-(F2) the m-process U : Rd ×H →
P (H) defined by (5.17) is pullback flattening.
Proof. For v ∈ V define v1 = Pmv and v2 = (I − Pm)v. We take the duality in (5.5) with
u2(t) and we get for a.e. t > t0
1
2
d
dt
‖u2(t)‖
2
H + ‖u2(t)‖
2 ≤‖f(t)‖V ∗‖u2(t)‖+ ‖η(t)‖H‖u2(t)‖H
≤
1
2
‖u2(t)‖
2 + ‖f(t)‖2V ∗ +
1
λ1
‖η(t)‖2H,
with η(t) ∈ S2∂j(·,t,u(·,t)) for a.e. t > t0. From the growth condition (J2), we obtain
‖η(t)‖2H ≤ 2c
2
1m(Ω) + 2c
2
2‖u(t)‖
2
H,
for a.e. t > t0. Using the Courant-Fischer formula λm+1‖u2(t)‖
2
H ≤ ‖u2(t)‖
2, we get
d
dt
‖u2(t)‖
2
H + λm+1‖u2(t)‖
2
H ≤ 2‖f(t)‖
2
V ∗ +
4c21m(Ω)
λ1
+
4c22
λ1
‖u(t)‖2H .
From the Translated Gronwall Lemma proved in [40] (see also Lemma 3.1 in [30]) we get
for all t ≥ t0
‖u2(t+ 2)‖
2
H ≤e
−λm+1
∫ t+1
t
‖u2(s)‖
2
H ds+ 2e
−λm+1(t+2)
∫ t+2
t
eλm+1s‖f(s)‖2V ∗ ds
+
4c21m(Ω)
λ1λm+1
+
4c22
λ1
e−λm+1(t+2)
∫ t+2
t
eλm+1s‖u(s)‖2H ds.
Taking t0 ≤ τ¯(t, E), where τ¯(t, E) is given in Lemma 5.5, we have ‖u2(s)‖H ≤ ‖u(s)‖H ≤
R(t+2) for all s ∈ [t, t+2], with R(t) for t ∈ R given in the proof of Lemma 5.5. We get
‖u2(t + 2)‖
2
H ≤ e
−λm+1R2(t+ 2) +
4c22R
2(t+ 2) + 4c21m(Ω)
λ1λm+1
+ 2e−λm+1(t+2)
∫ t+2
t
eλm+1s‖f(s)‖2V ∗ ds.
For small δ > 0 we have
e−λm+1(t+2)
∫ t+2
t
eλm+1s‖f(s)‖2V ∗ ds ≤ e
−λm+1δ
∫ t+2
t
‖f(s)‖2V ∗ ds+
∫ t+2
t+2−δ
‖f(s)‖2V ∗ ds.
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Hence, provided the initial condition, that belongs to the set E ∈ B(H), is taken at
t0 ≤ τ¯ (t− 2, E) we get for all t ∈ R
‖u2(t)‖
2
H ≤e
−λm+1R2(t) +
4c22R
2(t) + 4c21m(Ω)
λ1λm+1
+ 2e−λm+1δ
∫ t
t−2
‖f(s)‖2V ∗ ds + 2
∫ t
t−δ
‖f(s)‖2V ∗ ds.
Having t, ε fixed we take δ > 0 sufficiently small such that 2
∫ t
t−δ
‖f(s)‖2V ∗ ds ≤
ε
4
. Next,
we pick m sufficiently large such that
e−λm+1R2(t) ≤
ε
4
,
4c22R
2(t) + 4c21m(Ω)
λ1λm+1
≤
ε
4
, 2e−λm+1δ
∫ t
t−2
‖f(s)‖2V ∗ ds ≤
ε
4
.
The proof is complete. 
As a consequence of Lemmata 5.5 and 5.6 we get, by Theorem 3.10, the following
theorem on the existence of a pullback attractor.
Theorem 5.7. Under assumptions (J1)-(J3) and (F1)-(F2) the m-process U : Rd×H →
P (H) defined by (5.17) has a backward bounded pullback attractor.
5.5. Invariance of the pullback attractor. As we have see in the previous section, the
invariance of the pullback attractor follows from the graph of U being closed. We do not
use Corollary 4.4 in its full strength here, as the strict process U happens to be t⋆-closed
for any arbitrary t⋆ > 0.
Lemma 5.8. Under assumptions (J1)-(J3) and (F1)-(F2) the m-process U : Rd ×H →
P (H) is closed.
Proof. Let un(t0) = u0,n → u0 strongly in H . Let moreover {un}
∞
n=1 be a sequence of
trajectories with initial conditions u0,n and corresponding selections of S
2
∂j(·,t,un(·,t))
given
by ηn. Choose t > t0 and assume that un(t)→ w strongly in H . From a priori estimates
analogous to (5.10)-(5.11) it follows that un is bounded in L
2(t0, t;V ) ∩ L
∞(t0, t;H) and
u′n is bounded in L
2(t0, t;V
∗). By the growth condition (J2) and the bound on un it
follows that ηn is bounded in L
2(t0, t;H). Hence, for a subsequence still denoted by n, we
have
un → u weakly in L
2(t0, t;V ) and weakly-∗ in L
∞(t0, t;H),
u′n → u
′ weakly in L2(t0, t;V
∗),
ηn → η weakly in L
2(t0, t;H).
Integrating from t0 to t the identity
(5.18) un(s)− u(s) = u0,n − u(t0) +
∫ s
t0
u′n(r)− u
′(r)dr,
which is valid in V ∗ for all s ∈ [t0, t], and taking the duality with v ∈ V we get∫ t
t0
(un(s)− u(s), v) ds = (t− t0)(u0,n − u(t0), v) +
∫ t
t0
∫ s
t0
〈u′n(r)− u
′(r), v〉 dr ds.
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Passing to the limit n → ∞, both integrals must converge to zero and hence we have
u0,n → u(t0) weakly in V
∗ and moreover u(t0) = u0. Coming back to (5.18) we take
duality with v ∈ V and pass to the limit again which yields un(s) → u(s) weakly in V
∗
for all s ∈ [t0, t]. In particular u(t) = w. It remains to prove that (u, η) satisfy (5.5) and
(5.7) on the interval (t0, t). Indeed, we can pass to the limit in the equation
u′n(s) + Aun(s) + ηn(s) = f(s) in V
∗ a.e. s ∈ (t0, t),
which yields
u′(s) + Au(s) + η(s) = f(s) in V ∗ a.e. s ∈ (t0, t).
Since, for a possibly further subsequence, un(x, s) → u(x, s) a.e. (x, s) ∈ Ω × (t0, t) and
ηn → η weakly in L
1(Ω × (t0, t)), it follows from the Aubin and Cellina convergence
theorem (see [1, Theorem 7.2.2 ]) that η ∈ ∂j(x, s, u(x, s)) a.e. (x, s) ∈ Ω× (t0, t) and the
assertion follows. The proof is complete. 
From Lemma 5.8, Theorem 5.7, and Corollary 4.4 we get the following result on the
invariance of the pullback attractor for Problem (P).
Theorem 5.9. Under assumptions (J1)-(J3) and (F1)-(F2) the m-process U : Rd×H →
P (H) defined by (5.17) has a backward bounded and invariant pullback attractor.
6. Point-dissipativity and m-semiflows
Although the picture on the existence of pullback attractors for dissipative m-processes
is quite complete, we can think of weakening the notion of dissipativity to the so-called
point-dissipativity. In which case, the analysis has to be carried out in a much more
careful way, and some sort of continuity assumptions on the m-process have to be taken
into account, even if we do not require the attractor to be invariant in the first place. We
dedicate this last section to the discussion of this particular notion of dissipativity. We
restrict our analysis to the case of autonomous dynamical systems, considering, instead
of m-processes, their corresponding autonomous version known as m-semiflows.
For the general concepts regarding point-dissipativity and nonautonomous single-valued
processes, we refer the reader to the work [5], in which the existence of a pullback attractor
is proven under the following requirements:
• for given t ∈ R and τ > 0, the family {U(s, s − τ ; ·) : s ≤ t} is assumed to be
equicontinuous ;
• the process U must be pullback strongly asymptotically compact (see [5, Definition
2.9]);
• the process U must be pullback strongly bounded (see [5, Definition 2.6]).
It is, to the best our knowledge, still an open problem to study the existence of pullback
attractors of m-processes when only pullback point-dissipativity is assumed (in place of
pullback dissipativity as in Definition 3.1). Note that point-dissipativity is a natural
notion when considering the case of gradient systems as explained in in [8, Chapter 2.5.1].
In the sequel we will recall several theorems on the existence of global attractor for point-
dissipative multivalued autonomous dynamical systems and we will present two examples
which show that, in contrast to dissipative dynamical systems, continuity is needed for
the existence of global attractor even in the minimal sense.
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6.1. Multivalued autonomous dynamical systems. As previously mentioned, we
will consider here the case of multivalued autonomous system, for which the evolution
depends only on the difference t− τ . In other words, the equality
U(t, τ ; ·) = U(t− τ, 0; ·)
holds for every t ≥ τ , and the one-parameter family of set-valued maps
S(t; ·) = U(t, 0; ·) : X → P (X), t ≥ 0,
fulfills the semiflow properties
• S(0; x) = {x}, for all t ≥ 0, x ∈ X ;
• S(t+ τ ; x) ⊂ S(t;S(τ ; x)) for all t, τ ≥ 0, x ∈ X .
Such family will be called multivalued semiflow, or m-semiflow. If, instead of the inclusion
S(t + τ ; x) ⊂ S(t;S(τ ; x)), we have the equality S(t + τ ; x) = S(t;S(τ ; x)), then we say
that the semiflow is strict. We use again the standard notation
S(t;B) =
⋃
x∈B
S(t; x)
for B ⊂ X and t ≥ 0. If, for an m-semiflow S, the set S(t; x) is a singleton for all
(t, x) ∈ [0,∞) × X , then we say that S is a semigroup. Note that every semigroup is
automatically strict. We recall here the definitions of dissipativity, point-dissipativity,
asymptotic compactness and global attractor for m-semiflows.
Dissipativity. A set B0 ∈ B(X) is absorbing if for every B ∈ B(X) there exists an
entering time tB > 0 such that
S(t;B) ⊂ B0, ∀t ≥ tB.
In this case, S(t; ·) is said to be dissipative.
Point-Dissipativity. A set B0 ∈ B(X) is point-absorbing if for every x ∈ X there exists
an entering time tx > 0 such that
S(t; x) ∈ B0, ∀t ≥ tx.
In this case, S(t; ·) is said to be point-dissipative.
Asymptotic compactness. A semigroup S(t; ·) is said to be asymptotically compact if
the following holds true: for any bounded set B ⊂ X and any sequences xn ∈ B, tn →∞,
and yn ∈ S(tn; xn), there exist y ∈ X and a subsequence ynk → y.
Following [9] and our definition of pullback attractor, we will use the following definition
of global attractor for m-semiflow.
Global attractor. A compact set A ⊂ X is a global attractor for an m-semiflow S if it
attracts every bounded set in X , i.e. if for and B ∈ B(X) we have
lim
t→∞
dist(S(t;B), A) = 0,
and A is the minimal compact set that has this property.
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6.2. Global attractors for m-semiflows. Observe that an m-semiflow is asymptoti-
cally compact if and only if the associated m-process is pullback asymptotically compact.
Moreover, an m-semiflow is dissipative if and only if the associated m-process is mono-
tonically dissipative. Finally, the set A is a global attractor for the m-semiflow S if and
only if the nonautonomous set A = {A(t) : t ∈ R}, given by A(t) = A for all t ∈ R is the
global attractor for the associated m-process U . As a consequence of Theorem 3.5 and
Propositions 4.2-4.3, we have the following theorem on the existence of global attractors
for m-semiflows.
Theorem 6.1. Let S be an m-semiflow on a complete metric space X. S has a global
attractor A if and only if S is dissipative and asymptotically compact. Moreover:
• if S(t⋆; ·) has closed graph for some t⋆ > 0, then A ⊂ S(t⋆;A);
• if S(t; ·) has closed graph for all t > 0, then A ⊂ S(t;A) for all t > 0;
• if S is strict and if S(t⋆; ·) has closed graph for some t⋆ > 0, then A = S(t;A) for
all t > 0.
The above theorem can be viewed as a generalization of [9, Theorem 12] to the case of m-
semiflows. Clearly, conditions such as ω-limit compactness or in terms of the Kuratowski
measure can be included in the above statement, in the same spirit as Theorem 3.9. Also,
it recovers some already known results present in [23,43]. We now turn to point-dissipative
semiflows. A general result is available in [43].
Theorem 6.2. Let X be a complete metric space and let S be an m-semiflow such that
the map S(t; ·) : X → P (X) is upper-semicontinuous and has closed values for all t ≥ 0.
Then S has a global attractor A if and only if S is point-dissipative and asymptotically
compact. Moreover, A ⊂ S(t;A) for all t > 0.
The negative invariance above follows from the fact that an m-semiflow which is upper
semi-continuous and has closed valued necessarily satisfies the closed graph condition.
The surprising fact is that, in the strict case, much weaker requirements imply the same
conclusion [23, Theorem 4.6].
Theorem 6.3. Let X be a complete metric space and let S be a strict m-semiflow such
that the map S(t⋆; ·) : X → P (X) has closed graph for certain t⋆ > 0. Then S has a
global attractor if and only if S is point-dissipative and asymptotically compact. Moreover,
A = S(t;A) for all t > 0.
The above results yields some consequences in the theory of gradient systems, as point-
dissipativity is basically encoded in the existence of a Lyapunov functional. In particular,
classical theorems hold in more general settings and the proofs are much simpler (see
[23, Section 6]).
6.3. Dissipativity vs. point-dissipativity. The power of the strictness condition is
perhaps highlighted in the following consequence of Theorem 6.3, which we state here as
a corollary.
Corollary 6.4. Let S(t; ·) be a strict and asymptotically compact m-semiflow on a com-
plete metric space X, and assume that there exists t⋆ > 0 such that the map S(t⋆; ·) : X →
P (X) has closed graph. Then S(t; ·) is dissipative if and only if it is point-dissipative.
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This is somewhat counterintuitive at first. Indeed, it is obvious that a dissipative m-
semiflow is also point-dissipative. The converse is not true, even in Hilbert spaces and
with linear and continuous semigroups of contractions.
Example 6.5. Consider X = ℓ2, the Hilbert space of infinite, square summable, real-
valued sequences. Let σ : X → X be the left shift, defined by
σ((x1, x2, x3, . . .) = (x2, x3, . . .).
A discrete semigroup may be defined by taking
S(n; ·) = σ ◦ σ ◦ . . . ◦ σ, n times, n ∈ N.
Clearly, for every n ∈ N, S(n; ·) is continuous and linear, since σ is. Moreover,
‖S(n;x)‖ ≤ ‖x‖, ∀x ∈ ℓ2.
⋄ S(n; ·) is point-dissipative: as a point-absorbing set, we can take the unit ball of ℓ2.
Fix x ∈ ℓ2. By definition, there exists Nx > 0 such that
∞∑
i=Nx
|xi|
2 ≤ 1.
As a consequence,
‖S(n; x)‖2 ≤
∞∑
i=Nx
|xi|
2 ≤ 1, ∀n ≥ Nx,
proving the claim.
⋄ S(n; ·) is not dissipative: for any R > 0 fixed, we will prove that the ball of radius R,
which we call BR, is not absorbing. Consider the sequence {ek} ⊂ ℓ
2 of vectors that are
all zero except for the k-coordinate, and define xk = 2R ek+1. Notice that ‖xk‖ = 2R, so
{xk} is a bounded set. However,
‖S(n;xn)‖ = 2R, ∀n ∈ N,
and therefore {xk} is never going to be absorbed by BR.
One feature missing in the above example is some sort of compactness of the m-semiflow
or of the ambient space. For instance, if X were a compact metric space, then an m-
semiflow is dissipative if and only if it is point-dissipative. Of course, this is a trivial
case, since the whole space can be taken as an absorbing set. Also, from Corollary 6.4 we
see that if we add asymptotic compactness and a very weak continuity property to the
m-semiflow, the two notions of dissipativity are completely equivalent. The question is
whether the assumption that the m-semiflow has closed graph for some t⋆ > 0 is really
needed or not. In other words, for an arbitrary strict and asymptotically compact m-
semiflow, does Proposition 6.4 hold? The answer is negative, even in the single valued
case.
Example 6.6. Let Z = [0, 1]× [0,∞) with the usual euclidean metric. For z0 = (x0, y0) ∈
Z, define z(t) = (x(t), y(t)) = S(t; z0) in the following way.
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• If x0 = 0, then
(6.1) x(t) = 0, y(t) =
{
y0 − t, t ∈ [0, y0],
0, t > y0.
• If x0 > 0, then
(6.2) x(t) = x0, y(t) =
{
y0 − x0t, t ∈ [0, y0/x0],
0, t > y0/x0.
⋄ S(t; ·) is point-dissipative: if we fix any z0 ∈ Z, we have z(t) = 0 for every t ≥ tz0 for
some tz0 > 0. Therefore,the set B0 = [0, 1]×{0} is point-absorbing. In fact, any bounded
set of the form B0 = [0, 1]× [0,M ] with M ≥ 0 would do.
⋄ S(t; ·) is asymptotically compact: given any bounded set B ⊂ Z, we can find
MB > 0 so that S(t;B) ⊂ [0, 1]× [0,MB] for every t ≥ 0. As Z is finite-dimensional, this
implies asymptotic compactness at once.
⋄ S(t; ·) is not dissipative: notice first that it suffices to prove that for no M > 0, the
set BM = [0, 1] × [0,M ] is absorbing. To prove that BM is not absorbing, consider the
bounded set KM = [0, 1] × {2M}. We want to prove that KM is not absorbed by BM .
Let x0,n = 1/n, for n ≥ 1. Then, the corresponding sequence zn(t) = (xn(t), yn(t)) =
S(t; (x0,n, 2M)) takes the form
xn(t) =
1
n
, yn(t) =
{
2M − t/n, t ∈ [0, 2Mn],
0, t > 2Mn.
Let tn := Mn/2. It is easy to check that zn(tn) /∈ BM for every n. In view of the fact
that tn →∞, the dissipativity condition is violated. Hence, BM is not absorbing.
⋄ S(t; ·) is closed for no t > 0: let t > 0 be arbitrarily fixed. For n ≥ 1, consider the
sequence z0,n = (1/n, y0) with y0 > 0. Clearly, z0,n → (0, y0). Also,
zn(t) = S(t; z0,n) = (1/n, y0 − t/n)
for n sufficiently large. In particular, zn(t)→ (0, y0) as n→∞. However, from (6.1) it is
apparent that
(0, y0) 6= S(t; (0, y0)) ∀t > 0,
concluding the proof of the claim.
It is not hard to see that, in the above example, the function z(t) = (x(t), y(t)) solves
the ordinary differential equation
x′(t) = 0, y′(t) =


0, if y(t) = 0,
−1, if x(t) = 0 and y(t) > 0,
−x(t), if x(t) > 0 and y(t) > 0,
where the solution is understood in Carathe´odory sense, i.e. we seek for an absolutely
continuous function such that the above equations hold for a.e. t ≥ 0. In the next
paragraph, we also provide an example of a semigroup of solution operators which arises
from a partial differential equation.
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6.4. A PDE with nowhere closed solution semigroup. Consider the spaces V =
H10 (0, π) and H = L
2(0, π), and denote by (·, ·) the scalar product in H . Let v1 be the
first eigenfunction of the operator −∂xx with the Dirichlet boundary conditions given in
the definition of V . Then v1(x) = sin(x) for x ∈ (0, π) and the corresponding eigenvalue
is given by λ1 = 1. Moreover ‖v
1‖2V = ‖v
1‖2H = π/2. Denote by P : H → H1 the
orthogonal projection operator onto the one dimensional space spanned by the function
v1. For any u ∈ H we have Pu = α(u)v1 with α(u) ∈ R given as α(u) = 2
π
(u, v1). Now
denote H+ = {u ∈ H : α(u) > 0} and H− = {u ∈ H : α(u) ≤ 0}. Consider the following
two problems:
Problem (+). Find u ∈ L2loc(R
+;V ) with ut ∈ L
2
loc(R
+;V ∗) such that for a.e. t ∈ R+
and all v ∈ V we have∫ π
0
ut(x, t)v(x) dx+
∫ π
0
ux(x, t)vx(x) dx = 0.
Problem (−). Find u ∈ L2loc(R
+;V ) with ut ∈ L
2
loc(R
+;V ∗) such that for a.e. t ∈ R+
and all v ∈ V we have∫ π
0
ut(x, t)v dx+
∫ π
0
[
ux(x, t) + v
1
x(x)
]
vx(x) dx = 0.
The first of the above two problems consists in solving the homogeneous heat equation
ut = uxx, while the second one in solving the heat equation with a source term ut =
uxx + v
1
xx, both with homogeneous Dirichlet boundary conditions. As it is well known,
both problems have unique solutions and the associated semigroups are well defined. They
will be denoted, respectively, by S+ : R
+ ×H → H and S− : R
+ ×H → H .
Let us take Pu(t) = α(u(t))v1 as the test function in Problem (+). It is easy to see
that we obtain
α′(u(t)) + α(u(t)) = 0
and hence α(u(t)) = α(u(0))e−t. This means that the region H+ is positively invariant
with respect to S+ (i.e. S+(t;H+) ⊂ H+ for all t ≥ 0). Analogously, the same test
function in Problem (−) yields
α′(u(t)) + α(u(t)) = −1
and hence α(u(t)) = α(u(0))e−t − 1 + e−t. This means that the region H− is positively
invariant with respect to S− (i.e. S−(t;H−) ⊂ H− for all t ≥ 0). We can define the
semigroup
S(t; u0) =
{
S+(t; u0) for u0 ∈ H+,
S−(t; u0) for u0 ∈ H−.
The semigroup S defines the solutions of the initial and boundary value problem for the
PDE
ut(t, x) = uxx(t, x) + v
1
xx(x)χH−(u(x, t)) on [0,∞)× [0, π],
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with homogeneous Dirichlet boundary conditions. In the above formula the expression
χK denotes the characteristic function of the set K given by
χK(v) =
{
1 for v ∈ K,
0 otherwise.
Of course the problem is non-local, as the quantity χH−(u(x, t)) depends on the values
of u(x, ·) on the whole interval (0, π). Moreover, this function is discontinuous. Indeed if
vn ∈ H+ and vn → 0 strongly in H , then 0 = χH−(vn) 6→ χH−(0) = 1. Nonetheless, the
longtime behavior of S(t; ·) can be studied in the usual way.
⋄ S(t; ·) is dissipative: by taking the test function v = u(t) in Problem (+) we find that
‖S+(t; u)‖H ≤ ‖u‖He
−t
for u ∈ H and t ≥ 0 and, similarly, by taking v = u(t) + v1 in Problem (−) we get
‖S−(t; u) + v
1‖H ≤ ‖u+ v
1‖He
−t
for u ∈ H and t ≥ 0 (in fact Problem (−) is simply Problem (+) shifted by −v1). Hence,
all trajectories of Problem (+) converge to zero, while all trajectories of Problem (−)
converge to −v1. For ε > 0, define the sets Nε = BH(0, ε) ∪ BH(−v
1, ε). If B ∈ B(H)
and ‖B‖H := supu∈B ‖u‖H then
t ≥ tB = 2 ln
‖B‖H + ‖v
1‖H
ε
=⇒ S(t;B) ⊂ Nε.
In particular, Nε is absorbing for every ε > 0.
⋄ S(t; ·) is asymptotically compact: this follows from the well known fact that both
S+ and S− are compact (see for example [51]).
In view of Theorem 6.1, the above two facts yield the existence of the global attractor
for the semigroup S. This attractor is not connected and, in fact, A = {0,−v1} consists
of two points. Since 0 ∈ H−, the point 0 is attracted by −v1 and hence the attractor is
neither positively, nor negatively invariant. By Theorem 6.1 the semigroup S cannot be
t⋆-closed. Indeed, it is not. Let the sequence {un} ⊂ H+ converge strongly in H to u∞
such that α(u∞) = 0 and let S(t⋆; un)→ z strongly in H . Since the region H+ is positively
invariant with respect to S+ we must have α(S(t⋆; un)) > 0, and, by the continuity of α,
we must have α(z) ≥ 0. But, since u∞ ∈ H−, it follows that α(S(t⋆; u∞)) = −1+e
−t⋆ < 0.
This means that S(t⋆; u∞) 6= z and, in turn, S cannot be t⋆-closed.
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