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Condensate. Phys. Rev. Lett. 101, 135301 (2008)]. A key feature in the experiment was the use 
of a Feshbach resonance, which made large values of the scattering length accessible. Due to 
the large values of the scattering length, existing models such as the Beliaev model could not be 
used to explain the observations, and therefore the experiment was a particularly interesting 
one to analyze. In our ﬁrst approach, we constructed ad hoc potentials that ﬁtted the observed  
excitation spectrum, and later we improved our approach by using T-matrix formalism to 
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1. Overview of ultracold quantum gases
1.1 Introduction
Ultracold quantum gases are basically samples of atoms that have been
prepared to a very low density and cooled down to temperatures near ab-
solute zero. Therefore the wave nature of the atoms is manifestly present.
Consequently, quantum mechanical effects, such as Bose-Einstein con-
densation and fermionic superﬂuidity, can be observed.
In experiments, quantum gases are trapped in magnetic or optical traps,
with optical lattices being a well-known example of the latter trap type. In
optical lattices, the properties of the gas, such as the interactions between
particles, can be controlled. This high level of controllability allows for a
fundamentally different approach compared to the one taken in other con-
densed matter systems. That is, using optical lattices one can construct an
experimental system corresponding to some theoretical model, e.g. Hub-
bard model, whereas in other condensed matter physics experimentally
observed phenomena motivate theoretical developments.
In this chapter, we will review some fundamental concepts related to ul-
tracold quantum gases. In section 1.2 we will discuss spin, because it de-
termines whether particles are bosons or fermions. Then we will move on
to discuss the difference between distinguishable and indistinguishable
particles and the transition from classical ideal gas to quantum gas. Fi-
nally, in sections 1.5 and 1.6 we will discuss optical lattices and Feshbach
resonance, the latter being an important tool for tuning the interactions
between particles in an ultracold quantum gas.
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1.2 Angular momentum and spin
In classical mechanics, the angular momentum of a particle is deﬁned as
L = r× p, (1.1)
where r and p are the position and momentum vectors of the particle
relative to the origin O of an inertial frame of reference. In quantum
mechanics, the analogous quantity is called orbital angular momentum,
and the operators corresponding to the Cartesian components of L are
Lˆx = yˆpˆz − zˆpˆy, (1.2)
Lˆy = zˆpˆx − xˆpˆz, (1.3)
Lˆz = xˆpˆy − yˆpˆx. (1.4)
Subsequently, the operator corresponding to the squared magnitude of
angular momentum is





The preceding angular momentum operators satisfy the commutation re-
lations
[Lˆα, Lˆβ ] = iαβγLˆγ , (1.6)
[Lˆ2, Lˆα] = 0, (1.7)
where α, β, γ ∈ {x, y, z} and αβγ is the Levi-Civita symbol.
Orbital angular momentum is quantized. To be more precise, the eigen-
values of Lˆ2 are of the form l(l+ 1)2, where the orbital quantum number
l ∈ {0, 1, 2, · · · }. On the other hand, the eigenvalues of operators Lα are
ml, where the magnetic quantum number ml ∈ {−l,−l + 1, · · · , l}.
In addition to orbital angular momentum, elementary particles, com-
posite particles and atomic nuclei may have an intrinsic angular momen-
tum called spin, which has no direct counterpart in classical mechanics.
This intrinsic angular momentum, or spin, can be detected e.g. in the fa-
mous Stern-Gerlach experiment. Let us now say that Sˆ2 is the operator
corresponding to the squared magnitude of spin, and Sˆx, Sˆy, Sˆz are the
operators corresponding to the three Cartesian components of spin. In
analogy with orbital angular momentum, the spin operators satisfy the
2
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commutation relations
[Sˆα, Sˆβ ] = iαβγSˆγ , (1.8)
[Sˆ2, Sˆα] = 0. (1.9)
Like orbital angular momentum, spin is also quantized. The eigenvalues
of Sˆ2 are of the form s(s + 1)2, where the spin quantum number s ∈
{0, 12 , 1, 32 , · · · }. That is, the spin quantum number may obtain integer and
half-integer values. Subsequently, the eigenvalues of operators Sα are
ms, where the spin quantum number ms ∈ {−s,−s+ 1, · · · , s}. Particles
with integer spin are called bosons, and particles with half-integer spin
are called fermions.
1.3 Distinguishable and indistinguishable particles
In classical mechanics, all particles are distinguishable. In other words,
it is (implicitly) assumed that particles can always be distinguished from
one another by some experiment. However, if we have a set of particles
whose all internal states are the same, then there is no way to distin-
guish one particle from another on the grounds of their intrinsic proper-
ties. Consequently, particles having the same internal states are called
identical particles, and two physical situations differing only by an inter-
change of identical particles are indistinguishable. Thus, any physical
Hamiltonian must be invariant under permutation of identical particles,
and two quantum mechanical states that differ only by a permutation of
identical particles cannot be distinguished by any observation whatsoever
[2].
Motivated by the preceding remarks, the theory of nonrelativistic quan-
tum mechanics has the symmetrization postulate, which states that
• Particles whose spin is a half-integer multiple of  have only antisym-
metric states. (These particles are called fermions.)
• Particles whose spin is an integer multiple of  have only symmetric
states. (These particles are called bosons.)
• Particles cannot have partially symmetric states.
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However, within relativistic quantum mechanics it sufﬁces to postulate
that particles cannot have partially symmetric states, because the con-
nection between the spin of a particle and the symmetry of the allowed
states is given by the spin-statistics connection [3, 4]. Moreover, there is
strong empirical evidence suggesting that the symmetrization postulate
and spin-statistics connection are sound. For example, part (a) of the sym-
metrization postulate implies that in a system of identical fermions two
or more particles cannot have precisely the same internal state. That is,
part (a) implies the Pauli exclusion principle. Since the exclusion principle
forms the basis of atomic structure and atomic spectra, part (a) is strongly
supported by experiments. On the other hand, multiple bosons can occupy
the same single-particle state because their wave function is symmetric.
Since this is the key prerequisite for Bose-Einstein condensation, part (b)
is also well-supported by empirical evidence. Moreover, since all particles
are either bosons or fermions, it is now logical to say that partially sym-
metric states do not exist. Note, however, that some quasiparticles that
are not elementary particles may have fractional statistics. For example,
see the discussion on anyons in Ref. [5].
1.4 Transition from classical ideal gas to quantum gas
Traditionally, one of the most important subjects of study in statistical
physics is the ideal gas. In the ideal gas model, the interactions between
particles are assumed to be absent. Physically, this assumption is allowed
if the interaction between particles is small irrespective of the distance be-
tween them, or the gas is sufﬁciently rariﬁed. In the latter case, which is
the more important, the rarefaction causes the average distance between
particles to be large compared to the range of the interaction. Thus, a
sufﬁciently rareﬁed gas behaves like an ideal gas. It is well-known that









where T is temperature and kB is the Boltzmann constant.
In a classical ideal gas the constituents of the gas are treated entirely as
distinguishable particles [7]. Thus, their wave nature is not considered.
However, particles in a real gas are actually wave packets, and the wave
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nature manifests in experiments if temperature is low enough. That is
because the wave packets start to spread when temperature decreases,
and when they begin to overlap with each other, quantum effects must be
taken into account [8].
The spatial extension of a wave packet is determined by the de Broglie
wavelength λ = h/p0, where h is the Planck constant and p0 is the average
momentum. In order to determine the temperature dependence of λ, we
calculate the thermal average of the de Broglie wavelength by using the












On the other hand, the average distance between particles is
d = n−1/3, (1.12)
where n is the number density of particles. Thus, quantum mechanical
effects start to become important when




That is, when Eq. (1.13) is satisﬁed, the Pauli exclusion principle must
be taken into account and the distribution of fermionic particles must be
described with Fermi-Dirac statistics. Similarly, in a bosonic gas Bose-
Einstein condensation sets in when Eq. (1.13) is satisﬁed [9].
In conclusion, we note that the usual point of reference in the literature





The numerical factors in Eq. (1.14) have been chosen to give a neater
appearance for certain formulas [8, 10]. However, the fact that 〈λ〉 and
λT differ by a factor of 2 is not signiﬁcant, because Eq. (1.13) is only an
approximation.
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1.5 Introduction to optical lattices
When several laser beams are overlapped with each other, the individual
electric ﬁelds interfere and create an intensity and polarization pattern
[11, 12]. On the other hand, when neutral atoms are subjected to an elec-
tric ﬁeld, the positively charged nucleus and negatively charged electrons
are pulled away from each other. That is, the electric ﬁeld induces a polar-
ization into the atom. The induced dipole moment, in turn, interacts with
the electric ﬁeld and a force is exerted on the atom. Usually, this force
is described in terms of the underlying potential, called optical dipole po-
tential. Consequently, for cold atoms, the interference pattern resulting
from overlapping laser beams can serve as a periodic potential. Due to the
strong analogy of such systems with conventional solids, the term optical
lattice has been coined for this artiﬁcial crystal created by light. The re-
sulting lattice geometry is, of course, determined by the overall geometry
of the intersecting laser beams.
In the early 1990s, traps were mainly considered as a tool for laser cool-
ing [11]. Ground-state cooling was ﬁnally achieved in 1995 in harmonic
traps with the realization of Bose-Einstein condensation [13, 14, 15]. This
exotic state of matter appears when trapped bosonic atoms are cooled be-
low a critical temperature, where a macroscopic fraction of the ensemble
occupies the lowest energy single-particle energy state. This quantum de-
generate state of atoms can be described by a single, macroscopic wave
function called order parameter. One of the prominent features of an in-
teracting Bose-Einstein condensate is its superﬂuidity, which has been
conﬁrmed by the observation of interference [16] and vortices [17, 18].
Advances in experimental techniques and the ground-breaking discov-
ery of Bose-Einstein condensation caused ultracold atomic gases in optical
lattices to become a research ﬁeld of its own. One important experiment in
this ﬁeld was the observation of superﬂuid to Mott insulator transition in
a three-dimensional optical lattice [19]. This experiment makes use of the
fact that the tunneling rate of atoms between neighboring sites (potential
wells) depends on the height of the barrier. Consequently, tunneling rate
is reduced when the lattice potential is made deeper. For ultracold bosons,
this leads to a phase transition from a delocalized superﬂuid state to an
insulating state where the atoms are localized at the individual lattice
sites.
In modern quantum gas setups, degenerate bosonic gases[20, 19], fer-
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mionic gases[21, 22], Bose-Bose and Bose-Fermi mixtures [23, 24, 25] and
molecules [26, 27] of different species can be loaded in optical lattices of
various dimensionalities. There is also a wide selection of methods that
can be used to control and study these systems. For example, tunnel-
ing rates can be adjusted by changing the depth of the lattice, and the
strength of the on-site interaction can be controlled with Feshbach res-
onances [28]. In the recent years, it has also become possible to realize
spin-dependent conﬁnement [29, 30, 31, 11], and this has led to theoret-
ical proposals of new concepts, such as mixed-geometry pairing [1]. An-
other recent advance is the possibility to realize long-range interactions
between particles trapped in an optical lattice.
Fermionic dipolar molecules, such as 40K87Rb, provide one way to real-
ize long-range interactions [32, 33, 34]. The long-range interactions can
be controlled by changing the geometry of the trapping [35], whereas the
on-site interaction can be tuned by using Feshbach resonances. Conse-
quently, dipolar molecules allow on-site and long-range interactions to be
controlled independently of each other [35], and therefore they are well-
suited for emulating the extended Fermi-Hubbard model [36, 37, 38, 39,
40]. Another way to realize long-range interactions is to use Bose-Fermi
mixtures like 40K and 87Rb, where the bosonic component induces attrac-
tive nearest-neighbor (NN) interactions between the fermions [41, 42, 43,
44]. The NN interaction can be adjusted by using its dependence on the
depth of the lattice [44]. Since the on-site interaction can be controlled
independently of the NN interaction by using Feshbach resonances, Bose-
Fermi mixtures allow versatile emulation of the extended Fermi-Hubbard
model.
1.6 Two-channel model of Feshbach resonance
Each alkali atom has one valence electron. Consequently, if we neglect hy-
perﬁne interaction, the coupled spin state of two alkali atoms corresponds
to the coupled spins of the two valence electrons. Thus, the spin state of
the two colliding alkali atoms is either a singlet state |S〉 or a triplet state
|T〉. If the electrons form a singlet bond, i.e. they have opposing spins,
they are allowed to be on top of each other. On the other hand, if the elec-
trons form a triplet bond, i.e. they have the same spin, they are subject
to Pauli repulsion. Consequently, the singlet potential is generally much
deeper than the triplet potential [45].
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VS  r 
VT  r 
ΜB
E res B
Figure 1.1. Schematic illustration of the singlet and triplet potentials VS(r) and VT(r).
Also shown is Eres(B), i.e. the magnetic-ﬁeld dependent energy of the reso-
nance state φres(r).
In reality, every atom has also a nucleus with spin I that interacts with





Iˆ · Sˆ, (1.15)
where αhf is the hyperﬁne constant. The hyperﬁne interaction couples the
singlet and triplet states if the atoms are close enough to each other, and
we denote the coupling matrix element with Vhf(r) = 〈S|Hˆhf|T〉.
In order to write down the two-channel Schrödinger equation for the
system, we say that Sˆ = |S〉〈S| and Tˆ = |T〉〈T|. That is, Sˆ and Tˆ are
projection operators to the singlet and triplet subspaces, respectively. We
note that Sˆ + Tˆ = 1 because we assume that |S〉 and |T〉 are the only
allowed spin conﬁgurations. On the other hand, the wave function of the
system can be written as
|ψ〉 = ψS(r)|S〉+ ψT(r)|T〉, (1.16)
where ψS(r) and ψT(r) are the spatial wave functions corresponding to the
singlet and triplet states, respectively. By multiplying the Schrödinger
equation H|ψ〉 = E|ψ〉 from the left by 〈T| and 〈S|, we obtain the coupled
equations
(E −HTT)ψT(r) = HTSψS(r), (1.17)
(E −HSS)ψS(r) = HSTψT(r), (1.18)
where HSS = 〈S|H|S〉, HTT = 〈T|H|T〉, HST = 〈S|H|T〉 and HTS = 〈T|H|S〉.
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Equations (1.17) and (1.18) can be written as a matrix equation
⎛
⎝−2∇2m + VT(r)− E Vhf(r)







⎠ = 0, (1.19)
where we have also written out the Hamiltonians. The potentials VT(r)
and VS(r) are associated with triplet and singlet states, respectively, and
m is twice the reduced mass of the atom pair. For the sake of simplicity, it
can be assumed that
VT(r) = V (r) + ΔμB, (1.20)
VS(r) = V (r), (1.21)
where the interatomic potential V (r) could be taken to be e.g. a Lennard-
Jones type potential. The energy difference of triplet and singlet poten-
tials results from the Zeeman shift ΔμB, where Δμ is the difference of
magnetic moments between triplet and singlet states, and B is the ex-
ternal magnetic ﬁeld. The shape of the coupling potential Vhf(r) remains
largely unknown, but it is known to be a short-ranged. Thus, it can be
modeled with any reasonable short-ranged function, e.g. a short-ranged
Gaussian function [46, 47].
The long-range behavior of the lth partial-wave radial wave function is
Rl(r) → sin(kr − πl/2 + δl(k))/(kr), where δl(k) is the scattering phase
shift caused by the scattering potential [2]. In the following, we con-
sider low-energy s-wave scattering and suppress the index l = 0. That
is, we deﬁne δ(k) = δ0(k). The scattering length is deﬁned as a(B) =
− limk→0 k−1 tan δ(k), where the magnetic ﬁeld dependence appears due
to the Feshbach resonance. On the other hand, a Feshbach resonance is
based on the existence of a bound state that is nearly degenerate with the
scattering continuum. That is, we assume that VT(r) supports a bound
state φres(r) with energy Eres = Δμ(B − Bres). Consequently, by varying







where abg is the scattering length far away from the resonance, ΔB char-
acterizes the width of the resonance, and B0 is the resonance location.
Additionally, the coupled system supports a bound state whose binding
9
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2. Bosonic quantum gases
Traditionally, the quantum Bose ﬂuid that was mostly used to test many-
body theories was liquid 4He. It provided a clean environment to study
ground state properties and excitation spectrum, and a variational many-
body theory was developed to explain the observations [48, 49]. We will
brieﬂy review this variational theory in section 2.2.
Nowadays, ultracold bosonic atoms conﬁned to magnetic or optical traps
provide a highly controllable testing ground for many-body theories. To
name a famous example, sodium atoms conﬁned to a magneto-optical trap
were used to detect Bose-Einstein condensation [16, 50].
In section 2.1 we will have a look at Feshbach resonance, which can be
used to tune interactions between particles conﬁned to a trap or optical
lattice. In section 2.2 we will brieﬂy review the variational many-body
theory, and in section 2.3 we will have a look at the Marchenko inversion.
Marchenko inversion is a method from inverse scattering theory, and in
Publications II and III we used it to establish a connection between varia-
tional many-body theory and T-matrix formalism of Feshbach resonance.
Finally, in section 2.4 we will summarize the main results from publica-
tions I, II and III. In those publications, we described the behavior of a
strongly interacting atomic Bose gas with a many-body model that origi-
nates from the study of liquid helium 4He.
2.1 T-matrix formalism of Feshbach resonance
Feshbach resonance [51] is often described in terms of a fairly simple two-
channel model, which has one open and one closed channel. We denote
the subspaces containing open and closed channels by P and Q, respec-
tively. A schematic representation of the open and closed channel poten-
tials has been given in Fig. 1.1. As the names suggest, the long-range
11
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asymptotic value of the open channel potential is below the scattering en-
ergy E, whereas the long-range asymptotic value of the closed channel
potential is above the scattering energy E.
In bra-ket notation, Eqs. (1.17) and (1.18) now read
(E −HPP )|ΨP 〉 = HPQ|ΨQ〉, (2.1)
(E −HQQ)|ΨQ〉 = HQP |ΨP 〉. (2.2)
The formal solution of Eq. (2.2) is [9]
|ΨQ〉 = (E −HQQ + i)−1HQP |ΨP 〉, (2.3)
where the positive inﬁnitesimal imaginary part  in the denominator en-
sures that the scattered wave has only outgoing terms. Substituting Eq.
(2.3) into Eq. (2.1), one obtains
(E −HPP −H ′PP )|ΨP 〉 = 0, (2.4)
where
H ′PP = HPQ(E −HQQ + i)−1HQP . (2.5)
Let us now employ the resolution of identity I =
∑
k |ψk〉〈ψk|, where the
sum goes over bound and continuum eigenstates ofHQQ. Since we assume
that one bound state |φres〉 is near-degenerate with the scattering thresh-
old, the dominating contribution comes from that term, and the rest of the
terms can be neglected. Thus we obtain
H ′PP =
HPQ|φres〉〈φres|HQP
E − Eres . (2.6)
Now one can identify the effective open channel potential from Eqs. (2.4)
and (2.6). It reads
U(E) = VPP +
HPQ|φres〉〈φres|HQP
E − Eres , (2.7)
where VPP is the potential appearing in the Hamiltonian HPP . The T -
matrix corresponding to interaction U(E) satisﬁes the Lippmann-Schwinger
equation
T (E) = U(E) + U(E)G0T (E), (2.8)
12
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E − 2p2m + i
, (2.9)
where the plane wave normalization
〈p|p′〉 = (2π)3δ(p− p′). (2.10)
was assumed. By using Eqs. (2.8) and (2.9), one can write down the mo-
mentum space matrix element
〈k|T (E)|k′〉 = 〈k|U(E)|k′〉+ 1
(2π)3
∫ 〈k|U(E)|p〉〈p|T (E)|k′〉
E − 2p2m + i
d3p. (2.11)
For many applications it is convenient to work in a single partial wave
channel. In that case, one may perform the angular integrals in (2.11)
explicitly. One obtains [52]
〈k|T (E)|k′〉 = 〈k|U(E)|k′〉+ 2
π
∫ 〈k|U(E)|p〉〈p|T (E)|k′〉
E − 2p2m + i
p2dp, (2.12)
where the states |k〉 are spherical Bessel functions jl(kr) in position rep-





δ(k − k′). (2.13)
We wish to analytically solve for the T-matrix, and therefore we have
to make a couple of simplifying assumptions in the following. First, we
substitute a separable ansatz
〈p|T (E)|k′〉 = f(p)τ(E, k′) (2.14)
into Eq. (2.12). For the on-shell T-matrix having k′ = k and E = 2k2/m
one obtains
f(k)τ(E, k) = 〈k|U(E)|k〉+ 2
π
∫ 〈k|U(E)|p〉f(p)τ(E, k)
E − 2p2m + i
p2dp. (2.15)











From Eq. (2.7) one obtains
〈k|U(E)|p〉 = 〈k|VPP |p〉+ 〈k|HPQ|φres〉〈φres|HQP |p〉
E − Eres . (2.17)
Let us now say that
〈k|HPQ|φres〉 = h0f(k), (2.18)
where h0 is a constant and f(k) is called a cutoff function. Since one
is interested in low-energy scattering, VPP can be approximated with a
separable potential. Thus, one can write
〈k|VPP |p〉 = λ0f(k)f(p), (2.19)
where λ0 is constant and f(k) is the same cutoff function as in Eq. (2.18).
Note that we used the same cutoff function f(k) in Eqs. (2.18) and (2.19)
for the sake of simplicity [53]. By using Eqs. (2.18) and (2.19), one casts



















E − 2p2m + i
p2dp
. (2.21)
By multiplying both sides by f(k) and using Eq. (2.14), one obtains










E − 2p2m + i
p2dp
. (2.22)





exp[iδ(k)] sin δ(k) =
1
k cot δ(k)− ik . (2.23)
On the other hand, the on-shell T -matrix 〈k|T (E)|k〉 and scattering am-
plitude fs(k) and are related by [Eq. V(17) in Ref. [52]]






Because k cot δ(k) = −1/a(B) +O(k2), one obtains
lim
k→0




with a(B) being deﬁned in Eq. (1.22). Fixing f(0) = 1 and using Eqs.

















The parameters λ0, h0 and Eres are not physically accessible whereas abg,
ΔB, Δμ and B0 are. Therefore λ0, h0 and Eres must be expressed in terms
of abg,ΔB,Δμ andB0 in such a way that one obtains the correct scattering
length a(B) deﬁned in Eq. (1.22). The renormalization relations read [54]
λ0 = Γλ¯0, (2.27)
h0 = Γh¯0, (2.28)
Eres = E¯res + αΓh¯
2
0, (2.29)


























































E¯res = Δμ(B −B0). (2.34)
Thus Eq. (2.22) becomes





















where we have written out E = 2k2/m.
2.1.1 Phase shift and bound state energy
According to Eqs. (2.23) and (2.24), the phase shift δ(k) can be calculated
from the effective range function




















where P denotes the Cauchy principal value integral. On the other hand,
the bound state energy is determined by the pole k = iκ of the on-shell
T-matrix 〈k|T (E)|k〉. That is, binding energy Eb = 2κ2/m with κ being


















Knowing the binding energyEb = 2κ2/m from experiments or full coupled-
channels calculations, we can actually use Eq. (2.37) to determine an
ansatz for the cutoff function f(p). Subsequently, we can calculate the
phase shift δ(k) from Eq. (2.36), and determine the corresponding local
potential by using inverse scattering theory (Marchenko inversion). The
local potential can be used in the variational many-body theory to calcu-
late the excitation spectrum (Feynman spectrum) F(k), which, in turn,
can be compared with the experimentally determined spectrum.
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2.2 Variational many-body theory
Let us next review the variational many-body theory that we used in Pub-
lications I-III to calculate the excitation spectrum of an atomic Bose gas.
For that purpose, we consider a system of N spinless bosons of mass m
with pairwise interaction in a volume Ω. The Hamiltonian of the system
is (see e.g. [55])











〈i,j〉 goes over distinct particle pairs and rij is the dis-
tance between particles i and j. For the ground state wave function, one
uses an ansatz which is a product of two-body correlation factors fc(rij).





On physical grounds, one expects that the correlation factor fc(r) goes to
unity as r goes to inﬁnity, because particles far away from each other do
not interact with each other in any way. Anyway, the optimal Jastrow
correlation factor fc(r) is obtained by minimizing, without restrictions,















dr3dr4 · · · drN |Ψ0|2∫
dr1dr2dr3dr4 · · · drN |Ψ0|2 (2.42)
or the static structure function





where ρ = N/V is the number density of particles. Variation of E[S] leads





with t(k) = 2k2/(2m) and Vph(k) the so-called particle-hole potential. In
coordinate space






g(r)|2 + [g(r)− 1]ωind(r), (2.45)
where the momentum space induced interaction
ωind(k) = −12 t(k)
[2S(k) + 1][S(k)− 1]2
S2(k)
. (2.46)
Equation (2.43) implies that g(r)− 1 is an inverse Fourier transformation
of S(k)− 1. That is,





k(S(k)− 1) sin(kr) dk. (2.47)
Equations (2.43)-(2.47) form a set of equations called hypernetted chain
(HNC) equations. They can be solved iteratively, and the initial guess is
to set the particle-hole potential equal to the Fourier transform of the two-
body potential. That is, one starts by setting Vph(k) = V (k) and calculates
S(k) from Eq. (2.44). Subsequently, one calculates ωind(k) and g(r) from
Eqs. (2.46) and (2.47). Finally, one calculates Vph(r) from Eq. (2.45), and
substitutes its Fourier transformation Vph(k) to Eq. (2.44).
In 1954 Feynman proposed a speciﬁc ansatz for the excited-state wave
function, namely Ψk = ρkΨ0. Here Ψ0 is the ground-state wave function
and ρk =
∑
j exp(ik · rj) is a density ﬂuctuation operator, where rj is the







where the subindex F stands for Feynman. It is easy to see that the Feyn-




One can determine the s-wave phase shift δ(k) from the on-shell T -matrix
〈k|T (k)|k〉. However, the two-body potential V (r) needed for the HNC
equations is unknown. Consequently, we need to employ inverse scat-
tering theory in order to ﬁnd V (r).
The Levinson theorem [59] says that a bound state causes a π phase
shift. That is, limk→∞ δ(k) − δ(0) = nπ, where n is the number of bound
states. In addition, Levinson has shown that if there are no bound states,
a given phase shift δ(k) determines a unique potential within the class of
potentials satisfying [59, 60]
∫ ∞
0
r|V (r)| dr < ∞, (2.49)∫ ∞
0
r2|V (r)| dr < ∞. (2.50)
For ﬁxed angular momentum, there are two fundamental inversion equa-
tions of interest, namely Gel’fand-Levitan and Marchenko [61, 62]. The
Marchenko equation reads
K(r, s) + F (r, s) +
∫ ∞
r
K(r, t)F (t, s) dt = 0, (2.51)
where F (r, s) and K(r, s) are called the input and output kernel, respec-
tively. The input kernel is deﬁned in terms of the S-matrix Sl(k) = exp[2iδl(k)].
[Note that S-matrix Sl(k) and static structure function S(k) are different
quantities.]. For s-wave scattering, the input kernel is given by





h+0 (kr) [1− S0(k)]h+0 (ks) dk, (2.52)
where h+0 (·) are outgoing s-wave Riccati-Hankel functions. After solving
the ouput kernel K(r, s) from the Marchenko equation, the energy inde-
pendent local potential V (r) is obtained via the relation
V (r) = −2 d
dr
K(r, r). (2.53)
We solve the Marchenko equation using the method from Ref. [61], and
let us next summarize that method as in Publication III. First we ﬁt the












where N ∈ {2, 4, 6, · · · }. Next, we cast the S-matrix Sl(k) = exp[2iδl(k)]










z − l , (2.55)
where al = (2L − l)!/(l!(L − l)!) and El are constants. The constants
{1, · · · , L} are roots of the polynomial appearing in the denominator, and
it is easy to see that they appear in conjugate pairs. Applying the Padé










k − σm , (2.56)
where σm are roots of the denominator. That is, roots of the equations
2iδ(k) = l, where l ∈ {1, · · · , L}. Since δ(k) is now a rational function,
these equations are easy to solve. Moreover, since the order of δ(k) is N ,
the total number of roots σm is M = L×N .













σm − σi . (2.58)
By using Eq. (2.57), we cast the input kernel (2.52) into form























m means summation over the poles located in the upper half of




Ψ(m, r)h+0 (σms). (2.60)



















0 (σnt) dt. (2.62)
The linear independence of the Riccati-Hankel functions h+0 (σms) implies




[δmn + iSmMm,n(r)] Ψ(n, r) = −iSmh+0 (σmr), (2.63)
where m goes over all the M/2 values for which σm lies in the upper half
of the complex plane. It is easy to solve the values Ψ(n, r) for any ﬁxed
r. After solving the functions Ψ(n, r), we obtain the output kernel K(r, s)
by using Eq. (2.60). Subsequently, the potential V (r) can be calculated by
using Eq. (2.53).
2.4 Review of Publications I-III
In Publications I-III we analyzed a Bragg scattering experiment reported
in Ref. [63]. In Publication I, we ﬁt the observed excitation spectrum with
ad-hoc potentials, but that approach did not take into account the pres-
ence of the molecular Feshbach resonance state. In Publications II and
III we improved our model by using a T-matrix formalism for the Fesh-
bach resonance, which allowed us to calculate the energy of the molecular
Feshbach resonance state.
2.4.1 Motivation to potential scaling







where α > 0 is a dimensionless parameter and a0 > 0 is a constant with
the dimension of length. The function v : [0,∞) → R gives the form of
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V (r) and the role of the dimensionless parameter α is to scale the range
and strength of the potential V (r) so that they are proportional to α and
1/α2, respectively.








ψ(r) = 0. (2.65)
In order to cast Eq. (2.65) into different form, we deﬁne R = r/(αa0) and
ψ˜(R) = ψ(r). Subsequently, we obtain
−∇2Rψ˜(R) + v(R)ψ˜(R) = 0. (2.66)
The long-range asymptotic behavior of the scattering wave function is [2]
ψ˜(R) ∼ 1− a˜
R
, (2.67)
where a˜ is a constant. Since ψ(r) = ψ˜(r/(αa0)), we obtain
ψ(r) ∼ 1− αa0a˜
r
. (2.68)
Thus, the scattering length of potential V (r) is a = αa0a˜. That is, the
scattering length of V (r) is directly proportional to α.
2.4.2 Potential scaling with scattering length
Let us say that V0(r) is a ﬁxed potential whose scattering length we denote












We note that U(r) is of the form (2.64). Thus, the scattering length a of
potential U(r) is directly proportional to the parameter α. On the other







From Eq. (2.71) it is clear that a = a0 when α = 1. Consequently, a = αa0






To recapitulate, we started from a ﬁxed potential V0(r) whose scatter-
ing length we denoted by a0. Subsequently, we constructed a potential
U(r) that has the same form as V0(r), but whose scattering length a is
an adjustable parameter. Moreover, the range and strength of the new
potential U(r) scale as a and 1/a2, respectively.
Example: step-well potential




V1, r ≤ r1
−V2, r1 < r ≤ r2
0 r > r2,
(2.73)
where the constants r1 and r2 have the dimension of length and constants
V1 and V2 have the dimension of energy. Furthermore, we assume that
0 < r1 < r2 and V1, V2 > 0. We call a potential of the form V (r) a step-well











Figure 2.1. Schematic representation of a step-well potential.
In Publication I we used a step-well potential having the scaling prop-
erty described in section 2.4.2. First, we deﬁned a ﬁxed step-well potential
whose scattering length we will now denote by a0. With the help of the







, r ≤ 4.685a0
−0.0053 2
ma20
, 4.685a0 < r ≤ 7.028a0









0.0554, r/a0 ≤ 4.685
−0.0053, 4.685 < r/a0 ≤ 7.028






0.0554, r ≤ 4.685a0
−0.0053, 4.685a0 < r ≤ 7.028a0
0 r > 7.028a0.
(2.76)
The potential v(r/a0) deﬁned in Eq. (2.76) is shown in Fig. 2.2.







Figure 2.2. Potential v(r/a0) calculated from a certain step-well potential V (r).








, r ≤ 4.685a
−0.0053 2
ma2
, 4.685a < r ≤ 7.028a
0 r > 7.028a.
(2.77)
is shown in Fig. 2.3.













Figure 2.3. Potential U(r) deﬁned in Eq. (2.77). We note that the range and strength of




2.4.3 Summary of Publication I
The motivation for Publications I, II and III is a Bragg spectroscopy mea-
surement reported in Ref. [63]. In their experiment, Papp et al. studied a
85Rb Bose-Einstein condensate, which is a strongly interacting bosonic su-
perﬂuid. Traditionally, experimental studies of bosonic superﬂuids have
been carried out on liquid helium, but a gas of Bose-condensed atoms has
the advantage that the interparticle interactions can be tuned via Fesh-
bach resonance. In other words, the scattering length a can be tuned by
using the Feshbach resonance.
In the experiment, Bragg pulses caused excitations of energy ω(k) with
momentum k above a BEC of homogeneous density n. Subsequently, the
question was how to explain the observed excitation spectrum, because
existing models relied on the smallness of a and k. To be more precise,
existing models relied on the smallness of the following three parameters:
(1)
√
8πna3 << 1, so that interactions can be treated within the mean-ﬁeld
approximation; (2) ka << 1, so that the two-body scattering amplitude
is momentum independent; (3) 1/(kξ) << 1, where ξ = /(2mμ)1/2 is
the healing length. This limit corresponds to the excitation being cleanly
in the free-particle regime. However, the experiment had pushed into a
regime where
√
8πna3 ≈ 0.4 and 1/(kξ) ≈ 0.5 and ka ≈ 0.8. Thus, existing
theoretical models could not be used to explain the results.
Variational many-body theory has been successfully used to describe the
traditional bosonic superﬂuid, namely liquid 4He [49, 64, 48]. The only
inputs needed to calculate the Feynman spectrum F(k) are the two-body
interaction V (r) and the mass m of the bosons. Thus, if we knew the
two-body interaction between the bosons, we could calculate the Feyn-
man spectrum F(k) and compare the result with the observed energies
ω(k). However, the complication arises from the fact that the two-body
interaction is now inherently spin-dependent due to the Feshbach res-
onance, whereas we would like to construct a simple model where the
two-body potential entering the variational many-body theory would be
spin-independent.
In order to circumvent the problem, we decided to represent the spin-
dependent two-body interaction with an effective spin-independent poten-
tial. In Publication I we used ad-hoc potentials with the scaling property
discussed in section 2.4.2. For example, we used the step-well potential
given in Eq. (2.77).
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Figure 2.4. (Reprinted with permission from Publication I.) Line shift Δ(k) = F(k) −

2k2/2m as a function of scattering length at the value k = 4π/(780nm)
used in the experiment. Red squares indicate the experimental results, blue
dots correspond to the step-well potential (2.77) and black squares indicate a
soft-sphere result. Also shown are hard-core (triangles) and pseudopotential
(dotted) results.
Red squares in Fig. 2.4 show the line shift Δ(k) = ω(k) − 2k2/2m as
a function of scattering length at the value k = 4π/(780nm) used in the
experiment. That is, the line shift Δ(k) is the measured excitation en-
ergy ω(k) minus free particle energy 2k2/m. For the theoretical curves,
this means that Δ(k) = F(k) − 2k2/2m. For example, triangles indi-
cate the result for a hard-core potential, and we note that a hard-core
potential fails to predict the downward bending of the line shift. Simi-
larly, the dotted pseudopotential (4πa2/m)δ(r) fails at large scattering
lengths. On the other hand, the blue line shows the line shift for the step-
well potential given in Eq. (2.77). We immediately note that the step-well
potential predicts the downward bending of the line shift at large scat-
tering lengths. Moreover, the diamonds correspond to a soft-sphere po-
tential that has the same scaling property as the step-well potential, and
the soft-sphere potential also predicts the downward bending of the line
shift. Thus, potentials with the scaling property are able to predict the
downward bending of the line shift at large scattering lengths, whereas
traditionally used potentials like hard-core potential or pseudopotential
fail even qualitatively at large scattering lengths.
2.4.4 Summary of Publications II and III
In Publication I, we were able to predict the downward bending of the
line shift by using ad-hoc potentials with the scaling property. However,
there was no way to predict the energy of the molecular state with these
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Figure 2.5. (Reprinted with permission from Publication I.) Bound state energy of the
85Rb molecular Feshbach resonance state. Solid line corresponds to the result
E = −EB calculated from Eq. (2.37) with the step-function cutoff given in Eq.
(2.78). Squares indicate experimental results from Ref. [65] and solid circles
indicate full coupled-channel results from Ref. [66].
potentials. Therefore we decided to employ the T -matrix formalism of
Feshbach-resonance discussed in section 2.1. Traditionally, one has used
simple cutoff functions like the step function, and they predict e.g. the
energy of the molecular state with good accuracy. For example, the solid
molecular energy curve in Fig. 2.5 corresponds to the cutoff function
f(k) =
⎧⎨
⎩ 1 if k ≤ K0 if k > K, (2.78)
where K = 1/(110 aB). We note that the solid curve is in good agreement
with the experimental results and the full coupled-channel calculations.
However, as shown in Publication I, a simple cutoff function like (2.78)
does not predict the downward bending of the line shift.
In Publications II and III we constructed a cutoff function f(k) that has
a scaling property similar to the ad-hoc potentials of Publication I. That
is, we introduced a cutoff function of the form
f(k) = [1− (1− cak2)] exp(−k2a2/K¯2), (2.79)
where c and K¯ are constants and a is the scattering length. Letting k¯ be
a dimensionless variable, we immediately see that
f(k¯/a) = [1− (1− (c/a)k¯2)] exp(−k¯2/K¯2). (2.80)
That is, the range of the momentum space cutoff function is proportional
to 1/a. To be more precise, the c/a-term contains explicit scattering length
dependence, but it vanishes when a is large. Since EB = 2/(ma2) at large
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at the limit a → ∞. From this integral condition it follows that K¯ = 2.586.
The purpose of the parameter c is to be a phenomenological ﬁtting pa-
rameter that accounts for the nonuniversal behavior of the molecular
bound state energy at lower values of a. In Figure 1 of Publication II
the parameter c has been ﬁtted to experimentally and theoretically deter-
mined molecular bound state energies of 85Rb, 87Rb, and 23Na, and our
results are in good agreement with the reference results. For 85Rb we
found the best bound state energy ﬁt with c = 60aB. Therefore c/a is
small at a > 500aB, which is the regime where the downward bending of
the line shift is observed in the Bragg scattering measurement [63].
Figure 2.6a shows the phase shift calculated from Eq. (2.36) with the
cutoff function (2.79). The black dashed curve in Fig. 2.6a gives the phase
shift for 85Rb at a = 1050aB, and the red curve gives the phase shift at
the limit a → ∞. Figure 2.6b shows the potentials corresponding to phase
shift curves in Fig. 2.6a. The potentials were determined by using the
Marchenko inversion. We note that the black dashed potential curve cor-
responding to 85Rb at a = 1050aB is close to the universal potential curve
depicted with red.
Figure 2.6. (Reprinted with permission from Publication II.) a) The black dashed curve
indicates the phase shift for 85Rb at a = 1050aB , and the red curve is the
universal phase shift obtained at the limit a → ∞. Also shown are 87Rb (blue
double-dash-dotted curve) and 23Na (green dash-double-dotted curve) results
at |B−B0|/ΔB = 0.3. The dotted curve is the contact interaction result, and
the black dash-dotted curve is the 85Rb result at |B − B0|/ΔB = 0.3. The
phase shifts were calculated from Eq. (2.36) with the cutoff function (2.79).
b) Potentials corresponding to the phase shift curves depicted in subﬁgure a.
At the limit a → ∞ all the potential curves converge to the universal curve
depicted in red.
Figure 2.7 is similar to Fig. 2.4. However, the black circles in Fig. 2.7
stand for the 85Rb results obtained with the cutoff function 2.79. That
is, ﬁrst we calculated the phase shift δ(k) for all relevant values of a from
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Figure 2.7. (Reprinted with permission from Publication II.) Line shift as a function of
scattering length. Red squares indicate the experimental results [63], and
black circles stand for the theoretical 85Rb result obtained with the cutoff
function 2.79. The green and blue curves are the corresponding results for
23Na and 87Rb, respectively. Also shown are hard-sphere (dash-dotted curve)
and pseudopotential (dotted curve) results.
Eq. (2.36). After that, we determined the corresponding potentials V (r) by
using the Marchenko inversion. Finally, we used those potentials V (r) in
the variational many-body theory to calculate the line shifts. We see that
our theoretical prediction for 85Rb is in good agreement with the experi-
mental results. In particular, our model predicts the downward bending
of the line shift at large scattering lengths.
2.5 A note on molecular Feshbach resonance state energies














Figure 2.8. Blue and red line indicate the binding energies of 23Na molecular Feshbach
resonance states near B0 = 907G resonance. The curves have been cal-
culated from Eq. (2.37). Dashed line indicates the universal result EB =

2/(ma(B)2). Note the unphysical diverging behavior of the deeply bound
molecular state.
I calculated the molecular state binding energies for 23Na near the B0 =
907G resonance with the parameter values given in Ref. [67]. There
turned out to be two molecular states as shown in Fig. 2.8. Generally
speaking, the existence of two molecular states is not a problem, and such
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situations are discussed e.g. in Ref. [68]. However, as Fig. 2.8 shows, the
binding energy of the second molecular state diverges when B → 906.8G.
Furthermore, when 906.8G < B < B0 = 907G, the second molecular state
does not exist. This diverging and vanishing behavior of the molecular
binding energy is caused by the scaling property of the cutoff function and
it is clearly unphysical. Moreover, this problem appears in the universal
region where the model is supposed to be valid. However, the molecular
energies for 85Rb are well-behaved.
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3. Fermionic quantum gases
Fermions, such as protons, electrons and neutrons, compose all of the
matter around us, and therefore phenomena arising from the quantum
degeneracy of fermions are ubiquitous. For example, the Pauli exclusion
principle is a central piece of modern condensed matter theory. However,
naturally occurring Fermi systems are usually dense and strongly inter-
acting, and their properties are hard to control.
The achievement of Fermi degeneracy in an ultracold gas of 40K atoms
[21] opened a new chapter in the study of fermionic quantum systems.
This experiment by DeMarco and Jin made it possible to study a low-
density fermion system allowing a high level of control over the inter-
particle interactions. For example, Feshbach resonances could be used to
tune the interactions between particles. Moreover, fermions in an opti-
cal lattice allow one to realize a highly tunable version of the (extended)
Fermi-Hubbard Hamiltonian. Thus, owing to the high level of controlla-
bility, fermions in optical lattices can be used to study a variety of open
problems in condensed matter physics, e.g. high temperature supercon-
ductivity.
3.1 Extended Fermi-Hubbard model
3.1.1 Fermi-Hubbard model
For deep enough lattice potentials, the atomic motion is determined by
tunneling between adjacent sites. In the lowest band, direct tunneling to
next-nearest-neighbors is typically suppressed by an order of magnitude
when compared to tunneling between neighboring sites [69, 70]. In most
experiments, the Fermi gas is prepared in a mixture of two spin states.
Since particles of opposing spin can reside at the same lattice site, their
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collisions give rise to an on-site interaction. With all atoms prepared in
the lowest band, this concept leads to the Hubbard Hamiltonian. For a












The ﬁrst term contains the kinetic energy and is proportional to the tun-
neling matrix element t between adjacent lattice sites, and 〈i, j〉 denotes
neighboring sites. The operators c†iσ and ciσ are, respectively, fermionic
creation and annihilation operators for a particle with spin σ ∈ {↑, ↓} at
site i. The occupation number operator is given by nˆi,σ = c
†
iσciσ. The sec-
ond term in Eq. (3.1) describes the interaction energy in the system, and
is determined by the on-site interaction U . The last term takes into ac-
count the possible presence of an additional atom trap, which is usually
harmonic. The corresponding energy offset of the lattice site with index i
is given by i.
3.1.2 Extended Fermi-Hubbard model










which accounts for spin-singlet pairing between distinct nearest-neighbors
〈m,n〉. Subsequently, the extended Fermi-Hubbard Hamiltonian
H = HFH +Hnn. (3.3)
Nearest-neighbor interaction Hnn in mean-ﬁeld approximation









In the mean-ﬁeld approximation of the on-site interaction term we will ne-
glect the Hartree shifts because they can be incorporated into the chem-
ical potentials and on-site energy modulation terms [71]. In the same
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spirit, we will neglect the Hartee shifts in the mean-ﬁeld approximation






〈cn,−σcm,σ〉c†m,σc†n,−σ + h.c.− |〈cn,−σcm,σ〉|2. (3.5)
Since we consider spin-singlet pairing, we assume that the order param-




〈cn↓cm↑〉(c†m↑c†n↓ − c†m↓c†n↑) + h.c.− 2|〈cn↓cm↑〉|2. (3.6)















2〈cn↓cm↑〉∗hˆmn − 2|〈cn↓cm↑〉|2, (3.8)
where ∗ denotes complex conjugation. In conclusion, we note that nearest-
neighbor interaction of this type has been discussed, for instance, in Ref.
[72]. Furthermore, see e.g. Refs. [43, 44] for a model that assumes spin-
singlet pairing and is similar to the one in Publication IV.
3.2 BCS theory
The Bardeen-Cooper-Schrieffer theory is the ﬁrst microscopic theory of
superconductivity [73]. It was developed in 1957, and it describes super-
conductivity as an effect caused by Cooper pairs. Since the theory suc-
cessfully explains the properties of conventional superconductors, John
Bardeen, Leon Neil Cooper and Robert Schrieffer were awarded the No-
bel Prize in Physics in 1972. Let us next present the standard formulation
of the BCS theory in an inﬁnite one-dimensional lattice (see, for instance,
Ref. [74]).
We start from a Fermi-Hubbard Hamiltonian, which now contains a
chemical potential term μ. The chemical potential term describes the en-
ergy cost of adding one particle into the system, and it is needed to ﬁx the
average number of particles because the mean-ﬁeld approximation made







(cˆ†jσ cˆj+1,σ + h.c.)− μ
∑
j




Next, let us diagonalize the Fermi-Hubbard Hamiltonian in order to ﬁnd
out the excitation spectrum (eigenvalues and eigenvectors). Excluding the
interaction term, the Hamiltonian is easy to diagonalize. However, the in-
teraction term poses a problem because it is quartic. To be more precise,
a simple two-site system can be easily solved analytically, but even super-
computers cannot exactly diagonalize Fermi-Hubbard Hamiltonians that
have a large number of lattice sites, not to mention lattices with a macro-
scopic number of sites. Indeed, one is usually interested in superﬂuids
that have a macroscopic number of particles and lattice sites, and there-
fore one has to approximate the interaction term in some way that makes
it computationally less cumbersome. There are two approximations in
BCS, and the ﬁrst one is the mean-ﬁeld approximation of the interaction










−U〈cˆ†j↑cˆ†j↓〉cˆj↓cˆj↑ − U〈cˆj↓cˆj↑〉cˆ†j↑cˆ†j↓ + U〈cˆ†j↑cˆ†j↓〉〈cˆj↓cˆj↑〉, (3.10)
where one has neglected the Hartree 〈cˆ†jσ cˆjσ〉 and Fock 〈cˆ†j,σ cˆj,−σ〉 terms.
Furthermore, one has introduced the BCS mean-ﬁeld order parameter






















The Hamiltonian HMF is analytically diagonalizable. However, in order to
gain more physical insight, one Fourier transforms HMF to the momentum
















where M is the total number of lattice sites. Furthermore, when one




′)j = Lδk,k′ . (3.14)



















































where it is assumed that the order parameter Δi = Δ is a constant, which
is the second fundamental BCS assumption. The Hamiltonian in momen-












where one has deﬁned μ˜ = μ + 2t. This was done because the lattice dis-
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persion −2t(1 − cos(k)) becomes proportional to the free space dispersion

2k2/(2m) in the limit of small momentum.




(ξk − μ) + Δ2. (3.20)
Here ξk = 2J(1 − cos k) and Δ is self-consistently determined from the
so-called gap equation. One immediately notes that the minimum value
Ek can have is Δ. In fact, to create an excitation in the system, a min-
imum energy of 2Δ is needed. This is the origin of superconductivity in
BCS theory: if thermal energy kBT << 2Δ, there are no dissipative single
particle excitations at all. In such a situation, electricity can be conducted
without resistance or ﬂuid can ﬂow without friction.
3.3 FFLO state
Two independent articles in 1960s, one by by Peter Fulde and Richard A.
Ferrell [75] and the other by Anatoly Larkin and Yuri Ovchinnikov [76],
predicted the existence of an imbalanced superﬂuid whose constituents
have nonzero center-of-mass momentum. Here the term imbalanced means
that the number of up-spin particles N↑ is not equal to the number of
down-spin particles N↓. This superﬂuid phase is called Fulde-Ferrell-
Larkin-Ovchinnikov (FFLO) phase after its inventors.
In contrast to the BCS theory, the order parameter in the FFLO state
is not a constant. Instead, it is assumed to have an oscillating position
dependence. We, however, consider an FF ansatz whose phase is position
dependent but the overall amplitude is not. That is, we consider an ansatz
U〈cˆ†j↑cˆ†j↓〉 = Δexp(2ixj · q), (3.21)
where Δ is the amplitude of the order parameter, xj is the position vec-
tor of lattice site j and 2q is the Cooper pair center-of-mass momentum.
Nevertheless, an FF ground state can be taken as an indicator of a more
general FFLO state because in known cases LO states have lower ener-














Physically, Eq. (3.22) means that the condensate constituents in FFLO
phase have momenta k+2q and −k. That is, Cooper pairs in FFLO phase
have center-of-mass momentum 2q. In addition to the change in the order
parameter, spin-dependent chemical potentials (μ↑ and μ↓) must be intro-
duced because the number of up-spin and down-spin particles is different
(N↑ = N↓). Anyhow, with these changes one can repeat the BCS analysis,
and arrive at the mean-ﬁeld FFLO theory. Simply, the FFLO state is an
extension of the BCS state because it accounts for imbalance and Cooper
pairing between nonopposite momenta.
Extensive studies of the FFLO state were triggered by the discovery
of an interesting superconducting phase in the heavy fermion supercon-
ductor CeCoIn5 [77, 78]. Possible FFLO states have also been discovered
in some organic materials [79, 80]. Indeed, realizing the FFLO state has
been a major goal since the creation of the ﬁrst Fermi condensates, but un-
ambiguous experimental evidence is still lacking [81]. Nevertheless, sev-
eral methods have been proposed for the experimental detection of FFLO
phase [82, 83, 84, 85, 81, 86]. Considering how ubiquitous phenomenon
FFLO is in modern physics, its experimental observation even in a highly
controlled environment such as an optical lattice could shed light on a
number of open questions, e.g. high temperature superconductivity.
3.4 Two-dimensional lattices
3.4.1 Bravais lattices
Qualitatively speaking, a lattice is an arrangement of points that repeats
over and over again [87]. In the simplest case, this means that the neigh-
borhood of every point is the same. Such a simple lattice is called a Bra-
vais lattice, and in two dimensions it is formally deﬁned as a collection of
points
R = n1a1 + n2a2, (3.23)
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where n1 and n2 are integers and linearly independent vectors a1 and a2
are called primitive vectors. For each Bravais lattice, it is easy to see
that the choice of primitive vectors is not unique, and usually the most
convenient choice makes them as simple as possible or has some handy
symmetry to them.
In two dimensions, there are a total of ﬁve Bravais lattices, which are
enumerated below. The symmetries of all ﬁve lattices are given, and one
notes that any Bravais lattice remains unchanged if all points are re-
ﬂected about the origin. That is, all Bravais lattices possess the inversion
symmetry R → −R.









, where a > 0 is the lattice constant. Square lattice is sym-
metric under reﬂection about the x and y axes, and with respect to 90o
rotations.
Rectangular Lattice is obtained by compressing a square lattice along









, where a1, a2 > 0 are the lattice constants. Due to the com-
pression, a rectangular lattice does not have the 90o rotation symmetry.
Triangular Lattice is also known as the hexagonal lattice. It is spanned









where a > 0 is the lattice constant. It is invariant under reﬂections about
the x and y axes, and with respect to 60o rotations.
Centered Rectangular Lattice is obtained by compressing a triangu-









, where ax, ay > 0 are the lattice constants. Due to the
compression, a centered rectangular lattice does not have the 60o rotation
symmetry.
Oblique lattice results from an arbitrary choice of primitive vectors a1
and a2 with no special symmetry. However, an oblique lattice still pos-




Lattices are created by periodically repeating the same structural unit.
The repeated structural unit is called a unit cell, and a unit cell having
the smallest possible area is called a primitive unit cell [88]. However,
primitive cells are not unique, and therefore it is valuable to have a stan-
dard way of constructing the primitive cell. Furthermore, it is valuable to
have the primitive cell invariant under all symmetry operations that leave
the lattice invariant. Such a construction is provided by the Wigner-Seitz
unit cell, which is built by associating with each lattice point all of the
space which is closer to it than any other lattice point [see Fig. 3.1(b)].
Clearly, a Wigner-Seitz unit cell is invariant under any transformation
that leaves the lattice invariant, and therefore such a unit cell displays all
the symmetries of the lattice. In practice, one constructs the Wigner-Seitz
unit cell by ﬁnding perpendicular bisectors to all lattice vectors emerging
from a given lattice point, and determining the area enclosed by them.
3.4.3 Reciprocal lattice
The reciprocal lattice is of fundamental importance in studies of periodic
structures. For example, it is used in the theory of crystal diffraction, and
in the study of functions having the periodicity of a Bravais lattice. In
order to formally deﬁne reciprocal lattice, one considers a set of points
R constituting a Bravais lattice, and a plane wave eik·r. Obviously, for
a general k the plane wave will not have the periodicity of the Bravais
lattice. However, for certain special choices of k the plane wave eik·r will
exhibit the periodicity of the Bravais lattice. The set of all wave vectors
K that yield a plane wave with the periodicity of a given Bravais lattice
is known as its reciprocal lattice. Analytically, K belongs to the reciprocal
lattice of a given Bravais lattice R if [89]
eiK·(r+R) = eiK·r (3.24)
for any r, and for all R in the Bravais lattice. Cancelling out the common
factor eiK·r, one can characterize the reciprocal lattice as a set of wave
vectors K satisfying
eiK·R = 1 (3.25)
for all R in a Bravais lattice.
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Let us consider a Bravais lattice spanned by the three primitive vectors
a1, a2 and a3. If the lattice is two-dimensional, one sets a3 perpendicular




a1 · (a2 × a3)
b2 = 2π
a3 × a1
a2 · (a3 × a1)
b3 = 2π
a1 × a2
a3 · (a1 × a2) . (3.26)
It is easy to see that ai·bj = 2πδij , where δij is the Kronecker delta symbol.
In addition, any vector k can now be written as
k = k1b1 + k2b2 + k3b3, (3.27)
where ki ∈ R. On the other hand, any vector belonging to the direct lattice
can be written as
R = n1a1 + n2a2 + n3a3. (3.28)
Thus
k ·R = 2π(k1n1 + k2n2 + k3n3). (3.29)
For eik·R to be unity for allR, the product k·Rmust be an integer multiple
of 2π for all n1, n2 and n3. This requires the coefﬁcients ki to be integers.
Thus, the reciprocal lattice vectors are linear combinations of the vectors
b1, b2 and b3 with integer coefﬁcients. That is, the vectors b1, b2 and b3
are the primitive vectors of the reciprocal lattice.
Brillouin zone
The Wigner-Seitz primitive cell of the reciprocal lattice is known as the
ﬁrst Brillouin zone. For example, let us consider a triangular lattice





























It is now easy to show that one would obtain b1 and b2 from a1 and a2
by rotating them by π/6 and scaling them with a factor 4π/
√
3. Thus, the




























Figure 3.1. a) Triangular lattice spanned by primitive vectors (3.30). b) Reciprocal lattice
spanned by primitive vectors (3.31). Also shown is the ﬁrst Brillouin zone.
Figure 3.1(a) shows the triangular lattice spanned by primitive vectors
(3.30), and Fig. 3.1(b) shows the corresponding reciprocal lattice spanned
by primitive vectors (3.31). In addition, Fig. 3.1(b) shows the ﬁrst Bril-
louin zone depicted in blue.
3.4.4 Wave function in a periodic potential
Let us consider a particle in a periodic potential V (r), where V (r +R) =
V (r) for all R in a Bravais lattice. In passing, one notes that such a peri-
odic potential could be provided e.g. by an optical lattice. Anyhow, accord-
ing to the Bloch theorem, the energy eigenstates ψnk(r) of the particle can
be labeled with a band index n and a crystal momentum k so that
ψnk(r+R) = e
ik·Rψnk(r), (3.32)
for all R in the Bravais lattice [87, 89].
In theoretical considerations one usually assumes that a Bravais lattice
is of inﬁnite size. However, in numerical implementations one has to use
lattices of ﬁnite size. Therefore one has to come up with some boundary
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conditions for the wave function ψnk(r). Generally speaking, if one consid-
ers particles conﬁned to a ring of circumference L, it is natural to impose
the boundary condition ψ(x + L) = ψ(x). Furthermore, if one considers
particles conﬁned to a cube with edge length L, one usually emphasizes
the inconsequence of the surface by disposing of it altogether. That is done
by imagining that each face of the cube is joined to its opposing face, so
that a particle coming to the surface is not reﬂected back, but re-enters
the cube from the opposite side. In equation form, these periodic boundary
conditions read
ψ(x+ L, y, z) = ψ(x, y, z)
ψ(x, y + L, z) = ψ(x, y, z)
ψ(x, y, z + L) = ψ(x, y, z), (3.33)
where one assumes that x, y, z ∈ [−L/2, L/2] i.e. x, y and z are inside or
on the surface of the cube.
However, unless the Bravais lattice is cubic or square, it is no longer
convenient to work in a cubic volume of side L. Nevertheless, one would
still like to emphasize the inconsequence of the ﬁnite lattice size by a
boundary condition analogous to (3.33). Therefore one generalizes (3.33)
to the Born-von Karman boundary condition
ψ(r+Njaj) = ψ(r), j = 1, 2, 3, (3.34)
where aj are the three primitive vectors and Nj is the number of lattice
points in the direction aj . Since Nj is the number of lattice points in the
direction aj , the total number of lattice points is N = N1N2N3.
From the Bloch theorem (3.32) one obtains
ψnk(r+Njaj) = e
ik·Njajψnk(r) j = 1, 2, 3. (3.35)
Imposing the boundary condition (3.34), one obtains
eik·Njaj = 1 j = 1, 2, 3. (3.36)
As one writes k = x1b1 + x2b2 + x3b3, Eq. (3.36) becomes
ei2π·Njxj = 1. (3.37)
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where d is the dimensionality of the system and mj ∈ Z. For example, the
allowed k-values for a triangular lattice having N1 = N2 = 6 are shown
in Fig. 3.2. Moreover, it follows from Eq. (3.39) that in a two-dimensional
case the area taken by a single k-value is |(b1/N1) × (b2/N2)|. Similarly,
in a three dimensional case the volume Vk occupied by a single value of k














b1 · (b2 × b3) . (3.40)
Since b1 · (b2 × b3) is the volume of a reciprocal lattice primitive cell, Eq.
(3.40) implies that the number of wave vectors in a primitive cell of the
reciprocal lattice is equal to the number of sites in the crystal.
According to the Bloch theorem, the crystal momentum k indicates how
an energy eigenstate ψnk(r) changes under a translation by some Bravais
lattice vector R = n1a1 + n2a2 + n3a3. In order to study what values of
k are distinct, one assumes that K = n′1b1 + n′2b2 + n′3b3 is a reciprocal
lattice vector. Employing Eq. (3.32), one obtains
ψnk+K(r+R) = e
i(k+K)·Rψnk+K(r)
= eiK·R︸ ︷︷ ︸
=1
eik·Rψnk+K(r). (3.41)
Thus, energy eigenstates characterized by crystal momentums k and k+K
behave in the same way under a translation by a Bravais lattice vector
R. Therefore crystal momentums that differ by a reciprocal lattice vector
are considered the same. Consequently, it sufﬁces to consider values of k
belonging to the ﬁrst Brillouin zone.
Values of k for a triangular lattice
Let us consider a triangular lattice spanned by the primitive vectors (3.30).
The primitive vectors of the reciprocal lattice are then given by Eq. (3.31).
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Subsequently, the allowed values of crystal momentum k are of the form
Eq. (3.39) with d = 2. For example, with N1 = N2 = 6 the N = N1N2 = 36










































Figure 3.2. Allowed values of k for a triangular lattice of size N1 = N2 = 6.
Note that the values of k lying on the opposite edges of Brillouin zone are
related to each other via a translation by b1, b2 or b1 + b2. Therefore one
excludes k-points with nonpositive x-component in order to avoid double
counting. Since the double counting has now been avoided, the number
of k-points in Fig. 3.2 is equal to the number of sites in the direct lattice,
namely N = N1N2 = 36.
3.4.5 Honeycomb lattice
One recalls that the neighborhoods of all points must be the identical in
order for a structure to qualify as a Bravais lattice. However, there are
many lattices in nature that are not Bravais lattices, but are lattices with
a basis. This type of lattices are constructed by starting with a Bravais
lattice, and then replacing each lattice point with a set of points.
For example, a honeycomb lattice is a lattice with basis. The underlying












Subsequently, a honeycomb lattice is constructed by replacing each point















However, in a certain sense a honeycomb lattice can be considered a Bra-
vais lattice. That is, a honeycomb lattice can be viewed as a triangular
lattice with the lattice points replaced by identical unit cells, which each
contain two particles [90]. Consequently, triangular and honeycomb lat-
tices have the same reciprocal lattice.
3.5 Topological phases
3.5.1 Hall conductivity and Chern numbers
Topological phases have attracted quite a lot scientiﬁc attention in the
recent years [91, 92, 93, 94, 95]. In lower dimensions, i.e. one and two
dimensions, topological quantum numbers are known to play a crucial
role in characterizing various phase transitions. A typical example is the
integer quantum Hall transition, where quantized Hall conductances are
given by Chern numbers associated with the Berry connection [96, 97].
Quantization of Hall conductivity
In order to study the integer quantum Hall effect, we consider a two-
dimensional lattice described by a momentum space Hamiltonian H(k).







where cn denotes the Chern number of the nth Bloch band, and the sum
over n is restricted to the bands below the Fermi energy. The Chern num-














is deﬁned in terms of the Berry connection
Aj(k) = 〈n(k)| ∂
∂kj
|n(k)〉, j ∈ {x, y}. (3.48)
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Here |n(k)〉 is the nth Bloch band eigenfunction so that H(k)|n(k)〉 =
En(k)|n(k)〉. It is well-known that the Chern numbers cn are integers,













∇×A(k) · dΣ. (3.50)
By employing the Stokes theorem, it can be shown that the Chern num-
bers cn vanish if A(k) is globally well-deﬁned over the Brillouin zone.
That is, if the eigenfunctions |n(k)〉 can be chosen to have a smooth gauge
over the whole Brillouin zone, the Chern numbers cn vanish.
Let us now assume that the eigenfunctions |n(k)〉 cannot be chosen to
have smooth gauge over the whole Brillouin zone. However, let us assume
that the Brillouin zone can be divided into two separate regions R1 and
R2 so that the eigenfunctions |n(k)〉 can be gauge smoothed within each of
those patches. We denote the gauge smoothed eigenfunctions in regions
R1 and R2 by
|ψ1n(k)〉 = eif(k)|n(k)〉, (3.51)
|ψ2n(k)〉 = eig(k)|n(k)〉, (3.52)
respectively. At the boundary between the two regions, the two wave func-
tions are related by
|ψ2n(k)〉 = ei(g(k)−f(k))|ψ1n(k)〉 = eiχ(k)|ψ1n(k)〉. (3.53)
Let us denote the functionA(k) deﬁned in regions R1 and R2 byA1(k) and
A2(k), respectively. Subsequently, by using Eqs. (3.48), (3.49) and (3.53),
we obtain
A2(k) = A1(k) + i∇χ(k) (3.54)
at the boundary of regions R1 and R2. Let us then use Eq. (3.50) and the
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The functions A1(k) and A2(k) are well-behaved in the patches R1 and












where ∂R2 means the boundary of region R2. Since it can be shown that∫
∂(BZ−R2)
A1(k) · dk = −
∫
∂R2







(A2(k)−A1(k)) · dk. (3.58)






∇χ(k) · dk. (3.59)




∇χ(k) · dk = lim
θ→2π
χ (K(θ))− χ (K(0)) . (3.60)
The wave functions |ψ1n(k)〉 and |ψ2n(k)〉 must be single-valued. Thus
limθ→2π |ψjn (K(θ))〉 = |ψjn (K(0))〉, where j ∈ {1, 2}. Consequently, Eq.
(3.53) implies that limθ→2π χ (K(θ)) = χ (K(0)) + 2πm, where m ∈ Z. Sub-
stituting this into Eq. (3.60), we obtain
∫
∂R2
∇χ(k) · dk = 2πm. (3.61)
Substituting Eq. (3.61) into Eq. (3.59), we obtain cn = m ∈ Z. That is, the
Chern numbers cn indeed are integers and the Hall conductivity given by
Eq. (3.45) is an integer multiple of −e2/h.
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Numerical method for calculating Chern numbers
In the numerical calculations of Publication IV, we used the method from
Ref. [98] to calculate the Chern numbers. In order to summarize that
method, we consider a two-dimensional lattice described by a momentum
space Hamiltonian H(k). We denote the reciprocal lattice vectors by b1
and b2, and the directional derivatives along b1 and b2 by ∂1 and ∂2, re-
spectively. Furthermore, we denote the Brillouin zone k-points depicted
in Fig. 3.2 by kl and assume that |n(k)〉 is the nth Bloch band eigenstate
so that H(k)|n(k)〉 = En(k)|n(k)〉. One deﬁnes a link variable from the
wave functions of the nth band as
Uμ(k) = 〈n(kl)|n(kl + bˆμ)〉/Nμ(kl), (3.62)
where Nμ(kl) = |〈n(kl)|n(kl + bˆμ)〉| and bˆμ is a vector that connects two
adjacent k-points in the direction of bμ. From the link variable (3.62) one
deﬁnes a lattice ﬁeld strength
F˜12(kl) = lnU1(kl)U2(kl + bˆ1)U1(kl + bˆ2)
−1U2(kl)−1 (3.63)
with the additional restriction −iπ < F˜12(kl) ≤ iπ. That is, the ﬁeld
strength F˜12(kl) is deﬁned in the principal branch of the logarithm. More-
over, it can be shown that F˜12(kl) does not depend on the gauge choice of
Bloch eigenstates |n(kl)〉. Finally, one deﬁnes the lattice Chern number







It can be shown that c˜n → cn when the number of k-points increases. Since
both c˜n and cn are integers, this means that c˜n = cn for a sufﬁciently dense
k-point grid.
3.5.2 Time-Reversal Symmetry
The most important discrete symmetry for experimentally realizable sys-
tems is time-reversal [99]. Time reversal is a transformation T that re-
verses the arrow of time. That is,
T : t → −t. (3.65)
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Since time-reversal symmetry is a fundamental property, systems behave
quite differently depending on whether they are symmetric under time re-
versal or not. For example, systems that posses time-reversal symmetry
cannot exhibit the Hall effects (excluding the spin Hall effect). Mathe-
matically, one says that a system is symmetric under time reversal if the
Hamiltonian H commutes with T . That is, if
[H,T ] = 0. (3.66)
The time reversal operator changes only the arrow of time. As such, it
leaves the position operator xˆ unchanged. However, time-reversal opera-
tor ﬂips the sign of the momentum operator pˆ because it is proportional to
the velocity, which is a time-derivative of a time-reversal invariant quan-
tity (the position operator). Thus
T xˆT−1 = xˆ and T pˆT−1 = −pˆ. (3.67)
Similarly, time-reversal ﬂips the sign of spin operator S, because angular
momentum is itself a momentum. Thus
TST−1 = −S. (3.68)
Subsequently, T leaves the on-site creation operators unchanged for spin-
less particles. That is,
T cˆjT
−1 = cˆj , (3.69)
where one can add any orbital indices to cj as long as the index is not spin.
On the other hand, for spin-1/2 particles one has
T cˆj↑T−1 = cˆj↓ and T cˆj↓T−1 = −cˆj↑. (3.70)
3.5.3 Ways to break time-reversal symmetry
A well-known way to break time-reversal symmetry is to introduce an
external magnetic ﬁeld. However, since the publication of the Haldane
model [100], there has been great interest in lattice models where time-
reversal symmetry is broken without the help of an external magnetic
ﬁeld. In the original Haldane model the time-reversal symmetry is broken
by complex tunneling amplitudes, whereas in Publication IV an attractive
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nearest-neighbor interaction gives rise to spontaneous time-reversal sym-
metry breaking. It was long-believed that the Haldane model would be a
mere theoretical tool, but recently it has been realized experimentally by
using an ultracold atomic gas in an optical lattice. In the experiment, the
complex valued tunneling amplitude arises from the fact that the tunnel-
ing is laser assisted [101, 102].
Interparticle interactions may also give rise to time-reversal symmetry
breaking. For example, chiral superconductors feature pairing gaps that
wind in phase around the Fermi surface in multiples of 2π, thus breaking
time-reversal symmetry. Chiral superconductivity, as exotic superconduc-
tivity in general, is an active research topic, and it has properties that are
very useful in nanoscience applications [103].
3.6 Note on Figure 3 of Ref. [1]
Figure 3 of Ref. [1] is not quantitatively correct. Correct version is given in
Fig. 3.3. However, Fig. 3.3 and Fig. 3 of Ref. [1] show the same qualitative
behavior for the gapless phase. That is, the gapless phase becomes less
robust when ˜ increases. On the other hand, by comparing Fig. 3.3 with
Fig. 2a of Ref. [1] we see that the gapped phase is not insensitive to ˜ but
becomes more robust when ˜ is increased.
(a) Parameter ˜ = 1.0. (b) Parameter ˜ = 1.4. (c) Parameter ˜ = 1.8.
Figure 3.3. Correct versions of phase diagrams presented in Fig. 3 of Ref. [1].
3.7 Summary of Publication IV
In Publication IV we consider spin-1/2 fermions loaded in a honeycomb-
triangular lattice. The up-spin component is free to move in the whole
honeycomb lattice, but the down-spin component is conﬁned to the under-
lying triangular lattice A (see Fig. 3.4). We assume that there is an attrac-
tive on-site and nearest-neighbor interaction between particles of opposite
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spin, and we study the resulting phase diagram of the system. In partic-
ular, we study whether an FFLO phase appears in the diagram. Fur-
thermore, we investigate whether the long-range interaction gives rise to





















Figure 3.4. Honeycomb-triangular lattice. Up-spin component is free to move in the
whole honeycomb lattice comprising sublattices A and B, but the down-spin
component is conﬁned to the triangular sublattice A. Vectors a1 and a2 are
the primitive vectors of sublattice A.
3.7.1 Deriving the grand potential














where Hk is a 3 × 3-matrix, Ψ˜k is the basis, Δ1 is the amplitude of the
nearest-neighbor order parameter, V is the strength of the nearest-neighbor
interaction, Δ0 is the amplitude of the on-site order parameter, U is the
strength of the on-site interaction, and ξ(3)−k is the dispersion relation of
the down-spin band in a non-interacting system. Let us say that U¯ is a
matrix that diagonalizes Hk. That is, let us say that U¯ is such a matrix
that D = U¯ †HkU¯ is diagonal. It is well-known that the diagonal elements
of D are the eigenvalues of Hk which we denote by E1(k), E2(k) and E3(k).
























The grand canonical partition function [104]
Z = Tr e−βHMF . (3.73)
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By using fermionic anticommutation relations, it is easy to show that the
quasiparticle number operators nˆαk = γˆ
†
αkγˆαk commute with each other.
Therefore their common eigenstates |γ〉 form a complete basis. Let us
denote the number of type α ∈ {1, 2, 3} quasiparticles with wave vector k





















Since the quasiparticles are fermions, the occupation number of each sin-
gle particle state is either 0 or 1. That is, nˆαk|γ〉 = nα(k, γ)|γ〉, where






(1 + e−βEα(k)). (3.76)
As shown in Ref. [105], the grand potential
Ω = − 1
β
lnZ











with C being deﬁned in Eq. (3.75).
Grand potential Ω at zero temperature
In order to derive Ω at zero temperature, we note that β = 1/(kBT ) → ∞









⎩ 0 if Eα(k) ≥ 0Eα(k) if Eα(k) < 0. (3.78)
Thus, the last term in Eq. (3.77) reduces to sum over negative eigenvalues
when T = 0. In equation form,









when T = 0.
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3.7.2 Main results of Publication IV
Nowadays long-range interactions between particles, FFLO phase and
various other symmetry breaking superﬂuid phases are attracting signif-
icant attention in the cold atom community. Publication IV studies those
topics in the context of a spin-dependent honeycomb-triangular lattice,
where up-spin particles are free to move in the honeycomb lattice, but
down-spin particles are conﬁned to the triangular lattice. Such a geom-
etry has already been proposed in Ref. [1], but we also took into account
a nearest-neighbor attraction and formulated it in such a way that spon-
taneous time-reversal symmetry breaking became possible. Furthermore,
we examined whether the system can be found in FFLO phase.
Figure 3.5 shows the phase diagram for U = 5 and V = 3, and we im-
mediately see that a relatively large area is covered by the FFLO phase.
Therefore unconventional superﬂuidity with spatial symmetry breaking
is a signiﬁcant phenomenon in a honeycomb-triangular lattice.
Figure 3.5. (Reprinted with permission from Publication IV.) Zero temperature phase di-
agram as a function of chemical potentials μ↑ and μ↓. The on-site interaction
strength U = 5 and the NN interaction strength V = 3. Gray means normal
phase, yellow means FFLO phase, blue means fully paired gapped phase,
and the other areas belong to the gapless phase characterized by one or two
Fermi surfaces centered at the Brillouin zone points Γ or K [1].
We measured the signiﬁcance of intersite Cooper pairing with the relative
weight of the nearest-neighbor bond, namely P = |Δ1|/(|Δ0| + |Δ1|). We
found out that the intersite pairing is a signiﬁcant phenomenon in the
honeycomb-triangular lattice with P being mostly around 0.2 in Fig. 3.5.
The nearest-neighbor interaction term has been formulated in such a
way that it accounts for the possibility of spontaneous time-reversal sym-
metry (TRS) breaking. Loosely speaking, the system breaks TRS if the
NN pairing order parameter phase angles θ, φ and ϕ become nonzero (for
further details, see Publication IV). Figure 3.6 shows the phase angles θ,
φ and ϕ as a function of U and V for μ↑ = −1.5 and μ↓ = −2.5. Indeed, at




Figure 3.6. (Reprinted with permission from Publication IV.) The phase angles
(θ φ ϕ) of the NN pairing order parameter as a function of U and V for
(μ↑ μ↓) = (−1.5 −2.5).
As pointed out in Publication IV, there are also instances where TRS is
broken in the FFLO phase. That is, we managed to ﬁnd an exotic super-
ﬂuid phase where spatial and time-reversal symmetries are simultane-
ously broken.
The breaking of TRS gives rise to topologically nontrivial phases charac-
terized by energy bands having nonzero Chern numbers cn. On the other








where the sum is restricted to bands below the Fermi energy [98]. Thus,




In this thesis, the ﬁrst topic studied was ultracold Bose gases with the
focus on developing a phenomenological model that would explain the
excitation spectrum observed in the Bragg scattering experiment of Ref.
[63]. In that experiment, Papp et al. measured the excitation spectrum of
a 85Rb Bose-Einstein condensate, and by employing Feshbach resonance
they were able to push into a regime where existing theoretical models
were no more valid. Thus, the experiment was particularly interesting
to analyze. In Publication I we ﬁrst showed that traditionally used ef-
fective potentials, such as hardcore potential or contact potential, fail to
predict the observed excitation spectrum. We proceeded by constructing
spin-independent ad-hoc potentials that could be used within variational
many-body theory to calculate the excitation spectrum, and we managed
to ﬁnd a good ﬁt to the experimental results. However, the potentials
we had developed did not support any bound states, and therefore there
was no way to calculate the energy of the molecular Feshbach resonance
state. Since the energy of the molecular Feshbach resonance state can be
measured and predicted accurately by full coupled-channels calculations,
we needed to improve our model so that it would take into account the
presence of the molecular bound state.
In Publications II and III we improved our model by describing the Fes-
hbach resonant system with T-matrix formalism. The T-matrix formalism
uses separable potentials to represent the interactions between particles,
and we incorporated the scaling property we had introduced in Publica-
tion I into these separable potentials. Subsequently, we calculated the
scattering phase shift from the T-matrix, and used Marchenko inversion
to construct the corresponding local potential. Then we calculated the
excitation spectrum by using variational many-body theory and these po-
tentials and managed to obtain a good ﬁt to the experimental results.
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Furthermore, we could now calculate the molecular Feshbach resonance
state energy, because bound states correspond to poles of the T-matrix. We
successfully ﬁtted some binding energies known from experiments or full
coupled-channel calculations, but later I discovered that some other bind-
ing energies predicted by our model are clearly unphysical (see Section
2.5). The unphysical molecular Feshbach resonance state energies mani-
fest at large scattering lengths, which is the regime where we claimed our
phenomenological model to be valid.
As a second topic, I studied ultracold fermions conﬁned to an optical lat-
tice. To be more precise, I studied a novel mixed-geometry setup, where
one spin-component is loaded in a honeycomb lattice whereas the other is
conﬁned the underlying triangular lattice. Although such a setup might
sound complicated at ﬁrst, similar spin-dependent lattices have already
been realized (see, for instance, Ref. [31]). We considered an attractive
nearest-neighbor interaction in addition to an on-site interaction, and for-
mulated the NN interaction in such a way that it takes into account the
possibility of spontaneous time-reversal symmetry breaking. A particu-
larly feasible way of realizing this model would be to employ the com-
monly used rubidium-potassium mixture, which is composed of fermionic
40K prepared in the |F = 9/2,mF = −7/2〉 and |F = 9/2,mF = −9/2〉 Zee-
man components of the F = 9/2 ground-state hyperﬁne level and bosonic
87Rb atoms in the |F = 1,mF = 1〉 ground state. The on-site and NN inter-
actions could be tuned independently, and various experimental methods
should be available to study the nature of the pairing [44, 106].
Firstly, we found a multitude of breached pair type states with different
Fermi surface conﬁgurations. Secondly, we discovered that Cooper pairing
between particles of nonopposite momenta is a signiﬁcant phenomenon in
the mixed-geometry system. In other words, a relatively large area of
the system’s phase diagram is covered by the FFLO phase. Thus, the
system exhibits exotic superﬂuidity with spatial symmetry breaking. As
we have already pointed out in previous sections, realizing the FFLO state
has been a major goal since the creation of ﬁrst Fermi condensates, but
deﬁnitive evidence is still missing. Nevertheless, several proposals have
been made on how one could experimentally detect the FFLO phase [82,
83, 84, 85, 81, 86]. Thus, Publication IV might motivate experimental
attempts to realize the FFLO state. If successful, the results would be
very interesting on their own, and they could also shed light on a number
of open topics, e.g. high temperature superconductivity.
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We also discovered that the system spontaneously breaks TRS when the
intersite attraction V is large enough. Furthermore, in some instances
TRS was broken in the FFLO phase, which means that we managed to
ﬁnd an exotic superﬂuid phase where spatial and time-reversal symme-
tries are simultaneously broken. Moreover, the TRS breaking gives rise to
topologically nontrivial phases characterized by nonzero Chern numbers
and Hall conductivities. Usually, the Chern number cn for the nth Bloch
band is deﬁned as an integral of a gauge independent ﬁeld strength F12(k)







However, we used the method from Ref. [98] to calculate the Chern num-
bers. In that method, the Brillouin zone is ﬁrst covered with a sufﬁciently
dense mesh of discrete points kl. Subsequently, the Chern number is ob-







where the gauge independent ﬁeld F˜12(k) is calculated from the nth band
Bloch eigenstates. Remarkably, there is also a simple and robust way to
measure the ﬁeld strengths F˜12(kl) by using time-of-ﬂight imaging [107].
Consequently, the topological states predicted in Publication IV could read-
ily be detected with existing experimental methods.
To conclude, in Publication IV we studied a honeycomb-triangular lat-
tice, and found FFLO state and phases with spontaneous time-reversal
symmetry breaking. We discussed ways to experimentally realize the lat-
tice setup, and ways to detect the FFLO state and topological states re-
sulting from time-reversal symmetry breaking. If the predictions of this
model were experimentally veriﬁed, the results would be extremely inter-
esting. Furthermore, properties of chiral superconductors are generally
considered useful in nanoscience applications, and therefore the results
might also be useful in applied nanoscience [103, 108, 109, 110, 111]. Con-
sidering all these possibilities offered by mixed-geometry optical lattices,








In this Appendix, I present analytical calculations related to the honeycomb-
triangular lattice of Publication IV.
A.1 Preliminary results
A.1.1 About notation
By writing "S" in front of an equation number, we refer to Ref. [71]. For
example, by (S5) we mean Eq. (5) of Ref. [71]. By writing "L" in front of an
equation number, we refer to Ref. [105]. For example, by (L16) we mean
Eq. (16) of Ref. [105].
A.1.2 Fourier transformation







where f ∈ {a, b} and spin index σ ∈ {↓, ↑}. Furthermore, xm is the posi-
tion vector of lattice site m, and M is the total number of sites in either
sublattice A or B.







We can verify that the inverse Fourier transformation has been correctly













fˆmσ = fˆnσ. (1.3)
Thus we have veriﬁed the deﬁnition of inverse Fourier transformation
given in Eq. (1.2).


















Here aˆ†iσ and aˆiσ are fermionic creation and annihilation operators for
spin-σ particle at site i belonging to sublattice A. Similarly, bˆ†jσ and bˆjσ
are fermionic creation and annihilation operators for spin-σ particle at
site j belonging to sublattice B.



















Identifying tight-binding Hamiltonian Hˆ0↑




a†i↑bj↑ + h.c. (1.7)










































Identifying the tight-binding Hamiltonian Hˆ0↓




a†i↓aj↓ + h.c. (1.10)




























Noninteracting part H0 in the basis Φ˜†k
By using Eqs. (1.5), (1.6), (1.7) and (1.10), we obtain























































In conclusion, we note that we would obtain H(0)k from Eq. (5) of Ref. [71]
by setting ˜ = 0.
Diagonalizing the matrix H(0)k
Let us say that U¯ is a unitary matrix that diagonalizes H(0)k . That is,














I have solved the eigenvectors and eigenvalues of H(0)k by using Mathe-
matica. The eigenvalues are
λ
(1)
k = |h↑(k)| − μ↑, (1.18)
λ
(2)
k = −|h↑(k)| − μ↑, (1.19)
λ
(3)
k = ξ↓(k). (1.20)







































































If k0 belongs to the k-point grid, then −k0 belongs to the k-point grid.
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where we have also used the anticommutation relation {cˆ(3)k , cˆ(3)†k } = 1.
















k − λ(3)−kcˆ(3)−kcˆ(3)†−k + λ(3)−k. (1.27)
The summation in Eq. (1.27) goes over the Brillouin zone k-points. Since
we say that q is one of the Brillouin zone k-points, we can make the change

















k − λ(3)2q−kcˆ(3)2q−kcˆ(3)†2q−k + λ(3)−k. (1.28)
























⎟⎟⎠ Ψ˜k + λ(3)−k. (1.29)
A.3 On-site interaction term Hos in momentum space







On-site interaction term Hos in the mean-ﬁeld approximation
As we use the deﬁnition of number operator and employ fermionic anti-













By making the mean ﬁeld approximation, we obtain
nˆaj↑nˆ
a
j↓ = 〈aˆ†j↑aˆ†j↓〉aˆj↓aˆj↑ + 〈aˆj↓aˆj↑〉aˆ†j↑aˆ†j↓ − 〈aˆ†j↑aˆ†j↓〉〈aˆj↓aˆj↑〉. (1.32)
We choose to use the ansatz
U〈aˆj↓aˆj↑〉 = Δ0e2iq·xj , (1.33)
where Δ0 ≥ 0 and q is the FFLO momentum. We also assume that q
belongs to the Brillouin zone k-point mesh and points to the direction of
















































Let us now substitute Eq. (1.35) into Eq. (1.34). Furthermore, let us ma-
nipulate the last term at the right-hand side of Eq. (1.34) by using the fact
that the number of k-points is equal to the number of sites in sublattice







































































































































































A.4 Nearest-neighbor interaction term Hnn
A.4.1 Nearest-neighbor interaction term in the mean-ﬁeld
approximation


















〈hˆmn〉hˆ†mn + 〈hˆ†mn〉hˆmn − |〈hˆmn〉|2. (1.50)










which has an easy physical interpretation being of a similar form as the
contact interaction but now for neighboring lattice sites. Using anticom-















〈an,−σam,σ〉a†m,σa†n,−σ + h.c.− |〈an,−σam,σ〉|2. (1.53)
Let us follow the example of Ref. [43] and assume that the nearest-neighbor
attraction leads to spin-singlet pairing. Accordingly, we say that the order
parameter
〈an↑am↓〉 = −〈an↓am↑〉. (1.54)
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To be more precise, we obtain Eq. (1.54) by using fermionic anticommu-
tation relations and switching the site indices m and n. We assume that
switching the site indices m and n does not change the value of the ex-




〈an↓am↑〉(a†m↑a†n↓ − a†m↓a†n↑) + h.c.− 2|〈an↓am↑〉|2. (1.55)
With the help of the spin-singlet creation operator hˆ†mn deﬁned in Eq.







2〈an↓am↑〉∗hˆmn − 2|〈an↓am↑〉|2. (1.56)
It is now easy to see that the interaction terms HMFnn and HMFnn given by Eqs.




Ansatz for the order parameter V 〈hˆmn〉
As explained in Ref. [112], there are three different nearest-neighbor bonds
in a triangular lattice. Subsequently, I use an ansatz having the same
norm |V 〈hˆmn〉| = |Δ1| along all bonds, but three different phases being
allowed along three kinds of bonds. Moreover, I take the center-of-mass
momentum of Cooper pairs to be the same as in on-site pairing [cf. Eq.
(1.33)]. In equation form, the ansatz reads
V 〈hˆmn〉 = Δ1eiθmneiq·(xm+xn), (1.57)
where Δ1 ∈ R and θmn is the phase that depends on the direction of the
bond between sites m and n. Finally, we note that whatever ansatz one
uses for the order parameter V 〈hˆmn〉, it must be symmetric with respect
to the indices m and n because hˆmn is symmetric with respect to m and n.
A.4.2 Mean-ﬁeld Hamiltonian HMFnn in momentum space
I choose the three different nearest-neighbor bonds to be a2, a1 and a1 −
a2, and denote the phases θmn corresponding to those bonds by θ, φ, ϕ,
respectively (cf. Fig. 1 in Publication IV). Furthermore, I denote the spin-
singlet creation operator corresponding to the bond between xm and xm+
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+ eiϕeiq·(2xm+a1−a2)hˆ†m(a1 − a2)
]
. (1.58)
Let us ﬁrst express
∑
m∈L↓ e
iq·(2xm+a2)hˆ†m(a2) in terms of momentum space













































































2 cos [(k− q) · a2] a˜†k↑a˜†2q−k↓. (1.61)
Let us deﬁne a coupling function
Wr(k) =
√
2 cos (k · r) . (1.62)









It is easy to see that Eq. (1.63) remains valid if we replace a2 by a1 or


























Nearest-neighbor interaction term in the basis Ψ˜k




















e−iθWa2(k− q) + e−iφWa1(k− q) + e−iϕWa1−a2(k− q)
]
. (1.67)







Gk,qcˆ(3)2q−kcˆ(1)k + Gk,qcˆ(3)2q−kcˆ(2)k . (1.68)





































A.5 Full mean-ﬁeld Hamiltonian in the basis Ψ˜k
The mean-ﬁeld Hamiltonian without nearest-neighbor interaction term is
given by Eqs. (1.29) and (1.47). By using Eq. (1.70) in addition to them,

































In this Appendix, I present analytical calculations related to the triangu-
lar lattice of Publication IV.
B.1 Preliminary results
By writing "S" in front of an equation number, we refer to Ref. [71]. For
example, by (S5) we mean Eq. (5) of Ref. [71]. By writing "L" in front of an
equation number, we refer to Ref. [105]. For example, by (L16) we mean
Eq. (16) of Ref. [105]. Moreover, we will use the same Fourier transforma-
tion as in Appendix A.
B.1.1 Deﬁning the full Hamiltonian

















〈i,j〉 means summation over distinct nearest-neighbor pairs. On


















2 is the spin-singlet creation operator.
The full Hamiltonian
H = H0 +Hos +Hnn. (2.4)
B.2 Noninteracting Hamiltonian H0 in momentum space











where the spin-index σ ∈ {↑, ↓}.
Identifying the tight-binding Hamiltonians Hˆ0↓ and Hˆ0↑










































From Eqs. (2.6) and (2.10) we see that the tight-binding Hamiltonians for













Noninteracting part H0 in a new basis Ψ˜k
By using Eqs. (2.5), (2.6) and (2.10), we cast Eq. (2.1) into the form















In order to simplify notation, we deﬁne
λ
(1)
k = E↓(k)− μ↑ (2.14)
λ
(2)

















Let us now employ a fermionic anticommutation relation and thereby
switch the order of operators in the last term. Furthermore, let us assume
that q belongs to the Brillouin zone k-point mesh and make the change of




















































We conclude by noting that E↓(k)− μ↓ = ξ↓(k) + 3, where ξ↓(k) is deﬁned
as in Ref. [71].
B.3 On-site interaction term Hos in momentum space
















made in Eq. (2.18),
we obtain















B.4 Nearest-neighbor interaction term Hnn in momentum space












In order to simplify notation, we deﬁne a coupling function
Gk,q = −Δ1
[
e−iθWa2(k− q) + e−iφWa1(k− q) + e−iϕWa1−a2(k− q)
]
. (2.25)














































B.5 Full mean-ﬁeld Hamiltonian in momentum space
The mean-ﬁeld Hamiltonian without nearest-neighbor interaction term is
given by Eqs. (2.19) and (2.22). By using Eq. (2.28) in addition to them,
we can write down the mean-ﬁeld Hamiltonian that includes the nearest-






















B.6 Deriving the grand potential Ω(Δ0,Δ1,q) and particle numbers
N↑ and N↓
B.6.1 Deriving the grand potential Ω(Δ0,Δ1,q)




































Subsequently, we can calculate the grand potential Ω = Ω(Δ0,Δ1,q) by








































⎩ 0 when x ≤ 01 when x > 0 . (2.37)
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B.6.2 Equations for the particle numbers N↓ and N↑
Preliminary results




eE/(kBT ) + 1
. (2.38)
Direct calculation yields
1− f(E) = 1− 1
eE/(kBT ) + 1
=
eE/(kBT )
eE/(kBT ) + 1
=
1
e−E/(kBT ) + 1
= f(−E). (2.39)
With the help of Eq. (2.39) we obtain
〈γˆikγˆ†ik〉 = 1− 〈γˆ†ikγˆik〉
= 1− f(Ei(k))
= f(−Ei(k)). (2.40)
Deriving the particle number equations
Multiplying both sides of Eq. (2.33) by U¯ , we obtain
a˜k↑ = U¯11γˆ1k + U¯12γˆ2k, (2.41)
a˜†2q−k↓ = U¯21γˆ1k + U¯22γˆ2k. (2.42)
Let us next calculate the number of down-spin atoms N↓. With the help



















where the last equality follows by using periodic boundary conditions. By








|U¯21|2f (−E1(k)) + |U¯22|2f (−E2(k)) . (2.44)



























|U¯11|2f(E1(k)) + |U¯12|2f(E2(k)). (2.46)
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