Abstract. We study modular determinantal differential equations of orders 2 and 3. We show that the expansion of the analytic solution of a nondegenerate modular equation of type D3 over the rational numbers with respect to the natural parameter coincides, under certain assumptions, with the q-expansion of the newform of its spectral elliptic curve and therefore possesses a multiplicativity property. We compute the complete list of D3 equations with this multiplicativity property and relate it to Zagier's list of nondegenerate modular D2 equations.
Introduction
Motivated by Apéry's proof of irrationality of ζ(3), Don Zagier studies in [Zagier07] the question of finding those triples of rational numbers (A, B, λ) for which the sequence obtained by the recursive formula (n + 1) 2 u n+1 − (An 2 + An + λ)u n + Bn 2 u n−1 = 0 starting with u 0 = 1 has all integer terms, i.e. u n ∈ Z. The generating function φ 0 (t) = 1 + u 1 t + u 2 t 2 + . . . is the normalized analytic at t = 0 solution of the differential equation Lφ 0 = 0 with (1.1)
where we use the notation D = t d dt throughout the paper. We will refer later on to (1.1) as the Beukers-Zagier differential operator since it appeared in the works of these two authors. A table of respective triples (A, B, λ) is obtained in [Zagier07] by searching in a large range of values. It appears that all degenerate cases in the table, i.e. those with either A 2 = 4B or B = 0 come as members of infinite families of triples (A, B, λ) with φ 0 (t) ∈ Z [[t] ]. On the contrary, imposing the assumption (1.2) A 2 = 4B, B = 0 one arrives at 14 "sporadic" cases with no obvious pattern. Remarkably, in all those sporadic cases the corresponding differential equation can be parametrized by modular forms. Namely, one can find a modular function t(τ ) that vanishes at ∞ and a modular form f (τ ) of weight 1 such that φ 0 (t(τ )) = f (τ ) for all τ in the upper half-plane with large enough imaginary part. These cases are listed in the The products in the forth and fifth columns stand for eta-products, e.g. η(2τ ) 3 η(3τ ) 9 . We use this notation throughout the paper. For each of the first 6 rows one should also consider (Ã,B,λ) = (−A, B, −λ) with the corresponding u n = (−1) n u n ,t(τ ) = −t(τ ),f (τ ) = f (τ ). For the last row there is also a triple (0, 16, 0) leading toũ n = (−1) n/2 u n . In total, the table gives us 14 triples (A, B, λ) satisfying (1.2) with φ 0 (t) ∈ Z [[t] ]. Zagier conjectures that there are no more such cases, or if there are, they all will have modular parametrization.
We observe in this paper that the differential operator (1.1) satisfying the assumption (1.2) is a specific form of the so called determinantal differential operator of order 2. The necessary definitions and properties will be recalled in Section 2. We deal with determinantal differential operators of order 2 in Sections 3 and 4 and recover Zagier's list above in a new context. Then we proceed to obtain an analog of this list for determinantal differential operators of order 3, namely, the complete list of D3's that satisfy a multiplicativity property that we discuss later.
Determinantal differential equations
Determinantal differential equations of order N were defined in [GS07] . A DN equation is obtained from an (N + 1)
The respective differential operator is then defined as
where δ ij is the Kronecker symbol and det right refers to the way of expanding the determinant of a matrix with non-commuting entries with respect to the rightmost column.
The matrix A can be reconstructed from the coefficients of the differential operator ( [GS07] , Corollary 3.3). Assume in addition that all eigenvalues of A are distinct. Then obviously A is diagonalizable. In fact, for a matrix satisfying (2.1) the two conditions are equivalent: A is diagonalizable if and only if all eigenvalues of A are distinct. It follows immediately if one observes that A cannot have an eigenvector whose last component iz zero. According to Corollary 6.4 in [GS07] the singularities of the differential operator L A,∞ (z) are regular singular points located at ∞ and the eigenvalues λ 0 , . . . , λ N of A. Moreover, the differential equation has maximal unipotent monodromy at z = ∞ and the valuation of its analytic solution at z = ∞ is equal to 1. This motivates the following notation.
Definition 2.1. A differential operator of order N is of type DN ∞,1 if it equals L A,∞ (z) for some matrix A satisfying (2.1).
We denote the characteristic polynomial of A by F (z) = det(z − A) throughout the paper. It will be convenient to also use the variable t = 1 z . Namely, consider the operator
The respective differential equation has maximal unipotent monodromy at t = 0 and the valuation of its analytic solution at this point equals 0.
Definition 2.2. A differential operator of order N is of type DN 0,0 if it equals L A,0 (t) for some matrix A satisfying (2.1).
By DN we mean either DN 0,0 or DN ∞,1 the case being clear from the context. Observe that the following operations with the defining matrices
respectively.
The Beukers-Zagier equation as a D2 equation
Let us consider D2 equations in detail. According to our definitions one has
where
α 1 = 2a 00 a 11 + a 2 00 − 2a 01 α 0 = 2a 00 a 01 − a 2 00 a 11 − a 02 A D2 ∞,1 differential operator is then any operator of the form
with a cubic monic polynomial with distinct roots F (z) = z 3 + α 2 z 2 + α 1 z + α 0 . One can recover the matrix A from α i and β via a 00 = β
The generic equation of type D2 0,0 is then
With the notation D = t d dt we can further rewrite it as (3.1)
Notice that putting α 0 = 0 we obtain precisely operator (1.1) with A = −α 2 , B = α 1 and λ = β.
Modular equations D2
Recall that a D2 differential equation depends on 4 parameters (α 2 , α 1 , α 0 , β). It determines a local system of rank 2 over the base
Consider also the basis in the space of solutions of D2 near t = 0 which consists on normalized analytic and logarithmic solutions: 
gives uniformization of the base by the upper halfplane with the group of deck transformations being a congruence subgroup of SL(2, Z) and the function τ → φ 0 (t(τ )) is a modular form of weight 1.
In this case t(τ ) is a modular function whose q-expansion can be written explicitly. Indeed, inverting the series
Further, substituting this expansion into φ 0 (t) one obtains
This must be a modular form of weight 1.
Put Q = q 1 2 and consider the series
c n Q n whose coefficients c n = c n ( α, β) can be determined explicitly as follows. One writes
and inverts this series in order to get
which can be substituted into the left-hand side of (4.1). We have . . .
It is not hard to see that all even coefficients in fact vanish.
Theorem 4.2. Assume one is given a nondegenerate modular D2 with parameters α 2 , α 1 , α 0 , β ∈ Q . Consider the weight 2 modular form ∞ n=1 c n q n with c n determined from the expansion (4.1). If in addition it is a newform then
is the L-function of the elliptic curve
By being a newform we mean that the modular form belongs to the subspace on newforms of certain level. We do not require it to be a Hecke eigenform a priori; rather, the Hecke-eigen property is a consequence of the theorem. In particular, we have the following 
as soon as m and n are coprime.
We will solve equations (4.4) with respect to the parameters α 2 , α 1 , α 0 , β later in this section. It appears that modulo a certain transformation which preserves both the sequence {c n ; n ≥ 1} and the L-function of (4.3) there are finitely many cases.
The proof of Theorem 4.2 will rely on the following result.
Theorem (Atkin & Swinnerton-Dyer congruences, Theorem 4 in [ASD71] ) Let p = 2, 3, and let y 2 = z 3 + Bz + C be an elliptic curve over Z p with good reduction. Choose a local parameter at 0 so that z = ξ −2 + ∞ n=−1 d n ξ n and y = ξ −3 + . . . are the respective expansions , and write
If B, C, d n , c n are p-adic integers, then
Notice that this theorem can be applied to an elliptic curve defined over Q with good reduction at p as soon as the coefficients B, C, d n and c n do not contain p in their denominators. Moreover, a p = p + 1 − #E(F p ) is then the p-th coefficient of the L-function of this elliptic curve.
Proof of Theorem 4.2. Let a n , n ≥ 1 be the coefficients of the L-function L(s) = n an n s of the elliptic curve (4.3). One can check that
where we substitute z = 1/t, y 2 = F (z). This is a holomorphic differential on the curve (4.3), and since Q ∼ t 1 2 for small t we conclude that Q is a local parameter on the curve near the origin. Moreover, z ∼ Q −2 and y ∼ Q −3 and therefore the theorem of Atkin and Swinnerton-Dyer would be applicable for every prime p not dividing the conductor of the curve as soon as all c n and d n defined from the expansion z =
First we show that this is indeed the case for all but finitely many primes p using the assumption of modularity.
We have Q(t(τ )) = q 1 2 . Looking at (4.1) we see that ∞ n=1 c n q n is the qexpansion of the modular form t 1 2 √ 1 + α 2 t + α 1 t 2 + α 0 t 3 f 2 (2τ ) of weight 2. It follows that possibly after multiplication by an integer all c n become integers simultaneously. The same holds for d n since z(τ ) is a modular function. Therefore for all but finitely many prime numbers p we have congruences (4.5). Another consequence of modularity of
Our next step is to show that (4.5) together with (4.6) imply that c n = a n for all n not divisible by a finite set of primes. Since a n = o(n 1 2 +ε ) for any ε > 0 and c n = o(n) there is a number N such that c n n < 1 2 , a n n < 1 2 for all n > N . Obviously we can assume that (4.5) is true for all p > N increasing N if necessary. From (4.5) with n = 1 we get
Since for all p > N also |c p |, |a p | < p 2 we conclude that c p = a p . Suppose p > N and we have proved that c p m = a p m for all m ≤ M . Since
It follows now by induction that c p m = a p m for all m ≥ 0 and p > N . Our next step is to show that c n = a n for all n not divisible by finite number of primes p ≤ N . Let n be such a number and suppose that for every proper divisor n ′ |n we have already proved that a n ′ = c n ′ . By (4.5) with a prime divisor p|n and n ′ = n p instead of n we have c n − a p c n ′ + pc n ′ p = c n − a n ≡ 0 mod p m where m = ord p (n). Since this is true for every prime dividing n we conclude that c n ≡ a n mod n, and therefore c n = a n again by our estimate.
Consider both newforms n c n q n and n a n q n on the intersection of the corresponding congruence subgroups which is again a congruence subgroup. Since c n = a n for all n not divisible by primes form a certain finite set, it follows that both forms have the same eigenvalues for infinitely many Hecke operators. Therefore by multiplicity one theorem these forms are just equal, and our theorem is proved. Now we can substitute the polynomials (4.2) into the multiplicativity relations (4.4) and solve the resulting equations. We do not expect finitely many solutions because the shifts (2.2) preserve modularity. Under the shift A → A ′ = A+ε the parameters become we obtain 8 points (α 2 , α 1 , α 0 ) plus two one-parametric families (0, 0, α 0 ) and (0, α 1 , 0). In order to show that there are actually finitely many cases in these families we used more relations by considering about 200 further coefficients. The results are given in the table below. The first three columns contain all solutions of a few first multiplicativity equations. The fourth column shows the roots of the respective polynomial F (z) = z 3 + α 2 z 2 + α 1 z + α 0 . Polynomials in the first 4 rows appear to have multiple roots meaning that the respective differential operator is degenerate. In the last column we shift the differential operator by various roots of F (z) in order to obtain operators with α 0 = 0, the respective values of the parameters (A, B, λ) = (−α 2 , α 1 , β) being listed. The last 6 rows give us D2 equations, and shifting by various rational roots we obtain precisely Zagier's table. One can easily check at this point that in each case the statement of Theorem 4.2 holds, and therefore the respective (α 2 , α 1 , α 0 ) indeed solve all multiplicativity equations. The triples corresponding to the degenerate differential equations from the first four rows can be found in [Zagier07] as #1, #3, #19 and #11. On the other hand, the degenerate triples #14, #20 and #25 are also modular but do not appear on our list.
Differential equations of type D3
Our goal in this section is to write the generic form of a D3 equation by making exactly the same steps as in Section 3 but now with N = 3. We get
with 
β 0 = 2a 00 a 11 − a 2 11 − 2a 01 + a 12 Recall that a D3 ∞,1 differential equation is called non-degenerate whenever the roots of F (z) are distinct. Notice that our order 3 differential operator is the symmetric square of the order 2 operator
We also compute the generic D3 0,0 . We have
with
Finally, this differential operator can be written as (5.1)
Nondegenerate modular equations D3
In this section we will prove the analog of Theorem 4.2 for D3 equations. In order to state it we first associate to such an equation an appropriate elliptic curve. Recall that F (z) = det z − A has distinct roots, so the discriminant of F is nonzero. For a D3 equation we have F (z) = z 4 + α 3 z 3 + α 2 z 2 + α 1 z + α 0 . Consider the curve (6.1)
Put it into the Weierstrass form.
Definition 6.1. The spectral elliptic curve of a D3 equation is (6.2)
It is indeed an elliptic curve because the discriminant of the cubic polynomial in the right-hand side is equal to the discriminant of F (z) (as a function of α i ), and therefore the right-hand side has 3 distinct roots.
Lemma 6.2. Curves (6.1) and (6.2) are birational over the splitting field of the polynomial F (z). Moreover, the holomorphic differential dx y on the spectral elliptic curve transforms into − dz w on (6.1) under this birational equivalence. Proof. Let F (z 0 ) = 0. Then
, and Consider the normalized analytic and logarithmic solutions of D3 near t = 0:
Again, the 6 parameters naturally split into two groups. Parameters α 3 , α 2 , α 1 , α 0 determine the base
and also the spectral elliptic curve (6.2). Of course the solutions (6.4) and the respective local system of rank 3 depend also on the remaining parameters β 1 and β 0 .
Definition 6.3. We say that an equation D3 with α 3 , α 2 , α 1 , α 0 , β 1 , β 0 ∈ Q is modular if the analytic continuation of (6.5) τ = 1 2πi
gives uniformization of the base by the upper halfplane with the group of deck transformations being a congruence subgroup of SL(2, Z) and the function τ → φ 0 (t(τ )) is a modular form of weight 2.
Consider the power series
We can invert this expansion in order to write t as a power series in q, and for accessory values of parameters this must be then the q-expansion of a modular function. Analogously, φ 0 (t) written as a power series in q will be the q-expansion of a modular form of weight 2 since the local system is of rank 3. We will be specifically interested in the coefficients of the modular form Proof. We will use the same method as for D2. Let a n , n ≥ 1 be the coefficients of the L-function L(s) = n a n n −s of the spectral elliptic curve (6.2). One can check that (6.8)
where we substitute z = 1/t, w 2 = F (z). Now using the birational transformation (6.3) we see that t (hence also q) is a local parameter on the spectral elliptic curve near the point P = 1 3α 2 ,α 1 whereα i = 1 i! F (i) (z 0 ) and z 0 is a chosen root of F (z) = 0 as in the proof of Lemma 6.2. Since our differential equation is modular, composition of modular uniformization with the birational transform gives a map from a modular curve to the spectral elliptic curve. The preimages of both points ±P = 1 3α 2 , ±α 1 are cusps because t is zero there and this is a cuspidal value as we know. Therefore by the Manin-Drinfeld theorem their difference P −(−P ) = 2P and hence also P is a point of finite order. Let us write the spectral curve (6.2) as y 2 = x 3 + Bx + C. The differential − dz w in (6.8) transforms to dx y according to Lemma 6.2. One can find an isogenous curveỹ 2 =x 3 + Bx + C where P is mapped to the origin and the differential is mapped to − 1 2 dx y . Then q is a local parameter on the latter curve near the origin, and the L-function of this curve is again L(s) = n a n n −s since isogenous curves have equal L-functions. One can check that since the expansion − All the coefficients c n in (6.6) and d n in the expansionx = q −2 + ∞ n=−1 d n q n do not contain p in denominators for all but finitely many primes p because these are q-expansions of a modular form of weight 2 and modular function respectively. The rest of the proof goes exactly like in Theorem 4.2. Namely, one has Atkin and Swinnerton-Dyer congruences for all but finitely many primes and together with c n = o(n), which is another consequence of modularity, this implies that a n = c n for all n non divisible by a finite set of primes. The normalized newforms n a n q n and n c n are then in one Hecke-eigenspace and therefore are equal by multiplicity one theorem for the space of newforms.
By this theorem, if
n is a newform then the coefficients c n are the coefficients of the L-function of an elliptic curve, and we have the following consequence.
Corollary 6.5. If ∞ n=1 c n q n is a newform, its coefficients (6.7) are multiplicative, i.e.
Let us solve equations (6.9) for the parameters ( α, β).
Lemma 6.6. A D3 equation has the following properties with respect to the shift (2.2):
(i) the parameters change according to the rule
(ii) the coefficients of the spectral elliptic curve (6.2) do not change (iii) all c n in (6.7) do not change (iv) modular differential equations transform into modular ones (assuming ε ∈ Q)
Proof. Indeed, since for
Part (ii) follows by a tedious computation. Next, from L A ′ ,0 (t) = L A,0 t 1−εt (1 − εt) we conclude that Frobenius bases must simply transform as φ It follows from Lemma 6.6 that it suffices to solve equations (6.9) for a single representative of every orbit of shifts. There are two natural choices, α 3 = 0 and β 1 = 0. We will use the latter one. It appears that the system of equations (6.9) has finitely many solutions with β 1 = 0. We will give the complete list later, but first we list the rational solutions that correspond to nondegenerate D3, i.e. such that the roots of F (z) are all distinct. There are exactly 18 of them. We list the α i 's In the table below. These determine the spectral elliptic curve (6.2) which we denote by E. Then we give its j-invariant, its level N and the newform g(τ ) of level N whose Mellin transform is the L-function of E. We give the value of β 0 in the last column. 
In the proof of the Theorem 6.4 we have constructed the point P = 1 3α 2 ,α 1 of finite order on the spectral elliptic curve. The order of P is 4 in the first 14 cases and for the last 4 rows it is 5,3,8 and 3 respectively.
All solutions of the multiplicativity equations for D3
The goal of this section is to list all the solutions to the multiplicativity equations. We have obtained them via Gröbner bases with the aid of the computer algebra system [MAGMA] , doing computations over several finite fields and lifting solutions afterwards. Apart from the non-degenerate cases which we listed in the previous section, there are solutions defined over number fields and also solutions with degenerate F (z). In order to list them in an efficient way we consider the twists A → A ′′ = λ j−i+1 a ij which lead to the simple variable change in the
Lemma 7.1. A D3 equation has the following properties with respect to the twist L A ′′ ,0 (t) = L A,0 (λt): (i) the parameters transform according to the rule
(ii) the spectral curve transforms via
The proof is straightforward. The way the solutions transform under the twists described in (iii) and (iv) of Lemma 7.1 shows that only finitely many twists are possible for a given D3 that preserve the multiplicativity property, and the only twists possible are those by roots of unity. We give the complete list of solutions to (6.9) below. We list only one representative in every family of twists and give all possible twists in the right-most column. We start with nondegenerate cases. These have already been given in the previous section up to the twists by roots of unity. 
In addition, there is one more nondegenerate solution over Q( √ 5)
which appears to give the same modular form t(τ )φ 0 (τ ) = 2 2 · 10 2 as in the first row of the above table.
The solutions of (6.9) with degenerate polynomial F (z) = z 4 + α 3 z 3 + α 2 z 2 + α 1 z + α 0 are given in the table below. Remarkably, some of them are still modular. Let φ 0 (t) = 1 + u 1 t + u 2 t 2 + . . . be the solution of the differential equation (3.1) with α 0 = 0. As we already mentioned, this is exactly the class of D2's considered by Zagier in [Zagier07] where his parameters A, B, λ are our −α 2 , α 1 , β correspondingly. One then has (n + 1) 2 u n+1 + (α 2 n 2 + α 2 n − β)u n + α 1 n 2 u n−1 = 0 , and we observe that the sequence u ′ n = 2n n u n satisfies (n + 1) 3 u n+1 + 2(2n + 1)(α 2 n 2 + α 2 n − β)u n + 4α 1 (2n + 1)(2n − 1)nu n−1 = 0 .
In other words, φ 2n n u n t 2n .
We find that under the map (8.1) Zagier's triples all go into D3's from our list of accessory equations and, moreover, they exhaust all D3's in our list with α 3 = α 1 = 0. There 14 cases on both lists, below we show half of them as we already did in Introduction. Namely, for every D2 listed in the table with the parameters (α 2 , α 1 , α 0 ) there is also (−α 2 , α 1 , −α 0 ). We denote the spectral elliptic curves of the D2 and D3 differential equations by E 2 and E 3 respectively. D2 D3 
