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Abstract
The ongoing evolution of electric power systems (EPS), especially distribution systems
within the EPS structure, is driven by the implementation of the smart grid framework.
This requires new approaches and technologies to continue ensuring a reliable and
secure supply to end users. Fluctuating output from solar photovoltaic and wind plants
can cause voltage and power variations in the feeders. In the power grid framework,
phasor measurement units (PMUs) are recognized to be an invaluable aid in ensuring
the secure operation and stability of transmission systems. The synchrophasor technique
requires a high-accuracy time stamping of all the measurements within the analyzed
power system area. It must be emphasized that the harmonic injection from power
electronic components such as fluorescent lighting, computers, and power inverters of
motors and generators can increase total harmonic distortion (THD) levels on distribu-
tion feeders and modify the conventional patterns of voltage and current signals. There-
fore, what is vital for the functional reliability of synchronous measurements is the
implementation of measurement algorithms, which can realize high-accuracy measure-
ments, both in quasi-static and dynamic EPS operating conditions. This article presents
the results of software simulations and hardware tests of measurement algorithms that
meet the requirements of the IEEE C37.118™-2011 Standard.
Keywords: PMU-based measurements technology, time synchronization, power system
operation, reliability, power system adaptive automation
1. Introduction
The availability of high-precision timing sources, such as the Global Positioning System (GPS)
and the IEEE 1588 compliant network clock sources [1–3] plus the networking capability [4–5]
of protective relaying devices and systems, is fundamentally changing the way that many
© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
current and future protective relaying applications are or will be implemented. Synchrophasor
measurements [6–10], i.e., phasor measurements with high-accuracy time stamping, are under
consideration for many future protective relaying applications [11–20]. Synchrophasor mea-
surements are also used in many other power system applications such as wide-area monitor-
ing and situational awareness applications. This chapter focuses primarily on their proper
physical realization resulting from the standard requirements. Fulfillment of these require-
ments can lead to the development of the relaying applications that can either be implemented
or are considered for future implementations.
The use of high-accuracy measurements and reliable protective algorithms with adequately
high-accuracy and prompt decision-making [21–28] should guarantee an effective operation
and protection of the electric power systems (EPS) from the consequences of disturbances also
in the power system area characterized by changeable operation frequency over a wide range.
The adaptation of measurement and protective algorithms in cases under consideration has
the frequency nature, i.e., it concentrates on such a change of the parameters of algorithm
operation which guarantees the proper estimation of measurement and criterion values by
changeable frequency of the input measurement signals: currents and voltages received from
the primary circuit [22–23]. The measurement and protective algorithms used at present in the
measurement-protection devices tend to be defined for the constant frequency 50/60 Hz of the
input signal, and from the point of view of the synchronous measurement standard require-
ments, they are characterized by too big inaccuracies when the frequency of the input signals
varies over a wide range [21–22]. Another problem for the formulation of the measurement
algorithms is the determination of the level of the insensitivity of these algorithms to the
existence of interfering components in the input signals ([22, 25, 27]). Several interfering
components and factors can occur especially in the input measurement signals during the
faults within the EPS ([14–15, 22, 25, 27]). This situation is accompanied by high penetration
levels of intermittent dispersed generation (DG) [14–15], and it can significantly affect the EPS
operation. The existence of thyristor frequency converter is the source of high harmonics,
particularly the odd high 5th, 7th, 9th harmonics with the amplitude reaching up to 10% of
the amplitude of the basic component [16]. Moreover, as penetration levels increase, concerns
regarding dynamic interactions among DG units are becoming more important. Uncontrolled
personal electric vehicle (PEV) charging can lead to the overloading of the distribution equip-
ment and violations of low-voltage limits and their courses. Also, the DC component in the
input current signals can reach significant values and has a considerable influence on the
accuracy of the measuring algorithms [21–22]. In summary the measuring algorithms
implemented in the digital measure-protective systems should be characterized by:
• High accuracy of operation over a wide range of frequency change
• Non-sensitivity or low-level sensitivity to the existence of high harmonics in the input
measurement signals
• Low inaccuracy in the case of the existence of the DC component of the high level and
longtime decay (in current signals)
• Maximum short time of transient states in the measurements or decision-making
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2. Basic requirements resulting from the series of the standard C37.118™
The IEEE Std 1344™-1995 was the original synchrophasor standard. It was replaced in 2005 by
IEEE Std C37.118-2005 [6]. The newest standard has been split into two standards: IEEE Std
37.118.1-2011 [7], covering measurement provisions, and IEEE Std 37.118.2™-2011 [8], covering
data communication. In the IEEE standard from 2011, there is a significant change of the
requirements for synchronous measurements and additional clarification for the phasor and
synchronized phasor definitions. The concepts of total vector error (TVE) and compliance tests
are retained and expanded, tests over temperature variation have been added, and dynamic
performance tests have been introduced [7–9]. In addition, limits and characteristics of frequency
measurement and rate of change of frequency (ROCOF) measurement have been developed.
Phasor representation of sinusoidal signals is commonly used in the AC power system analy-
sis. The sinusoidal waveform defined in Eq. (7):
x tð Þ ¼ Xm ωtþ ϕð Þ (1)
is commonly represented as the phasor as shown in Eq. (2) [7]:
¯
X ¼ Xr þ jXi ¼ Xmffiffiffi
2
p ejϕ ¼ Xmffiffiffi
2
p cosϕþ j sinϕð Þ (2)
where the magnitude is the root-mean-square (RMS) value, Xm/√2, of the waveform and the
subscripts r and i signify real and imaginary parts of a complex value in rectangular compo-
nents. This phasor is defined for the angular frequency ω.
TVE is an expression of the difference between a “perfect” sample of a theoretical
synchrophasor [7] and an estimate given by the unit under test at the same instant. The value
is normalized and expressed as per unit of the theoretical phasor. TVE is defined in the
following Eq. (7):
TVE nð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X
∧
r nð Þ  Xr nð Þ
 2
þ X∧ i nð Þ  Xi nð Þ
 2
Xr nð Þ þ Xi nð Þð Þ2
vuuuut (3)
where X
∧
r and X
∧
i are the sequences of estimates given by the unit under test and Xr(n) and Xi(n)
are the sequences of theoretical values of the input signal at the times (n) assigned by the unit to
those values. Synchrophasor measurements shall be evaluated using the TVE criterion of Eq. (3).
A phasor measurement unit (PMU) shall also calculate and be capable of reporting frequency
and ROCOF [7]. For this measurement, the following standard definitions are used. If there is
given a sinusoidal signal, as in the Eq. (7):
x tð Þ ¼ Xm cos Ψ tð Þ½  (4)
the frequency is defined as follows:
An Analysis of Software and Hardware Development in the PMU-Based Technology and Suggestions Regarding……
http://dx.doi.org/10.5772/intechopen.71502
261
f tð Þ ¼
1
2pi
Ψ tð Þ
dt
(5)
Then, the ROCOF (rate of change of frequency) is defined:
ROCOF tð Þ ¼
df tð Þ
dt
(6)
As mentioned above, the series of the Standard C37.118™ was developed for synchronized
phasor measurement systems in power systems. They define a synchronized phasor
(synchrophasor), frequency, and rate of change of frequency (ROCOF) measurements. They
also describe time tag and synchronization requirements for measurements of all three of these
quantities. Next, C37.118™ specifies methods for evaluating these measurements and require-
ments for compliance with the standard under both static and dynamic conditions. The “old”
2005 version of the standard, commonly followed by equipment manufacturers and system
integrators, specifies the performance of phasor measurements only under steady-state condi-
tions. The latest revision of the standard (the 2011 update) extends the synchrophasor defini-
tion. It also specifies measurement requirements and test conditions. Steady-state
requirements of TVE and ROCOF (resulting from the IEEE C37.118.1–2011 Standard) are
included in [7, 9].
The standard C37.118.1–2011 defines the measurement response time and measurement delay
time [7]. The measurement response time is the time to transition between two steady-state
measurements before and after a step change is applied to the input. The PMU shall support
data reporting (by recording of output). This reporting shall be done at submultiples (Fs) of the
nominal power-line (system) frequency (Table 1) [7].
According to the standard, the support for other reporting rates is optional and includes
higher rates like 100/s or 120/s or rates lower than 10/s such as 1/s. The rates lower than 10/s
are not subject to dynamic requirements. In this case no filtering is required, and lower-rate
data (<10/s) can be provided directly by selecting every nth sample from a higher-rate stream.
The reporting rate and performance class are often the largest factors influencing the accuracy
of the measurements. These determine the measurement window to be used, filtering, and the
length of the interval over which an event will be reported.
To comply with the standard, a PMU shall provide synchrophasor, frequency, and ROCOF
measurements that meet the requirements in a given class [7]. These requirements shall be met
at all times and under all configurations irrespective of whether the PMU function is a stand-
alone physical unit or included as part of a multifunction unit. So, all compliance tests are to be
performed with all parameters set to standard reference conditions, except those being varied
System frequency 50 Hz 60 Hz
Reporting rates (Fs, frames per second) 10 25 50 10 12 15 20 30 60
Table 1. Required PMU reporting rates [7].
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as specified for the test. The reference condition specified for each test is the value of the
quantity being tested when others are unvarying. Only the parameters specified for each
requirement shall be varied as the effects shall be considered independently. Reference condi-
tions for all tests are defined in [7].
3. General characteristics of filtration
The main objective of filtration in the measuring and automation devices within the EPS is to
pass signal components lying in a selected frequency band and to suppress signal components
of the other frequencies. It is because of the existence of the interfering components in the input
signals which can occur especially during faults within the EPS, high penetration levels of
intermittent DG, and today’s widely used thyristor frequency converters.
Generally, a linear filter can be described by the equation:
y tð Þ ¼
ð∞
∞
x t τð Þ h τð Þdτ (7)
where y and x are the output and input signals and h is the response function of the filter.
After the Fourier transform of the Eq. (7) is obtained:
Y jωð Þ ¼ X jωð Þ H jωð Þ (8)
Eqs. (7) and (8), respectively, characterize the filter completely in the time and frequency
domain. The function h(τ) is important for the characteristics of the filter like the function H
(jω) which represents its frequency spectrum.
In principle, the shorter the interval of the transient state of the filter, the worse the filtration
properties. Thus, better filtration properties lead to the extension of time to the stable output
response. In practice, it is a trade-off between the short time of the transient state and high
quality of filtration, depending on the application requirements. In particular the short tran-
sient states of the filtration are required in the power system protection devices. Short stabili-
zation time should be kept in order to take fast and proper decisions during the disturbance,
the change of network configuration, the discharge of power, etc. Therefore, it is recommended
that filters should be used with fast-decay w-functions or w-functions described in the period
Tw and outside this range: taking a value 0. Concluding, filtering of input measurement signals
should provide:
• Fast stabilization of output signals after a step change of an input signal (ensuring short
time of the measurement)
• Effective elimination or dumping of the interfering (unusable) components
• Possible low computational effort (quasi real-time measurement)
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Digital filtration is based on the discrete values of an input signal. Using this technique, a
discrete output signal can be obtained and is dependent on the input signal and filter charac-
teristics. The characteristics of the filter can be described using the frequency and time charac-
teristics.
Considering the frequency characteristics of filters, both analog and digital, the following are
groups of filters:
• Low-pass filters
• Band-pass filters
• High-pass filters
• Stopband filters
From this group, low-pass and band-pass filters are especially widely used in the power
system protection automation.
Analyzing the time characteristics, two groups of digital filters can be distinguished:
• Non-recursive filters of finite impulse response (FIR)
• Recursive filters of infinite impulse response (IIR)
A digital non-recursive filter can be described by Eq. (9):
y nð Þ ¼
Xp1
k¼0
a kð Þx n kð Þ (9)
where x and y are the input and output samples, a(k) is the filter coefficients, and p is the
number of samples in the window.
Eq. (9) of a non-recursive filter is a discrete convolution of filter coefficients and an input signal,
limited to p samples of the input signal.
A digital non-recursive filter can be described by Eq. (10):
y nð Þ ¼
Xp1
k¼0
a kð Þx n kð Þ þ
Xw
k¼1
b kð Þy n kð Þ (10)
where a(k) and b(k) are the filter coefficients and w is number of coefficients b(k), w < (p - 1).
Eq. (10) shows that actual response of that filter is not only a function of an input signal and
filter coefficients but also a function of w-numbers of the previous values of the output signal.
After using the Z-transform, we can obtain:
• For a non-recursive filter:
H zð Þ ¼
Y zð Þ
X zð Þ
¼
Xp1
k¼0
a kð Þz
k (11)
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• For a recursive filter:
H zð Þ ¼
Y zð Þ
X zð Þ
¼
Pp1
k¼0 a kð Þz
k
1
Pw
k¼1 b kð Þz
k
(12)
To obtain the discrete spectra of the filter, the operator z shall be substituted by the equivalent
operator ejω Ti:
• For a non-recursive filter:
H∗ jωð Þ ¼
Xp1
k¼0
a kð Þe
jkω Ti for ω <
pi
Ti
(13)
• For a recursive filter:
H jωð Þ ¼
Pp1
k¼0 a kð Þe
jkω Ti
1
Pw
k¼1 b kð Þe
jkω Ti
for ω <
pi
Ti
(14)
where Ti is the sampling period.
Recursive filters are rarely used in power system automation. The cause is a long stabilization
time of an output signal after a step change of an input signal and a relatively high sensitivity
to the slight changes of values of the coefficients a(k) and b(k).
The possibilities of optimizing non-recursive filters are limited. The optimization due to the
required frequency response, the required high dynamics, and the coefficients of the filter and
quick transition from band-pass to stopband frequently leads to high-order filters that are
difficult to implement in real time. Therefore, optimization of non-recursive filtering should
be pursued by selecting the permissible length of the measurement window and possibly a
simple form of the coefficients function (coefficients a(k)) that define the required spectral
characteristics.
4. Experimental setup
In this study, MATLAB with Simulink and Signal Processing Toolbox was used for software
simulations. MATLAB is a popular programming language developed by MathWorks [29].
MATLAB can analyze data, develop algorithms, and create models and applications. The
Simulink toolbox is a block diagram environment for multidomain simulation and model-
based design. It supports simulation, automatic code generation, and continuous test and
verification of embedded systems. Simulink provides a graphical editor, customizable block
libraries, and solvers for modeling and simulating dynamic systems. It is integrated with
MATLAB. It makes it possible to incorporate MATLAB algorithms into models and export
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simulation results to MATLAB for further analysis. The Signal Processing Toolbox provides
industry-standard algorithms and applications for analog and digital signal processing (DSP).
Among other things, it makes it possible to visualize signals in time and frequency domains,
compute FFTs for spectral analysis, and design FIR and IIR filters. Algorithms in the toolbox
can be used as a basis for developing custom algorithms.
The second stage of this study was performed using microprocessor-based Automatic Relay
Test System ARTES 440 II manufactured by KoCoS Company (Figure 1a), and a digital fault
recorder RZ-40 (Figure 2), manufactured by Energotest, with the implemented functionality of
a PMU unit (both algorithms and other special functions). The ARTES 440 II [30] is used for
carrying out general operating tests and for testing the configured excitation and tripping
characteristics of various protection devices, such as distance protection relays, overcurrent
a) b)
Figure 1. Real photos of (a) ARTES 440 II [30] and (b) RZ-40 fault recorder [31].
Figure 2. MATLAB/Simulink model used in the software simulations.
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relays, and voltage and frequency relays. In addition, the test instrument can also be used as a
three-phase function generator which is freely configurable with regard to amplitude, fre-
quency, and phase relation. As mentioned earlier, ARTES 440 II has four voltage and six
current amplifiers whose output signals can be set independently from one another as regards
amplitude, frequency, and phase angle. The test quantities are calculated from the parameters
entered via the software and are supplied to the device under test by means of digital-analog
converters and amplifiers. Because the test quantities are generated synthetically, they are
unaffected by disturbances in the incoming supply.
The currents generated by the test system are available via the sockets of the current output
group. The six current channels are freely configurable as regards phase, amplitude, and
frequency. The current amplifiers of the ARTES 440 II provide a maximum test current of 25
A per channel. If higher test currents are required, the amplifier outputs can be operated in
parallel. The output values of the current and voltage amplifiers are monitored by the system
during tests (internal feedback measurement). If the output values do not agree with the
setpoint values, the software issues a warning to this effect. Connections to the device under
test are made via safety sockets or a multipole generator output socket. Detailed parameters of
the test system are presented in Table 2.
Disturbance (fault) recorders have been in use for a number of years and have evolved from
analog recording devices to units using digital signal processing and recording techniques.
Digital records can be easily collected, transmitted, stored, printed, and analyzed [31]. Also,
RZ-40 (Figure 1b), a fault recorder selected for this study, typically contains directly measured
analog channels, as well as event or binary channels. This allows the recorder to capture the
time sequence of analog power system quantities, along with breaker contacts, logic-state
changes, event contacts, etc. State-of-the-art recorders typically include calculated analog
quantities and logic functions to ensure that pertinent power system information is captured
during an event. RZ-40 fault recorder is designed for logging of instantaneous values of
voltages and currents as well as binary signals in electric power structures during failures or
disturbances. It has many additional functions, e.g., event recorder and electrical value meter.
RZ-40 has many functions and wide-open hardware and software structure. Each of the
functions can be used independently without lowering parameters of other functions. That is
why it was possible to implement additional software and functions of PMUs to fulfill the
requirements of the IEEE the C37.118™ series of the Standard.
General Frequency range
Transient signals
Frequency resolution
Frequency accuracy
DC to 3 kHz
DC to 4 kHz
0.001 Hz
Error < 0.01%
Phase angle
Phase resolution
Phase accuracy
0 to 360
0.001
Error < 0.11
Voltage amplifiers Resolution THD 13 mV < 0.05%1 Accuracy Error < 0.05%1
Current amplifiers Resolution THD 1 mA < 0.05%1 Accuracy Error < 0.05%1
1For the frequency range of 10 to 200 Hz.
Table 2. Detailed accuracy and resolution parameters of the analog outputs of ARTES II [30].
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The other benefit of using this digital fault recorder to realize the functions of PMUs is the fact
that many of them are already working (especially in the Polish Power Grid infrastructure).
Thus, the implementation of synchronous measurements using these devices will have low
hardware costs of the initial wide-area measurements infrastructure. The only thing which
needs to be done is to update the software of the functioning devices to the newest one which
has the optimized and modified algorithms realizing the PMU functionality. Additionally,
existing and future infrastructure facilitates making long-term pilot programs. These programs
can lead to the development of new and long-awaited functions to ensure high-power grid
availability, stability, and reliability, especially in the power system automation scope. There-
fore, the main objective of this study is to initially check the PMU properties of this device
according to the IEEE the C37.118™ series of the Standard.
4.1. Software simulations in MATLAB
The first stage of the study was to work out a model in MATLAB/Simulink environment
(Figure 3). This model was used to simulate various tests according to the requirements of
C37.118™ series of the Standard, especially C37.118.1–2011 [7–9]. It has been used exclusively
for research and teaching purposes to demonstrate the properties of orthogonal filters.
On the basis of several other considerations and analyses, e.g., [21–22], full-cycle filters with
sine and cosine widows were implemented. Because of the necessity to evaluate TVE (Eq. (3)),
there is a reference signal builder in the simulator. The magnitude, phase, and frequency of
input signals are freely configurable. The step output “t” is used to switch from signal 1 to
signal 2 after a configured time t. Signals 1 and 2 are taken out to Files 1 and 2, a full signal
sequence is visible on the scope “Output signal.” A generated signal sequence is delivered to
the full-cycle filters block with sine and cosine windows. The required coefficients are loaded
from MATLAB workspace according to the frequency of the time window. Then, the orthogo-
nal components are used to compute magnitude (M) and phase (Ph). Calculated values of the
magnitude and phase (in complex variable Xn) are delivered to the function block “evaluating
of TVE.” The slope of TVE can be viewed on the scope and is exported to variable TVE_e.
Additionally, the B_TVE function block is used for evaluation purposes if TVE is below its
reference value of 1%. The model presented in Figure 2 does not have the ROCOF
Figure 3. Magnitude and TVE course after a step change of the magnitude in t = 80 ms (a) magnitude course and (b) TVE
course.
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measurement module. Although the implementation of ROCOF measurements poses no prob-
lems (and indeed this was done), the main tests in the dynamic conditions were carried out on
a real hardware device, and only a simplified model is presented in Figure 2.
Several testing conditions have been simulated using the developed model. Sample results of
these tests are presented in Figures 3 to 6. All simulations were realized for the sampling
frequency fs = 4 kHz. Figure 3 presents magnitude and the evaluated TVE course after a step
change of input signal magnitude of +10% (in relative values), for the nominal frequency of
input signal (f1 = 50 Hz) and the window frequency of filter (fw) equal to the nominal frequency.
This step change was performed in 80 ms from the beginning of simulation.
Figure 4 shows the courses of TVE for the same f1 and fw parameters as before: there is no
change of the magnitude, but there is a step change of phase of pi/6 (Figure 4a) and 5pi/6
(Figure 4b) radians. Next, again fi and fw are equal to 50 Hz: there is no change of the
magnitude and phase, but there is a step change of frequency of 0.5 Hz (Figure 4c) and
1 Hz (Figure 4d). Finally, Figure 5 shows the situation, when the frequency of the filter
window (fw = 48.78 H) is almost fully correlated with the frequency of the input signal
(f1 = fw = 48.78 Hz (Figure 5a)) and closely correlated (f1 = 48.5 Hz, fw = 48.78 (Figure 5b)). Of
course for the last test, the coefficients of the filter are different from the first three tests and
evaluated and loaded from the MATLAB workspace. In the example, for the selected fre-
quency fw = 48.78 Hz, there are 82 samples in the filter window, and the filter window is almost
Figure 4. TVE courses after a step change in t = 80 ms of the input signal: (a) phase of pi/6 radians, (b) phase of 5pi/6
radians, (c) frequency of 0.5 Hz, and (d) frequency of 1 Hz.
An Analysis of Software and Hardware Development in the PMU-Based Technology and Suggestions Regarding……
http://dx.doi.org/10.5772/intechopen.71502
269
fully matched to the frequency of the input signal also equal to 48.78 Hz. The number of
samples is a natural number.
Therefore, taking the sampling frequency of 4 kHz, the other two nearest frequencies of the
fundamental component of an input signal, for which the window filter can be almost fully
correlated with the input signal, are 49.28 (81 samples in the filter window) and 48.19 (83
samples in the filter window). It should be emphasized that this phenomenon is dependent on
the sampling frequency. When the sampling frequency is 2 kHz, there are 40 samples in the
window (for the frequency of the fundamental component equal to 50 Hz). The nearest two
natural numbers of samples are 39 and 41. Evaluating 2000/39 gives the frequency of the
window equal to 51.28 Hz and 2000/41 gives fw = 48.78 Hz. Comparing these frequencies with
the ones for fs = 4 kHz (relatively 50.63 Hz and 49.28 Hz), it can be noticed that lowering the
sampling frequency leads to wider frequency ranges in which the algorithm works with the
nonmatched frequencies of windows and generates inaccuracies exceeding the limits defined
by the standard. On the other hand, raising the sampling frequency leads to the increase in the
computational effort and time.
Analyzing software simulations, it can be seen that for the assumed sampling frequency, TVE
exceeds the limit of 1% for the frequencies differing from the nominal more than about 0.5 Hz.
Therefore, the adaptive technique using switching between filter windows frequencies can be
considered to comply with the standard limitations as well as with other solutions described in
[21–22].
4.2. Testing and validation of the RZ-40 device by ARTES II
Figures 6–8 show sample hardware tests carried out with the ARTES II and RZ-40 devices.
These tests were realized for various conditions and cases described in the IEEE C37.118.1–
2011 Standard.
Each of the tests is realized in 1 second. In the half of this period (500 ms from the beginning of
test), there is a step change of the given quantity. Figure 6 shows the courses of the magnitude
Figure 5. TVE courses for filter window frequency fw = 48.78 Hz and the input signal of frequency: (a) f1 = 48.78 and (b)
f1 = 48.5 (zoomed).
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(Figure 6a) and TVE (Figure 6b) during the step change of that first on the level + 10% (relative
values). The first course is recorded using the disturbance recorder ability implemented in the
ET Manager software supplied by the manufacturer. The TVE is evaluated using the recorded
Figure 6. Magnitude and TVE course after a step change of the magnitude in t = 500 ms: (a) magnitude recorded in RZ-40
device and (b) TVE course (evaluated).
Figure 7. Frequency courses evaluated in RZ-40 device after a step change of the input signal frequency in t = 500 ms: (a)
f1 = 45.5 Hz and (b) f1 = 45.78 Hz.
Figure 8. Phase courses recorded in RZ-40 device after a step change of the input signal phase in t = 500 ms: (a) from 0 to
30 and (b) from 0 to 150.
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values. Figure 7 presents the evaluated frequency for 48.5 Hz (Figure 7a) and 48.78 (Figure 7b).
Lastly, Figure 8 shows the phase courses for the step change of phase from 0 to 30 (Figure 8a)
and from 0 to 150 (Figure 8b).
As it can be observed, there are full-cycle window filters implemented in the RZ-40 devices. It
can be concluded from the time period between the occurrence of a step change (0.50 s) and the
moment of the stable response to this step (0.52 s). Any fluctuations in the initial period of tests
should not be considered as they are the results of transient states of starting simulations
(MATLAB/Simulink) or transients after injecting voltages on the RZ-40 inputs when the previ-
ous input magnitude was 0.
As mentioned previously, the RZ-40 has been tested in accordance with the C37.118.2011™
Standard and the “2014” amendment. In particular, the implemented measurement algorithms
focused on providing high accuracy and stability of frequency determination across a wide
range of frequency changes in measurement signals. Tables 3 and 4 show the results of
frequency estimation for a monoharmonic signal with set fundamental frequencies (45 to
55 Hz in 1 Hz steps) for successive 50 samples. Similar measurements were made for further
100 and 200 samples. The results of the measurements are shown in Figures 9 and 10. Based on
the obtained results, it can be stated that the algorithm is characterized by high-frequency
estimation accuracy (average error of measurement below 2 mHz) and high stability (maximal
standard deviation at 1 mHz for the extreme frequency of the tested range). The dynamic tests
45 Hz 46 Hz 47 Hz 48 Hz 49 Hz 50 Hz
Frequency (mean)
[Hz]
44,998,237 45,998,779 46,999,410 47,998,901 48,999,969 49,999,111
Standard deviation
[mHz]
0,894 <0,001 0,840 <0,001 <0,001 0,415
Mean freq. Error
[mHz]
1763 1221 0,590 1099 0,031 0,889
Average percentage error [] 0,004 0,003 0,001 0,002 <0,001 0,002
Table 3. Results of frequency estimation in the RZ-40 for the 50 successive samples (1).
51 Hz 52 Hz 53 Hz 54 Hz 55 Hz
Frequency (mean)
[Hz]
50,998,157 51,999,145 52,998,279 53,999,208 54,998,621
Standard deviation
[mHz]
0,395 0,000 0,395 0,344 0,720
Mean error
[mHz]
1843 0,855 1721 0,792 1379
Average
percentage error[]
0,004 0,002 0,003 0,001 0,003
Table 4. Results of frequency estimation in the RZ-40 for the 50 successive samples (2).
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performed indicated excellent properties of the algorithm for potential applications in the
power system. The results obtained have also been confirmed by independent tests carried
out at the Fraunhofer Institute in Magdeburg using a reference device1.
Synchrophasor measurements should be synchronized with the UTC time with the accuracy
sufficient to meet the accuracy requirements of the C37.118 Standard [3]. Time-stamp error
should be of just a few (single) μs. In order to fulfill this requirement, the accuracy of the time
source should be about ten times higher than the level of the expected time error. To synchro-
nize the RZ-40 unit, the GPS receiver EM-406A and then EM-506 was taken as the source of the
time signal. The EM-406A is a 20-channel GPS receiver, and the EM-506 one is a 48-channel
receiver. High accuracy of measurements and high precision of time stamps make it possible to
develop many new or improved applications. One of them is the SmartLoad system [13, 31].
Figure 9. Mean error of frequency estimation.
Figure 10. Standard deviation of frequency estimation.
1
Tests commissioned by Energotest Sp. z o.o.
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This system is an advanced system designed to make a quasi real-time balance of power and
adaptive load-off in the case of a possible active power deficit in the supervised area of a power
network. This system has already been implemented. Some new implementations are under
development and will be the subject of subsequent publications. It seems that they can signif-
icantly improve the reliability of the power system’s operation with the benefits of a well-
implemented PMU-based measurements technology.
5. Discussion and conclusions
The IEEE C37.118.1.2011 Standard defines a phasor measurement unit (PMU), which can be a
stand-alone physical unit or a functional module within another physical unit. The Standard
does not specify any hardware, software, or a method for computing phasors, frequency, or
ROCOF. In all likelihood the best solution, especially in the initial period of implementation, is
to incorporate the PMU functionality into the existing hardware devices commonly used in the
power grid. This minimizes costs and facilitates realizing potential pilot programs. The pilot
programs seem to be the essential part of the PMU and synchronous measurement studies.
Considering the RZ-40 unit is by no means accidental. This unit has a modular and scalar
hardware architecture. It is very easy to change the input analog cards, DSP module, and
communication module or to update the firmware of the unit including the measurement
algorithms and other functionalities [28]. Last but not least, it is also a very popular unit in
the Polish Power Grid.
Analyzing the requirements for the synchronous measurements resulting from the C37.118™
series of the Standard, significant changes can be noticed between the 2005 and 2011 versions.
The requirements in the version of the Standard dated 2005 were defined only for static
conditions and were very imprecise. This leads to their free interpretation by manufactures
because several of them were not directly defined or defined on the levels which give many
different solutions allowing compliance with the Standard. Although many algorithms which
are used may comply with the 2005 Standard, they may have different properties in the
dynamic stages, especially during the fast transient states. That is why the Standard from
2011 emerges. It is much more precise, and it defines the requirements both in the static and
dynamic conditions. It also defines many important time limits for the measurement algo-
rithms realizing synchronous measurements. It was concluded that the compliance problems
with the Standard in the case of wide-area measurements are dependent on their target
applications. It was almost impossible to build the wide-area protection systems based on the
Standard of 2005. As a matter of fact, it defined some practical requirements in steady condi-
tions, but it is the requirements in dynamic states that are most vital for the protections. In
addition these “dynamic” requirements should be comparable in different devices realizing
PMU functions. All this makes synchronous measurements very hard to realize, mainly as
regards factors related to the PMU-expected higher functionalities. Simulations realized in this
study indicate the possibility of developing fast and reliable adaptive measurement algorithms
to comply with the C37.118.1–2011 requirements. Several tests confirm that for the RZ-40
device. Detailed analyses of the 2011 Standard point that some of the requirements are very
hard or even impossible to meet. Some of the difficulties in meeting the requirements probably
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result from simple typo-errors they contain. Other requirements are feasible but hard to
implement. They cause computational problems resulting from increasing the response time
and error on the output. This seems to be confirmed by Amendment 1 to the Standard released
at the end of March 2014 [9] entitled “Modification of Selected Performance Requirements,” in
which many of the required parameters, mainly applying to the dynamic requirements, are
revised. It should be emphasized that most of these parameters were met by the RZ-40 during
the tests discussed in this study for limits defined in 2011. Summing up, on the basis of the
tests defined in the Standard and conducted in this study, it is possible to meet the Standard
requirements by the devices like RZ-40. It should be observed that these are “synthetic tests”
and probably many other devices can comply with the Standard. On the other hand, most of
these “others” were only tested and confirmed by the manufacturers to comply with the
standard of 2005. Therefore, long-term pilot tests are essential to compare the properties of
different devices with the PMU functionality. These tests should be conducted using different
PMU devices working in the same locations of the power grid. The initial forecasting time of
such tests is from about 6 months to a year. Further research is needed to analyze the results.
Some of the most noticeable changes to the power distribution landscape are being driven by
the proliferation of intermittent DG, PEVs, microgrids, and power electronic components. The
application of PMUs in distribution systems is still under-explored or is at the implementation
stage. This is mostly due to the recognized technical problems (explained and revised in this
study) and economic factors. However, since the drivers of change and needs for implementa-
tion are rapidly increasing, there is a growing interest in applying PMUs in the EPS, which will
consequently engender a new body of research.
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