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Abstract Numerical schemes for hyperbolic conservation
laws in 2-D on a Cartesian grid usually have the advan-
tage of being easy to implement and showing good com-
putational performances, without allowing the simulation
of “real-world” problems on arbitrarily shaped domains. In
this paper a numerical treatment of boundary conditions for
the elastic–plastic wave equation is developed, which allows
the simulation of problems on an arbitrarily shaped physical
domain surrounded by a piece-wise smooth boundary curve,
but using a PDE solver on a rectangular Cartesian grid with
the afore-mentioned advantages.
Keywords Elasticity · Plasticity · Elastic–plastic waves ·
Wave propagation in solids · Boundary conditions
1 Introduction
There exist a large number of numerical schemes for hyper-
bolic equations (cf. [3,10,11] or [24]), some of which have
been used for the simulation of waves in solids (e.g. [12–
17]). Even though most authors claim that their numerical
scheme works on any grid—structured (e.g. Cartesian) or
unstructured grid—most numerical examples presented are
calculated on the most simple, i.e. a Cartesian grid in the
shape of a rectangle in two dimensions (2-D) or a right par-
allelepiped in three dimensions (3-D), for the simple reason
that an implementation of numerical schemes on arbitrary
domains and the corresponding treatment of curved bound-
aries causes a high analytical and programming effort.
For practical applications, however, an implementation
of numerical schemes for arbitrarily shaped domains with
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curved boundaries is essential. Numerical schemes using
unstructured grids (e.g. with cells consisting of triangles
approximating the shape of the curved boundary) do not
only imply a higher implementation effort, but also result
in a significantly higher memory usage and longer computa-
tion time—especially for the elastic–plastic wave equation,
which is a system of fifteen equations/variables in 3-D and
ten equations in 2-D.
For that reason, several Cartesian-boundary methods have
been developed, especially in fluid dynamics (e.g. [2]). The
main obstacles which have to be overcome when developing
such Cartesian-boundary methods (especially in the presence
of shocks) are stability and accuracy. In [1] a Cartesian-
boundary method is developed where stability is achieved
by sizing the domain of dependence for the individual Rie-
mann problems according to the grid-spacing, introducing
so-called h-boxes, whereas in [23] cut cells are merged with
appropriate surrounding cells if the area of the cut cell is
smaller than half the area of the uncut cells. In [21] cut cells
are treated as whole cells, making an initial guess for the
fluxes of such cells and then correcting these values to main-
tain conservation. All these methods are first-order accurate
along the boundary. Although these methods are concep-
tually simple, they become technically rather complicated
and computationally relatively expensive when being imple-
mented.
To avoid these disadvantages, one can follow the Ansatz
of Forrer in [6] who was able to simulate the Euler equa-
tions in 2-D on an arbitrarily shaped physical domain but
using a structured rectangular Cartesian grid, by describing
the physical boundary by a smooth curve separating inner
cells (i.e. cells within the physical domain) and boundary
cells (=ghost cells) in the rectangular numerical grid. More-
over, after each time-step the values of the physical variables
in the ghost cells are set by “mirroring” each ghost cell at the
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tangent of the curved boundary on a cell inside the boundary
on the numerical grid (cf. below). For the elastic–plastic wave
equation, which is considered in this paper, the implementa-
tion of a similar treatment for curved boundary conditions is
more complicated—due to the relatively complex physical
behavior of the equation and the different type of bound-
ary conditions used in practical applications—but shows the
same advantages as in fluid dynamics.
The wave equation of an elastic material represents a
hyperbolic conservation law for the momentum and the strain
variables and can be solved with standard methods for con-
servation laws. However, for solids which undergo plastic
deformation, only the momentum but not the strain variables
are conserved. Hence, in addition to flux calculations one
has to solve the stress-strain relationship, which has the form
of an ordinary differential equation (ODE) in every point
(cf. [7]).
The purpose of this paper is to extend the numerical
method developed in [7] called Method of Transport for
purely rectangular computation domains to arbitrary domains
and hence enabling the simulation of real-world problems.
Thus, this paper develops a methodology to integrate piece-
wise oblique boundaries into the numerical treatment of the
Method of Transport. Therefore, this paper starts with the
general physical equations under consideration in 3-D and
2-D. Further, the Method of Transport used for the numer-
ical computations in this paper is summarized. Details of
the numerical scheme can be found in [4] and [5] for the
Euler equations and in [7] for the elastic–plastic wave
equation.
Afterwards, the implementation of curved boundary con-
ditions on a rectangular Cartesian grid for the elastic–plastic
wave equation is discussed in detail. It is important to men-
tion that the boundary treatment presented in this paper is
independent of the numerical scheme used for solving the
hyperbolic equations.
2 Model equations
A standard formulation of the elastic–plastic wave equation
is used in the following, which is based on the assumption
of small strains, i.e. it is a linearization of the general flow
equations (cf. [8,18]). Furthermore, the elastic–plastic wave
equation is formulated as a first order system, which means
that three types of physical variables appear: The symmetric
stress tensor σ , the symmetric strain tensor  and the velocity
vector v. Furthermore, the deviatoric stress tensor s is defined
as si j = σi j − 13δi jσkk . The system consists of equations
describing the conservation of momentum, the compatibility
relations between velocity and strain variables and the Pra-
ndtl model equations for describing the relationship between
stress and strain (cf. [22]):
Conservation of momentum:
∂
∂t
vi = 1
ρ
3∑
j=1
∂
∂x j
σi j (ρ = density) (1)
Compatibility relationship:
∂
∂t
i j = 12
(
∂
∂x j
vi + ∂
∂xi
v j
)
i ≤ j = 1, . . . , 3 (2)
Stress-strain relationship:
∂
∂t
i j = 1 + νE
∂
∂t
σi j − νE δi j
d
dt
σkk + si j ddt χ (3)
with ν = Poisson’s ratio, E = Young’s modulus. For elas-
ticity equation (3) reduces with ddt χ ≡ 0 to Hooke’s law. In
order to distinguish between elastic and plastic deformation
the so-called von Mises yield function (cf. [20]) is used:
f (s) = 1
2
si j si j =: κ2. (4)
Basically, plasticity occurs in a certain point if the current
function κ(t) in that point attains the value of κ0(t), which
is the maximal value of κ(t) in the past, i.e. with
κ0(t) = max
t0≤t ′≤t
κ(t ′)
three different cases may occur:
1. κ(t) < κ0(t): Elastic deformation.
2. κ(t) = κ0(t) and ddt κ ≤ 0: Elastic deformation.
3. κ(t) = κ0(t) and ddt κ > 0: Plastic deformation.
This plasticity model reduces to the well know hysteresis-
curve as shown in Fig. 1 in the case of one stress and one
strain variable. For small stresses, i.e. |σ | ≤ κ0 the rela-
tionship is linear (Hooke’s law). However, if the stress |σ |
exceeds a certain value κ0 then plastic flow occurs. Further-
more, unloading processes are always assumed to be elastic
in our plasticity model. After the plastic loading and the elas-
tic unloading process, plasticity will occur again if |σ | ≥ κ1
with κ1 being the largest value of the stress |σ | in the past.
dσ d ε=µ
κ0
κ1
dσ µp(σ) εd=
ε
σ
Fig. 1 Response of the strain variable  to the stress σ in the case when
hysteresis occurs
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Furthermore, for this yield-criterion the function ddt χ from
Eq. (3) can be written in the form
d
dt
χ = 1
2κ
(
1
µp(κ)
− 1
µ
)
d
dt
κ (5)
with a measured function µp(κ) ≤ µ (cf. Fig. 1) and the
elastic shear modulus µ = E2(1+ν) .
2.1 Model equation in 2-D
Without loss of generality the treatment of boundary con-
ditions is based on a solid under the so-called plane strain
condition in 2-D (cf. [18]), i.e. the z-component of the dis-
placement and velocity vector is vanishing:
13 = 23 = 33 = σ23 = σ13 = v3 ≡ 0. (6)
Hence, the flux Eqs. (1) and (2) reduce to the form:
⎛
⎜⎜⎜⎜⎜⎜⎝
v1
v2
11
22
33
12
⎞
⎟⎟⎟⎟⎟⎟⎠
t
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
σ11
ρ
σ12
ρ
v1
0
0
1
2v2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
x
+
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
σ12
ρ
σ22
ρ
0
v2
0
1
2v1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
y
(7)
Although 33 is constant according to Eqs. (6) and (7), 33
is left in the equation for the following ideas, because when
investigating elastic–plastic waves one can replace strains
with stresses and the corresponding stress component σ33
does not vanish.
The general stress-strain relationship contained in Eqs. (3)
and (5) reduces under the assumption (6) to
⎛
⎜⎜⎝
˙11
˙22
˙33
˙12
⎞
⎟⎟⎠ = C(σ )
⎛
⎜⎜⎝
σ˙11
σ˙22
σ˙33
σ˙12
⎞
⎟⎟⎠ (8)
with C(σ )
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a+ h(κ)
4µκ2
s211 b+
h(κ)
4µκ2
s11s22 b+ h(κ)4µκ2 s11s33
h(κ)
2µκ2
s11σ12
b+ h(κ)
4µκ2
s22s11 a+ h(κ)4µκ2 s
2
22 b+
h(κ)
4µκ2
s22s33
h(κ)
2µκ2
s22σ12
b+ h(κ)
4µκ2
s33s11 b+ h(κ)4µκ2 s33s22 a+
h(κ)
4µκ2
s33s33
h(κ)
2µκ2
s33σ12
h(κ)
4µκ2
s11σ12
h(κ)
4µκ2
s22σ12
h(κ)
4µκ2
s33σ12
1
2µ
+ h(κ)
2µκ2
σ 212
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(9)
κ2 = 1
2
si j si j = 13 [(σ11 − σ33)
2 + (σ22 − σ33)2
−(σ11 − σ33)(σ22 − σ33)] + σ 212
a := 1
9K
+ 1
3µ
(10)
b := 1
9K
− 1
6µ
h(κ) := µ
µp(κ)
− 1
with the Bulk modulus K = E3(1−2ν) .
The following definitions are used for plane strain:
V = (v1, v2, 11, 22, 33, 12)T (11)
U = (v1, v2, σ11, σ22, σ33, σ12)T (12)
with which the 2-D system can be written in the form
V t + ∇ · L(U) = 0 (13)
(11, 22, 33, 12)
T
t = C(σ )(σ11, σ22, σ33, σ12)Tt (14)
Equation (13) summarizes the conservation of momentum
and the compatibility relations (7) (L(U) is a linear function
of U , since both types of equations are linear) and Eq. (14)
contains the stress-strain relationship from (8).
It is noteworthy that the system (13), (14) is not (can-
not be written as) a pure hyperbolic conservation law, unless
the material is purely elastic where the matrix C is constant.
Furthermore, the stress-strain relationship is used in the fol-
lowing form
U t = D(σ )V t (15)
where the existence of the matrix D(σ ) can be seen from
Eq. (8).
For elastic waves, i.e. h(κ) ≡ 0 the wave equation reduces
to the closed form:
⎛
⎜⎜⎜⎜⎜⎜⎝
v1
v2
σ11
σ22
σ33
σ12
⎞
⎟⎟⎟⎟⎟⎟⎠
t
= ∇ ·
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
ρ
σ11
1
ρ
σ12
1
ρ
σ12
1
ρ
σ22
v1(K + 43µ) v2(K − 23µ)
v1(K − 23µ) v2(K + 43µ)
v1(K − 23µ) v2(K − 23µ)
v2µ v1µ
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(16)
2.2 The method of transport
The basic idea of the Method of Transport which is used
for numerical simulations in this paper is to rewrite the flux
equation (13) equivalently as a coupled system of advection
equations. Therefore, one can introduce a set of direction vec-
tors ni , i = 1, . . . , k, not necessarily of unit length, which
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have to fulfill the following two consistency relations:
k∑
i=1
ni = 0, 1k
k∑
i=1
ni nTi = I (17)
With these definitions one can rewrite the flux equation (13)
(or 7) as follows:
V t + ∇ · cL = 0 (18)
⇐⇒ 1
k
k∑
i=1
{
(V +L ni )t +∇ · c(V +L ni )nTi
}
= 0
⇐⇒
k∑
i=1
{(Ri )t + ∇ · cRi nTi } = 0 (19)
with the identity matrix I and the quantities Ri = 1k (V +
L ni ). One observes that the flux equation can be written as a
system of coupled advection equations, each of which trans-
ports the quantity Ri at the velocity cni .
Note that Eq. (19) is strictly equivalent to the original
equation (18). The numerical approximation consists of
decoupling the system, i.e. at a certain time-step tn one def-
ines the independent quantities
Ri (x, tn) := 1k
(
V (x, tn) + L(x, tn)ni
) (20)
to solve the advection equations
(Ri )t + ∇ ·
(
Ri cnTi
)
= 0 ∀i (21)
independently, i.e. one calculates the quantities Ri (x, t) on
the time interval t ∈ [tn, tn+1] using Eq. (21) given the initial
solution Ri (x, tn). At the next time-step tn+1 the update for
the vector V reads:
V (x, tn+1) =
k∑
i=1
Ri (x, tn+1) (22)
This yields a first order approximation for the exact solution
in time if the consistency relations (17) hold, since then
V t =
k∑
i=1
(Ri )t = −
k∑
i=1
∇ · (cRi nTi ) = −∇ · cL.
and consequently
V (x, tn + 	t) −
k∑
i=1
Ri (x, tn + 	t) = O(	t2)
For approximations of higher order in time one has to add
correction terms into the flux equations (cf. [7,19]).
There is an infinite number of possible propagation vectors
that fulfill the consistency relation (17), e.g. one can simply
use the four diagonal directions ni = (±1,±1)T .
So far the discussion has been semi-discrete only, i.e. the
space variables still need to be discretized. The space discret-
ization can be done as for all types of finite volume methods,
i.e. one has to add the following two steps:
1. At a certain time-level one computes cell-averages for
each cell Ii j for the quantity V according to Eq. (22):
V¯ n+1i j =
1
|Ii j |
k∑
l=1
∫
Ii j
Rl(y, tn+1)d y (23)
2. Before each time-step one has to reconstruct the func-
tion V (x, t) by polynomials in space from the previously
updated cell-averages.
The Method of Transport only yields an update of V , i.e. the
velocity and strain variables. The stress variables σ have to
be updated by integrating the ODE (8) in time, which makes
it necessary to reconstruct the behavior of (t) on the time-
interval [tn, tn+1] by polynomials (for details cf. [7]).
3 Boundary conditions
In fluid dynamics (e.g. when simulating the Euler equations)
the physical flow is typically surrounded by boundaries where
the flows’ velocity vector has to be tangent to the bound-
ary curve, which can be achieved as follows for the Euler
equations (cf. [6]): The density, the energy and the tangent
component of the velocity are “copied” from the inner cell
into the ghost cell (i.e. boundary cell), whereas the normal
velocity in the ghost cell is minus the value in the inner cell.
For elastic–plastic deformation in solids, however, the
physical behavior and hence the boundary conditions engi-
neers want to impose in their simulations of applied problems
are quite different. The two most commonly used boundary
conditions applied to the boundary of the physical domain
in practical problems are (with n denoting the normal of the
boundary curve ∂G of the physical domain G in 2-D):
1. Velocity boundary conditions:
v|∂G = vG (24)
For example, one can assume that the solid is fixed at
the boundary so that the particles at the boundary cannot
move and hence v|∂G = 0.
2. Stress boundary conditions, typically the normal traction
Fn on the boundary is prescribed:
σ n = Fn (25)
The special case Fn = 0 is the case of a free boundary.
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In principle, mixed velocity and stress conditions are possi-
ble as well and can be treated in the same way as presented
below. To ensure stability (cf. [9]), the concept of Riemann-
type boundary conditions is used, i.e. in 2-D one can pre-
scribe two physical variables on the boundary (since there
are two positive eigenvalues of the Jacobian of the flux), the
other variables have to be computed consistently (see below).
Thus, after each time step the values for the velocity, the
stress and the strain variables are computed in the ghost cells
of the numerical grid representing the boundary so that they
simulate the conditions (24) or (25) or a mixture of them.
The following analysis starts with such boundary condi-
tions in the one dimensional (1-D) case, where one has to find
the correct values for the physical variables at the end of a
1-D solid bar and then the results are extended to 2-D, where
the physical domain is surrounded by an arbitrary piece-wise
smooth curve.
3.1 Boundary conditions in 1-D
To understand the problem of prescribing boundary condi-
tions one can start with the 1-D problem, i.e. one considers a
long solid bar to prescribe a certain physical situation (e.g. a
certain stress) at the end of the bar to start or absorb waves.
Apart from the grid cells representing the bar, one has to
use a ghost-cell connected to the end of the physical domain
to prescribe the values of the physical variables one wants to
prescribe at the boundary when using finite-volume schemes.
Hence, between the ghost cell with state U g and the first inner
cell U i one has to solve the corresponding Riemann prob-
lem (for details cf. below) to find out how to set the vector
U g to produce the desired stress waves propagating into the
physical domain (cf. Fig. 2).
In the most general case the solution of the Riemann
problem consists of four elastic contact discontinuities
BARGhost Cell
c1-c1
c2-c2
cf
-cs
State UiState Ug
x
U
State
Um
Fig. 2 Example for the Riemann problem between the ghost-cell in
state U g and the state in the first inner cell U i
propagating at ±c1 (longitudinal wave) and ±c2 (transverse
wave) and four plastic rarefaction waves travelling at ±c f (σ )
and ±cs(σ ) (fast and slow plastic wave). Um is the middle
state at x = 0. For imposing boundary conditions, the value
of Ug has to be set so that the state U i contains the variable
values that are physically applied to the end of the bar. There-
fore, it is obviously enough to consider a Riemann-solution
consisting of positive wave-speeds only, i.e. considering the
special case U g = Um .
Hence, one has to be able to solve the Riemann problem
between two states, which is demonstrated for elastic waves
first and then for plastic waves in the following.
3.1.1 Riemann problem for elastic waves
As explained in [11], for the linear elastic case the two vec-
tors U i and U g are connected by a linear combination of
eigenvectors rk of the Jacobian matrix Ael of the flux of the
purely elastic wave equation along the x-axis indicated in
Eq. (16):
U i − U g =
∑
k
αk rk (26)
where the corresponding eigenvectors and eigenvalues are
given in Table 1.
Since there are two positive eigenvalues transporting two
independent right eigenvectors, one can prescribe two inde-
pendent physical variables on the boundary to come to stable
boundary conditions (Riemann-type boundary conditions) –
all other variables have to be determined consistently by solv-
ing the Riemann problem, i.e. one has to determine the two
values of the αi in Eq. (26) for the two eigenvectors corre-
sponding to the two positive eigenvalues c1 and c2.
Hence, for the afore-mentioned cases (velocity or stress
boundary conditions or mixed conditions) one can then cho-
ose the values in the boundary cell, which is demonstrated
in the following two examples (the indices g and i mean the
values in the boundary=ghost cell and the inner cell):
1. Stress boundary conditions with Fn ≡ 0: Since the force
has to vanish on the boundary, Eq. (25) forces us to pre-
scribe σ g11 = σ g12 = 0, since the normal vector n is
parallel to the x-axis. Equation (26) implies:
v
g
1 = vi1 −
σ
g
11 − σ i11
ρc1
v
g
2 = vi2 −
σ
g
12 − σ i12
ρc2
σ
g
22 = σ i22 −
K − 2/3µ
c1
(v
g
1 − vi1)
σ
g
33 = σ i33 −
K − 2/3µ
c1
(v
g
1 − vi1)
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Table 1 Decomposition of the
1-D elastic wave equation into
right eigenvectors r i along the
x- and y-axis
Eigenvalue r i in x-direction r i in y-direction
±c1
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
2 (v1 ± σ11ρc1 )
0
1
2 (±v1ρc1 + σ11)
1
2 (±v1ρc1 + σ11) K−2/3µK+4/3µ )
1
2 (±v1ρc1 + σ11) K−2/3µK+4/3µ )
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
1
2 (v2 ± σ22ρc1 )
1
2 (±v2ρc1 + σ22) K−2/3µK+4/3µ )
1
2 (±v2ρc1 + σ22)
1
2 (±v2ρc1 + σ22) K−2/3µK+4/3µ )
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
±c2
⎛
⎜⎜⎜⎜⎜⎜⎝
0
v2
2 ± σ122ρc2
0
0
0
σ12
2 ± v2ρc22
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎝
v1
2 ± σ122ρc2
0
0
0
0
σ12
2 ± v1ρc22
⎞
⎟⎟⎟⎟⎟⎟⎠
0
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0
σ22 − K−2/3µK+4/3µσ11
0
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0
0
σ11 − K−2/3µK+4/3µσ22
0
0
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
0
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0
0
σ33 − K−2/3µK+4/3µσ11
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0
0
0
0
σ33 − K−2/3µK+4/3µσ22
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
2. Velocity boundary condition with vg ≡ 0, i.e. one pre-
scribes the velocity vg1 = vg2 = 0. From the Rankine-
Hugoniot jump conditions for Eq. (16) we get:
σ
g
11 = σ i11 −
K + 4/3µ
c1
(v
g
1 − vi1)
σ
g
22 = σ i22 −
K − 2/3µ
c1
(v
g
1 − vi1)
σ
g
33 = σ i33 −
K − 2/3µ
c1
(v
g
1 − vi1)
σ
g
12 = σ i12 −
µ
c2
(v
g
2 − vi2)
Mixed velocity/stress boundary conditions can be treated
analogously.
3.1.2 Riemann problem for plastic waves
For solving the Riemann problem for plasticity, one can
rewrite the system in the 1-D case (i.e. all y-dependencies
are neglected) by plugging equation (8) into (7) to obtain
(cf. [25])
A(σ )U t = AU x (27)
with
A(σ ) =
⎛
⎜⎜⎜⎝
1 0 0 . . .
0 1 0 . . .
0 0
...
... C(σ )
⎞
⎟⎟⎟⎠ = D(σ )
−1
(28)
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 0 1
ρ
0 0 0
0 0 0 0 0 1
ρ
1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 12 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
The operator ddt in the characteristic surface is defined as:
d
dt
U = U t + cU x
Then, one can rewrite equation (27) in the form
A(σ )
(
dU
dt
− cU x
)
− AU x = 0 (29)
One has too look for a linear combination of these equations
containing operators of the form ddt only. Therefore, one can
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multiply equation (29) from the left with a vector l . Hence,
l has to fulfill the following condition
lT Q(c) = 0, with Q(c) := −cA − A (30)
which means that l is a left eigenvector of Q with eigenvalue
zero. Thus, one has to find the the roots of the characteristic
polynomial χ(c) := det Q(c) which turns out to be
χ(c)/c2 =
(
α Kκ2 − 3 Kα σ122 + 3 Kκ2 + 4 c22κ2 + α c222
)
c22
−
(
α Kκ2+7 c22κ2+α c222+α c22κ2+c22α σ122+3 Kκ2
)
c24
c2
+κ
2 (3 + α)
c24
c4
with
2 := (σ11 − σ22)2, α := 1
µp(κ)
− 1
µ
Besides the double eigenvalue 0 there are four characteristic
speeds ±c1 and ±c2 in the elastic case with
c1 =
√
K + 4/3µ
ρ
c2 =
√
µ
ρ
and four characteristic speeds ±cs(σ ) (slow plastic wave)
and±c f (σ ) (fast plastic wave) for plastic deformation, which
satisfy
0 < cs(σ ) < c2 < c f (σ ) < c1.
As before, the velocity c1 denotes the propagation of elastic
longitudinal waves, whereas elastic transverse waves prop-
agate at c2. The left eigenvectors fulfilling condition (30)
for the (“plastic”) eigenvalues ±c f (σ ) and ±cs(σ ) can be
written in the form (cf. [25])
l := (, 1, ρc,a,b, 2ρc)T . (31)
The functions , a and b are somewhat complicated:
 = (−c24α 2 + 4 c24κ2 + 3 K c22κ2 + K c22α κ2
−3 K c22α σ122 − 3 c2 Kκ2 − 4 c2c22α σ122
−4 c2c22κ2 − c2α Kκ2 − c2α c222)
/((−2 σ11 + σ33 + σ22)c2σ12 α c22)
a = (2 c24κ2 − c24α σ22 σ33−c24α σ33 σ11+c24α σ22 σ11
+ c24α σ332 − 2 c2c22κ2+c2α σ22 σ33 c22+c2α Kκ2
− 2 c2c22α σ122+c2α σ33 σ11 c22 − c2α σ22 σ11 c22
−c2α σ332c22 + 3 c2 Kκ2 − 3 K c22κ2 − K c22α κ2
+3 K c22α σ122)/(σ12 α c(−2 σ11 + σ33 + σ22)c22)
b = (c2α σ22 σ11 c22−c2α σ33 σ11 c22+c2α Kκ2
+ σ33 c24α σ11 − c2α c222+c2α σ332c22
− 3 K c22κ2 − K c22α κ2 + 3 K c22α σ122+c24α 2
− c24α σ332 + c24α σ22 σ33 + 2 c24κ2 − c24σ22 α σ11
− c2c22α σ22 σ33 − 2 c2c22κ2 + 3 c2 Kκ2
− 2 c22c2α σ122)/(σ12 (−2 σ11 + σ33 + σ22)c22c α)
The corresponding compatibility relation along the charac-
teristic dx = ±cs/ f (σ )dt can be obtained from (29) with
(30):
lT A(σ )dU = 0. (32)
As in the elastic case, one can restrict oneselves to the four
positive eigenvalues cs(σ ) < c2 < c f (σ ) < c1 when cal-
culating the matching boundary vector Ug depending on the
inner state U i . The problem is that these four waves imply the
existence of three intermediate states Ua , Ub and Uc, which
have to be found by an iteration starting from the inner state
U i . The numerical algorithm consists of the following four
steps:
1. Applying Rankine-Hugoniot jump conditions for the
elastic eigenvalue c1 to come to the state Ua = U i +
β1r1, where r1 is the eigenvector from Table 1 and
2. Connecting the two middle states Ua and Ub by solv-
ing the compatibility ODE (32) for the eigenvalue c f (σ )
from the characteristic speed c f (σ a) to the speed c f (σ b)
= c f (σ a) − β2 and
3. Connecting Ub to Uc by Rankine-Hugoniot conditions
for the eigenvalue c2 by using the corresponding right
eigenvector from Table 1, i.e. Uc = Ub + β3r2 and
finally
4. Solving the ODE (32) for the slow plastic eigenvalue
cs(σ ) from the characteristic speed cs(σ c) to cs(σ g) =
cs(σ
c) − β4 to come to the boundary state Ug
in each iteration step—cf. Fig. 3.
c
1
c
2
Ug
Ui
Ua
Ub
Uc
c
f
ac
f
bc
s
cc
s
g Char. Speed
State
Fig. 3 Riemann solution (for the stress σ11 +σ12) with positive eigen-
values only, including all four waves and three intermediate states a, b
and c that have to be found by iteration to find the correct state U g in
the ghost cell
123
752 Comput Mech (2009) 44:745–755
The iteration, which is based on Newton’s method for the
parameter vector (β1, . . . , β4) assures that after the iteration
the vector U g contains the stress and velocity components
prescribed at the boundary and the consistently calculated
values for the other stress-components and velocities. Even
though there are four positive eigenvalues carrying four right
eigenvectors in the plastic case, the number of independent
boundary conditions that can be prescribed remains two,
since there are two additional constraints to fulfill in the iter-
ation: The two transitions from elastic wave to plastic wave
(i.e. from c1 to c f and c2 to cs) have to occur on the yield
surface, which constitutes a scalar constraint for each of the
two transition points.
After the vector U g containing the velocity and stress com-
ponents in the ghost cell has been found, one can calculate the
strains g in the boundary cell by integrating the stress-strain
relationship (14) from the stress state σ i in the inner cell to the
stress state σ g in the ghost cell with a standard ODE-solver,
e.g. a Runke-Kutta method. Since the right-hand side of the
ODE might be discontinuous at the transition from elastic-
ity to plasticity, one has to find the exact transition point in
the stress-space by iteration and restart the ODE-solver (for
details cf. [7]).
3.2 Boundary treatment on cartesian grids in 2-D
In the general case when simulating a domain in 2-D
surrounded by a curved boundary instead of a simple 1-D
boundary condition, one has to be able to prescribe bound-
ary conditions along any curved boundary line.
The following boundary treatment is based on the ideas
presented in [6] by Forrer who developed a method for treat-
ing curved boundaries on a Cartesian grid for the Euler equa-
tions. The basic idea is to compute cell updates for the state
vector U i j in each cell (i, j) on a Cartesian grid. However,
after each time-step the values in the boundary cells are found
by mirroring the cell at the tangent vector of the boundary
curve into the physical domain (cf. Fig. 4) and solving a 1-D
Riemann problem between the physical state found in the
mirrored cell (which lies inside the computational domain)
and the boundary cell, in which one can prescribe two phys-
ical values as in 1-D.
The boundary cells are now those cells that are right at
or behind the curve describing the shape of the domain. The
state U g that has to be set in the boundary cell is found by
solving a 1-D Riemann problem between this boundary cell
and the cell’s “mirror” cell in the physical domain similar to
the 1-D case, i.e. the numerical algorithm consists of three
steps:
1. One calculates the normal n to the boundary curve point-
ing towards the middle of the ghost cell and then
Boundary curve
Tangent
Boundary cell
Fig. 4 The boundary cell (bold line) is mirrored in the computational
domain (dashed line). Hence, the physical values in the mirrored state
are known since it lies within the physical domain. The values in the
boundary cell are then determined as in 1-D, i.e. by prescribing two
independent physical variables in the boundary cell and then calculat-
ing the remaining physical variables by solving a 1-D Riemann problem
between the boundary cell and the mirrored cell
2. Projects the physical equations to a 1-D problem along
this direction n and then
3. Calculates the boundary state U g by solving the 1-D Rie-
mann problem along the direction n as in the 1-D case
explained above, where (as in 1-D) one can prescribe two
of the six physical variables contained in U g as bound-
ary conditions and the remaining four variables are found
through the Riemann solution. The strains are found by
integrating the stress-strain relationship (cf. Eq. 14).
Instead of projecting the physical equations into the direc-
tion n of the normal vector to the boundary curve, one can
rotate the coordinate frame by an angle ϕ so that in the new
frame one has ˜n = (1, 0) and hence one can consider a 1-D
Riemann problem along the x-axis. Therefore, the state vec-
tor U i in the mirrored inner cell (as well as the state in the
ghost cell U g) has to be transformed by a linear transforma-
tion:
U˜ i = ϕU i
Then, U˜ g can be computed as explained above by solving a
Riemann problem along the x-axis between the two states U˜ g
and U˜ i . Afterwards, one uses the backward transformation
to calculate the state vector in the ghost cell:
U g = (−ϕ)U˜
g
This approach will lead to more complicated results than for
the Euler equations, because the transformation of the phys-
ical quantities with the matrix ϕ which will be derived in
the following is much more complicated: Coordinates and
velocities transform as rank one tensors, whereas the stress
tensor transforms as a rank two tensor under a rotation R:
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R =
(
cos ϕ sin ϕ
− sin ϕ cos ϕ
)
(
x ′
y′
)
= R
(
x
y
)
=
(
x cos(ϕ) + y sin(ϕ)
−x sin(ϕ) + y cos(ϕ)
)
(33)
(
v′1
v′2
)
= R
(
v1
v2
)
=
(
v1 cos(ϕ) + v2 sin(ϕ)
−v1 sin(ϕ) + v2 cos(ϕ)
)
(34)
(
σ ′11 σ ′12
σ ′12 σ ′22
)
= R
(
σ11 σ12
σ12 σ22
)
RT
=
(
σ11 cos2(ϕ) + σ22 sin2(ϕ) + 2σ12 sin(ϕ) cos(ϕ) (σ22 − σ11) sin(ϕ) cos(ϕ) − σ12(1 − 2 cos2(ϕ))
(σ22 − σ11) sin(ϕ) cos(ϕ) − σ12(1 − 2 cos2(ϕ)) σ11 sin2(ϕ) + σ22 cos2(ϕ) − 2σ12 sin(ϕ) cos(ϕ)
)
(35)
Thus, one can find a linear transformation ϕ which trans-
forms the state vector U defined in (12) into the state vector
U ′ = ϕU in the rotated frame according to the relations
(34) and (35). After doing some algebra, one obtains ϕ
=
⎛
⎜⎜⎜⎜⎜⎜⎝
cos(ϕ) sin(ϕ) 0 0 0 0
− sin(ϕ) cos(ϕ) 0 0 0 0
0 0 cos2(ϕ) sin2(ϕ) 0 2 sin(ϕ) cos(ϕ)
0 0 sin2(ϕ) cos2(ϕ) 0 −2 sin(ϕ) cos(ϕ)
0 0 0 0 1 0
0 0 − sin(ϕ) cos(ϕ) sin(ϕ) cos(ϕ) 0 − sin2(ϕ) + cos2(ϕ)
⎞
⎟⎟⎟⎟⎟⎟⎠
(36)
which completes the boundary treatment in 2-D.
4 Numerical example and order estimate
To demonstrate the effectiveness of the proposed approach, a
circular hole (i.e. a free boundary) in a plate under the plane
strain condition (cf. Fig. 5) is considered in the following.
From one side a plane wave is approaching which is to be
scattered at the hole.
The following boundary conditions (with H denoting the
Heaviside function) are chosen:
σ22(x, y = 0, t) = H(t)
All variables are assumed to vanish in the computational
domain y ≥ 0 at the beginning. Thus, one can expect a
compression wave to propagate into the domain which is
scattered at the hole.
For the exact solution the force on the boundary vanishes
everywhere on the surface S of the hole:
Fn = σ n = 0
In the following numerical simulation the numerical error e
is computed, i.e.
e =
∮
S
‖ Fn‖2ds. (37)
The exact solution would fulfill e = 0. The simulations were
performed with the Method of Transport (cf. [7]) with third
order accuracy in space and time. Table 2 shows the error
and numerical order pi of the boundary treatment which is
defined as
pi = ln2
(
ei
e2i
)
with ei indicating the numerical error calculated according
to Eq. (37) and i denoting the width (in number of cells)
of the rectangular grid. Although the boundary approxima-
tion is only first order accurate, the numerical order seems to
be between first and second order accurate in this numerical
experiment, which is consistent to the numerical experiments
for the Euler equations in [6]. This is due to the fact that a
second order interior scheme was used, which is applied to
Hole
(Free
boundary)
x
y
Compression Wave
Fig. 5 Plate under plane strain with a circular hole, representing a free
boundary (i.e. the force has to vanish on the surface of the hole.) At the
lower boundary a compression wave is created propagating towards the
hole
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Table 2 Numerical errors and order for different grids
Grid used Error e Order pi
50 × 25 0.0839
100 × 50 0.0360 1.22
200 × 100 0.0134 1.43
400 × 200 0.00533 1.33
800 × 400 0.00207 1.36
The order of the boundary treatment is between one and two
Fig. 6 Numerical solution of the stress component σ33 of a reflected
contact discontinuity at the hole on a grid with 400 × 200 cells
more cells than the first order scheme for treating boundary
cells and hence the numerical order appears to be greater than
one.
The numerical simulation is shown in Fig. 6. The disconti-
nuity which travels through the domain in the upper direction
causes a reflected compression wave at the hole propagating
in all directions. This reflection causes a von Schmidt Wave
at the boundary which is not in the exact form of a cone,
since the compression wave does not propagate parallel to
the boundary. The von Schmidt wave itself causes a reflec-
tion at the hole which in its turn causes a second von Schmidt
wave at the boundary and so forth.
5 Conclusion
It is quite obvious that simulating elastic plastic waves (or
any other hyperbolic equation) on a domain that is described
by curved boundaries usually implies an immense analytical
and implementation effort, since the grid has to be adjusted
to the curved boundary and furthermore, the computation is
normally also slowed down due to the higher complexity of
the grid.
The approach presented in this paper consists of using
a rectangular Cartesian grid, where the implementation and
also computations are usually fastest, and setting adequate
boundary conditions within this Cartesian grid after every
time-step of the PDE solver, where a 1-D projection of the
physical equations onto the normal vector of the boundary
curve is used to be able to calculate the correct physical val-
ues in the boundary cells by solving Riemann problems. Due
to the higher complexity of the physical equations, the cal-
culation of the boundary state is analytically and computa-
tionally much more complex than for the Euler equations.
Nevertheless, the implementation is far more simple than
using unstructured grids.
Compared to sophisticated numerical techniques using
unstructured grids, the proposed methodology offers the clear
advantage of being very simple and fast to implement and
to yield good results for a fair effort. However, it has the
disadvantage of being a first-order approximation only, due
to the use of linearized boundaries to “mirror” cells, which
clearly limits the accuracy of the methodology compared to
grid-adjusted techniques. Consequently, users looking for the
highest accuracy possible at any cost are advised to imple-
ment a higher-order boundary treatment.
The numerical examples show that the boundary condi-
tions are at least first order accurate in time. To conclude, the
method represents a good trade-off between accuracy on the
one hand and implementation and computational effort on
the other hand.
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