[1] The operation of large-scale water resources systems often involves several conflicting and noncommensurable objectives. The full characterization of tradeoffs among them is a necessary step to inform and support decisions in the absence of a unique optimal solution. In this context, the common approach is to consider many single objective problems, resulting from different combinations of the original problem objectives, each one solved using standard optimization methods based on mathematical programming. This scalarization process is computationally very demanding as it requires one optimization run for each trade-off and often results in very sparse and poorly informative representations of the Pareto frontier. More recently, bio-inspired methods have been applied to compute an approximation of the Pareto frontier in one single run. These methods allow to acceptably cover the full extent of the Pareto frontier with a reasonable computational effort. Yet, the quality of the policy obtained might be strongly dependent on the algorithm tuning and preconditioning. In this paper we propose a novel multiobjective Reinforcement Learning algorithm that combines the advantages of the above two approaches and alleviates some of their drawbacks. The proposed algorithm is an extension of fitted Q-iteration (FQI) that enables to learn the operating policies for all the linear combinations of preferences (weights) assigned to the objectives in a single training process. The key idea of multiobjective FQI (MOFQI) is to enlarge the continuous approximation of the value function, that is performed by single objective FQI over the state-decision space, also to the weight space. The approach is demonstrated on a real-world case study concerning the optimal operation of the HoaBinh reservoir on the Da river, Vietnam. MOFQI is compared with the reiterated use of FQI and a multiobjective parameterization-simulationoptimization (MOPSO) approach. Results show that MOFQI provides a continuous approximation of the Pareto front with comparable accuracy as the reiterated use of FQI. MOFQI outperforms MOPSO when no a priori knowledge on the operating policy shape is available, while produces slightly less accurate solutions when MOPSO can exploit such knowledge.
Introduction
[2] Large-scale water resources systems are very often operated to balance a multiplicity of conflicting objectives accounting for a variety of environmental, economic and social services. In such a multiobjective context, there is not one single operating policy that optimizes simultaneously all the water uses. Rather, competing and noncommensurable objectives give rise to a set of Pareto-optimal solutions, corresponding to different tradeoffs, whose full characterization is a key element to inform and support decision making [Kollat and Reed, 2007] .
[3] The traditional approach to multiobjective optimal policy design is to reformulate the multiobjective problem as a collection of many single objective problems that are amendable of solution by any standard single objective optimization method [Miettinen, 1999] . One of the most common scalarization method is the linear combination of the objective functions into a single functional form, known as the weighted sum method [Gass and Saaty, 1955] . In this method, a single objective problem is repeatedly solved for different values of the weights and a subset of the theoretical Pareto-optimal solutions to the original multiobjective problem is obtained. Another well known method is the "-constraint method [Haimes et al., 1971] : all the objectives but one are converted into constraints and the level of satisfaction of the constraints is the parameter to be varied to obtain a set of Pareto-optimal solutions. With the growth in the number of the objectives, both the approaches become computationally intensive, if not prohibitive, as the repetitions of single objective problems scale exponentially with the number of objectives.
[4] With the development of bio-inspired optimization methods, a number of alternative simulation-based tools have been designed to directly solve the multiobjective policy design problem by simultaneously handling all the objectives. These include Evolutionary Algorithms, Particle Swarm Optimization, Ant Colony Systems, Cuckoo Search, Firefly Algorithm, and many others. The common basic idea to all these methods is to formulate the policy design problem as a simulation-based optimization. In most of these studies, e.g., Reddy and Kumar [2007] , the searched for solution is the optimal sequence of decisions over a given operating horizon. However, when the inputs to the water system (e.g., the inflows) are highly uncertain, the actual system trajectory can significantly diverge from the simulated one and the Pareto-optimal scheduling so designed can prove inadequate when applied in real conditions. To overcome the difficulty, the optimization problem can be reformulated so that its solution be an operating rule that proves Pareto-optimal for any possible state encountered by the system. Operating rules are parameterized by choosing an appropriate family of functions (e.g., piecewise linear; Kim et al., [2008] ) and simulation-based optimization is used to search for the Pareto-optimal parameters of the operating rule. The approach is known as parameterization-simulation-optimization (PSO) [Koutsoyiannis and Economou, 2003] in the water resources literature or, more in general, as direct policy search [e.g., Castelletti et al., 2012a] . In both formulations, the application of evolutionary algorithms can provide a set of Paretooptimal solutions, either release scheduling or policy parameters, in a single optimization run. For problems with more than two objectives, simulation-based optimization methods are definitely more efficient than any other method based on the resolution of many single objective problems, and they have proved to be effective in solving an array of complex water resources management problems [Nicklow et al., 2010] . Yet, as the number of objectives increases, the number of simulation runs needed for the evaluation the Pareto frontier might grow considerably, and the approach quickly becomes computationally prohibitive [Brockhoff and Zitzler, 2009] . Another limitation of the PSO approach may be the difficulty in choosing an appropriate family of functions for the operating policy. Empirical knowledge of the system can guide the choice, however it gives little help when dealing with large-scale systems, e.g., water reservoir networks or aquifers, where the operating rule has multiple inputs (large system state) and outputs (several control points). Since simulation-based optimization algorithms can, at most, find the best possible solution within the prescribed family of functions, a bad choice can strongly penalize the final result. Similarly, case study dependency and sensitivity arise in the choice of the optimization algorithm among the many available (Genetic, Particle Swarm, Ant Colony, etc.) and subsequent tuning of the algorithm parameters, although recently novel methods have appeared that aim at significantly reducing case study dependency and tuning of evolutionary multiobjective algorithms [Reed et al., 2013] . In this paper, we propose a novel multiobjective Reinforcement Learning (MORL) algorithm that can directly handle multiple objectives, as simulation-based methods do, and, at the same time, offers some guarantees on the optimality of the policy obtained, as with the methods of Dynamic-Programming (DP) family [Powell, 2007] . Just like DP methods, reinforcement learning is aimed at solving sequential decision problems and it is based on the Bellman's principle of optimality [Bellman, 1957] , which states that the minimum cost associated to a given state is the sum of the immediate cost paid in the transition from that state to the next one, and the minimum cost of the remaining decision problem associated to the next state. A sequential decision problem of h decisions can thus be split into a sequence of h independent subproblems. In handling such subproblems, Reinforcement Learning differs from DP methods in that it does not require the analytical knowledge of the immediate costs and of the transition probabilities from one state to the next. Rather, the optimization problem is framed as a learning process where an agent (the decision maker) iteratively learn the optimal operating policy by taking actions (decisions) and experimenting the associated costs/rewards from the environment (the system). Single objective Reinforcement Learning has been extensively studied and experimented in many engineering applications, with several studies reported also in the water resources literature [Lee and Labadie, 2007; Castelletti et al., 2010; Rieker and Labadie, 2012] . On the other hand, multiobjective Reinforcement Learning (MORL) is still a relatively unexplored research area and, to the authors' knowledge, there have been no applications of MORL to water resources management. Further, most of the few works so far published under the MORL umbrella [G abor et al., 1998; Mannor and Shimkin, 2004; Natarajan and Tadepalli, 2005; Vamplew et al., 2009] are actually based on the reiterate solution of many single objective problems. The only truly multiobjective methodology published is the Convex Hull Value Iteration approach in Barrett and Narayanan [2008] and Lizotte et al. [2010] , that finds in parallel all the operating policies lying on the Pareto convex hull without an explicit search in the weight space. The main drawback with this approach is that the computational complexity grows exponentially with the number of objectives and depends on the dimension of the policy space, usually huge even in simple water resources management problems.
[5] Our proposal is a multiobjective extension of the single objective fitted Q-iteration (FQI) proposed in Ernst et al. [2005] and first applied to water resources system operation by Castelletti et al. [2010] . FQI is a batch-mode learning scheme, that offers two important features : first, it adopts a continuous function approximation of the value function [e.g., Bertsekas and Tsitsiklis, 1996] and thus considerably mitigates the curse of dimensionality associated with DP-based or derived approaches ; second, it uses offline simulation to estimate quantities of interest, thus avoiding in-line model-based computations that would make the approach inapplicable in combination with highdimensional state models (i.e., the so called curse of modeling [Tsitsiklis and Roy, 1996] ). In practical terms, FQI can be used in combination with any simulation model without having to integrate optimization and simulation software code.
[6] However, as any other single objective RL approach, when used in a multiobjective context FQI must be reiteratively run for different values of the weights within a weighting method framework. The key idea of multiobjective FQI (MOFQI) is to enlarge the continuous approximation of the value function, which FQI performs over the state-decision space, also to the weight space by including a new state variable (the weight) within the arguments of the value function. The state transition model of this new variable is known and deterministic (i.e., the weight always has the same value). So, its inclusion only slightly adds to the computational cost of a single run of FQI and makes MOFQI potentially more efficient than FQI as the number of points considered in the approximation of the Pareto frontier grows. This is particularly important, since the higher the number of Pareto points the higher the resolution of the frontier and, hence, the more informative the characterization of trade-offs provided to the decision maker [Baltar and Fontane, 2008] .
[7] A preliminary version of the MOFQI algorithm was first proposed in Pianosi et al. [2013] and tested on a simple numerical case study. In this paper, it will be extensively discussed and its potential and performance evaluated through numerical experiments on a real-world case study, the operation of the HoaBinh reservoir on the Da river, Vietnam. MOFQI is comparatively analyzed against the state-of-the-art multiobjective approaches usually adopted for these applications. The competitors considered are (i) the reiterated use of a single objective DP-based approach (i.e., FQI) with the weighted sum method, and (ii) a standard multiobjective genetic algorithm (NSGA II) within a parameterizationsimulation-optimization framework. The comparison is developed by considering multiple criteria including traditional performance indicators, computing time, and tuning effort.
Model and methods
[8] We consider a water system composed of natural catchments, reservoirs, diversion dams, water users (e.g., hydropower plants or irrigation districts), and artificial and natural canals interconnecting all the above components. The system dynamics is given by the following discretetime state transition equation
where x t 2 X R n x and u t 2 U x t ð Þ R n u are the state and the decision vectors; and " tþ1 2 R n " is an uncertain external driver (e.g., hydro-meteorological inputs) acting in the time interval t; t þ 1 ½ Þ.
[9] The state x t is composed of the reservoir storages and any other state variable required to describe catchments, canals, and water users. The decision u t is composed of the release and water distribution decisions. The performance of the operated system is evaluated by a set of q objective functions
where " h 1 indicates the trajectory of " t from time 1 to time h; is its probability distribution; g i t Á ð Þ is a scalar function that expresses the immediate cost associated to the system transition from t to t þ 1 for the i-th water user, e.g., irrigation deficit, cost of flooding or lost hydropower revenue; and is a discount factor 0 < 1 ð Þ .
[10] If, at each time t, the decision is taken on the basis of an operating rule u t ¼ m x t ð Þ, the multiobjective optimal operation problem can be formulated as:
[11] The common approach to solve Problem P1 is to transform it into a series of single objective problems, for example by a convex combination of the objectives (weighted sum method; Gass and Saaty [1955] ). Precisely, Problem P1 can be reformulated as:
where w ¼ jw 1 . . . w q j is a vector of weights, such that X q i¼1 w i ¼ 1. For a given w, the optimal solution to Problem P2 is provably Pareto-optimal for Problem P1. Operationally, an approximation of the set of Pareto-optimal operating rules, and the associated Pareto frontier, is obtained by solving Problem P2 for a finite number of sample weight combinations. The more weight combinations are evaluated, the more accurate the approximation, but also the longer the computing time needed. The advantage is that any conventional single objective dynamic optimization method can be employed.
Fitted Q-Iteration (FQI)
[12] In principle, stochastic dynamic programming (SDP) is the most flexible and optimality guaranteed single objective approach to solve Problem P2. SDP is based on the recursive identification of the so called value function, that returns the minimum objective value associated to each possible system state x t , and can serve to derive the optimal operating rule. In practice, SDP suffers from a dual curse, of dimensionality [Bellman, 1957] and modeling [Tsitsiklis and Roy, 1996] , that prevents its application in many real-world problems involving medium-to-high order dynamical systems, such as water reservoir networks with more than 2/3 storage units or large combined hydrodynamic and ecological systems. To overcome these limits, a plethora of approximate dynamic programming methods have been devised in the recent past [Powell, 2007] . Among these, batch-mode Reinforcement Learning [Gordon, 1995] , particularly FQI [Ernst et al., 2005] , has been shown [Guez et al., 2008; Castelletti et al., 2010] to be an interesting and effective alternative to mitigate SDP's curses.
[13] As other RL algorithms, the goal of FQI is to derive the state-decision value function Q Á ð Þ, that gives the minimum objective value associated to each possible system state-decision pair. By definition, the searched for operating rule is obtained as
[14] Unlike SDP, FQI does not require explicit modeling of the system. The Q-function is determined by learning from experience. Strictly, such experience is represented as a finite data set of N tuples of the form [15] Each tuple is a sample of the one-step transition dynamics of the system from x t to x tþ1 resulting from the decision u t and the uncontrollable external driver " tþ1 , and has an associated immediate aggregate cost
[16] In FQI, the Q-function is identified by iterate regression over the learning data set. At the first iteration, an approximationQ 1 Á ð Þ of the expected immediate cost
is computed by regression over the input/output data set hi
At the second iteration, FQI extends the time horizon one step further and derives the approximate functionQ 2 Á ð Þ by regression over a new input/ output data set, where i l is the same as before and
[17] At the k-th iteration, the new approximationQ k of the optimal value function is obtained fromQ kÀ1 . The procedure iterates until the Q-function converges or the maximum number of iterations is reached (see Ernst et al. [2005] and Castelletti et al. [2010] for a discussion about the stopping condition and the convergence properties of the algorithm). The FQI algorithm is summarized in Table 1 .
[18] The learning data set of tuples is the sole information required to determine the operating rule, regardless the way it is generated. If only historical time series are available, the data set can be obtained from such system observations and the results of FQI application is a refinement of the historical system operation. If a simulation model is available, the data set can be enriched by several, independently generated, one-step or multistep simulations of the system dynamics, that allows for exploring new regions of the state-decision space and possibly find out improved operating strategies.
[19] As any other dynamic programming approximation method, FQI yields an approximation of the optimal Q-function of Problem P2 and thus a suboptimal operating rule. The advantage over SDP is that the continuous approximation over the state-decision space allows for using a definitely coarser sampling to get the same level of accuracy. Operationally, the batch nature of the algorithm offers the further advantage that the simulation code implementing the physical model does not need to be integrated into the optimization routine, since the generation of the data set and the application of FQI algorithm are two separate steps. The batch approach also allows for using a very large family of regression algorithm [Ernst et al., 2005] , and not only parametric function approximators as happens in traditional stochastic approximation algorithms. Several studies have reported very good results with a wide range of approximation techniques: kernel-based regressors [Ormoneit and Sen, 2002] , tree-based regressors [Ernst et al., 2005] , neural networks [Riedmiller, 2005] , CMAC [Timmer and Riedmiller, 2007] , and advantage weighted regression [Neumann and Peters, 2009] . All these works show that batch mode RL algorithms effectively exploit the information contained in the learning samples, so that very good performances can be achieved even with very small data sets. This can be a considerable advantage in large-scale water system management, where the lack of data and the burden of model simulation might be a strong limitation to build large data set.
[20] Finally, the algorithm can be easily extended to generate time-varying Q-function and, correspondingly, timevarying operating rules by simply considering time t as an extra state variable driven by the very simple, deterministic transition function: t þ 1 always follows from t [Castelletti et al., 2010] . This makes FQI particularly suited to handle the time-variability of water resources systems, especially when fine temporal scale (e.g., days or several hours) are considered like in our case study, whereas traditional SDP would require large transition probability matrices.
Multiobjective Fitted Q-Iteration (MOFQI)
[21] In this paper, we propose a multiobjective implementation of FQI to solve the parametric Problem P2 in a single optimization run for all possible values of the weight vector w. We call this extension multiobjective FQI (MOFQI). The key idea of MOFQI is to enlarge the continuous approximation of the value function Q Á ð Þ to the weight space by including a new variable, the weight vector w, within the function arguments. The state transition function for this new state variable is trivial : w tþ1 ¼ w t ¼ w. The learning data set required to train the Q-function is thus composed of N mo tuples of the form [22] Such a data set can be easily obtained by reusing the N system transition samples in the data set (3) many times, with N=N mo different weight values randomly generated. The result of the application of FQI to such data set is an optimal value function parameterized by w: Q x t ; w; u t ð Þ . In this way, it is possible to generalize information even over the weight space and, after a single training process, MOFQI learns an approximate optimal operating rule for each value of the weight vector m x t ; w ð Þ¼arg min ut Q x t ; w; u t ð Þ ð 6Þ
[23] The MOFQI algorithm is just the same as the FQI in Table 1 but for the fact that the learning data set is the one 
Apply the regression algorithm R to T S and deriveQ k return: the value function Q ¼Q L defined by (5), the Q function is parameterized in w and the input pairs for regression also include the weight value,
[24] MOFQI inherits several advantages of FQI: partial model-free nature ; batch mode; coarse grid approximation. In addition, MOFQI can provide a continuous approximation of the entire Pareto frontier, and, correspondingly, the optimal operating rules, in one optimization run, at the same computational price for data set generation as FQI. In fact, although the MOFQI data set (equation (5)) includes the weight vector w as an extra state variable, the actual number of evaluations of the system transition function (equation (1)) is the same as in the FQI data set: increasing the number of tuples from N to N mo only requires some more (algebraic) evaluations of the aggregate cost (equation (4)). The only increase in the overall computing time of MOFQI, with respect to a single execution of FQI, is in the application of the regression algorithm to the learning data set, which has a larger size (qÀ1 dimensions more). On the other hand, when using FQI in multiobjective problems, regression must be reiterated for different combinations of the weights, thus leading to a computational cost higher than running a single execution of MOFQI. For instance, in Pianosi al. [2013] , it is shown on a numerical two-objective case study that MOFQI becomes computationally more efficient than FQI when more than five weight combinations must be evaluated. In all cases, the regression time required by data set interpolation is often negligible with respect to the simulation time required for its generation, so that both FQI and MOFQI can be regarded as efficient alternatives to SDP when the number of objectives is high.
Benchmark: Multiobjective ParameterizationSimulation-Optimization (MOPSO)
[25] As a reference algorithm to comparatively evaluate MOFQI we also consider multiobjective parameterizationsimulation-optimization (MOPSO). The idea of MOPSO is to transform the variational problem P1 into a vector space search by selecting a priori the family of functionsm Á ð Þ to which the operating rule should belong and setting the rule's parameters as decision variables. Strictly, Problem P1 is replaced by the following
[26] This problem can be solved by any simulationbased approach. In particular, multiobjective evolutionary algorithms, by evolving a set of solutions (called population), can provide an approximate solution to P1b in a single optimization process. At each algorithm's iteration, Monte Carlo simulation or deterministic simulation over a sufficiently long time series is used to approximate the expected objective values J i associated to each solution in the population. The MOPSO algorithm is summarized in Table 2 .
[27] As anticipated, the main difficulty in the application of this approach is the choice of the family of functionŝ m Á ð Þ. In the lack of other information, universal approximators can be used. Among these, Artificial Neural Networks are especially interesting since they can approximate any (sufficiently smooth) function with given accuracy using a limited number of basis functions [Zoppoli et al., 2002] . The approach has been recently evaluated in the optimal operation of water reservoir networks [Baglietto et al., 2006] . Nonetheless, the application of simulation-based optimization methods to real-world systems remains not straightforward and its success can strongly depend on the proper tuning and preconditioning of the algorithm [Pianosi et al., 2011] .
Case Study Application: The HoaBinh Reservoir
[28] In order to demonstrate the proposed MOFQI method and compare it to reiterate FQI and MOPSO, a real-world reservoir system, the HoaBinh on the Da river, Vietnam (Figure 1 ) is used. The HoaBinh reservoir has a surface area of about 198 km 2 , an active storage of 6.056 billion m 3 , and feeds a hydropower plant with eight turbines and a total design capacity of 1920 MW (more details in Figure 2 ).
[29] Since from 1995, when the reservoir filling was completed, the HoaBinh power plant has produced more than 7000 GWh per year, corresponding to about 15% of the national electricity production. Besides hydropower, the reservoir is operated to mitigate floods in the downstream city of Hanoi in the flood season, especially in August.
Simulation Model
[30] The reservoir and the downstream river network are modeled by a combination of conceptual and data-driven models with a daily time step. The system state x t is a scalar variable and coincides with the reservoir storage, the decision variable u t is the reservoir release decision, and the disturbance " tþ1 is a vector including the inflow q DA tþ1 to the HoaBinh reservoir from the Da River and the flow q TH tþ1 and q LO tþ1 from the two tributaries Thao River and Lo River at YenBai and VuQuang station respectively (see Figure 1) . The state transition function (1) is the reservoir's massbalance equation, that provides the storage on day t þ 1 as a function of the storage x t , the release decision u t , the reservoir inflow q DA tþ1 , and taking into account the rule curves of the reservoir bottom gates and spillways. The immediate cost associated to the hydroelectric generation g 1 tþ1 À Á is the daily energy (GWh) produced by the Hoabinh hydropower plant (changed in sign). This is computed as a function of the release from the reservoir and its level, that determines the hydraulic head. The immediate cost associated to flood control g 2 tþ1 À Á is the squared level excess (cm 2 ), given by 
Experimental Settings
[31] The learning data set for FQI and MOFQI was generated using the reservoir and river network simulation model and time series of historical inflows over the period . For each day in the time series, ten storage and decision values were randomly sampled to generate the learning data set of equation (3) and FQI was repeatedly applied under 6 different values of the aggregation weights. Then, MOFQI was applied once, using the enriched data set of equation (5), obtained by associating each original experience sample with k random sampled weight values. Increasingly higher values of k k ¼ 3; 5; 7 ð Þ have been tested and compared. As a regression algorithm, extremely randomized trees (extra-trees) [Geurts et al., 2006] were used. They are a nonparametric regression method that uses a stochastic ensemble of classification and regression trees and has been successfully combined with the FQI algorithm in a number of applications [Ernst et al., 2005 ; Castelletti et al., 2010] . Given an input/output data set hi t ; o t i f g 1 t N , the extra-tree building algorithm grows an ensemble of several regression trees. In each tree, nodes are split according to the cut-direction that maximizes the explained variance after a number of random attempts (for more details, see Geurts et al. [2006] ). Node partitioning stops when the number of elements in the current node goes below a prescribed threshold. The node is then called a leaf, and assigned an output value obtained as the average of the regressor outputs associated to the inputs that fall in the leaf. The outputs of the different trees are finally averaged to produce the estimate of the Q-function.
[32] In the case of MOPSO, a feedforward artificial neural network was used. The network has two inputs, the storage x t and time t, and one output, the release decision u t . The network parameters were optimized using the widely used multiobjective Non Sorting Genetic Algorithm II (NSGA2) [Deb et al., 2002] . In order to reduce the simulation time, and thus the total computing effort, a shorter subsample of the historical discharge data set (1962) (1963) (1964) (1965) (1966) (1967) was used in the simulation-optimization process. NSGA2 has two tuning parameters, the population size and the number of generations. Further, one must also define the range of variation of the decision variables, i.e., the network parameters. Here we tested two different options. In the former (MOPSO 1), the same range of variation is set for all parameters. In the latter (MOPSO 2), ranges are tailored using the procedure proposed in Pianosi et al. [2011] . The idea is to infer the possible range for each parameter by defining very simple operating rules (e.g., to always release the maximum capacity of the turbines ; to release a high flow in the flood season and a lower flow in the remaining of the year; to release a ratio of the previous day inflow) and estimating the network parameterizations that would best fit those rules. Ranges are then computed as the mean value of such parameterizations 6 three times their standard deviation. Since the search space in MOPSO 2 is significantly reduced, the algorithm is expected to find an equally performing solution in a lower number of generations, provided that the optimal (unknown) solution belongs to the reduced space-which is here assumed to be the case. Different optimization experiments demonstrated that MOPSO 2 provides very good results after 150 generations, while the performance of MOPSO 1 is rather poor even with more than 2000 generations. These results were obtained by using a population size of 80 individuals; this number was fixed after testing and comparing different population sizes, which showed that using a larger population size does not significantly improve the results. Results are discussed in more details in the next section; the complete list of the experimental settings of FQI, MOFQI, and MOPSO is given in Table 3 .
Results
[33] All the operating policies designed by reiterated FQI, MOFQI, and MOPSO were simulated under historical conditions (measured reservoir inflows and Lo and Thao discharges) over the time horizon 1997-2004. Since this data set was not used during optimization, the simulated performances represent a sort of validation of the optimized operating policies. Furthermore, they can be compared with the performance of the historical operation.
[34] Figure 3 synthetically represents such performances in the objective space. The FQI solutions are overly Paretodominant over the historical regulation (asterisk), i.e., they produce considerably more hydropower while guaranteeing a lower value of the flood cost indicator. The reason is twofold. First, the analysis of historical time series reveals that historical power production steadily increased in the first years of the simulation horizon as the manager became more confident and expert in the system operation, so the historical performance encompasses this sort of training phase. Second, given the vulnerability of the downstream system to floods, the manager shows a strong risk-adverse attitude and tends to exchange a loss in system efficiency (average performance) for an increase in the system robustness (worst case performance). This may be taken as an indication that the selected objective functions do not perfectly reflect the manager's perspective. However, this is not a limitation within the scope of the present analysis, whose goal is not to find optimal reoperation solutions for the HoaBinh reservoir, but rather to demonstrate the applicability of the MOFQI algorithm in a real-world case study and to compare it with other solution approaches.
[35] As for the comparison between FQI and MOFQI, it can be seen that the approximate Pareto frontier by MOFQI tends toward the one by FQI when the multiplication factor k of the learning data set is 5, while no significant improvement is obtained by further enriching the data set (see results with k ¼ 7). Notice that the approximate Pareto fronts by MOFQI includes 15 points because the optimized operating rule, which is parameterized in the weight vector, see equation (6), was evaluated at 15 different weight values, but in principle a continuous representation of the Pareto front could be obtained by further sampling the operating policy. In other words, the approximation of the Pareto front by MOFQI is comparable to the one by FQI in terms of accuracy and better in terms of diversity.
[36] Finally, comparing MOFQI and MOPSO, it can be seen that MOPSO 1 has quite poor performances even after a quite large number of generations (2500 in the Figure 3) while MOPSO 2 after 150 generations provides an approximation of the Pareto frontier similar to MOFQI. The smart definition of the range of variation of the network parameters thus proves to be crucial for the convergence speed of the algorithm. By looking at the lower-left part of Figure 3 , it can also be noticed that MOPSO 2 can find solutions that reduce the flood control cost much more than MOFQI. Actually, there exist MOFQI policies that produce flood control costs around 200 cm 2 , but they are not reported because the associated hydropower production is dramatically low (outside of the current axis). Note that the failure in exploring this part of the Pareto front is not a specific feature of MOFQI, but it is also shared by FQI. One possible reason is that in that region of the objective space there exist many semidominated solutions, and the weightedsum method, which is underlying in both FQI and MOFQI, can easily get stuck into such solutions unless one evaluates the exact weight combination that lead to the dominant one. In our case study, the semidominated solutions are operating policies that keep the reservoir water level very low all along the year, thus reducing floods but also hydropower production, while the dominant solution is a policy that keeps the water level low just when the probability of floods is very high. MOPSO does not suffer from this difficulty because it does not use aggregation weights, but directly applies the Pareto-dominance principle, thus withdrawing semidominated solutions. Further, MOPSO 2 takes advantage of the a priori knowledge on the system seasonality that is embedded in the definition of the parameter ranges by the procedure described in the previous paragraph.
Discussion
[37] Numerical results from the case study demonstrate the applicability of the proposed MOFQI algorithm. Being an extension of the FQI algorithm, MOFQI inherits several advantages of FQI. Just like FQI, MOFQI is a model free and simulation free algorithm, however, contrary to FQI, which must be reiterated using different weight combinations to be applied in multiobjective problems, MOFQI provides an approximation of the entire set of Paretooptimal solutions and the associated Pareto front in a single optimization run. The latter property is shared with MOPSO approaches, although MOFQI adds one more advantage in that it provides an infinite set of solutions and a continuous Pareto front, while in MOPSO the number of Pareto-optimal solutions (and points of the Pareto frontier) is at most equal to the population size. Table 4 summarizes these features.
[38] Another advantage of MOFQI with respect to MOPSO is that while the latter does not offer any performance guarantee and proof of convergence, MOFQI is an approximation of traditional Dynamic Programming (DP) and as such ensures some anticipated favorable properties of the policy obtained, i.e., convergence to a near-optimal solution as the size of the learning data set tends to infinity [Powell, 2007] . The price is that, just as any DP-based method (including FQI), MOFQI requires temporal separability of the objective functions, which is not the case for MOPSO. Another requirement that FQI and MOFQI share with any DP-based method and which is inherited from the weighted-sum method is that nonconvex part of the Pareto front, if any, cannot be determined. Unfortunately, the existence of such parts cannot be usually determined a priori and thus it can only be inferred when the method systematically fails in exploring a given region of the objective space. Also from the weighted-sum method, MOFQI inherits the difficulty in exploring those regions of the Pareto front where semidominated solutions exist, as discussed for the lower-left part of the Pareto front of the HoaBinh case study.
[39] From the computational standpoint, each approach has pros and cons and a systematic and comprehensive comparison of the different methods goes beyond the scope of this paper. In general, it can be reasonably stated that the computational advantage of MOFQI over FQI grows with the number of points needed to approximate the Pareto frontier and thus it certainly grows with the number of objectives of the problem. When comparing MOFQI and MOPSO, much depends on the computational efficiency of the simulation model since the latter generally requires much more simulation runs than the former. For instance, in our case study MOPSO 2 required running the simulation models 80Â150¼12,000 times, for a total of 12,000Â2618¼ 31,416,000 evaluations of the system transition function of equation (1) (2618 being the number of days in the simulation-optimization horizon). To prepare the learning data set in MOFQI, instead, only 20 system simulations over the 1957-1978 horizon, corresponding to 147,300 function evaluations, were used.
[40] In terms of initialization of the algorithm, FQI and MOFQI are essentially the same : the design of experiment consists in choosing the most appropriate sampling strategy and the tuning parameters are the number of iterations and the parameters (e.g., number of trees or random splits) required by the regression algorithm. In MOPSO, the design of experiment consists in the definition of the search space, i.e., the range of variation of the policy parameters in our case, and the tuning parameters are the number of iteration, the population size, and any other hyperparameters (e.g., number of layers and neurons) required by the policy approximation function. So, it is not possible to say that one method is easier to apply than another. As a general rule, we may suggest that if one possesses some a priori information about the shape of the policy, the initialization of MOPSO will be easier, vice versa in the lack of this information. This is nothing else but a reflection of the different approach underlying the two methods: MOFQI is a value-based method and as such it can in principle derive any kind of optimal rules starting from no other information than the objectives (values) formulation, while MOPSO is a policy search method and as such it starts from a given policy to iteratively improve it. So, when a set of reasonable initial policies to start from is available, MOPSO 2 could find a set of very good solutions with a limited number of iterations. Similar solutions can be found by MOFQI without any of this a priori information, while with no preconditioning MOPSO 1 was not able to find comparably good solutions.
Conclusions
[41] In this paper, we presented an extension of batchmode Reinforcement Learning to design truly multiobjective optimal operation for water resources systems. The proposed multiobjective fitted Q-Iteration (MOFQI) algorithm relies on the continuous approximation of the Qfunction over the weight space and the subsequent approximation of the Pareto frontier by simply sampling this function for a desired number of weight values.
[42] Experience gained from numerical experiments performed on a real-world multipurpose water reservoir shows that MOFQI provides an accurate continuous approximation of the discrete Pareto frontier as computed with several repetitions of single objective FQI for different values of the weight vector. The computational advantage grows with the number of points on the approximated Pareto frontier and the number of objectives of the problem. The comparison with a simulation-parametrization-optimization (MOPSO) approach shows that MOFQI outperforms MOPSO when no a priori information is available on the operating policy shape, while produces comparable results when MOPSO can be smartly preconditioned. Although recent research [Reed et al., 2013] is expanding the MOPSO effectiveness while reducing preconditioning, tuning and case dependency, our work suggests that MOFQI might be an interesting option, and especially in large-scale systems with multiple control points (e.g., operation of selective withdrawal reservoirs, conjunctive operation of surface and groundwater reservoir), where any a priori inference on the policy shape is difficult.
[43] Future research will focus on a thorough comparative analysis of the scalability of MOFQI with respect to simulation-optimization methods in handling many objectives problems.
