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Abstract: This paper presents a rapid and simple risk calculation method for large and complex 
engineering systems, the simulated maximum entropy method (SMEM), which is based on 
integration of the advantages of the Monte Carlo and maximum entropy methods, thus avoiding 
the shortcoming of the slow convergence rate of the Monte Carlo method in risk calculation. 
Application of SMEM in the calculation of reservoir flood discharge risk shows that this method 
can make full use of the known information under the same conditions and obtain the 
corresponding probability distribution and the risk value. It not only greatly improves the speed, 
compared with the Monte Carlo method, but also provides a new approach for the risk calculation 
in large and complex engineering systems. 
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1 Introduction 
Risk analysis arose in the 1960s and 1970s. Its main steps include risk identification, risk 
estimation, risk assessment, and risk decision-making. Accurate risk estimation is directly 
related to risk evaluation and decision-making, and is therefore considered a very important 
stage after risk identification. There has been much research on the other steps, risk factors 
(Coleman and Miglior 2008), risk indices (Planas et al. 2006), risk assessment (Khadam and 
Kaluarachchi 2003), and risk management and decision-making (Kennedy and Mortimer 
2007). However, the development of risk calculation (estimate) methods has been relatively 
slow (Mo et al. 2008), especially for large and complex engineering systems (Ni et al. 2010). 
There are already some developed risk calculation methods, such as the direct integration 
(Wang and Zhu 2002), Monte Carlo (Smid et al. 2010), mean-value first-order second-moment 
(Huang and Du 2008), advanced first-order second-moment (Mailhot and Villeneuve 2003), 
Joint Commission (JC) (Pike and Ho 1991), and Value at Risk (VAR) (Cai et al. 2008) 
methods. However, it is difficult to describe the risk variables for large-scale engineering 
systems, which involve many uncertain factors, with explicit functions. Generally, risk 
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analysis relies on stochastic simulation to solve this problem, namely the Monte Carlo 
simulation, which artificially constructs an appropriate probability model according to a 
regular pattern of related factors and features of the physical process; the risk values are 
statistical parameters generated by many statistical tests in accordance with the model. 
However, because of the slow convergence of the Monte Carlo method, solving the problem of 
low probability requires a lot of numerical simulation. In order to avoid this drawback of the 
Monte Carlo method, risk calculation can be conducted by looking for the density function of 
risk variables. The maximum entropy method is a feasible way to calculate the density 
function and can play an important role here. 
In this study, we integrated the advantages of the Monte Carlo and maximum entropy 
methods and developed a quick and easy method, the simulated maximum entropy method 
(SMEM), for large and complex engineering systems. First, the risk variable random values of 
the problem to be solved were generated by a probabilistic model with the Monte Carlo 
method. Second, the distribution density function of this risk variable was calculated with the 
maximum entropy method with these random values as inputs. Finally, the risk value of this 
problem could be obtained based on the density function. Application to the flood discharge 
risk calculation of a large reservoir shows that SMEM is rational and effective, and is a simple 
and feasible risk calculation method for large and complex engineering systems.  
2 SMEM for risk calculation 
2.1 Advantages of Monte Carlo and maximum entropy methods 
In addition to the variance of the sub-sample, the Monte Carlo’s error depends on the 
sub-sample size and has nothing to do with the composition of the sample element set. The 
change of the problem’s dimensions does not affect the calculation error apart from the 
sampling time. In other words, when achieving the same accuracy, the selected samples of the 
Monte Carlo method have nothing to do with the dimensions, but the calculation time is 
proportional to it. However, for the general numerical methods such as the multiple integral, 
the sample number is proportional to the number of dimensions of the problem when obtaining 
the same precision, which means that the calculation time increases along with the dimensions. 
Therefore, the Monte Carlo method is more suitable for solving multi-dimensional problems, 
because it almost avoids being subject to the conditions of the problems, and, advantageously, 
does not take into account the interaction between risk factors and has a simple programming. 
From the definition of entropy and principle of maximum entropy, it can be seen that the 
application of maximum entropy in constructing the probability distribution has the following 
advantages: First, the maximum entropy method is based on the maximum entropy principle 
(Jaynes principle); that is, the least biased probability distribution has maximum entropy when 
meeting the given constraints. According to Siddall (1983), this is the only unbiased 
assumption we can make and accept. Second, the maximum entropy solution is transcendent; 
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it must be consistent with the known data and utilize the least amount of assumptions with the 
unknown section when data are not sufficient. Moreover, according to the concentration 
principle of maximum entropy, most of the possible states are concentrated near the maximum 
entropy state. Therefore, the prediction is quite accurate according to the maximum entropy 
method. The maximum entropy solution meets the consistency requirement, and its 
uncertainty measurement has nothing to do with the test procedure. These features are feasible 
for avoiding the Monte Carlo method’s shortcoming of slow convergence. 
2.2 Principle of SMEM 
The advantages of the Monte Carlo and maximum entropy methods are integrated in 
SMEM, whose basic principle can be summarized as obtaining the best probability 
distribution of risk variables using the maximum entropy model with the simulated samples as 
its inputs. 
The advantages of SMEM mainly include the following points: 
(1) For some complex engineering systems, SMEM does not need to generate large 
amounts of data, it almost avoids being subject to the conditions of the problem, and its 
program design is simple. 
(2) By making full use of the known information, the probability distribution for 
meeting the requirements of the problem can be obtained quickly, which accelerates the 
solution convergence. 
2.3 Steps of SMEM 
Based on previous description, the main steps of SMEM are as follows: 
(1) Let { }1 2, , , KA X X X=   be the factor set of a risk index z, where K is the number 
of factors in set A. According to systems engineering, the calculation model of this problem 
is established:  
 ( )1 2, , , Kz g X X X=   (1) 
(2) Based on the distribution of each factor variable ( 1,2, , )iX i K=  , a corresponding 
set of random numbers { }1 2, , , Kx x x  is generated and substituted into the mathematical 
expression, then we can get a sample of z as follows: 
 ( )1 2, , , 1,2, ,j Kz g x x x j= = ∞   (2) 
(3) Repeating step (2) for 2N times, we can get a set of samples { }1 2 2, , , Nz z z . 
(4) Based on samples { }1 2, , , Nz z z  and { }1 2 2, , , Nz z z , the probability distribution 
of risk index z is calculated with the maximum entropy model (Siddall 1983): 
 ( ) 0
1
exp
m
i
i
i
f z zλ λ
=
§ ·
= +¨ ¸© ¹¦  (3) 
where m is the moment order of variable z , and 0 1,  ,  ,  and mλ λ λ  are Lagrange multipliers. 
Let 1 1 10 1, , , mλ λ λ  and 2 2 20 1, , , mλ λ λ  be the Lagrange multipliers of the samples 
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{ }1 2, , , Nz z z  and { }1 2 2, , , Nz z z , respectively, and their probability functions can be 
described as follows:  
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(5) iM  and iM ′  are the ( )th 1,2, ,i i m=   order moments of { }1 2, , , Nz z z  and 
{ }1 2 2, , , Nz z z , respectively, and the maximum distance between moments iM  and iM ′  
can be obtained: 
 1 1,2, ,max i ii mD M M= ′= −  (5) 
(6) In the possible range of z, discrete points 1 2, , , nz z z  are taken with an equal 
spacing, and the maximum distance between ( )1f z  and ( )2f z  can be obtained: 
 ( ) ( )2 1 21,2, ,max i ii nD f z f z== −  (6) 
(7) Supposing the precisions are 1ε  and 2ε , if 1 1D ε<  and 2 2D ε< , then we stop, and 
the result is ( ) ( )1f z f z=  or ( ) ( )2f z f z= ; otherwise, setting N = 2N, we return to step (3). 
(8) We calculate ( ) ( ) ( )00 0 dzF z P z z f z z
−∞
= < = ³ , where F is the probability distribution 
function of z, and 0z  is the safe upper limit of z. 
2.4 Convergence of SMEM 
Functions ( )F z  and ( )f z  are the probability distribution and probability density functions 
of risk variable z, respectively. If z is simulated for ( )N N → ∞  times with the Monte Carlo 
method, there is a set of samples { }1 2, , , Nz z z . According to the law of large numbers,  
 ( ) ( )00 Numlim iN
z z
F z
N→+∞
<
=  (7) 
where ( )0Num iz z<  is the number of iz  less than 0z . Namely, for 0ε∀ > , there is a 
positive integer N0; if positive integers 1 2 0,N N N> , then 
  
( ) ( )0 0
1 2
Num Numi iz z z z
N N
ε
< <
− <  (8) 
Therefore, the Monte Carlo convergence is obvious.  
However, when solving ( )0F z  with SMEM, for 1 2 0,  ,  ,  and N N Nε  defined above, 
there are 
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where 0 1, , , mλ λ λ  and 0 1, , , mλ λ λ′ ′ ′  are the Lagrange multipliers of the samples { }11 2, , , Nz z z and { }21 2, , , Nz z z , respectively. A convergence proof of SMEM, 
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( ) ( )
1 2
0
0 0lim 0N NN F z F z→+∞ − = , is as follows (reduction to absurdity) : 
If ( ) ( )
1 2
0
0 0lim 0N NN F z F z k→+∞ − = ≠ , then ( ) ( )1 20 00 0lim limN NN NF z F z→+∞ →+∞≠ . Thus, 
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and ( ) ( )0 1 0 1, , , , , ,m mλ λ λ λ λ λ′ ′ ′≠   can be further derived. That is to say, when solving 
( )1,2, ,i i mλ =   with the maximum entropy method, the following equations have 
different solutions:  
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where i iM M ′≠ , and R is the feasible region of z . But according to Cramer’s rule, there is 
only one solution to m rows and m columns of equations with full rank. So it is unreasonable, 
and at the same time, this is contrary to the law of large numbers. Therefore, 
 ( ) ( )
1 2
0
0 0lim 0N NN F z F z→∞ − =  (12) 
2.5 SMEM convergence rate acceleration  
For the calculation of ( ) ( ) ( )00 0 dzF z P z z f z z
−∞
= < = ³ , when the times of simulation are 
small, SMEM has unique advantages over the Monte Carlo method. The reason is that the 
Monte Carlo method is based on the principle of frequency approximation of the probability, 
but SMEM is able to take full advantage of existing simulation data information, and to make 
fewer assumptions for the unknown part. These advantages make it converge to the unknown 
function more rapidly when using SMEM . In Fig. 1, the shadow represents ( )0F z  obtained 
with the Monte Carlo method, ( )f z  is the convergence result with SMEM, and ( )f z∗  is 
the intermediate iteration calculation result of ( )f z . 
 
Fig. 1 Difference between SMEM and Monte Carlo method in solving ( )0F z  
 Li-ping WANG et al. Water Science and Engineering, Sep. 2011, Vol. 4, No. 3, 345-355 350 
3 Application of SMEM in reservoir flood risk analysis model 
3.1 Reservoir flood risk analysis model 
Reservoir flood calculation is a complex process, which aims to determine water level 
and discharge changes according to flood control rules and appropriate calculation methods. In 
this process, there are many uncertainties difficult to predict and control, such as floods, 
discharge capacity, water level-storage capacity relations, and initial flood water level. Based 
on SMEM, a reservoir flood risk analysis model that considers the major factors’ uncertainty 
can be established. 
For a given flood, the flood peak reduction factor (Feng et al. 2009) is [ ]1 2,s s s∈  ( 1s  
and 2s  are, respectively, the minimum and maximum flood peak reduction factors). A 
flood process ( )Q t  (t is the interval of flood process) is obtained by amplification of 
historical floods with the frequency p, and 0p p> , where 0p  is the design frequency (dam 
design standard).  
The reservoir water level-storage capacity relation is 0 1( )L g V= , its uncertainty can be 
expressed with ( )( )020 1- , LL N g V σ , where V is the storage capacity, 0L  is the reservoir 
water level, and 
0
2
Lσ  is the variance of variable 0L . Similarly, the uncertainty between 
discharge and reservoir water level can be expressed as ( )( )020 2 0- , qq N g L σ , where 
0 2 0( )q g L= , and 0
2
qσ  is the variance of variable 0q . The uncertainty of initial water level 
0l  is expressed as ( )020 0- , ll N l σ  (Xi 2006), where 02lσ  is the variance of variable 0l . 
According to the water balance equation, we can establish the uncertain system, as shown 
in Fig. 2. 

Fig. 2 Uncertain flood regulation system 
This process can be described by the following functional form: 
 ( ) ( )( ) ( ) ( ) ( )( )1 2 0 0, , , , ,q t L t U Q t g V g L l p=  (13) 
where ( )L t  is the change process of the water level, ( )q t  is the discharge process, and U 
represents the reservoir flood rules. 
The flood risk of this reservoir is 
 ( )( )( )Risk max Hmaxp p L L t L= = >   
( )
H
max max= dL h L L
∞³                      (14) 
where HL  is the safety water level of the reservoir, and ( )maxh L  is the density function of 
the maximum water level maxL . 
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3.2 Model solution 
The flood process involves many uncertain factors, and a flood regulation function is 
generally difficult to obtain by fitting. Even if the flood regulation function has been 
calculated, there are fitting accuracy and error problems of the specific model. Thus, SMEM 
is a good choice when facing so many uncertainties. Specific calculation steps of SMEM are 
as follows: 
(1) We assume that a reservoir has n historic floods:  
 ( )1,2, , ; 1,2, ,ij iQ i n j m= =   (15) 
where ijQ  is the discharge of the jth interval of the ith flood, and im  is the number of 
intervals of the ith flood. ijQ′  is scaled by ijQ  with frequency p. The flood peak reduction 
factor ( )1,2, ,is i n=   is obtained after flood regulation. 
(2) We suppose that is  is a uniform distribution in 1 2[ , ]s s , and is ′  is randomly 
generated by this uniform distribution. If {1,2, , }i k n∃ = ∈  , ( )min  k i i is s s s′ ′− = −  
( )1,2, ,i n=  , then ( ) ( )1,2, ,kj kQ t Q j m′= =  . 
(3) m groups of ( ) ( )( )1 2 0 0, ,g V g L l  are generated by the distributions of 
( )( )020 1- , LL N g V σ , ( )( )020 2 0- , qq N g L σ , and ( )020 0- , ll N l σ . 
(4) The maximum reservoir level is set at maxL . Then, { }max1 max max, , , mL L L  is 
obtained from the calculation of Eq. (13). Thus, the expectation of maxL  is ( )e maxL E L=  
when the flood process is ( )Q t . 
(5) When steps (2) through (4) are repeated for b times, a sample set { }e1 e2 e, , , bL L L  
is obtained. 
(6) The density function ( )eh L  is calculated with SMEM. 
(7) The reservoir flood risk Riskp  can be calculated with ( )eh L : 
 ( ) ( )
H
Risk e H e edLp p L L h L L
∞
= > = ³  (16) 
4 Case study 
4.1 Flood risk calculation of reservoir  
The checking flood frequency of a reservoir is 0 0.001p = , and the safety water level is 
H 129.96L =  m. With the flood data from 1981 to 2007 and the flood frequency 0p , we can 
calculate the flood risk of this reservoir with the model described above. 
Through a large number of reservoir flood regulations, the histogram of eL  sample is 
generated, as shown in Fig. 3.  
The density function of eL  stabilizes at 810 times of simulation. With the method 
described in Section 3.2, the approximation procedure of density function calculation is shown 
in Fig. 4. ( )100 eh L  and ( )810 eh L  are the density functions of eL  with 100 times of 
simulation and 810 times of simulation, respectively, and ( )eh L  is the density function of eL   
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Fig. 3 Histogram of eL  sample 
when the times of simulation are infinite. Fig. 4(a) is the comparison chart between 100 and 
20 000 times of simulation, and Fig. 4(b) is the comparison chart between 810 and 20 000 
times of simulation.  
 ( ) ( )2 3 4810 e e e e eexp 210 652.135 6 642.191 +78.378 0.410 +0.008h L L L L L= − −  (17) 
 ( ) ( )2 3 4e e e e eexp 248 047.544 7 842.387 +92.819 0.487 +0.001h L L L L L= − −  (18) 
  
 
Fig. 4 Approximation procedure of density function calculation with SMEM 
The density function ( )eh L  and the distribution function ( )eH L  are shown in Fig. 5. 
 
Fig. 5 Density and distribution functions of eL  in SMEM 
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The flood risk of this reservoir is 
 ( )Risk e H e e129.96( ) d 0.034 5p p L L h L L
∞
= > = =³  (19) 
That is, the flood risk is 3.45% when encountering millennium flood. This is the result of the 
interaction of all kinds of uncertainties. Analysis shows that it is mainly due, on the one hand, 
to fluctuation in the vicinity of flood water level, and, on the other hand, to the flood process 
uncertainty, which can generate more detrimental floods than the design flood. 
4.2 Result comparison and test of distribution fitting 
The comparison between SMEM and the Monte Carlo method shows the following:  
(1) ( )eH L′  is the empirical distribution function of eL , and Fig. 6 is the comparison 
chart of ( )eH L′  and ( )eH L . 
 
Fig. 6 Comparison of ( )eH L′  and ( )eH L  
(2) According to statistical theory, when the times of simulation are large enough, a 
theoretical distribution ( )eH L  can be estimated with an empirical distribution ( )eH L′ . 
Therefore, after the simulation,  
 Risk e H e( ) ( 129.96) 0.034 5p p L L p L= > = > =  (20) 
The results gradually converge as the times of simulation increase, the risk value 
gradually closes toward the corresponding value 0.034 5, and the fluctuation range decreases 
in the vicinity of ( )eH L . When the times of simulation are larger than 20 000, the results 
have basically reached the level of 810 times of simulation with SMEM.  
The test of the distribution fitting showed the following:  
In view of the difference between the Monte Carlo method and the method proposed in 
this paper, the simulation data are used to test the fitting effect of the distribution function. 
According to the characteristics of the calculated distribution function, the 
Kolmogorov-Dn test was used in this study: 
(1) In the above example, a data sample { }E e1 e2 e60, , ,L L L L=   of the maximum dam 
water level was calculated by random simulation. 
(2) { }E e1 e2 e60, , ,L L L L′ ′ ′ ′=  was obtained by sorting this data sample, and 
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( ) ( )e  1,2, ,60iH L i′ =   was calculated. 
(3) When ( )1 60i −  and 60i  were calculated, it led to 
 ( ) ( )e e1max ,60 60i i i
i iH L H Lδ −ª º′ ′= − −« »¬ ¼  (21) 
 max 0.176 3n iD δ= =  (22) 
where iδ  is the maximum deviation between ( )eiH L′  and ( )1 60i −  or 60i ; when the 
significance level was 0.01α = , 60,0.01 0.206 4D = . 
However,   60,0.010.176 3 0.206 4nD D= < = , so there is no difference between the 
distributions of the maximum water level obtained by the Monte Carlo method and SMEM 
with a significance level 0.01α = .  
5 Conclusions 
For risk analysis of major projects involving multiple factors, it is difficult to describe the 
risk function of the factors’ complex physical processes. In this study, a risk calculation 
method SMEM was established by integrating the advantages of the Monte Carlo and 
maximum entropy methods. SMEM aims to avoid the slow convergence of the Monte Carlo 
method, and to provide a new way for risk calculation. It not only utilizes the feature of 
maximum entropy being able to obtain the minimum unbiased probability estimates, but also 
considers the Monte Carlo method hardly subject to the conditions of problem, and has the 
advantages of not taking into account the interaction between risk factors and simple 
programming. Through the application of SMEM in flood risk calculation of a reservoir, 
analysis and comparison were carried out to verify the rationality of this method. The results 
show that SMEM is much faster than the Monte Carlo method in the flood risk calculation, but 
it is not applicable to all the project risk calculations considering the project circumstances. 
Thus, scholars’ interest can be expected to lead to further study in this area. 
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