Abstract
Introduction
The importance of visual communications has increased significantly in recent years with applications in several areas such as image/video databases, digital television transmission, and video conferencing. High fidelity data compression techniques have become crucial in designing efficient communication systems in order to decrease the amount of memory required to store a huge number of images and to reduce the bandwidth requirements for their transmission.
In recent years, the discrete wavelet transform (DWT) has become a preferred technique in image data compression. In addition to high correlation and energy compaction properties, DWT based compression techniques have other distinct advantages such as the elimination of blocking artifacts and suitability to the human visual system characteristics when compared to the current discrete cosine transform (DCT) based compression standard.
A wide variety of wavelet-based schemes are available ranging from simple scalar-based coding to more complex techniques such as vector quantization and zero tree encoding [1, 2] . A wavelet based image encoder consists of three components: choice of wavelets, quantization of the wavelet coefficients, and entropy encoding of quantized coefficients. All these components collectively affect the coder performance, and the choice of the appropriate wavelet is very crucial for superior performance. Most of the wellknown image coding algorithms select a particular filter bank chosen from a variety of filters designed and developed over the years. In such algorithms, the same filter is used for coding and decoding any input image, whether it is a natural, synthetic, or a medical image, which all have very different characteristics. This approach may not always give the best overall performance by the coder. We here focus on the first coder step of adaptively designing an optimal wavelet for any image. An effective method is presented to find the optimum filter bank adaptively for given image source statistics. This work is founded on earlier similar work [3] done on adaptive wavelet filter banks using a quadrature mirror filter(QMF) bank for compact support [4] .
Figure 1(a) shows the first level wavelet analysis of an image's subbands in two spatial dimensions. For a multi-resolution representation, as shown in Figure  1 (b), just the Low-Low band is split iteratively into its respective subbands. The present work concentrates on a single level resolution analysis only, though it can be easily applied to more levels.
Multi-level resolution analysis is exploited in many wavelet-based lossy compression techniques such as EZW and HMVQ [5, 6, 7, 8] . The optimized Low-Low subband at the first level approximates the original image very closely, since most images have pre-dominantly low frequency contents. On the other hand the other subbands represent only the high frequency image information, and possess minimal energy. Thus by discarding the detail coefficients, only 1/4 th of the image size is needed while retaining most of the information yielding minimum distortion. The Low-Low subband can now be subjected to recent vector quantization techniques with high-fidelity reconstruction ability as in [7] .
Since a CQF bank design for a given filter order can have many possible solutions, the search for the best filter reduces to an optimization problem, which is formulated by making use of an objective function, dependent upon the input image statistics, and constraints necessary for perfect reconstruction of the image. The optimization is then performed using the well-known Sequential Quadratic Programming (SQP) algorithm [9, 10] . This paper describes the adaptive wavelet filter design in section 2 and addresses the non-linear, nonconvex optimization problem in section 3. Sections 4 and 5 discuss the application to image source encoding and optimization results. Figure 2 shows a 2-channel filter bank, which generates wavelet coefficients optimized for
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Figure 2. 2-Channel filter bank
compacting energy in the low pass channel. The input, ] [n x , is the given image to be filtered through a high-pass filter 1 h and a complementary low-pass filter 0 h , both of length N . In any given image the low frequency content represents the coarse information and the high-frequency content represents only the finer detail of the image. By designing 0 h and 1 h to minimize the energy passing through the high-pass filter, the high frequency wavelet components can be safely discarded, thus reducing the image file size by 4:1. This work introduces an effective method for fast optimal filter bank design while reducing the coding/decoding time of any high-fidelity source encoder [3] in a communications system. The constraints that have been considered in the optimization of the 2-channel CQF bank design are A) Energy Compaction: The energy term of the high-pass filter forms the objective function of the optimization problem. As most of the signals and images encountered can be considered to be low-pass in nature, the optimum filter bank for the given input is one that allows maximum energy through the lowpass channel and subsequently minimum energy through the high-pass channel, since the channels are orthogonal. This ensures minimum distortion as the low-pass output approximates the input signal very closely. The energy in the high-pass channel is [3] 1 1
where xx R is the NxN symmetric Toeplitz input autocorrelation matrix of the image.
B) Orthonormal perfect reconstruction (PR) condition:
This requirement is included to obtain the perfect reconstruction condition. It is particularly critical in signal coding applications [4] . The PR condition for an orthonormal 2-channel CQF bank is just the implementation of the Nyquist(2) criterion with ...
Eq. (2) can be expressed in matrix form as
, are a set of symmetric Toeplitz matrices given by the first row, i a , whose coefficients,
otherwise. C) Zero DC High-pass filter: Most of the signals have a significant amount of their energy around the DC component [4] . This condition ensures that no DC energy is passed through the high-pass filter. The absence of this constraint can give rise to artifacts such as the checkerboard effect. It can be expressed mathematically as:
Non-Linear, Non-Convex Optimization
In designing an adaptive wavelet high-pass filter for a given image using a 2-channel PR-CQF filter bank, the objective is to minimize the energy 1 1 h R h xx T passing through the high-pass filter stage subject to the equality constraints given in eqs. (3) and (4). This is solved using Sequential Quadratic Programming techniques. The analysis of the problem is simplified by considering the problem as [10] , Minimize
where functions f and g are known to be smooth and 
is the penalty parameter and
The merit function guides the iterates of the algorithm to a minimum solution. This is achieved by ensuring that the merit function is reduced by the penalty parameter at each iterate.
Application to Image source encoding
A brief explanation of the NxN autocorrelation matrix, xx R , in the case of images is given here. This autocorrelation matrix is derived using a 1-D vector, which can be calculated either in the horizontal or the vertical direction of the image. The autocorrelation vector in the horizontal direction is defined [3] as
. The horizontal and vertical autocorrelation sequences are found to be significantly correlated, and thus the filters optimized using the autocorrelation sequence in any one direction will perform well in both dimensions for almost all the images.
Results
The algorithm was applied to a large sample of images. In order to analyze its performance, the LowLow subband is reconstructed and this image is compared with the original image. CQF filters can be designed for any order to satisfy the Nyquist (2) criterion. There is a unique filter bank for filter length 2 = N , corresponding to the Haar wavelet transform, hence 4 = N is the shortest case for which there are many solutions. The results are compared with Daubechies filters, also referred to as Max Flat filters, since the low-pass filter has the maximum number of zeros at π ω = [11] . As was shown in [12] , for filters of length 4 = N , Daubechies Max Flat filters have the optimum energy compaction and aliasing distortion under frequently met assumptions on the autocorrelation sequence. All the results are compared with Daubechies (Daub) filters only. Also, since the filter length has to be neither too short nor too long to have satisfactory frequency and space localization, tests were limited to the longest length of 24 = N . It is of special interest to note that in all cases the optimization always finds a better solution compared to the Daubechies filter as seen in Table 1. The table  gives The energy values of the adaptive filter are better in all of the cases, thus confirming that this optimization indeed finds a better solution. Results were evaluated using performance measures such as the transform coding gain (TCG) and the spatial frequency (SF). The TCG is a measure of energy compaction of the transform. It is given as [13] ,
The SF gives the overall activity of the image I ,of size RxC , in the spatial domain and is given by [14] 2 2
where,
Higher values of SF mean that the image contains relatively larger components in the high frequency area. Figure 3 shows the transform coding gain comparison between the adaptive and optimized filter and Daub filter for various filter lengths. It Since a higher SF value indicates high edge information, a lot more reconstruction aliasing takes place as the low-pass filter discards more of the high frequency information. Figure 5 shows the original and the reconstructed spine image from only the optimized Low-Low subband. Our results indicate that the direction of the autocorrelation sequence did not make any significant change as both the vertical and the horizontal directions performed equally well for most of the images.
It is also to be noted that the PSNR values may not be the best way to determine the quality of the results obtained, as seen in the case of the Barb image, and that minimizing the energy is indeed a good objective function that results in an improvement of the popular measurements for most cases. 
Conclusions
The adaptive filter design presented here provides a fast, though, approximate solution for non-convex, non-linear problems that involve optimization constraints. However, the present solution does not guarantee a global minimum as in [3] . Future research will focus on a comparatively less computationally intensive method for transforming a non-convex problem to a convex one for attaining a global minimum. Despite the present limitations, the current design has significant applications in high fidelity transmission of large color images such as cervigrams, requiring 5-10 MB of memory for each image [15] .
Such filters can also be easily implemented in compact communications systems with embedded DSPs [3] .
