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Resumen
En este trabajo se demuestra que la informacio´n de profundidad proporcionada por una ca´mara RGBD comercial de bajo coste,
es una fuente ﬁable de datos para realizar de forma robusta el conteo automa´tico de personas. La adopcio´n de una conﬁguracio´n
de vista cenital reduce la complejidad del problema, al mismo tiempo que permite preservar la privacidad de las personas moni-
torizadas. Para llevar a cabo el estudio experimental se han considerado dos te´cnicas propias del campo de ana´lisis de ima´genes
2D trasladadas al contexto de ima´genes de profundidad. Las pruebas evaluaron su rendimiento con vı´deos reales sin restricciones
de iluminacio´n, incluyendo episodios de iluminacio´n cambiante o muy baja. En este conjunto experimental se realizo´ la deteccio´n,
seguimiento y ana´lisis de patrones de comportamiento de las personas que cruzaban el campo de visio´n. Los resultados obtenidos
alcanzan una tasa de acierto pro´xima al 95%, superando los obtenidos con te´cnicas actuales basadas exclusivamente en informacio´n
visual. Estos resultados sugieren la utilidad del uso de informacio´n de profundidad en esta tarea particular. Copyright c© 2014 CEA.
Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
El conteo de personas es una caracterı´stica deseable para un
sistema automa´tico con aplicaciones potenciales en mu´ltiples
escenarios. Por ilustrar con algunos ejemplos, es necesario co-
nocer el nu´mero de pasajeros que entran y salen de un medio
de transporte pu´blico para llevar a cabo su control y gestio´n. En
pubs y discotecas los protocolos de evacuacio´n esta´n disen˜ados
de acuerdo con la capacidad del local, no debiendo sobrepa-
sarse para evitar situaciones peligrosas. El control de presencia
es tambie´n esencial para la implantacio´n de polı´ticas de ahorro
energe´tico. En otro contexto, la obtencio´n automa´tica de datos
de audiencia, ası´ como la medida de tiempos de atencio´n, es
tambie´n una capacidad de intere´s para empresarios y anuncian-
tes. Debido a las diversas aplicaciones, y su creciente intere´s, la
literatura reciente describe distintas soluciones para conocer lo
ma´s exactamente posible, el nu´mero de personas que accede y
sale de un espacio delimitado. Las dos principales tecnologı´as
que los investigadores han utilizado hasta la fecha para resol-
ver este problema son: 1) ima´genes de los escenarios analiza-
das con te´cnicas de Visio´n por Computador, y 2) el ana´lisis de
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las ﬁrmas que ofrecen diferentes haces de luz en presencia de
personas.
1.1. Estado actual
Como se indicaba en el apartado anterior, previo a la apa-
ricio´n de las ca´maras RGBD, los sistemas basados en infor-
macio´n visual y los basados en haces de luz han sido los ma´s
utilizados para el conteo de personas.
Los sistemas basados en emisio´n de haces de luz tienen la
ventaja de preservar la privacidad, al no capturar ima´genes de
las personas. Sin embargo, el rango de deteccio´n efectiva de es-
tos sistemas es limitado. Algunos ejemplos relevantes de estos
me´todos son Nakamura et al. (2006); Fod et al. (2002); Katabira
et al. (2004); Mathews y Poigne´ (2009). Nakamura et al. (2006)
proponen un me´todo para el seguimiento de peatones en a´reas
abiertas utilizando un conjunto de la´seres. Tras la eliminacio´n
del fondo, las diferentes lecturas se integran evitando problemas
de oclusio´n que podrı´an afectar a un sistema basado en un u´nico
emisor la´ser. Un enfoque similar fue presentado por Fod et al.
(2002) donde los modelos de fondo y primer plano se obtienen
a partir de las lecturas de un la´ser que proporciona la distancia.
Katabira et al. (2004) presentaron un sistema basado en un sen-
sor colocado en el techo de un pasillo. Las formas humanas se
extraen de la lectura del sensor de distancia mediante la trans-
formacio´n de los datos al plano xz, asociando la deteccio´n de
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personas a la localizacio´n de objetos prominentes. Mathews y
Poigne´ (2009) introdujeron un sistema basado en un conjunto
de emisores de haces en infrarrojo. La deteccio´n de personas se
realiza con una red neuronal entrenada previamente con patro-
nes de movimientos obtenidos en un simulador.
A diferencia de los sistemas basados en emisio´n de haces de
luz, los sistemas basados en visio´n pueden aplicarse con meno-
res restricciones tambie´n en espacios amplios y abiertos, como
estaciones o zonas comerciales. En el caso concreto de los es-
pacios abiertos, las soluciones hacen uso de te´cnicas de ana´li-
sis de multitudes, como en los trabajos de Zhan et al. (2008);
Moore et al. (2011), para estimar el nu´mero de individuos y su
comportamiento. Otra solucio´n, como la presentada por Hou y
Pang (2011), utiliza la cantidad de pı´xeles del primer plano pa-
ra procesar el nu´mero de personas en escenas muy concurridas.
Proponen tres me´todos de estimacio´n basados en un aprendiza-
je previo considerando la relacio´n entre los pı´xeles de primer
plano y el nu´mero de personas presentes. Como inconvenien-
te, las condiciones de luz tienen una importante inﬂuencia en el
rendimiento de estos sistemas, adema´s de so´lo proporcionar una
estimacio´n que puede no ser suﬁciente en algunas aplicaciones.
Dependiendo de la ubicacio´n de la ca´mara, se distingue en-
tre sistemas cenitales y no cenitales. Indicar que los sistemas
basados en visio´n con ca´maras no cenitales no se pueden uti-
lizar en aplicaciones donde la privacidad sea un requerimiento
a cumplir. Al contrario, la conﬁguracio´n cenital es capaz, en
principio, de preservar la privacidad porque los rostros de los
individuos no son capturados.
Entre las propuestas no cenitales, Lee et al. (2008) hacen
uso de un la´ser como fuente de luz estructurada. De esta ma-
nera, la estimacio´n se realiza por medio de la integracio´n de
ima´genes consecutivas. Cuando las personas cruzan la zona mo-
nitorizada, se obtiene un patro´n que permite tanto contar el
nu´mero de apariciones de individuos, como la direccio´n de mo-
vimiento. Un trabajo ma´s reciente de Zeng yMa (2010), presen-
ta una extensio´n del detector del patro´n cabeza-hombros basado
en HOG-LBP, introduciendo PCA y el procesamiento a varios
niveles para lograr un 95% de exactitud en la deteccio´n y el
seguimiento. Zhao et al. (2009) utilizan deteccio´n de rostros y
seguimiento para contar el nu´mero de personas. Las caras se de-
tectan haciendo uso de histogramas de color, y el seguimiento
se basa en un ﬁltro de Kalman. Tras generar una trayectoria, un
clasiﬁcador de k vecinos ma´s cercanos determina las trayecto-
rias reales y las cuenta. Un inconveniente de este sistema es que
requiere varias ca´maras para detectar a las personas en ambas
direcciones.
Considerando por otro lado las propuestas con ca´maras ce-
nitales, Chan et al. (2008); Chan y Vasconcelos (2012) propo-
nen un me´todo basado en el ana´lisis de una multitud, que hace
uso de una mezcla de texturas dina´micas para segmentar la mul-
titud en diferentes direcciones, es decir, evitando caracterı´sticas
individuales. Tras una posterior correccio´n de perspectiva, al-
gunas de las caracterı´sticas se calculan en cada segmento de-
tectado como primer plano para ﬁnalmente obtener el nu´mero
de personas empleando un proceso de Gauss. Kim et al. (2002)
proponen un me´todo basado en la sustraccio´n de fondo y segui-
miento con una conﬁguracio´n cenital. La sustraccio´n de fondo
se realiza de forma adaptativa para gestionar posibles cambios
de las condiciones de luz. El proceso de conteo se lleva a cabo
observando las entidades que cruzan el a´rea deﬁnida. Septian
et al. (2006) presentan un me´todo similar, pero para ima´genes
en color, utilizando heurı´sticas basadas en a´reas para detectar
cuando hay ma´s de una persona en las zonas consideradas de
primer plano. El me´todo descrito por Albiol et al. (2001) deter-
mina el nu´mero de personas que entran y salen de un vago´n de
tren. La ca´mara cenital colocada en el marco de la puerta, hace
uso de tres lı´neas para obtener una imagen de la integracio´n de
sus muestras en el tiempo, produciendo diferentes patrones de
acuerdo con la densidad de personas. Barandiaran et al. (2008)
proponen un me´todo muy similar con lı´neas de conteo. Bozzoli
et al. (2007) introducen un me´todo de conteo de personas en
ambientes concurridos como puertas de autobu´s o tren. La pro-
puesta se basa en el ca´lculo de un modelo de fondo promedio
sobre ima´genes de contornos con el ﬁn de evitar la inﬂuencia
de los cambios bruscos de las condiciones de iluminacio´n. Los
bordes del primer plano se seleccionan calculando el ﬂujo o´pti-
co. Por u´ltimo, cada vector de movimiento se asigna a un seg-
mento y a continuacio´n, se agrupan y se combinan para produ-
cir una estimacio´n de la gente que cruza en cada direccio´n. Otro
sistema con ca´maras cenitales es el propuesto por Antic et al.
(2010), donde las personas se detectan por medio de la segmen-
tacio´n de la imagen con un algoritmo de agrupacio´n k-media y
el seguimiento de los grupos resultantes en la secuencia. Otro
enfoque indirecto para contar el nu´mero de las personas en am-
bientes de multitudes es el propuesto por Albiol y Silla (2010).
En su propuesta, se estima el nu´mero de pasajeros que suben y
bajan de un tren estableciendo una estimacio´n a partir del nu´me-
ro de esquinas detectadas, asumiendo que sin pasajeros hay un
bajo nu´mero de esquinas, y el nu´mero promedio de esquinas
por persona.
La emisio´n de haces de luz proporciona informacio´n de pro-
fundidad, que tambie´n puede ser suministrada por los sistemas
este´reo, con el objetivo de reducir los problemas de iluminacio´n
inherentes al canal visual Garcı´a et al. (2012). Efectivamente,
como argumenta Harville (2004), la profundidad es una fuente
de informacio´n importante para la segmentacio´n, siendo pra´cti-
camente insensible a los cambios de iluminacio´n. Adema´s, una
conﬁguracio´n cenital aumenta sus beneﬁcios como se revela
en Cohen et al. (2000) y Harville (2004). Ası´, Beymer (2000)
emplea un par este´reo calibrado para obtener la trayectoria de
una persona en un mapa de ocupacio´n calculado a partir de la
transformacio´n de perspectiva de la imagen de disparidad. Mo-
delos de mezcla de gaussianas combinados con un ﬁltro de Kal-
man proporcionan las trayectorias que se clasiﬁcan en cuatro
categorı´as. van Oosterhout et al. (2011) presentan un enfoque
similar con el uso de una ma´scara circular para detectar las ca-
bezas en la zonas segmentadas tras una deteccio´n mediante la
sustraccio´n de fondo. El proceso de deteccio´n de la cabeza per-
mite a los autores distinguir los segmentos con ma´s de una ca-
beza mediante la proyeccio´n de los pı´xeles de la cabeza en el
plano de tierra. Una sola ca´mara calibrada proporciona la sen˜al
visual empleada por Velipasalar et al. (2006), estando, por lo
tanto, expuestos a los artefactos de iluminacio´n. Yu et al. (2007)
aﬁrman que el uso de la informacio´n de profundidad calculada
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a partir de un par este´reo mejora el rendimiento en compara-
cio´n con un sistema monocular. El sistema presentado en Qiu-
yu et al. (2010) demuestra los beneﬁcios de la vista cenital para
el conteo de personas. Los autores se centran en el tiempo real,
integrando un DSP, sin embargo, la reduccio´n de la resolucio´n
de la imagen simpliﬁcarı´a ese aspecto. Yahiaoui et al. (2010)
utilizan una ca´mara este´reo cenital para controlar el nu´mero de
pasajeros que entran y salen de un autobu´s, reduciendo por lo
tanto el escenario de aplicacio´n y simpliﬁcando el problema.
Ma´s recientemente, la aparicio´n de ca´maras RGBD ase-
quibles hace posible su aplicacio´n no so´lo para el conteo au-
toma´tico de personas como proponen Herna´ndez et al. (2011),
sino tambie´n en tareas de re-identiﬁcacio´n Albiol et al. (2012);
Barbosa et al. (2012); Oliver et al. (2012); Satta et al. (2013);
Lorenzo-Navarro et al. (2013). En particular en nuestros traba-
jos previos, se ha hecho uso de un emisor la´ser para el conteo
de personas Herna´ndez-Sosa et al. (2011), obtenido resultados
preliminares de conteo y re-identiﬁcacio´n con un modelo sim-
ple del fondo sobre informacio´n de profundidad en Herna´ndez
et al. (2011), o hecho uso de caracterı´sticas de biometrı´a blan-
da como la altura, la constitucio´n del cuerpo y volumen en un
escenario de vista cenital en Lorenzo-Navarro et al. (2013) para
re-identiﬁcacio´n. En estos trabajos, la adicio´n de la informacio´n
de profundidad ayuda a resolver ambigu¨edades, primero duran-
te la deteccio´n, y posteriormente al modelar las diferentes iden-
tidades. El trabajo aquı´ descrito, presenta un estudio detallado
de te´cnicas de sustraccio´n de fondo basadas en informacio´n de
profundidad en condiciones de iluminacio´n exigentes, para el
problema especı´ﬁco de conteo de personas.
Otros trabajos han propuesto la fusio´n de informacio´n de
pronfundidad y visual para el conteo y seguimiento. Cui et al.
(2007, 2008) describen un me´todo que fusiona datos de un la´ser
y un me´todo de seguimiento visual. El seguimiento con la´ser se
basa en la integracio´n de varias lecturas para detectar pares de
piernas y posteriormente realizar el seguimiento con un ﬁltro
de Kalman para estimar la posicio´n, velocidad y aceleracio´n
de dichas piernas. Una ca´mara calibrada permite realizar segui-
miento visual con informacio´n de color que alimenta un sistema
de seguimiento mean-shift. Por u´ltimo, los resultados de am-
bos procesos de seguimiento se fusionan con un enfoque baye-
siano. Bellotto y Hu (2009) siguen un enfoque similar, teniendo
en cuenta el patro´n caracterı´stico de las piernas de una persona,
combinado con un detector visual de rostros. Otros autores han
propuesto enfoques multisensoriales, ve´anse por ejemplo Blan-
co et al. (2003); Scheutz et al. (2004).
2. Escenario y propuesta
El objetivo del sistema descrito en este trabajo consiste en
detectar y contar las personas que cruzan una puerta, como por
ejemplo en escenarios de transporte pu´blico, tiendas, locales
nocturnos, etc., sin restringir las condiciones de iluminacio´n.
De acuerdo con la literatura anterior, el uso de haces de luz pro-
porciona precisio´n a un coste mayor, mientras que los enfoques
basados en visio´n, incluso siendo ma´s rentables, no son adecua-
dos para escenarios oscuros o de iluminacio´n cambiante, ya que
requieren te´cnicas ma´s elaboradas de sustraccio´n de fondo para
resolver los problemas intrı´nsecos introducidos por los cambios
de las condiciones iluminacio´n.
Llegando a la conclusio´n de que, si bien la informacio´n pro-
porcionada por un sensor visual es una valiosa fuente para re-
solver diferentes problemas de visio´n por ordenador, tambie´n
incorpora un cierto grado de ambigu¨edad que puede entorpecer
el proceso que nos ocupa. En este sentido, para disen˜ar un siste-
ma lo suﬁcientemente ﬂexible para adaptarse a cualquier situa-
cio´n, y observando las diﬁcultades inherentes a la iluminacio´n
no controlada, se ha realizado un ana´lisis comparativo de las
posibilidades que ofrece un sistema exclusivamente basado en
informacio´n de profundidad, frente a los basados en informa-
cio´n visual. Un objetivo posterior tratarı´a de obtener lo mejor
de ambos enfoques, basando el procesamiento en todos los ca-
nales de informacio´n alineados proporcionados por los sensores
RGBD de bajo coste actuales Shotton et al. (2011).
La informacio´n de profundidad se relaciona con la infor-
macio´n de la distancia proporcionada por un haz de luz, y sus
beneﬁcios para el problema han sido ya sugeridos por la lite-
ratura, como por ejemplo Fanelli et al. (2011a). Sin embargo,
la profundidad no se ha utilizado comu´nmente para la tarea del
conteo automa´tico, probablemente por el coste de los sensores
disponibles previamente, con la excepcio´n de la implementa-
cio´n de los sistemas de este´reo descritos en la seccio´n anterior,
cuyo rendimiento se puede ver negativamente afectado en con-
diciones de iluminacio´n no controladas.
Las ca´maras RGBD de consumo actuales son capaces de
proporcionar informacio´n de profundidad an˜adida al color. Es-
ta informacio´n adicional, obtenida de forma econo´mica y com-
pacta, ha comenzado a ser utilizada en un amplio nu´mero de es-
cenarios de interaccio´n hombre-ma´quina. La informacio´n pro-
porcionada por sensores tales como Microsoft Kinect se utiliza
para la deteccio´n de personas Xia et al. (2011); Albiol et al.
(2012), inferir la pose de la cabeza Fanelli et al. (2011b), o
del cuerpo Shotton et al. (2011), o d escribir la actividad que
realiza Marcos et al. (2013), pero rara vez en conﬁguraciones
cenitales como la descrita por Herna´ndez et al. (2011). Como
se ha mencionado anteriormente, este tipo de sensor se puede
aplicar en entornos donde otros enfoques disminuyen su rendi-
miento debido a las malas condiciones de iluminaciones como
es el caso de los pares este´reo.
El enfoque propuesto no se basa en la informacio´n visual,
como la requerida por un par este´reo, para obtener los datos de
profundidad, por lo que puede emplearse en entornos con ni-
vel de iluminacio´n variable e incluso muy baja como cines y
pubs. Por lo tanto, con la solucio´n propuesta la gama de apli-
caciones va ma´s alla´ de los que se pueden abordar mediante
visio´n este´reo. Adema´s, se adopta la conﬁguracio´n cenital ar-
gumentando que preserva la privacidad, y facilita, en particular
en datos de profundidad, la deteccio´n y el seguimiento de obje-
tos que cruzan escenarios afectados por condiciones de ilumi-
nacio´n cambiantes. Para ello se ha montado una ca´mara Kinect
ﬁja, proporcionando una vista cenital que cubre nuestro esce-
nario, como se ilustra en la Figura 1, capturando ima´genes co-
mo las que se presentan en la Figura 2. Las ima´genes tienen
una resolucio´n de 640x480 pı´xeles con 24 bits por pı´xel para
la informacio´n visual (RGB), y 8 para la de profundidad. En la
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imagen de fondo, los objetos ma´s cercanos se representan con
tonos ma´s oscuros, mientras que los pı´xeles blancos represen-
tan los puntos cuya informacio´n de profundidad no ha podido
ser obtenida por la ca´mara. Con el ﬁn de extraer la mayor can-
tidad de informacio´n posible de cada imagen, la sustraccio´n de
fondo se aplica para detectar objetos salientes. Para dichos ob-
jetos detectados se realiza un seguimiento en el tiempo, siendo
asignados a las trayectorias que ﬁnalmente son etiquetadas. La
Figura 3 describe de forma esquema´tica el procesamiento apli-
cado a cada fotograma capturado.
La geometrı´a del escenario deﬁnido se describe en la Fi-
gura 1, analizando a continuacio´n el contexto de aplicacio´n de
la solucio´n propuesta. Haciendo uso de las especiﬁcaciones de
campo de visio´n vertical de 43◦ proporcionado por Microsoft
para la ca´mara Kinect, la longitud de r se puede calcular segu´n
la siguiente expresio´n,
r = 2 tan
(
43◦
2
)
(T − h) (1)
donde T es la distancia de la ca´mara al suelo, y h la altura de la
persona. Para una persona de altura promedio, h = 1, 75m y la
ca´mara colocada a T = 3m del suelo, se obtiene r = 0,98m. Para
una velocidad de paso esta´ndar de 1,4m/s, la ca´mara captura un
promedio de 18 ima´genes de la persona atravesando el campo
de visio´n, asumiendo una frecuencia de captura en el rango de
15 − 25 ima´genes por segundo, debe ser informacio´n suﬁciente
para decidir la etiqueta a asignar a la accio´n realizada por el
individuo.
De acuerdo con (1) la modiﬁcacio´n de altura de la ca´ma-
ra so´lo afecta el campo de visio´n. En el estudio empı´rico de
Spinello y Arras (2011) sobre el alcance efectivo de la ca´mara
Kinect, se demuestra que una distancia ma´xima de 10 metros
es admisible a costa de una menor resolucio´n en las mediciones
de profundidad.
Figura 1: Geometrı´a de la conﬁguracio´n experimental
Una vez descrita la visio´n general del sistema, continuare-
mos proporcionando ma´s detalles de los diferentes mo´dulos en
las siguientes secciones. La seccio´n 3 introduce brevemente las
te´cnicas de modelado de fondo analizadas. La seccio´n 4 resu-
me la deteccio´n basada en profundidad, y el seguimiento. Fi-
nalmente las secciones 5 y 6 presentan respectivamente la con-
ﬁguracio´n experimental y las conclusiones del trabajo.
(a) (b)
(c) (d)
Figura 2: (a, c) Ima´genes RGB (b, d) y de profundidad de un escenario con vista
cenital en dos situaciones diferentes.
Figura 3: Ilustracio´n del proceso de conteo
3. Te´cnicas de modelado de fondo
Esta seccio´n describe las te´cnicas empleadas para modelar
el fondo con el ﬁn de realizar la deteccio´n de objetos en ima´ge-
nes. El modelado de fondo tiene una notable tradicio´n en la
literatura de visio´n por computador Brutzer et al. (2011); Pic-
cardi (2004), presentando diferentes desafı´os en relacio´n con
los cambios repentinos de iluminacio´n, sombras, oclusio´n, etc.
En nuestro escenario, de forma oportunista, se adaptan te´cnicas
habitualmente utlizadas con ima´genes RGB, a la informacio´n
de profundidad para reducir las incertidumbres y diﬁcultades
de este problema de cara a realizar la deteccio´n y segmentacio´n
de individuos.
El objetivo es ofrecer al lector evidencias acerca de la sim-
pliﬁcacio´n que el uso de la informacio´n de profundidad ofrece
en la tarea de sustraccio´n de fondo en un escenario de conﬁ-
guracio´n cenital. La seleccio´n de la conﬁguracio´n de la vista
cenital se adopta en primer te´rmino para reducir la complejidad
del problema a resolver, siendo adema´s, como ya se ha indi-
cado, adecuada para aplicaciones con requisitos de preservar
la privacidad. Esta conﬁguracio´n de ca´mara, tanto con ca´ma-
ra de profundidad o par este´reo, ya ha demostrado ventajas en
el contexto de procesamiento visual cuando se utilizan mu´lti-
ples ca´maras. Entre sus beneﬁcios, se puede mencionar que esta
conﬁguracio´n reduce la oclusio´n y los problemas de calibracio´n
de ca´maras como sen˜alan Gollan et al. (2011), en concreto para
la deteccio´n de personas, como sugieren Englebienne y Krose.
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(2010); Englebienne et al. (2009).
Evidentemente, una vez obtenido el modelo de fondo, las
personas que transitan de forma normal por el escenario apa-
recera´n especialmente salientes en relacio´n con el fondo, dada
la conﬁguracio´n de la ca´mara. Para ilustrarlo, como se obser-
va en las ﬁguras 2b y 2d, las cabezas destacan en la mayorı´a
de los casos. Ante esta evidencia, una te´cnica de sustraccio´n
de fondo sera´ capaz de segmentar de forma sencilla y robusta
las zonas correspondientes a la presencia de personas. En esta
seccio´n se describen dos te´cnicas, aplicables tanto sobre la in-
formacio´n visual o sobre la de profundidad: 1) modelo basado
en umbral simple de Heikkila y Silven (1999), y 2) modelo ba-
sado en combinacio´n de gaussianas de Zivkovic y der Heijden
(2006). Reiterar que como se demuestra en los experimentos,
el modelo de fondo construido con las ima´genes de profundi-
dad reduce la inﬂuencia de los cambios bruscos de iluminacio´n,
o los problemas de color exhibidos por las soluciones basadas
exclusivamente en informacio´n visual. Si bien debemos men-
cionar que la comunidad ya comienza a describir te´cnicas que
realizan el modelado fusionando ambas fuentes de datos co-
mo Camplani et al. (2014).
3.1. Modelado simple
Esta seccio´n describe un modelado ba´sico del fondo, que
tras su ca´lculo en base a las ima´genes iniciales, permite con
un coste muy reducido, obtener informacio´n lo suﬁcientemente
robusta como para realizar la deteccio´n y segmentacio´n de per-
sonas. Esta solucio´n aprovecha la conﬁguracio´n esta´tica de la
ca´mara, y la escasa inﬂuencia de los cambios de iluminacio´n en
la imagen de profundidad.
(a) (b)
Figura 4: (a) Ejemplo imagen de profundidad de imagen y (b) modelo de fondo
estimado para el escenario experimental.
Para deﬁnir el modelo de fondo de la escena, f ondo, se cal-
cula previamente la imagen promedio de profundidad y el um-
bral de saturacio´n de profundidad. La imagen promedio de pro-
fundidad, pro f , se calcula como el promedio de las primeras
k ima´genes de profundidad (se asume que no habra´ personas
esta´ticas en todas ellas) como:
pro f (i, j) =
∑k
l=1 pro f
l(i, j)
k
(2)
donde pro f l(i, j) es el valor del pı´xel (i, j) de la l-e´sima imagen
de profundidad de la secuencia.
En la imagen promedio resultante, pueden aparecer diferen-
tes puntos singulares, debido a las sombras, oclusiones, etc., re-
presentados en blanco en la ﬁgura 4a. Para evitar su inﬂuencia,
se modiﬁcan haciendo uso de un umbral de saturacio´n. La de-
ﬁnicio´n de este umbral tiene en cuenta la conﬁguracio´n cenital
de la ca´mara, que contempla la escena desde una vista superior.
Por este motivo se puede considerar que la mayor parte del es-
cenario visible es el suelo de la escena, una superﬁcie plana.
Siguiendo esta idea, se calcula el valor de pı´xel promedio de la
imagen promedio de profundidad como:
pro fth =
∑alto
i=1
∑ancho
j=1 pro f (i, j)
ancho × alto (3)
Correspondiendo ancho y alto respectivamente al ancho y
alto de la imagen en pı´xeles. Asumiendo que los pı´xeles ma´s
cercanos se presentan como ma´s oscuros, para calcular el mo-
delo de fondo, f ondo, el umbral de saturacio´n, pro fth, se utiliza
para forzar el valor de cualquier pı´xel con valores de profundi-
dad mayores, es decir, ma´s claros
f ondo(i, j) =
{
pro f (i, j) if pro f (i, j) < pro fth
pro fth en otro caso
(4)
La Figura 4b ilustra el modelo de fondo calculado para el
escenario presentado en la ﬁgura 2, junto a una imagen de pro-
fundidad utilizada para su ca´lculo, Figura 4a, permitiendo al
lector observar las diferencias.
Una vez que el modelo de fondo esta´ disponible, se aplica
una te´cnica de sustraccio´n de fondo sencilla y poco costosa, si-
guiendo un enfoque similar al propuesto por Heikkila y Silven
(1999). El primer plano se calcula umbralizando la imagen de
profundidad, considerando los pı´xeles extraı´dos como en pri-
mer plano, es decir, la regio´n de intere´s en el problema de la
deteccio´n. Para un pı´xel de una determinada imagen de pro-
fundidad, pro f (i, j), su correspondiente pı´xel de la imagen en
primer plano, pp, se calcula como:
pp(i, j) =
{
pro f (i, j) if pro f (i, j) < f ondo(i, j) × τ
0 en otro caso (5)
A diferencia de Heikkila y Silven (1999), el lector debe ob-
servar que el valor de los pı´xeles de primer plano se mantie-
ne para su posterior ana´lisis. De esta manera, la informacio´n
de profundidad no so´lo proporciona la ubicacio´n, sino tambie´n
informacio´n de la altura del pı´xel, es decir, del individuo. La
Figura 5 muestra dos ejemplos de segmentacio´n, presentando a
la izquierda la imagen de entrada, y la segmentacio´n resultante
del primer plano a su derecha.
La deﬁnicio´n del umbral en la ecuacio´n 5 se determina segu´n
el escenario de aplicacio´n. Para nuestro propo´sito, estamos in-
teresados en detectar personas que cruzan una entrada, objetos
muy salientes con respecto al fondo (principalmente suelo) en
te´rminos de distancia. En los resultados presentados en este do-
cumento, el umbral se ha ﬁjado en τ = 0,9.
3.2. Modelado basado en combinacio´n de gaussianas
El segundo me´todo de sustraccio´n de fondo analizado ha si-
do propuesto por Zivkovic y der Heijden (2006). La inclusio´n
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(a) (b) (c) (d)
Figura 5: (a, c) Ima´genes de profundidad de entrada y (b, d) ima´genes de segmentacio´n resultantes.
de este me´todo en la comparacio´n es debido a su buen rendi-
miento en ima´genes de color, y al hecho de que un esquema
muy similar ha sido aplicado previamente en un escenario de
conteo de personas por van Oosterhout et al. (2011). Este me´to-
do realiza un modelo de fondo a nivel de pı´xeles basado en una
combinacio´n de gaussianas (GMM siglas en ingle´s), que ex-
tiende el me´todo propuesto por Stauﬀer y Grimson (1999). El
modelo de fondo se describe como:
p(x|XT , f ondo) ≈
C∑
m=1
πˆmN(x, ˆμm, σˆ2mI) (6)
donde XT = {x(t), . . . , x(tT )} es el conjunto de entrenamiento,
p(x|XT , f ondo) es la probabilidad de que el pı´xel x pertenezca
al segundo plano o fondo, dado el conjunto de entrenamien-
to XT . ˆμ1, . . . , ˆμC son las estimaciones de las medias, mientras
que σˆ1, . . . , σˆC de las varianzas, siendo I la matriz identidad.
El peso de cada componente en (6) esta´ deﬁnido por πˆm. Si se
ordenan en orden descendente, el nu´mero de componentes C se
puede obtener como
C = argmı´n
c
⎛⎜⎜⎜⎜⎜⎝
c∑
m=1
πˆm > (1 − c f )
⎞⎟⎟⎟⎟⎟⎠ (7)
donde c se corresponde con el total de componentes considera-
do y c f controla la cantidad de los datos que pueden pertenecer
a objetos de primer plano sin inﬂuir en el modelo de fondo,
siendo el nu´mero de componentes en el GMM no ﬁjo a dife-
rencia de otros me´todos basados en GMM, como por ejemplo
Stauﬀer y Grimson (1999); Han et al. (2004). El para´metro c f
controla cuando un objeto se considera como parte del primer
plano. Cuanto menor sea el valor de c f y por tanto mayor el
valor de (1 − c f ), mayor sera´ el tiempo requerido para que un
objeto pase a no ser considerado fondo. En nuestros experimen-
tos, se probaron varios valores entre 0,05 y 0,9, y al ﬁnal se
concluyo´ que un valor de c f = 0, 2, exhibe un buen equilibrio
entre la adaptacio´n a los cambios del escenario y la eliminacio´n
de espu´reos en la imagen de profundidad.
De acuerdo con (6) y considerando que una muestra x, co-
mo la profundidad de un pı´xel en la posicio´n (i, j), es decir
pro f (i, j), un pı´xel se clasiﬁca como primer plano, pp(i, j), si
pp(i, j) =
{
pro f (i, j) si p(pro f (i, j)| f ondo) > cth
0 en otro caso (8)
donde cth es el valor umbral que deﬁne si un pı´xel en una deter-
minada posicio´n pertenece al fondo en funcio´n de la distancia
de Mahalanobis entre el valor del pı´xel y los centroides de las
gaussianas que componen el modelo para dicha posicio´n. Este
valor se establece en tres veces la desviacio´n tı´pica de la gaus-
siana de acuerdo a Zivkovic y der Heijden (2006).
(a) (b) (c)
Figura 6: (a) Imagen RGB, (b) Imagen de profundidad y (c) Ma´scara de resul-
tado de segmentacio´n del primer plano utilizando GMM
4. Deteccio´n y seguimiento
Una vez que se ha obtenido la imagen del primer plano de la
imagen actual, pp, se analizan las componentes conectadas en
esa imagen. Despue´s de ﬁltrar las zonas menores por taman˜o de
forma similar a Brutzer et al. (2011), asumiendo que pp contie-
ne un conjunto de m componentes va´lidas B = {b1, b2, ..., bm}.
De forma ilustrativa, esta operacio´n de deteccio´n de objetos sa-
lientes aplicada a las ima´genes de entrada presentadas en las
ﬁguras 5a, 5c y 6b producen respectivamente los resultados de
las Figuras 5b, 5d y 6c.
Las aproximaciones de seguimiento por deteccio´n han mos-
trado un buen rendimiento en diferentes escenarios restringi-
dos Andriluka et al. (2008); Leibe et al. (2008). por este mo-
tivo, se ha adoptado este enfoque para conectar las sucesivas
detecciones en te´rminos de trayectorias en el tiempo.
Para realizar este conexio´n, se realiza un encaje entre foto-
gramas consecutivos. Dadas las componentes detectadas en la
imagen l, Bl =
{
bl1, b
l
2, ..., b
l
ml
}
, se relacionan con las detectadas
en la imagen anterior Bl−1 =
{
bl−11 , b
l−1
2 , ..., b
l−1
ml−1
}
por medio de
un test de superposicio´n. Dada la componente blp, en la ima-
gen actual, se localiza la componente de la imagen anterior con
mayor superposicio´n:
mblp = arg ma´xk=1,...,ml−1
(
blp ∩ bl−1k
)
(9)
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El test de superposicio´n en este escenario es va´lido en la
mayorı´a de los casos porque con personas caminando a paso
normal, la superposicio´n de componentes es lo suﬁcientemente
alta entre fotogramas consecutivos. Adema´s, la interaccio´n en-
tre los sujetos no es frecuente en un lugar de paso como una
puerta, y las oclusiones son particularmente raras.
Un resultado positivo establece una conexio´n temporal en-
tre las dos componentes, asigna´ndose a la misma trayectoria.
Una trayectoria se deﬁne entonces como una lista de compo-
nentes coincidentes y relacionadas en ima´genes sucesivas, ti ={
b1t , b
2
t , ..., b
l
t
}
, donde la primera componente de la trayectoria
se deﬁne como b1t , y la u´ltima como b
l
t. Una componente del
fotograma actual sin encaje desencadena una nueva hipo´tesis
de trayectoria. Trayectorias demasiado pequen˜as se consideran
ruido.
Se calcula un vector de caracterı´sticas para cada componen-
te p de la imagen actual l, conteniendo el a´rea de blob, a´realp,
las dimensiones de su caja lı´mite, sxlp, sy
l
p, y la localizacio´n de
su punto ma´s alto, pxlp, py
l
p.
vblp =
{
a´realp, sx
l
p, sy
l
p, px
l
p, py
l
p
}
(10)
El conjunto de vectores de caracterı´sticas correspondientes
a las componentes que forman a una trayectoria permite descri-
bir dicha trayectoria de forma temporal. Para nuestro sistema de
conteo de personas, cuando una trayectoria cesa sera´ etiquetada
como ENTRADA/SALIDA/TRA´NSITO.
El esquema aplicado en el procesamiento de ima´genes se re-
sume en el algoritmo 1. En nuestra conﬁguracio´n experimental,
el etiquetado se realiza en base en la informacio´n proporcionada
por el desplazamiento en el eje y sobre la lı´nea de paso deﬁnida
por la puerta.
Algoritmo 1 Esquema de procesamiento
Captura de imagen de profundidad
if f ondo no esta´ deﬁnido then
Calcula f ondo
else
Sustraccio´n de fondo
Extraccio´n de componentes
for blob = 1→ m do
Encaje de componentes con trayectorias activas
if Concidencia then
Actualizacio´n trayectoria
else
Crear una nueva trayectoria activa
end if
end for
for trayectorias activas do
if La trayectoria no se encajo´ then
Etiquetar la trayectoria como ENTRADA/SALIDA/TRA´NSITO
Desactivar trayectoria
end if
end for
end if
5. Resultados experimentales
Para probar la validez del enfoque, se han capturado ima´ge-
nes con una conﬁguracio´n cenital en la puerta de entrada a
una sala como se ha mostrado en las ﬁguras previas. Esta gra-
bacio´n se ha llevado a cabo en dos sesiones diferentes, cap-
turando ima´genes para las que posteriormente se ha anotado
de forma manual la accio´n de cada individuo como ENTRA-
DA/SALIDA/TRA´NSITO. La ca´mara se encuentra en una en-
trada, por lo tanto se considera una accio´n como ENTRADA
cuando una persona entra en la habitacio´n y se mantiene en el
interior desapareciendo de la vista, SALIDA cuando la perso-
na deja la habitacio´n y no es visible, y TRA´NSITO cuando la
persona se muestra en el campo de visio´n sin cruzar la entrada
o si el nu´mero de pasos o cruces por la zona de la puerta fuese
par. Los para´metros utilizados para esta validacio´n han sido de
k = 500 para calcular el modelo de fondo simple (ecuacio´n 2).
La primera secuencia de vı´deo, de unos 15 minutos, contie-
ne alrededor de 15000 ima´genes. El nu´mero total de personas
que cruzan, es decir, de eventos o acciones es 258, presentando
diversidad de las condiciones de iluminacio´n del escenario, co-
mo se puede observar en las Figuras 2 y 7. Para este conjunto
de datos se realiza una comparativa aplicando las te´cnicas de
modelado de fondo descritas de forma independiente tanto so-
bre la imagen visual (so´lo la ma´s potente basada en gaussianas),
como la de profundidad.
La segunda secuencia de vı´deo es ma´s corta en duracio´n,
presentando 70 eventos. Sin embargo, la mayor parte de la mis-
ma se adquirio´ en condiciones de muy baja iluminacio´n como
se evidencia en la Figura 8. Los enfoques basados en informa-
cio´n visual, tanto monocular como este´reo, no pueden aportar
resultados dignos, es por ello que se incluyen so´lo los resultados
basados en la informacio´n de profundidad.
En primer lugar, se analizan los resultados alcanzados al eti-
quetar automa´ticamente las trayectorias de las acciones de EN-
TRADA/SALIDA/TRA´NSITO sobre la primera secuencia. La
Tabla 1 presenta los resultados obtenidos indicando la exhausti-
vidad o ratio de etiquetado correcto de las trayectorias, TPR =
TP
TP+FN , y la precisio´n o valor predictivo positivo, PPV =
TP
TP+FP ,
logrado por los distintos enfoques. Siendo TP, FP y FN respec-
tivamente el nu´mero de verdaderos positivos, falsos positivos,
y falsos negativos.
Observando los resultados de la Tabla 1, se puede concluir
que incluso un modelo de fondo simple aplicado a la informa-
cio´n de profundidad, se comporta mejor que uno ma´s potente
aplicado sobre la informacio´n visual. Este comportamiento es
ma´s evidente en un escenario cuyos cambios de iluminacio´n son
notables debido al autoajuste de la ca´mara, y la presencia de un
piso reﬂectante, como se aprecia en la Figura 7. Ambos esque-
mas de modelado basados en informacio´n de profundidad pro-
porcionan mejor exhaustividad y precisio´n. Por contra, al usar
exclusivamente informacio´n visual, los cambios de iluminacio´n
y los reﬂejos del suelo afectan al rendimiento del enfoque visual
resultando en la disminucio´n en ma´s de 15 puntos del TPR, y
exhibiendo alrededor de 9 puntos menos de precisio´n. Se puede
concluir que la informacio´n de profundidad proporcionada por
una ca´mara comercial de consumo esta´ndar es capaz de dar in-
formacio´n va´lida y ﬁable para resolver el problema de conteo
de personas con buena viabilidad.
Centra´ndonos en los resultados proporcionados exclusiva-
mente por la informacio´n de profundidad, ambos modelados
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Figura 7: Fotogramas del primer vı´deo mostrando cambios de iluminacio´n.
Tabla 1: Resumen de resultados de conteo de personas para la primera secuencia de vı´deo. BM se reﬁere a modelado de fondo (BM sus siglas en ingle´s).
Etiquetado automa´tico (profundidad) Etiquetado automa´tico (RGB)
Anotacio´n simple BM GMM BM GMM BM
manual TPR PPV TPR PPV TPR PPV
ENTRADA 0,98 0,99 1,0 0,99 0,82 0,94
SALIDA 0,98 0,98 0,99 0,99 0,78 0,92
TRA´NSITO 0,73 1,0 0,81 1,0 0,57 0,57
Total 0,96 0,98 0,98 0,99 0,80 0,91
muestran un rendimiento bastante similar en nuestra conﬁgura-
cio´n experimental. Debemos recordar al lector que no se hace
uso de informacio´n de apariencia, por lo tanto, los resultados
son notoriamente insensibles a los cambios de iluminacio´n pre-
sentes en las ima´genes.
Sin embargo, el modelado simple de fondo no es capaz de
detectar objetos pequen˜os (con una altura menor a 1,20 metros),
tales como sillas de ruedas, nin˜os, etc. Por otro lado, esta apro-
ximacio´n, detecta so´lo unos pocos falsos positivos. Se deben a
fallos de seguimiento, que produjeron una escisio´n de la trayec-
toria, considera´ndose dos veces. Como se indico´ en la seccio´n 2,
una trayectoria tı´pica tiene alrededor de 18 cuadros, por lo que
se ha optado por considerar las trayectorias breves como ruido,
como se producen tı´picamente cuando el individuo esta´ parcial-
mente fuera del campo de vista.
Para el enfoque de modelado basado en gaussianas, el de-
tector de objetos es ma´s sensible a los objetos pequen˜os. En
cuanto a los errores, en ciertas situaciones con seguimiento de
varias componentes, las trayectorias pueden duplicarse apare-
ciendo detecciones espu´reas que dan lugar a etiquetados inco-
rrectos. Con este me´todo la ma´scara de primer plano fue tı´pi-
camente mayor que con el modelo simple, provocando en oca-
siones diﬁcultades para no agrupar a varios individuos en una
componente. En cualquier caso, se observo´ que evidentemente
para ambos enfoques, no es posible detectar mu´ltiples sujetos u
objetos cruzando ocultos por un paraguas o similar. De hecho,
incluso un observador humano errarı´a.
Un experimento adicional fue realizado con la segunda se-
cuencia de vı´deo, donde la iluminacio´n exhibe en la mayor parte
del vı´deo condiciones muy duras como se muestra en la Figu-
ra 8. La exhaustividad o tasa de verdaderos positivos se resume
en la Tabla 2. Los resultados globales son ligeramente peores,
si bien hay que hacer notar el menor taman˜o de la secuencia y
un agrupamiento de personas afecta en mayor medida a la tasa
ﬁnal. Se ha observado que esto ocurre para algunos eventos de
SALIDA en los que un grupo de personas se mueve de forma
compacta y en la misma direccio´n. Circunstancia que el sistema
actual so´lo es capaz de etiquetar como demasiado grande para
una persona promedio, sin identiﬁcar la presencia de varios in-
dividuos en una componente.
6. Conclusiones
En este trabajo se ha hecho uso de los datos proporciona-
dos por una ca´mara RGBD de consumo para detectar, seguir y
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Figura 8: Fotogramas del segundo vı´deo mostrando situaciones de escasa iluminacio´n.
contar las trayectorias de las personas que cruzan un espacio.
Nuestra principal conclusio´n es que la informacio´n de profun-
didad es una sen˜al va´lida y so´lida para resolver el problema de
conteo automa´tico de personas, proporcionando ventajas adi-
cionales en te´rminos de facilitar la segmentacio´n de personas.
Para argumentar esta conclusio´n, se han comparado los re-
sultados obtenidos con los dos esquemas de modelado de fondo
para la posterior aplicacio´n de la sustraccio´n de fondo. El en-
foque basado en gaussianas proporciona resultados ligeramente
mejores.
El me´todo propuesto es particularmente robusto en escena-
rios de baja o media densidad de personas incluso si se produ-
cen grandes o repentinos cambios de iluminacio´n, o pra´ctica-
mente ausencia de la misma como pudieran ser locales noctur-
nos o cines. Para escenarios con multitudes y aglomeraciones
de personas, estimamos que serı´a necesario hacer cooperar tan-
to te´cnicas que integren informacio´n visual, como mejorar la
identiﬁcacio´n de personas en las componentes salientes.
Destacar que las condiciones de iluminacio´n no juegan un
papel clave en la solucio´n propuesta. Sin embargo, el campo
de visio´n esta´ limitado por el sensor, de manera similar a los
escenarios donde los sensores la´ser han demostrado hasta aho-
ra ser ma´s eﬁcaces que los enfoques basados en informacio´n
exclusivamente visual.
Tabla 2: Resumen de resultados de conteo de personas para la segunda secuen-
cia de vı´deo.
Anotado TPR PPV
ENTRADA 0,95 1,0
SALIDA 0,79 1,0
TRA´NSITO 1,0 0,75
Total 0,88 0,98
English Summary
People counting using a consumer RGBD camera
Abstract
In this paper, we prove that depth information provided by a
consumer depth camera is a reliable data source to perform ro-
bust people counting. The adoption of a top view conﬁguration
reduces the space problem complexity for this task, while pre-
serving privacy. Two diﬀerent background subtraction approa-
ches for color images are transferred to this context and tested
in real video to perform detection, tracking, and behavioral pat-
terns analysis of subjects crossing the ﬁeld of view. The results
achieved in an experimental setup with real video reported a
TPR over 95%, beating robust GMM background subtraction
based only on the visual cue. The results suggest the beneﬁts of
the depth cue for this particular task.
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People counting, Consumer depth cameras, Event detec-
tion, Object detection
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