Recently data broadcasting has been considered as a promising way of disseminating information to a massive number of users in a wireless communication environment. In a broadcast data delivery system, there is a server which is broadcasting data to a user community. Due to the lack of communication from users to the server, the server cannot know what a user needs. In order to access a certain item, a user has to wait until the item appears in the broadcast. The waiting time will be considerably long if the server's broadcast schedule does not match the user's access needs. If a user has a local memory, it can alleviate its access latency by selectively prefetching the items from the broadcast and storing them in the memory. A good memory management strategy can substantially reduce the user's access latency which is a major concern in a broadcast data delivery system. In this paper, an optimal memory management policy is identi ed, that minimizes the expected aggregate latency. We present optimal memory update strategies with limited look-ahead as implementable approximations of the optimal policy. Some interesting special cases are given for which the limited look-ahead policies are optimal. We also show that the same formulation can be used to nd the optimal memory management policy which minimizes the number of deadline misses when users generate information requests which have to be satis ed within some given deadlines.
frequency of each information item in accordance with the user access frequency of the item and then to distribute the broadcast slots of each item as uniformly as possible. If there are more than one class of users with di erent access distributions of information items, then it is unavoidable that some classes will su er large latency. An approach to reduce the latency to a desirable level for each user is to make use of local user storage. If a user has local storage, it can retrieve information items from the broadcast and store them in its memory prior to the items being requested. If the user makes a request for one of the \prefetched" stored items, the response time for this request will be instantaneous. By selectively prefetching information items from the broadcast, the user is e ectively able to minimize the mismatch between its access needs and server's broadcast schedule and the average latency of its information requests is reduced. Therefore, user's memory management becomes an important issue to consider in order to minimize the average response time of user's requests. As information items pass by in the broadcast, the user has to decide whether an item will be prefetched and if it will, which item residing in the memory will be replaced with the newly prefetched item.
There are basically two di erent ways of caching: demand-driven caching, in which users obtain data from the broadcast only as a result of memory fault, and prefetching, in which users bring data from the broadcast in advance of any requests. Acharya et al. proposed a simple information item replacement policy called P and a cost-based demand-driven caching heuristic, called PIX, in 9] . P is a demand-driven caching policy which keeps the items with the highest probability of access in the memory. In PIX, the cost of replacement of an item already in the memory with the newly fetched one was considered to be the ratio of the access probability of the information item (P) and its broadcast frequency (X). The ratio is called the pix value. The PIX replacement algorithm ejects the item in the memory which has the lowest pix value. Demand-driven caching, however, does not fully exploit the dissemination-based nature of the broadcast, which is particularly conducive to user's prefetching as claimed in 12] . A simple prefetching heuristic, called PT, was proposed in 12]. The PT computes the value of an item by taking the product of the access probability of the information item (P) with the time (T) that will elapse before that item appears on the broadcast again. This is called the item's pt value. PT nds the item in the memory with the lowest pt value, and replaces it with the currently broadcast item if the latter has a higher pt value. In 13], Ammar considered a teletext broadcast delivery system with correlated user's requests from user's perspective and proposed a Linked Items prefetching scheme. The scheme requires the availability of space in each information item to store control information. The control information in item i is a list of linked items, the items that are most likely to be requested next by a user. After a request for an item i is satis ed, the user enters a phase to prefetch the D most likely referenced items associated with item i, where D is the size of the local memory in units of information items. This phase is terminated when the D items are fetched or when the user submits a new request.
In this paper, optimal memory update strategies are identi ed. The broadcast data dissemination model is considered in section II. In section III, we identify an optimal memory update policy that minimizes the expected aggregate latency over all information items. A memory state trellis diagram is identi ed and it is shown that the computation of the optimal memory update policy is equivalent to the computation of the maximum reward path in the trellis. Computational issues are also discussed and the memory update policies with limited look-ahead are given as implementable alternatives to the optimal strategy. In sections IV-A, IV-B and IV-C, some interesting special cases are considered for which limited look-ahead policies are optimal. Some numerical examples are given in section IV-D to show the trade-o between the performance and implementation complexity. Finally, we consider in section V the problem of minimizing deadline misses when requests for information items need to be satis ed within some speci ed time periods.
II. Broadcast Data Delivery
Time on the broadcast channel is divided into slots of equal size and the slot length represents the time to broadcast an information item. Slot n corresponds to the time interval n; n + 1). The server broadcasts the information items according to a xed predetermined schedule fu n g 1 n=0 , where u n is the information item broadcast at slot n. Assume that there are M possible information items. An important class of schedules for the applications is the periodic schedule where the transmission sequence is repeated after some period T and the schedule is completely speci ed by its period fu 0 ; u 1 ; :::; u T?1 g. During each period, each information item is transmitted at least once and possibly multiple times. It has already been proved in 7] that optimal schedules which minimize the user's expected access latency are periodic. The directory of a broadcast schedule (the index of the broadcast data) can be broadcast to the users ahead of the actual broadcast data either through the same channel in which the data is transmitted or through a di erent one with lower data transmission rate. In 14], 3] and 15], a number of methods have been proposed to multiplex the directory information together with the data on the same channel. Therefore, in the following, we may assume that all the users know the whole broadcast schedule a priori.
A user is generating requests for information items according to its needs. When a request for some item i is generated at some time t, then it is either satis ed immediately if the item resides in the local cache of the user or the user has to wait until the next time the item appears in the broadcast schedule. After the request is satis ed one way or the other, the user will generate another request for an information item after some random time. The latency from the time a request is generated until the item is transmitted by the server is the performance measure of interest in data broadcast delivery.
The user has a memory that can hold K information items locally. At the end of each slot n, the user may replace one of the items in the memory with the item transmitted at slot n. We assume that all the users have identical memory update strategy. Since, in addition, all of them monitor the same broadcasting server, the contents of the memory of all users are identical. The set of the K information items residing in the memory during slot n is represented by C(n). The memory update strategy determines the memory contents at each slot and is represented by the sequence fC(n)g 1 n=1 .
We consider a particular group of users with an identical request generation process. In the nite user population case, the rate of request generation is a ected by the number of users who are waiting for an information item broadcast by the server. Since they will not generate a new request while they are waiting, the rate of request generation will drop as the number of pending requests increases. If the user population though is large enough and an individual user request generation rate is appropriately normalized such that the aggregate rate is equal to , then we may assume that the aggregate request generation rate remains constant and is independent of the number of pending requests while the process of request generation is stationary. In the case of a nonhomogeneous user community with more than one distribution of requests for information items, the results of the paper hold for each group of users with identical request distribution.
A request is for item i with probability b i , i = 1; :::; M where P M i=1 b i = 1. Hence, requests for item i are generated according to a stationary process with rate i = b i . Let A i (n) be the total number of requests for item i occurred during slot n. Let X i (n) be the number of users requesting item i at the beginning of slot n. The request backlog for item i evolves as follows:
A request for item i generated at time t will be satis ed immediately if i 2 C(btc). If i 6 2 C(btc), then it will be satis ed at the end of the rst item i broadcast that is initiated after t. Let f i (t) be the amount of time from t until the beginning of the rst slot after t at which item i is transmitted, which is illustrated in Fig.3 . The latency l i (t) of a request for item i generated at time t will be l i (t) = The objective of a memory update strategy is to alleviate the impact of the latency on the user by maintaining in the memory the items which are either more likely to be requested by the user or which will not appear in the broadcast for a long time. We consider two di erent performance measures of a memory update strategy. One is the average aggregate latency of user's requests and the other is the fraction of user's requests which are not satis ed within a pre-speci ed time period.
The sequence of times at which requests for item i are generated is t i n ; n = 1; 2; ::: for each item i = 1; :::; M. Let L i (t) be the aggregate latency of all requests for item i generated from time 0 to time t,
and L i (t), be its expected value, L i (t) 4 = E L i (t)]. The aggregate expected latency over all items is
In several applications, the performance of a memory update policy is quanti ed by L(t) and the objective is to minimize it. In certain cases, an information request needs to be satis ed within a certain time period from the time it is generated. That time period is the \deadline" of the request. In this case, what it really matters is whether the request will be satis ed within the deadline or not, while the average latency is not of primary importance. There is a distinct set of deadlines corresponding to each item i, fd 1 
and a possible decision criterion of a memory management strategy is to minimize Q(t).
In section III, we consider the problem of designing a memory management strategy which minimize the expected aggregate latency over all items, L(t), and the case of requests for information items with deadlines is discussed in section V.
III. Memory Update To Minimize Latency
The key in obtaining the optimal memory update strategy is the transformation of the cost such that the impact of the memory update on the total latency becomes disjoint from slot to slot. The rst step for this transformation is the following lemma. For simplicity, let's assume, in the rest of the section, that the time t is an integer.
Lemma 1: The aggregate latency of item i requests is related to the item i backlog as follows:
Proof: The result in the lemma is of the same avor as Little's law and is better shown using a pictorial argument. A sample path of the evolution of item i request generation is shown in Fig.2 . The request generation instants correspond to the jumps of the curve which are of magnitude 1. The latency of a request for an item is the amount of time from its generation time instant to the end of the rst transmission of the item. Hence, the aggregate latency equals the total area under the curve in Fig.2 .
Note that the sum in the right side of equation 1 is equal to that area where the rst term corresponds to the area from time 0 to t and the second term to the remaining rectangle, extending from time t to t + f i (t) + 1. to the slots at which item i is stored in the memory by the user. All the requests arriving during these slots are granted immediately. The latency l i (t k ) of the item i request generated at time t k is also depicted.
By taking expectation on both sides of equation (1), the expected latency is
where X i (s) 4 = E X i (s)]. An analytic expression for X i (s) is obtained in the following.
Let b i (t) be the amount of time from the end of the last slot before t at which item i was transmitted until time t. Let c i (t) be the amount of time from the end of the last slot before t at which item i was residing in the memory of the user until time t. If item i is residing in the memory of the user at time t, then c i (t) = 0 by de nition. The quantities, b i (t) and c i (t), are illustrated in Fig.3 . Note that the pending requests for item i, X i (s), are accumulated starting either from the end of the last item i transmission before s or from the end of the most recent item i residence in the memory before s, whichever happened last. Since information items are generated by a stationary process with rate i , we In Fig.4 , we see the evolution of the expected backlog of item i for a certain sequence of item i broadcasts when there is no use of local memory. Let's denote by L i (t) the expected latency when there is no caching. The reduction of the latency due to caching is made explicit in the following lemma.
Lemma 2: The expected aggregate latency of item i under a caching strategy fC(n)g 1 n=1 is as follows:
Proof: The expected aggregate latency under fC(n)g 1 n=0 is the area under the solid curve as depicted in Fig.5 . This can be expressed as the latency without caching, which is the area under the dotted curve, reduced by the area between the solid and dotted curves. We just need to show that the second term on the right side of equation 2 is equal to the area between the dotted and solid curves in Fig.5 . The superposition of the dotted and solid curves in Fig.5 consists of the superposition of triangles, as depicted in Fig.6 , and the superposition of quadrangles as in Fig.7 . For the triangles in Fig.6 
For the quadrangles in Fig.7(a) , the area between the dotted and solid line is equal to that between the bigger dotted and solid triangles in Fig.7 (b) and therefore it can also be expressed as the second term on the right side of equation 2. The aggregate latency over all information items up to time t is L(t) = L (t) ?
The caching strategy that minimizes the aggregate latency is clearly the one that maximizes the following sum
The maximization of the sum in equation (3) is equivalent to the computation of a maximum reward path in an appropriately de ned trellis diagram that captures the evolution of the memory states.
The memory state C(n) at time n depends on the memory state C(n?1) at time n?1, the information item u n?1 broadcast during slot n ? 1, and the action taken by the update strategy. If the item u n?1 broadcast at slot n?1 is already residing in the memory, then the item will be just refreshed in the memory and the memory state will remain the same. If not, the memory state will be one of the subsets with cardinality K of the set fC(n ? 1) fu n?1 gg, depending on which item in the memory will be replaced by the arriving one. Hence, the set, C n (C), of possible memory states at slot n, given that the memory state at slot n ? 1 is C, is C n (C) = fC 0 : C 0 (C fu n?1 g); jC 0 j = Kg A feasible memory state evolution sequence is any sequence fC(n)g 1 n=0 with the property C(n + 1) 2 C n+1 (C(n)). The corresponding memory update strategy is uniquely de ned. 2 )
The total reward, or latency reduction incurred by the strategy is equal to the sum of the reward of each state on the path. The computation of the optimal memory update strategy is equivalent to the computation of a maximum reward path in the trellis. Shortest path problems in a trellis often arise in several contexts and can be solved by backward or forward dynamic programming. One of the notorious instances of this problem arises in sequential decoding for which Viterbi's algorithm was invented.
Let's denote by n (c j ), the length of a maximum reward path (the cumulative reward gained) from state j at stage n (n t) up to stage t. The lengths of the maximum reward path satisfy the following recursion, n (c j ) = max c2Cn+1(cj) n+1 (c) + r(c j ; n) n < t while t (c j ) = r(c j ; t). By solving the above recursion, the maximum reward path is computed and simultaneously the optimal policy as well. The cardinality of each set C n (c) is either equal to 1 or equal to K + 1. Therefore, the complexity of computing the longest paths in stage n given the longest paths in stage n + 1 is O(C N K). Hence, the computation of the longest path up to stage t and, subsequently, of the optimal memory update policy is of complexity O(t C N K).
Note that the complexity of the optimal memory update strategy within a time interval (0; t) is linear with respect to t. To compute the reward associated with a state at stage n, we need a vector, f (n) = f 1 (n); f 2 (n); :::; K (n) , which is determined by the given broadcast schedule. Since the broadcast schedule is available ahead of time, the update strategy computation is indeed feasible. Nevertheless, the complexity of this approach is still prohibitive for employing the policy in the real time operation of a system. Hence, the value of the policy is mostly theoretical and it can be used as a benchmark for performance comparison with other policies. A class of policies with manageable complexity for real time operation is considered next.
IV. Memory Management With Limited Look-ahead
The optimal memory management policy makes the memory update decision at each slot n such that the total reward until time t is maximized. Instead of that, a look-ahead window W may be considered and the memory update decision at slot n can be made such that the cumulative average reward from slot n up to slot n + W is maximized. As the window W increases, the complexity increases and the performance should be improved.
The simplest policy of the W-step look-ahead class is the one with W = 1 which is equivalent to PT heuristics proposed in 12]. Let's call it one-step look-ahead (OSLA) policy. This policy updates the memory in each slot n such that the reward r(C(n + 1); n + 1) is maximized for C(n + 1) 2 C n+1 (C(n)). That is, if u n 6 2 C(n), then the quantity i f i (n) + i 2 is computed for all items, i 2 C(n) and for i = u n and the item j, for which j f j (n) + j 2 is the smallest, is discarded. This policy turns out to be optimal in some special cases of interest. 
Hence, the policy that maximizes the reward is independent of the request generation rates and depends solely on the broadcast schedule. The OSLA policy maximizes the overall cumulative average reward in (4) over all policies in this case. This fact is true in a stronger sense as it is expressed in the following theorem. Theorem 1: When the request generation rates are identical, the OSLA policy maximizes the reward in each slot n, that is, for any policy and at any slot n, n = 0; 1; 2; ::
where C O (n) and C (n) denote the set of items residing in the memory at slot n under OSLA policy and policy respectively.
Proof: See Appendix. 3
B. Two Information Items
Another case where the OSLA policy maximizes equation (3) is when the broadcast includes only two information items, the user has memory space for one item and the request generation rates are arbitrary. A cache update decision needs to be made only if the broadcast item is di erent from the item in the cache. In this case, the item that is chosen to be kept in the cache at slot n is arg max i2fA;Bg i ( f i (n) + 1 2 ):
Theorem 2: When the server broadcasts only two items and user's memory can hold one item only, the OSLA policy is optimal in the sense that it maximizes the reward in each slot n, that is, for any policy r(C O (n); n) r(C (n); n); n = 0; 1; 2; :::
C. A Case Where Limited Look-ahead Policy is Optimal
A special case where the optimal update policy is of the limited look-ahead type is the following. The server broadcasts multiple information items while a certain group of users is only interested in two of those, let's say items A and B, and each user of that group possesses memory space for only one item. In this case, the users can make memory updates only at the slots when either item A or item B is transmitted. If, at a slot of this type, the broadcast item is the same as the item in the cache, then no A is in the cache and item B is broadcast. We distinguish two cases as depicted in Fig.9 . In order to make the update decision, the optimal policy needs to consider l p (or l q ) slots look-ahead. The optimal decision, then, is to keep the item k in the memory, where
and where W = l p ? 1 or l q ? 1 as appropriate.
To show the optimality of the policy, we consider a partition of the joint evolution of the broadcast sequence and the cache content under the optimal policy as depicted in Fig.10 . Cycle i begins at time instant n i and ends at n i+1 with i = 0; 1; ::: and n 0 = 0. Cycle 0 (cyc = 0) is de ned as the interval from slot 0 until the end of rst slot at which the information item transmitted by the server in this slot is di erent from the one stored in the memory. In addition to cycle 0, there are three types of cycles: type 1 cycle which corresponds to the interval from N to N + l p as shown in Fig.9 case (1), type 2 cycle which corresponds to the interval from N to N + l q as shown in Fig.9 case (2) and type 3 cycle which spans from the end of type 1 or type 2 cycle up to the beginning of type 1 or type 2 cycle. Type 3 cycle occurs only when the information item stored in the memory under the W-step look-ahead policy is the same as the one broadcast by the server at the last slot of type 1 or type 2 cycle. In Fig.10 , cycle 1 and cycle 2 are of type 1, cycle 3 and cycle 5 are of type 3 and cycle 4 is of type 2. Let R j be the average reward gained due to caching during the cycle j, In this section, in order to gain some insight in the trade-o between the performance improvement and the computational complexity, we present some numerical examples with di erent number of look-ahead steps, di erent cache sizes and di erent broadcast schedules for both latency and deadline cases (Please refer to section V for the case with deadlines). Although we can provide examples only for a small number of items due to the combinatorial explosion even for a few tens, the examples re ect the fact that the performance gain due to the increase in the number of look-ahead steps is dependent on the type of server's broadcast schedule and the set of user's access statistics parameters we consider. to be uniformly distributed between 1 and 10. As increases, the access pattern becomes increasingly skewed. The value of used in this experiment is log(0:8)= log(0:2). Zipf distribution is typically used to model non-uniform access patterns. Two types of broadcast schedules are used in the experiment. One is generated by the Ammar's algorithm 6] which produces near-optimal schedules, namely Ammar's, and the other is a schedule which is not constructed according to the statistical parameters of user's access pattern, namely Mismatched.
The results in Tables I (II) show that the expected latency (number of deadline misses) reduced by caching is insensitive to the number of look-ahead steps for the parameter set we are considering. It may be due to the small number of information items in our experiment. However, the number of look-ahead steps may play a greater role when the number of items is large and the group of users we are considering is interested only in a portion of the set of information items as in the following example. Our cache management strategy is able to reduce more latency (or deadline misses) when the server's schedule is not designed according to user's access parameters (compare the results for Ammar's and Mismatched Under the Mismatched Schedule with period 83 schedules). The latency (or the number of deadline misses) we can reduce by the use of local memory is indeed increasing with the size of the memory for all cases.
In the following, we will present an example which shows that OSLA policy, in some cases, may perform poorly compared to the optimal policy.
Consider a case in which the server's schedule is given as in Fig.11 2 ) for W = 1; :::; 7, at the end of slot 0, OSLA policy (in fact, all the policies with look-ahead steps less than eight) will not replace item A, which is stored in the memory, with the arriving item B. However, by keeping item A, OSLA policy have no more opportunity to store item B in the memory until the end of slot 24.
If, at time 0, though, we look ahead more than eight slots (note that Under the Mismatched Schedule with period 200 will choose to do. This example belongs to the third special case we consider in section IV-C for which W-step look-ahead policy is optimal. Here, W = 21 at slot 1, W = 7 at slot 15, W = 5 at slot 17, W = 2 at slot 20 and W = 1 at slot 23 in equation (6) for the optimal policy. By using the equation (3) in section III for the interval from slot 1 to slot 22, the optimal policy reduces average latency by 95:33 slots whereas OSLA policy ( all the the policy with look-ahead steps less than eight) reduces the latency by 72:67 slots. The policy with more than 8 slot look-ahead can reduce the average latency 22:66 slots more. This di erence of latency reduction is approximately equal to the shaded area in Fig.12 . In fact, the shaded area may be arbitrarily large for a certain broadcast schedule so that OSLA policy will perform even worse compared to the optimal policy. This shows that OSLA policy may be inadequate in terms of performance in certain cases and policies which look ahead more than one slot may need to be considered.
V. Information Requests with Deadlines
In this section, we will consider the case in which users generate information requests which have to be satis ed within some speci ed deadlines and show that the problem can be formulated in the same way as the case without deadlines in section III. The type j item i requests which are generated during the interval n; n + f i (n) + 1 ?d j i ] will miss the deadlines d j i if the user does not make use of its local memory as depicted in Fig.13 . However, if the user has a local memory and item i is stored in the memory, the type j item i requests which occur during the slots in which item i is residing in the memory will be satis ed immediately and will no longer miss deadlines as shown in with all deadlines up to slot t due to caching is
Therefore, minimizing the total number of requests that miss deadlines with caching is equivalent to maximizing the reduction of deadline misses by caching. Moreover, the optimal memory update strategy that minimizes the deadline misses of user's requests is equivalent to the computation of the maximum reward path in the memory state trellis diagram where the time-dependent reward associated with memory state c j at instant n is now given by r(c j ; n) = A strategy for a mobile user's local memory management is identi ed such that the data access needs of the user are matched optimally to broadcast schedule of the server. The strategy relies on the computation of the maximum reward path in the appropriately de ned memory state trellis diagram. Limited lookahead policies are also presented as low implementation complexity alternatives to the optimal policy. The simplest of them is OSLA strategy. This policy is found to be optimal when all the information request generation rates are the same. When the request generation rate distribution though is skewed, the performance of OSLA policy may get considerably degraded compared to the optimal policy as it was demonstrated by a counter example. The choice of look-ahead steps is a trade-o between implementation complexity and good performance.
User's memory management is just one of two important issues to be addressed in data broadcasting. The other complementary problem is the organization of data in a broadcast schedule in order to minimize user's access latency or the number of deadline misses depending on the performance objective we consider. Both problems have been addressed separately in literature. What remains to be done is to obtain an integrated approach that produces broadcast schedules and user's memory management strategies simultaneously, based on the mix of data access patterns of the user population. 
for n = 0; 1; :: where the inequality holds elementwise. Inequality (7) clearly implies inequality (5).
Therefore, the theorem will be proved if the inequality (7) is shown. The proof is by induction.
For n = 0, (7) holds with equality. We will show that if (7) holds for n = N, then it will hold for n = N + 1 as well. and the same argument as in case (c.1) can be applied.
Therefore, by induction, the theorem is proved. then item B will remain in the memory in cycle J + 1 under the W-step look-ahead policy. Otherwise, the W-step look-ahead policy will replace item B currently stored in the memory with the arriving item A and keep it until the end of slot v at which item B is arriving in the broadcast and Case II Cycle J is of type 3 and cycle J + 1 is of either type 1 or type 2. In this case, the inequality still holds for cycle J + 1 for the same reason as in case I.
Case III Cycle J + 1 is of type 3 as in Fig.'s 17 (ii), 17(iii), 18(i) and 18(ii). For this case, since the information item broadcast by the server is the same as the one stored in the memory under the W-step look-ahead policy, we cannot make the replacement of information item but just refresh the item in the memory. Hence, we need to show that it is better to keep the same item in the memory as the arriving one in the broadcast for cycle J + 1. Consider the case in Fig.17 (ii) where item B stored in the memory is replaced by the arriving item A at slot n J + l where 1 l < n J+1 ? n J . According to W-step look-ahead policy, 
