We analyze the transient behavior of a Markovian arrival queue with congestion control based on a double of thresholds, where the arrival process is a queue-length dependent Markovian arrival process. We consider Markov chain embedded at arrival epochs and derive the one-step transition probabilities. From these results, we obtain the mean delay and the loss probability of the nth arrival packet. Before we study this complex model, first we give a transient analysis of an MAP/M/1 queueing system without congestion control at arrival epochs. We apply our result to a signaling system No. 7 network with a congestion control based on thresholds.
Introduction
Congestion control based on thresholds [4, [7] [8] [9] [10] 15 ] is aimed to control the traffic causing overload before a significant delay builds up in the network and so to satisfy the quality of service (Qos) requirements of the different classes of traffic. The QoS requirements are often determined by two parameters; the loss probability and the mean delay [5] . S.Q. Li [10] proposed a congestion control with double thresholds consisting of an abatement threshold and an onset threshold to regulate the input rate according to the congestion status. Packets are classified as one of the two priorities: high priority and low priority. When the queue length exceeds the onset threshold, the low priority packets are blocked and lost until the queue length decreases to the abatement threshold. O.C. Ibe and J. Keilson [8] extended this model to the system with N doubles of thresholds (N _> 1) and N different priority packets. For the above systems, they assumed that the arrival processes are a Poisson process [8] and a Markov modulated Poisson process (MMPP) [10] , and they obtained the steady state characteristics.
In order to find out performance of a congestion control, first we need to analyze the transient behavior of the system. The Laplace transform and z-transform methods [1, 6, 14, 16] Li [11, 12] used a discrete time analysis with its time indexed by packet arrivals. They assumed the arrival processes are MMPP [11] and a switched Poisson arrival process [12] and obtained the one-step transition probabilities of an embedded Markov chain. But they considered a congestion control with only one threshold called partial buffer sharing policy.
In this paper, we consider the congestion control with double thresholds as in [9] and [10] . We assume that the arrival process is a queue-length dependent Markovian arrival process (MAP) . The motivation of this model comes from the study of the congestion control in a signaling system No. 7 (SS7) network [15] . A congestion control called inernational control in a SS7 network is a reactive control with double thresholds, which uses a notification to inform senders about the congestion status of the system. Each sender regulates its traffic load to the system when he receives a notification, and uses timers to resume its traffic load. For such a system, the arrival process can be modeled as a queue-length dependent Markovian arrival process (MAP) [4] .
For a transient analysis, we use the discrete time analysis as in [11, 12] but using the advantage of simple notations of MAPs we obtain the one-step transition probabilities by a simpler derivation than that of D.S. Lee and S.Q. Li in [11, 12] . The models dealt with in [11, 12] 
Hence, the queue length probability Pn(io, at the nth arrival epoch can be obtained from (1) recursively once the on-step transition probability P(i0, i) is known. 
Note that the left-hand side of (2) 
The above equation can be rewritten in the matrix form as P(io, i) RP(i 0 1, i).
(ii) Secondly, consider the case of o-i-1" In this case, the next transition occurs with an arrival, i.e., S T 1. From the definitions of G and tt, we have
Hjo, j i-1.
The above equation can be rewritten in the matrix form as G ifi>l P(i-l,i)-
From (7) and (8) 
Proof: An MMPP with the representation (Q,A) is an MAP with the representation (C,D), where C=Q-A, D=A. Therefore, the result follows from (3) and Proposition 3 directly.
Corollary 5: (Proposition 2.1 in [12] ) If the arrival process is a switched Poisson process with the representation (Q,A), where
where for j O, 1,
Ajrl-j Ajrl-j /3' #2 ozj #2z1(z2 Zl) z2 (zl z2) and Zl,Z 2 are the tools of the quadratic equation This agrees with the result of Proposition 2.2 in [12] .
Transient Analysis of the Congestion Control with Double Threshold
In this section we consider a congestion control with double thresholds consisting of an onset threshold M and an abatement threshold L (see Figure 1 ). 
and, for L+l_<io_<B,
where 1A is the indication function of set A. Hence, the queue length probability pn (o, io;,i) at the nth arrival epoch can be obtained iteratively once the one-step transition probability matrices P(o, io; , i) are known.
One-Step Transition Probabilities
Let the exit times from levels be denoted by (12) where e is the column vector whose elements are all 1. Let Plss(O, io, Jo) denote the loss probability of the nth arrival packet under the initial condition X o -(o, io, Jo). D (y, y-e k -t-e k + 1) "kYk for 0 _< k _< K.
The diagonal elements of the matrices C O and C are negative values to make C0e + Doe 0 and Ce + Die 0, respectively. The elements of the matrices Co, Do, C and D1 not mentioned above are all zeros.
For all numerical examples, we assume that S-10, K-1 and that the time scale is normalized by the mean service time of a packet, i.e., #-1.0. Let the buffer capacity B be equal to 50. For Figures 3 through Figure 6 , we assume A 0 0.08 and A 1 0.04. Figure 3 , Figure 4 , and Figure 5 display the mean delay and the loss probability of packets in terms of functions of time, when T30-100. For Figure 3 , we let L be fixed at 25 and the initial state by (0, 25, 0). As M decreases, the congestion control is triggered earlier and therefore the mean delay and the loss probability of packets decrease as shown in Figure 3 . In Figure 4 , we consider an epoch when the queue length exceeds the onset threshold M as the initial epoch, i.e., X 0 (1, M + 1, 1). Since the congestion control is triggered from the initial epoch, each SP receives a TFC packet when it sends a packet until the queue length crosses the abatement threshold L. SPs receiving a TFC packet reduce their traffic load and therefore the total offered load until the buffer decreases and the mean delay of packets decreases as shown in Figure 4 . The loss probability of packets increases initially but it begins to decrease soon since the congestion control is triggered. After a time interval, the mean delay and the loss probability increase slightly as in Figure 4 . This is because the total offered load increases again after the queue length crosses L. In Figures 7 and 8 , we consider the control of SP with traffic reduction and the timer. We consider the case of M-40 and L-25. Figure 7 shows the impact of the length of the timer T30 on the transient performance. As T30 increases, the time of resuming full traffic load of each SP is delayed and therefore the loss probability and the mean delay of packets decrease as in Figure 7 
