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Leonard pairs, spin models, and distance-regular graphs
Kazumasa Nomura and Paul Terwilliger
Abstract
A Leonard pair is an ordered pair of diagonalizable linear maps on a finite-dimensional
vector space, that each act on an eigenbasis for the other one in an irreducible tridiago-
nal fashion. In the present paper we consider a type of Leonard pair, said to have spin.
The notion of a spin model was introduced by V.F.R. Jones to construct link invari-
ants. A spin model is a symmetric matrix over C that satisfies two conditions, called
the type II and type III conditions. It is known that a spin model W is contained in a
certain finite-dimensional algebra N(W), called the Nomura algebra. It often happens
that a spin model W satisfies W ∈ M ⊆ N(W), where M is the Bose-Mesner algebra of
a distance-regular graph Γ; in this case we say that Γ affords W. If Γ affords a spin
model, then each irreducible module for every Terwilliger algebra of Γ takes a certain
form, recently described by Caughman, Curtin, Nomura, and Wolff. In the present pa-
per we show that the converse is true; if each irreducible module for every Terwilliger
algebra of Γ takes this form, then Γ affords a spin model. We explicitly construct this
spin model when Γ has q-Racah type. The proof of our main result relies heavily on
the theory of spin Leonard pairs.
1 Introduction
The notion of a Leonard pair was introduced by the second author in [26]. A Leonard
pair is roughly described as follows. Let V denote a vector space with finite positive
dimension. A Leonard pair on V is an ordered pair of diagonalizable linear maps A : V →
V and A∗ : V → V that each act on an eigenbasis for the other one in an irreducible
tridiagonal fashion. The Leonard pairs were classified up to isomorphism in [26]; the
isomorphism classes correspond to a family of orthogonal polynomials consisting of the q-
Racah polynomials and their relatives in the terminating branch of the Askey scheme [28].
See [22,23,26–28] for more information about Leonard pairs.
In the present paper we will consider a type of Leonard pair, said to have spin [7]. The
spin condition is described as follows. Let A,A∗ denote a Leonard pair on V . A Boltzmann
pair for A,A∗ is an ordered pair of invertible linear mapsW : V → V andW ∗ : V → V such
that WA = AW and W ∗A∗ = A∗W ∗ and WA∗W−1 = (W ∗)−1AW ∗. The Leonard pair
A,A∗ is said to have spin whenever there exists a Boltzmann pair for A,A∗. In [7] the spin
Leonard pairs are classified up to isomorphism and their Boltzmann pairs are described.
Next we summarize how Leonard pairs come up in algebraic graph theory. Let Γ denote
a distance-regular graph [4, p. 126] with vertex set X and adjacency matrix A ∈ MatX(C).
LetM denote the subalgebra of MatX(C) generated by A. By [4, Theorem 2.6.1] the algebra
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M has a basis {Ai}Di=0 where D is the diameter of Γ [4, p. 432] and Ai is the ith distance-
matrix of Γ [4, p. 127] for 0 ≤ i ≤ D. The algebra M is called the Bose-Mesner algebra
of Γ; it is a useful tool in the study of Γ [3, 4]. To carry out this study in more detail,
it is helpful to bring in another algebra called the subconstituent algebra or Terwilliger
algebra. This algebra is described as follows. For x ∈ X and 0 ≤ i ≤ D, the diagonal
matrix E∗i = E
∗
i (x) ∈ MatX(C) is the projection onto the ith subconstituent of Γ with
respect to x [4, p. 434]. The matrices {E∗i }Di=0 form a basis for a commutative subalgebra
M∗ = M∗(x) of MatX(C), called the dual Bose-Mesner algebra of Γ with respect to x. The
Terwilliger algebra T = T(x) is the subalgebra of MatX(C) generated by M and M
∗ [25].
The algebra T is semi-simple [25, Lemma 3.4], so it is natural to investigate the irreducible
T-modules. For an irreducible T-module U , there is a condition called thin; this means
that for the action of M and M∗ on U the eigenspaces all have dimension 1. Most of the
known distance-regular graphs with large diameter satisfy an algebraic condition called
Q-polynomial [4, Section 4.1.E]; if Γ is Q-polynomial then M∗ contains a certain matrix A∗
called the dual adjacency matrix of Γ with respect to x [25, p. 379]. In this case A,A∗ acts
on each thin irreducible T-module as a Leonard pair [25, Lemmas 3.9, 3.12].
Motivated by state models in statistical mechanics, V.F.R. Jones [17] introduced the
notion of a spin model to construct link invariants. The construction is roughly described
as follows. A link is a finite collection of mutually disjoint closed curves in 3-dimensional
Euclidean space. A link diagram is a projection of a link onto a plane. For a link diagram L
and a square matrix W over C with all entries nonzero, Jones defined a scalar ZW(L) ∈ C.
The function ZW from the set of all link diagrams to C gives a link invariant, provided that
W satisfies two conditions called type II and type III; these are given in [17] and (68), (71)
below. The matrix W is called a spin model whenever it is type II and type III.
In [17] Jones gave three examples of spin models; the Potts model, the square model, and
the odd cyclic model. In [15] F. Jaeger observed that each of these examples is contained in
the Bose-Mesner algebra of a distance-regular graph Γ. Specifically, for the Potts model Γ
is a complete graph, for the square model Γ is the 4-cycle, and for the odd cyclic model Γ is
an odd cycle. Jaeger then found a new spin model contained in the Bose-Mesner algebra of
the Higman-Sims graph [15]. Motivated by this result, other authors found new spin models
contained in the Bose-Mesner algebra of the even cycle [2], the Hadamard graph [20], and
the double cover of the Higman-Sims graph [19].
For the rest of this section let Γ denote a distance-regular graph with vertex set X and
Bose-Mesner algebra M. For a spin model W contained in M, it often happens that W and
M are related by the following condition. For b, c ∈ X let ub,c denote the column vector
with entries indexed by X and y-entry W(b, y)W(c, y)−1 for y ∈ X. The condition is that
ub,c is a common eigenvector of M for all b, c ∈ X. In this case we say that Γ affords W.
Each of the above mentioned spin models [2, 15, 17, 19, 20] is afforded by the associated
distance-regular graph; this will be demonstrated in Section 15 below.
Next we describe how spin models are related to spin Leonard pairs. Assume that
Γ affords a spin model W. It was shown in [9, Lemma 5.1] that Γ satisfies a condition
called formally self-dual, which implies that Γ is Q-polynomial [4, p. 49]. Pick x ∈ X
and write A∗ = A∗(x), M∗ = M∗(x), T = T(x). Define W∗ ∈ M∗ that has (y, y)-entry
|X|1/2W(x, y)−1 for y ∈ X. Let U denote a thin irreducible T-module. Then A,A∗ act on
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U as a spin Leonard pair, and W,W∗ act on U as a Boltzmann pair for this Leonard pair;
see Proposition 11.10 and Lemma 11.11 below. Consequently the intersection numbers of
U [28, Definition 11.1] are given by the formulas in [5, Theorem 8.5]. Another consequence
for U is that its endpoint [25, Lemma 3.12] is equal to its dual endpoint [25, Lemma 3.9].
Now we describe our main result. Assume that our distance-regular graph Γ is formally
self-dual and has q-Racah type [29, Definition 5.1]. Assume that for all x ∈ X each
irreducible T(x)-module U is thin with matching endpoint and dual-endpoint, and the
intersection numbers of U are given by the formulas in [5, Theorem 8.5]. Then there exists
a spin model afforded by Γ; this spin model is explicitly constructed. Our main result is
Theorem 14.7. We comment on the nature of this result. We have not discovered any new
spin model to date. What we have shown, is that a new spin model would result from the
discovery of a distance-regular graph with the right sort of irreducible T-modules.
The proof of our main result relies heavily on the theory of spin Leonard pairs. In the
first half of the paper we develop this theory, and obtain several new results that may be
of independent interest; for instance Theorem 5.25 and Lemmas 6.11, 6.18. The paper is
organized as follows.
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2 Leonard pairs and Leonard systems
We now begin our formal argument. In this section we recall the notion of a Leonard
pair. We use the following terms. A square matrix is said to be tridiagonal whenever
each nonzero entry lies on either the diagonal, the subdiagonal, or the superdiagonal. A
tridiagonal matrix is said to be irreducible whenever each entry on the subdiagonal is
nonzero and each entry on the superdiagonal is nonzero. Let F denote a field.
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Definition 2.1 [26, Definition 1.1] Let V denote a vector space over F with finite positive
dimension. By a Leonard pair on V we mean an ordered pair of F-linear maps A : V → V
and A∗ : V → V that satisfy the following (i), (ii).
(i) There exists a basis for V with respect to which the matrix representing A is irre-
ducible tridiagonal and the matrix representing A∗ is diagonal.
(ii) There exists a basis for V with respect to which the matrix representing A∗ is irre-
ducible tridiagonal and the matrix representing A is diagonal.
Note 2.2 According to a common notational convention, for a matrix A its conjugate-
transpose is denoted by A∗. We are not using this convention. In a Leonard pair A,A∗ the
linear maps A,A∗ are arbitrary subject to (i) and (ii) above.
Note 2.3 Referring to Definition 2.1, let A,A∗ denote a Leonard pair on V . Then A∗, A
is a Leonard pair on V .
We refer the reader to [28] for background on Leonard pairs.
From now until the end of Section 6, fix an integer d ≥ 0 and let V denote a vector space
over F with dimension d + 1. Let End(V ) denote the F-algebra consisting of the F-linear
maps V → V . We denote by I the identity element of End(V ). For A ∈ End(V ) let 〈A〉
denote the subalgebra of End(V ) generated by A. By [24, Corollary 2.133] the center of
End(V ) consists of the elements αI (α ∈ F).
Lemma 2.4 [28, Corollary 5.6] Let A,A∗ denote a Leonard pair on V . Then A, A∗
together generate the algebra End(V ).
For an F-algebra A, by an automorphism of A we mean an F-algebra isomorphism
A→ A. By an antiautomorphism of A we mean an F-linear bijection τ : A→ A such that
(Y Z)τ = ZτY τ for all Y,Z ∈ A.
Lemma 2.5 [24, Corollary 7.126] (Skolem-Noether) A map σ : End(V )→ End(V ) is an
automorphism of End(V ) if and only if there exists an invertible K ∈ End(V ) such that
Y σ = KYK−1 for all Y ∈ End(V ).
Lemma 2.6 [28, Theorem 6.1] Let A,A∗ denote a Leonard pair on V . Then there exists
a unique antiautomorphism † of End(V ) such that A† = A and A∗† = A∗. Moreover
(Y †)† = Y for all Y ∈ End(V ). The map † fixes every element in 〈A〉 and every element
in 〈A∗〉.
We recall the notion of an isomorphism for Leonard pairs. Let A,A∗ denote a Leonard
pair on V . Let V ′ denote a vector space over F with dimension d + 1, and let A′, A∗′
denote a Leonard pair on V ′. By an isomorphism of Leonard pairs from A,A∗ to A′, A∗′
we mean an F-algebra isomorphism End(V )→ End(V ′) that sends A 7→ A′ and A∗ 7→ A∗′.
The Leonard pairs A,A∗ and A′, A∗′ are said to be isomorphic whenever there exits an
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isomorphism of Leonard pairs from A,A∗ to A′, A∗′. In this case the isomorphism is unique
by Lemma 2.4.
We recall the self-dual Leonard pairs. A Leonard pair A,A∗ is said to be self-dual
whenever A,A∗ is isomorphic to A∗, A. In this case, the isomorphism of Leonard pairs
from A,A∗ to A∗, A is called the duality of A,A∗.
Lemma 2.7 Assume that A,A∗ is self-dual with duality σ. Then σ2 = 1.
Proof. By construction σ2 fixes each of A,A∗. By this and Lemma 2.4, σ2 fixes every
element of End(V ). The result follows. ✷
When working with a Leonard pair, it is convenient to consider a closely related object
called a Leonard system [26]. Before we define a Leonard system, we recall a few concepts
from linear algebra.
Let Matd+1(F) denote the F-algebra consisting of the d+1 by d+1 matrices that have
all entries in F. We index the rows and columns by 0, 1, . . . , d. Let {vi}di=0 denote a basis
for V . For A ∈ End(V ) and M ∈ Matd+1(F), we say that M represents A with respect
to {vi}di=0 whenever Avj =
∑d
i=0Mi,jvi for 0 ≤ j ≤ d. Let A ∈ End(V ). For θ ∈ F
define V (θ) = {v ∈ V |Av = θv}. Observe that V (θ) is a subspace of V . The scalar θ is
called an eigenvalue of A whenever V (θ) 6= 0. In this case, V (θ) is called the eigenspace
of A corresponding to θ. We say that A is diagonalizable whenever V is spanned by the
eigenspaces of A. We say that A is multiplicity-free whenever A is diagonalizable, and each
eigenspace of A has dimension one. Assume that A is multiplicity-free, and let {Vi}di=0
denote an ordering of the eigenspaces of A. Then V =
∑d
i=0 Vi (direct sum). For 0 ≤ i ≤ d
let θi denote the eigenvalue of A corresponding to Vi. For 0 ≤ i ≤ d define Ei ∈ End(V )
such that (Ei − I)Vi = 0 and EiVj = 0 if j 6= i (0 ≤ j ≤ d). Thus Ei is the projection
onto Vi. Observe that (i) Vi = EiV (0 ≤ i ≤ d); (ii) EiEj = δi,jEi (0 ≤ i, j ≤ d); (iii)
I =
∑d
i=0Ei; (iv) A =
∑d
i=0 θiEi. Also
Ei =
∏
0≤j≤d
j 6=i
A− θjI
θi − θj (0 ≤ i ≤ d). (1)
We call Ei the primitive idempotent of A for θi (0 ≤ i ≤ d). Observe that {Ai}di=0 is a basis
for the F-vector space 〈A〉, and ∏di=0(A − θiI) = 0. Also observe that {Ei}di=0 is a basis
for the F-vector space 〈A〉.
Let A,A∗ denote a Leonard pair on V . By [26, Lemma 1.3] each of A, A∗ is multiplicity-
free. Let {Ei}di=0 denote an ordering of the primitive idempotents of A. For 0 ≤ i ≤ d pick
0 6= vi ∈ EiV . Then {vi}di=0 is a basis for V . The ordering {Ei}di=0 is said to be standard
whenever the basis {vi}di=0 satisfies Definition 2.1(ii). A standard ordering of the primitive
idempotents of A∗ is similarly defined.
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Definition 2.8 [26, Definition 1.4] By a Leonard system on V we mean a sequence
Φ = (A; {Ei}di=0;A∗; {E∗i }di=0) (2)
of elements in End(V ) that satisfy the following (i)–(iii):
(i) A,A∗ is a Leonard pair on V ;
(ii) {Ei}di=0 is a standard ordering of the primitive idempotents of A;
(iii) {E∗i }di=0 is a standard ordering of the primitive idempotents of A∗.
For the rest of this section, we fix a Leonard system Φ as in (2).
Lemma 2.9 The antiautomorphism † from Lemma 2.6 fixes each of Ei, E∗i for 0 ≤ i ≤ d.
Proof. By Lemma 2.6. ✷
We recall the notion of isomorphism for Leonard systems. Let V ′ denote a vector space
over F with dimension d + 1, and let Φ′ = (A′; {E′i}di=0;A∗′; {E∗′i }di=0) denote a Leonard
system on V ′. By an isomorphism of Leonard systems from Φ to Φ′ we mean an F-algebra
isomorphism End(V ) → End(V ′) that sends A 7→ A′, A∗ 7→ A∗′ and Ei 7→ E′i, E∗i 7→ E∗′i
for 0 ≤ i ≤ d. The Leonard systems Φ and Φ′ are said to be isomorphic whenever there
exits an isomorphism of Leonard systems from Φ to Φ′. In this case the isomorphism is
unique.
Each of the following is a Leonard system on V :
Φ∗ = (A∗; {E∗i }di=0;A; {Ei}di=0),
Φ↓ = (A; {Ei}di=0;A∗; {E∗d−i}di=0),
Φ⇓ = (A; {Ed−i}di=0;A∗; {E∗i }di=0).
Moreover, for α, β, α∗, β∗ ∈ F with αα∗ 6= 0, the sequence
(αA+ βI; {Ei}di=0;α∗A∗ + β∗I; {E∗i }di=0)
is a Leonard system on V . We call this Leonard system an affine transformation of Φ.
For 0 ≤ i ≤ d let θi (resp. θ∗i ) denote the eigenvalue of A (resp. A∗) corresponding to Ei
(resp. E∗i ). We call {θi}di=0 (resp. {θ∗i }di=0) the eigenvalue sequence (resp. dual eigenvalue
sequence) of Φ. Throughout this paper we often discuss the Leonard system Φ∗ as well as
Φ. The following notational convention will simplify this discussion.
Definition 2.10 Referring to our Leonard system Φ, for any object ω associated with Φ,
let ω∗ denote the corresponding object for Φ∗.
We recall the Φ-standard basis. Pick 0 6= u ∈ E0V . By [28, Lemma 10.2] the vectors
{E∗i u}di=0 form a basis for V , said to be Φ-standard. With respect to this basis the matrix
representing A is irreducible tridiagonal, and the matrix representing A∗ is diagonal with
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(i, i)-entry θ∗i for 0 ≤ i ≤ d. So with respect to the basis {E∗i u}di=0 the matrices representing
A,A∗ are
A :


a0 b0 0
c1 a1 b1
c2 · ·
· · ·
· · bd−1
0 cd ad


, A∗ :


θ∗0 0
θ∗1
θ∗2
·
·
0 θ∗d


, (3)
where {ci}di=1, {ai}di=0, {bi}d−1i=0 are scalars in F such that bi−1ci 6= 0 for 1 ≤ i ≤ d. The
scalars {ci}di=1, {ai}di=0, {bi}d−1i=0 are uniquely determined by Φ, and called the intersection
numbers of Φ. The sum of the vectors in a Φ-standard basis is contained in E0V , and
therefore an eigenvector for A with eigenvalue θ0. Consequently
θ0 = ci + ai + bi (0 ≤ i ≤ d),
where c0 = 0 and bd = 0.
We define some polynomials. Let λ denote an indeterminate, and let F[λ] denote the
F-algebra consisting of the polynomials in λ with all coefficients in F. For 0 ≤ i ≤ d define
the following polynomials in F[λ]:
τi(λ) = (λ− θ0)(λ− θ1) · · · (λ− θi−1),
ηi(λ) = (λ− θd)(λ− θd−1) · · · (λ− θd−i+1).
For a nonzero u ∈ E∗0V , consider the vectors {τi(A)u}di=0. By [28, Section 21] these
vectors form a basis for V . This basis is called a Φ-split basis for V .
Lemma 2.11 [26, Theorem 3.2] There exist scalars {ϕi}di=1 in F such that with respect
to a Φ-split basis for V the matrices representing A and A∗ are
A :


θ0 0
1 θ1
1 θ2
· ·
· ·
0 1 θd


, A∗ :


θ∗0 ϕ1 0
θ∗1 ϕ2
θ∗2 ·
· ·
· ϕd
0 θ∗d


.
The sequence {ϕi}di=1 is uniquely determined by Φ. Moreover ϕi 6= 0 for 1 ≤ i ≤ d.
Referring to Lemma 2.11, the sequence {ϕi}di=1 is called the first split sequence of Φ.
Let {φi}di=1 denote the first split sequence of Φ⇓. We call {φi}di=1 the second split sequence
of Φ. By the parameter array of Φ we mean the sequence
({θi}di=0; {θ∗i }di=0; {ϕi}di=1; {φi}di=1). (4)
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Lemma 2.12 [26, Theorem 1.9] A Leonard system is uniquely determined up to isomor-
phism by its parameter array.
Lemma 2.13 [28, Theorem 23.5] The intersection numbers {ci}di=1, {bi}d−1i=0 of Φ are
determined by the parameter array in the following way:
ci = φi
η∗d−i(θ
∗
i )
η∗d−i+1(θ
∗
i−1)
(1 ≤ i ≤ d), (5)
bi = ϕi+1
τ∗i (θ
∗
i )
τ∗i+1(θ
∗
i+1)
(0 ≤ i ≤ d− 1). (6)
Lemma 2.14 The parameter array of Φ is determined by the eigenvalue sequence, dual
eigenvalue sequence, and the {ci}di=1, {bi}d−1i=0 .
Proof. By Lemma 2.13. ✷
We recall the the self-dual Leonard systems. The Leonard system Φ is said to be self-
dual whenever Φ is isomorphic to Φ∗. In this case, the isomorphism of Leonard systems
from Φ to Φ∗ is called the duality of Φ. We remark that if Φ is self-dual then so is the
Leonard pair A,A∗, and in this case the duality of Φ is the duality of A,A∗.
Lemma 2.15 [23, Lemma 8.6, Proposition 8.7] The Leonard system Φ is self-dual if and
only if θi = θ
∗
i for 0 ≤ i ≤ d. In this case, φi = φd−i+1 for 1 ≤ i ≤ d.
3 The map pi
In this section, we introduce a certain map π : End(V )→ F attached to a Leonard system.
Before defining this map, we briefly recall some basis facts about the trace function tr :
End(V )→ F. We have tr(Y Z) = tr(ZY ) for Y , Z ∈ End(V ).
Lemma 3.1 Let σ denote an automorphism of End(V ). Then tr(Y σ) = tr(Y ) for all
Y ∈ End(V ).
Proof. By Lemma 2.5 there exists an invertible K ∈ End(V ) such that Y σ = KYK−1
for all Y ∈ End(V ). We have tr(KYK−1) = tr(K−1KY ) = tr(Y ). The result follows.
✷
Lemma 3.2 Let τ denote an antiautomorphism of End(V ). Then tr(Y τ ) = tr(Y ) for all
Y ∈ End(V ).
Proof. Without loss we may identify End(V ) with Matd+1(F). The transpose map is an
antiautomorphism of the algebra Matd+1(F). So the composition of τ and the transpose
map is an automorphism of Matd+1(F). The result follows in view of Lemma 3.1 and the
fact that a matrix and its transpose have the same trace. ✷
We now define the map π. Let Φ = (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system
on V with parameter array as in (4).
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Definition 3.3 Define the map
π :
End(V ) −→ F
Y 7−→ tr(Y E0)
Observe that π is F-linear.
Lemma 3.4 For Y ∈ End(V ),
E0Y E0 = π(Y )E0.
Proof. Abbreviate A = End(V ). The primitive idempotent E0 is a basis for the subspace
E0AE0. This subspace contains E0Y E0, so there exists α ∈ F such that E0Y E0 = αE0.
In this equation, take the trace of each side to get tr(E0Y E0) = αtr(E0). We have
tr(E0Y E0) = tr(Y E0) = π(Y ). Also tr(E0) = 1 since E0 is a primitive idempotent.
By these comments, α = π(Y ). The result follows. ✷
Lemma 3.5 For 0 ≤ i ≤ d,
π(Ei) = δi,0. (7)
Proof. We have tr(E0) = 1. For 1 ≤ i ≤ d we have EiE0 = 0. By these comments and
Definition 3.3 we obtain (7). ✷
Lemma 3.6 We have
π(I) = 1, π(A) = θ0.
Proof. We have π(I) = 1 since tr(E0) = 1. In A =
∑d
i=0 θiEi, apply π to each side and
use (7) to get π(A) = θ0. ✷
Lemma 3.7 For Y ∈ 〈A〉 and Z ∈ End(V ),
π(Y Z) = π(ZY ) = π(Y )π(Z).
Proof. Write Y =
∑d
i=0 αiEi. We have
π(Y Z) = tr(Y ZE0) = tr(ZE0Y ) = α0tr(ZE0) = α0π(Z).
Similarly π(ZY ) = α0π(Z). The result follows since α0 = π(Y ) by Lemma 3.5. ✷
Lemma 3.8 The restriction of π to 〈A〉 is an F-algebra homomorphism 〈A〉 → F.
Proof. By Lemma 3.7. ✷
Recall the antiautomorphism † from Lemma 2.6.
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Lemma 3.9 The map π makes the following diagram commute.
End(V ) End(V )
F F
✲
†
❄
pi
❄
pi
✲
id
Proof. Pick any Y ∈ End(V ). Using Lemma 3.2 we argue
π(Y †) = tr(Y †E0) = tr(Y
†E†0) = tr((E0Y )
†) = tr(E0Y ) = tr(Y E0) = π(Y ).
The result follows. ✷
Lemma 3.10 Assume that Φ is self-dual with duality σ. Then the following diagram com-
mutes.
End(V ) End(V )
F F
✲
σ
❄
pi∗
❄
pi
✲
id
Proof. For Z ∈ End(V ) we have tr(Zσ) = tr(Z). For Y ∈ End(V ) we have Y σE0 =
Y σ(E∗0)
σ = (Y E∗0)
σ. By these comments tr(Y σE0) = tr(Y E
∗
0). Thus π(Y
σ) = π∗(Y ). The
result follows. ✷
Lemma 3.11 [28, Lemma 9.4] There exists 0 6= ν ∈ F such that
νE0E
∗
0E0 = E0, νE
∗
0E0E
∗
0 = E
∗
0 . (8)
Note that ν = ν∗. By (8) and Lemma 3.4,
ν−1 = π(E∗0 ). (9)
Lemma 3.12 [28, Theorem 23.8] We have
ν =
ηd(θ0)η
∗
d(θ
∗
0)
φ1φ2 · · ·φd . (10)
Definition 3.13 For 0 ≤ i ≤ d define
ki = νπ(E
∗
i ). (11)
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Lemma 3.14 We have
k0 = 1,
d∑
i=0
ki = ν. (12)
Proof. Use (9) and (11) to get k0 = 1. In
∑d
i=0E
∗
i = I, apply π to each side, and
simplify the result using (11) and Lemma 3.6. This gives the equation on the right in (12).
✷
In Lemma 4.30 the scalars ki are expressed in terms of the parameter array.
Lemma 3.15 For 0 ≤ i ≤ d,
E0E
∗
i E0 = ν
−1kiE0.
Proof. Use Lemma 3.4 (with Y = E∗i ) and (11). ✷
4 The map ρ
Let Φ = (A; {Ei}di=0;A∗; {E∗i }di=0) denote a Leonard system on V . In this section we
introduce a certain map ρ : 〈A〉 → 〈A∗〉. We abbreviate A = End(V ).
Lemma 4.1 The map 〈A〉 → AE∗0 , Y 7→ Y E∗0 is an F-linear bijection.
Proof. The map is clearly F-linear. By [28, Corollary 5.8] the elements {EiE∗0}di=0 form a
basis for AE∗0 . The map Y 7→ Y E∗0 sends the basis {Ei}di=0 for 〈A〉 to the basis {EiE∗0}di=0
for AE∗0 , so it is bijective. ✷
Lemma 4.2 There exists a unique F-linear map ρ : 〈A〉 → 〈A∗〉 such that for Y ∈ 〈A〉,
Y E∗0E0 = Y
ρE0. (13)
Proof. Concerning existence, consider the F-linear map g : 〈A〉 → AE0, Y 7→ Y E∗0E0.
By Lemma 4.1 applied to Φ∗, the map µ : 〈A∗〉 → AE0, Y 7→ Y E0 is an F-linear bijection.
The composition
ρ : 〈A〉 g−−−−→ AE0 µ
−1
−−−−−→ 〈A∗〉
satisfies (13). We have shown that ρ exists. The map ρ is unique by Lemma 4.1. ✷
Recall the scalar ν from (8).
Lemma 4.3 The maps ρ and νρ∗ are inverses. In particular, the maps ρ, ρ∗ are bijective.
Proof. Pick Y ∈ 〈A〉. Using in order (13) for Φ∗, (13), (8) we obtain
(Y ρ)ρ
∗
E∗0 = Y
ρE0E
∗
0 = Y E
∗
0E0E
∗
0 = ν
−1Y E∗0 .
By this and Lemma 4.1 we get (Y ρ)ρ
∗
= ν−1Y . Similarly, for Z ∈ 〈A∗〉 we get (Zρ∗)ρ =
ν−1Z. Thus the maps ρ and νρ∗ are inverses. ✷
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Definition 4.4 For 0 ≤ i ≤ d define
Ai = ν(E
∗
i )
ρ∗ . (14)
Lemma 4.5 For 0 ≤ i ≤ d, ρ sends Ai 7→ E∗i and Ei 7→ ν−1A∗i .
Proof. By Lemma 4.3 and Definition 4.4. ✷
Lemma 4.6 For 0 ≤ i ≤ d,
AiE
∗
0E0 = E
∗
i E0, EiE
∗
0E0 = ν
−1A∗iE0, (15)
A∗iE0E
∗
0 = EiE
∗
0 , E
∗
i E0E
∗
0 = ν
−1AiE
∗
0 . (16)
Proof. To get (15), use Lemmas 4.2, 4.5. Applying (15) to Φ∗ we obtain (16). ✷
Lemma 4.7 Assume that Φ is self-dual with duality σ. Then σ sends Ai ↔ A∗i (0 ≤ i ≤ d).
Proof. By Lemmas 4.2 and 4.6, Ai is the unique element in 〈A〉 such that
AiE
∗
0E0 = E
∗
i E0. (17)
Applying this to Φ∗, we find that for 0 ≤ i ≤ d, A∗i is the unique element in 〈A∗〉 such that
A∗iE0E
∗
0 = EiE
∗
0 . (18)
Apply σ to (17), and compare the result with (18) to find that σ sends Ai 7→ A∗i . Applying
this fact to Φ∗, we find that σ sends A∗i 7→ Ai. ✷
Lemma 4.8 We have A0 = I.
Proof. For the equation on the right in (16), set i = 0 and apply (8) to obtain E∗0 = A0E
∗
0 .
By this and Lemma 4.1 we get A0 = I. ✷
Lemma 4.9 The map ρ sends I 7→ E∗0 and E0 7→ ν−1I.
Proof. Set i = 0 in Lemma 4.5 and use Lemma 4.8. ✷
Lemma 4.10 We have
d∑
i=0
Ai = νE0.
Proof. Apply ρ∗ to each side of the equation
∑d
i=0E
∗
i = I, and evaluate the result using
Lemmas 4.5, 4.9 applied to Φ∗. ✷
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Lemma 4.11 The elements {Ai}di=0 form a basis for the F-vector space 〈A〉.
Proof. By Lemmas 4.3, 4.5, and since {E∗i }di=0 form a basis for the F-vector space 〈A∗〉.
✷
Recall the antiautomorphism † from Lemma 2.6.
Lemma 4.12 The antiautomorphism † fixes each of Ai, A∗i for 0 ≤ i ≤ d.
Proof. By Lemma 2.6 and since Ai ∈ 〈A〉, A∗i ∈ 〈A∗〉 for 0 ≤ i ≤ d. ✷
Lemma 4.13 The map ρ from Lemma 4.2 makes the following diagram commute.
〈A〉 〈A∗〉
〈A〉 〈A∗〉
✲
ρ
❄
†
❄
†
✲
ρ
Proof. By Lemma 2.9. ✷
Recall the F-linear map π from Definition 3.3.
Lemma 4.14 For Y ∈ 〈A〉,
π(Y ρ) = ν−1π(Y ). (19)
Proof. By Definition 3.3, π(Y ρ) = tr(Y ρE0). By Lemma 4.2, Y
ρE0 = Y E
∗
0E0. By
these comments and Definition 3.3, π(Y ρ) = π(Y E∗0). By this and Lemma 3.7, π(Y
ρ) =
π(Y )π(E∗0 ). By (9), π(E
∗
0) = ν
−1. Thus (19) holds. ✷
Lemma 4.15 For 0 ≤ i ≤ d,
AiE0 = kiE0. (20)
Proof. Since Ai ∈ 〈A〉 there exists αi ∈ F such that AiE0 = αiE0. In the first equation of
Lemma 4.6, take the trace of each side and use (9), (11) to obtain αi = ki after a routine
computation. The result follows. ✷
Lemma 4.16 For 0 ≤ i ≤ d,
π(Ai) = ki, π(A
∗
i ) = δi,0. (21)
Proof. In (20), take the trace of each side and use tr(E0) = 1 to get the equation on the
left in (21). Next we obtain the equation on the right in (21). By (14), A∗i = νE
ρ
i . By
Lemma 4.14, π(Eρi ) = ν
−1π(Ei). By these comments, π(A
∗
i ) = π(Ei). By this and Lemma
3.5 we obtain the equation on the right in (21). ✷
Recall from (3) the intersection numbers {ci}di=1, {ai}di=0, {bi}d−1i=0 of Φ.
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Lemma 4.17 Assume that d ≥ 1. Then
AA0 = c1A1 + a0A0, (22)
AAi = ci+1Ai+1 + aiAi + bi−1Ai−1 (1 ≤ i ≤ d− 1), (23)
AAd = adAd + bd−1Ad−1. (24)
Proof. Pick 0 6= u ∈ E0V and consider the Φ-standard basis {E∗i u}di=0 for V . By (3),
AE∗i u = ci+1E
∗
i+1u+ aiE
∗
i u+ bi−1E
∗
i−1u (0 ≤ i ≤ d),
where b−1 = 0, cd+1 = 0 and E
∗
−1 = 0, E
∗
d+1 = 0. By this and since u is basis for E0V ,
AE∗i E0 = ci+1E
∗
i+1E0 + aiE
∗
i E0 + bi−1E
∗
i−1E0 (0 ≤ i ≤ d).
By this and the first equation in Lemma 4.6,
(AAi − ci+1Ai+1 − aiAi − bi−1Ai−1)E∗0E0 = 0 (0 ≤ i ≤ d),
where A−1 = 0, Ad+1 = 0. The map 〈A〉 → AE0, Y 7→ Y E∗0E0 is an F-linear bijection,
since this map is the composition of ρ and the bijection 〈A∗〉 → AE0, Y 7→ Y E0 from
Lemma 4.1. By these comments we obtain the result. ✷
Lemma 4.18 Assume that d ≥ 1. Then A = c1A1 + a0I.
Proof. By Lemma 4.8 and (22). ✷
Lemma 4.19 There exist scalars phij (0 ≤ h, i, j ≤ d) in F such that
AiAj =
d∑
h=0
phijAh (0 ≤ i, j ≤ d). (25)
Proof. By Lemma 4.11. ✷
For notational convenience, define
qhij = (p
h
ij)
∗ (0 ≤ h, i, j ≤ d).
Applying (25) to Φ∗,
A∗iA
∗
j =
d∑
h=0
qhijA
∗
h (0 ≤ i, j ≤ d). (26)
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Lemma 4.20 The following hold:
(i) phij = p
h
ji (0 ≤ h, i, j ≤ d);
(ii)
∑d
r=0 p
t
hrp
r
ij =
∑d
s=0 p
t
sjp
s
hi (0 ≤ h, i, j, t ≤ d).
Proof. (i) Since the algebra 〈A〉 is commutative.
(ii) Expand Ah(AiAj) = (AhAi)Aj in two ways using (25), and compare the coefficients.
✷
Lemma 4.21 We have p0ij = δi,jki for 0 ≤ i, j ≤ d.
Proof. In (25), multiply each side on the left by E0E
∗
0 and on the right by E
∗
0E0.
Simplify the result using the equation on the left in (15) and the equation obtained from
it by applying †. This gives
E0E
∗
i E
∗
jE0 =
d∑
h=0
phijE0E
∗
0E
∗
hE0.
Thus
δi,jE0E
∗
i E0 = p
0
ijE0E
∗
0E0.
In this line, take the trace of each side and use Definition 3.3 along with (9), (11) to get
the result. ✷
Lemma 4.22 For 0 ≤ h, i, j ≤ d,
khp
h
ij = kip
i
hj = kjp
j
hi.
Proof. In view of Lemma 4.20(i), it suffices to show that khp
h
ij = kjp
j
hi. To obtain
this equation, set t = 0 in Lemma 4.20(ii), and evaluate the result using Lemma 4.21.
✷
Lemma 4.23 Assume that d ≥ 1. Then
ci = c1p
i
1,i−1 (1 ≤ i ≤ d),
ai = c1p
i
1i + a0 (0 ≤ i ≤ d),
bi = c1p
i
1,i+1 (0 ≤ i ≤ d− 1).
Proof. Compare Lemma 4.17 and (25) in light of Lemma 4.18. ✷
In view of Lemma 4.17 we consider the following polynomials.
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Definition 4.24 [28, Lemma 13.3] Define polynomials {vi}di=0 in F[λ] such that v0 = 1
and for d ≥ 1,
λv0 = c1v1 + a0,
λvi = ci+1vi+1 + aivi + bi−1vi−1 (1 ≤ i ≤ d− 1).
Lemma 4.25 Referring to Definition 4.24, the following hold for 0 ≤ i ≤ d:
(i) vi has degree i and leading coefficient (c1c2 · · · ci)−1;
(ii) Ai = vi(A);
(iii) Ai =
∑d
j=0 vi(θj)Ej ;
(vi) Ei = ν
−1
∑d
j=0 v
∗
i (θ
∗
j )Aj .
Proof. (i) By Definition 4.24.
(ii) By Lemma 4.17 and Definition 4.24.
(iii) We have AiEj = vi(A)Ej = vi(θj)Ej for 0 ≤ i, j ≤ d. We have Ai = AiI =∑d
j=0AiEj . The result follows.
(iv) Applying (iii) to Φ∗ we obtain A∗i =
∑d
j=0 v
∗
i (θ
∗
j )E
∗
j . In this equation, apply ρ
∗ to
each side. Simplify the result using Lemma 4.5 (applied to Φ∗) to get the result. ✷
The following lemma is from [28, Theorem 12.4]; we give a short proof for the sake of
completeness.
Lemma 4.26 For 0 ≤ i ≤ d,
ki =
b0b1 · · · bi−1
c1c2 . . . ci
. (27)
Proof. We have k0 = 1 by (12). By Lemma 4.22 (with h = 1, j = i−1) and Lemma 4.23,
ciki = bi−1ki−1 (1 ≤ i ≤ d).
The result follows. ✷
Lemma 4.27 We have ki 6= 0 for 0 ≤ i ≤ d.
Proof. By Lemma 4.26. ✷
Lemma 4.28 For 0 ≤ h, i, j ≤ d the scalar phij is zero (resp. nonzero) if one of h, i, j is
greater than (resp. equal to) the sum of the other two.
Proof. By Lemmas 4.22 and 4.27, it suffices to consider the case h ≥ i + j. For this
case the result follows from (25) and the observation that for 0 ≤ r ≤ d the elements
I,A,A2, . . . , Ar and A0, A1, . . . , Ar form a basis for the same vector space. ✷
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Lemma 4.29 We have
ki = vi(θ0) (0 ≤ i ≤ d).
Proof. For the equation in Lemma 4.25(iii), multiply each side by E0 to get AiE0 =
vi(θ0)E0. The result follows from this and Lemma 4.15. ✷
Lemma 4.30 [28, Theorem 23.9] For 0 ≤ i ≤ d,
ki =
ϕ1ϕ2 · · ·ϕi
φ1φ2 · · ·φi
η∗d(θ
∗
0)
τ∗i (θ
∗
i )η
∗
d−i(θ
∗
i )
(0 ≤ i ≤ d). (28)
Proof. By (27) and Lemma 2.13. ✷
The following lemma is from [28, Theorem 16.2]. We give a short proof for the sake of
completeness.
Lemma 4.31 Referring to Definition 4.24,
vi(θj)/ki = v
∗
j (θ
∗
i )/k
∗
j (0 ≤ i, j ≤ d). (29)
Proof. We evaluate E∗0AiA
∗
jE0 in two ways. By the equation on the right in (15),
A∗jE0 = νEjE
∗
0E0. (30)
By Lemma 4.25(iii),
AiEj = vi(θj)Ej . (31)
By Lemma 3.15 (applied to Φ∗),
E∗0EjE
∗
0 = ν
−1k∗jE
∗
0 . (32)
Evaluating E∗0AiA
∗
jE0 using (30)–(32) we obtain
E∗0AiA
∗
jE0 = vi(θj)k
∗
jE
∗
0E0. (33)
Apply this to Φ∗, then interchange i, j and apply † to get
E∗0AiA
∗
jE0 = v
∗
j (θ
∗
i )kiE
∗
0E0. (34)
We have E0E
∗
0 6= 0 by (8). Now comparing (33) and (34) we obtain (29). ✷
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5 Boltzmann pairs and Spin Leonard pairs
The notions of a Boltzmann pair and a spin Leonard pair were introduced by Curtin [7].
In this section we first recall these notions, and then prove a theorem about these topics.
Lemma 5.1 Let A,A∗ denote a Leonard pair on V . For invertible W ∈ 〈A〉 and invertible
W ∗ ∈ 〈A∗〉 the following are equivalent:
WA∗W−1 = (W ∗)−1AW ∗, (35)
W−1A∗W =W ∗A(W ∗)−1, (36)
W ∗WA∗ = AW ∗W, (37)
A∗WW ∗ =WW ∗A. (38)
Proof. By linear algebra (37) is equivalent to (35), and (38) is equivalent to (36). The
equations (37), (38) are equivalent since each is obtained from the other by applying †.
✷
Definition 5.2 [7, Definition1.2] Let A,A∗ denote a Leonard pair on V . By a Boltzmann
pair for A,A∗ we mean an ordered pair W,W ∗ such that
(i) W is an invertible element of 〈A〉;
(ii) W ∗ is an invertible element of 〈A∗〉;
(iii) W , W ∗ satisfy the four equivalent conditions in Lemma 5.1.
The Leonard pair A,A∗ is called a spin Leonard pair whenever there exists a Boltzmann
pair for A,A∗.
For the rest of this section, let A,A∗ denote a spin Leonard pair on V and let W,W ∗
denote a Boltzmann pair for A,A∗.
Lemma 5.3 We have
AW =WA, A∗W ∗ =W ∗A∗.
Proof. Since W ∈ 〈A〉 and W ∗ ∈ 〈A∗〉. ✷
Lemma 5.4 For α, β ∈ F with α 6= 0, consider the Leonard pair αA + βI, αA∗ + βI.
Then W,W ∗ is a Boltzmann pair for this Leonard pair.
Proof. By Definition 5.2. ✷
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Lemma 5.5 [7, Lemma 3.3] The following hold.
(i) For nonzero α,α∗ ∈ F the pair αW,α∗W ∗ is a Boltzmann pair for A,A∗.
(ii) The pair W−1, (W ∗)−1 is a Boltzmann pair for A,A∗.
Proof. (i) By Definition 5.2.
(ii) Compare lines (35) and (36). ✷
Lemma 5.6 The pair W ∗,W is a Boltzmann pair for the Leonard pair A∗, A.
Proof. By Lemma 5.1. ✷
Lemma 5.7 We have
AWW ∗W =WW ∗WA∗, A∗WW ∗W =WW ∗WA, (39)
AW ∗WW ∗ =W ∗WW ∗A∗, A∗W ∗WW ∗ =W ∗WW ∗A. (40)
Proof. By Lemmas 5.1, 5.3. ✷
Lemma 5.8 [7, Lemma 5.1] The following agree up to a nonzero scalar factor in F:
WW ∗W, W ∗WW ∗.
Proof. Set Z = WW ∗W (W ∗)−1W−1(W ∗)−1. By Lemma 5.7, Z commutes with A and
A∗. By this and Lemma 2.4, Z commutes with everything in End(V ). So Z is contained
in the center of End(V ). Thus there exists α ∈ F such that Z = αI. The result follows.
✷
Using W and W ∗ we obtain an action of the modular group PSL2(Z) on End(V ) as a
group of automorphisms. Recall from [1] that PSL2(Z) has a presentation by generators
ψ, σ and relations ψ3 = 1, σ2 = 1. The next result is a variation on [7, Lemma 5.2].
Lemma 5.9 The group PSL2(Z) acts on End(V ) such that ψ sends Y 7→ (WW ∗)−1YWW ∗
and σ sends Y 7→ (WW ∗W )−1YWW ∗W for Y ∈ End(V ).
Proof. The automorphism σ swaps A, A∗ by (39). Therefore A,A∗ is self-dual with
duality σ. Thus σ2 = 1 by Lemma 2.7. By Lemma 5.8, there exists α ∈ F such that
W ∗WW ∗ = αWW ∗W . So
(WW ∗)3 =WW ∗WW ∗WW ∗ = α(WW ∗W )2.
Thus σ2 = ψ3. The result follows. ✷
For the rest of this section, we identify σ with the automorphism of End(V ) from
Lemma 5.9. We record a result from the proof of Lemma 5.9.
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Lemma 5.10 The spin Leonard pair A,A∗ is self-dual with duality σ.
The following definition is motivated by Lemma 5.8.
Definition 5.11 The Boltzmann pair W,W ∗ is said to be balanced whenever
WW ∗W =W ∗WW ∗. (41)
Lemma 5.12 The following (i)–(iii) hold.
(i) There exists a nonzero α ∈ F such that the Boltzmann pair αW,W ∗ is balanced.
(ii) There exists a nonzero α∗ ∈ F such that the Boltzmann pair W,α∗W ∗ is balanced.
(iii) Assume that W,W ∗ is balanced. Then for any nonzero ξ ∈ F, the Boltzmann pair
ξW, ξW ∗ is balanced.
Proof. (i) By Lemma 5.8 there exists a nonzero α ∈ F such that αWW ∗W = W ∗WW ∗.
Thus the pair αW,W ∗ is balanced.
(ii) Similar.
(iii) By Definition 5.11. ✷
For the rest of this section, assume that W,W ∗ is balanced.
Lemma 5.13 The automorphism σ swaps W and W ∗.
Proof. In (41), multiply each side on the left by W to get
WWW ∗W =WW ∗WW ∗.
In this line, multiply each side on the left by (WW ∗W )−1 to find that σ sends W 7→ W ∗.
By this and Lemma 2.7, σ sends W ∗ 7→W . ✷
Let {Ei}di=0 denote a standard ordering of the primitive idempotents of A. Define
E∗i = E
σ
i (0 ≤ i ≤ d). (42)
Observe that the sequence
Φ = (A; {Ei}di=0;A∗; {E∗i }di=0) (43)
is a Leonard system on V .
Lemma 5.14 The Leonard system Φ is self-dual with duality σ.
Proof. By Lemma 5.10, σ swaps A and A∗. By (42) and Lemma 2.7, σ swaps Ei and E
∗
i
for 0 ≤ i ≤ d. The result follows. ✷
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Lemma 5.15 For 0 ≤ i ≤ d,
W ∗WE∗i = EiW
∗W, WW ∗Ei = E
∗
iWW
∗. (44)
Proof. First we obtain the equation on the left in (44). By Lemma 5.9 and (42),
WW ∗WE∗i = EiWW
∗W.
In this line, multiply each side on the left by W−1. Simplify the result using Ei ∈ 〈A〉 and
Lemma 5.3 to get the equation on the left in (44). In this equation, apply † to each side to
get the equation on the right in (44). ✷
Lemma 5.16 There exist nonzero scalars f , {τi}di=0 in F such that τ0 = 1 and
W = f
d∑
i=0
τiEi, W
∗ = f
d∑
i=0
τiE
∗
i . (45)
Proof. First we obtain the equation on the left in (45). By W ∈ 〈A〉 and since {Ei}di=0
is a basis for 〈A〉, there exist scalars {αi}di=0 in F such that W =
∑d
i=0 αiEi. The scalars
{αi}di=0 are nonzero since W is invertible. Define f = α0 and τi = α−10 αi for 0 ≤ i ≤ d.
Then the equation on the left in (45) holds. By construction the scalars f , {τi}di=0 are all
nonzero and τ0 = 1. In the equation on the left in (45), apply σ to each side, and use
Lemma 5.13 and (42) to get the equation on the right in (45). ✷
Note 5.17 The scalars {τi}di=0 do not change under the adjustments of Lemma 5.12(iii),
but f can be adjusted to have any nonzero value.
Lemma 5.18 We have
W−1 = f−1
d∑
i=0
τ−1i Ei, (W
∗)−1 = f−1
d∑
i=0
τ−1i E
∗
i . (46)
Proof. Follows from (45). ✷
Recall the map π from Definition 3.3.
Lemma 5.19 We have
π(W ) = f, π∗(W ∗) = f. (47)
Proof. Apply π to the equation on the left in (45) and use Lemma 3.5 to get the equation
on the left in (47). The equation on the right in (47) is similarly obtained. ✷
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Lemma 5.20 There exists γ ∈ F such that
π(W ∗) = fγ, π∗(W ) = fγ. (48)
Proof. Define γ = f−1π(W ∗). Then the equation on the left in (48) holds. By Lemma
5.13, W σ = W ∗. By Lemma 3.10, π(W σ) = π∗(W ). By these comments we get the
equation on the right in (48). ✷
Note 5.21 The scalar γ does not change under the adjustments of Lemma 5.12(iii).
Lemma 5.22 We have
π(WW ∗) = f2γ, π(W ∗W ) = f2γ, (49)
π∗(WW ∗) = f2γ, π∗(W ∗W ) = f2γ. (50)
Proof. By Lemma 3.7(i), π(WW ∗) = π(W ∗W ) = π(W )π(W ∗). By this and (47), (48),
we obtain (49). The equations (50) are similarly obtained. ✷
Recall the map ρ from Lemma 4.2.
Lemma 5.23 We have
W ρ = f2γ (W ∗)−1, (W ∗)ρ
∗
= f2γ W−1. (51)
Proof. First we obtain the equation on the left in (51). In the equation on the left in
(44) for i = 0, multiply each side on the right by E0 to get
W ∗WE∗0E0 = E0W
∗WE0.
By Lemma 3.4, E0W
∗WE0 = π(W
∗W )E0. By these comments and (49),
W ∗WE∗0E0 = f
2γ E0.
In this line, multiply each side on the left by (W ∗)−1 to get
WE∗0E0 = f
2γ (W ∗)−1E0.
By this and Lemmas 4.1, 4.2 we get the equation on the left in (51). The equation on the
right in (51) is similarly obtained. ✷
Lemma 5.24 We have γ 6= 0.
Proof. We have W ρ 6= 0 since W 6= 0 and ρ is bijective. By this and (51) we get γ 6= 0.
✷
We now give our main result in this section. Recall the elements {Ai}di=0 from (14) and
the scalar ν from (9).
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Theorem 5.25 We have
W = fγ
d∑
i=0
τ−1i Ai, W
−1 = ν−1f−1γ−1
d∑
i=0
τiAi, (52)
W ∗ = fγ
d∑
i=0
τ−1i A
∗
i , (W
∗)−1 = ν−1f−1γ−1
d∑
i=0
τiA
∗
i . (53)
Proof. First we obtain the equation on the left in (52). By (46) and (51),
W ρ = fγ
d∑
i=0
τ−1i E
∗
i .
In this line, apply ρ∗ to each side, and use Lemmas 4.3, 4.5 to get the equation on the left
in (52). Next we obtain the equation on the right in (52). By (51), W−1 = f−2γ−1(W ∗)ρ
∗
.
In the equation on the right in (45), apply ρ∗ to each side and use Lemma 4.5 to get
(W ∗)ρ
∗
= fν−1
∑d
i=0 τiAi. By these comments we get the equation on the right in (52).
The equations (53) are similarly obtained. ✷
We mention a lemma for later use. Recall the scalars {ki}di=0 from (11).
Lemma 5.26 We have
γ = ν−1
d∑
i=0
kiτi. (54)
Proof. In the equation on the right in (45), apply π to each side, and use (11), (48).
✷
Note 5.27 In [7, Theorem 1.13], the spin Leonard pairs are classified. By that classifica-
tion, there are five families of spin Leonard pairs, called type I–V; see [7, Lemmas 1.7–1.11].
For each family, the eigenvalue sequence and the intersection numbers are explicitly given.
In terms of [28, Section 35], type I is of q-Racah type, type II is of Racah type, type III
is of Krawtchouk type, type IV is of Bannai-Ito type with odd diameter, and type V is
of Bannai-Ito type with even diameter. In [7, Theorem 1.18], for each spin Leonard pair
A,A∗ the corresponding Boltzmann pairs are given. We say that two Boltzmann pairs for
A,A∗ are equivalent whenever one is obtained from the other by the adjustments in Lemma
5.5. The Leonard pair A,A∗ has precisely one equivalence class of Boltzmann pairs, unless
A,A∗ has type V and the intersection number ai is independent of i for 0 ≤ i ≤ d. In
this case A,A∗ has precisely two equivalence classes of Boltzmann pairs. For one of the
equivalence classes we have τi = (−1)⌈i/2⌉ for 0 ≤ i ≤ d, and for the other equivalence class,
we have τi = (−1)⌊i/2⌋ for 0 ≤ i ≤ d.
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6 Leonard pairs of q-Racah type
In this section we consider a special case of Leonard pair, said to have q-Racah type [13].
This is the “most general” type of Leonard pair. Throughout this section the following no-
tation is in effect. Fix a nonzero q ∈ F such that q4 6= 1. Let Φ = (A; {Ei}di=0;A∗; {E∗i }di=0)
denote a Leonard system on V with parameter array ({θi}di=0; {θ∗i }di=0; {ϕi}di=1; {φi}di=1).
To avoid trivialities we assume d ≥ 1.
Definition 6.1 [13, Definition 5.1] We say that Φ has q-Racah type whenever there exist
nonzero a, b ∈ F such that
θi = aq
2i−d + a−1qd−2i (0 ≤ i ≤ d), (55)
θ∗i = bq
2i−d + b−1qd−2i (0 ≤ i ≤ d). (56)
In this case the scalars a, b are unique.
Lemma 6.2 [13, Corollary 6.4] Assume that Φ has q-Racah type. Let a, b ∈ F denote
nonzero scalars that satisfy (55), (56). Then there exists a nonzero c ∈ F such that for
1 ≤ i ≤ d,
ϕi = a
−1b−1qd+1(qi − q−i)(qi−d−1 − qd−i+1)(q−i − abcqi−d−1)(q−i − abc−1qi−d−1), (57)
φi = ab
−1qd+1(qi − q−i)(qi−d−1 − qd−i+1)(q−i − a−1bcqi−d−1)(q−i − a−1bc−1qi−d−1). (58)
Moreover, c is unique up to inverse.
Definition 6.3 Assume that Φ has q-Racah type. Let a, b ∈ F denote nonzero scalars
that satisfy (55), (56), and let c ∈ F denote a nonzero scalar that satisfies (57), (58). We
call the sequence (a, b, c, d) a Huang data of Φ.
Note 6.4 Assume that Φ has q-Racah type with Huang data (a, b, c, d). Then (a, b, c−1, d)
is a Huang data for Φ, and Φ has no further Huang data.
For the rest of this section, assume that Φ has q-Racah type with Huang data (a, b, c, d).
Lemma 6.5 [13, Definition 7.1] The following (i)–(iii) hold:
(i) q2i 6= 1 for 1 ≤ i ≤ d;
(ii) Neither of a2, b2 is among q2d−2, q2d−4, . . . , q2−2d;
(iii) None of abc, a−1bc, ab−1c, abc−1 is among qd−1, qd−3, . . . , q1−d.
Lemma 6.6 The Leonard system
(−A; {Ei}di=0;−A∗; {E∗i }di=0) (59)
has q-Racah type with Huang data (−a,−b, c, d).
Proof. Use Definitions 6.1, 6.3. ✷
Recall the intersection numbers {bi}d−1i=0 , {ci}di=1 of Φ from (3).
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Lemma 6.7 We have
bi =
(qi−d − qd−i)(bqi−d − b−1qd−i)(abqi − cqd−i−1)(abqi − c−1qd−i−1)
abqd−1(bq2i−d − b−1qd−2i)(bq2i−d+1 − b−1qd−2i−1) ,
ci =
(qi − q−i)(bqi − b−1q−i)(bqi − acqd−i+1)(bqi − ac−1qd−i+1)
abqd+1(bq2i−d − b−1qd−2i)(bq2i−d−1 − b−1qd−2i+1)
for 1 ≤ i ≤ d− 1, and
b0 =
(q−d − qd)(ab− cqd−1)(ab− c−1qd−1)
abqd−1(bq1−d − b−1qd−1) ,
cd =
(qd − q−d)(ac− bqd−1)(ac−1 − bqd−1)
abqd−1(bqd−1 − b−1q1−d) .
Proof. Evaluate (5), (6) using (55)–(58). ✷
We recall some notation. For α ∈ F,
(α; q)n = (1− α)(1 − αq) · · · (1− αqn−1) n = 0, 1, 2, . . .
We interpret (α; q)0 = 1. Recall the scalar ν be from (8).
Lemma 6.8 We have
ν =
adbdcdqd(1−d)(a−2; q2)d(b
−2; q2)d
(ab−1cq1−d; q2)d(a−1bcq1−d; q2)d
.
Proof. Evaluate (10) using (55)–(58). ✷
Recall the scalars {ki}di=0 from (11).
Lemma 6.9 We have k0 = 1, and
ki =
q2id(1− b2q4i−2d) (b2q2−2d; q2)i (q−2d; q2)i (abcq1−d; q2)i (abc−1q1−d; q2)i
a2i(1− b2q2i−2d) (b2q2; q2)i (q2; q2)i (a−1bcq1−d; q2)i (a−1bc−1q1−d; q2)i
for 1 ≤ i ≤ d− 1, and
kd =
q2d
2
(b2q2−2d; q2)d (q
−2d; q2)d (abcq
1−d; q2)d (abc
−1q1−d; q2)d
a2d(b2; q2)d (q2; q2)d (a−1bcq1−d; q2)d (a−1bc−1q1−d; q2)d
.
Proof. Evaluate (28) using (55)–(58). ✷
We now turn our attention to the self-dual case.
Lemma 6.10 The Leonard system Φ is self-dual if and only if a = b.
Proof. By Lemma 2.15 and Definition 6.1. ✷
We now turn our attention to the spin case.
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Lemma 6.11 [7, Theorem 1.13] The following hold.
(i) Assume d ≥ 3, and A,A∗ is a spin Leonard pair. Then b = a and c ∈ {a, a−1,−a,−a−1}.
(ii) Assume that b = a and c ∈ {a, a−1,−a,−a−1}. Then A,A∗ is a spin Leonard pair.
Note 6.12 We have a comment about Lemma 6.11. Assume that b = a and c ∈ {−a,−a−1}.
By Note 6.4 we may assume that c = −a. Replacing Φ by (59) we may assume that c = a.
In view of Note 6.12 we focus on the case a = b = c.
Lemma 6.13 Assume that a = b = c. Then
b0 =
(q−d − qd)(a3 − qd−1)
a(a+ qd−1)
,
bi =
(qi−d − qd−i)(aqi−d − a−1qd−i)(a3 − qd−2i−1)
a(aq2i−d − a−1qd−2i)(a+ qd−2i−1) (1 ≤ i ≤ d− 1),
ci =
a(qi − q−i)(aqi − a−1q−i)(a−1 − qd−2i+1)
(aq2i−d − a−1qd−2i)(a+ qd−2i+1) (1 ≤ i ≤ d− 1),
cd =
(q−d − qd)(a− qd−1)
qd−1(a+ q1−d)
.
Proof. Set a = b = c in Lemma 6.7. ✷
Lemma 6.14 Assume that a = b = c. Then
ν =
a3d(a−2; q2)2d
qd(d−1)(aq1−d; q2)2d
. (60)
Proof. Set a = b = c in Lemma 6.8. ✷
Lemma 6.15 Assume that a = b = c. Then k0 = 1, and
ki =
q2id(1− a2q4i−2d) (a2q2−2d; q2)i (q−2d; q2)i (a3q1−d; q2)i
a2i(1− a2q2i−2d) (a2q2; q2)i (q2; q2)i (a−1q1−d; q2)i
for 1 ≤ i ≤ d− 1, and
kd =
q2d
2
(a2q2−2d; q2)d (q
−2d; q2)d (a
3q1−d; q2)d
a2d(a2; q2)d (q2; q2)d (a−1q1−d; q2)d
.
Proof. Set a = b = c in Lemma 6.9. ✷
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Lemma 6.16 [7, Theorem 1.18] Assume that a = b = c. Let f , {τi}di=0 denote nonzero
scalars in F such that τ0 = 1. Define
W = f
d∑
i=0
τiEi, W
∗ = f
d∑
i=0
τiE
∗
i . (61)
(i) Assume that W,W ∗ is a Boltzmann pair for A,A∗. Then one of the following holds
provided that d ≥ 3:
τi = (−1)ia−iqi(d−i) (0 ≤ i ≤ d), (62)
τ−1i = (−1)ia−iqi(d−i) (0 ≤ i ≤ d). (63)
(ii) Assume that one of (62), (63) holds. Then W,W ∗ is a balanced Boltzmann pair for
A,A∗.
Note 6.17 Referring to Lemma 6.16, if (63) holds then (62) holds for the Boltzmann pair
W−1, (W ∗)−1. For this reason we will focus on (62).
Lemma 6.18 Assume that b = a and define {τi}di=0 by (62). Let 0 6= f ∈ F and define
W , W ∗ as in (61). Assume that W,W ∗ is a Boltzmann pair for A,A∗. Then c ∈ {a, a−1}.
Proof. First assume that d ≥ 3. By way of contradiction assume that c 6∈ {a, a−1}. By
Lemma 6.11(i) we have c ∈ {−a,−a−1} and Char(F) 6= 2. By Note 6.4 we may assume
that c = −a. Thus Φ has Huang data (a, a,−a, d). By Lemma 6.6 the Leonard system
(59) has Huang data (−a,−a,−a, d). By Definition 5.11 and Lemma 5.4 the pair W,W ∗ is
a Boltzmann pair for −A,−A∗. Applying Lemma 6.16(i) to the Leonard system (59), one
of the following holds:
τi = (−1)i(−a)−iqi(d−i) (0 ≤ i ≤ d),
τ−1i = (−1)i(−a)−iqi(d−i) (0 ≤ i ≤ d).
In either case, comparing the values of τ1, τ3 with (62) we get a contradiction by Char(F) 6=
2 and Lemma 6.5. We have shown the assertion for the case d ≥ 3. Next assume that d ≤ 2.
Consider the matrices that represent the elements A, A∗, {Ei}di=0, {E∗i }di=0, W , W ∗ with
respect to the Φ-split basis for V . We represent these matrices in terms of a, c, q using (55)–
(58). The matrices representing A,A∗ are as in Lemma 2.11. The matrices representing
{Ei}di=0, {E∗i }di=0 can be obtained using (1). The matrices representingW,W ∗ are obtained
by (61). Now compute each side of (37) in matrix form, and compare the (d, 0)-entries to
get (a− c)(ac − 1) = 0. Thus c ∈ {a, a−1}. ✷
The following lemma is a reformulation of a special case of [11, 2.22].
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Lemma 6.19 Let α, β denote commuting indeterminates. Then
d∑
i=0
(1− αq−4i) (α−1q2; q2)i (β−1; q2)i (q−2d; q2)i qi(2d−i+3)(−β)i
(1− αq−2i) (q2, q2)i (βq2/α; q2)i (q2d+2/α; q2)i =
(αq−2d, q2)d
(αq−2d/β, q2)d
. (64)
Proof. Using
(x; q2)i = (x
−1; q−2)i(−x)iqi(i−1).
one routinely checks that the left-hand side of (64) is equal to
d∑
i=0
(αq−2; q−2)i (1− αq−4i) (β; q−2)i (q2d; q−2)i
(q−2; q−2)i (1− αq−2i) (αq−2/β; q−2)i (αq−2d−2; q−2)i
(
−αq
−2d−2
β
)i
qi(1−i).
By this and [11, 2.22], the left-hand side of (64) is equal to
(αq−2; q−2)d
(αq−2/β; q−2)d
.
One checks that
(αq−2; q−2)d = (αq
−2d; q2)d, (αq
−2/β; q−2)d = (αq
−2d/β; q2)d.
The result follows. ✷
Lemma 6.20 Referring to Lemma 6.16, assume that the {τi}di=0 satisfy (62). Then
d∑
i=0
kiτi =
(a−2; q2)d
(aq1−d; q2)d
. (65)
Moreover the scalar γ from Lemma 5.20 satisfies
γ =
qd(d−1)(aq1−d; q2)d
a3d(a−2; q2)d
. (66)
Proof. We first show (65). Using the data in Lemma 6.15 we find that the left-hand side
of (65) is equal to the sum
1 +
d−1∑
i=1
(1− α−1q4i) (α−1q2; q2)i (β−1; q2)i (q−2d; q2)i (−β)i qi(2d−i+1)
(1− α−1q2i) (q2, q2)i (βq2/α; q2)i (q2d+2/α; q2)i
+
(α−1q2; q2)d (β
−1; q2)d (q
−2d; q2)d (−β)d qd(d+1)
(q2; q2)d (βq2/α; q2)d (q2d/α; q2)d
,
(67)
where α = a−2q2d, β = a−3qd−1. One routinely checks that the sum (67) is equal to the the
left-hand side of (64). Thus (65) holds by Lemma 6.19. To get (66), evaluate (54) using
(60), (65). ✷
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7 Type II matrices and spin models
We now turn our attention to type II matrices and spin models. For the rest of this paper,
fix a finite nonempty set X. Let MatX(C) denote the C-algebra consisting of the matrices
that have all entries in C and whose rows and columns are indexed by X. For R ∈MatX(C)
and x, y ∈ X the (x, y)-entry of R is denoted by R(x, y). Let I (resp. J) denote the identity
matrix (resp. all 1’s matrix) in MatX(C). For R,S ∈ MatX(C) let R ◦ S denote their
Hadamard (entry-wise) product. Let V denote the vector space over C consisting of the
column vectors whose entries are indexed by X. Note that dimV = |X|. The algebra
MatX(C) acts on V by left multiplication. For y ∈ X define ŷ ∈ V that has y-entry 1 and
all other entries 0. Note that {ŷ}y∈X form a basis for V. For a real number α > 0 let α1/2
denote the positive square root of α.
Definition 7.1 [17, Definition 2.1] A matrix W ∈ MatX(C) is said to be type II whenever
W is symmetric with all entries nonzero and∑
y∈X
W(a, y)
W(b, y)
= |X|δa,b (a, b ∈ X). (68)
For a symmetric W ∈ MatX(C) with all entries nonzero, define W− ∈MatX(C) by
W−(y, z) = (W(y, z))−1 (y, z ∈ X). (69)
Referring to the equation (68), for a, b ∈ X the left-hand side is equal to the (a, b)-entry of
WW−.
Lemma 7.2 Assume W ∈ MatX(C) is symmetric with all entries nonzero. Then the
following (i)–(iii) are equivalent:
(i) W is type II;
(ii) WW− = |X| I;
(iii) WW− = αI for some α ∈ C.
Proof. (i) ⇒ (ii) By (68) and (69).
(ii) ⇒ (iii) Clear.
(iii) ⇒ (i) By the comment below (69). ✷
Note 7.3 Assume W ∈ MatX(C) is type II. Then αW is type II for 0 6= α ∈ C. Moreover,
W−1 and W− are type II.
Definition 7.4 [21, Section 1] Assume W ∈ MatX(C) is type II. For b, c ∈ X define
ub,c ∈ V by
ub,c =
∑
y∈X
W(b, y)
W(c, y)
ŷ. (70)
Define
N(W) = {B ∈ MatX(C) |B is symmetric, Bub,c ∈ Cub,c for all b, c ∈ X}.
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Lemma 7.5 [21, Theorem 6] Assume W ∈ MatX(C) is type II. Then N(W) is a commu-
tative subalgebra of MatX(C) that contains J and is closed under the Hadamard product.
We have a comment.
Lemma 7.6 Assume W ∈ MatX(C) is type II. Then N(αW) = N(W) for 0 6= α ∈ C.
Moreover each of N(W−), N(W−1) is equal to N(W).
Proof. Clearly N(αW) = N(W). For b, c ∈ X define u−b,c ∈ V by
u−b,c =
∑
y∈X
W−(b, y)
W−(c, y)
ŷ.
Using (69), (70) we obtain
u−b,c =
∑
y∈X
W(c, y)
W(b, y)
ŷ = uc,b.
By this and Definition 7.4 we find N(W−) = N(W). We have W− = |X|W−1 by Lemma
7.2, so N(W−1) = N(W−). The result follows. ✷
Definition 7.7 [17, Definition 2.1] A matrix W ∈MatX(C) is called a spin model when-
ever W is type II and
∑
y∈X
W(a, y)W(b, y)
W(c, y)
= |X|1/2 W(a, b)
W(a, c)W(b, c)
(a, b, c ∈ X). (71)
Note 7.8 The equation (71) is often called the type III condition.
Note 7.9 [17, Section 2] (see also [18, Proposition 2.1]). Assume W ∈ MatX(C) is a spin
model. Then −W is a spin model. Moreover W− is a spin model.
Lemma 7.10 [21, Lemma 8] Assume W ∈ MatX(C) is a spin model. Then W ∈ N(W).
8 Hadamard matrices and spin models
In this section we consider a certain class of type II matrices and spin models.
Definition 8.1 A matrix H ∈ MatX(C) is called Hadamard whenever every entry is ±1
and HHt = |X| I.
Example 8.2 The matrix
H =


1 −1 −1 −1
−1 1 −1 −1
−1 −1 1 −1
−1 −1 −1 1


is Hadamard.
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Lemma 8.3 A symmetric Hadamard matrix is type II.
Proof. By Definitions 7.1 and 8.1. ✷
Lemma 8.4 For W ∈ MatX(C) and 0 6= α ∈ C the following are equivalent:
(i) W is type II with all entries ±α;
(ii) there exists a symmetric Hadamard matrix H such that W = αH.
Proof. (i) ⇒ (ii) Assume that W is type II with all entries ±α. Define H = α−1W. Then
the entries of H are ±1. Moreover, by Note 7.3, H is type II. Applying Lemma 7.2 to H
and using H− = H, we obtain H2 = |X|I. The matrix H is symmetric since it is type II. By
these comments H is a symmetric Hadamard matrix.
(ii)⇒ (i) Assume that there exists a symmetric Hadamard matrix H such thatW = αH.
Then W is symmetric and satisfies (68). So W is type II. Clearly the entries of W are ±α.
✷
Definition 8.5 A type II matrix W ∈ MatX(C) is said to have Hadamard type whenever
there exists a symmetric Hadamard matrix H and 0 6= α ∈ C such that W = αH.
We have an example of a spin model having Hadamard type.
Example 8.6 Let the matrix H be from Example 8.2. Then the matrix W =
√−1H is a
spin model of Hadamard type.
Note 8.7 Spin models of Hadamard type sometimes cause technical problems, so occa-
sionally we will assume that a spin model under discussion does not have Hadamard type.
9 Distance-regular graphs
We now turn our attention to distance-regular graphs [3,4,10]. Let Γ denote an undirected,
connected graph, without loops or multiple edges, with vertex set X. For x, y ∈ X let
∂(x, y) denote the path-length distance between x and y. By the diameter of Γ we mean
D = max{∂(x, y) |x, y ∈ X}. To avoid trivialities, we always assume D ≥ 1. For x ∈ X
define
Γi(x) = {y ∈ X | ∂(x, y) = i} (0 ≤ i ≤ D).
The graph Γ is said to be regular whenever k = |Γ1(x)| is independent of x ∈ X. In this
case, k is called the valency of Γ. The graph Γ is said to be distance-regular whenever for
0 ≤ h, i, j ≤ D and vertices x, y ∈ X at distance ∂(x, y) = h, the number
phij = |Γi(x) ∩ Γj(y)|
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is independent of x, y. The integers phij are called the intersection numbers of Γ.
For the rest of this section, assume that Γ is distance-regular. Define
ki = p
0
ii (0 ≤ i ≤ D). (72)
We have |Γi(x)| = ki for x ∈ X and 0 ≤ i ≤ D. Observe that k0 = 1, and that Γ is regular
with valency k = k1. Moreover
D∑
i=0
ki = |X|.
For 0 ≤ h, i, j ≤ D the scalar phij is zero (resp. nonzero) if one of h, i, j is greater than (resp.
equal to) the sum of the other two. Define
ci = p
i
1,i−1 (1 ≤ i ≤ D), (73)
ai = p
i
1i (0 ≤ i ≤ D), (74)
bi = p
i
1,i+1 (0 ≤ i ≤ D − 1). (75)
For notational convenience define c0 = 0 and bD = 0. We have cibi−1 6= 0 for 1 ≤ i ≤ D.
Moreover
a0 = 0, b0 = k, c1 = 1, ci + ai + bi = k (0 ≤ i ≤ D). (76)
By [4, Chapter 4, (1c)],
ki =
b0b1 · · · bi−1
c1c2 · · · ci (0 ≤ i ≤ D).
For 0 ≤ i ≤ D define Ai ∈ MatX(C) that has (x, y)-entry 1 if ∂(x, y) = i and 0
if ∂(x, y) 6= i (x, y ∈ X). Note that Ai is symmetric. The matrix Ai is called the ith
distance-matrix of Γ. Note that A0 = I, and A1 is the adjacency matrix of Γ. Observe that
Ai ◦ Aj = δi,jAi (0 ≤ i, j ≤ D),
D∑
i=0
Ai = J, (77)
AiAj =
D∑
h=0
phijAh (0 ≤ i, j ≤ D). (78)
By the equation on the left in (77) the matrices {Ai}Di=0 are linearly independent. Let M
denote the subspace of MatX(C) with basis {Ai}Di=0. We have phij = phji for 0 ≤ h, i, j ≤ D.
By this and (78), M is a commutative subalgebra of MatX(C). By (77), M is closed under
◦ and contains J. We call M the Bose-Mesner algebra of Γ.
By [4, Theorem 2.6.1(ii)] there exists a basis {Ei}Di=0 for the C-vector space M such that
E0 = |X|−1J, EiEj = δi,jEi (0 ≤ i, j ≤ D),
D∑
i=0
Ei = I. (79)
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We have
V =
D∑
i=0
EiV (direct sum). (80)
In the above sum, the summands are the common eigenspaces for M. For 0 ≤ i ≤ D
the matrix Ei is the projection onto the eigenspace EiV. We call {Ei}Di=0 the primitive
idempotents of Γ. We call E0 the trivial primitive idempotent. The primitive idempotents
are unique up to ordering of the nontrivial primitive idempotents.
Since M is closed under ◦, there exist qhij ∈ C (0 ≤ h, i, j ≤ D) such that
Ei ◦ Ej = |X|−1
D∑
h=0
qhijEh (0 ≤ i, j ≤ D). (81)
The scalars qhij are called the Krein parameters of Γ [3]. By [3, Theorem 3.8] each Krein
parameter is real and nonnegative. Define
mi = q
0
ii (0 ≤ i ≤ D). (82)
We have m0 = 1. By [3, Proposition 3.7], mi = rank(Ei) (0 ≤ i ≤ D). So by (80),
D∑
i=0
mi = |X|.
Since each of {Ai}Di=0 and {Ei}Di=0 is a basis for M, there exist matrices P , Q ∈
MatD+1(C) such that
Aj =
D∑
i=0
PijEi, Ej = |X|−1
D∑
i=0
QijAi (0 ≤ j ≤ D). (83)
Using (83) we find PQ = |X|I. Using A0 = I and E0 = |X|−1J we obtain
Pi0 = 1, Qi0 = 1 (0 ≤ i ≤ D).
By [4, Lemma 2.2.1(ii)],
kj = P0j , mj = Q0j (0 ≤ j ≤ D). (84)
Define
θi = Pi1, θ
∗
i = Qi1 (0 ≤ i ≤ D). (85)
By the equation on the left in (83) with j = 1,
A1 =
D∑
i=0
θiEi.
So θi is the eigenvalue of A1 corresponding to Ei (0 ≤ i ≤ D). We call {θi}Di=0 (resp.
{θ∗i }Di=0) the eigenvalue sequence (resp. dual eigenvalue sequence) of Γ with respect to the
ordering {Ei}Di=0.
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Definition 9.1 Define polynomials {vi}Di=0 in C[λ] such that v0 = 1 and
λvi = ci+1vi+1 + aivi + bi−1vi−1 (1 ≤ i ≤ D − 1).
Lemma 9.2 [25, Lemma 3.8] The following (i)–(iv) hold.
(i) For 0 ≤ i ≤ D the polynomial vi has degree i and leading coefficient (c1c2 · · · ci)−1.
(ii) For 0 ≤ i ≤ D, Ai = vi(A1).
(iii) The algebra M is generated by A1.
(iv) The scalars {θi}Di=0 are mutually distinct.
Lemma 9.3 For the polynomials {vi}Di=0 from Definition 9.1,
Pij = vj(θi) (0 ≤ i, j ≤ D).
Proof. In the equation on the left in (83), multiply each side on the right Ei to get
AjEi = PijEi. By Lemma 9.2(ii), AjEi = vj(A1)Ei. Using A1Ei = θiEi one finds that
vj(A1)Ei = vj(θi)Ei. By these comments we obtain Pij = vj(θi). ✷
We recall the dual Bose-Mesner algebra. For the rest of this section, fix x ∈ X. For
0 ≤ i ≤ D let E∗i = E∗i (x) denote the diagonal matrix in MatX(C) that has (y, y)-entry 1 if
∂(x, y) = i and 0 if ∂(x, y) 6= i (y ∈ X). By construction,
E∗iE
∗
j = δi,jE
∗
i (0 ≤ i, j ≤ D),
D∑
i=0
E∗i = I.
Consequently {E∗i }Di=0 form a basis for a commutative subalgebra M∗ = M∗(x) of MatX(C).
We call M∗ the dual Bose-Mesner algebra of Γ with respect to x. We call {E∗i }Di=0 the dual
primitive idempotents of Γ with respect to x. For 0 ≤ i ≤ D we have
E∗iV = Span{ŷ | y ∈ Γi(x)}
and ki = rank(E
∗
i ). Moreover
V =
D∑
i=0
E∗iV (direct sum).
In the above sum, the summands are the common eigenspaces for M∗. For 0 ≤ i ≤ D the
matrix E∗i is the projection onto the eigenspace E
∗
iV. For 0 ≤ i ≤ D let A∗i = A∗i (x) denote
the diagonal matrix in MatX(C) whose (y, y)-entry is the (x, y)-entry of |X|Ei (y ∈ X). By
(79) and (81),
A∗iA
∗
j =
D∑
h=0
qhijA
∗
h (0 ≤ i, j ≤ D), (86)
A∗0 = I,
D∑
i=0
A∗i = |X|E∗0.
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By (83) we find that for 0 ≤ j ≤ D,
E∗j = |X|−1
D∑
i=0
PijA
∗
i , A
∗
j =
D∑
i=0
QijE
∗
i . (87)
By (87) the matrices {A∗i }Di=0 form a basis for the C-vector space M∗. We call {A∗i }Di=0 the
dual distance-matrices of Γ with respect to x. We call A∗1 the dual adjacency matrix of Γ
with respect to x. By the equation on the right in (87) with j = 1,
A∗1 =
D∑
i=0
θ∗i E
∗
i .
So θ∗i is the eigenvalue of A
∗
1 corresponding to E
∗
i (0 ≤ i ≤ D).
The algebras M and M∗ are related as follows. By [25, Lemma 3.2],
E∗iAhE
∗
j = 0 if and only if p
h
ij = 0 (0 ≤ h, i, j ≤ D),
EiA
∗
hEj = 0 if and only if q
h
ij = 0 (0 ≤ h, i, j ≤ D).
Lemma 9.4 For 0 ≤ i ≤ D,
AiE
∗
0E0 = E
∗
iE0, EiE
∗
0E0 = |X|−1A∗iE0, (88)
A∗iE0E
∗
0 = EiE
∗
0, E
∗
iE0E
∗
0 = |X|−1AiE∗0. (89)
Proof. For y, z ∈ X, compare the (y, z)-entry of each side using the definition of A∗i and
E∗i . ✷
Lemma 9.5 We have
|X|E0E∗0E0 = E0, |X|E∗0E0E∗0 = E∗0.
Proof. For the equation on the right in (88), (89) set i = 0 and use A0 = I, A
∗
0 = I.
✷
Let T = T(x) denote the subalgebra of MatX(C) generated by M and M
∗. We call T
the Terwilliger algebra of Γ with respect to x [25].
By a T-module we mean a subspace of V that is invariant under the action of T. The
T-module V is said to be standard. A T-module U is said to be irreducible whenever U 6= 0
and there is no T-submodule of U other than 0, U .
Lemma 9.6 [25, Lemma 3.4] The following hold.
(i) The standard T-module V is a direct sum of irreducible T-modules.
(ii) Each irreducible T-module U is a direct sum of the nonzero subspaces among E0U,E1U ,
. . . ,EDU , and a direct sum of the nonzero subspaces among E
∗
0U,E
∗
1U, . . . ,E
∗
DU .
Let U denote an irreducible T-module. We say that U is thin (resp. dual thin) whenever
dimE∗iU ≤ 1 (resp. dimEiU ≤ 1) for 0 ≤ i ≤ D. Define the diameter d = d(U) and dual
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diameter d∗ = d∗(U) by
d = |{i | 0 ≤ i ≤ D, E∗iU 6= 0}| − 1, d∗ = |{i | 0 ≤ i ≤ D, EiU 6= 0}| − 1.
If U is thin (resp. dual thin) then the dimension of U is d+ 1 (resp. d∗ + 1). If U is both
thin and dual thin, then d = d∗.
We recall the primary T-module [25, Lemma 3.6]. Define
1 =
∑
y∈X
ŷ.
Observe that the entries of 1 are all 1.
Lemma 9.7 [25, Lemma 3.6] For 0 ≤ i ≤ D,
Aix̂ = E
∗
i 1, A
∗
i1 = |X|Eix̂.
Moreover, Mx̂ = M∗1 is a thin, dual-thin, irreducible T-module of diameter D.
Definition 9.8 The T-module in Lemma 9.7 is called primary. Let U denote the primary
T-module.
Lemma 9.9 The following hold:
(i) the map M→ U, B 7→ Bx̂ is a C-linear bijection;
(ii) the map M∗ → U, B 7→ B1 is a C-linear bijection.
Proof. (i) The map is C-linear by construction, and surjective by Lemma 9.7. It is a
bijection since M, U have the same dimension.
(ii) The map is C-linear by construction, and surjective by Lemma 9.7. It is a bijection
since M∗, U have the same dimension. ✷
Corollary 9.10 The following hold.
(i) Let B ∈ M such that BU = 0. Then B = 0.
(ii) Let B ∈ M∗ such that BU = 0. Then B = 0.
Proof. (i) We have Bx̂ = 0 since x̂ ∈ U, so B = 0 in view of Lemma 9.9(i).
(ii) We have B1 = 0 since 1 ∈ U, so B = 0 in view of Lemma 9.9(ii). ✷
Next we discuss general irreducible T-modules. For an irreducible T-module U , define
the endpoint r = r(U) by
r = min{i | 0 ≤ i ≤ D, E∗iU 6= 0}.
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Lemma 9.11 [25, Lemma 3.9] Let U denote an irreducible T-module with endpoint r and
diameter d. Then the following hold.
(i) We have E∗iU 6= 0 if and only if r ≤ i ≤ r + d (0 ≤ i ≤ D).
(ii) If U is thin then U is dual thin.
Next we recall the Q-polynomial property. The ordering {Ei}Di=0 is said to be Q-
polynomial whenever qhij is zero (resp. nonzero) if one of h, i, j is greater than (resp. equal
to) the sum of the other two (0 ≤ h, i, j ≤ D). The graph Γ is said to be Q-polynomial
with respect to {Ei}Di=0 whenever the ordering {Ei}Di=0 is Q-polynomial. For the rest of this
section, assume that Γ is Q-polynomial with respect to {Ei}Di=0. Define
c∗i = q
i
1,i−1 (1 ≤ i ≤ D), (90)
a∗i = q
i
1i (0 ≤ i ≤ D), (91)
b∗i = q
i
1,i+1 (0 ≤ i ≤ D − 1). (92)
For notational convenience define c∗0 = 0 and b
∗
D = 0. We have c
∗
i b
∗
i−1 6= 0 for 1 ≤ i ≤ D.
Abbreviate m = m1. By [3, Proposition 3.7],
a∗0 = 0, b
∗
0 = m, c
∗
1 = 1, c
∗
i + a
∗
i + b
∗
i = m (0 ≤ i ≤ D). (93)
By [4, Lemma 2.3.1(iv)],
mi =
b∗0b
∗
1 · · · b∗i−1
c∗1c
∗
2 · · · c∗i
(0 ≤ i ≤ D).
Definition 9.12 Define polynomials {v∗i }Di=0 in C[λ] such that v∗0 = 1 and
λv∗i = c
∗
i+1v
∗
i+1 + a
∗
i v
∗
i + b
∗
i−1v
∗
i−1 (1 ≤ i ≤ D − 1).
Lemma 9.13 [25, Lemma 3.11] The following (i)–(iv) hold.
(i) For 0 ≤ i ≤ D the polynomial v∗i has degree i and leading coefficient (c∗1c∗2 · · · c∗i )−1.
(ii) For 0 ≤ i ≤ D, A∗i = v∗i (A∗1).
(iii) The algebra M∗ is generated by A∗1.
(iv) The scalars {θ∗i }Di=0 are mutually distinct.
Lemma 9.14 For the polynomials {v∗i }Di=0 from Definition 9.12,
Qij = v
∗
j (θ
∗
i ) (0 ≤ i, j ≤ D).
Proof. Similar to the proof of Lemma 9.3. ✷
Let U denote an irreducible T-module. Define the dual endpoint s = s(U) by
s = min{i | 0 ≤ i ≤ D, EiU 6= 0}.
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Lemma 9.15 [25, Lemma 3.9] Let U denote an irreducible T -module with dual endpoint
s and dual diameter d∗. Then the following hold.
(i) We have EiU 6= 0 if and only if s ≤ i ≤ s+ d∗ (0 ≤ i ≤ D).
(ii) If U is dual thin then U is thin.
Lemma 9.16 [25, Lemmas 3.9, 3.12] Let U denote a thin irreducible T-module with
endpoint r, dual endpoint s, and diameter d. Then the sequence
(A1; {Es+i}di=0;A∗1; {E∗r+i}di=0) (94)
acts on U as a Leonard system, with eigenvalue sequence {θs+i}di=0 and dual eigenvalue
sequence {θ∗r+i}di=0.
Consider the Leonard system (94) on U . Any object ω associated with this Leonard
system will be denoted by ω(U).
Recall the primary T-module U. By Lemma 9.16 the sequence
(A1; {Ei}Di=0;A∗1; {E∗i }Di=0) (95)
acts on U as a Leonard system, with eigenvalue sequence {θi}Di=0 and dual eigenvalue
sequence {θ∗i }Di=0.
Lemma 9.17 We have
ν(U) = |X|.
Proof. By Lemma 3.11, ν(U)E0E
∗
0E0 = E0 holds on U. Now by Lemma 9.5 and Corollary
9.10 we obtain the result. ✷
Lemma 9.18 For the Leonard system in (95) on U, consider the elements {Ai}Di=0 and
{A∗i }Di=0 from Definition 4.4. Then for 0 ≤ i ≤ D, Ai acts on U as Ai, and A∗i acts on U
as A∗i .
Proof. By Lemma 4.6 the following holds on U:
E∗iE0E
∗
0 = ν(U)
−1AiE
∗
0.
Comparing this with the equation on the right in (89), and using Lemma 9.17, we find that
Ai = Ai on E
∗
0U. The subspace E
∗
0U is spanned by x̂, so Ai = Ai on U in view of Lemma
9.9(i). The result for A∗i is similarly obtained. ✷
Lemma 9.19 For 0 ≤ h, i, j ≤ D,
phij(U) = p
h
ij, q
h
ij(U) = q
h
ij.
Proof. Compare the equations (25), (26) with (78), (86) and use Lemma 9.18. ✷
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Lemma 9.20 We have
ci(U) = ci c
∗
i (U) = c
∗
i (1 ≤ i ≤ D), (96)
ai(U) = ai a
∗
i (U) = a
∗
i (0 ≤ i ≤ D), (97)
bi(U) = bi b
∗
i (U) = b
∗
i (0 ≤ i ≤ D − 1). (98)
Proof. We first obtain the equations on the left in (96)–(98). Apply Lemma 4.18 to the
Leonard system (95) on U, and use Lemma 9.18 to find that A1 = c1(U)A1 + a0(U)I holds
on U. By this and Corollary 9.10(i) we obtain c1(U) = 1 and a0(U) = 0. Now compare the
equations in Lemma 4.23 with (73)–(75), and use Lemma 9.19. This gives the equations
on the left in (96)–(98). Next we obtain the equations on the right in (96)–(98). Apply
Lemma 4.18 to the dual of the Leonard system (95) on U, and use Lemma 9.18 to find that
A∗1 = c
∗
1(U)A
∗
1 + a
∗
0(U)I holds on U. By this and Corollary 9.10(ii) we obtain c
∗
1(U) = 1 and
a∗0(U) = 0. Now apply Lemma 4.23 to the dual of the Leonard system (95) on U to get
c∗i (U) = q
i
1,i−1(U) (1 ≤ i ≤ D),
a∗i (U) = q
i
1,i(U) (0 ≤ i ≤ D),
b∗i (U) = q
i
1,i+1(U) (0 ≤ i ≤ D − 1).
Now compare these equations with (90)–(92), and use Lemma 9.19. This gives the equations
on the right in (96)–(98). ✷
Lemma 9.21 For 0 ≤ i ≤ D,
ki(U) = ki, k
∗
i (U) = mi. (99)
Proof. To get the equation on the left in (99), apply Lemma 4.21 to the Leonard system
(95) on U, and compare the result with (72) using Lemma 9.19. To get the equation on the
right in (99), apply Lemma 4.21 to the dual of the Leonard system (95) on U, and compare
the result with (82) using Lemma 9.19. ✷
Definition 9.22 Let 0 6= q ∈ C. The Q-polynomial ordering {Ei}Di=0 is said to have q-
Racah type whenever there exists an affine transformation of the Leonard system (95) on
U, that has q-Racah type.
10 Formally self-dual distance-regular graphs
In this section we discuss a type of distance-regular graph, said to be formally self-dual.
Let Γ denote a distance-regular graph with diameter D ≥ 1. Recall the distance-matrices
{Ai}Di=0 and primitive idempotents {Ei}Di=0 in the Bose-Mesner algebra M of Γ. Recall the
matrices P , Q ∈ MatD+1(C) from (83). Fix x ∈ X and abbreviate T = T(x), M∗ = M∗(x),
and E∗i = E
∗
i (x), A
∗
i = A
∗
i (x) for 0 ≤ i ≤ D.
39
Definition 10.1 The graph Γ is said to be formally self-dual with respect to {Ei}Di=0 when-
ever P = Q.
The following fact is well-known; see [4, Section 2.3]. We give a short proof for com-
pleteness.
Lemma 10.2 Assume that Γ is formally self-dual with respect to {Ei}Di=0. Then phij = qhij
for 0 ≤ h, i, j ≤ D.
Proof. Consider the C-linear map σ : M→ M∗ that sends Ei 7→ E∗i for 0 ≤ i ≤ D. Clearly
σ is bijective. We have EiEj = δi,jEi and E
∗
iE
∗
j = δi,jE
∗
i for 0 ≤ i, j ≤ D. Thus σ is an
isomorphism of C-algebras. By the equation on the left in (83) and the equation on the
right in (87) with P = Q, we find that σ sends Aj 7→ A∗j for 0 ≤ j ≤ D. Now we get the
result by (78) and (86). ✷
By Lemma 10.2, if Γ is formally self-dual with respect to {Ei}Di=0, then Γ is Q-polynomial
with respect to {Ei}Di=0.
Lemma 10.3 Assume that Γ is formally self-dual with respect to {Ei}Di=0. Let the polyno-
mials {vi}Di=0 (resp. {v∗i }Di=0) be from Definition 9.1 (resp. Definition 9.12). Then vi = v∗i
for 0 ≤ i ≤ D.
Proof. Recall the intersection numbers {ci}Di=1, {ai}Di=0, {bi}D−1i=0 and the Krein parameters
{c∗i }Di=1, {a∗i }Di=0, {b∗i }D−1i=0 of Γ. By Lemma 10.2, phij = qhij for 0 ≤ h, i, j ≤ D. By (73)–(75)
and (90)–(92) we see that ci = c
∗
i (1 ≤ i ≤ D), ai = a∗i (0 ≤ i ≤ D), bi = b∗i (0 ≤ i ≤ D−1).
Now vi = v
∗
i (0 ≤ i ≤ D) by Definitions 9.1, 9.12. ✷
The formally self-dual condition is characterized as follows. Recall the eigenvalue se-
quence {θi}Di=0 and dual eigenvalue sequence {θ∗i }Di=0 of Γ with respect to {Ei}Di=0.
Proposition 10.4 The following (i)–(iii) are equivalent:
(i) Γ is formally self-dual with respect to {Ei}Di=0;
(ii) Γ is Q-polynomial with respect to {Ei}Di=0 and θi = θ∗i for 0 ≤ i ≤ D;
(iii) the sequence (95) acts on the primary T-module U as a self-dual Leonard system.
Proof. (i)⇒ (ii) As we saw above Lemma 10.3, Γ is Q-polynomial with respect to {Ei}Di=0.
By Definition 10.1 we have P = Q. By this and (85) we obtain θi = θ
∗
i (0 ≤ i ≤ D).
(ii) ⇒ (iii) Let Φ denote the Leonard system in (95) on U. Then Φ has eigenvalue
sequence {θi}Di=0 and dual eigenvalue sequence {θ∗i }Di=0. We assume θi = θ∗i for 0 ≤ i ≤ D,
so Φ is self-dual by Lemma 2.15.
(iii)⇒ (i) We show that P = Q. Let σ denote the duality of the Leonard system in (95).
Then, on U, σ swaps Ei and E
∗
i for 0 ≤ i ≤ D. By Lemmas 4.7 and 9.18, on U, σ swaps Ai
and A∗i for 0 ≤ i ≤ D. Now comparing (83) and (87), we obtain P = Q. ✷
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11 From a spin model to spin Leonard pairs
Let Γ denote a distance-regular graph with vertex set X and diameter D ≥ 1. In this
section we recall what it means for a spin model W to be afforded by Γ. For such W and
all x ∈ X, we construct a spin Leonard pair on each irreducible T(x)-module.
Recall the Bose-Mesner algebra M of Γ. Let W denote a spin model in MatX(C). Recall
the algebra N(W) from Definition 7.4 and Lemma 7.5.
Definition 11.1 We say that Γ affords W whenever W ∈ M ⊆ N(W).
Lemma 11.2 Assume that W is afforded by Γ. Then each of the spin models −W, W− is
afforded by Γ.
Proof. By Definition 11.1, W ∈ M ⊆ N(W). We have −W ∈ M, and N(−W) = N(W) by
Lemma 7.6. Thus −W ∈ M ⊆ N(−W), and so −W is afforded by Γ. We have W−1 ∈ M,
since for any invertible B ∈ MatX(C) the element B−1 is a polynomial in B. By this and
Lemma 7.2(ii), W− ∈ M. By Lemma 7.6, N(W−) = N(W). Thus W− ∈ M ⊆ N(W−), and
so W− is afforded by Γ. ✷
For the rest of this section, assume that W is afforded by Γ.
Definition 11.3 [16, Section 3.1] We define a map Ψ : N(W)→ MatX(C) as follows. For
B ∈ N(W) and b, c ∈ X the (b, c)-entry of Ψ(B) is the eigenvalue of B for the eigenvector
ub,c from Definition 7.4. So
Bub,c = Ψ(B)(b, c)ub,c.
Note that the map Ψ is C-linear.
Recall the distance-matrices {Ai}Di=0 of Γ.
Lemma 11.4 [9, Lemma 5.1] There exists an ordering {Ei}Di=1 of the nontrivial primitive
idempotents of Γ such that
Ψ(Ai) = |X|Ei (0 ≤ i ≤ D).
Moreover Γ is formally self-dual with respect to {Ei}Di=0.
For the rest of this section, fix the ordering of the primitive idempotents from Lemma
11.4. Since {Ei}Di=0 is a basis for M and W is an invertible element in M, there exist nonzero
scalars f , {τi}Di=0 in C such that τ0 = 1 and
W = f
D∑
i=0
τiEi. (100)
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Lemma 11.5 We have
W−1 = f−1
D∑
i=0
τ−1i Ei, W
− = |X|f−1
D∑
i=0
τ−1i Ei.
Proof. The first equation follows from (100). The second equation follows from the first
equation and Lemma 7.2(ii). ✷
For the rest of this section fix x ∈ X. Abbreviate T = T(x) and A∗i = A∗i (x), E∗i = E∗i (x)
for 0 ≤ i ≤ D. Define
W∗ = f
D∑
i=0
τiE
∗
i . (101)
Note that W∗ is invertible.
Lemma 11.6 [5, Theorem 5.3, Corollary 5.4] We have
A1W
∗W = W∗WA∗1, (102)
WW∗W = W∗WW∗. (103)
Lemma 11.7 [6, Lemma 2.7] We have
W = |X|1/2f−1
D∑
i=0
τ−1i Ai, W
−1 = |X|−3/2f
D∑
i=0
τiAi, (104)
W∗ = |X|1/2f−1
D∑
i=0
τ−1i A
∗
i , (W
∗)−1 = |X|−3/2f
D∑
i=0
τiA
∗
i . (105)
Lemma 11.8 For y ∈ X,
W∗(y, y) =
|X|1/2
W(x, y)
.
Proof. Let i = ∂(x, y). By (101) we obtain W∗(y, y) = fτi. By the equation on the left
in (104) we obtain W(x, y) = |X|1/2f−1τ−1i . The result follows. ✷
Lemma 11.9 The scalar f satisfies
f−2 = |X|−3/2
D∑
i=0
kiτi. (106)
Proof. Recall the primary T-module U. By Lemma 9.16 the sequence
(A1; {Ei}Di=0;A∗1; {E∗i }Di=0)
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acts on U as a Leonard system. By Theorem 5.25 and Lemmas 5.26, 9.17,
W = fγ
D∑
i=0
τ−1i Ai, γ = |X|−1
D∑
i=0
kiτi.
Comparing this with the equation on the left in (104), we get the result. ✷
We now describe the irreducible T-modules. The following result is essentially due to
Curtin [6, Theorem 8.3].
Proposition 11.10 Every irreducible T-module is thin, provided that W does not have
Hadamard type.
Proof. We refer to the equation on the left in (104). We claim that
τi−1, τi, τi+1 are mutually distinct for 1 ≤ i ≤ D − 1. (107)
By way of contradiction, assume that there exists an integer j (1 ≤ j ≤ D − 1) such that
τj−1, τj, τj+1 are not mutually distinct. Then either (i) τj ∈ {τj−1, τj+1}; or (ii) τj−1 = τj+1.
For the moment assume (i). Then by [8, Corollary 4.6] we get τi ∈ {τ0,−τ0} for 0 ≤ i ≤ D,
contradicting Lemma 8.4. Next assume (ii). Then τ1 ∈ {τ0,−τ0} by [8, Corollary 4.7]. By
this and [8, Corollary 4.6] we get τi ∈ {τ0,−τ0} for 0 ≤ i ≤ D, contradicting Lemma 8.4.
The claim is proved. In [6, Theorem 3.8] Curtin showed that every irreducible T-module
is thin under the condition that
τi 6∈ {τ0,−τ0} for 1 ≤ i ≤ D. (108)
Analyzing the proof of this theorem, we find that this theorem is implied by Lemmas 3.4
and 3.7 in [6]. Analyzing the proof of these lemmas, we find that these lemmas still hold if
we replace the condition (108) with (107). Thus the conclusion of [6, Theorem 3.8] holds
under the assumption (107). The result follows. ✷
Let U denote a thin irreducible T-module with endpoint r, dual endpoint s, and diam-
eter d. By Lemmas 9.16 the sequence
(A1; {Es+i}di=0;A∗1; {E∗r+i}di=0) (109)
acts on U as a Leonard system. By [9, Lemma 4.4, Theorems 4.1, 5.5] we have r = s, and
the Leonard system (109) on U is self-dual.
Lemma 11.11 The pair A1,A
∗
1 acts on U as a spin Leonard pair, and W,W
∗ acts on U
as a balanced Boltzmann pair for this Leonard pair.
Proof. By Definition 5.2 and (102) we see that the pair A1,A
∗
1 acts on U as a spin
Leonard pair, and the pair W,W∗ acts on U as a Boltzmann pair for this Leonard pair.
This Boltzmann pair is balanced by Definition 5.11 and (103). ✷
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12 From a spin model to spin Leonard pairs; the q-Racah
case
Let Γ denote a distance-regular graph with vertex set X, diameter D ≥ 3, and valency at
least 3. Recall the distance-matrices {Ai}Di=0 in the Bose-Mesner algebra M of Γ. Let W
denote a spin model afforded by Γ. Fix an ordering {Ei}Di=0 of the primitive idempotents of
Γ from Lemma 11.4. Note that Γ is formally self-dual with respect to {Ei}Di=0. Let {θi}Di=0
denote the eigenvalue sequence of Γ with respect to the ordering {Ei}Di=0. As we saw below
Lemma 11.4, there exist nonzero scalars f , {τi}Di=0 in C such that τ0 = 1 and
W = f
D∑
i=0
τiEi.
Fix x ∈ X. Abbreviate T = T(x) and A∗i = A∗i (x), E∗i = E∗i (x) for 0 ≤ i ≤ D. Define
W∗ = f
D∑
i=0
τiE
∗
i .
Recall the primary T-module U. By Proposition 10.4 the sequence
(A1; {Ei}Di=0;A∗1; {E∗i }Di=0)
acts on U as a self-dual Leonard system. This Leonard system has eigenvalue sequence
{θi}Di=0. Fix 0 6= q ∈ C, and assume that the ordering {Ei}Di=0 has q-Racah type.
Lemma 12.1 There exist scalars a, α, β in C with a, α nonzero that satisfy the following
(i), (ii).
(i) The sequence
(A; {Ei}Di=0;A∗; {E∗i }Di=0) (110)
acts on U as a Leonard system of q-Racah type, where
A1 = αA+ βI, A
∗
1 = αA
∗ + βI. (111)
(ii) The Leonard system (110) on U has Huang data (a, a, a,D).
Proof. By Definition 9.22 there exists α, β ∈ C with α 6= 0 such that the sequence (110)
acts on U as a Leonard system of q-Racah type, where A, A∗ are from (111). This Leonard
system is self-dual. By Definition 6.1 there exists 0 6= a ∈ C such that
θi = α(aq
2i−D + a−1qD−2i) + β (0 ≤ i ≤ D). (112)
By (111) and (112) this Leonard system has eigenvalue sequence {aq2i−D + a−1qD−2i}Di=0.
By Lemmas 5.4, 11.11 the pair A,A∗ acts on U as a spin Leonard pair. By these comments
and Lemmas 6.10, 6.11(i) the Leonard system (110) has Huang data (a, a, c,D) with c ∈
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{a, a−1,−a,−a−1}. By Note 6.4 we may assume c ∈ {a,−a}. Replacing A,A∗ with −A,−A∗
and replacing α with −α, we may assume by Lemma 6.6 that c = a. The result follows.
✷
For the rest of this section, let the scalars a, α, β be as in Lemma 12.1.
Lemma 12.2 [5, Corollaries 6.5, 6.7] We have
q2i 6= 1 (1 ≤ i ≤ D), (113)
a2q2i 6= 1 (1−D ≤ i ≤ D − 1), (114)
a3q2i−D−1 6= 1 (1 ≤ i ≤ D). (115)
Proof. Apply Lemma 6.5 to the Leonard system (110) on U. ✷
Lemma 12.3 One of the following holds:
τi = (−1)ia−iqi(D−i) (0 ≤ i ≤ D), (116)
τ−1i = (−1)ia−iqi(D−i) (0 ≤ i ≤ D). (117)
Proof. Apply Lemma 6.16(i) to the Leonard system (110) on U, and use Lemma 12.1.
✷
Note 12.4 Replacing W byW− if necessary, and using Lemmas 11.2, 11.5, we may assume
that (116) holds. We adopt this assumption for the rest of the section.
We mention a lemma for later use. For the moment, let D, d, r denote arbitrary
nonnegative integers such that r + d ≤ D, and let a, q denote arbitrary nonzero scalars in
C.
Lemma 12.5 With the above notation, define a˜ = aq2r+d−D. Then the following hold.
(i) Define
θi = aq
2i−D + a−1qD−2i (0 ≤ i ≤ D).
Then
θr+i = a˜q
2i−d + (a˜)−1qd−2i (0 ≤ i ≤ d).
(ii) Define
τi = (−1)ia−iqi(D−i) (0 ≤ i ≤ D).
Then
τr+i = τr τ˜i (0 ≤ i ≤ d), (118)
where
τ˜i = (−1)i(a˜)−iqi(d−i) (0 ≤ i ≤ d). (119)
Proof. Routine verification. ✷
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We return our attention to Γ. Let U denote a thin irreducible T-module, with endpoint
r and diameter d. Note that U has dual endpoint r by the sentence below (109). Consider
the sequence
Φ = (A1; {Er+i}di=0;A∗1; {E∗r+i}di=0).
Lemma 12.6 The sequence Φ acts on U as a self-dual Leonard system, with eigenvalue
sequence {θr+i}di=0.
Proof. Apply Lemma 9.16 to the Leonard system Φ on U . ✷
Lemma 12.7 On U we have
W = fτr
d∑
i=0
τ˜iEr+i, W
∗ = fτr
d∑
i=0
τ˜iE
∗
r+i, (120)
where {τ˜i}di=0 are from (119).
Proof. By construction, on U we have
W = f
d∑
i=0
τr+iEr+i, W
∗ = f
d∑
i=0
τr+iE
∗
r+i.
By this and (118) we get the result. ✷
Our next goal is to obtain the intersection numbers of the Leonard system Φ on U .
Lemma 12.8 The sequence
(A; {Er+i}di=0;A∗; {E∗r+i}di=0) (121)
acts on U as a Leonard system of q-Racah type with Huang data
(aq2r+d−D, aq2r+d−D, aq2r+d−D, d).
Proof. By Lemma 12.6 and (111) the sequence (121) acts on U as a self-dual Leonard
system. For 0 ≤ i ≤ D define
θ˜i = aq
2i−D + a−1qD−2i,
and observe by (112) that θi = αθ˜i+β. Now by (111) and Lemma 12.6 the Leonard system
(121) on U has eigenvalue sequence and dual eigenvalue sequence {θ˜r+i}di=0. By Lemma
12.5(i) the Leonard system (121) on U has q-Racah type with Huang data (a˜, a˜, c˜, d) for
some nonzero c˜ ∈ C, where a˜ is from Lemma 12.5. By Lemmas 5.4, 11.11 the pair A,A∗ acts
on U as a spin Leonard pair, and W,W∗ acts on U as a Boltzmann pair for this Leonard
pair. By this and Lemmas 6.18, 12.7 we obtain c˜ ∈ {a˜, (a˜)−1}. By this and Note 6.4 the
sequence (a˜, a˜, a˜, d) is a Huang data for Φ on U . The result follows. ✷
Recall the intersection numbers {ci(U)}di=1, {bi(U)}d−1i=0 for the Leonard system Φ on
U .
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Lemma 12.9 [5, Theorem 8.5] For the Leonard system Φ on U the intersection numbers
satisfy
bi(U) =
α(qi−d − qd−i)(aq2r+i−D − a−1qD−2r−i)(a3 − q3D−2d−6r−2i−1)
aqD−d−2r(aq2r+2i−D − a−1qD−2r−2i)(a+ qD−2r−2i−1) , (122)
ci(U) =
αa(qi − q−i)(aqd+2r+i−D − a−1qD−d−2r−i)(a−1 − q2d−D+2r−2i+1)
qd−D+2r(aq2r+2i−D − a−1qD−2r−2i)(a+ qD−2r−2i+1) (123)
for 1 ≤ i ≤ d− 1 and
b0(U) =
α(q−d − qd)(a3 − q3D−2d−6r−1)
aqD−d−2r(a+ qD−2r−1)
, (124)
cd(U) =
α(q−d − qd)(a− qD−2r−1)
qd−1(a+ qD−2d−2r+1)
. (125)
Proof. For the Leonard system (121) on U , compute the intersection numbers using
Lemmas 6.13 and 12.8. Adjust these intersection numbers using (111) to get the result.
✷
Recall the intersection numbers {ci}Di=1, {bi}D−1i=0 of Γ.
Lemma 12.10 [8, Theorem 1.1] The intersection numbers of Γ satisfy
b0 =
α(q−D − qD)(a3 − qD−1)
a(a+ qD−1)
, (126)
bi =
α(qi−D − qD−i)(aqi−D − a−1qD−i)(a3 − qD−2i−1)
a(aq2i−D − a−1qD−2i)(a+ qD−2i−1) (1 ≤ i ≤ D − 1), (127)
ci =
αa(qi − q−i)(aqi − a−1q−i)(a−1 − qD−2i+1)
(aq2i−D − a−1qD−2i)(a+ qD−2i+1) (1 ≤ i ≤ D − 1), (128)
cD =
α(q−D − qD)(a− qD−1)
qD−1(a+ q1−D)
. (129)
Proof. Apply Lemma 12.9 with U = U and use Lemma 9.20. ✷
Lemma 12.11 [5, Theorem 6.4, 6.8] We have
α =
(aq2−D − a−1qD−2)(a+ qD−1)
qD−1(q−1 − q)(aq − a−1q−1)(a− q1−D) , (130)
β =
q(a+ a−1)(a+ q−D−1)(aq2−D − a−1qD−2)
(q − q−1)(a− q1−D)(aq − a−1q−1) . (131)
Proof. By (76), c1 = 1. By this and (128) we obtain (130). By (76), (84), (85) we have
b0 = θ0. By this and (112), (126), (130) we obtain (131). ✷
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Lemma 12.12 We have
|X| = a
3D(a−2; q2)2D
qD(D−1)(aq1−D; q2)2D
.
Proof. By Lemmas 6.14 and 9.17. ✷
Recall the scalars {ki}Di=0 from (72).
Lemma 12.13 We have k0 = 1, and
ki =
q2iD(1− a2q4i−2D) (a2q2−2D; q2)i (q−2D; q2)i (a3q1−D; q2)i
a2i(1− a2q2i−2D) (a2q2; q2)i (q2; q2)i (a−1q1−D; q2)i
for 1 ≤ i ≤ D − 1, and
kD =
q2D
2
(a2q2−2D; q2)D (q
−2D; q2)D (a
3q1−D; q2)D
a2D(a2; q2)D (q2; q2)D (a−1q1−D; q2)D
.
Proof. By Lemmas 6.15 and 9.21. ✷
Lemma 12.14 We have
D∑
i=0
kiτi =
(a−2; q2)D
(aq1−D; q2)D
.
Proof. By Lemmas 6.20 and 9.21. ✷
We have been discussing the q-Racah case. For a discussion of the non q-Racah cases,
see [8].
13 From spin Leonard pairs to a spin model
In Sections 11, 12 we considered a distance-regular graph Γ that affords a spin model
W. We used W to construct a family of spin Leonard pairs. We now reverse the logical
direction, and obtain a spin model afforded by Γ from some spin Leonard pairs. In this
section we work with general Γ, and in the next section we consider the q-Racah case. For
this section our main results are Theorems 13.7 and 13.9.
Let Γ denote a distance-regular graph with vertex set X and diameter D ≥ 1. Recall
the distance-matrices {Ai}Di=0 and the primitive idempotents {Ei}Di=0 in the Bose-Mesner
algebra M of Γ. Assume that Γ is formally self-dual with respect to {Ei}Di=0. For x ∈ X,
consider the dual Bose-Mesner algebra M∗(x) and the Terwilliger algebra T(x). For 0 ≤
i ≤ D we have the elements E∗i (x) and A∗i (x) from the paragraph below Lemma 9.3. Let
f , {τi}Di=0 denote nonzero scalars in C such that τ0 = 1. Define
W = f
D∑
i=0
τiEi.
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For x ∈ X define
W∗(x) = f
D∑
i=0
τiE
∗
i (x). (132)
Note that W and W∗(x) are invertible. For the rest of this section, we make the following
assumption.
Assumption 13.1 Assume that for all x ∈ X and all irreducible T(x)-modules U ,
(i) U is thin;
(ii) U has the same endpoint and dual-endpoint;
(iii) the pair A1,A
∗
1(x) acts on U as a spin Leonard pair, and W,W
∗(x) acts on U as a
balanced Boltzmann pair for this spin Leonard pair;
(iv) f satisfies (106).
Under Assumption 13.1 we show that W is a spin model afforded by Γ. From now until
the beginning of Theorem 13.9, fix x ∈ X and abbreviate W∗ = W∗(x), T = T(x) and
E∗i = E
∗
i (x), A
∗
i = A
∗
i (x) for 0 ≤ i ≤ D.
Lemma 13.2 We have
W = |X|1/2f−1
D∑
i=0
τ−1i Ai, W
−1 = |X|−3/2f
D∑
i=0
τiAi. (133)
Proof. We first show that (133) holds on the primary T-module U. By Proposition
10.4(i), (iii) the sequence
(A1; {Ei}Di=0;A∗1; {E∗i }Di=0) (134)
acts on U as a self-dual Leonard system. Let σ : End(U) → End(U) denote the duality of
this Leonard system. So σ swaps the action of A1, A
∗
1 on U, and swaps the action of Ei, E
∗
i
on U for 0 ≤ i ≤ D. By Assumption 13.1(iii), A1,A∗1 acts on U as a spin Leonard pair, and
W,W∗ acts on U as a balanced Boltzmann pair for this Leonard pair. In Lemmas 5.9, 5.10
we used this Boltzmann pair to obtain a duality for this Leonard pair, which must coincide
with the above duality σ by the uniqueness of the duality. By this and (42), (43) we find
that the results below (43) in Section 5 apply to the Leonard system (134) on U. Apply
Theorem 5.25, Lemma 5.26 and (106) to this Leonard system, and use Lemmas 9.17, 9.18,
9.21 to show that (133) holds on U. The result follows in view of Corollary 9.10. ✷
Lemma 13.3 The matrix W is type II.
Proof. We invoke Lemma 7.2. By construction W is symmetric. Each entry of W is
nonzero by the equation on the left in (133). By that equation and (69) we obtain
W− = |X|−1/2f
D∑
i=0
τiAi. (135)
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Comparing (135) with the equation on the right in (133), we obtain W− = |X|W−1. There-
fore WW− = |X|I. The result follows by Lemma 7.2. ✷
Lemma 13.4 We have
WW∗W = W∗WW∗. (136)
Proof. By Assumption 13.1(iii) the pair W,W∗ acts on each irreducible T-module as a
balanced Boltzmann pair. The result follows in view of Lemma 9.6(i). ✷
Lemma 13.5 For y ∈ X,
W∗(y, y) =
|X|1/2
W(x, y)
.
Proof. Let i = ∂(x, y). By (132) we obtain W∗(y, y) = fτi. By the equation on the left
in (133) we obtain W(x, y) = |X|1/2f−1τ−1i . The result follows. ✷
Lemma 13.6 For a, b ∈ X,
∑
y∈X
W(a, y)W(b, y)
W(x, y)
= |X|1/2 W(a, b)
W(a, x)W(b, x)
.
Proof. For each side of (136), compute the (a, b)-entry and evaluate the result using
Lemma 13.5. Here are some details:
(WW∗W)(a, b) =
∑
y∈X
W(a, y)W∗(y, y)W(y, b)
= |X|1/2
∑
y∈X
W(a, y)W(b, y)
W(x, y)
,
and
(W∗WW∗)(a, b) = W∗(a, a)W(a, b)W∗(b, b)
= |X| W(a, b)
W(a, x)W(b, x)
.
✷
Theorem 13.7 The matrix W is a spin model.
Proof. The matrix W satisfies the requirements of Definition 7.7 by Lemmas 13.3 and
13.6. ✷
Next we show that the spin model W is afforded by Γ.
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Lemma 13.8 For 0 ≤ i ≤ D,
WW∗Ei = E
∗
iWW
∗. (137)
Proof. Let U denote an irreducible T-module with endpoint r and diameter d. By
Assumption 13.1(i), (ii) we see that U is thin with dual endpoint r. By these comments
and Lemma 9.16 the sequence
(A1; {Er+j}dj=0;A∗1; {E∗r+j}dj=0)
acts on U as a Leonard system. By Assumption 13.1(iii) the pairW,W∗ acts U as a balanced
Boltzmann pair for the Leonard pair A1,A
∗
1 on U . By these comments and Lemma 5.15,
WW∗Er+j = E
∗
r+jWW
∗
holds on U for 0 ≤ j ≤ d. Thus (137) holds on each irreducible T-module. Now (137) holds
by Lemma 9.6(i). ✷
Theorem 13.9 The spin model W is afforded by Γ.
Proof. By Definition 11.1 we must show that W ∈ M ⊆ N(W). By construction W ∈ M.
To obtain M ⊆ N(W), we show that for all b, c ∈ X the vector ub,c is contained in EiV,
where i = ∂(b, c). Using Definition 7.4 and Lemma 13.5,
ub,c = (W
∗(b))−1W∗(c)1 = (WW∗(b))−1WW∗(c)1.
Using Lemma 13.8 with i = 0,
WW∗(c)1 ∈WW∗(c)E0V = E∗0(c)WW∗(c)V = E∗0(c)V = Span{ĉ} ⊆ E∗i (b)V.
By the above comments and Lemma 13.8,
ub,c ∈ (WW∗(b))−1E∗i (b)V = Ei(WW∗(b))−1V = EiV.
We have shown that ub,c is contained in EiV and is therefore a common eigenvector for M.
So M ⊆ N(W) in view of Definition 7.4. The result follows. ✷
14 From spin Leonard pairs to a spin model; the q-Racah
case
In this section we start with a suitable distance-regular graph Γ of q-Racah type, and obtain
a spin model afforded by Γ. The result is given in Theorem 14.7.
Let Γ denote a distance-regular graph with vertex set X, diameter D ≥ 1, and intersec-
tion numbers {ci}Di=1, {ai}Di=0, {bi}D−1i=0 . Recall the distance-matrices {Ai}Di=0 and primitive
idempotents {Ei}Di=0 in the Bose-Mesner algebra M of Γ. Throughout this section we make
the following assumptions.
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Assumption 14.1 Assume that Γ is formally self-dual with respect to {Ei}Di=0, with eigen-
value sequence {θi}Di=0. Assume that there exist nonzero scalars a, q ∈ C that satisfy
(112)–(115) and (126)–(129) with α, β from (130), (131). Assume that for all x ∈ X and
all irreducible T(x)-modules U ,
(i) U is thin;
(ii) U has the same endpoint and dual-endpoint;
(iii) the intersection numbers {ci(U)}di=1, {bi(U)}d−1i=0 satisfy (122)–(125).
Under Assumption 14.1 we construct a spin model W that is afforded by Γ.
Definition 14.2 Define scalars {τi}Di=0 in C by
τi = (−1)ia−iqi(D−i) (0 ≤ i ≤ D). (138)
Define f ∈ C such that
f2 =
|X|3/2(aq1−D; q2)D
(a−2; q2)D
. (139)
Note that f , {τi}Di=0 are nonzero. Define
W = f
D∑
i=0
τiEi.
We are going to show that W is a spin model afforded by Γ. Fix x ∈ X and abbreviate
T = T(x) and E∗i = E
∗
i (x), A
∗
i = A
∗
i (x) for 0 ≤ i ≤ D. Recall the scalars α, β from (130),
(131). Define A ∈ M and A∗ ∈ M∗ such that
A1 = αA+ βI, A
∗
1 = αA
∗ + βI. (140)
Let U denote an irreducible T-module with endpoint r and diameter d. By Lemma 9.16
and since U is thin, each of the sequences
Φ = (A1; {Er+i}di=0;A∗1; {E∗r+i}di=0),
Φ˜ = (A; {Er+i}di=0;A∗; {E∗r+i}di=0)
acts on U as a Leonard system. By construction these Leonard systems are self-dual.
Lemma 14.3 The Leonard system Φ˜ on U has q-Racah type with Huang data
(aq2r+d−D, aq2r+d−D, aq2r+d−D, d). (141)
Proof. By [13, Lemma 7.3] there exists a Leonard system Ψ of q-Racah type with Huang
data (141). By Lemma 6.10 this Leonard system is self-dual. The eigenvalue sequence
and intersection numbers of Ψ are obtained using Definition 6.3 and Lemma 6.13. The
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eigenvalue sequence and intersection numbers of Φ on U are given in Assumption 14.1.
Adjusting these using (140) we obtain the eigenvalue sequence and intersection numbers of
Φ˜ on U . These match the eigenvalue sequence and intersection numbers of Ψ. By Lemmas
2.12, 2.14 the Leonard system Ψ is isomorphic to the Leonard system Φ˜ on U . The result
follows. ✷
Define
W∗ = f
D∑
i=0
τiE
∗
i .
Lemma 14.4 On U we have
W = fτr
d∑
i=0
τ˜iEr+i, W
∗ = fτr
d∑
i=0
τ˜iE
∗
r+i, (142)
where {τ˜i}di=0 are from (119).
Proof. Similar to the proof of Lemma 12.7. ✷
Lemma 14.5 The pair A1,A
∗
1 acts on U as a spin Leonard pair, and the pair W,W
∗ acts
on U as a balanced Boltzmann pair of this Leonard pair.
Proof. By Lemmas 6.11(ii), 14.3 the pair A,A∗ acts on U as a spin Leonard pair. By
(119) and Lemmas 6.16(ii), 14.4 the pair W,W∗ acts on U as a balanced Boltzmann pair
for the Leonard pair A,A∗ on U . The result follows in view of Lemma 5.4. ✷
Recall the integers {ki}Di=0 from (72).
Lemma 14.6 The scalar f from Definition 14.2 satisfies
f−2 = |X|−3/2
D∑
i=0
kiτi.
Proof. By Lemma 14.3 the sequence
(A; {Ei}Di=0;A∗; {E∗i }Di=0)
acts on the primary T-module U as a Leonard system of q-Racah type with Huang data
(a, a, a,D). Applying Lemma 6.20 to this Leonard system we obtain
D∑
i=0
kiτi =
(a−2; q2)D
(aq1−D; q2)D
. (143)
The result follows from (139) and (143). ✷
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Theorem 14.7 The matrix W in Definition 14.2 is a spin model afforded by Γ.
Proof. For x ∈ X let U denote an irreducible T(x)-module. By Lemmas 5.4 and 14.5
the pair A1,A
∗
1(x) acts on U as a spin Leonard pair, and W,W
∗(x) acts on U as a balanced
Boltzmann pair for this Leonard pair. By Lemma 14.6 the scalar f satisfies (106). Thus
Assumption 13.1 is satisfied. Now W is a spin model by Theorem 13.7. This spin model is
afforded by Γ by Theorem 13.9. ✷
Note 14.8 The spin model W in Theorem 14.7 does not have Hadamard type, since τ1 6=
±τ0 by (114) and (138).
15 Examples
The article [8, Section 9] includes a list of the known spin models that are contained in the
Bose-Mesner algebra of a distance-regular graph Γ. In this section we display the listed spin
models for which Γ has q-Racah type. Each displayed example satisfies the requirements
of Assumption 14.1. For each displayed example we describe Γ, and give the parameters q,
a that satisfy (112)–(115), (126)–(129). We now display the examples. The presentation
of the display is explained in Example 0.
(0) Name of the graph Γ [Reference to definition].
– diameter D, intersection numbers {b0, . . . , bD−1; c1, . . . , cD}, number of vertices
|X|.
– parameters q, a.
(1) Complete graph Kn (n ≥ 2) [4, Appendix A1].
– D = 1, {n− 1; 1}, |X| = n.
– q is any nonzero complex number such that q4 6= 1, and a is any complex number
such that a 6= 1 and a+ a−1 = n− 2.
(2) 4-cycle C4.
– D = 2, {2, 1; 1, 2}, |X| = 4.
– q is any nonzero complex number such that q4 6= 1, and a is any complex number
such that a2 = −1.
(3) Higman-Sims graph [12].
– D = 2, {22, 21; 1, 6}, |X| = 100.
– q is any complex number such that q2 + q−2 = −3, and a = −q−3.
(4) Hadamard graph Hm (m ≥ 2) [14].
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– D = 4, {4m, 4m − 1, 2m, 1; 1, 2m, 4m − 1, 4m}, |X| = 16m.
– q is any complex number such that q4 + q−4 = 4m − 2, and a is any complex
number such that a2 = −1.
(5) Double cover of the Higman-Sims graph [4, Appendix A.5].
– D = 5, {22, 21, 16, 6, 1; 1, 6, 16, 21, 22}, |X| = 200.
– q is any complex number such that q2 + q−2 = 3, and a is any complex number
such that a2 = −1.
(6) Odd cycle C2m+1 (m ≥ 2).
– D = m, {2, 1, . . . , 1; 1, 1, . . . , 1}, |X| = 2m+ 1.
– q ∈ C is any primitive 2m+ 1 root of unity, and a = −qm.
(7) Even cycle C2m (m ≥ 3).
– D = m, {2, 1, . . . , 1; 1, . . . , 1, 2}, |X| = 2m.
– q ∈ C is any primitive 4m root of unity, and a is any complex number such that
a2 = −1.
By Theorem 14.7, for each of the above Examples (1)–(7), the matrixW from Definition
14.2 is a spin model afforded by Γ.
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