Abstract We examine scattered hairpins, which are structures formed when a single strand of nucleotides folds into a partially hybridized stem and a loop. To specify different classes of hairpins, we use the concept of DNA trajectories, which allows precise descriptions of valid bonding patterns on the stem of the hairpin. DNA trajectories have previously been used to describe bonding between separate strands.
A hairpin in a strand of nucleotides in evaluating successful nanotechnological constructions, as described in, e.g., the work of Rothemund et al. [20] . In some of these applications, hairpins are desirable, while in other applications, they are problematic and are to be avoided in sets of DNA strands. Further, hairpins serve as the basis for more complicated secondary structures such as pseudoknots.
Recently, Kari et al. [11] [12] [13] have studied hairpins using the tools of theoretical computer science. In particular, a single strand of nucleotides is viewed as a word over the alphabet = {A, C, G, T }. In this framework, a hairpin in a word z is a decomposition z = uvwxy where v and x are complementary to each other, and form the stem of the hairpin. We characterize the complementarity of v and x using an antimorphism θ (for definitions, see Sect. 2). Among other results, Kari et al. characterize the complexity and decidability results for hairpin sets [11] . Further, Kari et al. [12] have also studied scattered hairpins, which represent hairpins in which the stem is not completely hybridized, i.e., where an arbitrary number of unbonded regions occur within the stem.
In this paper, we examine refinements of hairpins and scattered hairpins by incorporating a parameter-a set of DNA trajectories-to add increased capability in describing the set of hairpins which are of potential interest. The use of DNA trajectories has recently been employed to model bonding regions in separate strands, called bond-free properties [10] .
The introduction of DNA trajectories in this paper as a refinement of the results of Kari et al. has several advantages. One main benefit of DNA trajectories is that they enable constraints to be expressed as a formal language, rather than graphically or otherwise. DNA trajectories also allow more precise specifications of the form of DNA hairpins we are interested in than previous work, which allows the tools developed in this paper to be applied to more complex DNA computing models. Further, DNA trajectories are capable of adapting to minor structural changes: modifications such as enforcing a minimum length of a bond are easily introduced in DNA trajectories, instead of as a separate specification (the technique adopted by Kari et al.) . Beyond the use of DNA trajectories to aid in modelling situations of practical importance, we follow the work of Kari et al. and examine not only sets which allow the presence of certain hairpin formations, but hairpin-free sets, where we stipulate that hairpins from a given specification set cannot occur.
In our study of DNA trajectories and hairpins, we focus on closure properties, decidability and relations to problems from combinatorics on words. With respect to closure properties, we find that the addition of DNA trajectories gives a more complex situation than the case of hairpins and scattered hairpins studied by Kari et al., and many results have been obtained. In particular, we find that by allowing a set of DNA trajectories, we cannot guarantee that the set of all hairpins will still form a regular language, and several conditions are investigated which yield interesting theoretical insights. Decidability problems are also more interesting, due to the fact that regularity of a set of DNA trajectories does not imply the regularity of the associated set of hairpins or the set of hairpin-free DNA words.
Definitions
For additional background in formal languages and automata theory, please see Rozenberg and Salomaa [21] . For an introduction to DNA computing, see Pȃun et al. [17] . Let be a finite set of symbols, called letters; we call an alphabet. Then * is the set of all finite sequences of letters from , which are called words. The empty word is the empty sequence of letters. The length of a word w = w 1 w 2 · · · w n ∈ * , where w i ∈ , is n, and is denoted |w|. Given a word w ∈ * and a ∈ , |w| a is the number of occurrences of a in w. Given two words x = x 1 x 2 · · · x n and y = y 1 y 2 · · · y m where x i , y j ∈ for 1 ≤ i ≤ n and 1 ≤ j ≤ m, the concatenation of x and y is denoted by xy and is given by xy
We use the notation
Let , be alphabets and h : → * be any function. Then h can be extended to a morphism h : * → * via the condition that
Similarly, h can be extended to an antimorphism via the condition that condition that h(uv) = h(v)h(u) for all u, v ∈ * . An involution θ is any function θ : → such that θ 2 is the identity function on . Let μ denote the mirror involution (i.e., the identity function extended to an antimorphism). Let ι denote the identity morphism.
Given alphabets , , a substitution is any function h : → 2 * . It is extended to h : * → 2 * by the condition that h(uv) = h(u)h(v) for all u, v ∈ * . A substitution is finite if h(a) is a finite language over for all a ∈ . A deterministic finite automaton (DFA) is a five-tuple M = (Q, , δ, q 0 , F ) where Q is the finite set of states, is the alphabet, δ : Q × → Q is the (partial) transition function, q 0 ∈ Q is the start state, and F ⊆ Q is the set of final states. We extend δ to Q × * in the usual way. A word w ∈ * is accepted by
, is the set of all words accepted by M. A language is called regular if it is accepted by some DFA.
A context-free grammar (CFG) is a four-tuple G = (V , , P , S), where V is a finite set of non-terminals, is a finite alphabet, P ⊆ V × (V ∪ ) * is a finite set of productions and S ∈ V is the start non-terminal. If (α, β) ∈ P , we usually denote
. It is known that we can assume without loss of generality that the productions in a left-linear grammar G are of form
G denote the reflexive, transitive closure of ⇒ G . Then the language generated by a grammar G = (V , , P , S) is given by L(G) = {x ∈ * : S ⇒ * G x}. If a language is generated by a CFG (resp., LCFG), then it is a context-free language (CFL) (resp., linear context-free language (LCFL)). The class of languages accepted by leftlinear grammars are known to be exactly the regular languages.
Trajectory-based Operations
The shuffle on trajectories operation is a method for specifying the ways in which two input words may be interleaved to form a result. Each trajectory t ∈ {0, 1} * with |t| 0 = n and |t| 1 = m (i.e., with n occurrences of 0 and m occurrences of 1) specifies one particular way in which we can shuffle two words of length n (as the left input word) and m (as the right input word). The word of length n + m resulting from the shuffle along t will have a letter from the left input word in position i if the i-th symbol of t is 0, and a letter from the right input word in position i if the i-th symbol of t is 1.
The formal definition is given as follows [15] :
Definition 2.1 Let x and y be words over an alphabet and t, the trajectory, be a word over {0, 1}. The shuffle of x and y on trajectory t is denoted by x t y.
if |x| = |t| 0 and |y| = |t| 1 , and x t y = ∅ if |x| = |t| 0 or |y| = |t| 1 . We extend the operation of shuffle on trajectories to sets of trajectories T ⊆ {0, 1} * as follows:
As an example, note that if T = 0 * 1 * , then T is the concatenation operation:
We will also require the notion of the natural binary relation defined by shuffle on trajectories [3] . For T ⊆ {0, 1} * , define ω T as follows: for all x, y ∈ * , x ω T y ⇐⇒ y ∈ x T * . For example, if T = 0 * 1 * , then ω T is the prefix order, defined by x ω T y if and only if y ∈ x * . If T = {0, 1} * , then x ω T y is the embedding order, defined by x ω T y if and only if y ∈ x * (i.e., x can be obtained from y by deleting zero or more letters). We denote the embedding order by ≤ e ; note that if x ≤ e y then x is a scattered subword of y. We now consider DNA trajectories, defined by Kari et al. [10] . A DNA trajectory is a word over the alphabet 
We now give our main definition.
Definition 2.2
Let be an alphabet, θ : → be an arbitrary involution, extended to a morphism or antimorphism, and S ⊆ V * D . Then a word w is said to be S-θ -hairpin-free, or simply shp (S, θ )-free, if the following condition holds
That is, w is S-θ -hairpin free if we can write w as w = uv and there exists a word x-which represents the portions of u and v which are bonded together-such that In this case, w = a 3 baca 7 cabb 2 is not shp ({t}, μ)-free (recall that μ is the identity antimorphism) since the conditions of (1) are violated with u = a 3 baca 4 , v = a 3 cabb 2 and x = bac. However, we can verify that w = a 3 baca 7 baac 2 is shp ({t}, μ)-free.
The definition of shp (S, θ )-freeness is an extension of the notions of hairpinfreeness and scattered-hairpin-freeness, investigated by Kari et al. [11, 12] .
Note that in the above definition θ can be an arbitrary involution, extended to either a morphism or antimorphism. This is similar to the work on bond-free properties [10] and hairpin-freeness [11, 12] . In practice, an antimorphic involution yields results applicable to hairpin and scattered-hairpin structures, while morphic involutions yield structures where the scattered stem is bonded in a parallel, rather than an anti-parallel, orientation. Of course, the antimorphic involution τ over the alphabet
In biological settings, only anti-parallel orientations arise, so the case where the involution θ is extended to an antimorphism models this situation; the case of morphic involutions giving rise to parallel orientations is investigated as a complementary language-theoretic concept.
Examples of Hairpin Languages
Consider the following examples of hairpin languages:
(a) Let k ≥ 1 and
The general form of the DNA bonds specified by S k (when θ is an antimorphism) is represented by Fig. 3 . That is, when θ is an antimorphism, only one bonded region (the stem) is formed in this simple hairpin structure, and the length of this stem is at least k. The set shpf (S k , θ) is the set of all θ -k-hairpin-free words, studied by Kari et al. [11] .
languages, which are characterized by the following set of trajectories S k,m 1 ,m 2 : 
The shape described by this set of trajectories is called scattered hairpins by Kari et al. [12] . In particular, the condition is equivalent to the following: x ≤ e u and θ(x) ≤ e v imply |x| < k. An example of the shape of scattered hairpins described by S k when θ is an antimorphism is given in Fig. 4 . The set shpf (S k , θ) is denoted by shpf (θ, k) by Kari et al. [12] .
By adding DNA trajectories to scattered hairpins, we can also define familiar languages which have been studied by researchers in formal language theory. We begin by demonstrating that the classical languages of palindromes (modulo short palindromes) and squares are definable by a trajectory-based hairpin condition: 
Therefore, w is a palindrome. The reverse inclusion is easily established.
The following example is established in the same way:
Preliminary Results
We first consider the implications of choosing alternate definitions for hairpinfreeness using DNA trajectories. In the first case, we show that, with DNA trajectories, there is no increase in power by adding a parameter k ≥ 1 which enforces a minimum length of the (scattered) stem of the hairpin. In the second case, we show that if separate DNA trajectories are allowed to be chosen for the bonding on both sides of the stem, the result can destroy the structure described by the set of DNA trajectories.
In particular, consider the following definition:
Say a word w is θ -k-S-hairpin-free (or shp (S, θ, k)-free) if the following condition holds:
This definition more closely mirrors the definitions provided by Kari et al. [11, 12] . Let shpf (S, θ, k) denote the set of shp (S, θ, k)-free words. We now show that sets of DNA trajectories are sufficiently powerful to eliminate the need for considering S-θ -k-hairpin-free words.
Then there exist u, v, x ∈ * , s ∈ S with z = uv and |x| ≥ k such that
Similarly, if z / ∈ shpf (S , θ) then there exist u, v, w ∈ * , s ∈ S with z = uv and w = such that
For fixed k, the construction in Lemma 3.2 does not alter the complexity of S if S lies in a language class which is closed under finite modification. 1 We also consider the implications of choosing a single DNA trajectory in the definition of hairpin-freeness. In particular, note that a single DNA trajectory s is used in both ω ϕ u (s) and ω ϕ d (s) R in the definition (1) . This reflects that a single DNA trajectory defines the bonding on both sides of the (perhaps scattered) stem of the hairpin. If separate s 1 , s 2 ∈ S are allowed to be chosen, i.e., using ω ϕ u (s 1 ) and ω ϕ d (s 2 ) R , then the structure of the set S can be destroyed. For example, consider the set 
depicted (in the case of an antimorphic involution) in Fig. 6 . The analogous observation for bond-free properties-that a single DNA trajectory should be used to define both the upper and lower bonding-is examined by the author [4] .
Containment and Equivalence
We begin with some preliminary results on containment and equivalence between sets of DNA trajectories defining hairpin languages. These results are easily established, but are required in what follows.
be an alphabet and θ : * → * be a morphic or antimorphic involution. Then the following inclusion holds
We also note that distinct trajectories may represent the same bonding pattern. For instance, note that an occurrence of f f is equivalent to an occurrence of f f . Due to this equivalence, we show the existence of a normal form for sets of DNA trajectories which is sometimes useful.
Lemma 4.2 For all sets of DNA trajectories
Proof Consider the following rewriting rules:
Clearly, none of the above rules alter the words which are shp (S, θ )-free. Thus, to put S in the required form, we simply migrate extra occurrences of f or f to the left-hand side of nonb b blocks. The loop section of the hairpin is the exception. We deal with this by observing that, for example, the block f 3 interpreted as a loop is
If S is in the form specified by Lemma 4.2, we say that S is in normal form.
we mean the set of all DNA trajectories which can be rewritten to a DNA trajectory s ∈ S by using the above rules.
Closure Properties
In this section we examine the closure properties of hairpin languages based on the complexity of S. Examples 2.5 and 2.6 immediately yield the following lemma:
Lemma 5.1 There exist a regular set of DNA trajectories S and an antimorphic involution θ (resp., morphic involution σ ) such that shp (S, θ ) is not a regular language (resp., shp (S, σ ) is not a CFL).
Note that Lemma 5.1 is in contrast to the case of hairpin languages and scattered hairpin languages, studied by Kari et al. [12] , where the associated languages are regular. Despite the fact that regularity is not preserved when using a set of DNA trajectories to describe hairpin trajectories, we can show that for all regular sets of trajectories S and all antimorphic involutions θ , the language shp (S, θ ) is always context-free:
Theorem 5.2 If θ is an antimorphic involution and S is a regular set of DNA trajectories, then shp (S, θ ) is a linear context-free language.
Proof Let S be a regular set of DNA trajectories and G S = (V N , V D , P S , A 0 ) be a left-linear grammar for S, where all productions in P S are of the form A → aB or A → a for a ∈ V D and A, B ∈ V N (since we can assume without loss of generality that / ∈ S). Let G = (V N , , P , A 0 ) be the CFG defined as follows: for all A → tα in P S , with t ∈ V D and α ∈ V N ∪ { }, we add the following productions to P : We note that if we relax the condition that S is regular, Theorem 5.2 does not hold.
Lemma 5.3 Let be an alphabet with | | ≥ 3. There exists a (linear) context-free set of DNA trajectories S ⊆ V * D such that shp (S, μ) is not a CFL.
Proof Let S = f n b b n : n ≥ 0 . Then we note that if w ∈ shp (S, μ), then there exist a factorization w = uv, s ∈ S and a word x such that
As ϕ d (s) ∈ 0 * , the second relation implies v = x R . Further, as ϕ u (s) ∈ {1 n 0 n : n ≥ 0}, the first relation implies u = yx where |y| = |x|. Thus, we can verify the equality
To see that shp (S, μ) is not a CFL, note that
which is not a CFL by an application of the pumping lemma.
Further, if we consider shpf (S, θ ) for regular S and antimorphic θ the result may not be context-free. Considering Lemma 5.1, we may expect this result, as the CFLs are not closed under complement. z has an S 1 -hairpin, there exist u, v, x ∈ * such that x = , z = uv, x ω 0 j u and x R = μ(x) ω 0 j 1 i v. This implies that x = u and v = x R y for some y ∈ * . Thus, z = uv = xx R y. If z ∈ shp (S 2 , μ), we similarly get that z = xww R for some x ∈ * , w ∈ + . The reverse inclusion is proven similarly. Thus, we have that shpf (S, μ) = {x : ∀y ∈ + , z ∈ * , x / ∈ {yy R z, zyy R }}.
From (6), we can easily see that shpf (S, μ) is not context-free. In particular,
By an application of the pumping lemma for CFLs, this language is not context-free, establishing the result.
Thus, in general, shpf (S, θ ) is not a CFL if S is regular and θ is an antimorphism. However, we can find conditions on S such that shpf (S, θ ) is a CFL for all antimorphic involutions θ . We require some additional notions. [16] .
Recall the definition of the density function
We can now demonstrate a nontrivial class of sets of DNA trajectories for which the set of hairpin-free words will be guaranteed to be a CFL: 
For all productions of the form A → t, where A ∈ V N and t ∈ V D , we perform the following actions: 
Note that the productions of G are separated into two types: those whose left-hand side has a nonterminal from V N , and those from V N . Those from V N simulate S much in the same way as the proof of Theorem 5.2, however, they are not allowed to be the final step of a derivation. To move to those which involve V N , we must introduce a mismatch at some point where the trajectory sees b b (e.g., productions of the type (8) and (10)). Productions whose left-hand side is from V N are permitted to terminate a production. Further, as seen in (9) and (11), they are not constrained to match when encountering a b b in the trajectory-their only concern is to guarantee that the length of the derived word is equal to s for some s ∈ S.
From this, we claim that G generates the following language:
To see this, note that L(G) is a subset of the left-hand side. For the reverse inclusion, if x ∈ shpf (S, θ ) ∩ {x ∈ * : |x| ∈ S }, then |x| = s where s is the unique DNA trajectory in S with length |x|. Note that our grammar will generate x by ensuring that a mismatch is made in some position of x where bonding is required to occur by S. By Lemma 5.5, the language {x ∈ * : |x| ∈ S } is a regular language. Thus, its complement, {x ∈ * : |x| / ∈ S } is also a regular language, by the closure properties of the regular languages. We conclude that
is a CFL, by the closure properties of the context-free languages.
Theorem 5.6 shows the power of using DNA trajectories for characterizing hairpins. By using a well-studied property of languages and applying it to the set of DNA trajectories, we can guarantee important properties of the associated hairpin language. However, in this case, we find that in addition to the complexity of the set of DNA trajectories, it is also another measure of the complexity-the density of the language-that yields the result.
Considering their role in Theorem 5.6, we can ask about the possible structure of slender regular sets of DNA trajectories. The following important result has been established independently by, e.g., Pǎun and Salomaa [16] , Shallit [22] and, more generally, by Szilard et al. [23] 
Thus, slender sets of DNA trajectories include the familiar case of palindromes from Example 2.5, but is not powerful enough, for example, to include the set of θ -k-hairpin-free words studied by Kari et al. [11] .
We now turn to the complexity of shpf (S, θ ) for morphic involutions θ . By Lemma 5.1, we know that shp (S, θ ) can fail to be a CFL, even if S is regular. However, the example given (Example 2.6) yields a language whose complement shpf (S, θ ) is a CFL. However, we can find an example of a regular set S such that shpf (S, θ ) is not a CFL. 
Then note that shp (S, ι) = {xxw : x ∈ + , w ∈ * } ∪ {wxx : x ∈ + , w ∈ * }. Thus, we get that shpf (S, ι) = {x ∈ * : ∀y ∈ + , z ∈ * , x / ∈ {yyz, zyy}}. By intersecting with the regular language (ba + c) 3 , we note
We now consider the complexity of shp (S, θ ) for unary alphabets (i.e., with | | = 1). Proof Note that if | | = 1 and θ : → is an involution, then when θ is extended to a morphism or antimorphism, the result is equivalent to applying the identity morphism. Thus, we may assume throughout that θ is the identity morphism. so is τ (ρ(S) ), by the assumed closure properties of L and the fact that ρ and (in this case only) τ is a morphism. We conclude that shp (S, θ ) ∈ L and the result holds.
As a corollary, we note that for unary alphabets, if S is regular (resp., contextfree) then shp (S, θ ) is regular (resp., context-free). For context-free languages, this contrasts Lemma 5.3.
Regularity of Hairpin Languages
In the previous section, we have seen that for some regular set of DNA trajectories S and antimorphic involution θ , the associated hairpin language shpf (S, θ ) is not context-free. If we restrict S to be slender, then we can guarantee that shpf (S, θ ) is context-free for all antimorphic involutions θ . In this section, we consider tools which will allow us to establish that shpf (S, θ ) (and shp (S, θ )) is regular. Instead of further constraining S by beginning with slender sets of DNA trajectories, we look at relations on S that ensure regularity of shpf (S, θ ).
We define a partial order ≺ on words over
, 1} * such that the following three conditions hold:
We note that ≺ is also used to investigate bond-free properties between separate single strands of DNA [4] . The situation is illustrated (in the case of an antimorphic involution) in Fig. 7 . The figure illustrates that if s 2 ≺ s 1 , then we can get from s 1 to s 2 by replacing a bonding region of length k i in s 1 with a region which is not completely bonded, but still has length k i , in s 2 . As α / ∈ 1 * , note that I = ∅ and so w = . As x = uv, we have x ∈ shp (min(S), θ ). On the other hand, we can interpret the classic result of Entringer et al. [5] on avoidability of long squares in terms of hairpins:
For related results, see Fraenkel and Simpson [6] or Rampersad et al. [19] . Of course, there are both well-studied and novel problems in combinatorics on words and avoidability which cannot be expressed in terms of hairpins. For example, the avoidability of the pattern XXX, which is well-studied, cannot be expressed in terms of hairpins. However, the interaction between classical avoidability problems and hairpins is compelling, and the expressive power of hairpins suggests many problems, likely difficult, involving avoidability of patterns.
Decidability
We can now investigate the decidability of hairpin properties. For undecidability, we show that there exists a regular set of trajectories S such that determining whether context-free languages are shp (S, θ )-free for morphic or antimorphic involutions is impossible. The following results employ the undecidability of Post's Correspondence Problem (PCP); we refer the reader to Harju and Karhumäki [7] for an introduction. , u 2 , . . . , u n ; v 1 , v 2 , . . . , v n ) be a PCP instance over an alphabet . Let be the alphabet = ∪ {0, 1, #, #}. Let θ : * → be the antimorphic involution defined by θ(a) = a for all a ∈ − {#, #} and θ(#) = #. From the PCP instance I , we construct a context-free language L via the grammar G = ({A 0 , A 1 , A 2 }, , P , A 0 ), given by the following set of productions P :
The result will follow by the claim below: (⇒) Suppose a solution to I is given by
Clearly, y ∈ L. Further, y ∈ shp (S, θ ) via the DNA trajectory The proof for the case morphic involutions is essentially the same as the proof above. In particular, given a PCP instance I over an alphabet , the alphabet remains the same, the involution θ remains the same, but is extended to an morphism, and the set S is also the same.
The change is that we define context-free language L by the grammar G = ({A 0 , A 1 , A 2 }, , P , A 0 ), given by the following set of productions P :
In this case, we leave it to the reader to establish the claim that L ∩ shp (S, θ ) = ∅ if and only if I has a solution.
Note that the key concept in Theorem 6.2 is that we inserted the symbol #, whose image # (under θ ) did not appear in the language. In this way, we ensured that bonding did not occur at a specified position in our words.
Conclusions
In this paper, we have given a technique for modelling hairpin conditions on DNA words by using DNA trajectories. We have investigated closure properties and decidability questions relating to these hairpin sets. In order to ensure positive closure properties, restrictions must be placed on the sets of DNA trajectories. In particular, if S is a slender regular set of DNA trajectories, then shpf (S, θ ) is a context-free language for antimorphic involutions θ . On the other hand, for all regular sets of DNA trajectories S and all antimorphic involutions θ , the set shp (S, θ ) is a context-free language. In proving regularity of scattered hairpin sets, we have considered a partial order ≺ and the minimal set of DNA trajectories with respect to ≺.
With respect to decidability, we have shown that hairpin-freeness of a regular language is decidable for regular set of trajectories and antimorphic involutions. However, there exists a fixed regular set of trajectories S such that it is undecidable, given an antimorphic involution and a context-free language L, whether or not L is shp (S, θ )-free.
One restriction on using DNA trajectories is that the model has the potential to be too precise: sets of DNA trajectories where bonds are enforced at particular positions are not realistic biological model, and would likely not be useful in DNA computing situations. Thus, care has to be taken in the choice of the set of DNA trajectories. The common choices for describing hairpin shapes in previous research all do not enforce strong conditions which are unrealistic; viewed as DNA trajectories, we note that the specifications are all infinite (regular) languages whose broad structure does not impose impossible conditions. A topic for future work is an investigation of the limitations of the use of DNA trajectories in modelling hairpins. In particular, we can impose a change to the definition (for instance, a probabilistic or similar model) which essentially ignores unrealistic conditions specified by a set of DNA trajectories, or use language theory to consider classes of sets of DNA trajectories which model realistic conditions and investigate their language theoretic properties.
Another topic for future research is the interplay between required formations and forbidden formations. Currently, given two sets of DNA trajectories S 1 and S 2 , the sets shp (S 1 , θ) and shpf (S 2 θ) are independent entities. It might be a worthwhile extension to consider conditions which model statements such as "hairpins from S 1 if necessary, but never from S 2 ".
We feel that DNA trajectories are an appropriate and convenient tool for modelling hairpin conditions on words. The use of DNA trajectories also suggests interesting problems for further study, including further research on avoidability of patterns defined by scattered hairpin conditions.
