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We study the electrocaloric (EC) effect in bulk BaTiO3 (BTO) using molecular dynamics simu-
lations of a first principles-based effective Hamiltonian, combined with direct measurements of the
adiabatic EC temperature change in BTO single crystals. We examine in particular the dependence
of the EC effect on the direction of the applied electric field at all three ferroelectric transitions,
and we show that the EC response is strongly anisotropic. Most strikingly, an inverse caloric effect,
i.e., a temperature increase under field removal, can be observed at both ferroelectric-ferroelectric
transitions for certain orientations of the applied field. Using the generalized Clausius-Clapeyron
equation, we show that the inverse effect occurs exactly for those cases where the field orienta-
tion favors the higher temperature/higher entropy phase. Our simulations show that temperature
changes of around 1 K can in principle be obtained at the tetragonal-orthorhombic transition close
to room temperature, even for small applied fields, provided that the applied field is strong enough
to drive the system across the first order transition line. Our direct EC measurements for BTO
single crystals at the cubic-tetragonal and at the tetragonal-orthorhombic transitions are in good
qualitative agreement with our theoretical predictions, and in particular confirm the occurrence of
an inverse EC effect at the tetragonal-orthorhombic transition for electric fields applied along the
[001] pseudo-cubic direction.
I. INTRODUCTION
The electrocaloric (EC) effect – a reversible temper-
ature change of a material under adiabatic application
or removal of an electric field – was first reported in
1930.1 While initially the effect was considered too weak
to be useful for applications, technological applications
are now considered feasible, after a very large EC tem-
perature change of ∼12 K has been reported for thin films
of PbZr0.95Ti0.05O3.
2 This observation has led to a large
increase in research activity on the EC effect.3–5 The EC
effect, as well as the analogous magnetocaloric and elas-
tocaloric effects, which can be observed in certain ma-
terials under application of a magnetic field or a stress
field, respectively,6,7 are currently attracting consider-
able attention. All three caloric effects can facilitate the
development of a new generation of solid state cooling
devices, which promise to be more energy-efficient and
environmentally-friendly than currently existing devices
based on vapor compression.8,9
In the present work, we focus on BaTiO3 (BTO), which
is a well-characterized prototypical ferroelectric (FE) ma-
terial. BTO exhibits a paraelectric (PE) cubic (C) phase
at high temperature, which on cooling transforms into
a FE tetragonal (T) phase at ∼ 120◦C. Further cooling
leads to two FE-FE transitions, first to an orthorhombic
(O) phase at ∼ 5◦C and finally to a rhombohedral (R)
phase at ∼ −90◦C.10 In each FE phase, the spontaneous
electric polarization points along a different crystallo-
graphic direction. The strongest EC effect is typically
observed in FE materials close to a FE phase transition,
where application of a moderate electric field can result
in very large changes of the electric polarization.4 There-
fore, the various transitions make BTO a very attractive
system for exploring the EC effect.
The EC effect in BTO has been studied both experi-
mentally, see e.g., Refs. 11–13, as well as theoretically, us-
ing either phenomenological thermodynamical modeling
or an ab initio-based effective Hamiltonian approach, see
e.g., Refs. 14–20. Most of these previous studies have fo-
cused on the temperature region around the PE-FE tran-
sition, where particularly large field-induced polarization
changes occur. However, large polarization changes, in-
cluding reorientation of the polarization direction along
different crystallographic axes, also occur at the FE-FE
transitions. Indeed, an EC effect corresponding to a tem-
perature change of 1.4 K under application of an electric
field of 10 kV/cm has been reported at the T-O transi-
tion in BTO.21 Furthermore, ab initio-based studies pre-
dict sizable EC temperature changes both at the T-O
and at the O-R transition in BTO,18 as well as in the
closely related compound Ba0.5Sr0.5TiO3.
22 A finite EC
response has also been measured at FE-FE transitions
in other ferroelectrics, e.g., Pb(Mg1/3Nb2/3)O3-PbTiO3
single crystals.23
Generally, the EC effect is related to the polarization
change along the direction of the applied field, and thus
most theoretical studies have considered an electric field
applied along the direction of the spontaneous polariza-
tion in the FE phase. Nevertheless, some experimental
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2studies have been performed for Pb-based relaxor single
crystals grown with different orientations,24–26 and have
confirmed that the EC response indeed depends on the
orientation of the applied field. This anisotropy of the
EC effect has not received much attention so far. In the
case of a FE-FE transition for which the orientation of
the spontaneous polarization changes between two crys-
tallographically inequivalent directions, the anisotropy of
the EC effect is particularly relevant, and is currently not
fully understood.
Remarkably, an inverse (or negative) EC response, i.e.,
a temperature decrease under application of an electric
field, has been observed for certain applied field direc-
tions within a small temperature region.23 Ponomareva
and Lisenkov have attributed this inverse EC effect to
noncollinearity between the electric polarization and the
applied field, and were able to reproduce the inverse ef-
fect in their ab initio-based simulations.22 However, a
full understanding of this inverse EC effect and the con-
ditions required for observing it at FE-FE transitions is
still lacking.
Due to its multiple FE transitions, BTO is an ideal
system to develop a better general understanding of the
EC response at FE-FE transitions, of the corresponding
anisotropy, and of a possible inverse EC response. We
note that the first FE-FE (T-O) transition in BTO oc-
curs just below room temperature, and thus in a very
attractive temperature region for many anticipated tech-
nological applications. Furthermore, modified EC cycles
have been suggested which could enhance the overall EC
response of a material by utilizing a combination of nor-
mal and inverse EC effects.22,27
In this paper, we present a detailed and systematic
study of the EC effect in BTO at all three FE transi-
tions using a first principles-based effective Hamiltonian
approach. In particular, we examine how the direction
of the applied field affects the EC temperature change.
Since application of an external electric field shifts the
phase transition temperatures and can also affect the or-
der of the corresponding phase transition, we first estab-
lish the electric-field versus temperature phase diagram
for different orientations of the electric field. We obtain a
finite adiabatic EC temperature change at all three tran-
sitions. For some field orientations an inverse EC effect
can be observed at the FE-FE transitions, and we an-
alyze the mechanism leading to such inverse effects in
terms of the Clausius-Clapeyron equation. To verify our
theoretical predictions and the results of our simulations,
we also perform direct measurements of the EC tem-
perature change in BTO single crystals along different
crystallographic directions. We observe good qualitative
agreement between our simulations and the experimental
measurements.
This paper is organized as follows. In Secs. II and III,
we describe our computational and experimental meth-
ods, respectively. We then present and discuss the cal-
culated electric field versus temperature phase diagrams
(Sec. IV A), followed by the discussion of potential inverse
caloric effects using the generalized Clausius-Clapeyron
equation, along with an estimation of the entropy changes
associated with the latent heat of the various first-order
phase transitions (Sec. IV B). Next, we present the calcu-
lated EC temperature changes for different applied field
directions, and we also discuss some examples of non-
monotonic behavior of the EC temperature changes as
function of the electric field magnitude (Sec. IV C). Fi-
nally, in Sec. IV D we present the directly measured EC
temperature changes for BTO single crystals correspond-
ing to different orientations of the applied field, and we
summarize our results in Sec. V.
II. COMPUTATIONAL METHOD
We use a first principles-based effective Hamiltonian
approach,28,29 which is applicable to FE materials ex-
hibiting a cubic perovskite structure at high tempera-
tures. Within this approach, only those degrees of free-
dom are considered that are essential to correctly de-
scribe the FE transitions. To this end, each cubic per-
ovskite unit cell, i, is represented by a three-dimensional
soft mode vector ui and a vector describing the local
strain wi. Further, the global elastic degrees of free-
dom are included through the homogeneous strain tensor
ηj , j = 1, . . . , 6 (in standard Voigt notation). The total
energy of the system is then expressed as a low order
polynomial in terms of these variables, and includes var-
ious terms describing the so-called soft-mode self energy
(the tendency to form local dipoles), the dipole-dipole in-
teraction energy, a short range interaction between soft
modes, the homogeneous and inhomogeneous elastic en-
ergy, and additional terms describing the coupling be-
tween soft mode and strain variables. The latter are es-
sential to correctly describe the three successive phase
transitions in BTO and related materials. All parame-
ters of this effective Hamiltonian can be calculated using
ab initio density functional theory, 29,30 i.e., no empirical
fitting to experimental data is required.
We use the open-source “feram” code (http://loto.
sourceforge.net/feram/)31 to perform molecular dy-
namics (MD) simulations for this effective Hamiltonian,
allowing us to access finite temperature properties. Fur-
ther, we use the previously reported parameter set for
bulk BaTiO3,
30 determined using density functional the-
ory calculations with the Wu-Cohen exchange-correlation
functional.32 A 96 × 96 × 96 supercell is used in all our
simulations, corresponding to about 900 000 perovskite
units. The system is equilibrated at a given temperature,
with or without applied field, within the canonical, i.e.,
“constant temperature” (NPT) ensemble using a Nose´-
Poincare´ thermostat.33
The transition temperatures for the FE phase transi-
tions at a fixed applied electric field are determined se-
quentially by performing both “heating” and “cooling”
simulations, i.e., each simulation is initialized using a
previously thermalized configuration obtained at slightly
3FIG. 1. Schematic representation of the computational pro-
tocol used to obtain the adiabatic temperature change for
switching the field off. Here, Eapp is the applied field. Ti
and Tf denote initial and final temperatures corresponding
to Eikin and E
f
kin, respectively.
lower or higher temperature, respectively. We use tem-
perature steps of 10 K far away from a phase transition
and reduced steps of 2 K near phase transitions. The
system is thermalized over a time period of 120 ps, and
then statistical averages for various quantities are accu-
mulated over a period of 160 ps, using MD time steps of
2 fs.
To determine the adiabatic temperature change un-
der application or removal of an external electric field,
we employ the microcanonical, i.e., “constant energy”
(NPE) ensemble after the system has been thermalized
at a given temperature and field. This allows us to mon-
itor the change in kinetic energy of the system while the
electric field is slowly ramped up or down. The EC tem-
perature change ∆T is then obtained using:
∆T =
2(Efkin − Eikin)
NfkB
. (1)
Here, Eikin and E
f
kin denote the initial and final aver-
age kinetic energies of the system, Nf is the number
of degrees of freedom of the model system, and kB is
the Boltzmann constant. The computational protocol is
schematically shown in Fig. 1. Except where otherwise
noted, the applied electric field along each Cartesian di-
rection is changed with a rate 0.002 kV/(cm·fs), which is
slow enough to ensure that the system remains in ther-
mal equilibrium during the field ramping.34 The system
is thermalized before and after the ramping for 80 ps, and
then thermal averages are accumulated over a period of
40 ps (before the field ramping) and 100 ps (after the field
ramping). A MD time step of 1 fs is used for these sim-
ulations.
We note that, for computational efficiency, only the
soft mode variables are treated as dynamical variables
within this work, whereas the local and global strain vari-
ables are obtained by minimizing the total energy for the
current soft mode configuration in each MD step. Thus,
our simulations contain only 3 dynamical (fluctuating)
variables per perovskite unit cell, as compared to 15 in
the real material. As a result, the specific heat of the
model system is smaller than that of the real material by
approximately a factor of 3/15 = 1/5. Consequently, the
calculated ∆T is overestimated by approximately a fac-
tor of 5, and in the following we always report “scaled”
∆T values, which are corrected by this factor to match
our values to the number of degrees of freedom of the real
system.18 In contrast, whenever we report absolute tem-
perature values, these correspond to the actual system
temperature T of our model system during the simula-
tion. In this case, rescaling is not applicable.
Further, we note that, while the effective Hamiltonian
approach is able to successfully reproduce all three FE
transitions in BTO,29,30 the calculated transition temper-
atures deviate by some amount from the experimentally
measured values. These deviations result from the sim-
plifications inherent in the effective Hamiltonian method
(reduced number of variables, neglect of higher order
terms in the total energy) as well as from the approx-
imations used to calculate the corresponding parame-
ters using density functional theory.35 While some of
these deviations can be reduced by using either fixed
or temperature-dependent pressure corrections (see, e.g.,
Refs. 29 and 30), in the present work we do not use such
empirical corrections, since their applicability is not ap-
parent if the temperature of the system varies during the
simulation.18 We point out that the effective Hamilto-
nian approach was shown to be a powerful method that
allows to obtain general understanding and give crucial
information on overall magnitudes as well as expected
trends.
III. EXPERIMENTAL METHOD
BTO single crystals (3 mm × 3 mm × 0.5 mm) cut per-
pendicular to the [001], [011] and [111] directions, were
purchased from EQ Photonics GmbH. For electrocaloric
measurements they were sputtered with 100 nm Au elec-
trodes on both faces. We note that here and in the fol-
lowing, we always use cubic (or pseudo-cubic) notation
to specify the crystallographic directions, i.e. [100], [010],
and [001] correspond to the Cartesian x, y, and z direc-
tions.
The EC effect was directly measured using a custom-
built quasi-adiabatic calorimeter under high vacuum-
condition (about 10−6 mbar). The measurements were
performed on heating between 276 K and 420 K. Electric
field pulses with magnitudes of 5, 7.5, and 10 kV/cm,
and a period of 200 s, were applied at each measurement
temperature. For each temperature and field value, four
temperature changes were measured over two field cy-
cles (i.e., two measurements for switching on and two
for switching off the field). From this data, the mean
EC temperature change and the corresponding stan-
dard deviation were obtained. The electrical pulses
were generated by a functional signal generator (Keith-
4ley Model 3390) and amplified by a high-voltage ampli-
fier (TREK Model PD05034). The sample temperature
change, ∆Tmeas, was recorded by a Kapton
R© - insulated
type K thermocouple, contacted to the top electrode of
the sample and connected to a temperature controller
(Lakeshore Cryotronics Model 336). The EC tempera-
ture change was then calculated taking into account the
geometry of the system and the heat capacities of its
components:
∆T = ∆Tmeas
∑
i
Cip
CECp
. (2)
Here, Cip represent the heat capacities of each subsys-
tem i (parts of the sample with electrode and without
electrode, electrical wires, alumina compound to contact
the thermocouple, silver paste to fix the electrical wires)
which are in contact with the sample, and CECp is the
heat capacity of the BTO single crystal covered by the
electrode.36 Both the heat capacity and the phase transi-
tion temperatures of the BTO single crystals were mea-
sured using a differential scanning calorimeter (Netzsch,
DSC 204) on heating and on cooling at 10 K/min over a
temperature range of 250-425 K, as reported elsewhere.37
IV. RESULTS AND DISCUSSION
A. E-T phase diagrams
We first examine how the magnitude as well as the
direction of an applied electric field alters the nature of
the different phases and the corresponding phase tran-
sition temperatures in bulk BaTiO3. We consider three
different field directions: [001], [011], and [111], which
correspond to the directions of the spontaneous polar-
ization in the T, O, and R phases, respectively. We de-
termine the phase transition temperatures from the tem-
perature dependence of the different polarization com-
ponents calculated during heating and cooling simula-
tions. As example, different components of the polariza-
tion, Pα, α ∈ {x, y, z}, are plotted as a function of tem-
perature for a few applied fields in Fig. 2. For brevity,
we only show data from cooling simulations. The data
obtained from heating simulations is analogous, except
that the resulting transition temperatures are typically
somewhat higher than the ones obtained from the cool-
ing simulations. This is due to the thermal hysteresis as-
sociated with the first order phase transitions. Note that
here and in the following, we usually specify the magni-
tude Eα for each nonzero component of the applied field,
i.e., the corresponding fields ~E are (0, 0, Eα), (0, Eα, Eα),
and (Eα, Eα, Eα) for fields applied along [001], [011], and
[111], respectively.
For zero electric field, sharp jumps can be observed in
the different polarization components at the transition
temperatures (see black lines in Fig. 2), indicating the
first order (discontinuous) character of each transition,
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FIG. 2. Polarization components along x (solid lines), y
(dashed lines), and z (dot-dashed lines) directions are plotted
as a function of temperature for several electric fields applied
along (a) [001], (b) [011] and (c) [111]. For clarity, only the re-
sults obtained from cooling simulations and for selected field
strengths Eα are shown.
as expected for bulk BTO.10 With decreasing tempera-
ture, one can observe successive transitions from the PE-
C phase to the FE-T, O, and R phases, corresponding to
one, two, and three nonzero Cartesian components of the
polarization, respectively.
Under application of an electric field, the transition
temperatures shift to either lower or higher tempera-
tures, depending on the specific transition and field di-
rection. Simultaneously, in all cases where the electric
field is not parallel to the zero-field polarization direc-
tion, the symmetry of the corresponding phase is reduced
to monoclinic, due to non-zero polarization components
induced by the applied field, or due to enhanced polar-
ization components along the field direction. In spite of
this symmetry-lowering, in the following we will continue
to label the different FE phases as T, O, and R, i.e., ac-
cording to their zero field symmetries. Furthermore, for
each field direction the symmetry of the “PE” phase, be-
comes identical to the one of the FE phase that has its
spontaneous zero-field polarization along the direction of
the applied field.
The resulting electric field versus temperature (E-T )
phase diagram is shown in Fig. 3. Each panel corresponds
to the results obtained for a specific direction of the ap-
plied electric field. The shaded areas between heating
and cooling curves corresponding to the same transition
represent coexistence regions, where the observed phase
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FIG. 3. Electric field versus temperature (E-T ) phase dia-
gram of BTO for fields applied along (a) [001], (b) [011], and
(c) [111]. Here, Eα is the magnitude of each non-zero Carte-
sian component of the applied field. Shaded regions between
heating and cooling curves correspond to the coexistence re-
gions between two phases. The black star in (a) indicates
the estimated critical point (Ec, Tc) for the PE-FE transition
with field applied along [001].
of the system depends on its history. For all transitions
and field directions, the width of the thermal hysteresis
and thus the coexistence region decreases with increas-
ing electric field. Note that we expect to obtain a more
pronounced thermal hysteresis compared to what is typi-
cally observed in experiments, because our model system
does not include any defects or inhomogeneities that can
act as nucleation centers for the phase transition.
The overall structure of the E-T phase diagram for
the three different field directions agrees well with previ-
ous results obtained from thermodynamic modeling using
Landau theory.38,39 For each field direction, the temper-
ature range of the FE phase which has its spontaneous
polarization parallel to the applied field is strongly in-
creasing with the field strength, and the corresponding
transition lines shift to lower/higher temperatures, ac-
cordingly. All other phases will eventually vanish for
sufficiently high field strength. However, the required
fields for the R (R and O) phase(s) and field along [011]
([001]), i.e., the phase(s) on the low temperature side of
the phase favored by the applied field, are much higher
than our strongest applied electric fields. In contrast, the
disappearance of the T phase for strong applied fields
along [011] and [111] and of the O phase for strong ap-
plied fields along [111] can already be anticipated from
the E-T phase diagram shown in Fig. 3, even though
the corresponding phase regions are not yet completely
closed towards high Eα.
For ~E ‖ [001], the first order transition emanating from
the zero-field PE-C to FE-T transition ends in a criti-
cal point (Ec, Tc), see, e.g., Ref. 13. This is because, as
already mentioned, the symmetry of the “PE” phase40
becomes identical to the one of the T phase for a field
applied along [001]. Simultaneously, the applied field re-
duces the jump in Pz associated to the first order phase
transition. Thus, once the temperature dependence of Pz
becomes continuous, no phase transition occurs.
We can obtain a rough estimate for Ec and Tc by lin-
early extrapolating the jump in polarization obtained for
small electric fields, i.e., where ∆P is sizable, towards
higher fields, and then identifying the field and tempera-
ture where this extrapolation becomes zero. In this way,
we obtain a critical field around 40 kV/cm and a criti-
cal temperature around 325 K, which is indicated by the
black star in Fig. 3(a). This value obtained for Ec is
larger than what has been measured experimentally,13
consistent with the expected stronger first order charac-
ter of the transitions in our simulations compared to ex-
periments (as already mentioned earlier). Nevertheless,
we note that the thermal hysteresis of the corresponding
PE-FE transition in our simulations essentially vanishes
already for a field of around Eα = 25 kV/cm, and no
clear jump in Pz(T ) is recognizable any more above this
field strength (see Fig. 2a). However, due to the limited
numerical accuracy, finite-size effects, and the discretized
T -sampling, it is not straightforward to identify the exact
field strength at which P (T ) becomes continuous from
our data.
B. Electrocaloric entropy change across the first
order phase transitions
Following Refs. 41 and 42 we can obtain an expres-
sion for the isothermal electrocaloric entropy change,
∆S = S(T, ~E)− S(T, ~E = 0), under application of an ex-
ternal electric field, ~E, across a first order phase bound-
ary. For this, we express the field- and temperature-
dependent polarization component along the field direc-
tion in the vicinity of a first order phase transition as
follows:
P (T,E) = P˜ (T,E) + ∆P (Et(T )) Θ(T − Tt(E)) . (3)
Here, P˜ (T,E) is the part of P that varies smoothly
with T and E = | ~E|, ∆P (Et(T )) is the jump in po-
larization at the temperature-dependent transition field
60
20
40
E = 0
E
α
 = 100 kV/cm
0
20
40
Po
la
ri
za
tio
n 
(µ
C
/c
m
2 )
0 100 200 300 400
Temperature (K)
0
20
40
(a)
(b)
(c)
FIG. 4. Polarization projected along the field direction for
different directions of the applied field – (a) [001], (b) [011],
and (c) [111] – plotted as a function of temperature for zero
field (black solid lines) and for Eα = 100 kV/cm (red dashed
lines). We only show here results obtained during cooling
simulations.
Et(T ) (or, equivalently, at the field-dependent transition
temperature Tt(E)), and Θ(T − Tt(E)) is the Heaviside
step function, which is 0 for T − Tt(E) < 0 and 1 for
T−Tt(E) > 0. Thus, positive (negative) ∆P corresponds
to the case where the polarization along the field direc-
tion is larger (smaller) above the transition temperature
than below the transition temperature. Furthermore, we
assume that Et(T ) and accordingly Tt(E) are uniquely
defined in the considered temperature and field range.
Using the Maxwell relation (∂S/∂E)T = (∂P/∂T )E ,
where P refers to the polarization component along the
direction of the applied field, and focusing only on the
contribution to ∆S resulting from the jump in P (T,E),
one obtains:
∆S = ∆P (Et(T ))
∣∣∣∣dEtdT
∣∣∣∣ , (4)
which corresponds to the well-known Clausius-Clapeyron
equation.43 From Eq. (4) it follows that the sign of the
caloric entropy change when crossing a first order phase
transition is determined by the sign of ∆P (Et(T )), i.e.
the corresponding jump in the polarization along the di-
rection of the applied field.
Fig. 4 shows the calculated polarization component
along the field direction for different field directions
as function of temperature and for two different field
strengths. It can be seen that both positive and negative
∆P occurs at the T-O and O-R transitions, depending on
the direction of the applied field. The polarization jumps
are most pronounced for zero field, but are still qualita-
tively similar for Eα = 100 kV/cm. According to Eq. (4),
a negative ∆P corresponds to negative ∆S and thus to
a normal caloric effect, i.e., the entropy is decreased by
the applied field. In contrast, positive ∆P corresponds
to positive ∆S and thus gives rise to an inverse caloric
effect, i.e., the applied field increases the entropy of the
system.
Comparing Fig. 4 with Fig. 3, one realizes that the
cases with positive ∆P (T-O and O-R transitions for field
along [001] and O-R transition for field along [011]), and
thus with inverse caloric effect, correspond to the transi-
tions and field directions with negative dEt/dT , i.e., the
cases where the applied field shifts the transition tem-
perature to lower values. In these cases, if the electric
field is increased under isothermal conditions, the phase
transition line is crossed coming from the “low temper-
ature phase” and entering into the “high temperature
phase”, which is stabilized at the given temperature due
to the applied field. Since the high temperature phase
usually has the higher entropy, this means that ∆S is
positive, consistent with Eq. (4). Thus, Eq. (4) is crucial
to understand the sign of the EC response at the FE-FE
transitions, and both positive ∆P and negative dEt/dT
indicate an inverse electrocaloric effect at the correspond-
ing transition for a given field direction.44 Note that the
generalized Clausius-Clapeyron equation and its implica-
tions have already been discussed in the context of the
magnetocaloric effect in shape memory Heusler alloys.41
We can also estimate the EC entropy change ∆S as-
sociated with the first-order phase transition using our
calculated field-dependent transition temperatures and
polarization projections in Eq. (4). From the data shown
in Fig. 3 we can extract dEt/dT noting that Tt(E) is
approximately linear at small fields (≤ 20 kV/cm). We
therefore obtain dEt/dT |E=0 from a linear fit by us-
ing the average of Tt(E) calculated from heating and
cooling simulations. We estimate the jump in polar-
ization ∆P |E=0 at each transition by averaging the
data shown in Fig. 4 along with that obtained from
the heating simulations. From Eq. (4) we then obtain
|∆S(E = 0)| = 3.6 J/kg/K for the PE-FE transition,
|∆S(E = 0)| = 2.6 J/kg/K for the T-O transition, and
|∆S(E = 0)| = 1.4 J/kg/K for the O-R transition. We
note that these values are only rough estimates based
on our data obtained for different field directions. Nev-
ertheless, our estimates of ∆S compare reasonably well
with values of 2.2 ± 0.2 J/kg/K measured in Ref. 12
for the C-T transition, and with 2.4 ± 0.2 J/kg/K and
2.2 ± 0.2 J/kg/K measured in Ref. 45 for the C-T and
T-O transitions, respectively. A successive reduction of
∆S for the C-T, T-O, and O-R transitions has also been
reported in Ref. 46.
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FIG. 5. EC temperature change under removal of an electric
field, plotted as function of the initial temperature, for dif-
ferent field directions. For each direction the initially applied
total field was E = 200 kV/cm.
C. Direct calculation of EC temperature change
Next, we directly calculate the adiabatic temperature
change ∆T for the three different field directions using
the microcanonical ensemble, as described in Sec. II. In
addition to the contribution resulting from the discon-
tinuous jump (∆P ) at the phase transition, which was
discussed in the previous subsection, the directly calcu-
lated ∆T also includes the contribution to the EC re-
sponse resulting from the smooth variation of P (T,E),
i.e, P˜ (T,E) in Eq. (3).
The calculated ∆T (Ti), corresponding to removal of an
electric field at initial temperature Ti is shown in Fig. 5
with the same total initial field E = | ~E| = 200 kV/cm ap-
plied along different directions. One can see that there
are sharp features visible in ∆T , corresponding to all
three transitions, regardless of the direction of the ap-
plied field. The largest response is observed just above
the zero-field PE-FE transition temperature, i.e., slightly
above 300 K, with a maximum temperature change of
around −5 K for E = 200 kV/cm applied along [001].
This is similar to what has been reported previously.18,22
In the temperature range of the PE-FE transition and
above, the calculated EC temperature change is qualita-
tively similar for all three directions for the applied field,
but the magnitude of ∆T depends strongly on the field
direction and is largest (for the same total applied field)
for ~E ‖ [001].
At lower temperatures, i.e, in the temperature range of
the FE-FE transitions, there are pronounced qualitative
differences between the three different field directions. In
each case, ∆T exhibits two rectangularly-shaped peaks
corresponding to the T-O and O-R transitions, respec-
tively. However, since the transition temperatures are
generally shifted in different ways for the different field
directions, these peaks in ∆T appear at different tem-
peratures in each case. For ~E ‖ [111] the two peaks are
essentially merged into one single feature, since the two
FE-FE transitions are very close in temperature.
Most strikingly, an inverse caloric effect, i.e., a posi-
tive ∆T under field removal, can be observed at the T-O
and O-R transitions for ~E ‖ [001], and at the O-R tran-
sition for ~E ‖ [011]. These are exactly those cases where
an inverse isothermal caloric entropy change has been
predicted in the previous subsection based on Eq. (4)
and the calculated jumps in polarization (Fig. 4). Thus,
the qualitative considerations discussed in the previous
subsection, which were based on Eq. (4), are consistent
with the directly calculated temperature changes shown
in Fig. 5.
We note that an earlier study has suggested that the in-
verse EC effect occurring close to a FE-FE phase bound-
ary in Ba0.5Sr0.5TiO3 originates from noncollinearity be-
tween polarization and electric field.22 Our results offer
further clarification. In particular, one can see that ∆T
remains negative, i.e., “normal”, over the whole temper-
ature range for ~E ‖ [111], in spite of the misalignment be-
tween the applied field and the polarization in both the T
and O phases in this case. Thus, even if the applied field
is not parallel to the polarization in any of the FE phases
on either side of the transition, a normal EC effect can
occur. The discussion in the previous section based on
the Clausius Clapeyron equation offers a simple explana-
tion of this, and shows that the crucial point is that the
applied field induces a transition from a “low entropy”
to a “high entropy” FE phase. While the noncollinear-
ity between the field and the polarization direction in at
least one of the FE phases is necessary to induce such a
transition, the presence of the noncollinearity by itself is
not sufficient to cause an inverse caloric effect.
In order to further analyze the occurrence of the in-
verse caloric effect, we now focus on the temperature re-
gion around the T-O transition for an applied field along
the [001] direction, and we calculate the adiabatic EC
temperature change at a fixed initial temperature but for
different strengths of the applied electric field. In Fig. 6
we show the corresponding results for two different initial
temperatures, Ti = 180 K and Ti = 125 K.
As seen from Fig. 3(a), at Ti = 180 K, the T phase
is stable over the whole range of applied field strengths,
even for zero applied field. Consequently, the system
is initially in the T phase and remains so under field
removal. Fig. 6 shows that this results in a normal,
i.e., negative, EC temperature change, the magnitude
of which increases monotonously with increasing field
strength.
In contrast, for an initial temperature of 125 K, the
T phase is unstable for applied fields below ∼90 kV/cm,
i.e., below the blue T-O transition line in Fig. 3(a). Thus,
if for large applied fields the system is initially in the
T phase it transforms into the O phase under field re-
moval. As seen from Fig. 6, this results in a distinctly
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FIG. 6. Adiabatic EC temperature change, ∆T , as function
of the initially applied field magnitude for ~E ‖ [001]. Each
data point is calculated separately as the field is switched-off
from the specified initial temperature, as shown schematically
in Fig. 1.
non-monotonous dependence of ∆T on the applied field
strength. For small applied fields (below ∼90 kV/cm),
the system is in the O phase both with and without ap-
plied field and exhibits a (rather small) normal EC ef-
fect (negative ∆T ) that increases slightly with the field
strength. However, once the applied field becomes larger
than ∼90-100 kV/cm, the system is initially in the T
phase but then transforms into the O phase under field
removal. This phase transition results in a strong in-
verse EC effect with a (positive) adiabatic temperature
change of around 1.2 K, consistent with the negative (i.e,
inverse) EC entropy change obtained from Eq. (4) for the
T-O transition and field along [001]. If the magnitude of
the applied field is further increased, then ∆T decreases
again, indicating a normal EC effect within the T phase.
Thus, the inverse effect is indeed closely related to the
T-O phase transition, as outlined in the previous sub-
section, and occurs exactly at the specific temperature-
dependent transition field Et(T ) where the transition line
is crossed.
Fig. 6 contains the total ∆T under removal of a given
initial field. To complement this, we can also plot the ac-
tual time evolution of the temperature (defined through
the average kinetic energy) while we remove the field dur-
ing the course of the simulation. This is shown, together
with the evolution of the polarization components, in
Fig. 7. The system is thermalized at Ti = 125 K and
an initially applied field of 200 kV/cm along [001]. It can
be seen, that at the start of the simulation the system is
in the T phase, with only one non-zero component of P .
When the field is ramped down (between t = 200 ps and
t = 300 ps), this component starts to decrease with the
field, and simultaneously we observe a weak decrease in
temperature, i.e., a normal EC effect. This confirms that
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FIG. 7. Time evolution of the system temperature (a) and of
the Cartesian components of the polarization (b) during the
course of a simulation with an initial temperature of 125 K
and an initial applied field of 200 kV/cm along [001]. Between
t = 200 ps and t = 300 ps the applied field is ramped down to
zero, as indicated on the top side of the graph.
the decrease of ∆T observed in Fig. 6 for Ti = 125 K and
applied fields above 90 kV/cm is indeed related to the
(relatively weak) normal EC effect within the T phase,
that occurs while the initially applied field is ramped
down to a value of around 90 kV/cm (see the evolution
of T between t = 200 ps and t = 250 ps in Fig. 7).
However, once the field has decreased below 90 kV/cm,
the T-O phase transition sets in, and the system starts to
transform into the O phase, characterized by two equal
non-zero polarization components. This transformation
is accompanied by a sharp increase in temperature, cor-
responding to an inverse caloric effect. At the end of the
field ramping phase (t = 300 ps), the system has com-
pletely evolved into the O-phase and the overall change
in temperature corresponds to an inverse EC effect.
As seen from Fig. 7, during the course of the phase
transition, the system temperature in our simulation
changes by about 6 K, which, after rescaling to the cor-
rect number of degrees of freedom, corresponds to ∆T ≈
1.2 K, consistent with the temperature change obtained
from Fig. 6. It is important to note that, since this
temperature change occurs exactly when the system is
crossing the transition line, its magnitude is essentially
independent of the strength of the initially applied elec-
tric field. The only requirement is that the applied field
is strong enough to cross the first order T-O transition
line for a given initial temperature. If the transition oc-
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FIG. 8. Time evolution of the system temperature during a
simulation for Ti = 135 K, when a field of 20 kV/cm along
[001] is switched off. The time period between the two red
dashed lines indicates the time during which the field is slowly
ramped down with a rate of −0.0004 kV/cm/fs.
curs, it results in an inverse caloric temperature change
of around 1 K.
For Ti = 125 K, an applied field of at least 100 kV/cm is
required to cross the T-O transition. However, the transi-
tion field is strongly reduced for slightly higher tempera-
tures. For example, at Ti = 135 K the T-O transition can
already occur for an applied field of 20 kV/cm, and in-
deed we obtain essentially the same inverse temperature
change as for Ti = 125 K when the system undergoes the
transition (see Fig. 8).
We note that in the present case, if the system is ini-
tially within the coexistence region, we initialize the sys-
tem such that the application or removal of the field will
result in a crossing of the transition line we want to study.
However, without initial poling of the system or upon
subsequent field cycling, the system may get stuck in one
of the FE phases, and thus will not undergo a phase tran-
sition in subsequent field cycles. Furthermore, the system
can also form complex multi-domain states,47 which can,
potentially, reduce the overall EC response. In practice,
the limiting factor for obtaining the large EC effect re-
lated to the T-O transition entropy, is that the applied
field has to be large enough to overcome the hysteretic
behavior of the system, in order to reversibly drive the
system back and forth between the two different phases.
D. Direct measurements of the EC temperature
change in BTO single crystals
In order to verify the theoretical considerations and
simulation results presented in the preceding subsections,
we perform direct measurements of the EC temperature
change in single crystals of BTO with different orienta-
tion of the crystallographic axes relative to the applied
electric field (see Sec. III for details on the experimen-
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FIG. 9. Results of differential scanning calorimetry (DSC)
measurements to obtain the phase transition temperatures for
(a) BTO [001], (b) BTO [011], and (c) BTO [111] on cooling
(blue) and on heating (red).
tal procedure). The EC measurements are performed in
the vicinity of both the cubic-tetragonal (C-T) and the
tetragonal-orthorhombic (T-O) phase transitions.
In Fig. 9, we first show the DSC signals measured for
all BTO samples on both heating and cooling, from which
the transition temperatures for the C-T and T-O tran-
sitions can be obtained. Note that in all cases, there
is a thermal hysteresis of a few Kelvin between heating
and cooling at both transitions. Furthermore, there is
a slight shift in the transition temperatures for different
BTO samples. We attribute the variation of the transi-
tion temperatures to possible variations of impurity con-
centration in the crystals under study.
Fig. 10 shows the measured EC temperature changes
for the three BTO single crystals with different orien-
tation near the C-T (PE-FE) phase transition. One
can see that for all three orientations we obtain a pos-
itive EC effect, and the position of maximum ∆T cor-
relates well with the transition temperatures estimated
from the DSC measurements (see Fig. 9).48 Away from
the phase transition region, ∆T is significantly reduced.
The largest EC temperature change is obtained for the
BTO single crystal oriented along the [001] direction,
with ∆Tmax = 1.25 K at 405 K for an applied field of
10 kV/cm. The magnitude of ∆Tmax decreases for the
[011]-oriented crystal (0.87 K at 388 K) and then further
for the [111]-oriented sample (0.4 K around 400 K) un-
der the same applied field. For the [001] oriented sample,
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FIG. 10. Directly measured electrocaloric temperature
change ∆T for three different BTO single crystal orientations
(a) BTO [001], (b) BTO [011] and (c) BTO [111] for different
applied electric fields in the vicinity of the cubic-tetragonal
(PE-FE) phase transition. The error bar at each point is
equal to the calculated standard deviation.
measurements at temperatures ≥ 410 K were not possible
due to large leakage currents.
This trend agrees well with what is observed in our MD
simulations, i.e., for the same total applied field, the EC
response is largest along [001] and smallest along [111].
Further, we note that the fact that the low temperature
side of the measured EC peak is essentially field inde-
pendent, whereas the high temperature side is shifted to-
wards higher temperatures with increasing field strength,
also agrees well with our simulations.
Fig. 11 depicts the EC temperature change of the
three samples close to the T-O (FE-FE) phase transition.
Again, the temperatures where the maximal ∆T values
can be observed are consistent with the O-T transition
temperatures obtained from the DSC measurements. A
normal (positive) EC effect is observed for both the [011]
and [111]-oriented crystals. In contrast, an inverse (nega-
tive) EC effect occurs for the [001]-oriented crystal, which
switches to a positive ∆T for increasing temperature.
The inverse EC effect in the [001] sample reaches a mag-
nitude of ∆Tmax = −0.06 K for an applied electric field
of 10 kV/cm in the vicinity of the transition, whereas at
lower temperatures it is very small and field-independent.
For the [011] and [111]-oriented crystals the EC effect
reaches maximum values of ∆Tmax = 0.12 K and 0.24 K,
respectively. We note that our current setup does not
allow to cool below 273 K, and therefore we could only
- 0 . 0 6
- 0 . 0 3
0 . 0 0
0 . 0 3
0 . 0 6
0 . 0 0
0 . 0 3
0 . 0 6
0 . 0 9
0 . 1 2
2 8 0 3 0 0 3 2 0 3 4 00 . 0 0
0 . 0 5
0 . 1 0
0 . 1 5
0 . 2 0
0 . 2 5
 
( a )
[ 1 1 1 ]
[ 0 1 1 ]
 
 
∆T 
[K]
[ 0 0 1 ]
( c )
( b )
 
 
∆T 
[K]
 5  k V / c m 7 . 5  k V / c m 1 0  k V / c m
 
 
∆T 
[K]
T e m p e r a t u r e  [ K ]
FIG. 11. Directly measured electrocaloric temperature
change ∆T for three different BTO single crystal orientations
(a) BTO [001], (b) BTO [011] and (c) BTO [111] for differ-
ent applied electric fields in the vicinity of the tetragonal-
orthorhombic (FE-FE) phase transition.
measure the high temperature side of the ∆T peak for
the [011] sample.
The inverse response measured for the [001] sample
(and the positive response for the other two orientations)
is in excellent qualitative agreement with our theoretical
predictions for the EC response at the O-T transition in
BTO. However, quantitatively, the measured tempera-
ture changes are much smaller than what is predicted
by our simulations. Furthermore, in the simulations,
|∆Tmax| was rather similar for all three field directions
(since it is closely related to the T-O transition entropy),
whereas in the experiments |∆Tmax| varies between dif-
ferent field directions. These quantitative differences are
most likely due to the smaller fields applied in the exper-
iments, which are perhaps not sufficient to completely
drive the system through the O-T transition. Further-
more, the presence of multiple domains in the experimen-
tally studied samples, the influence of defects, impurities,
thermal losses, etc., can in principle account for the quan-
titative differences between the experimental results and
the simulations, which are performed for an ideal model
system.
We point out that Bai, et al.21 reported ∆T = 1.4 K
under 10 kV/cm for BTO single crystals at the T-O tran-
sition, which agrees well with the magnitude of ∆T pre-
dicted from our simulations. However, this large response
was obtained only during the first field switching, and
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was reduced by up to two orders of magnitude on further
cycling. This is in accordance with the argument, that
for small fields the system may get stuck within the coex-
istence region or a multi-domain configuration, reducing
the overall response of the system. In our measurements,
we do not observe a significant difference between first
and subsequent field cycles. This could be attributed
to different measurement protocols and sample histories
compared to Ref. 21. However, further experiments are
required to fully resolve these issues.
V. SUMMARY AND CONCLUSIONS
In summary, we have used molecular dynamics simu-
lations for a first principles-based effective Hamiltonian
to study the EC effect in BaTiO3 at all three ferroelec-
tric transitions. Thereby, we have focused in particu-
lar on how the EC effect depends on the direction of
the applied electric field relative to the crystallographic
axes of BaTiO3, and we have analyzed the occurrence
of an inverse EC effect at the FE-FE transitions for cer-
tain field directions. We have also performed direct mea-
surements of the EC temperature change for BTO single
crystals with electric fields applied along different crys-
tallographic directions, in order to verify our theoretical
predictions.
Our results show that there is a pronounced anisotropy
of the EC effect in BaTiO3. For temperatures above the
zero-field PE-FE transition temperature, i.e. where the
EC effect is largest, the temperature dependence is qual-
itatively similar for all field directions. Nevertheless, its
magnitude depends strongly on the field direction and is
largest for fields applied along [001] (and crystallograph-
ically equivalent directions). This is also confirmed by
our direct EC measurements on BTO single crystals.
In the temperature regions around the FE-FE transi-
tions, the EC response exhibits pronounced qualitative
differences for the different field directions. Most strik-
ingly, an inverse EC effect is observed for certain orienta-
tions of the applied field. Using the generalized Clausius-
Clapeyron equation (4), we have shown that such an in-
verse EC effect occurs if the electric field induces a tran-
sition from a “low entropy” towards a “high entropy” FE
phase, which can happen if the polarization in the high
entropy phase is oriented more favorably with respect to
the applied field than in the low entropy phase. This is
indicated by a negative slope dEt/dT of the correspond-
ing phase transition line in the E-T phase diagram, and
leads to a positive jump of the polarization component
along the field direction at the phase transition.
By monitoring the time evolution of polarization and
temperature throughout the simulation, and by calculat-
ing ∆T for different applied field strengths at selected
temperatures, we have shown that in the simulations the
inverse effect occurs exactly when the system undergoes
the phase transformation and is thus intimately related
to the entropy change across the phase transition. Con-
sequently, the corresponding EC effect is only indirectly
affected by the strength of the applied field, as long as it
is sufficient to drive the system across the transition.
These conclusions are corroborated by direct measure-
ments of the EC temperature change of BTO single crys-
tals around the T-O transition, where we indeed observe
an inverse EC response for fields applied along the [001]
direction, whereas a normal EC effect is measured for the
other two field directions ([110] and [111]). Thus, there is
an overall very good qualitative correspondence between
our theoretical and experimental results.
Finally, we point out the anisotropy of the EC effect is
not only relevant for single crystals, but has also very im-
portant implications for measurements on polycrystalline
samples. In a polycrystalline sample, different grains will
have different orientations of their crystal axes relative to
the applied electric field, and thus only an average over
all possible orientations is measured. Furthermore, if cer-
tain orientations can even lead to an inverse EC effect,
this will lead to partial cancellation and a weakening of
the overall EC response. On the other hand, if the EC
response is particularly strong for certain orientations,
this can provide a very efficient route for optimization of
the EC response by using textured polycrystalline sam-
ples, i.e. samples where certain grain orientations are
preferred.49
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