The development of a system able to detect and track moving people is described. Given a sequence of timevarying images, the goal is to count the number of people crossing a counting line. A motion detection module first determines whether any person has entered the scene; a tracking module combining prediction and matching then follows people until they reach the counting line. The efficiency of the proposed approach is illustrated and assessed using sequences of images taken in a real environment.
INTRODUCTION
This paper describes a system able to detect and track moving people using a fixed video camera pointing to a region to be surveilled. Although originally developed for counting people', the system emploies methods that prove particularly effective when objects to be tracked undergo relevant transformations -due to deformations occuring during the motion or changes in lighting conditions.
The system detects and labels regions where significant motion is observed. Regions are then tracked using a matching operation based on a minimization distance criteria. Finally, an interpretation step based on clustering of regions is performed to determine how many people correspond to the regions being tracked. Two important constraints were set in order to facilitate the functioning of the system: (1) the camera is mounted vertically with respect to the floor plan (multiple occlusions are therefore avoided); (2) objects enter the scene along only two directions (top and bottom side of the image).
The paper is organized as it follows: Sec. algorithms used in the objects tracking process are prewnted; Sec ( 5 ) concerns the final interpretation step, while Sec. (6) summarizes experiments and results.
SYSTEM'S ARCHITECTURE
A number of design choices concerning the architecture which the system would be based upon had to be preliminarly made, in order to account for the characteristics of the phenomena being involved, as well as for the environmental constraints previously outlined. Since the process is inherently dynamic (people enter the scene, move across the field of view of the camera, and finally cross the counting line) the problem is that of making events detected in different frames and in different positions correspond to one and the same person. Information relevant to this task would be available if a way existed of recovering the trajectories that objects moving across the scene follow. The problem has therefore been decomposed into the following three steps:
determine whether any potentially interesting objects have entered the scene (Alerting phase); track their motion until the counting line is reached (Tracking phase); establish how many people correspond t o tracked objects (Interpretation phase).
Correspondingly, three modules have been devised which receive visual input from three portions of the scene.
For the sake of clarity, the system will be described as though only one alerting area (top side of the image) and one counting line (bottom side of the image) were present (see Fig. (1) ). However, the actual implementation makes provision for defining at the same time two alerting zones (top and bottom side) and up to four (one for each side of the image) counting lines. 
ALERTING
In this system, the primary seed hypotheses are the gray-level templates built by the Alerting Module containing new moving objects, or part of them, entered the scene.
When the camera is static, temporal intensity changes can be related mainly to motion. Nevertheless, motion detection cannot be reduced to temporal change detection. In particular moving objects give rise to different kinds of change regions; changes due to target uncovering background, changes due to target covering up background and changes due to the overlap of target projections.
Different methods are presented in the literature trying to avoid this ambiguity. Amongst the others, the use of a reference frame, that is an estimate of the background without targets [l], or equivalently the maintainance of a running "temporal median image" and then detect changes with respect to this. These methods are very sensitive to variations in illumination and to object shadows obtaining fairly good results only if the objects are well separated [a].
This approach is aimed at solving the ambiguity for motion detection using a temporal change detection method only where it is possible (the direction orthogonal to the object movement), while for the determination of the other template coordinates an object gray-levels analysis is performed.
Temporal change detection
Because of the hypothesis of movement orthogonal to the y-axis (see Sec. (1)) change detection information can be used only to determine the template width along y-axis.
The most widely used method for change detection is the intensity difference between consecutive frames.
The analysis is carried out by using a histogram L Alerting Area
The histogram along the y-axis.
evaluation along the direction of interest. The histogram is obtained counting for each column the number of moved points, restricted to the alerting area: peaks in the histogram may correspond to moving objects while valleys represent zones not interested to movement (see Fig. 2 ). The key point is the ability to find the histogram partitioning corresponding to different moving objects out of the variety of possible candidates. We associate to each configuration an energy function which can be interpreted as the goodness of the configuration itself.
Then, applying an optimal histogram partitioning [3] , we obtain as final result the template extrema (y1, y2) along y.
Object gray-level analysis
The gray-levels analysis is needed to find the template extrema (21, 22) along the z-axis, the axis parallel to the movement.
The strategy employed is to use the part of the region interested to the movement containing enough information in terms of gray level variability. In this spirit, regions with high spatial frequency content or simply with sufficiently high second order moments, are considered suitable for the tracking module. If no part of the region meet the above mentioned requirement the template is omitted and it is not passed to the tracking module.
Clearly, this idea can be applied only if it is verified the hypothesis that the background has not a strong texture or, at least locally, the objects are more varied than the background itself. use of a distance criteria to determine the best match nearby the predicted position.
if a match is found, refine the position and UPgrade the template for the new searching phase.
Prediction
The goal of the prediction step is to provide a reasonable estimate of the region where the Matching Module has to seek for the optimal template matching. In our case, motion of people is rather unconstrained, which makes it difficult to define models sophisticated and general at the same time. Our approach is based on a simple trajectory model, in which people velocity is assumed constant. Under these assumptions a simple smoothing filter based only on the displacement vectors appears to be sufficiently effective. Initially, no information is available about the kinematics of the objects in the image. A mean velocity is therefore assumed that gives the initial conditions for the prediction filter. The predicted values are the displacement vectors along 2 and y axes:
where ~( i ) is the measured displacement vector at sampling time i (along t or y axis) and 6(i + 1) is the estimated vector at sampling time i + 1. The predicted position p = Bz, py] will be:
where p ( i ) is the measured position at sampling time i
and @(i + 1) is the estimated position at sampling time i + l .
Several functions can be used for the matching criterion: in [6] the Mean Square Error (MSE) function is
applied while the mean of the absolute frame difference (MAD) is sometimes used. However, two definitions of distances seem to be suitable for the problem being considered. The above mentioned MSE:
(1) 4 and the Median Distance:
where F ( p ) is the gray level image at point p = [pz, py],
T ( p )
is the template at point p and med, is the statistic median of the data. The MSE is suitable if the images are corrupted essentially by Gaussian noise while it can fail in the pres ence of noise with strong, spikelike components. The alternative solution is the median distance that is very effective in the case of template transformations concerning less than the 50% of the template area. For the characteristics involved in this system (use of noisy images of moving objects), a mixture of the two distances seems to be interesting [7].
Minimization Algorithms
A method for reducing the number of function evaluations necessary to find the best match is required. Two of these methods, the three-step search [6], and a non deterministic algorithm [8] that have shown the best results are briefly discussed below. In the three-step search procedure, the function is sampled at nine search points. These points are coarsely spaced around the predicted point (see Fig. 3 ). The point that gives the minimum evaluation is the starting point for the second step. In this step, eight search points are spaced less coarsely around the point of minimum. The procedure is repeated until the new minimum point is better than the previous one or the required accuracy is achieved. The third step gives the final result in the eight neighbours of the minimum point.
The random step algorithm consists in a random walk in which the amplitude of the perturbations along the different directions is modulated by the success (or insuccess) of previous steps. The amplitude of noise is increased when success occurs and diminished otherwise. As the current point approaches a point of minimum, the noise amplitude becomes smaller and smaller, even though its rate of convergence to zero may differ considerably from case to case.
The algorithm is finally stopped when the function takes in the current point a "reasonably low value" or when a predefined number of steps have been performed.
Tzme Complexity
The matching process is carried out every N frames.
The choice of N is conditioned by the tame complexity and the correlation between the original template and the current image.
In the second condition a straightforward consideration can be made. Given that, for moving objects, the correlation decreases as N grows, making the matching process more difficult, the optimal value for N is the lowest possible.
Regarding the time complexity, the optimal value of N has to be found in relation to the search strategy. If we define A as the maximum possible object shift between two consecutive frames, after N frames the searching area becomes N 2 A 2 pixels. The time complexity for a "full search" strategy increases with the square of N . For the minimization algorithms like the three step and the random step the asymptotic time complexity is less easily definable, but we can say that it increases with N m where m is greater than 1. The optimal value for N seems to be N = 1, while for problems requiring a limited number of steps an initialization overhead has to be considered.
Experiments performed so far show that N = 2 is the optimal choice for the considered problem.
INTERPRETATION
Normally, more than one template, in different frames, is attached to the same person, depending on its velocity. Then, during the tracking process for each template the following information are collected and stored: identification number; 0 numer of samples since the template appeared in t,he scene; 0 actual and past positions through the image, i. e. the trajectory followed.
This information becomes, at every sample time, the input to the Interpretation Module, which has to cluster together templates exhibiting similar motions. If some of the found clusters has reached the counting line, the counting is increased and the templates belonging to the cluster discharged.
Clustering
Among the variety of available methods for clustering data, the one chosen is an hierarchical procedure performed using an agglomerative algorithm [9] . The input to the algorithm is the matrix of the distances between all the pairs of points representing the templates.
Initially, each point originates an individual cluster; then, fusion of points or clusters into clusters occurs depending on a predefined threshold; the distances from the new cluster to all other clusters are recomputed and the fusion step is tried again; the algorithm stops when the distance necessary to merge two clusters becomes too high or a single cluster is obtained.
Some peculiarities of this method makes it appropriate to our problem. First of all, the cluster number is an output of the algorithm and it cannot be known "a priori"; the result is independent of the starting list of the points; finally, the stop condition can be specified directly from the geometric size of the objects we have to deal with. Visual processing based on template matching is traditionally considered to be extremely time-consuming, and therefore unfit for real-time applications. The use of methods for reducing the computational complexity (see section 4.2) allows to approach the real-time target in workstation based environment, and points to these techniques as very promising for real-time tracking when low-cost DSPs are employed. The computation complexity of our system mainly depends on two parameters: the number of template attached to each person and the template size. The first parameter can not be known "a priori" depending on the object velocities and gray level intensities. The template size is in turn conditioned by: the object size and the theoretical displacement estimation error which is inversely proportional to the template size itself [5]. For a template size of 24 x 24 pixels a search operation takes about 9.5 ms allowing the contemporary real-time search of about 6 -7 templates '.
Experiments have been carried out using several test sequences representing people flowing in a real railway station environment. Clearly, the results are not independent of the flow rate: as expected (see Tab. 1 and 2) they decrease as the flow rate increases, but are still reasonable good (about 90% of correct response) even for very crowded scenes.
As experimentally verified, three are the cases that may possibly occur for each person entering the scene and reaching the counting line: (1) a single cluster is attached to it: correctly counted; (2) missed during the tracking process: not counted; more than one cluster was attached: a "false warning" is produced; this situation mainly occurs when the scene is crowded and some templates are put between two people, giving rise to some mistakes in the final clustering.
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