Being motivated by the work of Cochran et al. on the Gel'fand triple E] (L 2 ) E] , we are led to nd elementary functions to replace the exponential generating functions G and G 1= for the characterization of generalized and test functions. We de ne the Legendre transform`u for u in C +;log and the L-function Lu when u 2 C +;log is (log, exp)-convex. We show that u is equivalent to Lu.
Background and motivations
Let E be a real nuclear space with topology given by a sequence of inner product norms fj j p g 1 p=0 . Let E p be the completion of E with respect to the norm j j p . We will assume the following conditions:
(a) There exists a constant 0 < < 1 such that j j j j 1 p j j p .
(b) For any p 0, there exists some q p such that the inclusion mapping i q;p : E q ! E p is a Hilbert-Schmidt operator. Let E 0 be the dual space of E. By using the Riesz representation theorem to identify E 0 with its dual space we get the Gel'fand triple E E 0 E 0 : 1) and a sequence f (n)g 1 n=0 of numbers satisfying the conditions: 1 (A1) (0) = 1 and inf n 0 (n) > 0:
(A2) lim n!1 (n) n! 1=n = 0:
For ' 2 (L 2 ) as given in Equation (1.2) and an integer p 0, de ne k'k p; = 1 X n=0 n! (n)jf n j 2 p ! 1=2 : (1. 3) Let E p ] = f' 2 (L 2 ); k'k p; < 1g. De ne the space E] of test functions to be the projective limit of f E p ] ; p 0g. Its dual space E] is the space of generalized functions. By identifying (L 2 ) with its dual space we get the Gel'fand triple introduced in 4] E] (L 2 ) E] : (1.4) Note that E] = p 0 E p ] and the E p ] -norm of = P 1 n=0 h: n :; F n i 2 E p ] is given by k k ?p;1= = 1 X n=0 n! (n) jF n j 2 ?p ! 1=2
: (1.5) When (n) = 1 for all n, the Gel'fand triple in Equation (1.4) is referred to as the Hida-Kubo-Takenaka space 6] 10] 11]. When (n) = (n!) ; 0 < 1, it is referred to as the Kondratiev-Streit space 7] 8] 12]. The case (n) = b k (n), the k-th order Bell numbers, is discussed in the paper 4].
Let 2 E c , the complexi cation of E. De ne the renormalized exponential function :e h ; i : by :e h ; i : = 1 X n=0 1 n! h: n :; n i: Then for any p 0, we have k:e h ; i :k p; = G ? j j 2 p 1=2 ; (1.6) where G is the exponential generating function of the sequence f (n)g, i.e., G (z) = 1 X n=0 (n) n! z n ; z 2 C : (1.7) Note that by condition (A2) the function G is an entire function. Hence it follows from Equation (1.6) that : e h ; i : is a test function in E] for any 2 E c . On the other hand, it is easy to see that condition (A1) implies that lim n!1 1 n! (n) 1=n = 0:
Hence the exponential generating function G 1= (z) = 1 X n=0 1 n! (n) z n ; z 2 C ; (1.8) of the sequence f1= (n)g is also an entire function. Moreover, for any p 0, k:e h ; i :k ?p;1= = G 1= ? j j 2 ?p 1=2 :
(1.9)
The S-transform of a generalized function in E] is de ned to be the function (S )( ) = hh ; :e h ; i :ii; 2 E c ; (1.10) where hh ; ii is the bilinear pairing of E] and E] . Note that for a test function ' in E] , its S-transform can be rewritten as (S')( ) = hh:e h ; i :; 'ii; 2 E c ;
(1.11) An important problem in white noise analysis is to characterize generalized and test functions in terms of their S-transforms F( ). There are two conditions on F. The rst one is the analyticity, i.e., for any ; 2 E c , the function F(z + ) is an entire function of z 2 C . The second one is the growth condition. In the paper by Cochran (1.13) In the case of Hida-Kubo-Takenaka space, the exponential generating functions are given by G (r) = e r ; G 1= (r) = e r : (1.14) These are the growth functions used in the papers 15] and 13], respectively.
In the case of Kondratiev-Streit space, G (r) and G 1= (r) are given by G (r) = 1 X n=0 1 (n!) 1? r n ; G 1= (r) = 1 X n=0 1 (n!) 1+ r n : (1.15) These series cannot be summed up in closed forms unless = 0. Fortunately, we have the inequalities: without appealing to Equations (1.16) and (1.17)? These two questions are the motivations for this paper and the forthcoming one 3]. To answer these questions, we will reverse the order, i.e., we will start with a function u and apply the Legnedre transform (to be de ned in Section 3) to obtain a sequence which leads to the sequence f (n)g. In fact, this idea stems from the proof of Theorem 4.3 in 4]. Let u(x) = P 1 n=0 u n x n be an entire function with u n > 0 and the sequence fu n g being log-concave, i.e., u n u n+2 u 2 n+1 ; 8n 0: and (1.13) for generalized and test functions, respectively? In this paper we will develop the necessary machinary for this question. The complete answer will be given in our forthcoming paper 3]. We remark that some similar results have been obtained independently by Gannoun et al. 5].
Log-, (log, exp)-, and (log, x k )-convex functions
First we prepare three kinds of convexity that will be needed later in this paper. The concept of (log, exp)-convexity will play an important role in this paper. The (log, exp)-convex functions are the appropriate functions to replace those given by in nite series u(r) = P 1 n=0 u n r n as mentioned in Section 1. In fact, it has been shown in 9] that if u(r) = P 1 n=0 u n r n is an entire function with u n > 0 and fu n g being a log-concave sequence, then the function u is a (log, exp)-convex function.
This fact can also be checked directly by using Equation (2.1) below. However, a (log, exp)-convex function u may not be given by an entire function with positive coe cients in the series expansion. For instance, u(r) = exp r 2 ? r 3 + r 4 ] is such a function.
Example 2.2. Suppose u is a positive C 2 -function on 0; 1). It is easy to check by direct calculations the following assertions:
(1) u is log-convex if and only if u(r)u 00 (r) ? u 0 (r) 2 0; 8r > 0: (2) u is (log, exp)-convex if and only if u(r)u 00 (r) ? u 0 (r) 2 + 1 r u(r)u 0 (r) 0; 8r > 0:
(2.1)
(3) u is (log, x k )-convex if and only if u(r)u 00 (r) ? u 0 (r) 2 + k ? 1 kr u(r)u 0 (r) 0; 8r > 0: Observe from this example that if u is log-convex then it is convex. When u is an increasing function, we have the implications: (i) log-convex =) (log, x k )-convex for any k 1, (ii) (log, x k )-convex for some k > 0 =) (log, exp)-convex. In fact, these implications are true in general. Proposition 2.3. Let u be a positive continuous function on 0; 1).
(1) If u is log-convex, then it is convex. When u is also increasing, we have the assertions:
(2) If u is log-convex, then it is (log, x k )-convex for any k 1. Hence u is convex and we have proved assertion (1) . For assertion (2) we use the fact that x k is convex for any k 1 and the assumption that u is increasing to get u ? ( r + (1 ? )s) k u ? r k + (1 ? )s k : This condition leads to the consideration of the sequence inf r>0 u(r) r n ; n = 0; 1; 2; : : : :
Moreover, as we pointed out in Section 1 that if u(x) = P 1 n=0 u n x n is an entire function with u n > 0 and fu n g being log-concave, then Equation (1.21) holds, i.e., the functions u is \equivalent" to the following function 1 X n=0 inf r>0 u(r) r n x n :
The above discussion raises three questions: (i) What function u can we de ne the sequence in Equation (3.1)? (ii) What is the new function in Equation (3.2)?
(iii) Is this new function \equivalent" to the function u? In this section we will give answers to these questions.
Notation. Let C +;log denote the set of all positive continuous functions u on 0; 1) satisfying the condition lim r!1 log u(r) log r = 1:
Observe that the condition in Equation (3.3) means that u grows faster than all polynomials. The set C +;log includes all entire function u(r) = P 1 n=0 u n r n with u n > 0. If u is a function in the set C +;log , then we can de ne the sequence in Equation (3.1). In fact, we will rst regard it as a function on 0; 1).
De nition 3.1. The Legendre transform`u of a function u 2 C +;log is de ned to be the function`u (t) = inf r>0 u(r) r t ; t 2 0; 1):
The next lemma is immediate from the de nition of Legendre transform. Lemma 3.2. (1) For u 2 C +;log and a > 0, let a u be the function a u(r) = u(ar). Then a u 2 C +;log and` au (t) = a t`u (t) for all t 0.
(2) Suppose u; v 2 C +;log and u(r) v(r) for all r 0. Then`u(t) `v(t) for all t 0.
De nition 3.3. A positive function f on 0; 1) is called log-concave if log f is a concave function, or equivalently, for any t 1 ; t 2 0 and 0 1, we have
Put t 1 = n; t 2 = n + 2, and = 1=2 in Equation (3.5) to get f(n)f(n + 2) f(n + 1) 2 ; 8n 0: This shows that if a positive function f on 0; 1) is log-concave, then the sequence ff(n)g is log-concave (see Equation (1.19 ).) Lemma 3.4. The Legendre transform`u of a function u 2 C +;log is log-concave.
(Hence the sequence f`u(n)g 1 n=0 is log-concave.) Proof. For any t 1 ; t 2 0 and 0 1, we havè
=`u(t 1 ) `u(t 2 ) 1? :
Hence by Equation (3.5) the function`u is log-concave. Now, we consider those functions in C +;log which are (log, exp)-convex. Let u be such a function. Then the left-hand derivative u 0 ? (r) and the right-hand derivative u 0 + (r) exist. For convenience, de ne ? (r) = ru 0 ? (r) u(r) ; + (r) = ru 0 + (r) u(r) : Both ? and + are increasing functions and ? (r) + (r) for all r 0. Moreover, the condition in Equation (3.3) implies that ? (r) ! 1 as r ! 1. Thus for any given t 0, there exists r such that t 2 ? (r); + (r)]. For this number r we can easily see that u(s) s t u(r) r t ; 8s > 0: Hence inf s>0 u(s)=s t = u(r)=r t for the above number r. Thus we have showǹ u (t) = u(r) r t ; for any t 2 ? (r); + (r)]:
In particular, let (t) be a solution of the equation ? (r) = t, i.e., ? ( (t)) = t.
Then we get`u (t) = u( (t)) (t) t :
We sum up the above discussion in the next lemma.
Lemma 3.5. Let u 2 C +;log be (log, exp)-convex. Theǹ u (t) = u(r) r t ; 8t 2 ? (r); + (r)];
( 3.6) where ? (r) = ru 0 ? (r)=u(r) and + (r) = ru 0 + (r)=u(r). In particular, let (t) be a solution of the equation ? (r) = t, i.e., ? ( (t)) = t. Theǹ
Lemma 3.6. Let u 2 C +;log be (log, exp)-convex. Then its Legendre transform u (t) is decreasing for large t and lim t!1`u (t) 1=t = 0. Proof. Let s t be xed. Use Lemma 3.5 to get
Then by the de nition of the Legendre transform,
Recall that ? (r) increases to 1 monotonically. Hence (t) also increases to 1 monotonically. Choose t 0 such that (t) > 1 for all t t 0 . Then it follows from Remark. Note that if u is (log, x k )-convex for some k > 0, then by Proposition 2.3 u is (log, exp)-convex.
Proof. Let t 1 ; t 2 0 and 0 Apply Equation (3.10) with r 1 = kt 1 ; r 2 = kt 2 to Equation (3.9) to obtaiǹ u (t 1 ) `u(t 2 ) 1?
u(z k ) z kt1+(1? )kt2 : But the last in mum is nothing but`u( t 1 + (1 ? )t 2 ). Hence we have proved that
This inequality shows that`u(t)t kt is log-convex. Conversely, suppose`u(t)t kt is log-convex. We can carry out similar calculations as above backward to show that u is (log, x k )-convex. (t) t?n`u (t)r n = (t) t`u (t) 1 X n=0 ? r (t) ?1 n : Thus for 0 < r < (t) we have L u (r) (t) t`u (t) ? 1 ? r (t) ?1 ?1 :
Use this inequality to get
But it is easily checked that sup 0<r< (t) r t ? 1 ? r (t) ?1 = t t (t) t (t + 1) t+1 : Therefore, for any t > 0, we havè Lu (t) `u(t) (t + 1) t+1 t t : Now, for any constant a > 1, the inequality (t + 1) t+1 =t t (ea= log a)a t holds for all t > 0. Hence`L u (t) ea log a a t`u (t); 8t > 0: By Lemma 3.2` au (t) = a t`u (t). Thus`L u (t) (ea= log a)` au (t) for all t 0.
Then apply Lemma 3.9(2) to conclude that L u (r) ea log a u(ar); 8r 0:
Observe that the inequalities in Equation (3.15 ) are similar to those in Equation (1.21). Thus the functions u and L u are what we called \equivalent" in the beginning of Section 3. We now make this concept a formal de nition.
De nition 3.12. Two positive functions u and v on 0; 1) are called equivalent if there exist positive constants c 1 ; c 2 ; a 1 ; a 2 such that c 1 u(a 1 r) v(r) c 2 u(a 2 r); 8r 2 0; 1): By Theorem 3.11 a (log, exp)-convex function u 2 C +;log is equivalent to its Lfunction L u . Note that L u is (log, exp)-convex and entire with postive co cients. Moreover, Equation (3.15) implies that L u 2 C +;log . Hence we can state that every (log, exp)-convex function in C +;log is equivalent to a (log, exp)-convex entire function with positive coe cients in C +;log .
A special case of Theorem 3.11 is given in Equation (1.21) for an entire function u(r) = P 1 n=0 u n r n with u n > 0 and fu n g being log-concave. Such a function, as we mentioned before, belongs to C +;log and is (log, exp)-convex. At the end of this section we de ne the equivalence of two sequences and state a simple fact which will be convenient for future reference.
De nition 3.14. Two sequences fa(n)g and fb(n)g of nonnegative numbers are said to be equivalent if there exist positive constants K 1 ; K 2 ; c 1 ; c 2 such that K 1 c n 1 a(n) b(n) K 2 c n 2 a(n); 8n: (3. 18) Let f(r) and g(r) be positive functions on 0; 1). We want to point out that the equivalence of functions f and g (in the sense of De nition 3.12) is quite di erent from the equivalence of sequences ff(n)g and fg(n)g. Moreover, suppose u(r) = P 1 n=0 u n r n is an entire function with u n > 0 and fu n g being log-concave. Then by Equation (1.20) the sequences fu n g and f`u(n)g are equivalent. Lemma 3.15. Suppose fa(n)g and fb(n)g are equivalent sequences of nonnegative numbers such that a(n) 1=n ! 0 or b(n) 1=n ! 0 as n ! 1. Then the functions A(r) = P 1 n=0 a(n)r n and B(r) = P 1 n=0 b(n)r n de ned on 0; 1) are equivalent.
Dual Legendre function
In this section we will develop a crucial machinary for the next section and the application to white noise analysis in the forthcoming paper 3].
We will think of the exponential generating function G 1= in Equation (1.8) as L u for some u. Equivalently, the sequence f (n)g and the function u are related by the Legendre transform as follows: u (n) = 1 n! (n) : (4.1) In that case the exponential function G in Equation (1.7) is given by G (r) = 1 X n=0 (n) n! r n = 1 X n=0 1 u (n)(n!) 2 r n : (4.2) But by Equation (3.17) the sequences fn!g and f(n=e) n g are equivalent. Hence by Lemma 3.15 G is equivalent to the function de ned by the series 1 X n=0 e 2ǹ u (n)n 2n r n : ( 
4.3)
A good way to understand this new function is to regard it as L v for some v, i.e., we need to nd v such that`v (t) = e 2t u (t)t 2t ; t 0; We will mostly be concerned with the set C +;1=2 because the right-hand side of Equation Therefore, lim r!1 log u (r)= p r = 1, which shows that u 2 C +;1=2 . To show that u (r) is incrasing, let r 1 < r 2 . Note that there exists some s 1 > 0 such that u (r 1 ) = e 2 p r1s1 =u(s 1 ). Hence u (r 1 ) = e 2 p r1s1 u(s 1 ) e 2 p r2s1 u(s 1 ) u (r 2 ):
To show that u (r) is (log, x 2 )-convex, let r 1 ; r 2 0, and 0 = u (r 2 1 ) u (r 2 2 ) 1? : Thus u (r) is (log, x 2 )-convex. Theorem 4.6. Let u 2 C +;1=2 be (log, x 2 )-convex. Then we have (u ) = u and the Legendre transform of u is given bỳ u (t) = e 2t u (t)t 2t : It follows from Equations (4.12) and (4.13) that (u ) (s) = u(s) for all s > 0.
To prove Equation (4.11), rst note that u 2 C +;log since u 2 C +;1=2 by Lemma 4.5 and C +;j C +;log for all j > 0. Hence the Legendre transform`u is de ned. By assumption u is (log, x 2 )-convex and so by Lemma 3.7 the function`u(t)t 2t is log-convex. Hence ?`u (t)t 2t ?1 is log-concave. Since e 2t is also log-concave, we see that the function w(t) = e 2t u (t)t 2t is log-concave. Moreover, lim t!1`u (t) 1=t t 2 = 1 since u is (log, x 2 )-convex. Hence the inverse Legendre transform`? 1 in Equation (3.13) is de ned at w and ?`? 1 w (r) = sup t 0 e 2t r t u (t)t 2t : (4.14) But from the motivation for the dual Legendre function in Equations (4.5) (4.8) (4.10) we have u (r) = sup t 0 e 2t r t u (t)t 2t : (4.15) It follows from Equations (4.14) and (4.15) that (`? 1 ) w = u , i.e.,`u = w and so Equation (4.11) is proved.
As we mentioned in the beginning of this section the exponential generating function G 1= in Equation (1.8) is thought of as the L-function L u for some function u. Then the corresponding exponential generating function G , expressed in terms of`u(n)'s, is given by the second series in Equation (4.2). We give this series a name for future reference.
De nition 4.7. Let u 2 C +;1=2 and suppose lim n!1 ?`u (n)(n!) 2 ?1=n = 0. The L # -function of u is de ned to be the function L # u (r) = 1 X n=0 1 u (n)(n!) 2 r n ; r 0: Note that L # u (r) is an entire function. It follows from Theorem 4.6 that L # u (r) is de ned for any (log, x 2 )-convex function u in C +;1=2 . Theorem 4.8. Let u 2 C +;1=2 be (log, x 2 )-convex. Then the functions L u and L # u are equivalent. Remark. Let u 2 C +;1=2 . Then by Lemma 4.5 u 2 C +;1=2 and is (log, x 2 )-convex. Hence u 2 C +;log and is (log, exp)-convex. So we can apply Theorem 3.11 to u to conclude that the functions u and L u are equivalent. Therefore, under the assumption of the above theorem, the functions u ; L u ; L # u are all equivalent. Proof. Note that the function L # u is the second series in Equation (4.2). But from the discussion for Equations (4.3) (4.4) (4.5) with v = u , we see easily that L # u is equivalent to the function P 1 n=0`u (n)r n , which is exactly the function L u .
Below we list some facts concerning equivalent functions and sequences. These facts can be easily checked by using the previous results or the techniques in the proofs.
1. If u 2 C +;log and v is equivalent to u, then v 2 C +;log and the sequences f`u(n)g and f`v(n)g are equivalent. 2. If u; v 2 C +;log , u is (log, exp)-convex, and the sequences f`u(n)g and f`v(n)g are equivalent, then the functions u and v are equivalent. 3. If u 2 C +;log , u is (log, exp)-convex, and u and v are equivalent, then the L-functions L u and L v are equivalent. 4. If u 2 C +;1=2 and v is equivalent to u, then v 2 C +;1=2 and the functions u and v are equivalent. 5. If u 2 C +;1=2 , u is (log, x 2 )-convex, and u and v are equivalent, then the L # -functions L # u and L # v are equivalent.
Many properties of a function or sequence remain true for equivalent functions or sequences. For convenience, we make the following de nition.
De nition 4.9. Let P be a property. A function u is said to be nearly P if there exists a P function which is equivalent to u. A sequence fa(n)g is said to be nearly P if there exists a P sequence which is equivalent to fa(n)g.
For example, a positive function u is nearly (log, exp)-convex if there exists a (log, exp)-convex function which is equivalent to u. A positive sequence fa(n)g is nearly log-concave if there exists a log-concave sequence which is equivalent to fa(n)g.
Here we list some results concerning functions and sequences that are \nearly" something. n=0 v n r n be entire functions with u n ; v n > 0. Suppose fu n g and fv n g are nearly log-concave sequences. Then fu n g and fv n g are equivalent if and only if u and v are equivalent if and only if f`u(n)g and f`v(n)g are equivalent. 9. If u 2 C +;log is (log, exp)-convex, then the sequence f`u(n)g is log-concave.
On the other hand, if u 2 C +;1=2 is (log, x 2 )-convex, then the sequence ?`u (n)(n!) 2 ?1 is nearly log-concave.
We make two remarks about Item 9: (1) Let fb k (n)g be the Bell numbers of order k. It has been shown in 1] that fb k (n)=n!g is log-concave and fb k (n)g is log-convex. Note that fb k (n)g being log-convex implies that f(b k (n)n!) ?1 g is log-concave.
(2) The near log-concavity of the sequence ?`u (n)(n!) 2 ?1 has been shown in 9] to be a necessary condition for the characterization theorem of generalized functions in the Gel'fand triple introduced by Cochran et al. 4].
Growth order of holomorphic functions
Recall that the S-transform F of a generalized function is a function on the complexi cation E c of E. It is a holomorphic function on E c in the sense that for any ; 2 E c , the function F(z + ) is an entire function of z 2 C . Moreover, it satis es the growth conditions in Equations (1.12) and (1.13) for generalized and test functions, respectively. In this section we will study the representation of holomorphic functions F on E c satisfying the growth conditions in Equations (1.12) and (1.13) with G and G 1= being replaced by certain functions. The characterization theorems will be given in our forthcoming papers 3]. Then for any q 2 0; p] with i p;q being a Hilbert-Schimidt operator, there exist functions f n 2 E b n q;c such that F( ) = P 1 n=0 hf n ; b n i and jf n j 2 q K 2 ? ae 2 ki p;q k 2 HS n`u (n); (5.2) where`u is the Legendre transform of u.
Proof. We follow the same argument as in the proof of Theorem 8.9 in 12]. Since where J n is a symmetric n-linear functional on E c E c given by J n ( 1 ; : : : ; n ) = 1 n! @ @z 1 @ @z n F(z 1 1 + + z n n ) z1= =zn=0 : (5.4) where L u is the L-function of u. But by Theorem 3.11 with a = e we have L u (r) e 2 u(er); r 0:
The conclusion in Equation (5.3) follows from Equations (5.4) and (5.5) . Now, let u 2 C +;log be a xed function. Suppose F is an entire function on E c with the expansion F( ) = P 1 n=0 hf n ; n i. Being motivated by Equation (1.3) (with`u(n) replacing (n! (n)) ?1 as noted before,) we de ne for each p 0, kFk u;p = 1 X n=0 1 u (n) jf n j 2 p ! 1=2 : Let K u;p = fF; kFk u;p < 1g. Then K u;p is a Hilbert space with norm k k u;p .
On the other hand, being motivated by the work of Lee 14] and Section 15.2 in the book 12], we de ne j j jFj j j u;p for a holomorphic function F on E c and for each p 0 by j j jFj j j u;p = sup 2Ec jF( )ju ? j j 2 ?p ?1=2 : Let G u;p = fF; j j jFj j j u;p < 1g. Then G u;p is a Banach space with norm j j j j j j u;p . Theorem 5.3. Let u 2 C +;log . Suppose p > q is such that the inclusion mapping i p;q : E p ! E q is a Hilbert-Schmidt operator with ki p;q k HS e ?1 . Then kFk u;q ? 1 ? e 2 ki p;q k 2 HS ?1=2 j j jFj j j u;p ; 8F 2 G u;p : (5.6) Remark. Conditions (a) and (b) stated in the beginning of Section 1 imply that lim p!1 ki p;q k HS = 0 for any q 0. Hence for any given q 0, there exists some p > q such that ki p;q k HS e ?1 . Therefore, it follows from the theorem that for any q 0, there exists p > q such that G u;p K u;q and the inclusion mapping is continuous by Equation (5.6).
Proof. Suppose F 2 G u;p . Then we have jF( )j j j jFj j j u;p u ? j j 2 ?p 1=2 ; 8 2 E c :
(5.7)
Hence for q as speci ed in the theorem, we can apply Lemma 5.1 to show that F( ) = P 1 n=0 hf n ; n i with f n 2 E b n q;c and jf n j 2 q j j jFj j j 2 u;p Theorem 5.4. Let u 2 C +;log be (log, exp)-convex. Then for any p 1, we have j j jFj j j u;p?1 p e ? 2 2 log 1= ?1=2 kFk u;p ; 8F 2 K u;p ; (5.8) where the constant is given in Condition (a) in the beginning of Section 1.
Remark. It follows from Equation (5.8) that for any p 1; K u;p G u;p?1 and the inclusion mapping is continuous.
Proof. Let F 2 K u;p and p 1. Since F( ) = P 1 n=0 hf n ; b n i, we can derive that jF( )j 1 X n=0 jf n j p j j n ?p = 1 X n=0 1 p`u (n) jf n j p Take a (log, exp)-convex function u 2 C +;log . Let K u and G u be the projective limits of the families fK u;p ; p 0g and fG u;p ; p 0g, respectively. By the remarks following each of Theorems 5.3 and 5.4 we see that K u = G u and their respective topologies given by fk k u;p ; p 0g and fj j j j j j u;p ; p 0g coincide. In the forthcoming paper we will study the corresponding spaces of test and generlized functions and the characterization theorems.
