Clusters of text documents output by clustering algorithms are often hard to interpret. We describe motivating real-world scenarios that necessitate reconfigurability and high interpretability of clusters and outline the problem of generating clusterings with interpretable and reconfigurable cluster models. We develop two clustering algorithms toward the outlined goal of building interpretable and reconfigurable cluster models. They generate clusters with associated rules that are composed of conditions on word occurrences or nonoccurrences. The proposed approaches vary in the complexity of the format of the rules; RGC employs disjunctions and conjunctions in rule generation whereas RGC-D rules are simple disjunctions of conditions signifying presence of various words. In both the cases, each cluster is comprised of precisely the set of documents that satisfy the corresponding rule. Rules of the latter kind are easy to interpret, whereas the former leads to more accurate clustering. We show that our approaches outperform the unsupervised decision tree approach for rule-generating clustering and also an approach we provide for generating interpretable models for general clusterings, both by significant margins. We empirically show that the purity and f-measure losses to achieve interpretability can be as little as 3 and 5%, respectively using the algorithms presented herein.
Introduction
Text clustering is the process of grouping text documents into clusters so that the documents within a cluster are more similar than documents across clusters. In the context of clustering, no supervised information in terms of class labels is available for the data. Similarities between text documents are often assessed using the cosine similarities (or other popular similarity measures such as Euclidean distance, L 1 norm etc.) between TF-IDF [40] vectors. Popular techniques for text clustering include partitional clustering algorithms such as K -Means [32] and hierarchical clustering algorithms such as Single-Linkage Clustering [27] among others [53] . It is often necessary to interpret the clusters generated, for knowledge discovery in various scenarios. However, traditional clustering algorithms, when applied to text data, output models which are hard to interpret. For example, K -Means clusters may be represented as a set of cluster centroids where each document could be associated with the cluster whose centroid is most similar to it, according to the chosen similarity measure. The Vector Space Model [41] for representing text data, however, has as many dimensions as the vocabulary of the collection; this makes cluster centroids hard to understand and interpret. Typically, the highest frequency terms in the cluster centroid are considered to be representative of the topic of the cluster. However, the centroid vector is often criticized to be not very meaningful to describe clusters [8] . Popular text clustering toolkits such as CLUTO 1 aid visualization by tagging each cluster with descriptive and discriminative features. On the other hand, algorithms for co-clustering, those which simultaneously cluster objects and attributes (i.e., documents and words, in the case of text) [15] have been adapted to text data to generate sets of words along with every cluster of documents [34] . However, a set of words associated with each cluster is not a self-contained model as it does not fully describe a cluster. For example, given a set of clusters and sets of words for each, a document's membership in a specific cluster is not obvious (since a document may contain words from across two cluster descriptions, and may belong to a third). Further, such a model is not reconfigurable, i.e., the human cannot edit the model so that the clustering for the reconfigured model can be computed easily, or is obvious. For example, deletion of a word from the set of words associated with a cluster may not lead to an intuitive modified clustering. It may be noted that clustering to generate reconfigurable models is an unsupervised learning problem and is different from semi-supervised clustering [7] or active-learning approaches [5] in that all such approaches require some methods of gathering supervised information.
In this paper, we deal with the problem of clustering document datasets to derive highly interpretable cluster models which are self-contained and reconfigurable. The main contributions of our work are:
1. Discussion of the problem and real scenarios that motivate manually reconfigurable and interpretable clusterings and the inadequacy of existing algorithms on these criteria. 2. RGC, an approach for Rule-Generating Clustering that generates one rule per cluster; each rule is composed of conditions on presence or absence of words in documents. 3. RGC-D, a modified approach for Rule Generating Clustering where each rule is modeled as a disjunction of conditions, each condition specifying the inclusion of a word. 4. An extensive empirical study that illustrates the superiority of RGC and RGC-D upon state-of-the-art and other straightforward approaches for interpretable clustering.
We start off by describing applications of interpretable reconfigurable clustering models in the following subsection and outline related work in the area in Sect. 2. We then describe our framework for Rule-based Clustering in Sect. 3 followed by our approaches in Sects. 4 and 5. The state-of-the-art approaches that we compare our algorithms against, are described in Sect. 6 . A detailed empirical evaluation of the various approaches comprises Sect. 7; this is followed by a discussion in Sect. 8 and we conclude in Sect. 9.
Applications of interpretable reconfigurable clustering models
Interpretability in machine learning models has been studied in various contexts [4, 18, 19, 30, 37, 50] and its need cannot be overemphasized. Now, we describe a scenario where reconfiguration of cluster memberships is highly desirable, and elaborate on other real-world scenarios that demand or are benefitted by interpretability and reconfigurability of cluster models.
Polysemous words
The C3 dataset that is used in a later section has classes such as literature and medicine. We now illustrate a scenario where a specific polysemous word, phage, causes certain undesirable effects in clustering. phage has two different connotations; it is the name of a virus parasitic in bacteria, 2 and also the name of a deadly computer virus that affects PalmOS. 3 Mentions of phage occurs in both contexts in the C3 dataset, the first in documents in the medicine class, and the second in documents in the literature class. Documents that deal with the computer virus were found to have words such as virus, deadly etc that were characteristic of the medicine class also. Such documents were found to have high cosine similarity with documents talking about other computer viruses that affect PalmOS. Clustering algorithms that work with bag-of-words model were consistently found to bring in a bunch of documents talking about PalmOS viruses into a cluster with most documents related to medicine. Such cases that could not be detected by bag of words approaches, could be easily detected by manual inspection. The inclusion of documents related to computer viruses could potentially bring in such words (e.g., computer, PalmOS) into the rules in interpretable clustering algorithms; thus, interpretable models increase the likelihood of the human to be able to correct such misclusterings without necessitating reading through the documents themselves. However, it may be noted that detection of such misclusterings is not guaranteed by interpretable clustering; for example, the word phage could itself be in the rule, thus bringing in all the PalmOS related documents without computer or PalmOS finding a mention. On the other hand, if phage is inherently an inter-class word, the likelihood of the rule exposing the misclustering by including words like computer increases. Polysemous words may just be one among many cases where the bag-of-words model renders the algorithm incapable of matching human judgement of cluster memberships; that clustering algorithms seldom achieve 100% accuracy against human labels indicates the possibility of many other such cases. The example of the increased likelihood of exposing polysemy-based misclusterings, it may be noted, is just to illustrate one among the scenarios that could be benefitted by reconfigurable clustering and does not specialize the goal of reconfigurable clustering to one that recognizes and eliminates the effect of polysemous words alone (polysemy detection has been separately well studied [46] ).
In a more general scenario, where clusters may be thought of as representing concepts, misclusterings could be due to assignment of a subconcept (and the associated subscluster) to a wrong parent concept (i.e., cluster). Alternatively, it could be due to mis-assignment of some outlier documents. In the case of subcluster misclusterings, typical mechanisms like tag clouds 4 would not enable detection of the misclusterings since the sub-cluster concept could be statistically insignificant to figure in a tag cloud. In our example, the misclustering cannot be detected even by using per-document frequency analysis unless one of words such as computer, PalmOS or phage finds its place in the tag cloud or any alternative representation that is employed. However, in the case of rule-based clustering, as we will see, at least one of the words in each document would have to be present in the rule associated with the cluster. This property that one of the words in even each of the document in the misclustered sub-cluster has to find a place in the rule corresponding to the cluster (that includes the misclustered subconcept) enhances the chances of detecting such misclusterings by just looking at the rules, even if the sub-cluster is statistically insignificant. We illustrated a scenario where a sub-cluster is misclustered due to polysemy; however, such misclusterings could happen due to various other reasons.
Service Delivery Organizations (SDO)
SDOs mostly operate by providing support to solve customer issues, and are bounded by Service Level Agreements; 5 SLAs specify performance bounds (e.g., each IT service request would be closed within a maximum of 2 days) that the service provider is expected to agree to. Resolution of each issue is guided by manually authored documented procedures (e.g., call flow charts). Each such issue is recorded in the form of a problem/change ticket whose contents are mostly textual. We arrived at the problem of having to provide comprehensive, interpretable and manually reconfigurable clusterings while designing text analytics tools for such organizations to support and improve their internal processes. In current practice, managers use text clustering tools to cluster tickets that resulted in SLA violations (the most important quality indicator), and analyze such clusters using word-based representations such as tag clouds to identify distinct categories of problems that led to SLA violations. Seemingly problematic clusters are then given to Quality Analysts who analyze the clusters by reading and assimilating the tickets in those and provide insights to enable faster resolutions of such problems. Classification techniques are unsuitable here because categories of tickets are not available apriori; in many cases, such categories could even change with time. In another scenario, that is more prevalent in real-time customer support systems such as contact centers, problem ticket clusters are analyzed to identify clusters of problems for which manually authored documented knowledge does not exist. Clusters that are found to pose a need for knowledge base updating are given to Knowledge Authors who then analyze the problem tickets and update the knowledge base with any new insights derived from those clusters. Manual refinement of clusters output by any clustering algorithm is a necessary step in both the scenarios outlined above since ticket data is often too noisy 6 to expect any clustering algorithm to do very well. In both the scenarios, certain clusters are subjected to manual inspection, which is a laborious and time-consuming process. Here, we would want to minimize the number of irrelevant documents in such clusters since they would contribute only marginally (or not at all) to derive insights from the cluster. For example, in a cluster about problems on installation of Red Hat linux, a noise/outlier could be a ticket that refers to installation of SUSE linux, thus the amount of effort spent in reading up the latter would be wasteful and needs to be minimized. The SUSE Linux document could manifest in the rule corresponding to the Red Hat Installation cluster rule as a word SUSE if the other words such as installation are inter-cluster words; for example, in a corpus where the individual classes are like Windows Installation, AIX Installation, etc. Rule-based interpretable models, being self-contained, could thus boost the chances of being able to filter out such cases by just glancing at the rules. In such a setting, usage of word-based representations is counterintuitive since we want to remove statistically insignificant concepts from the cluster, that are precisely the ones least likely to be represented in such representations.
Other applications
The problems outlined above are manifestations of a more general class of scenarios where users inspect large document datasets and select a few clusters for closer manual inspection. This poses the challenge of being able to refine the clusterings at any cost, since the laborious process of inspecting documents manually is the target of optimization. Other contexts include compiling a targeted news report by selectively reading certain categories of newswire reports, selecting customers to send targeted ads for a product, and recommending films to targeted groups using a collection of film reviews, each of which require careful manual post-processing of selected clusters to derive actionable insights. A comprehensive cluster description is more likely to expose the existence of some interesting outliers in the cluster. Reconfigurability and interpretability enable a user to meaningfully fine-tune the clustering, and such an exercise could provide insights into why certain misclusterings occurred, and thus expose unexpected informative relations between unrelated clusters.
Related work
We now provide a brief overview of related work in the context of the problem that we address. We start by reviewing machine learning models that focus on interpretability or are self-contained or human-editable. We then go on to describe techniques that address precisely the problem that we address in this paper; that of building interpretable and self-contained models for clustering.
2.1 Clustering interpretability, self-containedness and human-editability
Interpretability
While there is no strict criterion to decide on whether a clustering is interpretable or not, machine learning models that generate rules are generally considered to be interpretable (e.g., [39] ). Such rules are often based on attributes and their values (for example, decision tree rules are composed of conditions such as a Rb where a, R and b stand for an attribute, a relational operator and a value of the attribute, respectively) since they represent a more generalized concept than a collection of objects which satisfy such rules. Interpretability has been well studied in the context of fuzzy systems. Infact, interpretability is the unique selling point of fuzzy systems [37] and is often achievable only by trading off for some accuracy [23] . Mamdani-style rules [33] have antecedents expressed as a composition (using conjunctions and disjunctions) of input variables. Rule Induction deals with generating rule-based descriptions for each class from a labeled dataset (i.e., each object labeled with the class to which it belongs); popular approaches for rule induction include RIPPER [11] , SLIPPER [12] and LRI [48] . In essence, these are similar to approaches such as decision trees [39] that also focus on creating rule-based classification models; on the other hand, we consider an unsupervised learning problem in this paper. On the lines of the accuracy-interpretability trade-off studied in the context of fuzzy systems [37] , past research has addressed the length-accuracy trade-off for cluster descriptions, focusing on the SOR description model (and its variants) which is highly interpretable [18] . However, the high dimensionality of the document space [42] renders such classical models for cluster descriptions inappropriate in the context of text clustering. Similar is the case with the CLUSTER/2 [36] approach as we will see later. A recently proposed unsupervised learning technique that generates rules (Unsupervised Decision Tree [4] ) has been found to work well for various kinds of data including text. We will delve deeper into this technique in a later section. K -Means cluster centroids are often found to be not very meaningful to present to the human user as a cluster description [8] .
Self-containedness and human-editability
Text document clusters are often presented to the users as a cloud of frequent words [20] . Other models of presentation include a set of descriptive and discriminative words (e.g., CLUTO), a derived concept taxonomy [28] , or associated word clusters derived during the clustering process (e.g., [15] ). The Scatter-Gather [13] approach allows the user to skim through massive datasets by presenting summary words, and allowing her to further split clusters associated with summary words. We refer to such models generically as word-based representations (WBRs) of clusters. Although such models are interpretable in that they aid human assimilation of the presented concept, they do not fully describe the cluster. For example, in a text cluster that mostly contains sports news reports along with a few reports about celebrities who attended a specific sports event, none of the above may generate a word in the description that is indicative of the latter. Thus, an analysis of the WBR corresponding to that cluster could lead one to conclude that the cluster has only sports reports. Further, documents in the cluster are not guaranteed to contain even at least one of the words included in the representation. Such word-based representations are mostly read-only models; i.e., editing of such models do not lead to an intuitive reconfiguration of cluster memberships. For example, a simplistic model of deleting all documents with a word when that word is deleted from the cluster model would not work since documents which do not contain any words in the description may also be part of the cluster. Word-based descriptions are hence not self-contained nor easily reconfigurable. A reconfiguration of cluster membership can however be achieved by reading through documents and manually reassigning memberships after which new descriptive words could be computed for the modified clusters; such an approach is often not feasible since text corpora tend to be too huge to be read through. Precedents of WBRs include conceptual clustering algorithms like COBWEB [17] that associate a probabilistic model with each cluster, in a taxonomy of clusters; such a model is not self-contained since it is impossible to infer the membership of a document in a cluster given just its probabilistic model, since the membership is decided by the COBWEB split/merge criterion. On the other hand, models such as those generated by K -Means (i.e., a set of cluster centroids) are self-contained in that the membership of a document in a cluster may be determined easily. They may be visualized and edited by providing an interface to move the centroids around, despite centroids being hard to interpret [8] . Popular clustering models like dendrograms that are generated by Hierarchical Agglomerative Clustering (HAC) [24] are difficult to interpret since document membership is the only description of the model; in the absence of WBRs, one would have to read through documents in a cluster to understand the cluster. Interpretability is a necessary prerequisite to reconfigurability since one may want to reconfigure only after she can interpret and assimilate the model.
Rule-based clustering models
Having discussed various related literature, we now present a bird's eye view of prior work in the backdrop of our problem of generating interpretable, self-contained document clustering models. An interpretable model is easy to assimilate for the human user (e.g., tag clouds are easier to digest than a K -Means model like a set of cluster centroids) whereas a self-contained model enables assessment of document membership without extra information (e.g., from a clustering model as a set of tag clouds, its not evident which cluster a document belongs to; contrast this with K -Means centroids, in which case it is evident that a document belongs to the cluster whose centroid it is closest to). There is an abundance of interpretable self-contained machine learning models in the realm of supervised learning (e.g., decision trees); we focus on the problem of generating interpretable self-contained models in an unsupervised fashion. We enumerate the various techniques in literature along with how they fare against our problem of generating interpretable, self-contained clusterings using unsupervised information, in Table 1 .
In Table 1 , we have boldened the techniques that suit our problem definition; they are FindClans, CLUSTER/2 and UDT. We discuss them in greater detail in the following section.
FindClans [18]
A standard approach to summarize multi-dimensional points is to represent them by a set of isothetic hyper-rectangles [1, 29, 35] . Being axis-parallel, such rectangles can be specified in an intuitive manner; e.g., (3.80 ≤ GPA ≤ 4.33 ∧ 0.1 ≤ visual acuity ≤ 0.5 ∧ 0 ≤ minutes in gym per week ≤ 30) intuitively describes a set of nerds. Sum of Rectangles has been the canonical format for cluster descriptions in database literature; FindClans [18] is a recent technique that builds upon this idea to provide better descriptions for clusters. However, text data is unique in being highly multidimensional and that the presence of a word in a document conveys more information than the absence of the same [14] . Thus, word-based representations for text clusters represent a set of words that are in abundance, possibly signifying a lower bound of abundance, rather than an interval including an upper bound. The algorithms suggested by [18] are guided by discovery of interval conditions (which include upper bounds) and attempt to produce closed structures (such as rectangles) and differences between rectangles; these are hard to be adapted for describing text datasets due to their inherent high dimensionality and sparseness.
CLUSTER/2
CLUSTER/2 [36] is an early algorithm for conceptual clustering (developed with numeric and categorical data in mind) that generates cluster descriptions modeled as a conjunction of various conditions on values of attributes. An example condition could be [
that indicates that it covers all objects that take a value between 1 and 3 for attribute x 1 . Such a condition would be disjoint with [x 1 = 4 . . . 5]. Different clusters, being disjoint, would hence have disjoint conditions on various attributes. Since most words do not occur in most documents in a text dataset, it is highly unlikely that a word occurring less than t (t > 1) times would be part of one cluster, and occurring more than t times be part of another; thus, CLUSTER/2 rules on text documents would mostly be composed of conditions either of the form 
Unsupervised decision tree
A recent approach for Interpretable Hierarchical clustering that employs a top-down approach to construct an unsupervised decision tree [4] , has been found to be effective for text clustering. Having been shown to be applicable for text clustering, we choose this work to evaluate our approach against, in a later section. We will describe this approach in detail in Sect. 6.
Framework for Rule-Generating Clustering approaches
The algorithms for Rule Generating Clustering that we present in this paper rely on a common framework and a novel word ranking measure. We now describe these common features followed by the details of the specific approaches in separate sections.
Centroid similarity ranking (CR)
A novel word selection method forms the skeleton of our approaches for Rule-Generating Clustering. Traditional feature/word selection methods such as tf-idf and term contribution [31] rank features such that the top few features would be able to cover most of the documents in the dataset and that a clustering using such top features would lead to high accuracy when compared against available extrinsic labels. Our objective, on the other hand, is that of selecting highly pure words (even if they do not cover a lot of documents); words such that most of the documents containing them are homogeneous regardless of the coverage. Every feature (word) w has an associated set of documents D w , the set of documents containing w. Documents are expressed as tf-idf vectors and let the centroid vector of D w be denoted bycv w . The homogeneity value of a word w is the fraction of documents in D w that are closer tocv w than any other centroidcv v for any word v that has presence in at least 1% of the documents. Formally,
where Sim(.,.) denotes the cosine similarity [45] of the argument vectors. CR prioritizes words with high homogeneity values. The cosine similarity is computed as
where x[i] denotes the ith element of the vector x. Similarity measures other than cosine could be used if the type of data or domain warrants the same.
Approach framework
We now outline a framework for Rule-Generating Clustering that partitions the dataset into nonoverlapping clusters of documents where each cluster has an associated rule that is satisfied only by the documents in that cluster. Partitional clustering approaches perform crisp assignments of documents to clusters; even inherently inter-cluster documents are assigned to the cluster to which they are estimated to belong maximally. Despite this obvious limitation, partitional clustering algorithms have been more popular than fuzzy ones (Refer Table 1 
This signifies that a document that contains at least one occurrence of w i1 or does not contain w i2 would be part of C i . Our rules always use a threshold of 1 i.e., each atomic condition is either ≥ 1 or < 1. To simplify presentation, we omit the ≥ 1 and indicate the < 1 condition by a ! before the word; R i above would be rewritten as w i1 ∨!w i2 . . . whenever the meaning is obvious. The key difference from some well-known clustering algorithms (e.g., K -Means [32] and its derivatives) is that some documents C D in D may still be unclustered since they do not satisfy any cluster's rule. The following conditions hold:
Each cluster is a set of all documents that satisfy the associated rule. The first condition establishes the disjointedness of clusters; each document can only belong to at most one cluster (this is due to the design of the framework). The second condition asserts that the set of unclustered documents are all documents that do not satisfy the rule of any cluster. In the rest of the paper, we refer to the fraction of documents clustered (i.e., |D\C D |/|D|) as the coverage of the clustering. Figure 1 illustrates the framework process that our approaches rely on. For purely illustrative purposes, we also show how rules are formed through the different phases in this framework; the actual rule formats are more complex and would be described in later sections. This consists of three phases that are marked in the figure:
1. Cluster generation: This phase takes a list of words, ranked according to the CR values, as input, and chooses a set of top-ranked words from among them. Clusters of documents that contain the word are built separately for each of the chosen words (this leads to an intuitive rule, w i , for a cluster built using the word w i ); these are used as seed clusters for the rest of the phases to work on. The subset of top-ranked words chosen differs for the different approaches that we present. 2. Merging of clusters: The seed clusters that are produced by the previous phase are then merged to produce larger clusters. The merging proceeds as long as there are only the desired number of clusters (i.e., k) left. For example, if the cluster corresponding to w i and w j are merged to form a larger one, the merged cluster would be represented by the rule w i ∨ w j . The merging criterion used is dependent on the choice of words, and is thus different for the approaches that we present. 3. Coverage enhancement: The first phase chose only a subset of words from among the top-ranked ones, which were merged in the second phase. Those documents that did not have any of the words chosen in the first phase would still be left out of the clustering. The Coverage Enhancement phase brings in more of those left-out documents into the clustering by choosing lower ranked words and merging their clusters with the ones produced in the second phase. Continuing with our example, if the cluster corresponding to w k is chosen to be merged with that represented by w i ∨ w j , the larger merged cluster would then be intuitively represented by w i ∨ w j ∨ w k .
In the following sections, we present our specific approaches that are broadly based on the framework outlined above. The specific details such as the choice of words in the first phase, and the merging criterion in the second phase of the separate approaches are detailed in the respective sections.
Rule-Generating Clustering (RGC)
We now describe an approach based on the framework described earlier; we simply call this as Rule-Generating Clustering [3] . The different phases of the algorithm are:
1. Cluster generation: This phase uses CR to select the top-t words and builds one cluster per word using the documents that contain that word. All rules at this phase are of the form w (to stand for f (w) ≥ 1). It may be noted that since a document may contain multiple of the top-t words, a document may, at the end of this phase, belong to multiple clusters. 2. Merging of clusters: This phase merges the most similar pair of clusters (in agglomerative fashion [25] ) to generate a single bigger rule associated with the merged cluster, until there are exactly k clusters. The clusters chosen for merge may have overlaps. This is dealt with, by adding negated conditions as illustrated in Example 1. 3. Coverage enhancement: This attempts to bring in more documents into the clustering, thus enhancing coverage. This is done by choosing from among the set of words not yet included in the clustering; if the set of documents containing the chosen word overlaps with only one cluster, and if it bears maximum similarity with that cluster, a merger is performed.
Algorithm 1 first identifies W α , the top-t words according to C R that covers at least α% of the dataset (It may be noted here that the parameter is α; t is the minimum number of words that would cover at least α% of the dataset). The cluster generation phase (lines 2-4) generates one cluster out of each word in W α , the cluster comprising of all documents containing at least one occurrence of the word. It may be noted that these clusters need not be disjoint and may overlap (e.g., there could be documents that contain multiple words from W α ). The merging phase (lines 5-10) starts off with multiple overlapping clusters, and merges them to k clusters, eliminating overlaps when necessary (as described in Example 1). The merging phase may introduce some redundancy in the rules due to merging to a cluster to which overlap was avoided earlier; here, the negated condition added earlier could be eliminated due to the merger (as illustrated
Since we want to eventually have nonoverlapping clusters in the output, we resort to avoiding the overlap between the merged cluster and c. In RGC, we accomplish this merger by forming a new cluster merging c 1 and c 2 but excluding those documents that are in c. This leads to the following rule:
The condition (w 1 ∧ !w) represents c 1 \c, which is then merged (using disjunction) with c 2 . This negated condition may be removed later if the merged cluster and c become part of a single cluster by mergers later on.
RGC rules are composed of disjunctions and conjunctions of conditions that could either signify presence or absence of a word. Thus, two RGC rules could be similar and have a high intersection in terms of the words occurring within them; this property makes RGC rules harder to interpret. RGC-D, presented in the next section, produces simple disjunctive rules of presence-signifying conditions for nonoverlapping clusters whereby no two rules would have the same word occurring in both.
Rule Generating Clustering with disjunctive rules (RGC-D)
The merge phase in RGC could, as observed earlier, lead to complex rules with arbitrary nesting of conditions making them difficult to assimilate for a human user. Some of these conditions could specify absence of words; such dearth-signifying conditions (i.e., < 1 or !) often are considered to make rules difficult to interpret and are hence avoided in classical rule formats [44] . We now present a modified approach for Rule Generating Clustering where the rule format is restricted to being a disjunction of conditions that signify word presence (i.e., ≥ 1 conditions on word frequencies). Each rule R i is a disjunction of ≥ conditions and could be represented as:
This signifies that a document that contains at least one word among w i j 's satisfies the rule R i and would be part of the cluster C i . We use w i j to denote the jth word in the ith rule; however, it may be noted that there is no significance in the order of words within a rule. We now outline the three phases of the RGC-D (Algorithm 2) approach:
1. Cluster generation: This phase uses CR to select words to form a rule set of potentially very pure clusters, and may yield more than k clusters. The resultant clusters (after this phase) are different from their counterparts in RGC that they are all disjoint; we will describe details shortly. 2. Merging of clusters: This phase merges the most similar pair of clusters (in agglomerative fashion [25] ) to generate a single bigger rule associated with the merged cluster, until there are exactly k clusters. This merging phase does not require an overlap avoidance step (as in RGC) since the component clusters are disjoint to start with. 3. Coverage enhancement: This attempts to bring in more documents into the clustering, thus enhancing coverage and works in exactly the same way as in RGC.
The principal difference between RGC-D and RGC is in the first phase. RGC-D also starts off with the list of top words from CR that enable covering α% of documents from the corpus (as W α ). Now, the algorithm considers each word in W α in an order prioritizing words that bring in more documents to the clustering. Each such word could lead to a new cluster in C if it is disjoint with existing clusters. In case the new cluster overlaps with one or more existing clusters, we affect the merger of all overlapping clusters with itself if it bears a high similarity with each of them. At the end of this cluster generation phase (lines 2-9), we could have more than k clusters; however, all clusters would be disjoint and would not have overlaps with any other cluster. This disjointedness simplifies the merging phase in that it does not need to avoid overlaps during the merge process. Now, the coverage enhancement phase (lines 16-21) considers remaining words, picking those words that occur in most unclustered documents first. They could get merged with existing clusters in exactly the same manner as in the corresponding phase in RGC.
RGC-D has two parameters apart from k; α, the minimum coverage of chosen words in the first phase, and γ , the minimum similarity required to affect merging of all overlapping clusters. It was found empirically that the algorithm is fairly insensitive to variations in these parameters, and that the results do not vary much when α is varied between 40 and 70% and γ is varied between 0.85 and 0.95 for a wide variety of datasets with widely varying characteristics. Very high values (e.g., > 80%) for α are best avoided in both RGC and RGC-D since they force most of the words in the vocabulary to be considered in the first phase itself. We use such choices in RGC & RGC-D and thus, they effectively have a single parameter k. Most clustering algorithms in literature require an input parameter indicating the desired number of clusters in the output. Determining k is best left to the user in cases where the end user has a good grip on the number of inherent clusters in the data or needs to use the results in an application which restricts the number of clusters; in other cases, techniques to automatically determine k (e.g., [9, 21] ) could be employed.
Algorithm variants for multi-topic document datasets
In scenarios where many documents in the dataset are each known to be associated with multiple topics, clusterings that force documents to belong to a single cluster may not be very useful. Fuzzy clustering approaches [2] are able to assign multiple (degrees of) memberships to documents. In this section, we describe how single cluster assignments could be relaxed in the RGC and RGC-D approaches to lead to interpretable rule-based clusterings where overlaps could be present.
RGC
RGC has an explicit overlap avoidance step (Line 7 in Algorithm 1); removal of that step could lead RGC to produce overlapping clusters. Since it is the overlap avoidance step that adds negated conditions to the rules, avoiding that step would lead to simpler rules as well.
RGC-D
RGC-D enforces nonoverlapping clusters to start with, by disallowing choice of words that lead to overlapping seed clusters. This is easily avoided by a simple amendent in the cluster generation phase, that of replacing Lines 6 and 7 in Algorithm 2 with a step of merging every new cluster D w with all clusters that it has a similarity of at least γ ; this leads to keeping around clusters that have an overlap with D w (if they do not have a similarity of more than γ ), potentially leading to overlapping clusters in the output.
These variants are useful to employ in such scenarios where the dataset is known to have documents that could belong to multiple topics. These variants do not disturb the core process of word choices and merging and are hence expected to perform comparably to the original algorithms; however, we do not empirically evaluate these variants here since we focus on RGC and RGC-D in this paper.
Other approaches
We compare our approach against two techniques in a detailed empirical evaluation in Sect. 7. In this section, we describe these approaches to aid better understanding of the empirical evaluation.
Unsupervised decision tree (UDT)
UDT [4] is an approach for interpretable clustering that generates text clusters that could be represented by rules on word frequencies, and hence, is fully reconfigurable. This decision tree-based technique works by starting with the entire corpus as the dataset associated with the root node, and progressively splits it into child nodes using word frequency conditions in a recursive operation. The information gain guided splitting continues as long as node sizes are larger than a threshold. The splitting attribute is chosen as the one that gives the maximum unsupervised information gain when the dataset is optimally split on the attribute dimension; the optimal splitting is along the split-point that gives the maximum information gain. This hierarchical clustering approach differs from RGC since it could generate much more than k leaf clusters. It may be specifically noted that UDT's only parameter, the threshold on the maximum size of the dataset at a leaf node is very different from the k parameter for RGC and popular clustering algorithms such as K -Means. More specifically, there is no way to tell the UDT algorithm that it should generate only k clusters since the quality of the clusters is dependent on an appropriate choice of the max_si ze parameter. An agglomerative approach that merges leaf clusters until there are only k clusters would lead to significantly larger rules (each rule framed as a disjunction of the rules corresponding to the component leaf clusters).
Clustering-guided rule generation (C-RG)
A natural line of thought in generating interpretable clustering is to devise approaches that post-process results of general clustering algorithms such as K -Means to yield rules associated with each cluster. Such an approach would enable a user to be not constrained by a specific algorithm and equips him with the option of choosing his favorite clustering algorithm for generating interpretable cluster models. A straightforward approach is to use the K -Means clusterids as document labels and use them in the C4.5 decision tree learner [39] . It may be noted that rule induction algorithms such as RIPPER and LRI could replace C4.5 in such a process; however, since common rule induction algorithms have not been shown to be applicable on text data unlike tree-based approaches that have been fairly popular on text and web data [10, 49] , we choose to use the popular C4.5 decision tree to generate rules from K -Means clusters. Each K -Means cluster can then be described by disjunction of the rules associated with each leaf node in the decision tree containing only the documents from that cluster. This could cause documents in leaf nodes that overlap with multiple K -Means clusters to be excluded from the clustering. This is necessary because including even one leaf node that overlaps with multiple K -Means clusters would cause the output clusters to be non-conformant to the K -Means clustering; since K -Means clusters are seen to be very pure on text data (as we will see in Sect. 7), deviating from K -Means clusters would most likely reduce purity of output clusters and hence is best avoided. Although we chose to mention the popular K -Means algorithm herein, this approach is in no way constrained by the clustering algorithm; any arbitrary partitional clustering algorithm could be used instead. A combination of K -Means and C4.5, unlike UDT, is much more friendly to evaluate against RGC/RGC-D since it also generates precisely k clusters. This approach, henceforth referred to as C-RG, is one of the algorithms that we consider in our empirical analysis (Sect. 7).
In our evaluation, we use the default settings of the CLUTO toolkit to generate the K -Means clusters (we use the same stop-word lists that we use for our RGC/RGC-D implementations). These K -Means clusters are then passed to the C4.5 decision tree learner. We do not employ any pruning in our C4.5 implementation; C4.5 pruning is done to enable generalization to reduce overfitting on training data. We avoid pruning since our scenario does not require applying this tree on to a test dataset. Avoidance of pruning makes the setting more favorable to C-RG by improving the net purity (for example, pruning results in larger leaf clusters and being large, they have an increased chance of containing documents from multiple K -Means clusters; resulting in reduced net purity).
Experimental evaluation
We now empirically analyze the proposed approaches against UDT and C-RG. We first describe the datasets and the evaluation metrics that we use in our experiments. In the subsections that follow, we describe the results for the various analyses performed and sample rules generated from the various techniques.
Datasets and evaluation measures
The datasets that we use for our evaluation are listed in Table 2 . These datasets were previously used for validating document clustering algorithms in [52] . While Sports and K 1b are entire datasets, the rest are subsets of datasets described in [52] ; these subsets were chosen to ensure a wide variety in total dataset sizes, as well as in the average number of documents per class. The dataset sizes vary from 1,013 (R4) to 8,580 (Sports) whereas the average number of documents per class varies from 250 (R4) to 1,300 (C3). The vocabulary of the datasets vary in sizes from 7k in R4 to 41k in Crammed. Some of the algorithms used (including RGC-D) are quadratic in the vocabulary sizes. The computational expense incurred becomes infeasible for datasets that have tens of thousands of documents, which had to be excluded from our evaluation hence. We use the default setting of CLUTO toolkit for the K -Means experiments. The same stopword lists are used for preprocessing the data for each of the algorithms.
We evaluate the quality of the various clustering algorithms against extrinsic document labels which are available with the datasets; each document is assigned to a unique specific class in each of the datasets that we have considered. Further, we also evaluate the interpretability of the rule bases generated by the algorithms using the average length of the rules generated. The extrinsic document labels available are referred to as class labels hereon. We employ the following measures in our evaluation:
1. (Net) Purity: The purity of a cluster is defined as the fraction of the maximally represented class in a cluster. For example, in a cluster having 10 documents, out of which 8 belong to a class and 2 belong to another; the purity would then be 0.8. The net purity across clusters is computed as the weighted average of purities across, clusters, weighted by the cluster cardinalities. For a clustering C with individual clusters denoted by c i , the net purity would then be computed as: [31] ensures that small clusters with high purity do not bias the aggregate measure when the number of clusters in the clustering is held constant. Our approaches such as RGC-D and RGC, by virtue of their nature, may have a set of unclustered documents C D . For such cases, we compute the net purity as follows:
It may be noted that this formulation is disadvantageous to RGC-D and RGC since it assumes that all unclustered documents are misclustered. Net purity is also the absolute difference between unity and the misclassification index [51] . Net purity favors large number of small clusters (e.g., a clustering with each document in a singleton cluster of itself would yield a net purity of 1.0) and hence is best used to compare clusterings with the same number of clusters. 2. Entropy: Entropy is another way of measuring the homogeneity of a cluster. For a specific cluster, entropy measures the uniformity of the distribution of various classes in it [31] . This is usually aggregated as the weighted average of the entropies of the various clusters to arrive at a single value for a clustering as follows:
| Lower values of entropies are desirable. It may be noted that entropy excludes unclustered documents, and thus measures the uniformity of the clusters in the output. Such a formulation is necessitated because an approach similar to that in purity to factor out unclustered documents is not straightforward since entropy becomes better with increasing values of the denominator. 3. F-Measure: F-Measure [6, 22, 43] combines the precision and recall ideas from information retrieval. For clustering evaluation, each class is treated as a query, and each cluster is treated as the result of the query. Each class is mapped to the cluster containing maximum number of it's documents. Now, the precision is the fraction of the chosen cluster that comprise the documents corresponding to the class. The recall, analogously, is used to refer to the fraction of the documents of the class that can find representation in the chosen cluster. The f-measure for the class is then the harmonic mean of the precision and recall. The weighted average of the f-measures across classes, weighted by the size of the class, then gives a single aggregated f-measure value for the clustering. F-Measure is directly related to the conformance of the clustering to the extrinsic class labels. Since the f-measure is a class-based measure, we do not avoid the unclustered documents, but consider it as a separate cluster in itself to ensure a fair comparison against clustering algorithms such as K -Means. 4. Coverage: Coverage is the fraction of documents that an algorithm is able to cluster.
The interpretable clustering algorithms that we consider typically are unable to cluster all documents; leading to a coverage of less than 1.0. 5. Rule length: Each rule generated by interpretable clustering algorithms that we consider are composed of atomic conditions that express a frequency threshold-based condition (Unlike RGC and RGC-D that produces rules based on presence or absence of words, 492 V. Balachandran et al.
Fig. 2 Total rule lengths
UDT could use different frequency thresholds in rules). We refer to the length of a rule as the number of atomic conditions that it has. Intuitively, smaller rules are easier to interpret. This measure, it may be noted, is not an absolute measure of interpretability. For example, two rules with the same length may be different in that one could be employing a much more complex composition of atomic conditions leading to lesser interpretability. However, in the absence of objective and agreed-upon measures of interpretability, we use the Rule Length as a proxy of the interpretability of rule bases for our analyses.
Comparison with UDT
Since UDT does not have the k parameter, it typically generates much more leaf clusters than k. It is desirable that the number of clusters in the output be close to the number of classes (i.e., k); else purity values may not be meaningful. For example, a clustering that puts each document in its own cluster would have a net purity of 1.0. This makes an absolute comparison between our algorithms (that always generate only k clusters) and UDT inappropriate. On the same lines, the average rule length is also not meaningful to consider for comparison since the denominator for averaging is much higher for UDT as compared to our algorithms. However, the total rule length across clusters is still indicative of the interpretability of the clustering. 7 Larger rules are intuitively harder to interpret; it may be noted that for the same total rule length, due to the simpler nature of connectives employed, rules output by RGC-D are significantly easier to understand. However, we consider only the total rule length in our comparison. Figure 2 shows that RGC and RGC-D both outperform UDT by almost 4 times; the average of total rule lengths (across datasets) of RGC-D, RGC and UDT stand at 508, 494 and 1,946, respectively. An analysis of UDT based on the purity and the number of clusters is presented in Fig. 3 . Although UDT seemingly gives high purity (plotted on the left Y-axis) and is comparable to RGC on purity, such high purities are achieved with as many as 60-90 clusters (plotted on the right Y-axis) and are hence not very useful. We will see in a later chart (Fig. 5 ) that better purity is achieved by RGC while generating much fewer 7 Consider an algorithm that would post-process UDT clusters by merging them to arrive at k clusters. Merger of two clusters would intuitively create a cluster whose rule is the O R of the rules of the components (and thus, has a length that is the sum of the lengths of the rules of the component clusters). Thus, the total rule length after such post-processing would remain the same as before post-processing. Thus, a relative comparison between total rule lengths of UDT before such post-processing would be exactly the same as comparing average rule lengths after such post-processing (to arrive at k clusters). This comparison between total rule lengths is hence kosher.
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clusters (precisely k clusters, which is 4.17 on the average across datasets)only; we avoid including those numbers in Fig. 3 to avoid clutter. Evaluations based on other measures such as Entropy and F-Measure also were found to assert that RGC and RGC-D are much better than UDT. We omit the charts for the sake of brevity. In summary, RGC and RGC-D are seen to empirically perform much better than UDT for text clustering.
Comparison with C-RG and K -Means
In this section, we analyze the performance of our algorithms against the C-RG and K -Means algorithms using various measures and on the twin and independent dimensions of cluster quality and model interpretability. Firstly, we study the quality of the clustering when compared against the available extrinsic labels using clustering quality measures such as net purity, entropy and F-measure. We include the well-known K -Means clustering algorithm for this interpretability-agnostic evaluation. Secondly, we evaluate the interpretability of our algorithm against the C-RG approach using average rule length criterion.
Evaluation of clustering quality
The evaluation of clustering quality measures the conformance of the clustering against available extrinsic class labels (that are not used by the clustering). High values of net purity and f-measure are desirable whereas lower values of entropy indicate that the clustering corresponds better to the labels. It may be noted that purity is generally considered to be a better measure to evaluate clustering quality than entropy [34] . 8 Coverage: The Coverage plot in Fig. 4 shows that the C-RG approach is unable to cluster a huge fraction of the documents. It is able to cluster only 55% of the dataset on an average. This is in sharp contrast to RGC and RGC-D that are able to bring in 98 and 97% of the dataset into the clustering, respectively. K -Means which works by assigning each document to the closest cluster centroid is obviously able to cluster all documents in the dataset. In addition to observing that RGC and RGC-D are virtually able to cluster most of the dataset in this empirical analysis, it may also be noted that usage of richer connectives in RGC enables it to improve the coverage. RGC and RGC-D perform most poorly on the Sports dataset which, by virtue of being composed of clusters related to a common theme (i.e., Sports) may not have very well-separated classes. Thus, it may also be inferred that datasets with wellseparated classes are good for our algorithms since that provides them many more "pure" words to pick from, for inclusion in the rules.
Purity: The Purity of the clusterings generated are illustrated in Fig. 5 . This is not too different from the coverage behavior (it may also be noted that purity assumes that all unclustered documents are misclustered; thus for the same behavior, higher coverage leads to better purity) in that C-RG's clusters fare the worst at an average purity of 0.50. The average purity of RGC-D clusters comes out to be 0.84, whereas the RGC performs better leading to an average purity of 0.88. However, K -Means outperforms all algorithms and scores 0.93. The drops in purities of 5 and 9% may be understood to be the cost that one needs to pay in return for interpretability of the cluster models. This should not be surprising since interpretability is understood to come at a cost, and such trade-offs are well studied in other domains such as fuzzy systems [37] .
Entropy: Our formulation of entropy measures the uniformity of the clustered documents, and excludes unclustered documents. This is inherently advantageous for C-RG since it does not lose out for leaving many documents unclustered, and needs to maintain uniformity among the clustered documents only. Although this may seem inappropriate, it serves to isolate the behavior on the clustered documents alone; the graph in Fig. 6 gives an idea of how good C-RG is able to perform on the 55% documents that it is able to cluster. Further, entropy, in contrast to net purity measures the property of the distribution and is able to differentiate 
Evaluation of interpretability
Having evaluated the quality of the clustering, we now compare the interpretable clustering algorithms using the rule length as a proxy for interpretability. As noted in Sect. 7.1, this is not an absolute measure of interpretability and may only be considered as an indicator. In particular, this measure is advantageous to C-RG since it does not factor in the hurdle to interpretability that is posed by rules that employ complex compositions of conditions. In other words, rule bases with simpler connectives and conditions outperforming a more complex rule base on this criterion could easily lead one to infer that the former would outperform the latter in any more intuitive notion of interpretability that heeds to the complexity of connectives and conditions. Figure 8 plots the average rule lengths of the rule bases generated by the various algorithms. As is in the case of the clustering quality measures, RGC and RGC-D outperform the C-RG approach, this time by almost 6 times. The average rule length of C-RG is around 600 whereas the RGC and RGC-D are far more easier to assimilate for a human user and produce rules of average lengths 115 and 122, respectively. Although the RGC approach produces rules of slightly lesser lengths, RGC-D rules may be easier to interpret given the simplicity of the connectives employed. Given that C-RG rules are much more complex, it may be inferred that RGC and RGC-D vastly outperform the former in terms of interpretability of rules. Interpreting a clustering requires looking at all the rules. Among two clusterings that lead to the same average rule length, the one with a higher variance in rule lengths is intuitively less preferred due to the possibility of longer rules in it. Thus, the length of the longest rule in a clustering is another important indicator of the interpretability of the clustering. Fig. 9 suggests that the trends for maximum rule lengths are similar to those for average rule lengths. The RGC-D/RGC rules do pose a challenge to interpretability by virtue of being composed of more than a hundred words on the average. But, this could be contrasted against current techniques, where understanding the entire concept could require reading through many documents (each document may contain hundreds of words). This does not undermine the importance of efforts to build concise representations; but, we believe that RGC-D/RGC algorithms are a significant first step toward building concise reconfigurable cluster descriptions. It may be worth noting at this juncture that the number of words in the rules do not necessarily scale linearly with the dataset size. RGC-D rules are expected to be small for datasets with well-separated clusters having high intra-cluster coherence (a few words can cover most documents in the cluster) regardless of dataset sizes. Among the datasets that we experimented with, it may be seen from Fig. 8 that the RGC-D rules for crammed dataset are close to thrice as long as that for k1b although both the datasets have roughly the same number of documents.
Sample rules
Having presented a quantitative evaluation of the techniques, we now present sample rules output by the algorithms. Extracts from the rules for the cluster most closely corresponding to the coffee class in the R4 dataset as generated by various algorithms is given in Table 3 . For brevity, we do not include full rules and replace f (w) ≥ 1 and its negation by w and !w, respectively (as earlier). It can be seen that the usage of negated abundance conditions (or ≤) causes a rule to talk more about differences of the cluster from other clusters. For example, the rule generated by UDT has words like opec, trade etc which clearly try to differentiate it from oil and trade clusters in R4. Similar is the case with the occurrence of barrel in the rules by RGC and C-RG. The rule by RGC-D, on the contrary, mostly contains words that typify the coffee cluster and hence, are easier to interpret. This underlines the friendliness of abundance (i.e., ≥) conditions.
It may seem confusing as to why conditions involving grower, roaster, bag, crop should lead one to infer that the cluster be related to coffee and not any other crop which could be related to any of these four words. However, it may be noted that the algorithm is biased by the corpus of documents that it is provided with. For example, it does not recognize that potatoes could be equally related to the words grow, roast, crop, etc since documents that convey that sense are not present in the corpus. For this specific case, the dataset R4 has the classes: crude, coffee, interest, trade. It should be fairly easy to conclude that when the set of concepts are restricted to just these four, it would be intuitively possible to drill-down to coffee, given the set of words that RGC-D picks, to include in its rules. It may be reemphasized that it is important to estimate the meaningfulness of the rules in relation to other classes in the dataset (to which the algorithm has access) as opposed to general real-world concepts (to which the algorithm does not have access). 
Time complexity of RGC and RGC-D
RGC and RGC-D, as evident from their common framework presented in Sect. 3, are computationally expensive. This is due to their nature of working with words and combinations that have associated document sets unlike algorithms like K -means that do not need to ensure a word-combination based explanation for each generated cluster. We now analyze the computational complexity of RGC and RGC-D in each phase of the algorithms and empirically show that these algorithms run in reasonable amounts of time for document datasets containing thousands of documents.
Cluster generation
The ranking of words according to CR can be done in O(dw 2 ) where d and w denote the number of documents and words in the dataset. Let the number of words considered to build associated clusters be t. For each such t words, the document set needs to be consulted to identify the set of documents that have to be merged. In the absence of inverted indexes, this involves iterating over the document set. Thus, this phase incurs O(dw 2 + dt).
Merging of clusters
To merge the seed clusters (upto t of them, generated in the previous phase) pairwise in agglomerative fashion, each such merger involves determining the quality of each such pair of clusters. Such determination of quality depends on the documents in common between the clusters in question, and thus involves an O(d) operation. Since there could be upto (t − k) mergers (since the merging stops when we are left with k clusters); the overall complexity of this phase could be approximated to
Coverage enhancement
The words other than the ones considered during the cluster generation phase are now considered for merger with each of the k clusters. Each such merger check would require a scan of the document set. Thus, this phase would incur time of the order of
where w is the size of the vocabulary (Table 4 ). The overall complexity would then be O(dw 2 + dt + dt 3 + dkw). Thus, our approaches are linear in the number of documents, quadratic in the number of words, and cubic in the number of words considered during the initial phase. RGC-D, hence, would incur more time since it considers more words than RGC (due to skipping through words whose associated clusters have overlaps with already chosen clusters, in the first phase).
Discussion
From the empirical and qualitative analysis in Sect. 7, the RGC method can be found to be most appropriate for generating interpretable clusters from document datasets. The interpretability, however, is achieved at the cost of an accuracy drop of close to 5% when evaluated using purity and 0.03 in terms of F-measure. When only abundance conditions are desirable in the rules, RGC-D could be employed; however, our empirical analysis shows that a precision drop of 9% is likely. RGC-D rules are composed of disjunctions of wordpresence signifying conditions and are easy to interpret due to the same reason. Rules output by RGC are much more complex and hence difficult to assimilate for the human user.
On the other hand, C-RG, whose rules are even more complex, is found to perform much worse than RGC and RGC-D; this is partly because the post-processing is constrained to be done on an already chosen clustering. Interpretable clustering tries to balance the twin goal of intra-cluster lexical coherence and clustering to produce compact descriptions. These goals are quite often contradictory (e.g., the well-known interpretability-accuracy trade-off [37] ). Approaches such as RGC and RGC-D simultaneously optimize on both these criteria while choosing cluster assignments, whereas C-RG is constrained to work on a clustering arrived at to (usually) optimize lexical coherence alone. This need to comply with a predetermined clustering handicaps the C-RG algorithm, leading to deteriorated performance. The poor performance of C-RG emphasizes the importance of heeding to the interpretability criterion while deciding on cluster memberships. RGC/RGC-D work by choosing words such that the documents containing them are very homogeneous (and hence, would most likely belong to the same class). In well-separated datasets such as r 4 and k1b, such words are easy to find since the classes are very distinct. However, certain datasets often come with documents of the same theme, e.g., the sports dataset that we have experimented with. In the sports dataset, all the categories are related to sports, making it difficult to find words that satisfy the desirable property. This leads to picking words that signify subclass level concepts; this causes more words to be picked to cover each class completely. Even when subclass concepts are picked, it could well be possible that the entire class is not covered completely. Thus, RGC/RGC-D approaches tend to give lesser accuracies (due to not being able to cover the entire class concept, thanks to scarcity of "pure" words) and longer rules (subclass level concepts typically have less coverage, leading to more words getting picked for inclusion in the rules). This is more like the behavior of the classical K -Means algorithm where well-separated document classes lead to nice convex shapes in the vector space; this leads to a better performance by the K -Means algorithm. This behavior is best illustrated in Fig. 5 where K -Means purity deteriorates from 0.99 to 0.85 while moving from the well-separated r 4 dataset to the sports dataset (the corresponding figures for RGC are 0.88 and 0.74, respectively). This effect is evident in the rule lengths also; RGC rule lengths for sports and r 4 are 202 and 37, respectively (Fig. 8) .
Summary and conclusions
Document clustering techniques are well evolved and give very high accuracies, but often produce models that are hard to interpret. However, in certain real-world scenarios where clusters of documents are to be selected for manual review, it becomes necessary to produce an interpretable and reconfigurable model of the clustering. A variety of such scenarios exist; we arrived at this problem in the context of designing analytics tools for service delivery in IT operations. Most document clustering algorithms in literature score poorly on the combined goal of interpretability and reconfigurability of cluster models. Our approach for interpretable document clustering, RGC, associates each cluster with a rule involving conditions on word frequencies; the rule is satisfied by only those documents that belong to the cluster. However, such an approach could leave out some documents as unclustered. RGC-D, a variant of RGC, restricts the rule format to a more friendlier one; that with disjunctions on conditions that signify requirements on presence of words. However, the friendlier rule format does come at a cost; that of reduced coverage. An empirical evaluation against UDT illustrates the effectiveness of our approaches. Our analysis of the well-studied accuracy-interpretability trade-off in the context of RGC-D shows that the RGC and RGC-D clusterings are only at most 5 and 9% less pure (respectively) than those from classical clustering algorithms for a wide variety of text datasets. The losses on the f-measure stand at 3 and 8%, respectively. Considering the interpretability criterion in cluster membership assignment itself is found to be crucial for generating good interpretable clustering as evident from the comparison against C-RG, an approach that post-processes predetermined arbitrary clusterings (e.g., K -Means outputs) to generate rules. C-RG, due to being constrained to work with predetermined cluster memberships is outperformed by RGC and RGC-D by huge margins. Our algorithms, RGC and RGC-D are seen to be much superior alternatives for interpretable clustering of text datasets when compared to UDT and C-RG.
We are in the process of building an interpretable clustering toolkit using the RGC/RGC-D core that allows the user to specify constraints on quantifiable unsupervised quality measures for clustering such as rule length and coverage and attempts to output clusterings that closely adhere to such specified constraints. For example, a user would then be able to specify that he desires rules of length less than 20 regardless of the coverage. Of course, certain combinations of constraints may be very hard or even impossible to satisfy (e.g., rule length < 5 and coverage = 100%). Future work could be directed at improving accuracy of the generated clusterings by allowing for fuzzy memberships across clusters. The applicability of proposed techniques in other domains with sparse datasets (e.g., retail transactional data) would be worth studying. Studying the utility of graph-partitioning techniques instead of agglomeration in the merging phase of RGC/RGC-D could give more insights into improving accuracy. A user study on the maximum sizes of rules that humans can digest easily could guide future work in interpretable clustering. We are also exploring the usage of recent advances in document representation and semantic similarity measures [16, 26] for interpretable document clustering. Since humans find it naturally easier to read well-formed sentences than keywords that represent a cluster, we are exploring the possibility of setting up a user study to evaluate the quality of a cluster by producing human readable summaries by adapting techniques for multi-document summarization [47] to preferentially choose sentences that contain words in the corresponding rules.
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