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Abstract--We obtain a closed form expression for the singular values and singular vectors of two matrices 
arising in the approximation fCauchy Singular Integral Equations (CSIE) by the Gauss--Chebyshev and 
Lobatto-Chebyshev quadratures. We also derive their singular value decomposition. We use this decom- 
position to investigate the convergence of an iterative method for CSIE's, proposed by Ioakimidis (An 
iterative algorithm for the numerical solution of singular integral equations, J. Computational Physics 
43, 164-176 [1981]). We show that his iterative method converges only under very restrictive conditions. 
1. INTRODUCTION 
We consider the Cauchy Singular Integral Equation (CSIE) of the form 
f_ f_ 1 I w(t) g(t) at + k w(t)K(t, s)g(t) dt = f(s),  Isl < l "tr i t - -  s i (l) 
where the kernel K(t, s) and the function f(s) are H61der continuous and ), is a constant. The 
weight function w(t) can be determined by using Noether's index theory. For simplicity we 
assume that the index of (1) is k = 1, which implies that 
W(f) = (1 -- I2) -1'2. (2) 
The solution of (1) is not unique for k = 1. As usual, we assume that 
1 f w(t)g(t)dt = N 
"IT .1_ I 
(3) 
where N is a given constant, o ensure the uniqueness of g(t). 
Interest in the numerical solution of CSIE's was stimulated by their appearance inmultimedia 
problems, e.g. of cracks lying on the interface of two perfectly bonded dissimilar materials. 
Because of the special form of w(t), most of the early numerical methods (Galerkin, collocation) 
were based on orthogonal polynomial approximations of g(t). These methods are very general 
and easy to understand, but their numerical implementation requires considerable ffort since 
several integrals have to be evaluated at each step. If if(t, s) is not a polynomial, then these 
integrals have to be evaluated numerically. For this reason, such methods are not widely used 
in practice. For details we refer the reader to the excellent review paper by Golberg[1]. 
In this paper we consider the quadrature method, which is the simplest and the most popular 
method for solving (1). It was introduced by Erdogan and Gupta[2] in 1972, and has been widely 
used since then. But only recently the convergence properties of this method have been studied 
(Gerasoulis[3] and EUiott[4]). In [3] it is shown that uniform convergence of the Gauss-Che- 
byshev method is assured, provided that the input functions K(t, s) and f (s)  are in C'. Actually, 
tThis material is based upon work supported by the National Science Foundation under Grant No. DMS-8506464. 
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the analysis in [3] may be easily modified to show uniform convergence of the Lobatto- 
Chebyshev method[5]. 
To derive the quadrature method we use the well known identity (e.g. [4]) 
1 fl w(t) dt 0, Is I < 1 (4) 
"ff  _ I t - - S  
to subtract the singularity at t = s in (1) 
f - f, 1 ' w(t) g(t) g(s) dt + k w( t )K( t ,  s )g(t )  dt f ( s ) ,  [s] < 1 (5) "IT 1 t - -  $ - t 
and approximate (5) by an appropriate quadrature. We will consider the Gauss-Chebyshev (6)
and the Lobatto-Chebyshev (7) quadrature approximations of (5), namely 
- w(t)¢b(t) dt ~ n -1 d~(ti), 
"g'r - I  iffil 
1 ¢t "-~ (6) 
--  J [W(S) ] - I+(s )  ds  ~---n-I x ( l  - s2)lJ~(s)) 
"IT - i  j=l 
if, w(t ) , ( t )  dt ~- n -t  ~ "d~($)), 
11' - I  j=O 
-- [w(t)]-ldp(t) dt ~ n -I (1 - -  t~)dP(ti) 
"IT - I  i = l 
where ti = cos[(2i - l)~/2n], i = 1(1) n, are the zeros of T.(t) and sj = cos(jrr/n), j = 0(1)n, 
are the zeros of (1 - s:)U,_ t(s), and where T,(t) and U~_,(s) are the Chebysbev polynomials 
of the first and second kind respectively. The double prime in the summation symbol means 
that the elements j = 0, n, are divided by two. 
In Section 2, we derive closed form expressions for the singular values and singular vectors 
of the Gauss-Chebyshev and Lobatto-Chebyshev matrices, resulting in the approximation of
(5) by (6) and (7), for the case K(t ,  s) = 0, and also obtain their singular value decomposition. 
In Section 3, we use this decomposition to investigate the convergence of an iterative method 
proposed by loakimidis[6]. We derive its iteration matrix and show that this method cor~verges 
only under very restrictive conditions. We present wo examples to illustrate the theorems of 
this section. The first example shows that loakimidis' iterative method oes not converge in 
general, while the second example reveals a peculiar convergence behavior for certain choices 
of initial functions used in [6]. We explain this behavior by showing that this special choice of 
initial functions generate initial vectors which are eigenveetors corresponding to the zero 
eigenvalue of the iteration matrix. 
2. THE SINGULAR VALUE DECOMPOSITION 
In this section we consider the singular value decomposition for the Gauss-Chebyshev and 
Lobatto-Chebysbev methods. Some of the results of the next two subsections, which we include 
here for completeness, may be found in Ioakimidis & Theocaris[5, 7], Gerasoulis[3], Gerasoulis 
& Srivastav[8], Elliott[4], Srivastav[9] and Srivastav & Jen[10]. We derive closed form expres- 
sions for the singular vectors and singular values, and also the singular value decomposition f
the Gauss-Cbebysbev and Lobatto-Cbebysbev matrices. These expressions will become ex- 
tremely useful in the subsequent section of the paper. 
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2.1 The Gauss-Chebyshev matrix 
We use the first Gauss-Chebyshev quadrature formula in (6) to approximate quation (5) 
n -I ~ gG(ti) -- gG(S) de. ~k.ffn-I ~ K(ti, s)gc(t,) = f(s)  (8) 
iffil t i -- S i J l  
where go(s) approximates g(s). Furthermore, the identity (e.g. [2]) 
n- ~ ~ 1 U._~(s) 
i . j  ti - s = - T~(s) (9) 
and (8) imply that 
U._,(s) n_, gc(ti) + 
i ffit ti - S T~(s) 
gG(s) + klrn -I ~ K(ti, s)gc(ti)  = f(s). 
i~l 
(10) 
By setting s = sj, j = l( l)(n - 1), in (10), we obtain the algebraic system 
(A + kC)g~ = fc (11) 
where the (n - 1) x n matrices A and C are defined by 
1 
(A)j.i = n(ti - sy)" (C).~.i = n-l.trK(ti ,  sj), j = l( l)(n - 1), i = l( l )n (12) 
and gG = [gG(tl) . . . . .  gc(t.)] r, fc = [f(st) . . . . .  f ( s . _0]  r. 
We introduce the n × (n - 1) matrix A t and the diagonal matrix D by, 
(A/)ij ~- I - s: 
n(ti- sj)' (D)/j ffi I -3 ,  i-- l(1)n, j = l (1)(n-  I) (13) 
and denote the unit matrix of order n by I,, We denote the inner product of the vectors x and 
y by (x, y) and summarize the results of this subsection in the following theorem. 
THEOREM 1 
(i) AA t = l . - t .  
(ii) AA  rffi O -t and rank(A) = n - I. 
(iii) A has n - I positive singular values ~i ffi (I - s~) -t/2, i ffi l(1)(n - I). 
(iv) Corresponding to each ~i, there exists a pair of singular vectors v,, u,., where vl is 
the P unit vector of dimension n -  I, i ffi l (1)(n-  I), and ui has components 
(ui)j = ~Tln-l(ti- Si)-',i ffi l (1)(n-  l),j ffi l(1)n. Moreover, forthezerosingularvalue, 
there exists a normalized singular vector u, which is linearly independent of u~, i = l(1)(n - I), 
and whose j~ component is given by (u,)~ ffi n -I/2, j = l(1)n. 
(v) The set of singular vectors {u;, i-- l(1)n} is orthonormal. Furthermore, V = 
[vl, v2 . . . . .  v,-t] -- l,-l, and U ffi [ul, u2 . . . . .  u,] is orthogonal. 
(vi) AU -- [A 0], where A is a diagonal matrixwith diagonal elements I~, i -- l(1)(n - I), 
and 0 is the zero vector of dimension n - I. 
(vii) The solution of Age = fc is 
n- I  
g~ = ~ ~fl(vi, f~)ui + bnu. 
i - I  
(14) 
where b. is an arbitrary constant. 
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show that A t is the right inverse of A we need to use the identities (e.g. 
n -1 S '  1 O, n -j 1 
~=1"= ti Sl i= t (ti Sj)2 
"-~ 1 - s 7 n -  t ~, s 7 n- I  = --t i  , 
7-,= Sj ti j = I (sj ti)" 
7'' 
1-s  7 
j = l(l)(n - 1) (15) 
= n - 1, i = l(l)n. (16) 
(ii) From (12) and (13) we see that A t = ArD, and by substituting in AA ~ = l , - t  we 
obtain AA r = D-  ~. To show that rank(A) = n - 1 we use the fact that the rank of the product 
of two matrices is less than or equal to the rank of each matrix itself (Noble[12], Theorem 5.15). 
For the (n - 1) x n matrix A we have that rank (AA r) = rank (D -t) = n - 1 -< rank 
(A) -< n - 1, which implies that rank (A) = n - 1. 
(iii), (iv) From the definition of singular values and of singular vectors (Noble[12, p. 336]) 
we have that Au~ = ~iv~ and Arv~ = Iziui which imply that AArvi = I.t~Zvi. If we substitute 
AA r = D -I in the last equation, we obtain D-tv~ = Ix~v~, i = l(l)(n - 1). We can easily see 
that ix~ = (1 - s~)-~ and that vi is the i ~ unit vector. Furthermore, the j,, component of the 
singular vector ui = I~/lArvi is (ui)j = Ix;-tn-t(tj - si) -z, i = l(l)(n - 1), j = l(l)n. For 
the zero singular value, since rank(A) = n - 1, the system Au = 0 will have only one nonzero 
solution, while the system Arv = 0 will have only the zero solution ([12, p. 336]). We can 
use the first of the identities in (15) to obtain the normalized eigenvector u, with components 
given by (u,)j = n- t ' " , j  = l(l)n. 
(v) To show that (vi, v)) = ~0, where ~0 is the Kronecker's delta, is trivial. For the set 
{ui} we consider 
_2_" 1 
(Ui, Uj) = (~ i lxy ) - tn  -z  ~_~ i , j  = l(i)(n - 1) 
k=t (tk -- Si)(tk -- Sj)' 
(17) 
and for i # j we use the first identity in (15) to show that 
(u i 'u j )  = ({'iPuy)-tn-2(si - sY)-t ~ { tk si tk 1 } = Osy  (18) 
while for i = j we may use the second identity in (15) and (17) to show that (ui, u3 = 1. The 
proof that (u, u.) = 8~,, is similar. Moreover, since v~ is the i th unit vector, V = I,_ t- Similarly, 
since {u~} is orthonormal, U is orthogonal. 
(vi) and (vii) are directly obtained by applying Theorems 10.21, 10.23 of Noble[12] and 
(i)-(v) above. • 
2.2 The Lobano-Chebyshev matrix 
Here the analysis is similar to the previous ection. Lobatto-Chebyshev quadrature (7), the 
identity[5] 
n -l ~_~ ,, ~ = T,(s) (19) 
j -0  s~ - s (1 - s2)U._~(s) 
and (5), yield the functional equation 
n-  ~ ~ ,, gL(S) _ T.(s) gL(S) + hmrn-' ~ " K(sj, S)gL(S) = f (s )  (20) 
j=o sj - s (1  - s')U.-i(s) j=o 
where gL($) approximates g(s). Furthermore, by collocating at ti, i = l(1)n, we obtain 
(B + XC)gL = fL (21) 
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where the n x (n + 1) matrices B and (~ are defined by 
(B)ij = 
ndi_ , (s j _~ - t,) '  
((~)ij = (n4-t)-t~rK(sj_l ,  t,), 
i=  l(1)n), 
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j = l ( l ) (n + 1) (22) 
and dj = 2 fo r j  = 0, n, d~ = 1 fo r j  = l( l )(n - 1), and where gL = [gL(s0) . . . . .  gL(s.)] r, 
fL = [ f ( t0  . . . . .  f(t~)] r. 
We now define the (n + 1) × n matrix B ~ and the diagonal matrices D and M by 
(M)jj = ~_, ,  
j = l ( l ) (n + 1), i = l(1)n (23) 
(Bt)j., = 1 - ~ (1)),., = 1 - t~, 
n(sj_z - t~)' 
and present he following theorem. 
THEOREM 2 
(i) BB  I = L .  
(ii) BMB r = D- I  and rank(B) = n. 
(iii) B has npositive singular values vi = (1 - ~)-i:.,, i = l ( l )n.  
(iv) Corresponding to each v~ there exist a pair of singular vectors z~, wi, where z, is the 
i th unit vector of dimension , i = l(1)n, and wi has components (w~)j = vf ln-t(s j_  t - ti) - l ,  
i = l ( l )n,  j = l(1)(n + 1). Moreover, for  the zero singular value, there exists a normalized 
singular vector w. + l which is linearly independent of  Wl, i = 1 ( l )n, and whose j~ component 
is given by (wn+l)j = n-1'z , j  = l(1)(n + 1). 
(v) The singular vectors, {wi,i = l( l )(n + 1)} satisfy 
(w~, M- Iw j )  = 80, i , j  = l( l )(n + 1). (24) 
Furthermore, Z = [zl, z2 . . . . .  z.] = I. and WrM- IW = WWrM -I = I .+l,  where W = 
[wl .  w2 . . . . .  w,,+ i]. 
(vi) BW = [A 0], where A is a diagonal matrix with diagonal elements v~. i = l ( l )n,  
and 0 is the zero vector of dimension n. 
(vii) The solution of BgL = f is 
gL = ~ vT'(z, f , )w i  + a .+tw.+,  (25) 
i=1  
where an+t is an arbitrary, constant. 
Proof: In this theorem the definition of  singular values and singular vectors have a slightly 
different meaning than the one given in Theorem 1. The vectors zi, wi satisfy the equations 
Bwi = v~z, and MBrz~ = v~wi, which can be reduced to the eigenvalue problem 
BMBrzi = v~,  i = 1 ( l)n. The proof is similar to Theorem I. Here we need to use the identities 
(e.g. [5], [9]) 
n_i~,, I O, n-' ~ " I n 
j=0 Sj - -  I i j=0 (S/ -- ti) 2 1 -- ~' i = l ( l )n (26) 
1 1 
n -l ~_~ = --sj, n- '  ~ = ndj - 1, j = 0(1)n. • (27) 
I 
i-t ti sl i- l (ti sj) 2 
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3. APPLICATIONS--THE CONVERGENCE OF AN ITERATIVE METHOD 
Iterative methods play an important role in the numerical solution of Fredholm integral 
equations. However, very. little has been done toward developing similar methods for CSIE's. 
Recently, loakimidis[6] has proposed an interesting iterative technique for the solution of CSIE's, 
which is a modification of a special case of the iterative variant methods used in the solution 
of Fredholm integral equations (e.g. Atkinson[l 3, pp. 127-163]). However, even though the 
technique is shown to converge for several numerical examples given in [6], the convergence 
has not been proven. The purpose of this section is to investigate the convergence properties of 
this iterative method. We will do that by using the singular value decomposition theory developed 
in Section 2. Ioakimidis' iterative technique is 
_L 
gk+i(0) - gk(0) = N - n -I ~_~ gk(ti) (28) 
i=1  
g~+l(sj) = [1 - n(dj - l)]gk(sj) + [1 - XssrrK(0, sj)][g~+l(0) - gk(0)] 
+ s./{f(s./) - n - I~  [ I--L + hTrK(t~'sJ)] gk(t~)} t~ sj 
j = 0(1)n (29) 
gk+l(ti) = gi(t~) + [1 - ht~rK(O, t~)][g~+~(0) - g~(0)] 
"4- t i f(ti) -- n -I S./ ti 
./zO 
i = l(1)n. (30) 
By replacing [g~+~(0) - gk(0)] in (29) and (30) with its equal magnitude given in (28), 
we may rewrite both (29) and (30) in matrix notation as 
g~k+l~ = (I,+~ - O)g~ ' + Rs[en+l - E2gC, k'] + S[f, + (MB r - XC*)g~kq (31) 
g[k+,, = g~k, + R,[e, - Eig~kq + T[f, - (Ii + hC)g~ k'] (32) 
where the diagonal matrices O, R,, S, R, and T are defined by 
(O)./j = n(d./_l - 1), (R,)sj = 1 - hss_iK(O, s./-i), 
(S)./j = s./-l,j = l( l)(n + 1) (33) 
(Rr ) i . i  = 1 - htiK(O, ti), (T)i./ = ti, i = l( l )n (34) 
and the matrices C*, El and E2 by 
(C*)j,i = n-I~rK(ti, s./-i), j = l( l)(n + 1), i=  l(1)n (35) 
(E0./.i = n -I ,  i , j  = l(1)n, (El)././ = n - l ,  j = l ( l)(n + 1), i = l( l )n.  (36) 
The vectors en and e, + l are of dimension  and n + 1 respectively and have all elements equal 
to the given constant N, and g~kl = [gt(s0) . . . . .  gk(sn)] r, gl tl = [gt(tt) . . . . .  gk(tn)] r, f, = 
If(s0) . . . . .  S(sn)] r, f, = f,. 
By considering the following partitioned matrices and vectors of dimension 2n + I 
G = S(MBr lL  X.C*) (I,,+, - O) i '  Q = LR, E2 ' P = 
[;:} rR,,  
= f = , c = LR ,e .+, j  
(37) 
(38) 
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we may rewrite the iteration formulae (31) and (32) in the much simpler form 
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g,k.l, = (G - Q)g,k) + pf + c, k = 0, 1 . . . . .  (39) 
Hence, we can easily see that (39) can be derived from the linear algebraic system 
(I2~+~ - G + Q)g =- P f+ c (40) 
where g = [gr, g r]r, g, = [g(s0) . . . . .  g(s,)] r and g, = [g(t,) . . . . .  g(t,)] r. 
The last algebraic system represents a new direct approach for solving CSIE's, which is 
similar to solving simultaneously the Gauss-Chebyshev (11) and Lobatto-Chehyshev (21) al- 
gebraic equations. In [14] and [15] we discuss the advantages of such an approach and show 
that for a class of CSIE's the average of the solutions of the Gauss-Chebyshev and Lobatto- 
Chebyshev systems with n nodes is as accurate as the solution of the same systems with 2n 
nodes. 
It is clear from (39) and (40) that the convergence of the sequence ~*+" in (39) depends 
on the existence of a solution of (40). In the next theorem we show that (40) possesses a unique 
solution provided that (3) is approximated via the Gauss-Chebyshev quadrature, i.e. if 
n-'ET. ~g,(t;) = N. This unique solution is different, for a finite value of n, than the one obtained 
by solving the well known Gauss-Chebyshev (11) and Lobatto--Chebyshev (21) equations. 
However, as n -* oo the solution of (40) converges to the solution of (11) and (21) (see Corollary 
1). What it is surprising is that if a different quadrature is used to approximate (3) then the 
solution of (40), and therefore the solution of (39), might not be unique. For example, it can 
be shown, by following the same steps as in the proof of Theorem 3, that if (3) is approximated 
via the Lobatto--Chebyshev instead of the Gauss-Chebyshev quadrature, i.e. if 
n-m Y'7=0 "gs(sj) = N, then the solution of (40) is not unique at s = 0. In addition to proving 
the existence and uniqueness of the solution of (40), we also need the results of the next theorem 
to find the eigenvectors corresponding to the zero eigenvalue of the iteration matrix (G - Q) 
of (39) (see Corollary 2). We use these eigenvectors to analyze the convergence (divergence) 
behavior of the iterative method (39). We are now ready to present the following theorem. 
THEOREM 3 
I f  K(t, s) = 0 and Qg = c, then (40) possesses the unique solution 
IS "~ E OLiWi' g¢ ~" [3iZi (41) 
i=l i~l 
where the coefficients a .  [3i are given by: 
(i) I f  n is even 
a; = vFl(zi, ft), i = l(l)n, (42) 
j=O i=l 
[3; = (v;t;)-I(w;, M-Ir), i = l(l)n. (43) 
(ii) I f  n is odd, a; are the same as in (42) except for  i = (n + 1)/2, and 
[3i = v f  I(w;, M-aS-Ir). i-- l(1)n, s(t;) (44) 
j-O i - I  
where r = Og~ - Sf,. 
Proof: The condition Qg = c is equivalent o the discretized uniqueness condition 
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n-~.7=tg,(t,) = N. Thus, (40) is equivalent o (I.,._~ 
is equivalent o two linear systems 
- G)g = Pf, and since K(t ,  s) = 0, it 
TBg~ = Tf,, SMBrg, = Og, - Sfs. (45) 
Note that since either T or S is singular, the equations in (45) cannot be reduced to the 
limit equations (2.17) and (2.18) given in [6]. Since WWrM -~ = l~+t, the first equation in 
(45) may be rewritten as TBWWrM-tg~ = T f ,  and by using part (vi) of Theorem 2, it may 
be further reduced to T[A 0](WrM -tg,) = Tf,, which implies that 
tivi(wi, M-tg~) = ti(zi, if), i = l( l)n. (46) 
By setting g, = X~'.+t t et~wz and using the orthogonality properties (24) of w~ we obtain 
tivioti = ti(zi, f,), i = l(1)n (47) 
from which we may determine et~ for all i = l( l )n,  unless t~ = 0. Since t,-= 0 for 
i = (n + 1)/2 and n odd, we consider two special cases: 
(i) l fn  is even then t~ # 0 and equation (47) implies that ct~ = vZ~(z~, f,), i = l( l)n. The 
13~, may be determined from the second equation in (45). Since S is singular for even n, we set 
r = Og, - Sf, and use the identities E2g, = e,÷t and MBrT  + E2 = SMB r to rewrite this 
equation as MBrTg, = r - e~+t. Since WWrM -t = l~÷t, the latter equation is rewritten as 
WwrBrTg ,  = r - e,+t and by using part (vi) of Theorem 2 we obtain [A 0]rTg, = 
W-t ( r  - e,÷l) = WrM- J ( r  - e,÷l), which implies that 
v:,(zi ,  g,) = (w/, M- t ( r  - e.÷t)), i = l ( l )n 
0 = (w~+l, M- t ( r  - e .÷l) ) .  
(48) 
(49) 
By setting g, = XT= t 13~zi in (48) and using the orthogonality properties of z~ and w~ we obtain 
(43). To find ot.+t, we substitute r = Og, - Sfs and rewrite equation (49) as (w~+t, M- lOg. )  
= (W.+l, M-tSf,)  + (wn+t, M- le.÷l) .  If we expand the inner products we obtain 
j=O 
(50) 
If we substitute oti = vf~(z~, f,), i = l( l )n,  in (41) and add the first and last component of g, 
we also obtain 
(51) 
Finally, we combine (51) with (50) to derive the expression for et,+ t in (42). 
(ii) I f  n is odd, then equations (47) and (49) are the same as in (i). Therefore, the a~ are 
the same as in (42) except for i = (n + 1)/2. To obtain 131 and ct(,~,12, we note that S is 
nonsingular for odd n and rewrite (45) as MBrg, = S- t r .  By following similar steps as in (i), 
we derive 
vi(zi, g3 = (wi, M- IS - I r ) ,  i = l( l )n (52) 
0 = (w,+l, M- IS - l r ) ,  (53) 
and by setting g, = El.  t 13izi n (52), we obtain 13i. Moreover, by expanding the inner products 
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in (53) and using the fact that So = 1, s~ = - 1, we derive 
g,(so) - g,(sn) = 2n -t ~ "f(ss). (54) 
i=0  
If we first substitute the ai, i = l(l)(n + 1) and i ~ (n + 1)/2, and afterwards subtract 
the first component of g, in (41) from the last, we obtain 
~i~(n+ 1)/2 
Finally, we combine (54) and (55) to deduce the second part of (44). • 
We now consider the convergence of the solution g of (40) to the solutions of (11) and 
(21) as n ---* oo. 
COROLLARY 1 
l f  K(t ,  s) = O, then IIg, - gall="" 0 and llg, - gLIl=~ 0 as n ---, ~ .  
Proof: We can easily show that if n is even 
while if n is odd 
g, - gL = n -n "ss f ( s  s) - t i f(t i)  wn+l (56) 
i~ l  
)/ gt(ti) - g~(ti) = n - j  f ( t i )  - " f (s j )  ti (57) 
j-O 
g, - gc  = 0.  (59)  
Since the difference of the Gauss-type quadratures in (56), (57) and (58) converge uniformly 
to zero as n ---* oo, the result follows. • 
The last corollary and the fact that the Gauss-Chebyshev (11) and Lobatto---Chebyshev (21) 
methods converge to the solution of (1), imply that the solution of (40) converges to the same 
solution. In the following theorem we present he necessary and sufficient conditions for the 
convergence of the iterative method (39) to (40) (see Noble [12, p. 303]). 
THEOREM 4 
For a given f ixed n and fo r  any initial vector g~O~, the sequence {gal} defined in (39), 
converges to the solution o f  (40)/f and only i f  the spectral radius p(G - Q) < 1. 
It is clear from Theorem 4, that to study the convergence of (39) the value of p(G - Q) 
must be determined. In the following, we present four CSIE's for which the spectral radius is 
computed numerically. We have found that the convergence of (39) depends on the dimension 
n of the matrix (G - Q) and that (39) usually diverges for n -> 40. However, the special 
choice of the initial iteration function go(t) = t, which is used in [6], results in a peculiar 
convergence behavior. For this choice of go(t) and for certain CSIE's the method seems to 
converge for the initial iterations, even though p(G - Q) -> 1. We explain this behavior by 
showing that the choice go(t) = t results in an initial eigenvector whose corresponding eigen- 
value is zero. We are now ready to present the numerical examples. 
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Table 
gt 
g, 
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~-I. The numerical solution of CSIE (a) and (b) for n = -t 
(~) 
i 
(b) !~ 
!1 
hi 
o.226t II 
-o.1073 It 
0.1078 II ga 
-o.226t ,I 
II 
0,4225 II 
-0,0676 I1 
0.oooo II ZL 
0.0676 II 
-o.4225 II 
II 
0.7708 
0.1078 
-0.1078 
-0.7708 
0.8710 
0.4645 
0.0000 
-0.4645 
-0.8710 
(a) (b) ! 
L 
0.7523 0.2310 1 
0.0711 -0.0957 I 
-o.o711 0.0957 I 
-0.7523 -0.2310 I 
] 
0.8710 0.4223 I 
0.4645 -0.0676 [ 
0.0000 0.0000 I 
-0.4645 0.0676 I 
-0.8710 -0.4223 I 
i 
Example 1: Consider the following CSIE's 
t( t 2 - s 2) 
(a) f (s)  = 1, K(t, s) = 7r(t: + s2) 2' N = 0, (b)/(s)  = s~lsl, K( t , s )  = O,N  = O. 
Equations (a) and (b) arise in the stress analysis of a plane cruciform crack and a plane single 
crack, respectively [5], [6]. The value of g(t) at the points t = ± 1, represent the stress intensity 
factor which is an important quantity in engineering. The solution g of the linear algebraic 
system (40), for n = 4, for both (a) and (b) is given in the second and third columns of Table 
3-1. The fourth and fifth columns of Table 3-1 contain the solution of (a) and (b) obtained by 
using the Gauss-Chebyshev (11) and the Lobatto-Chebyshev (21) systems. We note that g~ = gL 
but g, ~ g~, which contradicts [6, pp. 170-171], where it is stated that it is always true that 
g, = gG and g, ~ gL. We can extend Theorem 3 and Corollary 1 to explain the results of Table 
3-1 for both (a) and (b) even though K(t, s) ~ 0 for (a). To do this we replace f (s)  with 
f (s)  - f [ ,  w(t)K(t, s)g(t) dt and notice that the new f (s)  is an even function of s for both 
(a) and (b). This implies that both summations in (56) are equal to zero, which imply that 
g~ = gL. From (57), we can easily see that g, ~ gG. However, if n is odd then g, = gG and 
g, ~ gL for both (a) and (b), [see (58) and (59)]. 
Now let us consider the convergence of (a). The third column of Table 3-2 lists the values 
of the stress intensity factor obtained through iteration (39) and the fourth column those obtained 
by solving the limiting equations (40) for different n's and iteration steps k. The spectral radius 
p(G - Q) and the maximum error IIg*' - gll= for k = 100, is given in the fifth and sixth 
columns, respectively. The spectral radius has been obtained through the use of the interactive 
program MATLAB[ 16]. We can see from Table 3-2 that a large n does not guarantee convergence 
and that the convergence of the iterative method (39) depends only on p(G - Q) being less 
than one. This iterative method id not converge for all n >- 10 we have tested. 
Table 3-2. The convergence of the stress intensity factor for (a) 
n k gk(1) go(l) o(G-Q} Ilg(X°°)-gtl.~ 
4 
5 
6 
7 
8 
9 
11o 
, , ,  
54 
40 
44 
53 
I00 
I00 
I00 
0.8712 
0.8679 
0.8660 
0.8643 
0.8671 
7. Ix  103 
8.9x104 
0.8710 
0.8677 
0.8657 
0.8647 
0.8641 
0.6638 
0.8656 
0.8296 
0.8625 
0.8735 
0.8954 
0.9666 
1.0542 
1.1253 
I 
11 
11 1.78×1o .9 
I[ 9.41×Io -8 
II 1.71×1o -7 
H s.19×IO -~ 
[l 3.2o×1o .2 
11 7.1o×1o 3 
Ii 4 -27×104 
go(t) 
n 
k 
2 
4 
6 
8 
10 
12 
15 
20 
30 
1100 
I 
Singular value decomposition 
Table 3-3. The convergence of g, (I) for CSIE (c) and (d) 
15 
(c) 
7.9x10 -16 
8.4x10 -14 
4.5×10 -12 
9.7×10 -12 
2.4x10 -1! 
2.2x10 -11 
2.9x10 -12 
3.3x i0  -2o 
1.7xi0 -23 
ot 
Iti 
15 
2.1xlO -3 
5 .0x i0  ° 
l . l x lO  2 
7.8 × 10 2 
1.7 x 10 3 
1.$ x 10 3 
2.81101 
1.2x10 -~ 
g .Sx l0  - I t  
ot  
' (d )  
t !1 t 
4o 11 4o 
6.3x 10 -13 1.7741 
3.7x10 -10 1.8312 
6.6x10 - s  1.8312 
5.5x10 -6 1.8812 
2 .$x i0  -4 1.8311 
6.5x10-3 II 1.8279 
8.8 xlo-I Jl 1.9542 
4. 8xloa II s.78g~ 
n.0×10 2 II 4.s 11o2 
7.0x1012 II 1.'tx1012 
II 
• Itl 
40 
1.7085 
1.6×I01 
4.5xi03 
4.8 x l0  s 
2.6xi0 r
8.4 x I08 
6.0xI0 xx 
8.8xI012 
2.2x1014 
$.6x1024 
?The value of g,(I) is set equal to 0 due to floating point underflow. All com- 
putations were performed on a DECSYSTEM/2060T using the interactive program 
MATLAB[16] and FORTRAN 77 with double precision floating point arithmetic (with 
a mantissa of 16 to 18 decimals and with an exponent in the range 0.14 x 10 -s' to 
3.4 × 10~). 
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Example 2: We now consider the convergence of (39) with initial iteration functions 
go(t)  = t,  [t[, for the following elementary CSIE's 
(c) f(s) = O, K ( t , s )  = 0, N = 0, (d) f(s) = exp(s), K( t , s )  = O, N = O. 
In Table 3-3, g,(l) is given for different n's and iteration steps k. The exact solution at t = 1, 
is g(l) = 0 for (c) and g(l) = 1.8312 . . . for (d). From the second and third columns of 
Table 3-3 we see that if n = 15 then (39) converges for (c) and for both choices of the initial 
function go(t). We used MATLAB to obtain p(G - Q) = 0.2212, which agrees with the 
assumptions of Theorem 4. On the other hand, the fourth, fifth and sixth columns of Table 
3-3 show that (39) diverges for n = 40 and for both (c) and (d). Although divergence is clear 
from the beginning of the iteration in the sixth column, it is not so obvious initially for the 
iterations hown in columns four and five. If for example we have as a numerical stopping 
criterion that the maximum absolute rror is less than 10 -7 , then the iteration will terminate 
for k = 2 in column four and for k = 6 in column five. This gives the impression that gk(1) 
converges even though the opposite is true. Since the only difference between columns five 
and six is the choice of the initial function go(t), we suspect hat go(t) = t might be a special 
choice. As it turns out go(t) ffi t is indeed a special choice since it generates a starting vector 
g~O) which is an eigenvector f the iteration matrix (G - Q). Corollary 2 below will shed some 
light on this peculiar convergence behavior. We need to define the vectors 
Po = [yr ,  y~r ,  p,  ffi p ipo  ' i=  1 ,2  . . . .  (60)  
where y), Y2 are column vectors of dimension and n + 1 respectively, with all elements equal 
to one, and P is defined in (37). 
COROLLARY 2 
[f  K(t, s) = O, then zero is an eigenvalue of the iteration matrix (G - Q), corresponding 
to the eigenvectors Po, P, defined in (60). 
Proof: To show that Po is an eigenvector corresponding to the zero eigenvalue is a straight- 
forward application of (15) and (26). Let us now consider the eigenvector p,. First note that 
the definitions (37) and (60) imply that Qp~ = 0. If we set f = po and c = 0 in (40), then 
A. GERASOULIS 
we need only show that the solution of the resulting equation (I.,~_ t - G)g = p~ is g = p~. 
We consider only even n's since the proof for odd n's is the same. The equations in (42). 
together with f = Po, yield c~ = v7 ~ and c~,. L = 0. Now it is easy to see that the first identity 
in (27) together with (41) imply that g~ = Sy... To determine g,. we use equation (43) with 
r = OSy., - Sy2 and N = 0 to obtain 
[3i = (viti)-~{(w,, M-IOSy:)  - (wi, M-ISy2) }. (61) 
Considering the fact that so = 1 and s. = - 1, then the last equation is reduced to 
~ = v,-"t,-~{(1 - t,) -t + (1 + l i )  -1  - 2}/2 = tg (62) 
which may be combined with (41) to show that g, = Tyz. Finally, the definition for p~ and the 
fact that g, = Tyt and gs = Syz imply that g = p~. • 
The last corollary explains the convergence behavior observed in Table 3-3. Since Pt is 
an eigenvector corresponding to the zero eigenvalue of (G - Q), then g'~ = (G - Q)pj is 
equal to zero, but due to round-off error g"~ is not "exactly" equal to zero. This means that 
the eigenvector expansion of g">, assuming that such an expansion exists, contains the factor 
¢,,k,,x,,, where x,, is the eigenvector corresponding to the largest eigenvalue h", of (G - Q) 
and ~,, is a small number. Therefore, the eigenvector expansion of the iteration g~k~ will contain 
the factor ¢",k~x,,. If Ix,.] < 1, then the iteration will converge (see the second and third columns 
of Table 3-3). On the other hand, if IX..,[ > 1 then the iteration will diverge (see the fourth 
column of Table 3-3), even though initially the growth of k~ is considerably reduced by its 
multiplication with era. The explanation of the convergence behavior observed in the fifth column 
is similar. For this case we use the series expansion, exp(t) = 1 + t + t2/2 + P/3! + . . . 
, and the additional identities for (G - Q) and p ,  
(G - Q)p~ = -P i -2 /2 ,  for i = 2, 3 and n -> 2 
(G - Q)p~ = -p~_z/2 - 3pi_4/8, for i = 4, 5 and n > 3 
(63) 
(64) 
etc., which we present without proof. Note that these identities imply that (G - Q)i- tpi = 0, 
i = 2, 3 . . . . .  The results of Table 3-3 and Theorem 4 imply that the spectral radius of the 
iteration matrix must be greater than one for n = 40. We used MATLAB to obtain 
p(G - Q) = 1.48 forn  = 40. 
In addition to the previously studied method, Tsamasphyros and Theocaris[17] and Ioa- 
kimidis[ 18], have proposed four iterative methods for the solution of (1) similar to the successive 
approximations and degenerate kernel techniques used in the solution of Fredholm Integral 
Equations (FIE), ([13, pp. 32-40]). However, as it is shown in [13] and also in [17], these 
methods converge only for a restricted class of input functions K(t, s). The most widely used 
methods in the solution of FIE, which converge for a very general class of functions, are the 
iterative variant techniques. The iterative method (39) is a special case of a family {F,. ,} of 
iterative variant methods based on Nystrrm's interpolation. It has been shown in [ 13] that these 
iterative methods converge, provided that n, where m > n, is sufficiently large. Since n = 2 
for the iterative method (39), we should have expected that this method will not converge in 
general. For instance, this iterative method does not converge for any m -> 3 for CSIE (e). An 
analysis of the convergence of the family {F,,.,} of Nystrrm's iterative variant methods applied 
to the solution of CSIE's and several numerical examples are presented in [14] and [15]. 
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