Many advances have been made in the field of computer vision. Several recent research trends have focused on mimicking human vision by using a stereo vision system. In multi-camera systems, a calibration process is usually implemented to improve the results accuracy. However, these systems generate a large amount of data to be processed; therefore, a powerful computer is required and, in many cases, this cannot be done in real time. Neuromorphic Engineering attempts to create bio-inspired systems that mimic the information processing that takes place in the human brain. This information is encoded using pulses (or spikes) and the generated systems are much simpler (in computational operations and resources), which allows them to perform similar tasks with much lower power consumption, thus these processes can be developed over specialized hardware with real-time processing. In this work, a bio-inspired stereovision system is presented, where a calibration mechanism for this system is implemented and evaluated using several tests. The result is a novel calibration technique for a neuromorphic stereo vision system, implemented over specialized hardware (FPGA -Field-Programmable Gate Array), which allows obtaining reduced latencies on hardware implementation for stand-alone systems, and working in real time.
I. INTRODUCTION
Nowadays, humankind has experienced great advances in the field of computer vision. This advancement is, among other aspects, due to the use of more than one camera to collect data from the scene [1] - [3] . A two-camera system (stereo vision) is usually employed when attempting to mimic human vision. A stereo vision system allows achieving highlevel goals, such as distance estimation or 3D positioning for different applications, e.g., autonomous robot navigation [4] , [5] . Video processing in stereo vision covers many stages: from the calibration of the cameras to the outcome [6] , such as distance measurements or 3D reconstruction [7] . Each step works with frames, processing them pixel by pixel until the desired pattern is found, or until the treatment that the system is focused on is completed [8] .
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All applications for these systems need more than one camera and a concrete algorithm to combine the information obtained from all of them. The mechanism that performs a spatial alignment to obtain a common coordinate system is called calibration. It is the first step towards computational computer vision. Although some information concerning the measuring of scenes can be obtained by using non-calibrated cameras [9] , calibration is essential when metric information is required. The use of precisely calibrated cameras allows measuring distances in a real world from their projections on the image plane [10] , [11] .
In a calibration procedure, there are two important aspects: camera model and calibration mechanism. A camera model explains how a 3D point is projected onto the image plane (2D) of a camera, and there are two main camera models: Pin-hole model and Gaussian model [12] , [13] . Pin-hole is the most used camera model, due to its simplicity, which is why this work is focused on it. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
The final objective is to obtain the projection matrix for each vision sensor (P), which determines the relation between a 3D point and a 2D point in this sensor. In a multi-camera system, all the projection matrices (from each of the vision sensors) can be combined to obtain the inverse projection matrix, used to estimate the point spatial situation with the information received from all the cameras. P is determined using images from the scene and its correspondences in the camera projections with a calibration grid [11] : commonly adopted methods are those of Tsai [14] , Heikkila [15] , Zhang [16] , Ahmed et al. [17] , Batista et al. [18] , Faugeras [10] and the so-called linear method [10] , among others. They are all based on the pin-hole camera model. In this work, the applied calibration technique is the one designed by Faugeras, which consists in a lineal approximation and an optimization phase.
The required computational power and speed make it difficult to develop a real-time autonomous system. However, brains perform powerful and fast vision processing using millions of small and slow cells working in parallel in a totally different way. Vision sensing and object recognition in brains are not processed frame by frame, but in a continuous way, i.e., spike by spike (a spike is an electronic pulse produced in the brain by neurons), in the cerebral cortex.
As a result, Neuromorphic Engineering emerges, with the aim of mimicking the neuron communications that take place in the brain, using several data coding systems. To mimic the whole biological system, neuromorphic engineers have developed a Dynamic Vision Sensor (DVS) [19] that emulates a biological retina. These sensors use Address-Event-Representation (AER) [20] for coding and transmitting the information using pulses (spikes), in the same way as neurons do. For real-time solutions, direct hardware implementations of these models are required, such as [21] , where a retinal ganglion cell is modeled on FPGA.
There is a community of AER protocol users for bioinspired applications in vision and audition systems. One of the goals of this community is to build large multichip and multi-layer hierarchically structured systems capable of performing complicated array data processing in real time [22] - [28] . The power of these systems can be used in computer-based systems under co-processing. The information in a DVS-AER system is a continuous flow that cannot be stopped: each spike contains information from a single pixel. Moreover, the intensity of a pixel dimension is encoded in the spike frequency received from that concrete pixel.
An AER retina, taking a load of 10% in the intensity of the pixels (256 values max.), transmits more than 1.9 million pulses to describe the current state of the scene (equivalent to 1 digital frame -40ms considering 25fps). Using two retinas, this traffic flow is duplicated, which makes it very difficult to process that amount of data in real time. A fully parallel processing device with low latency and compatible for embedded applications would be optimal. It becomes essential to reduce the volume of data or to include a mechanism that simplifies the stereo vision processing step. In previous works, our research group developed some stereo AER algorithms to solve typical classical vision problems, such as the matching process or distance calculation [29] - [31] . However, these algorithms were not free of noise, due to inconsistencies resulting from the use of this kind of retina (relatively low resolution and temporal mismatching between them) and the AER codification itself.
This work is part of a project whose aim, as an example application, is to develop a system that can play table-tennis with a human, using a Neuromorphic stereo vision system (see Figure 1 ).
For this project, besides other hardware possibilities oriented to spiking systems, such as SpiNNaker [32] , TrueNorth [33] or Loihi [34] , among others, the full process is developed over an FPGA, because of its reduced cost, its fully parallel capabilities and its adequacy for AER systems [23] , [26] , [27] , [34] , which allows obtaining reduced latencies and stand-alone applications at lower expenses. Our proposal is composed of several processing steps. Steps 1 to 4 (see Figure 1 ) are developed thanks to the work of Tapiador-Morales et al. [35] , [36] and Gómez-Rodríguez et al. [37] , [38] . The stereo matching step has been studied in previous works by our research group [39] - [41] and by others [42] - [45] . The actuation step is implemented thanks to the work of Jimenez-Fernandez et al. [22] , [46] . Finally, this work is focused on the 3D positioning step that depends on the calibration mechanism.
The rest of the paper is organized as follows: first, the hardware system used is presented. After that, a novel calibration implementation over a bio-inspired stereo vision system is described. Then, this mechanism is modified to be integrated into the real-time hardware system. Next, the system is tested using two different scenarios. Finally, the conclusions are presented.
II. HARDWARE SYSTEM
A DVS-AER retina only sends spikes when a brightness change is detected; therefore, if there is no change in the scene luminosity, no spikes are sent. This makes it difficult to use classical calibration models with a typical calibration grid. Usually, these retinas are used in scenarios with moving objects to obtain information about them, although in a calibration step it is recommended to use motionless objects in order to obtain a good data accuracy.
However, a modification of the calibration grid can be done to stimulate AER DVS-retinas. The modification consists of a flashing LEDs (Light-Emitting Diodes) grid with two different depths. With the flashing LEDs, the retinas can receive information of the 3D points and as a result any calibration model can be applied. The flashing LEDs matrix was built specifically for this work using sixty-four LEDs and a PIC microcontroller that switches the LEDs on and off. This LED grid is shown in Figure 2 .
For this work, a stereo AER system was used (as shown in Figure 3 ), with two DVS-retinas [47] , a Virtex-5 FPGA board and a USBAERmini2 board [48] . The retinas send spikes to the FPGA board, which processes the information received, and sends the outcome to the bus. The USBAER-mini2 receives the output of the FPGA board and packages the information before sending it via USB. After that, a PC (Personal Computer) receives the spikes and stores the data. The VHDL-based system block diagram inside the FPGA can be seen in Figure 4 and the full system schematic is shown in the same figure. During the calibration step, the FPGA configuration is focused on packaging, coding and sending the information to the PC. After finishing the offline calibration step, the projection matrices are integrated into the FPGA processing step, thus the hardware system will be able to process the information and give us the results.
As explained before, to simplify the mechanism, the shown system will calculate the projection matrix using a linear approach. To that end, the linear method was implemented [10] . Figure 2 shows the grid of sixty-four LED lights, making a total of sixty-four 3D points, whose projections are obtained for each retina. A calibration distance of one meter was used, meaning that the calibration grid was placed one meter away from the stereo system ( Figure 5 ).
During the last years, other works have focused on this area: [49] summarizes the evolution of neuromorphic stereo vision. Moreover, some works used other platforms to compute the retinas outputs, e.g., Firouzi et al. [50] , who used a SpiNNaker [32] board to perform the stereo-matching process. This hardware platform consists of an array of chips with 18 ARM9 cores each, consuming around 70mW/core and ∼1.25W/chip. Andreopoulos et al. [51] used a TrueNorth [33] cluster to develop a stereo correspondence system, with each platform consuming 100mW top; its hardware platform is composed of 9 TrueNorth chips, thus the entire cluster consumes ∼900mW. Kogler et al. [52] tested a stereo calibration and matching process using a computer with stored AE data. This system is not implemented in a specific hardware platform and does not run in a real-time scenario. The power consumption depends on the computer used to process the data (not less than 65W).
These referenced works aimed at solving the same problems presented in this manuscript; however, all of them have a higher power consumption than the system designed in our work, i.e., at least 900mW, whereas our FPGA implementation requires less than 100mW (a detailed power consumption study was carried out in [41] for a more complex algorithm implemented in the same FPGA).
III. CALIBRATION MECHANISM
In this section we start describing the projection matrices calculation. After that, the 3D reconstruction is explained.
A. PROJECTION MATRICES
Using the LED grid shown above, the information related to the sixty-four 3D points is stored for each retina; with a VOLUME 7, 2019
commercial 3D scanner, the LED's 3D position is also stored. Using classical machine vision treatments, histograms of the spikes' streams are obtained, then binarized and, finally, gravity centers are represented. Finally, the 2D points projected on each retina are calculated. Using the 3D points of the LED grid and the 2D points of the retina, the projection matrix of each retina can be obtained using a linear approach (see equation 1). Only eight non-coplanar points are needed to calculate the projection matrix terms, although the more points used, the greater the projection matrix accuracy. With the sixty-four points obtained, the system obtained is shown in equation 1, as shown at the top of the this page.
In equation 4 each element q ij represents the (i,j) term in the projection matrix; (x i , y i , z i , 1) represents the space coordinates of point i from the LED grid using homogenous coordinates; and (u i , v i , 1) is the projection in one of the retinas of point i, using a scale factor of 1. This equation system was solved using Singular Value Decomposition (SVD) for the 2D points obtained from each retina, thus it was solved twiceto calculate the projection matrix of each retina.
Using the second step in Faugeras' method (optimization) [10] , intrinsic and extrinsic parameters are extracted from the system and, with the obtained information, both projection matrices are optimized. The resulting optimized projection matrices are shown in equation 2. 
With these matrices, the projections of a given 3D point in the space can be obtained; the 3D to 2D reconstruction process is done as well. Next, the inverse process is described.
B. 3D RECONSTRUCTION
The most complex step is the 3D reconstruction given the 2D points of both cameras. First, these two sets of 2D points must be matched with each other, although this problem has been tackled in previous works and can be assumed to be solved [40] . Thus, the important question here is: ''how can the 3D points be estimated given their projections in both retinas?'' There are various techniques that address this problem [52] , [53] ; however, almost all of them need very high computational power. We need to simplify it in order to obtain a real-time solution. That is why the method used here for 3D reconstruction is based on a triangulation process: given the projection points in both retinas and the projection matrices calculated above, using projective geometry, an inverse projection matrix can be obtained. That is, given two 2D points (one from each retina), the 3D point in space can be estimated by triangulation. The triangulation process consists in finding the intersection of two known rays in space (one from each 2D projection). Starting with the pin-hole camera model system and using both projection matrices, the inverse projection matrix (also known as the fundamental matrix, F) is obtained in equation 3, as shown at the top of the this page.
In these equations, M is the 3D point to be calculated; (u i , v i ) are the coordinates of the 2D point projected on the left retina; (u i , v i ) are the coordinates of the 2D point projected on the right retina; P L is the projection matrix of the left retina and P R is the projection matrix of the right retina.
This system (equation 3) can be solved in several ways, and the real-time process depends on the mechanism used for the triangulation process. In order to evaluate the efficiency of the triangulation, the mechanism used in the computer is the SVD decomposition; however, a real-time solution was then implemented in order to test the efficiency of the system running directly on hardware.
IV. HARDWARE IMPLEMENTATION
The projection matrices calculation can be done offline, using a big set of 3D points and their correspondences with each retina (as seen above in equation 1); thus, the time for calculating these matrices is not critical and can be done with high accuracy. However, during the activity of the system, pairs of 2D points arrive to the 3D positioning step, and it is important to use a fast mechanism to obtain the 3D coordinate. A compromise between accuracy and real time execution is usually needed, thus it is important to distinguish which factor is more important for a given system. In our case, accuracy is relevant, although it is more important to obtain a quick response from the system, since a large number of 2D pairs are arriving at the 3D step and the ball position changes very quickly. Moreover, the AER system philosophy determines that the continuous and repetitive flow of data allows errors to be corrected over time. With these premises, an SVD transformation to obtain the 3D coordinates would be, computationally, too demanding for an FPGA. The aim is to produce a simpler mechanism in order to obtain a solution using a few operations.
The fundamental matrix of the system was previously detailed (equation 3). This matrix unifies the information of the two projection matrices of the system (one from each visual sensor) in order to obtain the inverse transformation of the system (3D coordinates). A simplification mechanism is applied to the fundamental matrix to reduce the final equation system to be solved. This simplification comes from the fact that several terms are very close to zero in the projection matrices. These terms can be set to zero and, with this simple modification, some terms of the fundamental matrix are reduced. Using this premise, P L3,1−3 and P R3,1−3 are very close to zero (see equation 3), thus the final fundamental matrix is shown in equation 4.
The final simplified equation system is:
where P Lx,y are constant values, (u i , v i ) and (u i , v i ) are the projection points and (X, Y, Z) are the coordinates of the target point. If we continue with the simplification process using, for example, the equation obtained after solving for variable Y (6) , as shown at the bottom of the this page.
Renaming some terms to simplify the visualization of the results, the equations obtained are: 
Finally, one of these unknown values (Z ) only depends on the projection coordinates, then Y can be obtained after calculating Z value and, finally, X is calculated using Y and Z . In the results section the efficiency of this simplification is evaluated. Before that, the FPGA implementation is described.
Using the ''spike-processing building blocks'' presented, evaluated and used in previous works [41] , [55] , [56] (developed to operate with pulsed information), the hardware implementation of this bio-inspired 3D positioning system can be integrated over an FPGA. These building blocks can be summarized as:
• SG (Spike Generator): transforms a numerical signal into frequency, to work with pulsed information.
• H&F (Hold & Fire): operates with spikes as an adder/subtractor.
• I&G (Integrate & Generate): generates a pulsed output with a frequency (depends on a constant and its inputs). Thanks to these spiking building blocks, the equations calculated to obtain X , Y and Z coordinates can be implemented in the FPGA (equations 6 to 10). For example, the implementation of the Z coordinate is designed using a scheme like a summing-amplifier [57] . With this scheme and the spikeprocessing building blocks, the operation of equation 11 is designed in VHDL (see Figure 6 ).
Renaming the constants as δ 1 , δ 2 , δ 3 , δ 4 and δ 5 , a simplification is obtained in Equation 12.
Y = Z P L1,3 P R1,1 − P R1,3 P L1,1 + P R1,1 P L1,4 − P L1,1 P R1,4 − P R1,1 P L3,4 u i + P L1,1 P R3,4 u i P R1,2 P L1,1 − P L1,2 P R1,1 In a summing amplifier, the system is composed of two phases: attenuation and amplification. The final Z calculating block in VHDL (equation 15) is shown in Figure 6 .
The values of the constants denoted as δ n are determined by the relations between the global constant K FP and its own constant k n . Both have values between 0 and 1. The relation is shown in equation 13.
The value of the K FB constant is determined by the highest δ n of the system and, with its value fixed, the rest of the constant values are calculated. Using the same principles and the circuit for Z coordinate calculation, X and Y are implemented and integrated in the FPGA.
At this point, the calibration step (using optimized projection matrices and the fundamental matrix) was described, simplified and integrated in a FPGA. Next, this system was tested using two different scenarios: original points reconstruction (using the same points as used in the calibration step) and moving target tests (using a pendulum and a rectangular object, both moving periodically at different distances from the stereo system). The first scenario was tested in the PC; then, the results are obtained from the FPGA implementation in order to compare the goodness of the hardware implementation. The second scenario was tested directly on the FPGA.
V. RESULTS AND DISCUSSION
In this section, the results are shown using the novel calibration mechanism modified to run in the FPGA using the building-blocks structure described above. Two different tests were evaluated: using the original calibration points and using moving objects.
A. ORIGINAL POINTS RECONSTRUCTION
Starting with the PC testing, Figure 7 shows the results obtained after the 2D reconstruction process. Only the reconstructed points and the error obtained are shown. The average error of each point was 0.3778 pixels/point.
For the 3D reconstruction process ( Figure 8 ) the average error was 3.9958 mm/point. Finally, this mechanism was integrated in the FPGA using the building-blocks structure described above. Then, some information of the projection matrices was simplified (some error was introduced to the system). In order to quantify the error obtained during the FPGA integration, the same results were evaluated with the information directly from the FPGA. 3D reconstruction using the simplified fundamental matrix can be observed in Figure 9 .
The quantitative results obtained in both cases and their comparisons can be observed in Table 1 .
The error increased in the FPGA implementation from the original method, due to the fixed-point operations performed and the simplification for the hardware implementation, compared to the floating-point operations on CPU. However, a 3D positioning error of less than 1.5 cm at one meter is an acceptable result given that the vision sensors have a low resolution (128x128) and considerable random noise. Moreover, the number of operations needed to obtain the 3D coordinates was considerably reduced with the simplification of the fundamental matrix. In order to justify this conclusion, a theoretical latency test was conducted on each platform (PC and FPGA), obtaining the results observed in the last column of Table 1 . As can be seen there, the PC implementation takes more than 100ms latency to obtain one 3D point (depending on the operating system computational load, it may take between 100 and 150 ms); in addition, using HDL blocks executed sequentially for X, Y and Z calculation (see Figure 6 ) in the FPGA (using HDL building blocks execution times from [55] ), it takes less than 10ms latency to obtain one 3D point (around x10 improvement with 100Mhz clock on FPGA with respect to a 2.2Ghz clock on CPU).
B. MOVING TARGETS TEST
As explained at the beginning, the main difficulty of working with these AER systems in calibration is that they require the data to remain still in order to obtain the best possible accuracy, while this kind of system does not ''see'' anything but luminosity changes. Therefore, either flashing lights on the object (used on the calibration grid) or objects in movement are needed. As a first approach, using LED lights around a concrete object could solve this problem; however, this solution would be useless, since our aim is to use the system in an environment with moving targets. For this reason, to test the efficiency of our system under adverse situations, some tests with moving objects were done. It is important to indicate that any system is very efficient in its calculation when working around the area used for calibrating it. This means that since our system was calibrated for one-meter distance, the position of a moving object around one meter will be estimated with a great accuracy; however, if the object gets closer or further, the system's accuracy is expected to decrease.
First, we evaluated the depth estimation of the calibration system. In this case a pendulum was used. This pendulum crossed from left to right describing its trajectory over the XY plane. Using the tracking cells implemented by Linares-Barranco et al. [38] , [58] , the moving object was extracted from the scene and, using a gravity center calculation, the point used for the FPGA positioning system was extracted. For example, the information received from one of the retinas can be seen in Figure 10 .
This test was performed for several distances from the stereo vision system and the results can be observed in Table 2 . A graphical representation of these results can be observed in Figure 11 .
As can be observed, around the central calibration point (100cm) the error is minimal (around 6%), and it increases as the object moves away from that point (see Table 2 ).
The last test used a rectangular object moving in parallel to the retina plane (XY plane). This object had a real size of 100x200 mm (2dm 2 ) and the capture mechanism was similar to the one used with the pendulum. The test was repeated at different distances. The four corners of the tracked object were extracted; then, with these four points, a 3D reconstruction was and, using the results in spatial coordinates, the object size could be calculated offline. The graphical representation for the 100cm distance case is shown in Figure 12 .
This process was repeated ten times for each distance. Both distance and object area estimation were obtained and are presented in Table 3 as the mean of these values.
Both distance and area estimation had reasonable resulting errors when close to the calibration origin (100cm), although this error increased as the object moved away from the calibration point (see Table 3 ). However, the distance estimation parameters presented relatively better results.
Two important points must be considered in order to understand the error values obtained in Table 2 and Table 3 at some distances: (1) Our system prioritizes real-time responses and power consumption over accuracy. That is why the process was simplified for its implementation in the FPGA. This simplification is based on, among other things, using fixedpoint values and truncated low values. (2) the calibration process was conducted at a 1-meter distance, thus the best results were obtained near this point. The farther the object moves away from the calibration point, the greater the error is.
These two facts combined produce high-error results at distances far from the calibration point.
The graphical representation of Table 3 results can be observed in Figure 13 . 
VI. CONCLUSION
In this work, using the principles of classical machine vision calibration mechanisms, a spike-based calibration mechanism for a bio-inspired stereo DVS-AER retina system was designed and implemented. This spike-based mechanism reduces the number and complexity of the operations in a similar way as biological systems do, allowing its integration into autonomous robots (provided with FPGA) without the need for computers with high power consumption and computational resources.
To test the efficiency of this method, a novel led calibration grid with 64 LED lights controlled by a PIC microcontroller was built. 2D and 3D reconstructions were implemented on a FPGA using VHDL language, and evaluated with satisfactory results, using static and non-static targets, compared to the same implementations using floating-point computing units on processors.
To the best of our knowledge, this is the first implementation in FPGA of a 3D positioning stage for a bio-inspired stereo-vision system based on an AER-DVS retina. Thanks to the results obtained in the present work, the 3D positioning step of the robotic table-tennis player was implemented and it is currently under testing as part of the whole control system.
