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Abstract
When A 2 Rnn is an M-matrix we prove the following inequality:
q.A A−1/
D 1 for n D 2;
> 2n for n > 2;
where A  B is the Hadamard product of two matrices A and B, q.B/ D Tp.B−1/U−1 and
p.C/ denotes the Perron eigenvalue of a nonnegative matrix C. This also gives a positive
answer to the conjecture posed by Fiedler and Markham. © 2000 Elsevier Science Inc. All
rights reserved.
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1. Introduction
It is well known that a matrixA D .aij / 2 Rnn is called anM-matrix if aij 6 0,
i 6D j , i; j D 1; : : : ; n, A is nonsingular and A−1 > 0 (cf. [6]).
If A is an M-matrix, then there exists a positive eigenvalue of A equal to q.A/ 
Tp.A−1/U−1, where p.A−1/ is the Perron eigenvalue of the nonnegative matrixA−1.
It is easy to prove that
q.A/ D minfjj V  2 .A/g;
where .A/ denotes the spectrum of A.
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The Hadamard product of two matrices A D .aij / and B D .bij / of the same
dimensions is the matrix A  B D .aij bij /. If A and B are M-matrices, then it was
proved in [3] that A  B−1 is again an M-matrix.
Let A D .aij / 2 Rnn be an M-matrix. It is proved in [2] that
q.A  A−1/ 6 1:
While in [3] a lower bound of q.A  A−1/ is proved, namely,
q.A  A−1/ > 1
n
and the following conjecture is posed:
q.A  A−1/ > 2
n
:
The authors of [5] claimed to have given a positive answer to the conjecture. But
the proof is incorrect, because in the proof they used a wrong inequality
bij3 6
aj2j2
aj2j2 − 1
bij2 :
(See [5, p. 175].)
In this note we shall prove that
q.A  A−1/
(D 1 for n D 2;
> 2
n
for n > 2;
which also gives a positive answer to the conjecture.
2. Some lemmas
First, we give some lemmas which will be useful in the proof.
Lemma 2.1 [3]. Let A D .aij / 2 Rnn be an M-matrix with strict diagonal domin-
ance by rows, i.e.,
aii >
X
k =Di
jaikj; i D 1; : : : ; n:
Then for A−1 D .bij / we have
bji < bii; j =D i; i; j D 1; : : : ; n:
Here we give two strong results.
Lemma 2.2. Let A D .aij / 2 Rnn be an M-matrix with strict diagonal dominance
by rows. Then for A−1 D .bij / we have
bji 6
P
k =Dj jajkj
ajj
bii; j =D i; i; j D 1; : : : ; n: (2.1)
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Proof. Let
dm."/ D
P
k =Dm jamkj C "
amm
; m D 1; : : : ; n;
where " > 0 is sufficiently small such that 0 < dm."/ < 1 form D 1; : : : ; n, and let
Di."/ D diag.d1."/; : : : ; di−1."/; 1; diC1."/; : : : ; dn."//; i D 1; : : : ; n:
For i D 1; : : : ; n it is easy to check that the matrix ADi."/ is again an M-matrix
with strict diagonal dominance by rows. By Lemma 2.1 we can derive the following
inequality:
1
dj ."/
bji < bii; j =D i; j D 1; : : : ; n;
i.e.,
bji < dj."/bii ; j =D i; j D 1; : : : ; n:
Putting  ! 0 we obtain
bji 6
P
k =Dj jajkj
ajj
bii; j =D i; j D 1; : : : ; n;
which proves (2.1). 
Lemma 2.3. Let A D .aij / 2 Rnn be an M-matrix with Ae D e and AeT D eT,
where e D .1; : : : ; 1/T. Then for A−1 D .bij / we have
bji 6
aii − 1
aii
bii; j =D i; i; j D 1; : : : ; n: (2.2)
Proof. From Ae D e and AeT D eT we obtain that
aii D
X
k =Di
jaikj C 1 D
X
k =Di
jakij C 1; i D 1; : : : ; n: (2.3)
For i D 1; : : : ; n, let
pi."/ D aii − 1C "
aii
and
Pi."/ D diag.pi."/; : : : ; pi."/; 1; pi."/; : : : ; pi."//;
where " > 0 is sufficiently small such that 0 < pi."/ < 1, i D 1; : : : ; n.
It can be checked that for each i, 1 6 i 6 n, the matrix APi."/ is again an M-
matrix with strict diagonal dominance by rows.
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In fact, by (2.3), for j =D i, we have
jaji j C
X
k =Di;j
jajkjpi."/Djaji jT1− pi."/U C pi."/
X
k =Dj
jajkj
D 1− "
aii
jajij C aii − 1C "
aii
.ajj − 1/
Dpi."/ajj C .1− "/jaji j −
P
k =Di jaki j − "
aii
< pi."/ajj : (2.4)
While, for j D i, we haveX
k =Di
jaikjpi."/ 6
X
k =Di
jaikj < aii: (2.5)
From (2.4) and (2.5) we have proved that the matrix APi is strictly diagonal
dominant by rows and so that it is also an M-matrix. By Lemma 2.1 we can derive
the following inequality:
1
pi."/
bji < bii; j =D i; j D 1; : : : ; n;
i.e.,
bji < pi."/bii; j =D i; j D 1; : : : ; n:
Putting  ! 0 we obtain (2.2). 
Using this lemma we prove the following lemma.
Lemma 2.4. Let A D .aij / 2 Rnn be an M-matrix with Ae D e and AeT D eT.
Then for A−1 D .bij / we have
bii >
1
n− .n− 1/ 1
aii
; i D 1; : : : ; n: (2.6)
Proof. Clearly, for anM-matrix A both equalities Ae D e and AeT D eT are equiv-
alent to the fact that A−1 is doubly stochastic. By Lemma 2.3 we have
1 D bii C
X
j =Di
bji 6 bii C
X
j =Di

1− 1
aii

bii D

n− .n− 1/ 1
aii

bii;
which implies (2.6). 
The following generalized GerLsgorin disc theorem is well-known (see [4, Corol-
lary 6.1.6]).
Lemma 2.5. Let A D .aij / 2 Cnn and let s1; : : : ; sn be positive real numbers.
Then all the eigenvalues of A lie in the region
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[8<:z 2 C V jz− aii j 6 siX
j =Di
1
sj
jaji j; i D 1; : : : ; n
9=; :
3. Inequalities and proof
In this section, we give the main results and the proof.
Theorem 3.1. Let A D .aij / 2 Rnn be an M-matrix, and let A−1 D .bij / be a
doubly stochastic matrix. Then
q.A  A−1/ > 2 max16k6n akk
nmax16k6n akk − nC 1 : (3.1)
Proof. Let  2 .A  A−1/ satisfy
q.A  A−1/ D jj:
First, we assume that A is irreducible. Let
sk D akk − 1
akk
; k D 1; : : : ; n:
Then sk > 0, k D 1; : : : ; n.
By Lemma 2.5, there exists i, 1 6 i 6 n, such that
j− aiibii j 6 si
X
j =Di
1
sj
jajibji j:
Under the assumptions the conditions of Lemmas 2.2 and 2.4 are satisfied. Hence,
we obtain
jj>aiibii − si
X
j =Di
1
sj
jajibji j
>aiibii − si
X
j =Di
ajj
ajj − 1 jaji j
P
k =Dj jajkj
ajj
bii
>aiibii − aii − 1
aii
.aii − 1/bii
Dbii 2aii − 1
aii
> 1
n− .n− 1/ 1
aii
2aii − 1
aii
D 2aii − 1
naii − nC 1 >
2 max16k6n akk − 1
nmax16k6n akk − nC 1 :
This shows that (3.1) is true.
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When the matrix A is reducible, without loss of generality, we can assume that
A has a block upper triangular form .Aij / with irreducible diagonal blocks Aii , i D
1; : : : ; s. Then A−1 is again block upper triangular with diagonal irreducible blocks
A−1ii . By the proof above we can obtain that there exists some i, 1 6 i 6 n, such that
q.A  A−1/D min
16k6s
q.Akk  A−1kk / > min16k6s
2aii − 1
nkaii − nk C 1
> 2 max16k6n akk − 1
nmax16k6n akk − nC 1 :
Hence, (3.1) is always true. 
Theorem 3.2. Let A D .aij / 2 Rnn be an M-matrix. Then
q.A  A−1/
D 1 for n D 2;
> 2
n
for n > 2:
Proof. First, we assume that n > 2.
If A is irreducible, by [1, Theorem 6-2.7], A−1 is positive. Then, by [1, Theorem
2-6.34], there exist diagonal matricesD1 andD2 with positive diagonal entries such
that D1A−1D2 is doubly stochastic. The matrix C D D−12 AD−11 D .cij / is again an
M-matrix and satisfies
q.C  C−1/ D q.A  A−1/: (3.2)
By Theorem 3.1, we derive
q.C  C−1/ > 2 max16k6n ckk − 1
nmax16k6n ckk − nC 1 ; (3.3)
where cii , i D 1; : : : ; n, are the diagonal entries of C. From this we can derive
q.C  C−1/ > 2
n
;
and therefore
q.A  A−1/ > 2
n
:
When the matrixA is reducible, we can assume thatA has a block upper triangular
form .Aij / with irreducible diagonal blocks Aii , i D 1; : : : ; s. Then A−1 is again
block upper triangular with diagonal irreducible blocksA−1ii . By the proof above we
can obtain that
q.A  A−1/ D min
16k6s
q.Akk  A−1kk / > min16k6s
2
nk
> 2
n
:
Now, we consider the case when n D 2. In this case we can assume that A has the
following form:
A D

a −b
−c d

;
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where a; d > 0, b; c > 0 and ad − bc > 0. It is easy to derive that
A−1 D 1
ad − bc

d b
c a

; A  A−1 D 1
ad − bc

ad −b2
−c2 ad

and
.A  A−1/−1 D 1
ad C bc

ad b2
c2 ad

:
By direct operation we obtain that


A  A−1

D

1;
ad C bc
ad − bc

and therefore,
q.A  A−1/ D 1: 
This theorem gives a positive answer to the conjecture posed by Fiedler and
Markham.
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