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Abstract
We prove the following theorem: For a partially ordered set Q such that every countable subset of
Q has a strict upper bound, there is a forcing notion satisfying the countable chain condition such that,
in the forcing extension, there is a basis of the null ideal of the real line which is order-isomorphic to Q
with respect to set-inclusion. This is a variation of Hechler’s classical result in the theory of forcing. The
corresponding theorem for the meager ideal was established by Bartoszyn´ski and Kada.
1 Introduction
For f, g ∈ ωω, we say f ≤∗ g if f(n) ≤ g(n) for all but finitely many n < ω. The following theorem, which is
due to Hechler [7], is a classical result in the theory of forcing (See also [5]).
Theorem 1.1. Suppose that (Q,≤) is a partially ordered set such that every countable subset of Q has a
strict upper bound in Q, that is, for any countable set A ⊆ Q there is b ∈ Q such that a < b for all a ∈ A.
Then there is a forcing notion P satisfying the countable chain condition such that, in any forcing extension
by P, (ωω,≤∗) contains a cofinal subset {fa : a ∈ Q} which is order-isomorphic to Q, that is,
1. for every g ∈ ωω there is a ∈ Q such that g ≤∗ fa, and
2. for a, b ∈ Q, fa ≤∗ fb if and only if a ≤ b.
Fuchino and Soukup [6, 9] introduced the notion of spectra. For a partially ordered set P , the unbounded
set spectrum of P is the set of cardinals κ such that there is an unbounded set in P of size κ without
unbounded subsets of size less than κ. They also defined several variants of spectra, and investigated how to
manipulate those spectra of (ωω,≤∗) using Hechler’s result. In this context, Soukup asked if the statement
of Hechler’s theorem holds for the meager ideal or the null ideal of the real line with respect to set-inclusion.
Bartoszyn´ski and Kada [3] answered the question positively for the meager ideal. In the present paper, we
will give a positive answer for the null ideal. These proofs all follow the same general scheme, but there are
substantial technical difficulties to overcome in our present context resulting in a more complicated proof.
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As Hechler pointed out in [7], if Q is well-founded, the conclusion of his theorem can be strenghened to
say that whenever a < b in Q, not only does fb dominate fa, it also dominates all reals constructible from
fa and the set of its predecessors in the cofinal family, i.e., g ≤∗ fb for all g ∈ L[{fx : x ≤ a}]. Hjorth has
answered a question of Hechler by showing that this stronger conclusion cannot hold if Q is not well-founded.
(Hjorth) There is no sequence of reals fn ∈ ωω such that for each n < ω, g ≤∗ fn for each
g ∈ ωω ∩ L[{fi : i > n}].
(See [4, Theorem 0.5 and preceding discussion].) These results carry over to our context. When Q is well-
founded, the proof of Hechler’s theorem for the null ideal N of [0, 1] provides a cofinal family {Ha : a ∈ Q}
of Borel sets in N so that ({Ha : a ∈ Q},⊆) is isomorphic to Q and, moreover, if a < b then for every Borel
null set A coded in L[{Hx : x ≤ a}], we have A ⊆ Hb. Moreover, Hjorth’s result implies that this stronger
conclusion cannot hold if Q is not well-founded. This can be seen as follows. By [2, Theorems 2.2.2 and
2.3.1] and their proofs (which show that the Tukey maps they provide are definable), ifM ⊆ N are transitive
models of enough of ZFC and in N there is a Borel null set B such that A ⊆ B for every Borel null set A
coded in M , then in N there is an f ∈ ωω which dominates ωω ∩M . Thus, the existence of a sequence An
of null Borel sets such that for each n < ω, An contains all null Borel sets coded in L[{Ai : i > n}] would
yield a counterexample to Hjorth’s result.
We will work with the null ideal of the Cantor set 2ω rather than that of [0, 1] or the real line. The
distinction between these spaces is unimportant in our work because there are Borel isomorphisms between
them which preserve null sets.
2 Combinatorial view of null sets
In this section, we review the relationship between Borel null sets of the Cantor set 2ω with the standard
product measure and combinatorics on natural numbers, which is described in [1].
Choose a strictly increasing function h ∈ ωω satisfying 2h(n)−h(n−1) ≥ n+ 1 for 1 ≤ n < ω (for example,
just let h(n) = n2). For each n < ω, let {Cni : i < ω} be a list of all clopen subsets of 2
ω of measure 2−h(n).
We assume that such h and Cni ’s are fixed throughout this paper.
For a function f ∈ ωω, we define
Hf =
⋂
N
⋃
n>N
Cnf(n).
Then Hf is a Gδ null set, and every null set X is covered by Hf for some f ∈ ωω.
Let S =
∏
n<ω[ω]
≤n. We call each ϕ ∈ S a slalom. As in the case of a function, for a slalom ϕ ∈ S we
define
Hϕ =
⋂
N
⋃
n>N
⋃
i∈ϕ(n)
Cni .
Then Hϕ is a Gδ null set, and the following hold:
1. For f ∈ ωω and ϕ ∈ S, if f(n) ∈ ϕ(n) holds for all but finitely many n < ω, then Hf ⊆ Hϕ.
2. For ϕ, ψ ∈ S, if ψ(n) ⊆ ϕ(n) holds for all but finitely many n < ω, then Hψ ⊆ Hϕ.
Note that the reversed implications in the above statements do not hold in general.
We will now describe a canonical procedure for constructing a nonempty closed set disjoint from Hϕ. For
a slalom ϕ ∈ S, define a function rϕ ∈ ωω by induction on n < ω as follows: rϕ(0) = 0, and for 1 ≤ n < ω,
let
rϕ(n) = min{i < ω : C
n
i ⊆ C
n−1
rϕ(n−1)
r
⋃
j∈ϕ(n)
Cnj }.
This induction goes well because, by the choice of h, we have µ(Cn−1k ) ≥ (n+ 1) · µ(C
n
j ) for j, k < ω.
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Let Rϕ =
⋂
n<ω C
n
rϕ(n)
. Rϕ is a nonempty closed set, because it is the intersection of a decreasing
sequence of nonempty closed sets in a compact space. Let Aϕ =
⋃
n<ω
⋃
i∈ϕ(n) C
n
i . Then clearly Hϕ ⊆ Aϕ.
By the construction of rϕ, we have Rϕ ∩Aϕ = ∅, and hence Rϕ ∩Hϕ = ∅.
For ϕ, ψ ∈ S, if rϕ(n) ∈ ψ(n) for infinitely many n < ω, then Rϕ ⊆ Hψ and hence Hψ 6⊆ Hϕ.
3 Localization forcing
In this section, we will introduce a modified form of localization forcing LOC, which is defined in [2, Sec-
tion 3.1].
Let T =
⋃
n<ω
∏
i<n[ω]
≤i. A condition p of LOC is of the form p = (sp, F p), where sp ∈ T , F p ⊆ ωω and
|F p| ≤ |sp|. For conditions p, q in LOC, p ≤ q if sp ⊇ sq, F p ⊇ F q, and for each n ∈ |sp|r |sq| and f ∈ F q
we have f(n) ∈ sp(n).
It is easy to see the following.
1. For each n < ω, the set {q ∈ LOC : |sq| ≥ n} is dense in LOC.
2. For each f ∈ ωω, the set {q ∈ LOC : f ∈ F q} is dense in LOC.
3. LOC is σ-linked, and hence it satisfies ccc.
Let V be a ground model, and G a LOC-generic filter over V. In V[G], let ϕG =
⋃
{sp : p ∈ G}. Then
ϕG ∈ S and, for every f ∈ ωω ∩V, for all but finitely many n < ω we have f(n) ∈ ϕG(n).
Let HG = HϕG . Then in V[G], by the observation in Section 2, for every Borel null set X ⊆ 2
ω which is
coded in V, we have X ⊆ HG.
Now we define a modified form of localization forcing.
Definition 3.1. Define LOC∗ as follows. A condition p of LOC∗ is of the form p = (sp, wp, F p), where
1. sp ∈ T , wp < ω, F p ⊆ ωω, and
2. |F p| ≤ wp ≤ |sp|.
For p, q ∈ LOC∗, p ≤ q if
3. sq ⊆ sp, wq ≤ wp, F q ⊆ F p, and for n ∈ |sp|r |sq| and f ∈ F q we have f(n) ∈ sp(n);
4. wp ≤ wq + (|sp| − |sq|);
5. For n ∈ |sp|r |sq|, we have |sp(n)| ≤ wq + (n− |sq|).
We show that the forcing LOC∗ has similar properties to LOC.
Lemma 3.2. For each n < ω, the set {q ∈ LOC∗ : |sq| ≥ n} is dense in LOC∗.
Proof. Easy.
Lemma 3.3. For each f ∈ ωω, the set {q ∈ LOC∗ : f ∈ F q} is dense in LOC∗.
Proof. Fix p ∈ LOC∗ and f ∈ ωω. Define q = (sq, wq , F q) as follows: |sq| = |sp| + 1, sq ↾ |sp| = sp,
sq(|sp|) = {f(|sp|) : f ∈ F p}, wq = wp+1 and F q = F p∪{f}. It is easy to see that q ∈ LOC∗ and q ≤ p.
Lemma 3.4. LOC∗ is σ-linked, and hence it satisfies ccc.
Proof. It is easily seen that the set L = {p ∈ LOC∗ : wp ≥ 2 · |F p|} is dense in LOC∗. For each s ∈ T and
w ≤ |s|, let Ls,w = {p ∈ L : sp = s and wp = w}. Then L =
⋃
{Ls,w : s ∈ T and w ≤ |s|} and, for each
s ∈ T and w ≤ |s|, any two conditions in Ls,w are compatible.
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Let V be a ground model, and G a LOC∗-generic filter over V. In V[G], let ϕG =
⋃
{sp : p ∈ G}. Then,
by Lemmata 3.2 and 3.3, we have ϕG ∈ S and, for every f ∈ ωω ∩V, for all but finitely many n < ω we have
f(n) ∈ ϕG(n).
Let HG = HϕG . The following proposition follows from the observation in Section 2.
Proposition 3.5. Let V be a ground model and G a LOC∗-generic filter over V. Then in V[G], for every
Borel null set X ⊆ 2ω which is coded in V, we have X ⊆ HG.
As we observed in Section 2, in V[G], we can define rϕG and RϕG from ϕG. Note that, in this context,
every x ∈ RϕG is a random real over V. We can naturally define a LOC
∗-name r˙ for rϕG so that, for
p ∈ LOC∗, if |sp| = n then p decides the value of r˙ ↾n, because rϕG ↾n depends only on ϕG ↾n.
4 Hechler’s theorem for the null ideal
In this section, we will construct a ccc forcing notion which yields Hechler’s theorem for the null ideal. The
idea is to use localization forcing at each step, instead of the dominating real partial order used in Hechler’s
construction.
Let (Q,≤) be a partially ordered set such that every countable subset of Q has a strict upper bound in
Q, that is, for every countable set A ⊆ Q there is b ∈ Q such that a < b for all a ∈ A. Extend the order to
Q∗ = Q ∪ {Q} by letting a < Q for all a ∈ Q.
Fix a well-founded cofinal subset R of Q. Define the rank function on the well-founded set R∗ = R∪{Q}
in the usual way. For a ∈ Q r R, let rank(a) = min{rank(b) : b ∈ R∗ and a < b}. For x, y ∈ Q∗, we say
x≪ y if x < y and rank(x) < rank(y). For x ∈ Q∗, let Qx = {y ∈ Q : y ≪ x}.
For D ⊆ Q and ξ ≤ rank(Q), let D<ξ = {y ∈ D : rank(y) < ξ}, Dξ = {y ∈ D : rank(y) = ξ}, and for
x ∈ Q with rank(x) = ξ, let D≤x = {y ∈ Dξ : y ≤ x}.
For D ⊆ Q, let D¯ = {rank(x) : x ∈ D}.
For E ⊆ D ⊆ Q, we say E is downward closed in D if, for x ∈ E and y ∈ D if y ≤ x then y ∈ E. When
E is downward closed in Q, we simply say E is downward closed.
Definition 4.1. We define forcing notions Na for a ∈ Q∗ by induction on rank(a). For a ∈ Q∗, the conditions
p of Na are all objects of the form p = {(spx, w
p
x, F
p
x ) : x ∈ D
p} which satisfy the following properties.
1. Dp is a finite subset of Qa;
2. For x ∈ Dp, spx ∈ T , w
p
x < ω, F
p
x is a finite set of Nx-names for functions in ω
ω, and |F px | ≤ w
p
x;
3. For x ∈ Dp,
∑
{wpz : z ∈ D
p
≤x} ≤ |s
p
x|;
4. For x, y ∈ Dp, if rank(x) = rank(y) then |spx| = |s
p
y|.
As in the definition of iterated forcing, it is necessary to limit the collection of names in clause 2 so that Na
is not a proper class. We leave it understood that by a name for an element of ωω is meant a nice name for
a subset of (ω× ω)ˇ in the sense [8, VII 5.11] which is forced by the weakest condition to name an element of
ωω.
Throughout this paper, for a condition p in Na, we always use the notation D
p, spx, w
p
x and F
p
x to denote
respective components of p. Also, for p ∈ Na and ξ ∈ D¯p, let l
p
ξ be the length of s
p
x for x ∈ D
p
ξ .
For p ∈ Na and b ∈ Qa, define p↾b ∈ Nb by letting p↾b = {(s
p
x, w
p
x, F
p
x ) : x ∈ D
p ∩Qb}.
For conditions p, q in Na, p ≤ q if:
5. Dq ⊆ Dp;
6. For x ∈ Dq, spx ⊇ s
q
x, w
p
x ≥ w
q
x, F
p
x ⊇ F
q
x and, for all n ∈ |s
p
x| r |s
q
x| and f˙ ∈ F
q
x we have p ↾ x Nx
f˙(n) ∈ spx(n);
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7. For ξ ∈ D¯q and x, y ∈ Dqξ , if x < y, then for all n ∈ l
p
ξ r l
q
ξ we have s
p
x(n) ⊆ s
p
y(n);
8. For ξ ∈ D¯q,
∑
{wpx : x ∈ D
p
ξ} ≤
∑
{wqx : x ∈ D
q
ξ}+ (l
p
ξ − l
q
ξ);
9. For ξ ∈ D¯q, E ⊆ Dqξ which is downward closed in D
q
ξ and n ∈ l
p
ξ r l
q
ξ , we have
|
⋃
{spx(n) : x ∈ E}| ≤
∑
{wqx : x ∈ E}+ (n− l
q
ξ).
Remark 4.2. If p ≤ q, then for any ξ ∈ D¯q and E ⊆ Dpξ we can discard the terms with indices not in E from
both sides of the inequality in clause 8 (using wpx ≥ w
q
x from clause 6) to get∑
{wpx : x ∈ E} ≤
∑
{wqx : x ∈ E ∩D
q
ξ}+ (l
p
ξ − l
q
ξ).
We now verify that Definition 4.1 does indeed define a partial order. (Reflexivity is clear, but we need to
prove transitivity.) The simple observation in part (c) of the following proposition justifies not mentioning a
in the notation ≤ for the order relation on Na.
Proposition 4.3. We have the following properties.
(a) For any conditions p, q ∈ Na, if p ≤ q then for any b ∈ Qa, p↾b ≤ q ↾b.
(b) The order relation on Na is transitive.
(c) For any a, b ∈ Q∗, if p, q ∈ Na ∩ Nb, then p ≤ q in Na if and only if p ≤ q in Nb.
Proof. (a) and (b) are proven simultaneously by induction on the rank of a. Note that part (b) of the
induction hypothesis ensures that for p, q ∈ Na and x ∈ Dq ⊆ Qa, Nx is a well-defined partial order and
hence the last part of clause 6 makes sense.
(a) All but the last part of clause 6 and clause 8 in the definition of p ↾ b ≤ q ↾ b are inherited directly
from the corresponding clauses for p ≤ q. The last part of clause 6 holds because for x ∈ Dq↾b = Dq ∩ Qb,
(p ↾ b) ↾x = p ↾x. There remains to check clause 8. Let ξ ∈ D¯q↾b. Using clause 8 for p ≤ q and the fact that
wpx ≥ w
q
x whenever both are defined, we have∑
{wp↾bx : x ∈ D
p↾b
ξ } =
∑
{wpx : x ∈ D
p↾b
ξ }
=
∑
{wpx : x ∈ D
p
ξ} −
∑
{wpx : x ∈ D
p
ξ rQb}
≤
∑
{wqx : x ∈ D
q
ξ}+ (l
p
ξ − l
q
ξ)−
∑
{wpx : x ∈ D
p
ξ rQb}
≤
∑
{wqx : x ∈ D
q
ξ}+ (l
p
ξ − l
q
ξ)−
∑
{wqx : x ∈ D
q
ξ rQb}
=
∑
{wq↾bx : x ∈ D
q↾b
ξ }+ (l
p↾b
ξ − l
q↾b
ξ ).
(b) Suppose that a ∈ Q∗, p, q, r ∈ Na and p ≤ q ≤ r. We must show p ≤ r.
For the last part of clause 6, suppose we have x ∈ Drγ , n ∈ l
p
γ r l
r
γ , f˙ ∈ F
r
x . If n ∈ l
p
γ r l
q
γ , then because
f˙ ∈ F rx ⊆ F
q
x , the fact that p ≤ q gives p ↾x Nx f˙(n) ∈ s
p
x(n). If n ∈ l
q
γ r l
r
γ , then the fact that q ≤ r gives
q ↾x Nx f˙(n) ∈ s
q
x(n). We have s
p
x(n) = s
q
x(n) by the first part of clause 6 for p ≤ q. Also, p ↾x ≤ q ↾x by
part (a). Thus, p ↾ x Nx f˙(n) ∈ s
p
x(n). We now check clause 9 and leave the other clauses for the reader.
Fix ξ ∈ D¯r, E ⊆ Drξ which is downward closed in D
r
ξ and n ∈ l
p
ξ r l
r
ξ . Let E
q be the downward closure of E
in Dqξ . If n ∈ l
q
ξ r l
r
ξ , then
|
⋃
{spx(n) : x ∈ E}| = |
⋃
{sqx(n) : x ∈ E}|
≤
∑
{wrx : x ∈ E}+ (n− l
r
ξ)
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because of clause 9 for q ≤ r. If n ∈ lpξ r l
q
ξ , then
|
⋃
{spx(n) : x ∈ E}| ≤ |
⋃
{spx(n) : x ∈ E
q}|
≤
∑
{wqx : x ∈ E
q}+ (n− lqξ)
≤
∑
{wrx : x ∈ E}+ (l
q
ξ − l
r
ξ) + (n− l
q
ξ)
=
∑
{wrx : x ∈ E}+ (n− l
r
ξ).
The second inequality follows from clause 9 for p ≤ q and the third from Remark 4.2 for q ≤ r. Hence we
have p ≤ r.
(c) The definition of the order on Na makes no mention of a.
Definition 4.4. For a downward closed set A ⊆ Q, let NA = {p ∈ NQ : Dp ⊆ A}, and for p ∈ NQ, we define
p↾A ∈ NA by letting p↾A = {(spx, w
p
x, F
p
x ) : x ∈ D
p∩A}. For ξ ≤ rank(Q), let Nξ = NQ<ξ and p↾ξ = p↾Q<ξ.
Also, for ξ ≤ rank(Q), let p ↾ {ξ} = {(spx, w
p
x, F
p
x ) : x ∈ D
p
ξ} ∈ Nξ+1 and p ↾ [ξ,∞) = {(s
p
x, w
p
x, F
p
x ) : x ∈
Dp rQ<ξ} ∈ NQ.
In this notation, Na = NQa for a ∈ Q, and NQ has the same meaning if we consider the subscript Q either
as an element of Q∗ or as a subset of Q.
Clearly A ⊆ B ⊆ Q implies NA ⊆ NB ⊆ NQ. We are going to prove that, if A ⊆ B, then NA is completely
embedded into NB . This is a fundamental principle of iterated forcing.
The following lemma, which is a special case of this principle, is easily checked.
Lemma 4.5. If B is a downward closed subset of Q, ξ ≤ rank(Q), p ∈ NB and q ∈ NB<ξ extends p↾ξ, then
q ∪ p↾ [ξ,∞) belongs to NB and extends both p and q. In particular, NB<ξ is completely embedded into NB.
Using this lemma, we prove the following.
Lemma 4.6. For downward closed sets A,B ⊆ Q, if A ⊆ B, then NA is completely embedded into NB by
the identity map.
Proof. It is easy to see that the compatibility of conditions in NA is the same either in NA or in NB. We
show that, for p ∈ NB and r ∈ NA, if r ≤ p ↾A then there is q ∈ NB satisfying q ≤ p and q ≤ r. We will
proceed by induction on sup A¯.
Suppose that p ∈ NB, r ∈ NA and r ≤ p ↾A. Let γ = max D¯r. By the induction hypothesis, there is
q<γ ∈ NB<γ satisfying q<γ ≤ p↾γ and q<γ ≤ r ↾γ.
For x ∈ Drγ , let (sx, wx, Fx) = (s
r
x, w
r
x, F
r
x ). For x ∈ D
p
γ rD
r
γ , let (sx, wx, Fx) = (s
p
x, w
p
x, F
p
x ).
Let
L =
∑
{wx : x ∈ Dpγ ∪D
r
γ}+ l
r
γ .
By the induction hypothesis, for each x ∈ Dpγ ∪ D
r
γ , Nx is completely embedded into NB<γ and so each
f˙ ∈ Fx is an NB<γ -name. Choose q
∗ ∈ NB<γ so that q
∗ ≤ q<γ and q∗ decides the values of f˙ ↾ L for
all f˙ ∈
⋃
{Fx : x ∈ Dpγ ∪ D
r
γ}. For x ∈ D
p
γ ∪ D
r
γ and n ∈ L r |sx|, let Kx,n ⊆ ω be the set satisfying
q∗  Kx,n = {f˙(n) : f˙ ∈ Fx}.
Define s∗x for x ∈ D
p
γ ∪D
r
γ in the following way: If x ∈ D
r
γ , then |s
∗
x| = L, s
∗
x ↾ l
r
γ = sx, and for n ∈ Lr l
r
γ ,
s∗x(n) =
⋃
{Kz,n : z ∈ Dr≤x}.
If x ∈ Dpγ rD
r
γ , then |s
∗
x| = L, s
∗
x ↾ l
p
γ = sx, and for n ∈ Lr l
p
γ ,
s∗x(n) =


⋃
{sz(n) : z ∈ D
p
≤x ∩D
r
γ} ∪
⋃
{Kz,n : z ∈ D
p
≤x rD
r
γ} if l
p
γ ≤ n < l
r
γ⋃
{Kz,n : z ∈ (Dpγ ∪D
r
γ)≤x} if l
r
γ ≤ n < L, γ ∈ D¯
p↾A⋃
{Kz,n : z ∈ D
p
≤x} if l
r
γ ≤ n < L, γ 6∈ D¯
p↾A
Now we define q = {(sqx, w
q
x, F
q
x ) : x ∈ D
q} by the following:
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1. Dq = Dp ∪Dq
∗
∪Drγ ;
2. For x ∈ Dq
∗
, (sqx, w
q
x, F
q
x ) = (s
q∗
x , w
q∗
x , F
q∗
x );
3. For x ∈ Dpγ ∪D
r
γ , (s
q
x, w
q
x, F
q
x ) = (s
∗
x, wx, Fx);
4. For x ∈ Dp rQ<γ+1, (sqx, w
q
x, F
q
x ) = (s
p
x, w
p
x, F
p
x ).
We now check that q ∈ NB. The conditions of Definition 4.1 are satisfied below (resp. above) rank γ because
q∗ (resp. p) is a condition. Consider what they say at rank γ. The first clause is trivial. The fourth holds
because the sqx’s all have domain L. The third clause can be checked in two cases.
(i) If x ∈ Drγ , then D
q
≤x = (D
p ∪Dr)≤x = Dr≤x, so
∑
{wqz : z ∈ D
q
≤x} =
∑
{wrz : z ∈ D
r
≤x} ≤ l
r
γ ≤ L.
(ii) If x ∈ Dpγ rD
r
γ , then D
q
≤x = D
p
≤x ∪D
r
≤x, so
∑
{wqz : z ∈ D
q
≤x} =
∑
{wz : z ∈ D
p
≤x ∪D
r
≤x} ≤ L.
For the second, all the requirements except that the sqx’s are partial slaloms follow from the fact that p and
r are conditions. We need to check that |s∗x(n)| ≤ n for each relevant n. If x ∈ D
r
γ , then for l
r
γ ≤ n < L, we
have |s∗x(n)| ≤
∑
{wrz : z ∈ D
r
≤x} ≤ |s
r
x| = l
r
γ ≤ n. If x ∈ D
p
γ rD
r
γ , we consider four cases.
Case 1. lpγ ≤ n < l
r
γ and γ ∈ D¯
p↾A. Definition 4.1(9) for r ≤ p↾A with E = Dp≤x ∩D
r
γ gives
|s∗x(n)| ≤
∑
{wpz : z ∈ E}+ (n− l
p
γ) +
∑
{wpz : z ∈ D
p
≤x r E}
=
∑
{wpz : z ∈ D
p
≤x}+ (n− l
p
γ)
≤ lpγ + (n− l
p
γ) = n.
Case 2. lpγ ≤ n < l
r
γ and γ 6∈ D¯
p↾A. In this case, Dp≤x ∩ D
r
γ ⊆ D
p
γ ∩ A = ∅, so |s
∗
x(n)| ≤
∑
{wpz : z ∈
Dp≤x} ≤ l
p
γ ≤ n.
Case 3. lrγ ≤ n < L and γ ∈ D¯
p↾A. Definition 4.1(8) for r ≤ p ↾A gives
∑
{wrz : z ∈ D
r
γ} ≤
∑
{wpz : z ∈
Dp↾Aγ }+ (l
r
γ − l
p
γ). Removing terms with z 6≤ x from both sides (see Remark 4.2) gives∑
{wrz : z ∈ D
r
≤x} ≤
∑
{wpz : z ∈ D
p
≤x ∩ A}+ (l
r
γ − l
p
γ).
From the formula for s∗x(n) we now get
|s∗x(n)| ≤
∑
{wrz : z ∈ D
r
≤x}+
∑
{wpz : z ∈ D
p
≤x rA}
≤
∑
{wpz : z ∈ D
p
≤x ∩ A}+ (l
r
γ − l
p
γ) +
∑
{wpz : z ∈ D
p
≤x rA}
=
∑
{wpz : z ∈ D
p
≤x}+ (l
r
γ − l
p
γ)
≤ lpγ + (l
r
γ − l
p
γ) = l
r
γ ≤ n.
Case 4. lrγ ≤ n < L and γ 6∈ D¯
p↾A. In this case we have |s∗x(n)| ≤
∑
{wpz : z ∈ D
p
≤x} ≤ l
p
γ ≤ n.
Thus, q is a condition.
We now check Definition 4.1(5–9) for q ≤ r and q ≤ p. Clause 5 follows from the definition of q. For
clauses 6–9, first note that below rank γ, they hold because q∗ ≤ p↾γ and q∗ ≤ r ↾γ. Consider what happens
at rank γ. Clause 6 holds because for x ∈ Dpγ ∪D
r
γ and all the relevant values of f˙ and n, we have from the
definitions that q∗  f˙(n) ∈ Kx,n and Kx,n ⊆ s∗x(n). For clause 7, we consider three cases. Let x < y be
elements of Dpγ ∪D
r
γ .
(i) If x, y ∈ Drγ , then for checking q ≤ r, just use the monotonicity of s
∗
x(n) as a function of x. For checking
q ≤ p (so now we assume x, y ∈ Dpγ as well), we also need to consider values of n such that l
p
γ ≤ n < l
r
γ .
But then s∗x(n) = s
r
x(n) ⊆ s
r
y(n) = s
∗
y(n) because r ≤ p↾A.
This is the only case to consider for checking clause 7 for q ≤ r at stage γ. The remaining cases deal
with checking q ≤ p. Note that if y ∈ Drγ ∩D
p
γ = D
p
γ ∩ A then also x ∈ D
r
γ ∩D
p
γ since A is downward
closed.
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(ii) If x, y ∈ Dpγ rD
r
γ , use the monotonicity of s
∗
x(n) as a function of x.
(iii) If x ∈ Drγ ∩ D
p
γ and y ∈ D
p
γ r D
r
γ , then consider first a value of n such that l
p
γ ≤ n < l
r
γ . We have
s∗x(n) = sx(n) ⊆
⋃
{sz(n) : z ∈ D
p
≤y ∩ D
r
γ} ⊆ s
∗
y(n). Next consider n such that l
r
γ ≤ n < L. We have
s∗x(n) =
⋃
{Kz,n : z ∈ Dr≤x} ⊆
⋃
{Kz,n : z ∈ (Dpγ ∪D
r
γ)≤y} = s
∗
y(n).
This takes care of clause 7. Clause 8 follows from the fact that from the definition of L we have
∑
{wx : x ∈
Drγ ∪D
p
γ} ≤ L − l
r
γ ≤ L − l
p
γ . For clause 9, first we check q ≤ r. If E ⊆ D
r
γ is downward closed in D
r
γ and
lrγ ≤ n < L, then |
⋃
{s∗x(n) : x ∈ E}| = |
⋃
{Kx,n : x ∈ E}| ≤
∑
{wrx : x ∈ E}. Next we check q ≤ p. Suppose
γ ∈ D¯p and let E ⊆ Dpγ be downward closed. Consider four cases.
Case 1. lpγ ≤ n < l
r
γ and γ ∈ D¯
p↾A. Using Definition 4.1(9) for r ≤ p ↾ A and the fact that E ∩ A is
downward closed in Dp↾A, we have
|
⋃
{s∗x(n) : x ∈ E}| = |
⋃
{s∗x(n) : x ∈ E ∩ A} ∪
⋃
{s∗x(n) : x ∈ E rA}|
= |
⋃
{srx(n) : x ∈ E ∩ A} ∪
⋃
{Kx,n : x ∈ E rA}|
≤
∑
{wp↾Ax : x ∈ E ∩ A}+ (n− l
p
γ) +
∑
{wpx : x ∈ E rA}
=
∑
{wpx : x ∈ E}+ (n− l
p
γ).
Case 2. lpγ ≤ n < l
r
γ and γ 6∈ D¯
p↾A. Then E ∩ A = ∅, and the calculation for case 1 reduces to
|
⋃
{s∗x(n) : x ∈ E}| = |
⋃
{s∗x(n) : x ∈ E rA}|
= |
⋃
{Kx,n : x ∈ E rA}|
≤
∑
{wpx : x ∈ E rA}
≤
∑
{wpx : x ∈ E}+ (n− l
p
γ).
Case 3. lrγ ≤ n < L and γ ∈ D¯
p↾A. Let Er be the downward closure in Drγ of E ∩ A = E ∩D
p↾A
γ . Using
Definition 4.1(8) for r ≤ p↾A and removing terms with z 6∈ Er from both sides gives∑
{wrz : z ∈ E
r} ≤
∑
{wpz : z ∈ E ∩ A}+ (l
r
γ − l
p
γ).
Then we get
|
⋃
{s∗x(n) : x ∈ E}| = |
⋃
{Kz,n : z ∈ Er} ∪ {Kz,n : z ∈ E rDrγ}|
≤
∑
{wrz : z ∈ E
r}+
∑
{wpz : z ∈ E rA}
≤
∑
{wpz : z ∈ E ∩ A}+ (n− l
p
γ) +
∑
{wpz : z ∈ E rA}
≤
∑
{wpz : z ∈ E}+ (n− l
p
γ).
Case 4. lrγ ≤ n < L and γ 6∈ D¯
p↾A. We have
|
⋃
{s∗x(n) : x ∈ E}| = |
⋃
{Kz,n : z ∈ E}| ≤
∑
{wpz : z ∈ E}.
Thus, q ≤ r. The proof that q ≤ p is completed by appealing to Lemma 4.5.
The following definition and lemma provide a simple mechanism for extending conditions.
Definition 4.7. Let B ⊆ Q be a downward closed set and γ ∈ B¯. p′ = {(sp
′
x , w
p′
x , F
p′
x ) : x ∈ D
p′} is a
γ-precondition of NB if p
′ satisfies the following:
1. Dp
′
is a finite subset of B;
2. For x ∈ Dp
′
, sp
′
x ∈ T , w
p′
x < ω, F
p′
x is a finite set of Nx-names for functions in ω
ω, and |F p
′
x | ≤ w
p′
x ;
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3′. For x ∈ Dp
′
rDp
′
γ ,
∑
{wp
′
z : z ∈ D
p′
≤x} ≤ |s
p′
x |;
4. For x, y ∈ Dp
′
, if rank(x) = rank(y) then |sp
′
x | = |s
p′
y |.
For ξ ∈ D¯p′ , we will let lp
′
ξ be the length of s
p′
x for x ∈ D
p′
ξ .
For γ-precondition p′ of NB and p ∈ NB , we say p′ is a γ-preextension of p if
1. Dp
′
⊇ Dp and Dp
′
rQ<γ+1 = D
p rQ<γ+1;
2. p′ ↾γ ≤ p↾γ;
3. For x ∈ Dpγ , s
p′
x = s
p
x, F
p′
x = F
p
x and w
p′
x ≥ w
p
x;
4. For x ∈ Dp
′
γ rD
p
γ , F
p′
x = ∅ and w
p′
x = 0;
5. For x ∈ Dp rQ<γ+1, (sp
′
x , w
p′
x , F
p′
x ) = (s
p
x, w
p
x, F
p
x ).
Lemma 4.8. Let B ⊆ Q be a downward closed set, p ∈ NB, γ ∈ B¯, p′ = {(sp
′
x , w
p′
x , F
p′
x ) : x ∈ D
p′} a
γ-preextension of p such that Dp
′
γ 6= ∅, and N < ω. Then there is q ∈ NB such that:
1. q ≤ p and q ↾γ ≤ p′ ↾γ;
2. Dqγ = D
p′
γ and, for x ∈ D
q
γ , s
q
x ⊇ s
p′
x , w
q
x = w
p′
x and, F
q
x = F
p′
x ;
3. Dq rQ<γ+1 = D
p rQ<γ+1 and, for x ∈ Dq rQ<γ+1, sqx = s
p
x, w
q
x = w
p
x and F
q
x = F
p
x ;
4. lqγ ≥ N .
Proof. Let L = max{
∑
{wp
′
x : x ∈ D
p′
γ }+ l
p′
γ , N}.
Note that clause 3 in the definition of “p′ is a γ-preextension of p” ensures that lp
′
γ = l
p
γ as long as the
latter is defined, i.e., as long as γ ∈ D¯p.
Using Lemma 4.6, choose q∗ ∈ NB<γ so that q
∗ ≤ p′ ↾ γ and q∗ decides the values of f˙ ↾ L for all
f˙ ∈
⋃
{F p
′
x : x ∈ D
p′
γ } =
⋃
{F px : x ∈ D
p
γ}. For x ∈ D
p
γ and n ∈ L r l
p′
γ = L r l
p
γ , let Kx,n ⊆ ω be the set
satisfying q∗  Kx,n = {f˙(n) : f˙ ∈ F px}. Note that |Kx,n| ≤ |F
p
x | ≤ w
p
x.
Define sx for x ∈ Dp
′
γ as follows: |sx| = L, sx ↾ l
p′
γ = s
p′
x , and for n ∈ L r l
p′
γ , if x ∈ D
p
γ then
sx(n) =
⋃
{Kz,n : z ∈ D
p
≤x} and if x 6∈ D
p
γ then sx(n) = ∅. Now we define q = {(s
q
x, w
q
x, F
q
x ) : x ∈ D
q} as
follows:
1. Dq = Dq
∗
∪Dp
′
;
2. For x ∈ Dq
∗
, (sqx, w
q
x, F
q
x ) = (s
q∗
x , w
q∗
x , F
q∗
x );
3. For x ∈ Dp
′
γ , (s
q
x, w
q
x, F
q
x ) = (sx, w
p′
x , F
p′
x );
4. For x ∈ Dq rQ<γ+1, (sqx, w
q
x, F
q
x ) = (s
p′
x , w
p′
x , F
p′
x ).
We now need to check that q ∈ NB and q satisfies the requirement. For x ∈ Dp
′
γ , l
p′
γ ≤ n < L, we check that
|sx(n)| ≤ n and leave the rest of the verification to the reader. If x 6∈ Dpγ , then sx(n) = ∅. Suppose now that
x ∈ Dpγ . Then |sx(n)| = |
⋃
{Kz,n : z ∈ D
p
≤x}| ≤
∑
{wpz : z ∈ D
p
≤x} ≤ |s
p
x| = l
p
γ = l
p′
γ ≤ n.
Next we prove that NQ satisfies ccc.
Lemma 4.9. Let W be the collection of conditions q ∈ NQ satisfying the following properties:
1. For all x ∈ Dq, 2 · |F qx | ≤ w
q
x;
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2. For all ξ ∈ D¯q, 2 ·
∑
{wqx : x ∈ D
q
ξ} ≤ l
q
ξ .
Then W is dense in NQ.
Proof. By induction on ξ ≤ rank(Q), we will show that W<ξ is dense in Nξ.
Fix p ∈ Nξ and let γ = max D¯p. Define a γ-preextension p
′ of p by the following: Dp
′
= Dp, p′ ↾γ = p↾γ
and, for x ∈ Dpγ , s
p′
x = s
p
x, F
p′
x = F
p
x and w
p′
x = max{w
p
x, 2 · |F
p
x |}. Let N = 2 ·
∑
{wp
′
x : x ∈ D
p
γ}. Applying
Lemma 4.8 to p, p′ and N , we get a condition q ≤ p as in the lemma. By induction hypothesis, there is a
condition q∗ ∈W<γ , q∗ ≤ q ↾γ. Then q∗ ∪ q ↾{γ} extends q (by Lemma 4.5) and belongs to W<γ+1.
Lemma 4.10. NQ satisfies ccc.
Proof. Let W be the dense set given by Lemma 4.9. If A ⊆ W is uncountable, then thin A out to an
uncountable set A′ ⊆ A such that
(1) {D¯p : p ∈ A′} is a ∆-system with root u;
(2) For ξ ∈ u, there is an lξ such that l
p
ξ = lξ for all p ∈ A
′;
(3) {Dp : p ∈ A′} is a ∆-system with root U ;
(4) For x ∈ U , there are sx and wx such that spx = sx and w
p
x = wx for all p ∈ A
′;
(5) For each U ′ ⊆ U , there is a number kU ′ such that for each p ∈ A′,∑
{|F pz | : for some x ∈ U
′, z ∈ Dp≤x} = kU ′ .
Note that, because p ∈ W , we have 2kU ′ ≤
∑
{wpz : for some x ∈ U
′, z ∈ Dp≤x}.
Let p and q be any two conditions in A′. Let ξ0 < ξ1 < · · · < ξk−1 be the increasing enumeration of D¯p∪ D¯q.
We will inductively define conditions ri ∈ N<ξi+1, i < k, so that
1. ri is a common extension of p↾(ξi + 1) and q ↾(ξi + 1);
2. For each i < k − 1, ri+1 ↾ξi+1 ≤ ri.
Set r−1 = ∅. When ξi 6∈ u, then only one of D¯p, D¯q contains ξi. If ξi ∈ D¯pr D¯q, then let ri = ri−1 ∪ p↾{ξi}.
Then ri inherits from ri−1 and p↾{ξi} the properties needed for being a condition. It extends p↾(ξi + 1) by
Lemma 4.5. It extends q ↾(ξi + 1) because the inclusion of the domains holds and q ↾(ξi + 1) = q ↾(ξi−1 +1),
so the relevant values of x and ξ for which x ∈ Dq or ξ ∈ D¯q in clauses 6–9 of Definition 4.1 applied to
ri ≤ q ↾(ξi +1) all have rank at most ξi−1 and hence the clauses hold because ri−1 ≤ q ↾(ξi−1 +1). Similarly
if ξi ∈ D¯q r D¯p.
Now suppose ξi = γ ∈ u. Proceed as follows.
(a) Let L =
∑
{wpx : x ∈ D
p
γ}+
∑
{wqx : x ∈ D
q
γ}+ lγ .
(b) Get r∗ ∈ N<γi , r
∗ ≤ ri−1 which decides the values of f˙ ↾L for f ∈ F px , x ∈ D
p
γ and f ∈ F
q
x , x ∈ D
q
γ .
For n ∈ L, let Kx,n be the set such that
(i) r∗  {f˙(n) : f˙ ∈ F px} = Kx,n, if x ∈ D
p
γ rD
q
γ ;
(ii) r∗  {f˙(n) : f˙ ∈ F qx} = Kx,n, if x ∈ D
q
γ rD
p
γ ;
(iii) r∗  {f˙(n) : f˙ ∈ F px ∪ F
q
x} = Kx,n, if x ∈ D
p
γ ∩D
q
γ .
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Note that
|
⋃
{Kx,n : x ∈ Dpγ ∪D
q
γ}| ≤
∑
{wpx : x ∈ D
p
γ}+
∑
{wqx : x ∈ D
q
γ}
≤ 2 ·max(
∑
{wpx : x ∈ D
p
γ},
∑
{wqx : x ∈ D
q
γ})
≤ lγ
where the last inequality holds because p, q ∈ W .
(c) For n such that lγ ≤ n < L, define sx(n) as follows.
(i) sx(n) =
⋃
{Kz,n : z ∈ D
p
≤x or for some z
′ ∈ Dpγ ∩ D
q
γ , z ∈ (D
p ∪ Dq)γ and z ≤ z′ ≤ x}, if
x ∈ Dpγ rD
q
γ ;
(ii) sx(n) =
⋃
{Kz,n : z ∈ D
q
≤x or for some z
′ ∈ Dpγ ∩ D
q
γ , z ∈ (D
p ∪ Dq)γ and z ≤ z′ ≤ x}, if
x ∈ Dqγ rD
p
γ ;
(iii) sx(n) =
⋃
{Kz,n : z ∈ (Dp ∪Dq)≤x}, if x ∈ Dpγ ∩D
q
γ .
Suppose E ⊆ Dpγ is downward closed. Then⋃
{sx(n) : x ∈ E} =
⋃
{Kz,n : z ∈ (D
p ∪Dq)≤x for some x ∈ E ∩ U}
∪
⋃
{Kz,n : z ∈ E and for no x ∈ E ∩ U do we have z ≤ x}.
So
|
⋃
{sx(n) : x ∈ E}| ≤
∑
{|F pz | : z ∈ D
p
≤x for some x ∈ E ∩ U}
+
∑
{|F qz | : z ∈ D
q
≤x for some x ∈ E ∩ U}
+
∑
{|F pz | : z ∈ E and for no x ∈ E ∩ U do we have z ≤ x}
≤ 2kE∩U
+
∑
{|F pz | : z ∈ E and for no x ∈ E ∩ U do we have z ≤ x}
≤
∑
{wpz : z ∈ D
p
≤x for some x ∈ E ∩ U}
+
∑
{wpz : z ∈ E and for no x ∈ E ∩ U do we have z ≤ x}
=
∑
{wpz : z ∈ E}.
Similarly, if E is a downward closed subset of Dqγ , then |
⋃
{sx(n) : x ∈ E}| ≤
∑
{wqz : z ∈ E}.
(d) Let ri = r
∗ ∪ {(sx, wx, Fx) : x ∈ Dpγ ∪D
q
γ}, where the triples (sx, wx, Fx) are obtained as follows.
(i) Each sx has domain L, sx ↾ lγ = s
p
x if x ∈ D
p
γ and sx ↾ lγ = s
q
x if x ∈ D
q
γ . (This is unambiguous if
both clauses hold because of item (4) in the list of properties of A′.) For lγ ≤ n < L, sx(n) is as
defined in (c).
(ii) We have wx = w
p
x if x ∈ D
p
γ and wx = w
q
x if x ∈ D
q
γ (and this is unambiguous if both clauses
hold).
(iii) For x ∈ Dp rDq, Fx = F px . For x ∈ D
q rDp, Fx = F
q
x . For x ∈ D
p ∩Dq, Fx = F px ∪ F
q
x .
We must check that ri is as desired. First we check that ri is a well-defined condition. In Definition 4.1,
clause 1 and the first and third statements of clause 2 hold by definition. The second statement holds below
rank ξi because r
∗ is a condition. At rank γ = ξi, it holds because for each x ∈ (D
p ∪Dq)γ and n < L, if
n < lγ then |sx(n)| ≤ n because p and q are conditions and if lγ ≤ n < L then the argument at the end of
(b) above shows that |sx(n)| ≤ lγ ≤ n. For the last statement, we have that |Fx| is bounded by one of |F px |,
|F qx |, |F
p
x |+ |F
q
x |. In all cases, because p, q ∈ W , we have that |Fx| is bounded by either 2 · |F
p
x | ≤ w
p
x = wx
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or 2 · |F qx | ≤ w
q
x = wx. For clause 3, the property is inherited from r
∗ if the rank of x is less than ξi,
and, if the rank of x is ξi, is inherited from p or q if ξi ∈ D¯p r D¯q or ξi ∈ D¯q r D¯p. Otherwise we have∑
{wx : x ∈ (Dp ∪Dq)≤x} ≤
∑
{wpx : x ∈ D
p
≤x} +
∑
{wqx : x ∈ D
q
≤x} ≤ lξi ≤ L. Clause 4 is inherited from
r∗ at ranks below ξi and holds by definition at rank ξi.
Now we check that r extends p and q. By symmetry, it its enough to check that r extends p. All of the
clauses 5–9 in the definition hold below rank ξi because r
∗ ≤ ri−1 ≤ p↾ξi−1+1. Consider now what they say
at rank γ = ξi. The inclusion of the domains and all but the last part of 6 hold by definition of r. The last
part of 6 holds because if x ∈ Dpγ , f˙ ∈ F
p
x and lγ ≤ n < L, we chose r
∗ so that r∗ N<γ f˙(n) ∈ Kx,n ⊆ sx(n).
Because f˙ is a Nx-name and Nx is completely embedded in N<γ , it follows that r
∗ ↾ x = ri ↾ x also forces
f˙(n) ∈ sx(n).
The proof of clause 7 is a case by case analysis. Suppose x, y ∈ Dpγ , x < y and lγ ≤ n < L. Each of x
and y comes under either (c)(i) or (c)(iii). Since the formulas used there are increasing functions of x, we
need only consider the following two cases.
Case 1. x ∈ Dpγ r D
q
γ and y ∈ D
p
γ ∩ D
q
γ . Let m ∈ sx(n) and fix z witnessing this. (So, in particular,
m ∈ Kz,n.) We will show that Kz,n ⊆ sy(n). If z ∈ D
p
≤x, then also z ∈ D
p
≤y, so Kz,n ⊆ sy(n). The other
possibility is that for some z′ ∈ Dpγ ∩D
q
γ , z ∈ (D
p ∪Dq)γ and z ≤ z′ ≤ x. Then z′ ∈ (Dp ∪Dq)≤y, so again
Kz,n ⊆ sy(n).
Case 2. x ∈ Dpγ ∩ D
q
γ and y ∈ D
p
γ r D
q
γ . Fix z ∈ (D
p ∪ Dq)≤x. Taking z′ = x, we have z ≤ z′ < y
witnessing that Kz,n ⊆ sy(n).
For clause 8, we have that
∑
{wx : x ∈ (Dp ∪Dq)γ} ≤
∑
{wpγ : x ∈ D
p
γ} +
∑
{wqγ : x ∈ D
q
γ} = L− lγ by
the definition of L in (a). Finally, clause 9 was checked in (c).
For i = k − 1, we get that ri is a common extension of p and q.
This completes the proof that NQ is ccc.
5 Proof of the main theorem
This section is devoted to the proof of Hechler’s theorem for the null ideal. We will show that the forcing
notion NQ satisfies all the requirements of the theorem.
Lemma 5.1. For a downward closed set B ⊆ Q, p ∈ NQ, ξ ∈ D¯p and N < ω, there is q ∈ NB such that
q ≤ p and lpξ ≥ N .
Proof. Just apply Lemma 4.8 to p′ = p and N .
Lemma 5.2. For a downward closed set B ⊆ Q, p ∈ NB and a ∈ B, there is q ∈ NB such that q ≤ p and
a ∈ Dq.
Proof. We may assume that a /∈ Dp. Let α = rank(a).
If α /∈ D¯p, then define q ∈ NB by letting Dq = Dp ∪ {a}, sqa = ∅, w
q
a = 0, F
q
a = ∅ and other components
of q are the same as p.
Now we assume that α ∈ D¯p. Define an α-preextension p′ of p in NB by letting Dp
′
= Dp ∪ {a}, sp
′
a is
arbitrary with length lpα, w
p′
a = 0, F
p′
a = ∅ and other components of p
′ are the same as p. Apply Lemma 4.8
to p, p′ and N = 0, and we get q ∈ NB with q ≤ p and a ∈ Dq.
Lemma 5.3. For a downward closed set B ⊆ Q, p ∈ NB and a ∈ Dp, there is q ∈ NB such that q ≤ p and
wqa ≥ |F
q
a |+ 1.
Proof. Let α = rank(a). Define an α-preextension p′ of p in NB by letting D
p′ = Dp, wp
′
a = w
p
a + 1 and
other components of p′ are the same as p. Apply Lemma 4.8 to p, p′ and N = 0, and we get q ∈ NB as
required.
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Lemma 5.4. For a downward closed set B ⊆ Q, p ∈ NB, a ∈ Dp and an Na-name f˙ for a function in ωω,
there is q ∈ NB such that q ≤ p and f˙ ∈ F qa .
Proof. First use Lemma 5.3, and then put f˙ into F qa .
LetV be a ground model andG anNQ-generic filter overV. For a ∈ Q, letG↾a = G∩Na = {p↾a : p ∈ G}.
Then G↾a is an Na-generic filter over V.
In V[G], for a ∈ Q let ϕa =
⋃
{spa : p ∈ G and a ∈ D
p}. By Lemmata 5.1 and 5.2, ϕa is defined for every
a ∈ Q, and belongs to S.
Lemma 5.5. In V[G], for every a ∈ Q and f ∈ ωω ∩ V[G ↾ a], for all but finitely many n < ω we have
f(n) ∈ ϕa(n).
Proof. Follows from Lemma 5.4 and the definition of NQ.
Lemma 5.6. For a, b ∈ Q, if a < b and rank(a) = rank(b), then for all but finitely many n < ω we have
ϕa(n) ⊆ ϕb(n).
Proof. Clear from the definition of NQ.
For a ∈ Q, let Ha = Hϕa . Then each Ha is a null subset of 2
ω. We will show that, in V[G], the set
{Ha : a ∈ Q} is order-isomorphic to (Q,≤) and cofinal in (N ,⊆).
Lemma 5.7. Let a ∈ Q. For a Borel null set X ⊆ 2ω which is coded in V[G↾a], we have X ⊆ Ha.
Proof. Follows from Lemma 5.5 and the observation in Section 2.
Lemma 5.8. In V[G], for every null set X ⊆ 2ω there is a ∈ Q satisfying X ⊆ Ha.
Proof. We may assume that X is a Borel set in V[G]. By our assumption that countable subsets of Q have
strict upper bounds, and because NQ is ccc, X is coded in V[G ↾a] for some a ∈ Q, and by Lemma 5.7, we
have X ⊆ Ha.
Lemma 5.9. For a, b ∈ Q, if a ≤ b then Ha ⊆ Hb.
Proof. If a ≪ b, then Ha is coded in V[G ↾ b] and hence Ha ⊆ Hb follows from Lemma 5.7. If a < b and
rank(a) = rank(b), then it follows from Lemma 5.6 and the observation in Section 2.
For each a ∈ Q, let ra = rϕa and Ra = Rϕa as defined in Section 2. As we observed in Section 3, we
define an NQ-name r˙a for ra so that, for p ∈ NQ if a ∈ Dp and |spa| = n then p decides the value of r˙a ↾n.
Lemma 5.10. For a, b ∈ Q, if a 6≤ b then Ha 6⊆ Hb.
Proof. Suppose that a 6≤ b. Since we always have Rb ∩Hb = ∅ and Rb 6= ∅, it suffices to show that Rb ⊆ Ha.
Fix p ∈ NQ and M < ω. By Lemmata 5.2 and 5.3, we may assume that a, b ∈ Dp and wpa ≥ |F
p
a |+ 1.
We will find q ≤ p and m > M which satisfy q  r˙b(m) ∈ sqa(m). This implies that for infinitely many
m < ω we have rb(m) ∈ ϕa(m), and hence Rb ⊆ Ha.
Let α = rank(a), β = rank(b), B = {x ∈ Q : x ≤ b}. Note that a /∈ B by the assumption. Extend p if
necessary to arrange the following.
If Bα 6= ∅, then Bα ∩Dp 6= ∅.
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(The following observation is not used in the proof, but note for clarity that because of the definition of rank
for elements of Q r R, the ranks of the elements of a downward closed set need not be an initial segment
of the ordinals. For example, if R = ω1 ordered as usual and Q is R with new elements eα, where eα ≤ α
but no other relations hold other than the ones needed to ensure transitivity, then eα has rank α and every
subset of {eα : α < ω1} is downward closed. Thus the assumption Bα 6= ∅ can fail even if α < β.)
We set m = max{M, lpα}+ 1.
Using Lemma 5.1, get p∗ ∈ NB extending p ↾B such that |s
p∗
b | ≥ m + 1. By the choice of r˙b, p
∗ decides
the value of r˙b(m), so let k be such that p
∗ NB r˙b(m) = k.
We will construct q ∈ NQ satisfying q ≤ p and q ≤ p∗, using an argument similar to, but somewhat more
difficult than, the proof of Lemma 4.6.
The proof which follows is really two similar but different proofs, one for the case where Bα 6= ∅ and one
for the case Bα = ∅. In order to be able to write as much as possible of the two proofs as one, we will use
the abuse of notation max{lp
∗
α , l
p
α} to designate l
p∗
α when Bα 6= ∅ and l
p
α when Bα = ∅ (in which case l
p∗
α is
actually not defined).
We will be done if we build q ≤ p with k ∈ sqa(m). For x ∈ D
p∗
α , let (sx, wx, Fx) = (s
p∗
x , w
p∗
x , F
p∗
x ). For
x ∈ Dpα rD
p∗
α , let (sx, wx, Fx) = (s
p
x, w
p
x, F
p
x ). Let
L =
∑
{wx : x ∈ Dpα ∪D
p∗
α }+max{l
p∗
α , l
p
α}+m+ 1.
Choose q0 ∈ Nα so that q0 ≤ p↾α, q0 ≤ p
∗ ↾α (and hence also q0 ↾B<α ≤ p
∗ ↾α), and q0 decides the values of
f˙ ↾L for all f˙ ∈
⋃
{Fx : x ∈ Dpα∪D
p∗
α }. For x ∈ D
p
α∪D
p∗
α and n ∈ Lr |sx|, let Kx,n ⊆ ω be the set satisfying
q0  Kx,n = {f˙(n) : f˙ ∈ Fx}. For x ∈ D
p
α ∪D
p∗
α and n ∈ L r |sx|, if (x, n) 6= (a,m) then let K
′
x,n = Kx,n,
and let K ′a,m = Ka,m∪{k}. By the assumption that w
p
a ≥ |F
p
a |+1, we have |K
′
x,n| ≤ wx for all x ∈ D
p
α∪D
p∗
α
and n ∈ Lr |sx|.
Define s∗x for x ∈ D
p
α ∪D
p∗
α as follows. If x ∈ D
p∗
α , then |s
∗
x| = L, s
∗
x ↾ l
p∗
α = sx, and for n ∈ Lr l
p∗
α ,
s∗x(n) =
⋃
{K ′z,n : z ∈ D
p∗
≤x}.
If x ∈ Dpα rD
p∗
α , then |s
∗
x| = L, s
∗
x ↾ l
p
α = sx, and for n ∈ Lr l
p
α,
s∗x(n) =
{⋃
{sz(n) : z ∈ D
p
≤x ∩D
p∗
α } ∪
⋃
{K ′z,n : z ∈ D
p
≤x rD
p∗
α }, l
p
α ≤ n < max{l
p∗
α , l
p
α}⋃
{K ′z,n : z ∈ (D
p
α ∪D
p∗
α )≤x}, max{l
p∗
α , l
p
α} ≤ n < L
Define q1 by q1 = {(sq1x , w
q1
x , F
q1
x ) : x ∈ D
q0 ∪Dp
∗
∪Dpα} where
1. For x ∈ Dq0 , (sq1x , w
q1
x , F
q1
x ) = (s
q0
x , w
q0
x , F
q0
x )
2. For x ∈ Dpα ∪D
p∗
α , (s
q1
x , w
q1
x , F
q1
x ) = (s
∗
x, wx, Fx)
3. For x ∈ Dp
∗
rQ<α+1, (s
q1
x , w
q1
x , F
q1
x ) = (s
p∗
x , w
p∗
x , F
p∗
x )
We now check that q1 ∈ NQ. The requirements of Definition 4.1 are satisfied below (resp. above) rank α
because q0 (resp. p
∗) is a condition. Consider what they say at rank α. The first clause is trivial. The fourth
holds because the sq1x ’s all have domain L. The third clause can be checked in two cases.
(i) If x ∈ Dp
∗
α , then D
q1
≤x = (D
p ∪Dp
∗
)≤x = D
p∗
≤x, so
∑
{wq1z : z ∈ D
q1
≤x} =
∑
{wp
∗
z : z ∈ D
p∗
≤x} ≤ l
p∗
α ≤ L.
(ii) If x ∈ DpαrD
p∗
α , then D
q1
≤x = D
p
≤x ∪D
p∗
≤x, so
∑
{wq1z : z ∈ D
q1
≤x} =
∑
{wz : z ∈ D
p
≤x ∪D
p∗
≤x} ≤
∑
{wz :
z ∈ Dpα ∪D
p∗
α } ≤ L.
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For the second, all the requirements except that the sq1x ’s are partial slaloms follow from the fact that p and
p∗ are conditions. We need to check that |s∗x(n)| ≤ n for each relevant n. If x ∈ D
p∗
α , then for l
p∗
α ≤ n < L,
we have |s∗x(n)| ≤
∑
{wp
∗
z : z ∈ D
p∗
≤x} ≤ |s
p∗
x | = l
p∗
α ≤ n. If x ∈ D
p
α rD
p∗
α , we consider three cases.
Case 1. lpα ≤ n < max{l
p∗
α , l
p
α}. In order for this case to be non-vacuous, we must have α ∈ D¯
p↾B. Then
Definition 4.1(9) for p∗ ≤ p↾B with E = Dp≤x ∩D
p∗ gives
|s∗x(n)| ≤
∑
{wpz : z ∈ E}+ (n− l
p
α) +
∑
{wpz : z ∈ D
p
≤x r E}
=
∑
{wpz : z ∈ D
p
≤x}+ (n− l
p
α)
≤ lpα + (n− l
p
α) = n.
Case 2. max{lp
∗
α , l
p
α} ≤ n < L. If α ∈ D¯
p↾B, then Definition 4.1(8) for p∗ ≤ p↾B gives∑
{wp
∗
z : z ∈ D
p∗
α } ≤
∑
{wpz : z ∈ D
p↾B
α }+ (l
p∗
α − l
p
α).
Removing terms with z 6≤ x from both sides (see Remark 4.2) gives
∑
{wp
∗
z : z ∈ D
p∗
≤x} ≤
∑
{wpz : z ∈ D
p
≤x ∩B}+ (l
p∗
α − l
p
α).
From the formula for sx(n) we now get
|sx(n)| ≤
∑
{wp
∗
z : z ∈ D
p∗
≤x}+
∑
{wpz : z ∈ D
p
≤x rB}
≤
∑
{wpz : z ∈ D
p
≤x ∩B}+ (l
p∗
α − l
p
α) +
∑
{wpz : z ∈ D
p
≤x rB}
=
∑
{wpz : z ∈ D
p
≤x}+ (l
p∗
α − l
p
α)
≤ lpα + (l
p∗
α − l
p
α) = l
p∗
α ≤ n.
If α 6∈ D¯p↾B, then Bα = ∅, so α 6∈ D¯p
∗
. The formula for s∗x(n) thus reduces to s
∗
x(n) =
⋃
{K ′z,n : z ∈ D
p
≤x},
and hence |s∗x(n)| ≤
∑
{wpz : z ∈ D
p
≤x} ≤ l
p
α ≤ n.
Thus, q1 is a condition. We now check Definition 4.1(5–9) for q1 ≤ p∗ and q1 ≤ p↾B ∪Q<α+1. (We only
need the latter, but the former is needed at one point of the proof.) Clause 5 follows from the definition of
q1. For clauses 6–9, first note that below rank α, they hold because q0 ≤ p ↾ α and q0 ≤ p∗ ↾ α. Consider
what happens at rank α. Clause 6 holds because for x ∈ Dpα ∪D
p∗
α and all the relevant values of f˙ and n,
we have from the definitions that q0  f˙(n) ∈ Kx,n and Kx,n ⊆ s∗x(n). For clause 7, we consider three cases.
Let x < y be elements of Dpα ∪D
p∗
α .
(i) If x, y ∈ Dp
∗
α , then for checking q1 ≤ p
∗, just use the monotonicity of s∗x(n) as a function of x. For
checking q1 ≤ p ↾B ∪ Q<α+1, we also need to consider values of n such that l
p
α ≤ n < l
p∗
α . But then
s∗x(n) = s
p∗
x (n) ⊆ s
p∗
y (n) = s
∗
y(n) because p
∗ ≤ p↾B.
This is the only case to consider for checking clause 7 for q1 ≤ p∗ at stage α. The remaining cases deal
with checking q1 ≤ p↾B ∪Q<α+1. Note that if y ∈ Dp
∗
α ∩D
p
α = D
p
α ∩B then also x ∈ D
p∗
α ∩D
p
α since
B is downward closed.
(ii) If x, y ∈ Dpα rD
p∗
α , use the monotonicity of s
∗
x(n) as a function of x.
(iii) If x ∈ Dp
∗
α ∩D
p
α and y ∈ D
p
α rD
p∗
α , then consider first a value of n such that l
p
α ≤ n < l
p∗
α . We have
s∗x(n) = sx(n) ⊆
⋃
{sz(n) : z ∈ D
p
≤y ∩D
p∗
α } ⊆ s
∗
y(n). Next consider n such that l
p∗
α ≤ n < L. We have
s∗x(n) =
⋃
{K ′z,n : z ∈ D
p∗
≤x} ⊆
⋃
{K ′z,n : z ∈ (D
p
α ∪D
p∗
α )≤y} = s
∗
y(n).
That takes care of clause 7. Clause 8 follows from the fact that if α ∈ D¯p
∗
, then from the definition of L we
have
∑
{wx : x ∈ Dp
∗
α ∪ D
p
α} ≤ L − l
p∗
α , and if α ∈ D¯
p
α r D¯
p∗
α , then
∑
{wx : x ∈ Dp
∗
α ∪D
p
α} ≤ L − l
p
α. For
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clause 9, first we check q1 ≤ p∗. If α ∈ D¯p
∗
, E ⊆ Dp
∗
α is downward closed in D
p∗
α and l
p∗
α ≤ n < L, then
|
⋃
{s∗x(n) : x ∈ E}| = |
⋃
{K ′x,n : x ∈ E}| ≤
∑
{wp
∗
x : x ∈ E}. Next we check q1 ≤ p ↾B ∪ Q<α+1. Note that
the elements of rank α are the same for the domains of p and p↾B ∪Q<α+1. Also α ∈ Dpα since a ∈ D
p. Let
E ⊆ Dpα be downward closed. Consider two cases.
Case 1. lpα ≤ n < l
p∗
α . We have
|
⋃
{s∗x(n) : x ∈ E}| = |
⋃
{s∗x(n) : x ∈ E ∩B} ∪
⋃
{s∗x(n) : x ∈ E rB}|
= |
⋃
{sp
∗
x (n) : x ∈ E ∩B} ∪
⋃
{K ′x,n : x ∈ E rB}|
≤
∑
{wp↾Bx : x ∈ E ∩B}+ (n− l
p
α) +
∑
{wpx : x ∈ E rB}
=
∑
{wpx : x ∈ E}+ (n− l
p
α).
Case 2. max{lp
∗
α , l
p
α} ≤ n < L. Let E
′ = {z ∈ Dp
∗
α : for some x ∈ E, z ≤ x}. We have
|
⋃
{s∗x(n) : x ∈ E}| = |
⋃
{s∗x(n) : x ∈ E ∩B} ∪
⋃
{s∗x(n) : x ∈ E rB}|
= |
⋃
{K ′x,n : x ∈ E
′} ∪
⋃
{K ′x,n : x ∈ E rB}|
≤
∑
{wp
∗
x : x ∈ E
′}+
∑
{wpx : x ∈ E rB}.
If E′ is empty, then this last expression is ≤
∑
{wpx : x ∈ E}. If not, then Definition 4.1(8) applied to
p∗ ≤ p↾B (with terms outside E′ eliminated from both sides) gives that∑
{wp
∗
x : x ∈ E
′}+
∑
{wpx : x ∈ E rB}
≤
∑
{wpx : x ∈ E ∩B}+ (l
p∗
α − l
p
α) +
∑
{wpx : x ∈ E rB}
=
∑
{wpx : x ∈ E}+ (l
p∗
α − l
p
α)
≤
∑
{wpx : x ∈ E}+ (n− l
p
α).
Thus, the conditions for q1 ≤ p∗ and q1 ≤ p↾B∪Q<α+1 hold up to rank α. Above rank α, q1 agrees with
p∗, so Definition 4.1(6–9) hold trivially for q1 ≤ p∗. For q1 ≤ p↾B ∪Q<α+1 we need to prove the the clauses
for ξ > α. All of them follow from the fact that p∗ ≤ p ↾B, q1 ↾ ξ ≤ p
∗ ↾ ξ, and q1 agrees with p
∗ at rank ξ.
(The fact that q1 ↾ξ ≤ p∗ ↾ξ is used to check the last part of clause 6.)
Now we apply Lemma 4.6 to p and q1, and we get q ∈ NQ such that q ≤ p and q  r˙b(m) ∈ sqa(m).
Now we have the following main theorem.
Theorem 5.11. Let N be the collection of null sets in 2ω. Suppose that Q is a partially ordered set such
that every countable subset of Q has a strict upper bound in Q. Then in any forcing extension by NQ, (N ,⊆)
contains a cofinal subset {Ha : a ∈ Q} which is order-isomorphic to (Q,≤), that is,
1. for every X ∈ N there is a ∈ Q such that X ⊆ Ha, and
2. for a, b ∈ Q, Ha ⊆ Hb if and only if a ≤ b.
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