Stay time is important for understanding people's travel behavior and mobility motivation. In this paper, by leveraging private car trajectory data, we propose a novel systematic approach for implementing stay behavior detection and stay time prediction. Specifically, we first propose a fuzzy logicbased stay detection method for detecting stay behavior in a large-scale private car trajectory dataset. Then, we design a spatiotemporal feature extraction method called clustering and kernel (CaK) by considering the spatial similarity, temporal periodicity and spatiotemporal correlation of stay behavior data. Furthermore, we propose a stay time predictor (STP) based on gradient-boosting regression trees and a long short-term memory network that can estimate the future durations of private car users' stays in various scenarios. We perform extensive experiments based on two real-life trajectory datasets. The experimental results demonstrate that the STP achieves a predictive accuracy (specifically, the root-mean-square error) of 123.94 and R 2 of 0.893 for stay time prediction of individual stays. This study provides a new perspective for understanding people's stay behavior.
The current popularity of information, sensing and artificial intelligence technologies [1] [2] [3] [4] [5] [6] has created new opportunities for establishing intelligent transportation services based on mining trajectory data. Private cars, which are referred to as small motor vehicles intended for personal use [7] , have become very important for transporting people from one place to another.
A collection of location data of private cars can reflect individual users' travel activities and have a wide range of social and commercial applications, since it offers us the unprecedented ability to understand people's travel and stay behaviors [8] , [9] . Many recent studies have focused on data of public transport vehicles (e.g., buses and taxis); however, The associate editor coordinating the review of this manuscript and approving it for publication was Yin Zhang. it is difficult to use such data to analyze the travel or stay behavior of a specific user [10] , [11] . On the contrary, a private car is used with a clear purpose, and its locations can directly reflect personal travel demand and stay behavior. Several studies have used this characteristic of private car trajectory data to analyze human mobility. For example, a study of a private vehicle trajectory dataset in Italy has provided a mechanistic view of human mobility [12] . In addition, each location along a trajectory has been labeled by [13] with a visit purpose by mining semantic mobility patterns from trajectories of private vehicles, and private car data have been used by [14] to predict the stop-and-wait behavior in cities. Thus, the studies [12] [13] [14] show that private car trajectory data can reflect human mobility and can be used to mine valuable knowledge. The objective of our study is to provide a new perspective for the study on individual stay behavior and implement intelligent prediction models for private car users. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
The true motivation for people's movement or travel, summarized as stay behavior, is that people need to stay in different places, such as sleeping at home, working in an office, shopping at a mall, and dining at a restaurant [15] . Intuitively, stay time is an important feature that reflects key information about the activity during the stay. We can mine valuable information from stay time. For example, a place where a user often stays at night is likely to be his or her home, and a person who often spends time at an opera theater is probably a music lover. Therefore, various stay behaviors have different stay times, depending on people's needs [16] . In addition, stay time is not only related to the purpose of an individual's stay but also indirectly reflects the next travel time. Inspired on this, the authors in [17] studied travel time prediction to learn about the special events at Duluth Entertainment and Convention Center (DECC).
How long will a person stay? The stay time is valuable information for many smart services, such as medical services [18] , a smart charging service [19] , and a smart parking service [20] . For example, predicting the duration of an electric vehicle's stay can help determine a more efficient charging schedule [19] . Predicting the parking time is the key to providing intelligent parking services [20] . In particular, there are several challenges such as sparsity and nonstationarity that still need to be solved to take advantage of high potential predictability of stay behaviors [21] [22] [23] [24] [25] . In this paper, we consider the characteristics of private car users' stay behavior and implement a model to predict how long a user will stay in the current area by using historic stay behavior data.
B. RELATED WORK
In this part, we briefly summarize research related to stay behavior prediction, mainly considering three aspects: stay behavior detection, spatiotemporal feature extraction and stay time prediction methods.
Many novel approaches to stay behavior detection have been proposed. Examples include detecting stay behavior of taxis [26] , buses [27] , and pedestrians [28] . Pinelli et al. proposed a system that uses GPS trajectories to automatically detect or correct bus stop locations [27] . This system requires history GPS trajectories of each vehicle of a transit fleet and the partial ground truth; i.e., it applies a semisupervised approach that limits the universality of the system. Yuan et al. proposed a stay point detection algorithm called parking candidate detection (PCD) and based on the idea of density clustering [29] . Chen and Tan proposed a stay detection method that extracts only the number of visible satellites from the raw GPS data for Indoor-outdoor (IO) status detection [30] . However, this method cannot be used for status detection after the raw trajectory has been collected. Several studies [26] [27] [28] , [30] use only GPS data sources with natural defects, such as the absence of GPS signal in the indoor environment, severe positioning errors and GPS cold start delay. Our approach is different from those of the above studies and uses fuzzy logic to detect a vehicle's stay state and incorporate GPS and in-vehicle sensor data.
Considering spatiotemporal feature extraction, Tran et al. have proposed a spatiotemporal feature learning approach that uses deep 3-dimensional convolutional networks (3D ConvNets) that can be effectively trained on a large-scale supervised video dataset [31] . Xie et al. observed that 3D CNNs are much more computationally intensive than 2D CNNs and are prone to overfitting, and have shown that it is possible to replace many of 3D convolutions by 2D convolutions that are easy to compute [32] . However, while 2D or 3D CNN spatiotemporal feature extraction methods can effectively extract spatiotemporal features of video data, it is difficult to apply them to sparse data, such as GPS trajectories or behavioral events. Shen et al. proposed a spatiotemporal mobility event prediction framework based on a deep neural network (StepDeep) to simultaneously take into account all correlated spatial and temporal mobility patterns [33] . This framework switches mobility events in an area over time into an event video and subsequently regards the mobility prediction problem as a video prediction task. However, this framework is only applicable to event prediction of the next time slice, which is significantly different from prediction of the stay behavior of a discrete time event sequence. Our work focuses on spatial clustering and kernel density estimation methods for spatiotemporal feature extraction, which is suitable for modeling discrete and sparse stay behavior.
The problem of predicting duration of stay has been extensively examined and is very significant in many applied fields, such as medical systems [34] , and intelligent services [35] [36] [37] . As early as 1994, Dan and Clifford designed a prospective stochastic time series model for emergency services' volume and length of stay. Their study [34] showed that simple models (e.g., averages) outperformed more complex ones (e.g., autoregressive integrated moving average). Li et al. studied time patterns and limits of predictability of stay times of taxis' visits to various areas [11] . Although the cited study does not make explicit predictions of vehicular stay time, it provides theoretical support for predictability of stay behavior. Similarly, a study published in Science measured the entropy of each individual's trajectory and observed 93% potential predictability in user mobility across the entire user base [38] . Liu et al. proposed taking advantage of contextual information to predict the stay time of mobile users [35] . Several typical machine learning models were evaluated in that study. However, the study's prediction method that requires contextual information is unsuitable for scenarios where only trajectory information (position and time) can be used to predict stay behavior. Manweiler et al. designed a system for predicting the duration of stay at Wi-Fi hotspots [36] . However, that system is only suitable for prediction of stopping behavior at hotspots that have fixed locations. Gyozo et al. proposed a dynamically weighted ensemble of inhomogeneous continuous time Markov (ICTM) models to predict object movements based on regularities in observed movements [37] . The ICTM [37] approach is most similar to ours. The differences between ICTM and STP are as follows. First, ICTM uses a Markov model for prediction; this approach is only suitable for predicting the stay behavior at places that have been visited before, while STP can be applied to different scenarios and even to model the first visit's stay behavior. Second, ICTM is a statistical method that uses a single rule for learning the spatiotemporal correlation of stay behavior, while STP utilizes clustering and kernel density estimation to extract spatiotemporal features of stay behavior.
C. CONTRIBUTIONS
In this paper, with the goal of predicting individuals' stay behavior, we aim to establish a universal method of predicting stay time without locations' semantic information, and also without analyzing the specific travel purpose of the user. First, we design spatial density clustering and temporal Gaussian kernel density estimation methods to reduce the discrete and non-stationary features of stay behavior data. Furthermore, we construct a stay time predictor (STP) model based on gradient-boosting regression trees (GBRT) and long shortterm memory (LSTM) to predict the durations of private car users' stays. The main contributions of this paper are as follows:
• To better detect the stay behavior of private car users, we adapt to various driving behaviors and scenarios. We present a fuzzy logic-based method to detect stay behaviors in a large-scale private car dataset collected by low-cost on-board location terminals integrated with the global positioning system (GPS), on-board diagnostics (OBD) and communication modules.
• A novel feature extraction method called clustering and kernel (CaK) is proposed for exploiting spatial density clustering and temporal Gaussian kernel density estimation in stay behaviors; this method can reduce sparsity and non-stationarity of stay data and improve the learning ability of the prediction models.
• We propose a stay time predictor (STP) for predicting the future durations of private car users' stays. This method includes GBRT and LSTM, and can obtain accurate stay time predictions in various scenarios.
• We perform extensive experiments with two real-world datasets: a real-life private car users' dataset covering 1,338 days and a public trajectory dataset called GeoLife. In the experiments, we demonstrate our framework's excellent prediction ability on real-life spatiotemporal datasets. The remainder of this paper is organized as follows. Section II describes the data collection equipment and datasets, and provides important definitions. Section III introduces our method of stay behavior detection and prediction for private car users. Experiments are described, and their results are evaluated in Section IV. Finally, we conclude the paper in Section V. 
II. PRELIMINARIES
In this section, we first introduce a private car trajectory collection device. Next, we clarify several definitions to describe the concept of stay behavior more conveniently; finally, we introduce the problem of stay time prediction of a private car user.
A. TRAJECTORY COLLECTION DEVICE
As shown in Fig. 1 , the vehicle location terminal mainly includes three modules: GPS, OBD and the communication module. The GPS module's built-in u-Blox GPS chip can locate the vehicle using the Global Positioning System. The OBD module can read the vehicle's sensor information (e.g., vehicle speed and engine speed) from the OBD interface and supply power to the terminal. The On-board Diagnostics II (OBD-II) standards [39] developed to detect car engine problems can indirectly obtain sensor data, such as vehicle speed and engine speed. This device uses the OBD-II interface to read in-vehicle sensor data. By using the communication module, the location and status of the vehicle can be uploaded to a cloud server for long periods of time without human intervention.
B. DEFINITIONS AND PROBLEM FORMULATION
For convenience of description of the concept of stay behavior detection and prediction, several abbreviations are defined in Table 1 , and several important definitions of this paper are as follows.
Def. 1 GPS Trajectory: Let S GPS denote a GPS trajectory of a private car specified as a sequence of triples of the following form:
where lon n is the longitude, lat n is the latitude, and t n is the sampling timestamp.
Def. 2 OBD Sequence: Let S OBD be an OBD sequence of the following form that represents the sensing data obtained from the OBD interface of a private car:
where v m and rpm m are the OBD data of a private car at time t m , v m is the vehicle speed, and rpm m is the engine speed measured in revolutions per minute (rpm). Def. 3 Stay Behavior: Let S denote the following stay behavior sequence:
where s = (lon, lat, t s , τ ) represents spatiotemporal information of one stay behavior, lon, and lat are the longitude and latitude, respectively, of the center point of the stay area, t s is the timestamp of the start of this stay of a private car, τ = t e − t s is the duration of stay, and t e is the timestamp of the end of the stay.
Problem Statement: The stay time prediction problem is illustrated in Fig. 2 . Given a current stay area a and start time t s of the current stay, the goal of stay time prediction is to predict stay time τ , i.e., how long will the user stay in that area, based on a sequence of historic stay behavior data S reported by the onboard location terminal ( Fig. 1 ).
III. METHODOLOGY
In this section, we introduce a stay detection and stay time prediction method for private car users in detail, following the framework shown in Fig. 3 . The main objective of stay detection (Sect. III-A) is to extract stay behaviors from GPS trajectory and OBD data, and to mine the stay behavior knowledge of private cars. For the problems of nonstationarity and sparse data of private car stay behaviors, we first propose a spatiotemporal feature extraction method called clustering and kernel that performs spatial density clustering (Sect. III-B1) and temporal Gaussian kernel density estimation (Sect. III-B2) to extract the spatiotemporal features of stay behaviors. Afterwards, we propose a prediction model based on a long short-term memory network (Sect. III-C1) and a gradient-boosting regression tree (Sect. III-C2) that can accurately predict stay times of private car users.
Sparseness and non-stationarity are common in private car users' stay behavior data, and cause learning difficulties for general regression models [40] . The CaK method presented in this paper extracts similar spatial features, periodic temporal features, and associated spatiotemporal features from a user's stay data. These key features can reduce the sparsity and nonstationarity of the original stay data. On the other hand, GBRT creates a strong learning model by constructing multiple weak model-based learning machines. Such machines also perform a resampling process. Maurya et al. indicated that ensemble models with resampling is an effective approach to mitigating non-stationarity [41] . GBRT not only indirectly performs re-sampling but also performs the model's adaptive optimization using gradient-boosting, which further improves the model's ability to predict sparsity and nonstationarity. Therefore, this is why the STP method can effectively deal with the sparseness and non-stationarity problems of private car stay data.
A. STAY BEHAVIOR DETECTION
The objective of stay behavior detection is to extract location and time information of stay behaviors from vehicle data (i.e., GPS trajectory and OBD data), as shown in Fig. 4 . OBD data S OBD is read directly from the in-vehicle sensor, and is much reliable than GPS data S GPS . In general, the sampling frequency of the OBD data is lower than that of the GPS, and is variable due to sensor variations of different vehicles. In this part, we propose a method called StayProbe, whereby a fusion of S GPS and S OBD can effectively detect stay behavior of private car users.
Let dist p i , p j be the orthodromic distance of two GPS points p i = (lon i , lat i , t i ) and p j = (lon j , lat j , t j ) that can be calculated by the Haversine formula [42] as follows:
where r = 6371.004 km is the approximate Earth's radius, and
Hence, the mean speed v gps (p i , p j ) calculated from two GPS points p i and p j is as follows:
where t j − t i is the time interval between two points p i and p j and dist p i , p j is the orthodromic distance that can be calculated by Equ. (1) .
The main idea of the StayProbe algorithm is to determine vehicle state using fuzzy logic rules with a time-sliding window. Let W represent the span of the sliding window; W s represents the span of stay state in that sliding window. Let isStay and isMove represent the stay and move states of a vehicle, respectively.
where we set W = 5 minutes in this paper. For example, if it is detected that W s ≥ 3.5 minutes, a vehicle's stay is determined to have occurred. Conversely, detecting that W s < 3.5 minutes signifies the end of a stay. W s is calculated as follows:
where |w i | is the length of the i-th time slice in W , θ i is state of the i-th time slice, θ i = 1 represents the stay state, and θ i = 0 represents the move state. For different sensor data and various types of vehicles, we set up a fuzzy system that consists of a set of fuzzy rules used to detect the stay state for each time slice θ as follows:
where vehicle speed v is and engine speed of S OBD denoted by rpm are obtained from the OBD module in the location terminal, and v gps is the mean vehicle speed calculated by Equ.
(2) and S GPS . In the fuzzy set of StayProbe, rpm has three states (LOW, MIDDLE, HIGH), and v and v gps have three states (SLOW, MIDDLE, FAST) that are calculated by the membership function as follows: where x is the input variable, and a and b are the boundary parameters of the fuzzy membership functions. Tab. 2 shows an example of a fuzzy set for one vehicle; similarly, we can choose different fuzzy set's boundary parameters for different types of vehicles or on-board location devices.
B. SPATIOTEMPORAL FEATURE EXTRACTION
In this part, we introduce a spatiotemporal feature extraction method called clustering and kernel. The CaK method contains two parts -spatial density clustering and temporal Gaussian kernel density estimation -that can extract spatiotemporal features from sparse and non-stationary stay behavior data.
1) SPATIAL FEATURES OF STAY BEHAVIOR
Consider the spatial sparsity of stay behaviors: a private user often repeatedly stays in specific areas (such as homes, offices, shopping malls, etc.). Additionally, due to location errors of GPS, the latitude and longitude values of these stays will be similar but not necessarily the same even if the user stays at exactly the same position. To solve this problem, we extended the density-based spatial clustering of applications with noise (DBSCAN) [43] method to extract the spatial features, thus reducing the sparseness of the original latitudes and longitudes of locations of stays. The main idea is to capture the area the user repeatedly visits, and cluster stays with spatial similarity into the same category. The pseudocode is shown in Algorithm 1; the input data S = {s 1 , s 2 , . . . , s n } is the stay behavior data, where s i represents the i-th stay's data in S. The output data {c 1 , c 2 , . . . , c n } is the number of categories of stays. Parameter eps is the radius of the neighbor field; points within this radius eps are called the neighbor points. Variable minPts is the minimum number of neighbor points. If the number of neighbor points is greater than minPts, the point is called a core point; otherwise, it is called a noncore point. Let CPs represent a set of core points, and NonCPs represent the set of noncore points.
Variable k is the number of categories in each cluster. The algorithm can be abstracted into the following steps: (a) Find the eps neighbors of every point, and identify the core points with more than minPts neighbors, as shown in lines 2 to 6 of Algorithm 1. (b) Find the connected components of core points on the neighbor graph, ignoring all noncore points, as shown in lines 8 to 11. (c) Assign each noncore point to a nearby cluster if the cluster is an eps neighbor; otherwise, assign it to noise, as shown in lines 12 to 18. There are two significant parameters eps and minPts in this algorithm; we set eps = 500 meters, and minPts = 3 Algorithm 1 Density-Based Clustering for Spatial Features Input: S = {s 1 , s 2 , . . . , s n }; eps; minPts; Output: Spatial features {c 1 , c 2 , . . . , c n } 1: Initialize CPs = ∅; NonCPs = ∅ 2: for each s i ∈ {s 1 , s 2 , . . . , s n } do 3: Find the points in the eps neighborhood 4: if number of neighbors ≥ minPts then 5: CPs = CPs {s i } 6: end if 7: end for 8: for each s i ∈ CPs do 9: Find connected components of s i . 10: c i = k 11: end for 12: for each s i ∈ NonCPs do 13: if cluster k is an eps neighbor then 14: c i = k 15: else 16: c i = 0 17: end if 18: end for 19: return {c 1 , c 2 , . . . , c n } points in this study. After spatial density clustering, we can cluster the historical stay behaviors with spatial similarity into categories {c 1 , c 2 , . . . , c n }.
An example of a spatial feature is shown in Tab. 3. In this study, we define that c = 0 represents the stays at the frequent stay region, and c = 0 corresponds to a stay at an isolated region that represents a new location visited by the user for the first time. Fig. 5 visualizes the spatial distribution of raw stay behaviors of one private car over three years, where each color represents a category of stay behaviors, and the light blue dots represent isolated stay behaviors for which similar categories have not been found. After spatial density clustering of historic stay behaviors, we can extract these stay area categories as spatial features.
2) TEMPORAL FEATURES OF STAY BEHAVIOR
The time period of a private car user's stay or the need to use a car (the end time of a stay) is generally expressed in days, weeks or months. The stay behaviors also have a sparsity problem in the time dimension. Fig. 6 visualizes the temporal distribution of stay behaviors of one private car user over three years; the horizontal axis represents the start time t s of a stay, and the vertical axis shows the duration τ of the respective stays. It is observed from Fig. 6 that t s values of stays are generally concentrated in the daytime period, and τ is also the largest in the first day, as shown in the triangular area at the bottom of Fig. 6 ; the number of stays that extend to the second day is relatively small, and only a very small number of values of τ extend past the third day. Because of the sparsity and non-stationarity of stay behavior in the temporal dimension, we use Gaussian kernel density estimation [44] , [45] to further extract the spatiotemporal features.
m , τ n )} be several samples of stay behaviors and assume that these samples follow a Gaussian distribution; then, we can calculate the Gaussian kernel density estimate as follows:
where f m is the minute feature of the stay behavior regardless of date, obtained by dividing one day into 1440 minutes. Variable τ is the duration of stay; K (x) = e −x 2 /2 / √ 2π is a Gaussian kernel, and h is a smoothing parameter called the bandwidth; we set h = 30 minutes in this study. Using Equ. (6) , the temporal distribution of historic stay behaviors can be estimated, as shown in Fig. 7 that visualizes the estimated probability of stay behaviors. In the figure, the x-axis represents the stay start time t s , the y-axis shows the stay time τ , and the z-axis represents the probability of the Gaussian kernel density estimate.
In this study, we estimate the spatiotemporal features of a user's stay behaviors through various categories of stay behavior datasets. Let R f m represent the sample set of the minute feature of the stay behavior; using Equ. (6), the Gaussian kernel density of the minute feature and the stay time can be estimated as follows:
Similarly, let R f w represent the sample set of the week feature of the stay behavior; we can obtain the Gaussian kernel density estimate as follows:
Let R c represent the sample set of the spatial clustering feature c of the stay behavior; then, the spatiotemporal feature can be estimated as follows: Considering the Gaussian kernel density estimate of the minute feature as an example, for each stay time f (i) m ∈ R f m , the temporal feature G m of historic stay behaviors can be calculated by Equ. (7) . As shown in Fig. 8 , curves of different colors represents the respective stay temporal features G m at times {0 : 00, 4 : 00, . . . , 20 : 00}. By following the above steps of clustering and kernel density estimation, we can extract the spatiotemporal features of stay behavior by the CaK method as follows:
C. STAY TIME PREDICTION MODEL As introduced in Sec. II, given a current stay behavior, stay time prediction is a regression problem of modeling stay time τ based on spatiotemporal features of historic stay behavior data. In this part, we introduce two methods of stay time prediction: general stay time predictor (G-STP) and stay time predictor (STP). The G-STP method uses only GBRT as the prediction model, and the STP method uses both LSTM and GBRT in the prediction model, as shown in Fig. 3 . Both methods are based on the gradient-boosting regression tree as the regression model for predicting stay time. The spatiotemporal features of stay behavior can be extracted by the CaK method. However, for a location being visited for the first time, due to the lack of historic data for this newly visited location, the CaK method cannot extract the G c feature. In this paper, we design and use an LSTM model to enhance the G c feature. LSTM is an artificial recurrent neural network which developed to deal with the exploding and vanishing gradient problems that can be encountered when training traditional RNNs. Both GBRT and LSTM are excellent regression algorithms with the ability to learn and predict, considering the running time efficiency of the model, we use two strategies to predict the duration of stay: G-STP and STP. G-STP directly uses the default value of the spatiotemporal feature G c of a new location. STP uses the LSTM model to learn the spatiotemporal feature G c from other vehicles' historic stay behaviors near this newly visited location. Hence, G-STP can be regarded as a simplified version of STP that does not use the LSTM model to complement the spatiotemporal features. 
1) LSTM MODEL
First, we introduce a long short-term memory (LSTM) network to model spatiotemporal feature G c of stay behavior in the newly visited location. Analysis techniques of other stay behaviors are unsuitable for extracting spatial features G c of a stay where a user goes somewhere for the first time. In this part, we use an LSTM model to enhance these spatiotemporal features. To better learn the spatial stay features, two layers of LSTM and one dense layer are stacked on top of each other. An LSTM cell consists of cell memory that stores the summary of past input stay behaviors, and a gating mechanism that controls the information flow between the input, output, and cell memory, as shown in Fig. 9 . Let C t be the state of the memory cell at the current time step t. Then, C t is updated by the following recursive equations:
where σ (x) = 1/ 1 + e −x is the sigmoid function, 
2) GBRT MODEL
In what follows, we introduce the gradient-boosting regression tree (GBRT) to model the duration of a user's stays.
GBRT is a gradient-boosting method that iteratively combines weak base learners into a single strong learner. For a sample set {(ξ 1 , τ 1 ) , . . . , (ξ n , τ n )} of the stay behavior, where ξ is a spatiotemporal feature and τ is the corresponding duration of stay, the goal of the GBRT model is to find an approximation functionF (ξ ) that minimizes the expected value of the specified loss function L (τ, F (ξ )). The least squares method is used in this study, and the square loss L (τ, F (ξ )) = (F (ξ ) − τ ) 2 is used as the loss function. The approximate functionF (ξ ) is as follows:
The GBRT approach entails building an additive model, proceeding forward stage-by-stage; the model is updated by using the gradient descent optimization process with the following steps. First, a constant initialization function is obtained as follows:
where r is the constant value that minimizes F 0 (ξ ), which is a tree with only one root node. Afterwards, M regression trees are built as the respective base learners, where F m (ξ ) represents the m-th regression tree, and m = {1, . . . , M }. The negative gradient value of the loss function is calculated sequentially for each F m (ξ ) as an estimated value of the pseudo-residual r im , calculated as follows:
Next, a regression tree F m (ξ ) is fit to pseudo-residuals r im . Let J be the number of its leaves. The tree partitions the input space into J disjoint regions {R 1m , . . . , R Jm }; a separate optimal value r jm is chosen for each of the tree's regions:
The regression tree is updated according to
where I R jm (ξ ) is an indicator function defined as follows:
Finally, the GBRT model based on M regression trees is calculated as follows:
IV. EXPERIMENT A. BASELINES
To the best of our knowledge, there is no existing technique designed particularly for private car users' stay time prediction. Hence, we compare the proposed models with standard regression models that can be adapted to this problem. K-nearest neighbors (KNN) is a nonparametric method used for regression that outputs a property value for a given object. This value is the average of values of the object's k nearest neighbors. KNN algorithms are effective yet simple to implement, as they are data-driven methods based on the identification of groups of past cases with values similar to the current state of the system [46] .
Support-vector regression (SVR)
is a regression method that maintains all the main features that characterize the algorithm (the maximal margin). SVR algorithms perform well in time series and nonlinear predictions [47] .
Decision tree (DT) is a decision support method that uses a tree-like model of decisions. This model generates a set of rules that can be used for prediction by a repetitive splitting process [48] .
Gradient-boosting regression tree is a nonparametric method of solving regression problems that produces a prediction model in the form of an ensemble of weak prediction models. It builds the model stage-by-stage, following an approach similar to that of other boosting methods, and generalizes them by allowing optimization of an arbitrary differentiable loss function [49] .
B. REAL-LIFE TRAJECTORY DATASET
In this study, the experiments are based on trajectory data retrieved from two real-world trajectory datasets: PriTra and GeoLife.
PriTra is a trajectory dataset collected from many private cars [50] . The open access of the trajectory dataset has been provided in [51] . The PriTra dataset contains trajectory and OBD data for 40,000 private cars from the Pearl River Delta region in China [52] . In this study, we remove some incomplete data and extract stay behavior data of 1,000 private car users from PriTra, which span 1,338 days from February 1, 2015, to September 30, 2018. The localization optimization algorithms and preprocessing methods are applied to enhance the accuracy and reliability of trajectory data [53] , [54] .
GeoLife is a GPS trajectory dataset collected by the GeoLife project of Microsoft Research Asia by 182 users during a period of over five years (from April 2007 to August 2012) [55] . Considering the integrity of data, we extract from the GeoLife dataset 19 users' data with a relatively complete coverage.
C. GROUND TRUTH AND METRICS
Since the actual stay behavior data extracted from GPS and OBD data can directly reflect stay behaviors of private car users, we regard it as ground truth. To evaluate predictions, we compare predicted resultsτ with actual values τ using the following two metrics: root-mean-square error (RMSE) and R 2 score; both are popular metrics used to evaluate the quality of a regression method, and are calculated as follows:
where τ i represents the i-th true stay time in the test set, τ i represents the i-th stay time predicted by a model, and VOLUME 7, 2019 τ represents the mean value of the entire test set. RMSE is the square root of the average of squared errors, and is sensitive to outliers. R 2 is a statistical measure of how well the regression predictions approximate real-world data. R 2 is the coefficient of determination in statistics, which provides a measure of how well observed outcomes are replicated by the model, based on the proportion of total variation of outcomes explained by the model. R 2 = 1 indicates that the regression predictions perfectly fit the data.
D. STAY BEHAVIOR ANALYSIS
In this part, we first compare the stay behavior detection methods. Parking candidate detection (PCD) is a stay point detection algorithm based on the idea of density clustering [29] . The PCD algorithm detects the points within the space and time threshold as parking candidates. In this experiment, we compare the results of PCD and StayProbe under the same conditions, and set the time threshold to 5 minutes and the space threshold to 500 meters. A comparison of detection accuracy and running time of the two methods is shown in Tab. 5; both methods achieve good detection accuracy, and the accuracy of StayProbe is 0.041 higher than that of PCD. The running time of StayProbe for 1000 GPS samples is 0.049 seconds, and is less than that of PCD.
Next, we analyze the stay behavior of private car users using the PriTra dataset. First, we remove some incomplete data and extract stay behavior data of 1,000 active private car users from the dataset that contains 3,772,301 stay behaviors spanning 1,338 days. Fig. 10 shows a statistical boxplot of the frequency of stay behaviors and the stay time distribution in the PriTra dataset. As shown in the left subfigure of Fig. 10 , the average number of user stay behaviors per day in the dataset is 2.84; the standard deviation of the number of stays per day is 0.92; the maximum value is 4.49, and the minimum value is 0.3. As shown in the right subfigure of Fig. 10 , the mean value of user stay time in the dataset is 245.74 minutes, and the standard deviation of stay time is 391.11. Additionally, 25% of stay time is less than 21 minutes, 50% of stay time is less than 72 minutes, 75% of stay time is less than 277 minutes, and only 13.66% of stay time exceed 600 minutes. This also indirectly indicates that stay behavior is non-stationary. In what follows, we will evaluate the effectiveness of the model proposed in this paper for predicting the stay times of private car users.
E. COMPARISON OF PREDICTION PERFORMANCE
First, we show an example of stay time prediction of one private car user (u id is anonymous) in December 2017. We extract 1059 days (from February 1, 2015, to December 26, 2017) of data from a real-world dataset to be used as a training set and predict the length of stay of the car from December 27 to December 30, 2017. Because the CaK method of spatiotemporal feature extraction in this paper can also be combined with KNN, SVR, and DT, we compare our method with baselines referred to as CaK-KNN, CaK-SVR and CaK-DT that represent combinations with the CaK spatiotemporal feature extraction method. Fig. 11 shows an example of stay time prediction, where dots represent the predicted durations of stays, and pentagonal points represent the true durations of stays. The blue, orange, and green dots represent the predicted results of baselines CaK-KNN, CaK-SVR, and CaK-DT; red represents the prediction result of the G-STP predictor that only uses GBDT as the regression method, and purple represents the predicted result of STP. As shown in Fig. 11 , both G-STP and STP are closer than the baselines to real-world values; in particular, the prediction accuracy of STP is much higher than that of other baselines.
Second, we compare the long-term prediction accuracy of G-STP and STP models with that of baselines. Longterm predictions are obtained using a fixed trained model. The longest time span in this experiment is 267 days. Four types of regression methods are chosen as baselines: KNN, SVR, DT, and GBRT (as described in detail in Sec. IV-A). We also compare our method with baselines CaK-KNN, CaK-SVR and CaK-DT constructed as combinations with the CaK spatiotemporal feature extraction method. All of these methods are optimized by Bayesian parameter optimization. Of 1338 days of stay behavior data extracted for 1000 private car users, the first 80% are used as the training set, and the remaining 20% are used as the test set. The long-term prediction results are shown in Fig. 12 , where the box extends from the lower to upper quartile values of the predicted results, the orange line represents the median value, and the upper green triangle denotes the mean value. Two metrics (RMSE and R 2 ) are chosen for the comparison; the lower the RMSE is, and the closer R 2 is to 1, the higher the prediction accuracy of a regression method. The values of RMSE and R 2 statistics are shown in Tab. 6. As shown in Fig. 12 (a) and Tab. 6, the STP model also yields good long-term forecasts. In addition, the prediction accuracy of STP is stable compared to that of other baselines.
Third, we compare the prediction accuracy of methods applied to a public trajectory dataset called GeoLife (described in detail in Sect. IV-B). As shown in Fig. 12 (b) and Tab. 7, compared with the prediction accuracy on the PriTra dataset, the prediction accuracy of each method applied to the GeoLife dataset is significantly lower. The possible reasons are as follows. First, the GeoLife dataset was not specifically collected for the analysis of stay behavior. The data collection process for the latter objective requires human intervention; as a result, the reliability of stay behavior data extraction from the GeoLife dataset (approximately 400 times per car) is not as high as that for the PriTra dataset (approximately 1000 times per car). Second, the amount of stay behavior data in GeoLife is much less than that in PriTra, which results in insufficient training data and consequent underfitting of the model. However, the prediction accuracy of the STP and G-STP methods is still higher than that of the baseline method.
F. HYPERPARAMETERS OF STP
In this part, we first discuss the selection process of hyperparameters in the STP method. Considering the optimization efficiency, we use grid search to select the hyperparameters of the CaK method and Bayesian optimization to select the hyperparameters of the GBRT and LSTM models. To improve the method's robustness, we perform a unified hyperparameter optimization of the comprehensive results for the test data of 1000 vehicles. The hyperparameters are shown in Table 8 .
Then, we compare the sensitivity of STP to various hyperparameters. As shown in Fig. 13 (a) , we compare the sensitivity of STP to hyperparameter minPts ranging from 2 to 10 points while the other parameters are fixed at values shown in Table 8 . The comparison shows that the method performs best if minPts = 3 points. Similarly, as shown in Fig. 13 (b) , we compare the sensitivity to hyperparameter eps ranging from 10 to 5000 meters. In this case, if eps = 500 meters, the prediction error is the smallest. It can be observed from Fig. 13 (a) and (b) that as parameters minPts and eps change, the prediction error of the STP method does not change much, i.e., STP is not very sensitive to the selection of these two parameters. Fig. 13 (c) compares the sensitivity to h ranging from 10 to 60 minutes. It is observed that STP produces the best predictions if h = 30 minutes, and the prediction effectiveness of the model changes significantly as h changes, indicating that the STP method is sensitive to the selection of h.
G. COMPARISON OF PREDICTION ROBUSTNESS
In this part, we compare the robustness of STP with that of baselines in four scenarios: a) New area, which represents a new area that has never been visited, b) History area, which represents an area the user has visited in the past, c) Workday, which includes the regular workdays from Monday to Friday, and d) Holiday, which includes weekends and statutory holidays, where the Workday and Holiday scenarios are based on the start time t s of a stay.
As shown in Tab. 9, the G-STP and STP models consistently outperform the baselines in these four scenarios, and the prediction accuracy of STP is slightly better than that of G-STP. We can derive an interesting result from the above table. In the four scenarios shown, the RMSE of the new area scenario is lower than the respective values in other scenarios, while its R 2 value is only 0.613, i.e., not close to 1. The reason is that the duration of stay in a new area is relatively short, and there is a lack of historical data needed to provide spatial similarity information in the new area. Therefore, although RMSE is low, the value of R 2 is also low. The results in Tab. 9 indicate that the prediction accuracy on a workday is higher than on a holiday, in general, private car users travel more regularly on workdays than on holidays, which is also consistent with daily life.
H. RESULTS OF ANALYSIS OF FEATURE IMPORTANCE
In this part, we evaluate the importance of each feature extracted by CaK. The extraction process was described, and features were analyzed in Section III-B. CaK is a spatiotemporal feature extraction method proposed in this paper that uses clustering for spatial feature extraction and KDE for temporal feature extraction. The result is shown in Tab. 10, where we compare the effects of spatiotemporal features on the STP model in no CaK (no spatiotemporal features), no clustering (no spatial features), and no KDE (not using Furthermore, we perform a fine-grained feature importance comparison. In this experiment, we selectively remove each feature to evaluate the effect of various features on the prediction accuracy. The experiments show that omitting the G m feature has the greatest impact on STP. Let the feature importance of G m be 1; we then successively compare omissions of the other features with that of G m . As shown in Figure 14 , the importance of G m is significantly higher than that of other features. Omitting G c and G w also has a larger impact on the method's results, while features f c , f w , and f wn have little effect. This is also consistent with the experimental results in Table 10 , which indicates that G m plays a major role among features.
I. EFFICIENCY
In this part, we compare the contributions to efficiency of our approach from preprocessing (including CaK), training and prediction. Tab. 11, where we compare the processing and computational efficiency of G-STP and STP, illustrates the efficiency of our approach. The code used in the experiment and tests was written in and compiled with Python version 3.6.5. Results were obtained on a PC with 32GB of RAM and an Intel Xeon E2-1230 v2 CPU operating at 3.3 GHz, running Windows 10. The LSTM model was GPU-accelerated using the TensorFlow backend on an NVIDIA GTX 1060 6GB GPU. As shown in Tab. 11, the average times of preprocessing, training, and prediction of the G-STP method are 0.098, 4.051, and 0.0062 seconds, respectively, per 1000 samples. Similarly, the average times of preprocessing, training, and prediction of the STP method with GBRT and LSTM are 11.077, 3.895, and 6.052 seconds, respectively, per 1000 samples. It should be noted that in this study, data on approximately 3 million stays were used to train the LSTM model offline, and the total training time of 100 epochs was approximately 3.2 hours. Therefore, we can choose G-STP or STP depending on the application needs. Compared to the stays' data sampling interval, both G-STP and STP can obtain nearly real-time predictions of stay behaviors.
The prediction accuracy of STP improves slightly compared with that of the G-STP method. A comparison of Spearman coefficients of the G c feature and the duration of stay τ in the STP and G-STP methods can indirectly show how the LSTM model enriches the G c feature in the STP method. The Spearman coefficient [56] assesses how well the relationship between two variables can be described using a monotonic function. If the coefficient is 1, the two groups of data have a strong and positive correlation. The coefficient of -1 indicates a strong and negative correlation, while the coefficient of 0 indicates that there is no correlation. As shown in Fig. 15 , in the G-STP method the mean value of the Spearman coefficient of G c and duration of stay τ is 0.26, and the variance is 0.18. In the STP method, the mean value of the Spearman coefficient is 0.29, and the variance is 0.17. It is observed that in the STP method, LSTM can enrich the spatiotemporal feature G c , but using the LSTM model will increase the running time. We can choose to use G-STP or STP according to different application requirements.
V. CONCLUSION
In this paper, we propose a novel stay time prediction approach called STP to predict the duration of private car users' stays. The prediction performance of STP is evaluated on a large-scale real-life dataset. The experimental results show that STP outperforms seven baselines. In addition, the proposed spatiotemporal feature extraction method called CaK can mitigate the sparsity and non-stationarity of the stay behavior. In the future, in addition to considering trajectory data to analyze stay behavior, we will exploit other types of data, such as road networks, weather, etc., to enhance the performance of our approach. We will also incorporate the ideas of transfer learning and federated learning to improve the applicability of stay behavior prediction.
