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Negli ultimi tempi il mondo de
t-
tare al meglio lo spettro radio e di garantire qualità di servizio sempre maggiori. 
Questa evoluzione prosegue, tuttora, di pari passo con quella dei sistemi di calcolo, 
, 
garantendo comunque un throughput elevato1. 
onero-
, e in seguito su 
circuiti integrati specializzati (ASIC), è agevolata dai numerosi strumenti presenti 
essere flessibile; inoltre il tempo necessario per la progettazione di questo è spesso 
proibitiva, rendendo poco conveniente questa strada. 
Lo sviluppo di sistemi multi-core ha reso possibile un a-
zioni vicine a quelle ottenute su ASIC, flessibile e relativamente semplice, in quanto 
realizzata utilizzando linguaggi di programmazione con un più alto livello di astra-
zione. 
Questo tema è già stato affrontato ampiamente da molti autori, a partire dalle tecni-
che per implementare al meglio un qualsiasi algoritmo in ambito Software Defined 
Radio su sistemi multi-core [1], fino agli studi di G. Falcao sui decodificatori LDPC 
[2] [3] [4] che, oltre a studiare le proprietà degli algoritmi, in questo caso la decodi-
fica LDPC, ha cercato delle soluzioni efficienti per la loro implementazione su vari 
                                                 
1 Il throughput è definito come la quantità di dati elaborati dal sistema per unità di tempo 
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tipi di architettura, analizzandone ampiamente tutti gli aspetti salienti come i colli di 
bottiglia. 
LDPC sviluppati hanno prestazioni eccellenti, 
2; questi sono stati progettati unicamente per avere 
 
Per quanto le prestazioni siano un requisito fondamentale in questo tipo di applica-
zioni, un sistema integrato dovrà avere la possibilità di modificare il proprio funzio-
 
In questo lavoro si esplora la possibilità di realizzare un sistema più flessibile sacri-
ficando, in parte, le prestazioni; si è cercato, inoltre, di impostare il software in ma-
niera modulare in modo che, in futuro, si possano aggiungere facilmente altre 
funzionalità fino alla realizzazione un apparato di ricezione DVB-S2 completo. 
Il decodificatore sviluppato, nonostante implementi lo stesso algoritmo usato nei la-
vori degli altri autori, ha una struttura molto diversa dal punto di vista della scrittura 
del codice: esso gode di una più alta flessibilità a discapito delle prestazioni che so-
no inferiori anche se comparabili con  
In futuro sarà necessario valutare la realizzazione di un decoder che sia un com-
promesso tra queste diverse filosofie. 
Nei primi capitoli sono introdotti i concetti teorici fondamentali circa gli algoritmi 
implementati e  In particolare, partendo 
, tra cui [5], in che modo que-
st  
In seguito, è analizzata la filosofia e il funzionamento di base del sistema imple-
mentato, concentrandosi sulle strategie utilizzate per renderlo efficiente. 
Nel capitolo quinto, sono misurate e analizzate le prestazioni del sistema dimo-
, 
interno del framework utilizzato. 
Infine, nel capitolo conclusivo, dopo aver confermato la validità del progetto, sono 
proposte migliorie e alcune considerazioni riguardo a possibili studi futuri, insieme 
con delle linee guida da seguire per realizzare, infine, un terminale completo. 
                                                 








In questo capitolo sarà presentata una panoramica sulla teoria dei codici lineari e 
LDPC, saranno quindi presentate alcune sottoclassi di codici ed alcuni algoritmi di 
codifica/decodifica con riferimento alla sottoclasse di appartenenza dei codici dello 
standard DVB-S2. 
I codici di canale LDPC (Low Density Parity Check) furono inventati da Robert G. 
Gallager nel 1960, e poi dimenticati per 
calcolo richiesta per la decodifica. 
Solo nel 1993 furono o-
ni simili, per applicazioni satellitari e in spazio profondo. 
Nel 2003 un codice LDPC è stato introdotto per implementare la codifica interna  
nello standard DVB-S2 e, negli anni successivi, sempre più applicazioni hanno 
adottato questa classe di codici. 
I codici LDPC sotto certe condizioni offrono prestazioni cosiddette p-
p ovvero che tendono ad avvicinarsi al limite teorico di Shannon. 
2.1.1 Definizioni e parametri caratteristici 
 
Figura 2.1: Schema a blocchi di riferimento 
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I codici LDPC appartengono alla classe dei codici lineari a blocco, pertanto godono 
di certe proprietà e sono definiti da alcune matrici. 
Il flusso di bit che si vuole codificare è suddiviso in blocchi da K bit, ognuno indi-
pendente dagli altri; assumendo che un singolo bit sia rappresentato come uno sca-
lare appartenente a GF(2)3 il blocco di bit è un vettore colonna x appartenente a 
GF(2)
K. 
Ciascun blocco di bit è codificato mediante una moltiplicazione matriciale del tipo  
con G matrice N x K (detta matrice generatrice), c vettore colonna lungo N (detto 
parola di codice o codeword) con . 
Il rapporto  è detto ate  l-
la ridondanza aggiunta ai bit trasmessi, a sua volta questa dà di 
quanto i dati siano protetti dal rumore: infatti più la rate è bassa più bit vengono ag-
giunti alla trasmissione più è bassa la probabilità di errore di decodifica a parità di 
rapporto segnale rumore. 
Dalla matrice generatrice è possibile ricavare una seconda matrice M x N con M=N-
K, detta matrice di controllo parità H, tale per cui 
La formula (2.2) definisce un sistema di equazioni che le parole di codice devono 
soddisfare sempre. Se per N bit ricevuti tutte le equazioni sono soddisfatte, ovvero 
se la moltiplicazione matriciale Hc dà come risultato il vettore 0, allora gli N bit co-
stituiscono una parola di codice; viceversa  
La decodifica, in caso di canale rumoroso, si basa sulla matrice H: infatti una volta 
ricostruita la parola di codice effettivamente trasmessa è facile risalire ai bit di in-
formazione iniziali, applicando la trasformazione inversa di G. 
                                                 
3  analoga 
oleana AND 
4 Le matrici vengono indicate in grassetto, i vettori sono sottolineati e salvo ulteriori indicazioni sono 
sempre vettori colonna 
  (2.1) 





Nel caso di codici LDPC la matrice H 1  nella matri-
ce è molto minore del numero di 0 Low D iferito appunto al numero di 
1 . 
Questa proprietà della matrice H offre come principale vantaggio quello di diminui-
, come vedremo in seguito, è pro-
1 lizzare codici di grandi 
dimensioni, ovvero con N molto grande, che si avvicinano maggiormente al limite 
teorico di Shannon. 
È da notare che, pur essendo H sparsa, G non lo è necessariamente. In caso di ma-
trici grandi ciò costituisce un problema a causa del tempo richiesto per la moltipli-
cazione tra i bit di informazione e la matrice G. In tali casi è preferibile usare 
algoritmi di codifica diversi. 
Si può definire E  la densità nel modo seguente 
Se i primi K bit di una parola di codice corrispondono ai bit di informazione origi-
nali, il codice si dice sistematico. In questo caso si semplifica notevolmente 
 volta completata la decisione in quanto essi 
sono già presenti senza bisogno di ulteriori calcoli. 
Per i codici sistematici le matrici G e H assumono una forma del tipo 
Oppure 
Un importante parametro per tutti i tipi di codici lineari è rappresentato dalla distan-
za minima dmin che indica la minima distanza di Hamming
5 tra due parole di codice 
qualsiasi. 
Si può dimostrare che ogni codice a blocco lineare ha la capacità di rilevare dmin  1 
errori e di correggere  errori. 
                                                 
5 La distanza di Hamming tra due vettori di bit è definita come il numero di bit per i quali essi diffe-
riscono 
  (2.3) 
  (2.4) 
  (2.5) 
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Si possono definire anche due sequenze di numeri, spesso considerate come coeffi-
cienti di due polinomi che indicano il peso di colonne e righe della matrice H, dove 
: 
Quando i pesi sono costanti per tutte le righe e tutte le colonne il codice viene detto 
regolare e in genere si indicano semplicemente wc e wb come parametro singolo. In 
caso contrario il codice è irregolare. 
Da notare che deve essere sempre verificato 
che nel caso di codici regolari si riduce a 
Nel caso di codici regolari valgono anche le seguenti relazioni 
2.1.2 Rappresentazione della matrice di parità 
ambito dei codici LDPC la matrice di parità viene in genere rappresentata con 
un grafo bipartito, detto grafo di Tanner. 
Il grafo è formato da N nodi detti nodi variabile (o nodi bit) che corrispondono ai bit 
della parola di codice che si vuole decodificare, e da M nodi, detti nodi di controllo, 
che corrispondono alle equazioni di parità definite dalla matrice H. 
Tra il generico nodo variabile n e il nodo di controllo m vi è un collegamento se  
Hmn = 1 
Dato che la matrice H è sparsa anche il grafo risulterà sparso, ovvero avrà pochi 
collegamenti. 
  (2.6) 
  (2.7) 








   
  (2.11) 





Figura 2.2: Codice di esempio: parametri caratteristici e relativo grafo di Tanner 
 
L rappresentato dal prodotto del vettore di bit 
di informazione con la matrice G del codice; la decodifica è ottenuta mediante 
, ovvero x = G-1c. 
Come già descritto precedentemente il semplice prodotto ha una complessità accet-
tabile solo per codici di piccole dimensioni; nei casi di nostro interesse la matrice G, 
che non è sparsa, è troppo grande: mentre la decodifica è comunque possibile, la 
codifica non lo è, e sono necessari algoritmi più semplici oppure codici studiati ad-
hoc per rendere la codifica più semplice. 
Inoltre per memorizzare una matrice binaria così grande è richiesta una grande 
quantità di memoria. 
Per esempio la matrice G del codice LDPC usato nello standard DVB-S2 nel caso di 
trama normale e rate 1/2 è  elemento venga 
memorizzato con un bit di memoria, occuperebbe circa 250 MB. 
Questo problema è solo lievemente mitigato nel caso di codici sistematici che of-
dalla parola di codice decodificata.  
Ciononostante è comunque possibile ricorrere alla moltiplicazione matriciale in ap-
plicazioni per le quali N e K risultino limitati in valore.  
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In caso si conosca solo H è possibile risalire a G a-
zione di Gauss-Jordan su H fino ad arrivare a una forma del tipo : a questo 
punto  che è in forma sistematica. 
Fortunatamente esistono alcune sottoclassi di codici LDPC che hanno proprietà tali 
notevolmente: in alcuni casi si 
riesce ad avere addirittura una complessità lineare e una codifica in tempi piuttosto 
brevi.  
Come vedremo i codici LDPC dello standard DVB-S2 appartengono a una di queste 
sottoclassi. 
2.2.1 Codici Repeat-Accumulate 
Per questi codici (RA) lo schema del codificatore è rappresentato in Figura 2.3.  
Ogni bit di informazione viene ripetuto q volte, ottenendo un frame lungo qK. A 
questo frame è quindi applicata una permutazione casuale di dimensione fissa ai bit 
e in seguito questi vengono elaborati da un accumulatore differenziale6 con funzio-
ne di trasferimento . 
 
Figura 2.3: Diagramma a blocchi di un encoder RA 
I principali difetti dei codici RA sono gli elevati valori di probabilità di errore per 
alti rapporti segnale-rumore e la scarsa possibilità di scelta della rate: dato che q è 
un numero intero le rate possibili sono solo  eccetera. 
Per ovviare a queste limitazioni sono stati inventati i codici RA irregolari (IRA): lo 
schema è simile a quello dei codici RA ma, a differenza di questi, i bit vengono ri-
petuti un numero variabile di volte e possono anche essere sommati tra di loro pri-
 
                                                 
6 Un 1000110 -> 
01111011 




La definizione originale dei codici IRA in [1] consiste in un grafo di Tanner con 
una struttura particolare raffigurata in Figura 2.4. Vedremo in seguito che le due de-
finizioni qui date coincidono. 
Vi sono K nodi variabile a sinistra detti nodi informazione, R nodi di controllo al 
centro, e altri R ti nodi di parità, collegati ai no-
di di controllo a zigzag. 
Il codice è definito con una sequenza di numeri del tipo : il signifi-
cato degli fi è che ci sono Kfi nodi informazione che sono collegati ad i nodi di con-
trollo, mentre a significa che ogni nodo di controllo è collegato ad a nodi 
informazione.  
a sinistra genera, andando verso destra, i bit di parità. 
In fase di codifica i bit di informazione vengono assegnati ai nodi informazione; i 
nodi di controllo impongono la condizione che la somma dei nodi collegati ad essi 
deve essere 0: in questo modo i nodi parità a destra assumono un certo valore. 
 
Figura 2.4: Grafo di Tanner di un codice IRA e schema a blocchi equivalente 
Questo schema può anche essere utilizzato per generare i soli bit di parità (R=M): in 
questo caso il codice sarà sistematico, per semplicità  sarà considerato 
solo questo caso. 
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È facile vedere che il grafo in Figura 2.4 è una versione con i nodi disposti in ma-
niera differente di un generico grafo di Tanner. 
La matrice H associata al grafo di un codice IRA avrà dimensioni R x N = M x N 
ossia 
matrice sparsa con righe di peso a+2, tranne la prima che ha peso a+1 (in tutto la 
matrice contiene M(a+2)-1 ). 
In precedenza sono state date due definizioni di codice IRA. Sarà ripresa ora la de-
finizione basata sul metodo di codifica come successione di blocchi di elaborazione 
dei bit e vedremo come la matrice di parità risultante coincida con quella appena ot-
tenuta dalla definizione originale. 
Un encoder IRA è formato da quattro blocchi di elaborazione. Ciascun blocco può 
essere pensato come un codice a sé stante e quindi con la propria matrice generatri-
ce associata. 
 Un codice a ripetizione variabile con una matrice  del tipo 
dove ogni gruppo verticale di 1  ha una lunghezza variabile, in particolare 
in riferimento alla notazione descritta precedentemente, ci sono Kfi colonne 
di peso i. 
 Una permutazione  con generatrice  che consiste in una versione 
con le colonne permutate della matrice identità IaM 
 che somma tra loro gruppi di a bit adiacenti 
del tipo 
  (2.12) 
  (2.13) 




ogni riga è di peso a 
 Un accumulatore differenziale, che si può dimostrare ha matrice generatrice 
 triangolare del tipo 
Si può dimostrare inoltre che la sua inversa è una matrice con doppia diago-
nale:  
Con riferimento ai soli codici sistematici, dove la catena di blocchi serve solo per 
produrre i bit di parità che vengono poi appesi ai bit di informazione, si ha che 
Da notare che G1 = Ga Gr è una matrice sparsa, precisamente formata, a meno di 
casi degeneri, da aM  1 . 
Supponendo che la matrice parità H sia formata da due sottomatrici  




Dato che P è anche uguale a DG1, 
 
  (2.14) 
  (2.15) 
  (2.16) 
  (2.17) 
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 e quindi la matrice di parità del codice risulta essere  
che è sparsa. In particolare è facile verificare che è la stessa matrice ottenuta par-
tendo dalla definizione originale di codice IRA.  
Infine esiste una ulteriore estensione dei codici IRA , i codici eIRA, 
 
Questi codici differiscono dagli IRA per il fatto che la matrice H non presenta una 
doppia diagonale sulla destra, ma una generica matrice con colonne di peso 2 tranne 
u-
mulatore differenziale bensì una qualche funzione indefinita a priori. 
Si noti che i codici RA sono un caso particolare dei codici IRA che a loro volta so-
no un caso particolare dei codici eIRA. 
Infine, per questa sottoclasse di codici, asi. 
Nella prima fase si esegue la ripetizione dei bit, la loro permutazione e la loro som-
ma in gruppi, semplicemente facendo la moltiplicazione matriciale tra i bit di in-
formazione e la matrice G1. Questo prodotto matriciale non è particolarmente 
oneroso perché essendo H sparsa e visto che G1 compare direttamente in questa, al-
 
ovvero devono essere moltiplicati per D. Questa operazione si può fare con com-
plessità lineare basandosi sul soddisfacimento delle equazioni di parità. 
Si definiscono: pi -esimo bit di parità da calcolare, il u  il vettore dei K bit di in-
formazione da codificare e il vettore b lungo M tale che , calcolato nella 
prima fase. 
In questo modo le condizioni di parità si riducono a un sistema di equazioni compo-
sto da 
  (2.18) 
  (2.19) 




dove i H di peso a+1 , e altre M-1 equazioni del tipo 
risolvibili iterativamente, con pk bit di parità calcolato al passo precedente, e j indice 
me nel passo corrente. 
I bit di parità vengono quindi calcolati seguendo un certo ordine dipendente dalla 
matrice, l quindi conoscere questo ordine che può essere comunicato 
al programma tramite una sequenza di numeri oppure può essere ricavato 
dal  
svolto solo in maniera sequenziale. 
 
Con algoritmi di decisione si intendono quegli algoritmi che, a partire dal segnale 
ricevuto,  risalgono ai bit effettivamente trasmessi sul canale.  
Per i codici LDPC la classe di algoritmi più utilizzata è quella Message Passing 
(MP), o a passaggio di messaggi. 
Questi sono algoritmi iterativi dove a ogni iterazione un nodo del grafo di Tanner 
 ai nodi vicini dei messaggi contenenti informazioni basate sul segnale 
ricevuto e sulle informazioni ricavate nei passi precedenti in modo da decidere, col-
laborando, quale parola di codice è stata inviata sul canale.  
La sotto-classe più importante di questo tipo di algoritmi sono gli algoritmi Belief 
Propagation (BP) o a propagazione di opinione, in questi algoritmi i nodi si tra-
e de-
cidono collaborativamente il valore del bit.  
 che un bit sia uno 0 o un 1.  
 con altre grandezze collegate alla probabili-
tà, come il rapporto di verosimiglianza o il suo logaritmo. 
I messaggi vengono propagati solo lungo i collegamenti del grafo di Tanner della 
matrice H. 
Poiché per i codici LDPC questo grafo è sparso, anche il numero di messaggi è rela-
questi algoritmi. 
 
  (2.20) 
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2.3.1 SPA 
 considerato si chiama SPA (Sum 
Product Algorithm). Le formule per il calcolo delle variabili interne durante 
 direttamente dalle definizioni di probabilità. 
 
In particolare un singolo messaggio è formato dalle probabilità che un certo bit sia 0 
e 1 condizionate a tutte le informazioni provenienti dagli altri nodi e dal canale. 
-esimo bit sia 1 o 0 condizionate al solo segnale 
ricevuto: 
l il proprio bit sia 
0 o 1 attraverso  e , queste sono le probabilità che il bit sia rispetti-
vamente 0 o 1 condizionate al segnale ricevuto yn e al soddisfacimento delle equa-
zioni di parità. 
Il nodo variabile inoltre manda ai suoi nodi di controllo connessi, un messaggio 
composto da  e , che hanno lo stesso significato dei  e 
 i-
sfacimento della equazione di parità del nodo destinatario.  
questi messaggi prende il nome di processing 
verticale. 
nendo  e , in quanto ov-
arrivo dal solo canale. 
Si noti che nel caso di canale AWGN con modulazione BPSK 
dove yn è il segnale ricevuto. 
Il generico nodo di controllo m, invece, invia al nodo variabile n un messaggio 
(composto da  e ) , l, che la 
  (2.21) 
  (2.22) 




somma dei bit connessi a quel nodo di controllo, tranne il nodo variabile a cui si sta 
inviando il messaggio sia 0.  
questi messaggi prende il nome di processing 
orizzontale.
Un altro modo di esprimere questa definizione è che il messaggio  rappre-
senta la probabilità che il bit xn 
parità di indice m, ovvero  
 che 
dove q1 e q2 sono le probabilità che i nodi variabile 1 e 2 siano a 1. Aumentando il 
numero di addendi si ottiene 
Quindi per induzione si può dire che  
Di conseguenza il messaggio che dal nodo di controllo va al nodo variabile sarà da-
to da 
 
                                                 
7 La dicitura   significa insieme dei nodi variabile connessi al nodo di controllo m tranne il 
nodo variabile di indice n 







  (2.26) 
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Questi messaggi rappresentano le probabilità condizionate al solo soddisfacimento 
delle equazioni di parità.  
Il nodo variabile può ora combinare tutte queste informazioni insieme alle informa-
zioni provenienti dal canale facendo il prodotto di queste probabilità, ottenendo così 
la probabilità finale che un bit sia 0 o 1. 
Come detto precedentemente, i messaggi da inviare ai nodi di controllo si calcolano 
in modo simile senza includere le informazioni provenienti dal nodo destinatario, 
quindi i messaggi per la prossima iterazione si calcolano come 
In entrambi i casi i coefficienti Knm e knm vanno scelti in modo che la somma delle 
due componenti sia 1.  
ermina quando si raggiunge un numero massimo di iterazioni, oppure 
quando la sequenza di bit più verosimile in un certo momento soddisfa le equazioni 
di parità. 












  (2.30) 




Si può dimostrare che se il grafo del codice soddisfa certe proprietà, in particolare 
se non ha degli anelli  
In definitiva questo algoritmo, che è quasi-ottimo, è caratterizzato da numerose 
moltiplicazioni che dal punto di vista computazionale sono operazioni onerose.  
Nella sezione seguente saranno illustrate alcune semplificazioni che permettono di 
semplificare il procedimento. 
2.3.2 MSA 
ogni probabilità è memorizzata in due versioni: la probabilità che un bit sia 0 e che 
sia 1. 
i-
lità i rapporti di verosimiglianza (likelihood ratios, LR) oppure il logaritmo del rap-
porto di verosimiglianza (log-likelihood ratio LLR). In questo modo si possono 
concentrare in un numero solo le stesse informazioni di prima. 
Per una generica variabile aleatoria binaria x si definiscono 
Esprim
come descritto di seguito. 
 






  (2.31) 
  (2.32) 




l precedente diventa 
 
a-




Figura 2.5: funzione (x) 
Dato che la tangente iperbolica è una funzione dispari e monotona crescente, si può 
 





Si definisce una funzione 
inversa di se stessa, ossia , e otteniamo infine la nuova 
formula del processing orizzontale 
In questo modo il prodotto dei segni si può calcolare come somma del bit di segno 
dei vari fattori, la produttoria è stata sostituita da una sommatoria (la S in MSA sta 
per sum) e la funzione  è abbastanza regolare da essere implementata come 
lookup table. 
Successivamente è possibile applicare il logaritmo a entrambi i membri e derivare la 
nuova formula del processing verticale di seguito: 
Anche in questo caso la produttoria è diventata una sommatoria a vantaggio del 
tempo di esecuzione  
, a partire dagli si possono decidere i bit della parola ricevuta 
 
  (2.33) 




  (2.36) 
  (2.37) 
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Con questo algoritmo la complessità è notevolmente ridotta, tuttavia resta il pro-
blema della funzione  che, se implementata con una look-up table, manca di 
precisione e può richiedere una notevole quantità di memoria. 
Inoltre fino ad ora sono stati introdotti solo alcuni artifici 
è fondamental  La vera approssimazione si ottiene studian-
do le proprietà della funzione . 
Si può infatti dimostrare che vale la seguente approssimazione 
Quindi sostituendo questo termine nella formula precedente si ottiene la formula de-
finitiva del processing orizzontale 
in questo modo si ottiene quindi il vero e proprio algoritmo MSA, acronimo di min-
sum algorithm ad evidenziare come sono state sostituite le numerose moltiplicazioni 
confronti. 
2.3.3 Considerazioni di MSA su sistemi  
many-core 
un sistema di calcolo parallelo è op-
portuno valutare il grado di parallelismo di questo algoritmo. 
Vi sono due diverse dimensioni di parallelismo che si possono sfruttare, la prima 
rappresentata dal numero di parole di codice decodificate contemporaneamente.  
Aumentando il numero di parole decodificate in parallelo possiamo aumentare in 
modo significativo  dei processori a discapito, però, del tempo di latenza. 
Inoltre le strutture dati utilizzate (per implementare il grafo di Tanner) sono sempre 
le stesse e di conseguenza anche la successione di istruzioni eseguite sarà la stessa 
per ogni flusso, come vedremo nel capitolo successivo ciò costituisce un vantaggio 




  (2.39) 




La seconda dimensione di parallelismo si individua a 
stessa parola di codice nel processing orizzontale, nel processing verticale e nel cal-
colo degli . 
Prendendo in esame le formule (2.35), (2.36) e (2.39), si nota come il calcolo di un 
calcolo indipendenti, e quindi che possono essere eseguiti in parallelo, quante sono 
la matrice H. 
In [2] gli autori studiano il parallelismo di MSA e in particolare quale potrebbe es-
sere la strategia più efficiente per una possibile implementazione su GPU. 
MSA  processing orizzontale 
 Numero di operazioni 
Comparazioni wcM = E 
Abs wcM = E 
Min (wc-1)M = E-M 
Xor wcM = E 
Accessi in Memoria 2wcM = 2E 
MSA Processing Verticale 
 Numero di operazioni 
Addizioni / Sottrazioni 2wbN = 2E 
Accessi in memoria (2wb+1)N = 2E-N 
Tabella 2.1: Numero di operazioni aritmetiche e di accessi in memoria per iterazione per 
MSA ottimizzato e codice regolare [2] 
 
Figura 2.6: Associazione tra i thread e i messaggi che questo deve calcolare 
La Tabella 2.1 riassume il tipo e il numero di operazioni elementari che un calcola-
tore deve svolgere per eseguire le du o-
ri. 
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Si può notare come il numero di operazioni dipenda in modo lineare dalle dimen-
H, espressa, considerando un codice regola-
re, coi coefficienti wc e wb. 
Essi suggeriscono, per minimizzare il numero di accessi in memoria, di considerare 
un flusso di controllo per ogni nodo variabile nel processing orizzontale, e uno per 
ogni nodo di controllo nel processing verticale piuttosto che uno per ogni connes-
sione nel grafo. In risulta più efficiente. 
thread e i messaggi che questo deve calcolare è espressa in 
Figura 2.6 la quale mostra anche la provenienza della dicitura processing orizzonta-
le e verticale. 
Con questa suddivisione si possono introdurre alcuni stratagemmi per minimizzare 
ulteriormente il numero di operazioni. 
Per esempio nel processing verticale si possono calcolare insieme gli e gli 
. Le due formule sono molto simili e per non calcolare due volte la stessa 
sommatoria si può notare che 
In questo modo, una volta calcolato con la sommatoria, si possono calcolare i 
vari  che partono dal nodo variabile in esame con delle semplici sottrazioni. 
Un approccio simile è usato nel processing verticale, dove con una prima iterazione 
si calcolano il nm minimo, il secondo nm più piccolo con i relativi indici e le pro-
duttorie 
 
Successivamente si trasmette il minimo trovato in precedenza se destinato a un no-
do qualsiasi, il secondo valore minimo al nodo dal quale proviene il valore minimo, 
moltiplicando il valore da spedire con la produttoria dei segni che si calcola sempli-
cemente come 









Lo standard DVB-S2 (Digital Video Broadcasting Satellite Second Generation) ha 
come scopo la definizione e la regolamentazione delle trasmissioni televisive digita-
li via satellite. 
-
T per le trasmissioni terrestri ( ), e consi-
ste in una evoluzione dello standard DVB-S. 
I documenti contenenti le specifiche tecniche di tutti questi standard possono essere 
recuperati dal sito web u-
te) [3]. 
Un sistema DVB-S2 è composto da varie parti: vari flussi di dati sono combinati 
dopo alcuni trattamenti per eliminare la ridondanza e per eseguire una sincronizza-
zione; in seguito viene applicato un primo codice di correzione BCH che considera 
cioè il canale binario; in seguito è applicata una codifica LDPC che invece conside-
ra un canale AWGN e lavora con valori reali. 
I bit vengono quindi interlacciati in modo da essere protetti contro errori a  burst e 
sono modulati e filtrati prima di essere inviati effettivamente sul canale. 
Come si vede nello schema a blocchi in Figura 2.7  de encoder il blocco 
di dati prende il nome di FECFRAME e può essere costituito da 64800 bit (normal 
FECFRAME) oppure 16200 bit (short FECFRAME). 
La rate del codice può inoltre essere configurata in diversi modi a seconda del livel-
lo di protezione dal rumore che si vuole ottenere. Ovviamente una maggiore prote-
zione (e quindi una rate più bassa) comporta una riduzione del throughput del 
sistema. 
In [3] : il 
esattamente quello descritto precedentemente, ma è facilmente riconducibile ad esso 
e non ha particolari vantaggi dal punto di vista computazionale. Negli allegati del 
i-
mento da utilizzare durante la codifica per risalire esattamente a quali bit di parità 
vadano sommati di volta in volta i bit di informazione. Alternativamente si può ri-
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cavare con altri metodi la matrice di parità di ognuno di questi codici ed eseguire la 
moltiplicazione matriciale con G1 come illustrato precedentemente
8. 
Le dimensioni delle matrici sono piuttosto significative, soprattutto nel caso di nor-
mal FECFRAME. È evidente come è necessario sfruttare il fatto che la matrice del 
codice è sparsa per poter eseguire tutti questi calcoli in tempi ragionevoli. I codici 
sono stat n-
do delle prestazioni vicine al massimo teorico. 
 
Figura 2.7: Schema a blocchi di un sistema di trasmissione DVB-S2 [3] 
Nel caso di normal FECFRAME il numero di connessioni nel grafo di Tanner è 
i-
ce H  
Il grande numero di elementi della matrice significa inoltre che 
o-
re di un sistema parallelo. 
                                                 
8 La funzione Matlab dvbs2ldpc(rate) restituisce la matrice H del codice LDPC per una certa rate. 





Figura 2.8: Esempio di matrice H di un codice LDPC del DVB-S2
9
                                                 








Già da diverso tempo si è capito che per migliorare le prestazioni di un calcolatore 
elettronico non è una soluzione intelligente il solo aumento della frequenza di clock, 
ma è necessario aumentare il numero di processori su un singolo chip in modo da 
poter eseguire più istruzioni contemporaneamente. 
Ci sono 
che possono trarre 
calcolo. Queste infatti sono spesso costituite da una moltitudine di operazioni indi-
pendenti tra di loro che, se eseguite in parallelo piuttosto che in modo sequenziale, 
 
Già da qualche anno le maggiori case produttrici di processori hanno iniziato a met-
tere sul mercato CPU con un numero crescente di unità di elaborazione (o core).  
Oggigiorno ne esistono svariate con un numero di core vicino alla decina.  
Tuttavia, pur offrendo un vantaggio dal punto di vista del tempo di calcolo, le CPU 
multi-core restano specializzate nel
e non sono adatte a una massiccia elaborazione parallela. 
Per questo tipo di applicazioni, dove il livello di parallelismo può essere di un fatto-
possono usare le GPU 
(Graphics Processing Unit). Questa classe di dispositivi è stata pensata inizialmen-
te per applicazioni puramente legate al mondo della grafica e dei videogiochi, ma ci 
si è resi conto successivamente che possono eseguire egregiamente qualsiasi tipo di 
calcolo massiccio parallelo. 
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Il termine GPGPU (General Purpose GPU) Computing è comunemente utilizzato 
a-
mento ad essere eseguiti su dispositivi concepiti per la grafica. 
Per scrivere un programma che utilizzi le potenzialità di una GPU è necessario uti-
lizzare un linguaggio appropriato, che consenta di esprimere il parallelismo di un 
algoritmo, cosa che con i linguaggi tradizionali è impossibile. 
Per la precisione, nei linguaggi di programmazione classici, è possibile creare nuovi 
flussi di esecuzione concorrente, o thread, utilizzando le API di sistema, ovvero 
chiedendo al sistema operativo sottostante di crearne e gestirne uno nuovo per noi.  
Questo poi sarà eseguito veramente in parallelo se la CPU sottostante è dotata di più 
core. 
Esistono però molte situazioni in cui è interessante eseguire un insieme ristretto di 
istruzioni un numero elevato di volte, spesso utilizzando dati collocati in celle di 
memoria adiacenti. Chiedere al sistema operativo di creare così tanti thread  com-
porta un enorme spreco di tempo, in quanto gestire un thread comporta un certo 
overhead; inoltre, visto che la CPU ha un numero limitato di core, il codice verreb-
be eseguito almeno in parte in modo sequenziale. 
I due principali ambienti di sviluppo per il GPGPU Computing sono OpenCL, che è 
uno standard aperto e disponibile gratuitamente agli sviluppatori, e CUDA, che in-
vece è un prodotto commerciale e può essere utilizzato solo con schede grafiche di 
un determinato produttore. 
Nel corso di questo lavoro è stato scelto CUDA. In questo capitolo verrà mostrata la 
filosofia di questo linguaggio e 
di supporto, concentrandosi maggiormente su quegli aspetti che sono rilevanti per lo 
svolgimento della tesi e che influenzano maggiormente le performance ottenute. 
 
C++ e di altri linguaggi: sostanzialmente introduce alcune parole chiave e costrutti 
e di pro-
gramma che sarà eseguita sulla scheda grafica. 
stante: infat-
ti, per scrivere un programma efficiente, è necessario aver ben chiaro cosa succede 
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molti aspetti di basso livello come il tipo di memoria da usare o come organizzare 
thread. 
Tuttavia CUDA mantiene un livello di astrazione tale per cui lo stesso codice può 
essere compilato ed eseguito su sistemi con GPU Nvidia diverse, anche se può esse-
cienza. 
Il parametro più importante per valutare le capacità di una scheda grafica Nvidia (e 
quindi la compatibilità del codice scritto) è la Compute Capability. Questo valore 
indica in modo standard di quali feature è dotata una certa scheda grafica e, in gene-
rale, le sue capacità (ad esempio le più moderne GPU della famiglia Tesla usate nei 
grandi data center che hanno oggigiorno una Compute Capability di 3.5. [4] 
3.2.1  
Secondo la terminologia di CUDA un sistema con scheda video è formato da un 
Host (ovvero un sistema PC dotato di una CPU di tipo standard su cui viene esegui-
to il programma principale) e da un Device (ovvero, la scheda video che esegue un 
). 
È importante sottolineare che Host e Device sono due entità ben separate: esse han-
no infatti spazi di indirizzamento in memoria diversi e possono scambiarsi informa-
 Ad esempio un errore comune 
è quello di dichiarare una variabile nella memoria del Device e poi cercare di usarla 
nel programma Host. Questo non è consentito 
completamente privo di significato. Per copiare il valore di una variabile dal Device 
a cudaMemcpy. 
La principale differenza che si nota osservando il layout di una CPU e quello di una 
 (Figura 3.1). Una CPU infatti ha buona parte 
le istruzioni di controllo come la Branch Prediction; una GPU invece utilizza quasi 
ente 
re calcoli puramente aritmetici, e un singolo thread sarà complessiva-
CPU. 
Le unità di elaborazione principali in una GPU sono gli Streaming Multiprocessor 
(SM): ognuno di essi è formato da 32 CUDA core. Il numero di CUDA core è uno 
dei parametri che si trovano nelle specifiche tecniche delle schede video ed è 
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 prestazioni che si 
può ottenere. 
 
Figura 3.1 ALU e 
CUDA cores sono le porzioni di chip riservate ai calcoli aritmetici)  
Come si può vedere in Figura 3.2, i core sono dotati di una unità aritmetica intera 
(INT Unit) e una floating point (FP Unit), 
di moltiplicazione e somma in un ciclo di clock. [5] 
 
Figura 3.2: Architettura di un CUDA Streaming Multiprocessor 
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Questa capacità di eseguire circa con la stessa rapidità operazioni con numeri interi 
o con numeri a virgola mobile permette al programmatore di usare senza troppe 
r-
gola mobile è più lenta e quindi impone al programmatore una riflessione sulle pre-
stazioni prima di decidere che tipo di dato usare. 
I 32 core sono poi organizzati in due Execution Block (EB) da 16 core ognuno e in 
aggiunta lo SM è dotato di altri due EB composti uno da 16 unità di Load/Store per 
operazioni speciali come il coseno o il reciproco di un numero. 
Infine i 4 EB possono accedere al Register File composto da 32768 registri da 32 bit 
ciascuno, utilizzabili sia come interi che come numeri in virgola mobile, oppure a 
64KB di memoria che può essere suddivisa tra memoria condivisa e cache di primo 
livello per la memoria principale. 
3.2.2 Modello di esecuzione SIMD e Branch Divergence 
thread sono raggruppati in entità 
chiamate warp che ne contengono tanti quanti sono i core.  
Idealmente tutti i thread di un warp  eseguono a ogni ciclo la stessa istruzione ma 
con operandi diversi: in pratica, 
SM (la Dispatch Unit) propaga a tutti core di un EB in pa-
rallelo 
due fasi). 
In particolare ogni SM ha due Dispatch Unit che collaborano e cercano di utilizzare 
due EB alla volta, prelevando le istruzioni dal Warp Scheduler che tiene traccia del-
le istruzioni dei warp in attesa di essere eseguiti. 
Questo modello di esecuzione prende il nome di Single Instruction Multiple Data 
(SIMD). 
In Figura 3.3 si può vedere il modo in cui le Dispatch Unit assegnano le istruzioni ai 
vari EB e come questi rimangono impegnati nel tempo. Si nota come ogni volta che 
in 8 cicli di clock nelle SFU e in 2 cicli di clock negli altri EB. 
Il principale problema dovuto al modello di esecuzione SIMD si ha con le istruzioni 
di tipo branch, ovvero i salti condizionati. 
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Figura 3.3: Esempio di come le Dispatch Unit assegnano ai vari EB le istruzioni. 
che a un certo punto, dei 32 thread in un warp, 
trenta olo due thread una seconda istruzione 
 prima di ricongiungersi; supponiamo inoltre per semplicità che un solo EB sia 
libero e gli altri impegnati. 
Quello che succede è che la Dispatch Unit prima propaga   disabili-
tando i due thread che non devono eseguirla, e dopo propaga  disa-
bilitando gli altri trenta thread. 
Questo fenomeno prende il nome di Branch Divergence. 
Complessivamente il tempo di esecuzione è doppio rispetto al caso in cui tutti i 
thread avessero eseguito la stessa istruzione. 
Per questo motivo, e per il fatto che in generale una GPU non è ottimizzata per ese-
guire branch, è consigliabile che il codice da eseguire in parallelo sia costituito da 
-case e dei 
cicli for/do/while. 
3.2.3 Organizzazione dei thread 
Dal punto di vista logico i thread vengono organizzati in maniera diversa rispetto al 
solo raggruppamento in warp. 
In generale, kernel: questi sono 
i-
to da tanti thread in modo concorrente sulla scheda grafica. 
CUDA infatti permette di definire quanti thread creare per eseguire un kernel speci-
ficando attraverso un costrutto particolare.  
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I thread vengono raggruppati in Thread Block (TB), fino a un massimo di 1536 
thread per Block.  
Tutti i thread di un TB vengono eseguiti sullo stesso SM, quindi sono divisi a loro 
volta in warp da 32 thread. I thread dello stesso warp sono eseguiti in parallelo, 
mentre invece thread di warp diversi possono essere eseguiti anche sequenzialmen-
te. 
Infine i thread vengono distinti tra loro con un indice che può essere a 1, 2 o 3 di-
mensioni. La cardinalità di questo indice è una questione puramente formale e non 
inficia in nessun modo le prestazioni del programma. 
Infine i TB sono organizzati a loro volta in una Grid (G) e identificati tramite un 
altro indice che di nuovo può avere 1, 2 o 3 dimensioni. 
La Figura 3.4 riassume visivamente quanto detto.  
 
Figura 3.4: Organizzazione dei thread 
Codice 3.1: Come lanciare un kernel impostando il numero dei thread 
CAPITOLO 3 | CUDA 
 
Il Codice 3.1 mostra il programma Host che lancia un kernel, distinguibile dal qua-
lificatore __global__ che lo identifica come codice eseguito dalla GPU. Questo vie-
ne lanciato con 4 TB da 32 thread ciascun
delle variabili speciali, blockDim che contiene le dimensioni di ogni TB, blockIdx e 
thread thread. 




Figura 3.5: Le memorie della GPU e la loro visibilità 
La memoria principale prende il nome di Global Memory. Questa non è ottimizza-
ta per nessuna applicazione particolare ma la banda dei trasferimenti tra questa me-
moria e gli SM può essere molto alta di questa memoria è che 
ettura o scrittura da parte di 
thread dello stesso warp in un unico trasferimento così da risparmiare tempo. Que-
sto processo è descritto in dettaglio nel paragrafo 3.3.2 sulla coalescenza. 
I trasferimenti possono essere da 32, 64 o 128 byte. 
Per dispositivi dotati di Compute Capability superiore a 2.0,  
Memory avviene attraverso una c
modo appropriato, anche attraverso la cache di livello 1 presente in ogni SM.  
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Come già accennato in precedenza, la Shared Memory condivide insieme alla ca-
che di livello 1 i 64KB di memoria presenti in ogni SM. 
Al di là di applicazioni dove i thread devono cooperare tra loro e quindi usano que-
sta memoria come supporto di scambio dei dati, la Shared Memory è usata in gene-
re come se fosse una cache controllabile manualmente: il programmatore, infatti, 
può decidere di caricarvi dalla Global Memory i dati necessari al TB per eseguire il 
suo compito. 
Visto che la Shared Memory fa parte dello SM, questa è suddivisa in tante parti 
quanti sono i TB in esecuzione su quel particolare SM. Per questo motivo una certa 
porzione di Shared Memory è visibile solo ai thread dello stesso TB. 
Spesso ci sono variabili che sono accedute in sola lettura e quindi non cambiano 
mai di valore. In questi casi conviene usare la Constant Memory, che pur essendo 




La GPU è nata per applicazioni di grafica e visto che in questo ambito si fa un uso 
intensivo delle Texture, è dotata di una memoria apposita per caricare queste imma-
gini, la Texture Memory. 
In generale una memoria cache i-
do accesso, di un certo dato. Per ragioni di efficienza, vengono copiati anche i dati 
adiacenti, perché per il principio di località spaziale è probabile che saranno i pros-
simi ad essere caricati. Tuttavia la memoria è lineare negli indirizzi. 
 
Figura 3.6. Principio di Località Spaziale in 2 dimensioni 
La cache della Texture Memory invece è ottimizzata per sfruttare la località spazia-
a-
borano immagini o, in generale, dove thread vicini disposti in due dimensioni 
leggono i rispettivi pixel di una Texture bidimensionale. 
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La Texture Memory è di sola lettura e permette anche di in 
3 dimensioni. Inoltre sul chipset 
indirizzare i pixel con un numero reale piuttosto che con un indice intero e avere in 
uscita un valore normalizzato da 0 a 1 e interpolato nel caso in cui venga indirizzata 
una posizione intermedia tra due pixel. Infine nel caso in cui venga indirizzato un 
e-
zioni. 
Se si vuole poter anche scrivere in strutture dati simili alle Texture o comunque in 2 
o 3 dimensioni si può usare la Surface Memory. 
In realtà la Surface Memory risiede sempre nella Texture Memory, ma usando API 
diverse è possibile anche scriverci a discapito delle prestazioni. 
 
Dopo questa panoramica è possibile capire appieno alcune delle tecniche che si 
 
Nei paragrafi successivi le analizzeremo con maggiore dettaglio. 
3.3.1 Occupancy 
Il principale collo di bottiglia per le performance delle GPU è costituito dal notevo-
le tempo di accesso alla memoria globale. 
La banda del bus, infatti, viene utilizzata per intero solo nel momento in cui il dato è 
pronto per essere trasferito; durante il lungo periodo tra la richiesta e il recupero 
, questo è inutilizzato, portando a una ri-
duzione complessiva del tasso di utilizzo. 
Quello che si cerca di fare è di attivare più trasferimenti possibili in modo da usare 
tutta la capacità del bus. Ovvero, una volta che un thread ha fatto una richiesta, un 
secondo thread ne fa subito , e così via, fintanto che a un certo punto la pri-
ma richiesta sarà pronta e immediatamente dopo anche la seconda eccetera, impe-
gnando al 100% la banda del bus. 
Il problema di questa strategia è che ogni SM deve tenere traccia di tutte le transa-
zioni: questo limita il numero massimo di warp che possono essere attivi in uno 
SM. 
TECNICHE DI OTTIMIZZAZIONE 
 
 
Questo limite per Compute Capability 2.x è pari a 48, ovvero ci possono essere 
 thread attivi per ogni SM10. 
Tuttavia ci possono essere delle situazioni tali per cui ci sono effettivamente meno 
thread attivi rispetto al limite massimo u-
mero di thread attivi per SM e il numero massimo possibile (ovvero 1536). 
Una delle cause di questa inefficienza può essere utilizzo eccessivo da parte dei 
thread delle risorse come il Register File o la Shared Memory: per esempio se ogni 
thread utilizza 64 registri, dato che ogni SM ne ha 32768, ci possono essere solo 
 thread attivi contro i 1536 massimi, occupancy al 33%. 
Un'altra causa frequente di bassa occupancy è una configurazione errata di thread e 
thread Block. Per questioni analoghe a quelle sopracitate, anche il numero massimo 
di TB attivi in uno SM è limitato. Se il numero di thread per TB è impostato a un 
valore basso, anche il numero di thread attivi sarà inferiore al massimo teorico. 
La Nvidia mette a disposizione un foglio di calcolo che una volta inserita la Compu-
te Capability della GPU che si vuole usare permette di trovare facilmente le impo-
stazioni ottimali per garantire il massimo ccupancy. 
occupancy permette, in definitiva, di mascherare il tempo di latenza della 
memoria globale, 
esegue soprattutto accessi in memoria; effetti secondari permettono di mascherare 
. 
La guida sulle buone norme da seguire programmando in CUDA [7] afferma che 
esiste un valore di occupancy oltre il quale non vi è più nessun miglioramento signi-
ficativo sulle prestazioni, ovvero che non è necessario avere il 100% di occupancy 
per sfruttare il bus al massimo.  
 
Questo valore si aggira attorno al 60%. 
 
 
                                                 
10 Queste specifiche oltre ad essere raccolte in diversi documenti come [6], si possono anche ricavare 
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3.3.2 Coalescenza 
La Global Memory non è ottimizzata per scopi particolari, tuttavia offre un mecca-
nismo, la coalescenza, che permette di ridurre drasticamente la quantità di trasferi-
menti dalla memoria. 
Per ridurre la frequenza degli accessi in memoria, lo SM, a fronte di più richieste da 
parte di vari thread nello stesso warp, cerca di aggregarle in un unico accesso. 
Dalla Compute Capability 2.0 in poi, è presente una cache tra gli SM e la Global 
Memory, quindi i singoli accessi in memoria vengono già naturalmente aggregati 
byte, preleverà così anche i dati adiacenti. 
Con le GPU di Compute Capability 1.0, invece, i trasferimenti avvengono diretta-
mente tra gli SM e la memoria globale e il fatto che venga fatta una richiesta piutto-
sto che molte di più fa una grande differenza. 
Prendendo in esame il caso di GPU dotata di cache di primo livello, supponiamo 
che i 32 thread di un warp vogliano accedere ad altrettanti interi di 4 byte consecu-
tivi in un vettore, ad esempio , cioè 128 
byte in totale. Questo blocco di memoria è allineato e perciò viene caricato in cache 
con un unico trasferimento da 128 byte. Viceversa se gli indirizzi non fossero stati 
consecutivi tra loro, ogni accesso avrebbe potuto richiedere un trasferimento a sé 
stante e quindi un tempo 32 volte più grande. 
Per ottimizzare gli accessi in memoria con questa tecnica è importante anche tenere 
oria. Infatti, se a differenza del caso prece-
dente, gli indirizzi richiesti dai thread fossero stati da 0x1004 a 0x1083 sarebbero 
stati fatti due trasferimenti da 128 byte dalla Global Memory alla cache, uno 
a 0x10FF con un tempo di esecu-
zione complessivo doppio. 
SM avrebbe spezzato la richiesta in 5 trasferimenti da 32 byte ciascuno, il primo da 
 da 0x1080 a 0x109F per un tempo di esecuzione 
quintuplo.  
La Figura 3.7 rappresenta i tre esempi appena descritti mostrando in verde i trasfe-
rimenti eseguiti dalla memoria globale agli SM. 
La cache ha quindi un effetto mitigante ma il massimo delle prestazioni si ottiene in 
entrambi i casi accedendo ad indirizzi consecutivi ed allineati. 




Figura 3.7: Effetto della cache e del disallineamento sul numero di trasferimenti (i ri-
quadri verdi). 
3.3.3 Evitare le Branch 
Come è stato descritto nei capitoli precedenti, il metodo di esecuzione SIMD offre 
branch. 
Di per sè una GPU non è ottimizzata per eseguire queste istruzioni velocemente, 
inoltre in caso di Branch Divergence si può avere un ulteriore calo delle prestazioni. 
Spesso è preferibile che i kernel siano una semplice sequenza di istruzioni senza 
salti, addirittura il compilatore cerca dove possibile di svolgere i cicli che non di-
thread o dal valore di un registro in modo che diventino ve-
ramente una sequenza ripetuta di istruzioni macchina. 
Non esiste una vera e propria tecnica per ottenere una maggiore efficienza 
 
Capita spesso di osservare come un codice con un ciclo solo e tante istruzioni al suo 
interno sia più veloce di un codice con più cicli ma con meno istruzioni da eseguire. 
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Inoltre in alcuni casi è possibile evitare di usare del tutto le branch. Ad esempio, nel 
Codice 3.2
a-
to usando così solo pure istruzioni di calcolo. 
Codice 3.2: Esemp  branch 
3.3.4 Memorie speciali e trasferimenti da Host a Device 
Precedentemente sono stati descritti tutti i tipi di memorie presenti su una scheda 
video: a seconda del tipo di applicazione conviene usare un tipo di memoria piutto-
sto che un altro. 
Tuttavia bisogna ricordarsi che il reale vantaggio si ha quando un applicazione ese-
gue un grande numero di trasferimenti. Nel caso in cui ogni indice in memoria ven-
della semplice Global Memory con coalescenza; anzi talvolta, soprattutto per Com-
pute Capability 2.0 o maggiore, questo sistema è da preferire perché se usata bene la 
L1 cache della Global Memory ha la banda più alta rispetto agli altri tipi di memo-
rie. 
I trasferimenti interni tra le memorie nella GPU e i Core non sono però gli unici tra-
sferimenti possibili: e richiede un trasferimento di informazioni 
 
per ridurre o mascherare il problema. 
TECNICHE DI OTTIMIZZAZIONE 
 
 
ntare il concetto di memoria virtuale, la memo-
, che possono essere 
 a seconda delle necessità del sistema operativo. 
Quando si vuole trasferire un dato dalla memoria principale alla Global Memory del 
Device usando il DMA (Direct Memory Access) una pagina viene allocata, gli indi-
rizzi vengono traslati dallo spazio di indirizzamento virtuale a quello fisico e tutto 
ciò comporta un overhead non indifferente. 
È consiglia
memoria (page-locked memory). In questo modo i dati sono fissi ad un certo indi-
rizzo e d overhead ottenendo così dei mi-
glioramenti fino al 50%.  
Il principale svantaggio è che se troppi dati vengono allocati in questo modo il si-
stema potrebbe andare in deadlock per esaurimento di memoria, anche se oggigior-
 
 
Figura 3.8:  
intensi trasferimenti 
vengono elaborati. Dato che il Device può elaborare dati e contemporaneamente 
trasferirne di nuovi, conviene alternare più frequentemente queste fasi in modo da 
minimizzare il tempo di inattività dei core o del bus. La Figura 3.8 riassume questo 









La parte sperimentale di questa tesi consiste nella progettazione e implementazione 
di un applicativo che permetta di eseguire la codifica e la decodifica LDPC di dati, 
sfruttando una scheda video. 
Il principale requisito richiesto per questo progetto è la grande flessibilità e la pos-
sibilità di interfacciarsi con altre applicazioni o parti del sistema operativo, in parti-
colare ci dovrà essere la possibilità di codificare dati qualsiasi presenti in memoria 
principale e di posizionare qui le informazioni decodificate provenienti da 
 
Le funzionalità sviluppate potranno essere, in futuro, integrate con altri blocchi di 
elaborazione che, installati su una piattaforma hardware embedded, andranno a 
formare un terminale di ricezione completo. 
Con flessibilità si intende la possibilità, per esempio, di cambiare a tempo di esecu-
zione il codice LDPC in uso, oltre che al fatto di scrivere un codice riutilizzabile fa-
cilmente in futuro secondo la filosofia della Software Defined Radio11. 
                                                 
11 
completamente via software in modo altamente flessibile ed utilizzando hardware riprogrammabile 
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Dal punto di vista delle prestazioni è richiesto un grande throughput: il software de-
ve essere eseguito nel modo più efficiente possibile senza compromettere la flessi-
bilità. 
Nei paragrafi seguenti è descritta la struttura generale del progetto, come vengono 
implementati i codici LDPC, lo schema a blocchi della catena di elaborazione im-
plementata e come utilizzare le API messe a disposizione. Infine saranno brevemen-
 
Questo capitolo ha lo scopo di far comprendere funzionamento e le strategie utiliz-
zate per rendere il software il più efficiente possibile. 
 
Dato che le applicazioni di un encoder/decoder LDPC su GPU possono essere in-
numerevoli, è sembrato ragionevole racchiudere tutte le funzionalità utili in un uni-
ca libreria in modo da poter realizzare agevolmente, in un secondo momento, 
 
Le funzionalità principali sono state racchiuse, quindi, nella libreria LDPC.lib. 
Il sistema è composto da vari blocchi che possono essere abilitati e disabilitati in 
base alle esigenze; lo schema è rappresentato in Figura 4.1. 
 
Figura 4.1: Schema a blocchi del sistema 
I vari blocchi, e le funzioni ad essi associate, implementano gli algoritmi di elabora-




generazione dei bit casuali, la codifica LDPC, la simulazione del canale AWGN, la 
decodifica e la misura della Bit Error Rate (BER). 
Tra un blocco e il successivo sono posti dei buffer, i dati in essi contenuti sono im-
magazzinati in diversi formati a seconda delle esigenze, dai bit senza nessuna for-
mattazione fino ai numeri reali memorizzati in virgola mobile (float). 
, tutti questi buffer, 
così come quelli interni ai blocchi, sono allocati nella memoria globale del Device, 
in modo che, dalla generazione dei bit fino alla loro decodifica, non esista nessun 
 
Tuttavia esistono delle copie dei buffer anche nella memoria principale, in questo 
modo altre parti del programma, o il sistema operativo stesso, possono interagire 
con i blocchi eseguendo dei trasferimenti ad hoc. 
È stata creata una struttura dati, systemCtrl, per raccogliere gli indirizzi ai quale si 
trovano tutti questi buffer insieme con altre informazioni. È possibile trovare la de-
finizione di questa struttura nel Codice 4.5. 
Il sistema elabora contemporaneamente più blocchi di bit, o parole.  
u  parole da K bit ognuna usando una libreria 
che permette la generazione di numeri pseudo-casuali (cuRand.lib) 
Queste parole vengono codificate dal blocco encoder LDPC; questo, per ora, im-
plementa solo la codifica IRA e genera, c , le parole di codice. 
Il simulatore di canale somma, attraverso la libreria sopracitata, il rumore AWGN a 
una versione modulata in BPSK12 dei bit codificati. 
Il decoder, invece, esiste in tre versioni in base alla precisione delle variabili interne 
re alle parole di 
codice inviate. In seguito, assumendo il codice come sistematico, ricava i bit di in-
formazione originari ponendoli nel buffer hat u  
Il blocco finale confronta i bit di informazione trasmessi con quelli decodificati e 
calcola il tasso di errore (BER). 
                                                 
12 La modulazione BPSK non è tra quelle previste dallo standard DVB-S2, tuttavia ha le stesse carat-
teristiche, in termini di Bit Error Rate, della QPSK 
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Infine, tutte le informazioni relative alle matrici e alle caratteristiche del codice 
LDPC, sono contenute in una seconda struttura dati: CodeSpecs, la cui definizione è 
visionabile nel Codice 4.1. 
Allo stesso modo di systemCtrl, questa struttura consiste in un elenco di puntatori ai 
vettori allocati nella memoria del Device contenenti le informazioni riguardo la ma-
trice di parità; CodeSpecs, contiene inoltre vari parametri come le dimensioni delle 
matrici G ed H, ed altri valori di comodo come la rate del codice espressa come fra-
 
4.2.1 Rappresentazione dei codici LDPC 
Sicuramente una delle parti più importanti di questo lavoro è il modo in cui vengo-
no rappresentati i codici LDPC utilizzati e, in particolare, le loro matrici di parità. 
Codice 4.1: Definizione della struttura CodeSpecs 
La struttura dati che raccoglie tutte le informazioni pertinenti al codice LDPC, Co-
deSpecs, è composta da una serie di valori e di puntatori a vettori. 
N, K ed M sono, secondo la dicitura usata anche nel capitolo 2, le dimensioni delle 
matrici G ed H, oppure, rispettivamente, la lunghezza di una parola di codice, la 
lunghezza di un blocco di bit di informazioni e il numero di bit di parità. 
Rn e Rd rappresentano numeratore e denominatore di una frazione di valore pari al-
la rate del codice. 
H, oppure il numero di lati del grafo di Tan-
ner; indicato in precedenza come E. 
Wcmax e wbmax esprimono il massimo dei pesi rispettivamente di righe e colonne 
della matrice H. 




Wcavg e wbavg sono la media dei pesi di righe e colonne di H. 
N,K e MinByte esprimono il numero di byte che una parola da N,K e M bit occupa 
in memoria, sono calcolati semplicemente arrotondando per eccesso il numero di bit 
diviso per 8. 
Type e Subtype sono due parametri che, in base al valore assunto, indicano al si-
stema o-
difica più opportuno da utilizzare. I valori che queste variabili possono assumere 
sono definiti in LDPC_constants_macros.h; dato che in questo lavoro ci si è con-
centrati solo sullo standard DVB-
 
Infine la struttura dati contiene una serie di puntatori a vettori memorizzati nella 
Global Memory della scheda video. 
I vettori d_wc e d_wb contengono i pesi delle singole righe e colonne della matrice 
H, mentre d_wccum e d_wbcum le corrispondenti cumulative ovvero 
Questi vettori sono utili per il calcolo degli indici durante le operazioni di codifica e 
decodifica. 
matrice di parità, raggruppati per righe. Utilizzando la notazione del paragrafo 
2.2.1 a
G1 di un codice IRA, e quindi si possono usare per eseguire la moltiplicazione ma-
triciale richiesta dalla codifica. 
Infine i due vettori d_Hcn e  d_Hbn sono utilizzati dal decodificatore per risalire 
agli insiemi dei nodi connessi  presenti nelle formule (2.35), (2.36) e 
(2.39), e a recuperare, quindi, i messaggi giusti. 
Facendo riferimento alla Figura 4.2-c, i messaggi Lq e Lr sono memorizzati in due 
vettori, e vi è un messaggio per ogni connessione del grafo. 









vediamo come questi tre messaggi siano sparpagliati lungo il vettore Lq. 
 
Figura 4.2: Spiegazione grafica del significato dei vettori Hcn e Hbn 
Hbn contiene, adiacenti tra loro, gli indici di questi messaggi, 
quindi è possibile eseguire un ciclo attraverso di essi come proposto dal Codice 4.2. 
Per velocizzare questo algoritmo si è pensato di modificare la struttura dei vettori 
posizionando gli elementi in modo più regolare in modo da calcolare più facilmente 
 





Gli elementi dei vettori sono raggruppati in maniera uniforme basandosi sul peso 
massimo di righe e colonne: in questo modo è possibile ricavare gli indici impie-
gando meno tempo ottenendo, quindi, un guadagno in prestazioni. Tuttavia alcuni 
elementi dei vettori resteranno inutilizzati (nella figura, quelli evidenziati con una 
croce rossa).   
Il Codice 4.3 mos
un solo accesso in memoria invece che due. 
Codice 4.2 ) in pseudo-codice 
Codice 4.3: -codice con 
vettori regolarizzati 
Lo svantaggio principale della regolarizzazione è lo spreco di memoria: tanto più un 
codice è irregolare, ovvero tanto più i pesi di righe e colonne differiscono dal loro 
massimo, tanti più elementi dei vettori resteranno. Tuttavia a meno di casi estremi 
questo consumo è accettabile. 
Viceversa per codici regolari questa modifica non avrà nessun effetto dal punto di 
vista della memoria. 
Tutti i vettori e i parametri presentati in questo paragrafo sono pre-calcolati da uno 
script Matlab (generateDecodingStructs.m).  
Il Codice 4.4 lgoritmo con il quale si calcolano Hbn e Hcn. 
e-
cessarie in un unico file binario con estensione .cod che viene poi caricato dal pro-
gramma principale. 
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Il file binario è creato sem
e i vettori appena descritti. La funzione che carica in memoria il file, si limita a leg-
gerne il contenuto partendo dai parametri fondamentali, utilizzati dalla funzione 
interno del file i singoli vettori, per poi copiare questi ultimi 
nella memoria globale della scheda video. 
Il file così ottenuto ha dimensioni modeste: quello creato per il codice LDPC del 
DVB-S2 normal FECFRAME e rate 1/2 ha una dimensione complessiva di circa 4,5 
MB. Dato che la dimensione del file è circa pari a quella occupata dai vettori nella 
dimensioni della matrice. 
Codice 4.4: Algoritmo per calcolare il contenuto di Hcn e Hbn 
4.2.2 Schema a blocchi e filosofia 
Nel paragrafo introduttivo e nella Figura 4.1 è già stata introdotta la struttura del si-
stema realizzato. 
per eseguire delle simu-
lazioni, oltre che la semplice decodifica; in base alle necessità si possono abilitare o 
disabilitare i blocchi. 
u-




  in modo da creare una parola che indichi alle altre 
funzioni come inizializzare il sistema. 
Questo, come sarà approfondito in seguito, permette ai thread di accedere alla me-
moria in modo più regolare ottenendo la coalescenza. 
bottiglia del sistema, perciò si è scelto di mantenere il più a lungo possibile le in-
formazioni sul Device, dove vengono elaborate. In questo modo i buffer principali 
aggiornate opzionalmente nel caso in cui sistema operativo e schema a blocchi do-
vessero interagire. 
non hanno bisogno di accedere direttamente ai dati trasmessi, ma solo al valore fi-
nale di Bit Error Rate, pertanto non è necessario nessun trasferimento e quindi nes-
.  
Viceversa un sistema embedded che esegue solo la decodifica di dati provenienti da 
ipotetica interfaccia radio, dovrà prima trasferirli al Device, elaborarli, e in se-
guito trasferire il risultato altra ap-
plicazione possa utilizzarli. 
, quindi, di allocare i buffer sulla memoria Host 
come crede ed usare le tecniche più appropriate per il trasferimento di questi dati 
ove necessario, mentre i buffer sul Device devono essere comunque allocati per il 
funzionamento del sistema. 
I buffer contengono dati in formati diversi, a seconda del punto in cui sono posti 
 
subire nessun tipo di modifica. 
byte per rappresentare un singolo bit. Questo è giustificato dal fatto che a livello di 
 il singolo bit, in questo modo 
è possibile accedervi senza complicate operazioni di mascheramento ed estrazione. 
Questa rappresentazione costituisce uno spreco di spazio in memoria che, tuttavia, è 
trascurabile rispetto alla quantità di memoria globale disponibile. 
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formato. 
Infine tutti gli altri buffer contengono valori reali che vengono rappresentati con il 
tipo di dati a virgola mobile (float).  
per generalità i bit sono 
 
Per gli altri buffer, utilizzati internamente dai singoli blocchi, non esiste questo vin-
colo. Per esempio, nel paragrafo 5.4.1 sarà illustrato come il decoder esegua, 
che permette di sfruttare meglio la coalescenza. 
I buffer nel Device hanno necessariamente una lunghezza fissa per via del funzio-
namento del sistema; , invece, per la lunghezza 
Host, in quanto questi vengono gestiti nel programma principale. 
Le dimensioni dei buffer dipendono dal formato dei dati, dalle dimensioni del codi-
ce LDPC e dal numero di codeword elaborate in parallelo. 
che contiene i dati in formato float (4 byte), supponendo che il codice LDPC abbia 
N=1024 e vengano elaborate 32 parole in parallelo, avrà una dimensione pari a 
. 
Nel caso di dati in formato binario reale, i K bit di una parola vengono memorizzati 
senza nessuna formattazione utilizzando il minor spazio possibile; da notare che se 
K non è un multiplo di 8, l sarà occupato solo parzialmente e gli ultimi 
bit non saranno considerati. In questo modo il parametro KinByte risulta essere pari 
a  analogamente a MinByte e NinByte. 
puntatori a tutti i 
buffer di sistema. 
4.2.3 Le API 
Per interfacciarsi alla libreria sviluppata è necessario conoscere le API (Application 
Programming Interface). 
Queste interfacce sono raccolte in tre header file: LDPC.h, 
LDPC_constants_macros.h e LDPC_parameters.h; nella scrittura di un programma 
in C è sufficiente includere il primo file. 
LDPC.h contiene la dichiarazione di tutte le funzioni che possono essere richiamate 




a schermo il contenuto dei buffer di sistema, le funzioni di inizializzazione del si-
vari blocchi. 
LDPC_constants_macros.h contiene la definizione delle strutture CodeSpecs e sy-
stemCtrl, varie costanti e flag utilizzati da altre porzioni di codice, ed infine alcune 
macro che eseguono funzioni utili: 
timer. 
Codice 4.5: definizione della struttura systemCtrl 
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LDPC_parameters.h, infine, contiene alcuni parametri utili per fare il tuning del si-
stema o per cambiare alcune configurazioni. 
Agendo sulle costanti definite come direttive al compilatore, si possono cambiare il 
numero di parole elaborate in contemporanea (CDW_IN_PARALLEL), cambiare il 
numero di thread in un thread b e-
mory o cambiare il numero di iterazioni che esegue il decoder. 
Si possono inoltre abilitare alcune funzioni di debug che stampano, a schermo o su 
file, il contenuto delle variabili principali. 
Il criterio con il quale sono stati scelti i valori di default di questi parametri è di-
scusso nel capitolo 5. 
Per inizializzare il sistema occorre allocare in memor i-
ce, tutti i vettori e i buffer di cui si ha bisogno. 
Per prima cosa è opportuno caricare dal file .cod le informazioni riguardanti il codi-
ce LDPC, in quanto le successive inizializzazioni si baseranno su di esso. 
La funzione LDPC_loadCodeFromFile esegue questo compito, prima riempiendo i 
vari campi della struttura dati CodeSpecs con i parametri già accennati, in seguito 
allocando nella Global Memory i vettori necessari e copiandone il contenuto dal file 
ad essa. 
Completato questo compito si può procedere 
buffer: la loro allocazione n-
o-
me OR dei flag corrispondenti ai blocchi che si vogliono attivare. 
In seguito la funzione LDPC_system_dev_init si occupa di allocare tutti i buffer 
sulla memoria del device. 
Host, si può utilizzare in modo simile la funzione 
LDPC_system_host_init, oppure gestirli manualmente in base alle necessità come 
già accennato precedentemente. 
Il Codice 4.6 mostra un esempio in cui viene inizializzato un sistema con tutti i 
blocchi attivati per poter eseguire una simulazione completa. 
Le funzioni che il programma principale richiamerà per elaborare i dati, corrispon-
dono ai blocchi di cui è composto il sistema: LDPC_RandomSource_Simulate, 
LDPC_encode, LDPC_simulateAWGN, LDPC_decode, LDPC_BERcollectData e 





Il Codice 4.7 mostra come utilizzare queste funzioni per eseguire una simulazione 
della catena di trasmissione e ricezione. 
Codice 4.6: Esempio di inizializzazione di sistema per la simulazione 
Codice 4.7:Esempio di utilizzo delle API per trovare la Bit Error Rate a un certo rapporto 
segnale rumore 
Per valutare le prestazioni del sistema così realizzato è opportuno eseguire misure 
precise sul tempo di esecuzione delle varie parti. 
i-
zione da CUDA; questi timer non 
bensì usano dei contatori situati sulla scheda video stessa: in questo modo il tempo 
misurato non è affetto da overhead dovuti al sistema operativo. 
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Tuttavia per eliminare ogni contaminazione della misura da eventi aleatori, è consi-
 
Per creare un nuovo timer, si può scrivere TIMER_START(nome_del_timer), per 
avviarlo e fermarlo TIMER_START(nome_del_timer) e TI-
MER_STOP(nome_del_timer), ed infine TIMER_GET_MS(nome_del_timer) e 
TIMER_GET_S(nome_del_timer) per recuperare il tempo cronometrato rispettiva-
mente in millisecondi e in secondi. 
Il Codice 4.8 costituisce un esempio completo del codice del programma principale 
per eseguire la simulazione di tutta la catena, con relative misure del tempo di ese-
cuzione delle varie parti e il relativo throughput massimo. Il throughput è sempre 
calcolato rispetto ai bit di informazione piuttosto che quelli codificati, perciò per un 
generico blocco di elaborazione che esegue il suo compito in T secondi il through-
put si calcola usando la seguente formula 




Codice 4.8: Programma utilizzato per misurare il throughput dei vari blocchi 
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Codice 4.9: Esempio di decoder real-time embedded 
I BLOCCHI DI ELABORAZIONE IN DETTAGLIO 
 
 
Il Codice 4.9, invece, mostra un esempio di un programma che esegue la decodifica 
dei dati proven
i-
rizzare i dati nel secondo alle applicazioni in corso sul sistema che ne hanno fatto 
richiesta. 
 
In questo paragrafo è analizzato il funzionamento di ogni blocco di elaborazione. La 
descrizione completa dei kernel implementati può es 7.2. 
4.3.1 Generatore di bit Casuali 
La funzione che genera i dati casuali per la simulazione della catena è 
LDPC_RandomSource_Simulate. 
Questa funzione utilizza la libreria cuRand per generare i CDW_IN_PARALLEL 
blocchi di K bit da trasmettere, ovvero genera esattamente 
 byte casuali direttamente nel 
Global Memory. 
Dato che la funzione curandGenerate della libreria citata può generare solo numeri 
interi casuali (4 byte), è necessario che il numero di byte totali da generare sia mul-
tiplo di 4. 
4.3.2 Encoder  
 
Figura 4.3: Schema a blocchi dell'encoder 
La funzione LDPC_encode esegue la codifica LDPC dei dati contenuti nel buffer 
lobal Memory. 
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In base al tipo di codice LDPC caricato, verranno eseguiti algoritmi diversi: nel ca-
so di codici IRA sistematici, come illustrato nel paragrafo 2.2.1, verrà eseguita per 
G1 ponendo il ri-
 
Questa operazione è compiuta dal k
esegue la moltiplicazione matriciale tra un vettore di numeri binari e una matrice 
sparsa memorizzata per righe, limitandosi però a considerare solo alcuni degli 
ogni riga della matrice. In precedenza è già stato discusso come considerare i primi 
a H (dove a = wcmax-2) corrisponda a considerare la sola matrice 
G1  per i codici IRA. 
ne descritta nelle formule (2.19) e (2.20).  
Dato che si tratta di un procedimento 
piuttosto che sul Device, in quanto non ottimizzato per questo tipo di operazioni, 
quindi il vettore sultato scritto sulla versione 
H piato nuovamente sul Device. 
b K l-
colo della parola di codice. 
4.3.3 Simulatore di canale 
 
Figura 4.4: Schema a blocchi del simulatore di canale 
La funzione LDPC_simulateAWGN si limita ad applicare il rumore gaussiano bian-
co ai bit di codice da trasmettere. La quantità di rumore è definita specificando il 
rapporto segnale rumore in decibel ( ). 
Dato che viene applicata una modulazione BPSK, ovvero ogni bit di codice è con-
vertito in un unico simbolo pari a 
bit che a sua volta è pari a 1, quindi si può o-
re utilizzando la seguente formula 
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La sua radice quadrata corrisponde alla deviazione standard del rumore, valore che 
va fornito alle API della libreria CUDA per la generazione dei numeri casuali, per 
ottenere una realizzazione di un processo aleatorio gaussiano. 




Figura 4.5: Schema a blocchi del decoder (float) 
La funzione LDPC_decode, esegue la decodifica.  
 MSA, che differi-
scono per il tipo di dati utilizzato nei calcoli: una versione lavora con variabili float 
bit. 
Il motivo di queste tre versioni è legato alla sperimentazione per ottimizzare le pre-
stazioni, discorso che verrà approfondito nel capitolo successivo; tuttavia la versio-
ne attuale del progetto è funzionante solo con il decoder a valori float.  
Gli altri due decoder soffrono del problema della saturazione delle variabili interne, 
ovvero, nel corso delle iterazioni, il valore assoluto da ogni variabile tende ad au-
mentare fino a raggiungere il massimo previsto dalla rappresentazione binaria uti-
lizzata; questo fenomeno fa sì che la parola di codice non venga decodificata 
correttamente. 
I tre decoder, comunque, differiscono unicamente per alcuni dettagli implementativi 
mentre il funzionamento di base è lo stesso. 
Nella fase di inizializzazione un kernel provvede, partendo dal segnale ricevuto nel 
ula (2.32), e 
 
  (4.3) 
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s-
saggi dai nodi variabile ai nodi di controllo e che nella prima iterazione sono uguali 
alle sole probabilità a priori. 
Nelle versioni a 8 e 16 bit i valori provenienti dal canale vengono adattati alla rap-
presentazione come numero intero, e al nuovo range  per gli 8 bit e 
 per i 16 bit, con la moltiplicazione per un fattore di scala.  
La moltiplicazione per un fattore di scala non modifica il comportamento 
i-
lizzate nei kernel, la rappresentazione intera equivale a una rappresentazione a vir-
gola fissa che mantenga la stessa magnitudine degli equivalenti valori float. 
In seguito un ciclo for esegue un numero pari alla costante MAX_ITERATIONS, 
definita in LDPC_parameters.h, di iterazioni composte dai due kernel che eseguono 
il processing orizzontale e verticale. La nomenclatura di questi kernel si riferisce al 
fatto che vengono aggiornati i nodi variabile o i nodi di controllo e quindi conten-
 
Questi due kernel costituiscono la parte di software più importante di tutto il siste-
ma, in quanto la scheda video passa la maggior parte del tempo ad eseguire questa 
porzione di codice, e quindi, di fatto, limitando il throughput di sistema. 
Completato il ciclo un ultimo kernel, calcola i valori di  come mostrato nella 
formula (2.36) e, utilizzando la formula (2.37), calcola il valore dei bit più verosi-
mili . 
Nel caso di codici non sistematici non è stata implementata nessuna decodifica, an-
che se è stato predisposto nella struttura dati codeSpecs il puntatore a un vettore 
n futuro, la matrice inversa di G necessaria per la 
decodifica. 
4.3.5 Calcolatore di Bit Error Rate 
La funzione LDPC_BERcollectData permette di calcolare il numero di errori di de-
codifica e quindi la Bit Error Rate.  
Per fare questo, è necessario confrontare il 
contare il numero di bit per i quali differiscono. 
I BLOCCHI DI ELABORAZIONE IN DETTAGLIO 
 
 
ri a 0 se 
sono uguali e 1 se diversi; il kernel LDPCker_ber_bitwiseXor si occupa di questa 
fase preliminare. 
 
Figura 4.6: Schema a blocchi del calcolatore di BER 
 
analizzare un vettore per calcolare un singolo valore , è detta riduzione. 
Per risolvere questo tipo di problemi 
parallela, è opportuno eseguire un ciclo dove ad ogni iterazione si riduce il numero 
di elementi con una gerarchia ad albero; la Figura 4.7 illustra graficamente il con-
cetto. 
Un primo kernel, LDPCker_ber_wrongBitCountFirstStep, per ogni byte di memoria 
del risultato dello XOR, serisce in un vettore ausiliario. 
In seguito viene eseguito un ciclo, dove LDPCker_ber_treeSum esegue questa ridu-
zione re-inserendo il risultato della somma di due elementi nel vettore ausiliario. 
Raggiunto un certo numero di iterazioni, il calcolo passa sulla CPU in quanto se il 
numero di t
diventa più lenta rispetto alla CPU. 
 
Figura 4.7: Principio di funzionamento delle operazioni di riduzione 
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Alla fine del procedimento al primo indirizzo del vettore ausiliario si troverà la 
somma di tutti gli elementi e quindi il numero di errori totale. Questo valore, insie-
me a il numero di bit trasmessi in totale, viene inserito nei corrispettivi campi della 
a-
gliati e il numero di bit totale. 
La funzione LDPC_BERresetData, azzera questi due campi in modo da poter inizia-







Nel capitolo precedente è stata illustrata la struttura del progetto realizzato, tuttavia 
per raggiungere questo risultato è stata 
strategie per capire quali di queste sarebbero dovute essere utilizzate per soddisfare 
i requisiti nel modo più efficiente possibile. 
Nel corso di questo capitolo sono illustrati gli strumenti e le tecniche utilizzate per 
, in particolare della decodifica; in seguito sono 
e per sfruttare 
al meglio le sue potenzialità, ed infine sono riportate le prestazioni ottenute discu-
tendole e confrontandole con lavori di altri autori. 
 
La macchina sulla quale è stato sviluppato il progetto è dotata di una CPU Intel i3-
3240 e una scheda video Nvidia GeForce GT620. 
ltima ha Compute Capability 2.1, è dotata di 96 CUDA core e 1GB di me-
moria con una banda massima teorica di 14.4 GB/s.[4] 
La scheda video è di tipo commerciale, e ha prestazioni decisamente inferiori rispet-
 usate nei la-
vori di altri autori. 
CAPITOLO 5 | RISULTATI E MISURE 
 
La macchina è dotata di sistema operativo Windows 8.1, mentre il progetto è stato 
 aggiunta dei vari 
strumenti  
Uno dei più importanti è sicuramente Nsight: aggiunto a Visual Studio permette di 
eseguire il debug dei kernel direttamente sulla scheda video, permettendo al pro-
grammatore di analizz hread diversi. Nsight, inoltre, 
e-
gue una serie di esperimenti sul software progettato e misura, attraverso dei contato-
ri, le prestazioni ottenute sotto vari punti di vista. 
l-
delle istruzioni. 
In modo similare un altro software, il Visual Profiler, è in grado di fornire statisti-
che sulle prestazioni ottenute, 
tempo, ed evidenziare se questi soffrono di certi problemi, se possono essere mi-
gliorati ulteriormente e sotto quale aspetto. 
Il Visual Profiler è stato utile soprattutto nelle fasi preliminari del progetto dei ker-
e complessiva. 
In Figura 5.1 i-
mulazione ottenuta con il Visual Profiler. 
 
Figura 5.1
ricezione nel tempo 
Infine per caratterizzare le prestazioni finali, in particolare del decodificatore, sono 
stati usati i timer CUDA per misurare il tempo di esecuzione, o di latenza, di questo. 
Il t i-
re dalla latenza secondo la formula (4.2). 




Nel corso dello studio delle prestazioni del software realizzato, e nel corso 
atrice di parità del codice LDPC 
utilizzato o, in generale, da variabili estrinseche. 
Il throughput, che sia quello comprendente il tempo di esecuzione di tutti i blocchi o 
a-
cemente il sistema è in grado di elaborare i bit.  
Il throughput del decoder, per esempio, è il rapporto tra i bit di informazione elabo-
rati e la latenza dello stesso; è evidente che queste due grandezze sono legate dal 
fatto che una maggiore quantità di informazioni richiederà più tempo per essere ela-
borata, rendendo il loro rapporto circa costante. 
Tuttavia il tempo di calcolo, come evidenzia la Tabella 2.1, dipende soprattutto dal 
a-
tempi di decodifica simili ma throughput diversi: perciò questo valore non è indica-
 
dal numero di parole di codice decodificate contemporaneamente. 
Nei paragrafi successivi sarà discusso in dettaglio in che modo questi parametri in-
fluenzano il comportamento del software, tuttavia osservando tutti i tempi di esecu-
zione raccolti nel corso di questa indagine si è osservato che, definendo  latenza 
del decodificatore,  numero di parole elaborate in parallelo, E 
matrice H ed I il numero di iterazioni, la quantità 
è costante, e vale circa  con una deviazione standard, tra i vari 
casi, del . 
Si è deciso di chiamare questo valore latenza specifica di decodifica in quanto 
permette di valutare le prestazioni di questa a prescindere dal codice LDPC usato e 
dagli altri parametri. 
  (5.1) 
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Conoscendo questo valore è quindi possibile predire la latenza e il throughput del 
decodificatore usando le seguenti formule. 
Queste formule rappresentano una grossa approssimazione; tuttavia, studiare come 
si modifica la latenza specifica di decodifica, permette di valutare velocemente i 
benefici di una tecnica usata o se il sistema sta lavorando alla massima capacità. 
 
5.4.1 Coalescenza 
In assoluto la coalescenza rappresenta la tecnica che permette di aumentare mag-
giormente l  
Il grosso problema, in questo caso, è che durante la decodifica si deve accedere ai 
vettori dei messaggi  ed  secondo gli indirizzi contenuti in Hbn e Hcn che 
sono irregolari. 
È impossibile, dunque, che i thread in un warp accedano ad indirizzi consecutivi ed 
allineati come richiesto dalla tecnica. 
 
Il pattern di accesso ai messaggi è lo stesso per ogni parola di codice; disponendo 
consecutivamente in memoria messaggi con indici uguali ma associati a parole di 
codice diverse, e facendo sì che thread consecutivi dello stesso warp elaborino que-
sti messaggi, si ottiene la coalescenza. 
In Figura 5.2 e-
ro di parole elaborate in parallelo. 
In questo modo inevitabilmente aumenta la quantità di dati da elaborare e quindi 
anche il tempo di latenza, tuttavia la coalescenza permette al software di lavorare 
 
In Figura 5.3 è mostrata la dipendenza delle prestazioni dal numero di parole elabo-
7.3 sono raccolti i valori ottenuti dal profiling 
del kernel LDPCker_dec_float_BNupdate 
caso di 4 e 32 parole di codice in parallelo. 
  (5.2) 
  (5.3) 




Figura 5.2: Pattern di accesso in memoria variando il numero di parole decodificate in 
parallelo, nel caso c si ha coalescenza 
Nella Figura 5.3-b è mostrata, in particolare, la latenza specifica di decodifica che 
i-
cate in parallelo. 
Quando il numero di parole è inferiore a 32, gli indirizzi ai quali thread consecutivi 
fanno accesso sono consecutivi a gruppi: abbastanza per far sì che la cache richiami 
meno linee, ma non abbastanza da avere un trasferimento per warp (Figura 5.2-b). 
Quando il numero di parole raggiunge 32 allora gli accessi saranno tutti consecutivi 
arp; nel caso del decoder float, la cache recupererà questi 32 valori, 
che coincidono con una singola linea da 128 byte, con un unico trasferimento 
(Figura 5.2-c). 
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Per un numero maggiore di parole decodificate in parallelo, non vi è un reale mi-
glioramento, infatti il throughput aumenta solo in modo trascurabile per effetti del 
 
 
Figura 5.3: Dipendenza delle prestazioni dal numero di parole elaborate in parallelo 
7.3, in particolare i campi evidenziati, si può notare come nel 
caso di 4 parole in parallelo il numero di transizioni per richiesta sia notevolmente 
aumentato: questo a indicare che sono necessari più trasferimenti per recuperare tut-
te le informazioni necessarie ad un warp, in quanto sono sparpagliate a diversi indi-
rizzi di memoria.  
STRATEGIE USATE E LORO VALIDAZIONE 
 
 
Nel caso di 32 parole, invece, ad ogni richiesta corrisponde una transizione, ovvero 
la linea di cache contenente i 32 valori float. 
Osservando la Hit Rate si ha la conferma di come questo fatto incida sulle presta-
zioni: più questa è bassa, più vengono meno i benefici della cache. 
Il parametro Replay Overhead, allo stesso modo, mostra come esistano alcuni indi-
rizzi di memoria che devono essere caricati più volte in cache a causa del fatto che 
la linea di cache contiene informazioni necessarie a thread non consecutivi e in 
momenti diversi. 
a fine della decodifica 
si occupano anche di riordinare in questo modo i messaggi  ed  nei rispet-
tivi vettori. 
5.4.2 Memoria Texture e Surface 
Nel corso di questo lavoro è stata esplorata la possibilità, per i decoder a 8 e 16 bit, 
di utilizzare la memoria Texture, in modo da ottenere un miglioramento delle pre-
stazioni. 
Dato che le Texture sono utilizzabili in sola lettura, si è pensato di memorizzare in 
questo modo solo le strutture dati relative alla matrice H.  
Trattandosi di vettori, le Texture così create, si svilupperanno in una sola dimensio-
ne. 
I vettori dei messaggi, invece, sono stati memorizzati come Surface, in modo da po-
ter essere anche scritti durante il funzionamento dei kernel; in particolare per sfrut-
tare la località spaziale al meglio, sono stati memorizzati in due dimensioni. 
Entrambe queste modifiche sono risultate vane, provocando un peggioramento delle 
prestazioni. 
Questo peggioramento si verifica principalmente per due ragioni: la soluzione con 
memoria globale, cache di primo livello e coalescenza è già di per sé una soluzione 
Texture ha tempi di accesso e velocità di bus persino peggiori di quella globale, ma 
avendo una cache dedicata e dell i-
mensioni, può mascherare questi difetti nel caso di applicazioni che eseguono più 
trasferimenti agli stessi indirizzi. 
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Tutti i kernel del decoder implementato accedono in lettura e scrittura solo una vol-
ta, perciò la memoria Texture appare essere complessivamente più lenta di quella 
Globale. 
 
5.5.1 Numero di parole elaborate in parallelo 
Nel paragrafo 5.4.1 è stato illustrato come è necessario che il numero di parole di 
codice elaborate in parallelo sia almeno 32; tuttavia questa scelta dipende molto 
 
Quando il software deve essere molto reattivo, è necessaria una bassa latenza che 
può essere ottenuta elaborando poche parole in parallelo, al limite solo una, sacrifi-
 
quantità di dati è consigliabile decodificare più parole in parallelo, in questo modo 
Figura 
5.3-a, infatti, il throughput tende ad aumentare, anche se solo lievemente, con 
valore. Le simulazioni rientrano in questa tipologia di appli-
cazioni. 
In generale, considerando come applicazione un decoder real time, è opportuno 
raggiungere un buon compromesso tra latenza e throughput; in questo caso la scelta 
migliore è di elaborare esattamente 32 parole in co
throughput sono già prossimi al massimo, ma la latenza è ancora piuttosto bassa. 
5.5.2 Configurazione dei thread 
I kernel hanno un comportamento riassumibile con la lettura di dati, la loro elabora-
zione e la scrittura dei risultati in memoria. Per questo tipo di kernel è opportuno 
impostare . 
, messo a 
disposizione da Nvidia, in modo da trovare il numero ottimale di thread in un TB. 
La Figura 5.4 lator che evidenziano 
come 192 t , potenzialmente, può risultare 
nel 100% di Occupancy.  
cente, è 
stato misurato il throughput del decoder in diverse configurazioni per confermare la 
 
TUNING DEI PARAMETRI 
 
 
Il risultato, visualizzato nella Figura 5.5 insieme co
thread per TB sia effettivamente la configurazione migliore.  
 
Figura 5.4: Grafici tratti dall'Occupancy Calculator che evidenziano le impostazioni ot-
timali per i kernel del progetto 
 
Figura 5.5: Dipendenza delle prestazioni dall'Occupancy e dalla configurazione dei 
thread 
Inoltre appare evidente che il throughput ha un andamento simile a quello 
t-
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a-
scondendo i lunghi tempi di accesso. 
5.5.3 Numero di Iterazioni del Decoder 
a-
metro regolabile che non solo influisce sulle prestazioni del software, ma anche sul-
la precisione del decodificatore LDPC13. 
 dopo un certo numero di iterazioni, a meno 
che il grafo di Tanner del codice non abbia degli anelli composti da quattro lati. 
 pari a quelle neces-
 avere un risultato corretto nel minor 
tempo possibile. 
Nel paragrafo 2.3.2 i-
nare le iterazioni non appen  sia verificata oppure una 
volta raggiunto un numero massimo di iterazioni. 
Nella prima versione del decoder il kernel che si occupava di controllare il soddi-
sfacimento di questa equazione impiegava un tempo non trascurabile per eseguire il 
compito, perciò si è deciso di eliminare questo controllo ed eseguire un numero fis-
so di iterazioni. 
r-
mette di avere il medesimo risultato ma in tempi mediamente inferiori, inoltre rende 
i tempi di latenza, e quindi i throughput, indipendenti dalle condizioni di lavoro, 
qualità apprezzabile per un sistema real time che deve essere prevedibile. 
Resta il problema di tarare opportunamente il numero massimo di iterazioni. Per 
farlo bisogna 
difficile da calcolare che dipende dal codice LDPC e dalle condizioni di lavoro 
(rapporto segnale rumore). 
Uno dei programmi sviluppati14 
diversi valori di rapporto segnale rumore in modo da poter tracciare le curve BER. 
È interessante osservare come queste curve si modificano con la variazione del nu-
mero di iterazioni (Figura 5.6).15 
                                                 
13 Anche la precisione delle variabili (float, 16 bit, 8 bit) modificano la precisione del decoder ma 
non è considerata un parametro regolabile in quanto per ogni versione del decoder essa è fissata 
14 BER_curve.exe 




Figura 5.6: Variazione delle curve BER rispetto al numero di iterazioni (DVB-S2 normal 
FECFRAME Rate 1/2) 
Osservando la figura si nota come aumentando il numero di iterazioni le curve ten-
dano a diventare più ripide finché, raggiunte 20-30 iterazioni, queste coincidano. 
Due curve coincidenti indicano che il numero di iterazioni impostato è maggiore di 
quello necessario  le curve ottenute corrispon-
riesce a convergere, risultando in numerosi errori di decodifica. Per questo motivo 
aumenta la probabilità di errore e quindi le curve tendono ad essere meno ripide. 
La scelta del numero di iterazioni da eseguire dipende fortemente dalle prestazioni, 
in termine di probabilità di errore, che si vogliono ottenere. 
Anche in questo caso è necessario un compromesso tra la probabilità di errore e la 
velocità di esecuzione. 
Il tempo di decodifica, infatti, aumenta linearmente con il numero di iterazioni ese-
Figura 5.7). 
                                                                                                                                        
15 Il sistema non implementa le modulazioni del DVB-S2, tuttavia le curve così ottenute corrispon-
dono a quelle che si ottengono con modulazione BPSK in quanto ad ogni simbolo corrispondono due 
bit indipendenti tra loro dal punto di vista del rumore. 
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Figura 5.7: Dipendenza del tempo di decodifica dal numero di iterazioni per il DVB-S2 
rate=1/2 normal FECFRAME 
 di iterazioni, rappresentato 
a  
Per caratterizzare questo overhead è stato introdotto il termine  nelle formule 
(5.1), (5.2) e (5.3)16. 
 
Seguendo le indicazioni del paragrafo precedente, sono state misurate le prestazioni 
per la decodifica di tutti i codici LDPC dello standard DVB-S2. Queste sono ripor-
tate nella Figura 5.8. 
one le prestazioni ottenute non garantiscono la 
corretta decodifica di un flusso video digitale per ogni rate del codice. Infatti un 
flusso video codificato con lo standard MPEG-2 ha una bitrate compresa tra i 4 e i 9 
Mbps. 
La grande limitazione del sistema così costruito è la memoria. 
Durante il profiling dei vari kernel, una delle statistiche osservate che più portano a 
questa conclusione è quella riguardo le ragioni di stallo delle istruzioni che, nella 
maggior parte dei casi, è per dipendenza di dato. 
                                                 
16 Analizzando i valori ottenuti il termine corretto vale circa 1.55, è stato scelto 3/2 per semplificare 
la scrittura della formula che comunque è approssimativa. 




Figura 5.8: Prestazioni del decoder float per i codici del DVB-S2 e 10 iterazioni 
 stanno attendendo uno degli operandi. 
Nel capitolo 3 si accennava al fatto che è possibile configurare la ripartizione dei 
64KB di memoria a bordo di ogni SM tra Shared Memory e cache di primo livello; 
è stato eseguito un profiling del kernel LDPCker_dec_float_BNupdate in due casi: 
48KB di Shared Memory e 16KB di cache, e viceversa. I risultati sono riportati 
7.4. 
e come o-
chi una diminuzione del numero di istruzioni che stallano per dipendenza di esecu-
zione che, in proporzione, è pari alla diminuzione del tempo di esecuzione. 
A conferma di quanto detto, si può notare anche un aumento significativo della Hit 
Rate della cache. 
5.6.1 Confronto con lavori precedenti 
Il principale lavoro già esistente è quello sviluppato da Gabriel Falcao nella sua tesi 
di dottorato [8], alla quale sono seguite altre pubblicazioni come per esempio [2]. 
Egli, oltre a sviluppare soluzioni per la decodifica di codici LDPC anche su architet-
ture diverse, come FPGA o tipi diversi di schede video, ha realizzato un decoder a 8 
bit in ambiente CUDA che è possibile reperire online [9]. 
Il funzionamento dei due decoder è del tutto simile: due kernel eseguono il proces-
sing orizzontale e verticale un numero prestabilito di volte, quindi viene misurato il 
tempo di esecuzione e il throughput. 
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Falcao siano costituiti quasi completamente da istruzioni di calcolo e nessuna istru-
zione di salto.17 
Il codice sorgente dei kernel è costituito da un gran numero di linee di codice, que-
sto perché le caratteristiche della matrice di parità del codice LDPC usato sono inse-
rite nel codice stesso.  
Fissando la matrice di parità, si può sapere in anticipo quante iterazioni dovrà ese-
guire ogni ciclo for o a quali elementi accederà un kernel, quindi è preferibile scri-
vere queste istruzioni in modo sequenziale piuttosto che raggrupparle in un ciclo for 
che sarà eseguito inefficientemente a causa delle branch. 
In [4] vengono mostrati i throughput ottenuti dagli autori con la loro implementa-
zione: per i codici LDPC dello standard DVB-S2 a 10 iterazioni di decodifica va-
riano da 36 a 87 Mbps. La scheda video utilizzata è una Fermi C2050. 
itato con quelle ot-
tenuta in questo lavoro in quanto le due schede video hanno caratteristiche molto 
diverse, per esempio la banda della memoria disponibile è circa 10 volte superiore a 
quella della GeForce GT620. 
Le prestazioni del decoder dipendono anche da molti altri fattori, come la quantità 
di cache, il numero di CUDA core o la massima velocità di esecuzione delle istru-
zioni (FLOPS18), perciò si è preferito compilare ed eseguire i sorgenti trovati in rete 
sulla macchina a disposizione e confrontarne i risultati con il decoder in esame. 
Il decoder di Falcao raggiunge un throughput di 12.458 Mbps contro i 7.995 Mbps 
ottenuti da quello in esame utilizzando in entrambi i casi 10 iterazioni e una matrice 
 
Si può calcolare la latenza specifica di decodifica tenendo conto del fatto che il de-
coder di Falcao non esegue inizializzazione e Hard Decision che si traduce nella 
scomparsa dalle formule del termine . 
Il decoder di Falcao ha una latenza specifica di  contro gli 
 del decoder in esame che ha, quindi, delle performance infe-
riori del 36% circa. 
                                                 
17 In realtà alcune delle macro usate eseguono dei confronti e quindi delle branch ma in numero deci-
samente inferiore rispetto alla soluzione presentata in questa tesi 
18 Floating Point Operations per Second 
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Questo è dovuto principalmente al numero ridotto di branch che una scheda video 
non è in grado di eseguire in modo efficiente. 
Un software di questo tipo può, inoltre, evitare di eseguire gran parte dei calcoli le-
 e, in genera-
le, ha un pattern di accesso alla memoria molto regolare. 
Il profiling dei kernel del decoder di Falcao ha rivelato inoltre una Hit rate della L1 
cache di oltre il 90%.  
Grazie a un accesso alla memoria così regolare si può ottenere una Hit Rate alta, 
che a sua volta aumenta le prestazioni del software limitato dalla memoria. 
Il decoder qui presentato, pur avendo prestazioni inferiori, anche se paragonabili a 
quelle ottenute da Falcao, ha il vantaggio di essere flessibile. 
La flessibilità è di sicuro un grande punto di forza: oltre a rendere le funzionalità 
implementate facilmente accessibili da altri sviluppatori e applicazioni, permette 
anche di ottenere un file eseguibile di dimensioni inferiori; pensando alla realizza-
rispetto a quelle di un PC, utilizzare meno spazio in memoria per il codice significa 
poter ospitare sulla stessa macchina più algoritmi e più blocchi di elaborazione. 
La filosofia della Software Defined Radio è proprio quella di poter realizzare una 











I risultati raccolti nel capitolo precedente, mostrano come il software venga eseguito 
in maniera efficiente.  
La grande differenza con i risultati proposti da Falcao in [4] è dovuta allo stile di 
scrittura del codice che, a causa degli obiettivi diversi, rende questo progetto meno 
performante ma molto più flessibile. 
Per realizzare un terminale di ricezione DVB-S2, oltre alla decodifica, sono neces-
sarie molte altre elaborazioni che la scheda video utilizzata non è in grado di soste-
 
numero di thread, questo rende il sistema realizzato facilmente scalabile rispetto al 
numero di core di cui è dotata una scheda video o un sistema many-core.  
Per migliorare le prestazioni in modo significativo si può sfruttare la scalabilità del 
software e, semplicemente, usare un hardware più evoluto: in particolare dotato di 
più memoria cache e di una banda più alta nel trasferimento di dati dai core alla 
memoria globale. 
 
Un sistema che ricava le informazioni sul codice LDPC da un file e, a runtime, mo-
difica il proprio comportamento secondo queste informazioni è sicuramente utile in 
ambiti in cui non si conosce a priori quale sia il comportamento che dovrà assume-
re fined Radio quando, durante la pro-
gettazione, si vogliono esplorare diverse soluzioni. 
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Tuttavia per un terminale DVB-S2 lo standard prevede solo una fascia ristretta di 
a-
to da Falcao, ovvero una serie di kernel per la codifica e decodifica che non conten-
gono cicli e hanno al loro interno tutte le informazioni sulla matrice di 
parità del codice LDPC. 
La costruzione di un terminale che implementa uno standard è, infatti, 
 intermedia tra un sistema statico e uno che può cambiare il suo 
comportamento con il massimo grado di libertà. 
Queste funzioni potrebbero essere poi richiamate selettivamente, a runtime, in base 
alle esigenze dettate dalle condizioni di comunicazione del momento. 
Questo lavoro potrebbe proseguire in futuro con la realizzazione di un framework di 
sviluppo che, dato un codice LDPC, crei il codice sorgente dei kernel per la codifica 
e decodifica e li integri automaticamente nel sistema compilando nuovamente la li-
breria. In questo modo, pur mantenendo le stesse API, la libreria usufruirà di kernel 
più veloci. 
Nel corso dei capitoli precedenti si è studiata la possibilità di utilizzare diverse ver-
sioni di decoder; quelle a 8 bit e 16 bit sono le più performanti, in particolare quella 
a 16 bit offre una maggiore precisione, che si traduce in basse probabilità di errore, 
a throughput comunque eccellenti.  
Tuttavia resta aperto il problema della saturazione delle variabili che impediscono 
una decodifica corretta del segnale ricevuto. 
Vi è la necessità di analizzare più in profondità questo problema, inserendo un si-
stema di aggiu  MSA per evitare 
che le variabili aumentino di magnitudine. 
Può essere interessante, anche, studiare la possibilità di realizzare un decoder con 
bile perdita di perfor-
 rispetto ai float, e do-
vuta al tempo di esecuzione maggiore di istruzioni con questo tipo di operandi, 
possa essere giustificata da una maggior precisione e, quindi, dalla possibilità di 
eseguire meno iterazioni per ottenere la stessa BER. 
abbia un effetto negativo sulle performance; tuttavia non è mai stata utilizzata la 
memoria condivisa in quanto non vi era necessità che i thread nello stesso TB coo-




Tuttavia, anche configurando la cache in modo che ve ne sia il più possibile 
(48KB), parte della memoria a bordo degli SM è comunque occupata da quella con-
divisa (16KB). 
È evidente come la quantità di cache influisca direttamente sulla velocità di esecu-
di usare la memoria condivisa, in modo da trarne un beneficio come se questa, in 
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Il codice sviluppato in questa tesi è raccolto in un unica soluzione di Visual Studio 
2010. 
Questa è suddivisa in diversi progetti: uno per la creazione della libreria LDPC.lib 
mentre gli altri consistono in dimostrazioni de utilizzo di questa libreria, dalla simu-
lazione della catena con la relativa misurazione delle prestazioni, fino a un decoder 
real time. 
file eseguibili automaticamente; in se-
guito è illustrata la procedura per creare un nuovo progetto. 
7.1.1 Progetti realizzati 
BER_curve è un programma che esegue la simulazione di una trasmissione e ricezio-
ne di dati utilizzando tutta la catena a diversi valori di rapporto segnale rumore. 
Restituisce, in un file di testo, un vettore contenente i valori di BER che è possibile co-
piare e incollare direttamente in uno script Matlab. 
Si può impostare, inoltre,  il numero minimo di bit sbagliati perché la simulazione sia 
valida e il numero massimo di simulazioni eseguibili. 
ChainSimulation esegue una simulazione della catena a un certo valore di rapporto 
segnale rumore misurando, al tempo stesso, latenza e throughput dei singoli blocchi. 
Per una misurazione esente il più possibile da overhead, ogni funzione viene lanciata 
più volte. 
GPUspecsAndTest fornisce una serie di specifiche tecniche riguardo la scheda video 
a bordo del sistema, usando le API di CUDA, ed esegue una serie di misure sulla ban-
da effettiva di trasferimento dalla memoria. 
LDPC è la libreria oggetto di questa tesi che viene compilata in un file .lib. 
RealTimeDecoder è un decoder real time che esegue un certo numero di volte la de-
codifica di dati presenti su un vettore in memoria principale inserendo il risultato in un 
secondo vettore, nel frattempo misura la bitrate corrente. 
 
vi 
Il programma eseguirà un numero limitato di iterazioni, ma è possibile de-commentare 
la costante DO_FOREVER  che il programma continui il suo funziona-
mento indefinitamente.  
È possibile specificare la bitrate desiderata e, se questa è minore o uguale alla bitrate 
massima possibile, ad ogni iterazione il programma attenderà un certo lasso di tempo 
in modo da mantenerla. 
Infine si può specificare il rapporto segnale rumore. 
7.1.2 Organizzazione dei File 
La cartella principale della soluzione è divisa in più sottocartelle compatibilmente con 
il loro contenuto. 
o-
grammi sopracitati. Le versioni Release non contengono numerose istruzioni utilizzate 
dal debugger di Visual Studio per la gestione di eccezioni, risultando più veloci. 
Ogni progetto ha una cartella corrispondente che contiene le sue configurazioni e i suoi 
sorgenti. 
con lo script Mat  
principali. 
, contiene il file .lib della libreria 
statica LDPC. 
rgenti della libreria LDPC. 
Nella cartella radice sono presenti i file della soluzione di Visual Studio 2010. 
7.1.3 Come creare un nuovo progetto 
n-
dendolo compatibile con la suddivisione delle cartelle sopracitata, è necessario aver in-
stallato sul sistema il CUDA toolkit, 
quindi è sufficiente seguire le istruzioni seguenti: 
1. Creare il progetto aprendo la soluzione e cliccando col tasto destro del mouse 




Selezionare come template CUDA, inserire il nome del progetto, e assicurarsi 
che la cartella di lavoro sia \LDPC_SDK_VS2010\ (cartella radice) 
2. Accedere alle proprietà del progetto tramite Project -> Property e impostare 
 
Impostare in Configuration Properties -> General - $(Solu-
tionDir)\bin\$(Configuration)\  
3. In VC++ Directories -
soluzione (quella contenente LDPC.lib) distinguendo i due casi Debug e Relea-
se con le relative sotto cartelle 
4.  in-
sieme con la directory degli header file del CUDA toolkit: di default 
C:\ProgramData\NVIDIA Corporation\CUDA Samples\v5.5\common\inc  
5. In Configuration Properties -> Linker -> Input assicurarsi che sia presente cu-
dart.lib, quindi aggiungere LDPC.lib e curand.lib 
6. Modificare CUDA C/C++ -> Device -> Code Generation in modo che risulti 
compute_20, sm_20 
Di default viene creato un file kernel.cu contenente un programma di prova. Questo fi-
le può essere rinominato a piacimento anche con estensione .c o .cpp e conterrà il pro-




7.2.1 Kernel per la codifica 
Estrae il k-esimo bit di informazione dal buffer u  
, c . Equivale alla codifica sistematica dove i primi K 
bit della parola di codice sono uguali ai bit originali di informazione. 
Questo kernel esegue la moltiplicazione matriciale tra il vettore u  e la sottomatrice di 
H tale che ogni riga ha i primi limit H. Se limit vale a (notazione del 
paragrafo 2.2.1) che coincide con wcmax-2, questa sottomatrice coincide con G1 e 
 
Ogni thread calcola un elemento del vettore risultante, eseguendo il prodotto scalare 
tra una riga della matrice ed u. 
Le righe della matrice sono memorizzate come un vettore che ha per elementi gli indici 
u  e-
sto vale 1, la somma viene incrementata.  è scritta 
in modo da evitare una branch sfruttando il fatto che la quantità da incrementare è pari 
al valore del bit stesso. 
Infine, eseguendo il modulo a 2 della somma, si trova il valore del bit risultato, che 
viene scritto sul vettore Gu. 
 
ix 
7.2.2 Kernel per la decodifica
19
 
Il kernel implementa la formula di aggiornamento dei nodi variabile (2.40) 
Nel caso mostrato di seguito (8 bit) la sommatoria viene eseguita a 32 bit per poi ri-
convertire il risultato a 8 bit. La macro _8bCLIP limita il risultato tra -128 e 127 in ca-
so di overflow. 
Il codice mostra il caso di decoder a 8 bit, nella versione a 16 bit cambia solo il tipo di 
dato usato per le variabili. Lo stesso discorso vale per i kernel seguenti. 
                                                 
19 Dal codice sono state escluse le parti relative alla Texture memory per semplicità 
 
x 
(2.39) e le considerazioni espresse alla fine del paragrafo 2.3.3. 
In una prima iterazione lungo gli elem o-
re minimo, il secondo valore più piccolo, e il prodotto dei segni. 
Partendo da questi, nella seconda iterazione, si possono creare tutti i singoli messaggi 
che avranno segno pari a quello espresso dalla formula (2.41) e modulo pari al mini-
mo, tranne nel caso del messaggio diretto al nodo variabile che ha generato questo al 
quale verrà inviato il secondo valore più piccolo. 
Sono stati utilizzati alcuni stratagemmi per evitare operazioni onerose come le molti-
plicazioni nel caso del calcolo del segno del prodotto, preferendo lo xor bit a bit il cui 
risultato avrà il medesimo bit di segno. 
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La  hard decision viene eseguita calcolando prima gli , quindi ponendo il bit cor-
rispondente a 1 se  è negativo, 0 viceversa. 
 il bit di segno e quindi assume esattamente il valore 
 
r r-
nel riordina anche i dati in modo conforme allo standard dei buffer principali del si-
stema. 
Il codice mostra il caso di decoder a 8 bit, nella versione a 16 bit cambia solo il tipo di 
dato usato per le variabili. 
Questo kernel si occupa di inizializzare i nodi bit calcolando il rapporto di verosimi-
glianza a priori di ogni bit ricevuto moltiplicandolo per un coefficiente di guadagno. 
 
xii 
In seguito inizializza i messaggi  
 
Il principio di funzionamento è il medesimo delle versioni a 8 e 16 bit senza 
 
Analogamente alle versioni a 8 e 16 bit questo kernel calcola i messaggi da inviare ai 
nodi variabile. 
Il principio di funzionamento è il medesimo della versione a 8 e 16 bit. 
calcolo finale del bit della parola di codice. 
Per le variabili a 8 e 16 bit il bit di segno coincide con il MSB perciò, per evitare la 
branch, si copia questo nel risultato. Nel caso di variabili float i-
ste nell tore e una conversione di tipo di dato per poter accedere a 
quel bit. 
Il funzionamento è analogo alle versione a 8 e 16 bit, il coefficiente di guadagno viene 
però calcolato basandosi sulla formula (2.32). 
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Ipotizzando un codice sistematico, questo kernel estrae i primi K bit dalla parola di co-
 
Da notare che i bit nel vettore hat c  
buffer,  
Il kernel produce in uscita un intero byte, perciò esegue 8 iterazioni riempiendo di vol-
ta in volta la variabile output. 
7.2.3 Kernel per altre elaborazioni 
Esegue lo xor bit a bit di due vettori usando un thread per ogni byte. 
Questo kernel somma due elementi (distanti tra loro ) di un vettore ponendo il risul-
tato al posto del primo. 
Richiamato iterativamente riducendo di volta in volta N si ottiene e-
mentazione del calcolo della somma degli elementi di un vettore (Figura 4.7) 
 
xiv 
in un certo byte di un vettore, scrivendo il risulta-
un secondo vettore. 
Nel caso in cui K bit del byte, 
valore che va calcolato precedentemente come il modulo tra K e 8 (il calcolo è eseguito 
 
Il kernel esegue la modulazione BPSK dei bit da inviare nel canale, quindi vi applica il 
rumore bianco calcolato precedentemente e situato nel vettore n. 
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