Abstract. The performance of appearance based face recognition algorithms is adversely affected by illumination variations. Illumination normalization can greatly improve their performance. We present a novel algorithm for illumination normalization of color face images. Face Albedo is estimated from a single color face image and its co-registered 3D image (pointcloud). Unlike existing approaches, our algorithm takes into account both Lambertian and specular reflections as well as attached and cast shadows. Moreover, our algorithm is invariant to facial pose and expression and can effectively handle the case of multiple extended light sources. The approach is based on Phong's lighting model. The parameters of the Phong's model and the number, direction and intensities of the dominant light sources are automatically estimated. Specularities in the face image are used to estimate the directions of the dominant light sources. Next, the 3D face model is ray-casted to find the shadows of every light source. The intensities of the light sources and the parameters of the lighting model are estimated by fitting Phong's model onto the skin data of the face. Experiments were performed on the challenging FRGC v2.0 data and satisfactory results were achieved (the mean fitting error was 6.3% of the maximum color value).
Introduction
The acquisition of face biometrics is non-intrusive which makes it suitable for many identification and verification applications. These applications include forensics, security, access control to buildings and services. High recognition accuracy is very crucial for these applications. Unfortunately, variations in lighting conditions significantly degrades the performance of 2D face recognition. The differences amongst images due to identity variations may be obscured by variations caused by illumination.
Many approaches have been proposed to handle the illumination problem. These approaches fall into three main categories namely, (1) illumination insensitive representations, (2) modeling of illumination variations and (3) illumination normalization to a canonical form.
Approaches in the first category are the earliest and the most widely used [3] . In this category, illumination invariant features are generally extracted from the image for better recognition performance. Chen et al. [1] showed that there are no discriminative illumination invariant functions for objects with a Lambertian surface. Therefore, these feature can more appropriately be termed as illumination insensitive as opposed to illumination invariant. Another approach in this category extracts edge maps for recognition [4] [5] . Edge maps are compact representations but lack the important information encoded in the intensity shade. Moreover, illumination variations may also create incorrect edges. One may expect edge maps to work better in the case of object recognition compared to face recognition because human faces have a similar structure. Derivatives of gray scale images are also used to overcome the illumination problem [6] [7] since they are less sensitive to illumination. However, derivatives are sensitive to noise. Inspired by the fact that the human eye cortex enhances edges, some researchers convolved facial images with Gabor-like filters (which enhance edges) [8] [9] [10] . However, Adini et al. [2] have shown that edge maps, image derivatives and Gabor-like filters are insufficient to overcome the illumination problem.
The second category i.e. illumination variations modeling, models the face under all possible illuminations. The illumination cone method [11] [12] selects three images with constant pose but varying illumination to estimate the set of images under all possible lighting conditions. Ramamoorthi et al. [13] and Basri et al. [14] independently showed that a Lambertian surface under varying illumination can be approximated by the first nine spherical harmonics. Basri et al. [14] performed recognition by comparing the distance between a query face with the nearest images that can be synthesized by the 3D face models and their corresponding albedos under lighting conditions spanned by the first four harmonics [14] . Both [13] [14] assume known pose, a Lambertian surface and no cast shadows.
The third category normalizes images to a canonical form by compensating for illumination variations. Histogram equalization [15] and gamma intensity correction [16] fall in this category. However, these methods are global and their output is affected by directional lighting. Shan et al. [17] partitioned a face image into four quarters and used histogram equalization and gamma intensity correction in each quarter to eliminate side-lighting effects. However, due to the complexity of human faces, patterns created by directional lighting cannot be correctly represented by predefined fixed regions. Another approach in this category estimates the direction of a single light source from a generic 3D face and average albedo and relights the input face to a canonical form [18] . Their approach [18] does not cope well with complex lighting conditions caused by multiple light sources with varying intensities. Quotient image relighting is also used to relight face images to a canonical form [19] [17] . However, it requires the computation of bootstrap set (the ratio of images in non-canonical forms to a canonical form image) and assumes a similar shape (for a given individual's face) which is not true as the shape of the face significantly changes with expressions. They [19] also claim that their technique could be extended to color images assuming illumination does not affect hue and saturation of an image colors. However, our findings (Section 2.1) show that the saturation of facial skin color varies significantly with changes in illumination.
We present a fully automatic illumination normalization algorithm for color facial images. Our algorithm falls in the third category and unlike other techniques it takes into account the cast shadows, multiple directional light sources (including extended light sources), the effect of illumination on colors and both Lambertian and specular light reflections. In addition, it does not assume any prior knowledge about the facial pose or expressions. Our approach is based on Phong's lighting model which is widely used for rendering in computer graphics. We calculate the face albedo from a single colored face image and its registered 3D model by reversing the image rendering process. First, the number and directions of the dominant lights sources are automatically determined from the specularities in the facial skin. Next, the parameters of Phong's model and the intensities of the light sources are estimated by fitting Phong's model onto the red, green and blue channels of the facial skin. Finally, the parameters of Phong's model, the intensities and directions of light sources and the original facial image and its 3D model are used to calculate the colored face albedo. Experiments were performed on the Face Recognition Grand Challenge (FRGC) v2.0 [27] dataset (9,900 2D and 3D faces) which is challenging in the sense that the faces have major expression variations and are illuminated by varying extended light sources. Our results show that our algorithm can compensate for lighting variations without compromising the local features or effecting the color of the face albedo.
Reflective Properties of the Human Face
There are two types of light reflections from surfaces namely Lambertian and specular. A Lambertian surface reflects the incident light equally in all directions but a specular surface reflects the incident light mostly in the mirror reflection direction. In practice, surfaces reflect light with varying proportions of Lambertian and specular components. Shafer et al. [20] show that the sensor response of a red, green or blue color channel R to spectral light e(λ) reflected by a surface is given by
where f (λ) is the sensitivity of the color channel (different f (λ) for every color channel). c L and c S are the albedo and Fresnel reflectance of the surface, respectively. The functions K L and K S scale the Lambertian and the specular components. K S depends on the the normal of the surfacen, light source directionŝ and viewer directionv but K L depends only onn andŝ. As stated in Section 1, existing illumination normalization algorithms assume that the human face is a Lambertian surface. In this section, we show that it has a considerable specular component which is responsible for the variations in the color saturation of the facial skin. In fact, illumination causes variations in the saturation even more than the value of the color of face skin. Before proceeding to the details in Section 3, it is important to introduce Phong's lighting model (Section 2.1) and the HSV color space (Section 2.2).
Phong's Lighting Model
Phong's lighting model is widely used in computer graphics for rendering [21] [22] . The model takes into consideration both the Lambertian and specular light reflections. Given a 3D computer model, its albedo, lighting sources and the Phong's model parameters, the image is rendered according to the following
where A, D and L i are the albedo of the surface, ambient diffused light and the intensity of the i-th light source.N ·Ŝ is the dot product between surface normal N and light source directionŜ, andV ·R is the dot product between the viewer directionV and the mirror reflection angle of the light sourceR. The parameters k l , k s and m determine the extent to which a surface is Lambertian. F represents the Fresnel reflectance parameters of a surface i.e. the ratio of red, green and blue components reflected in a specular fashion. Since specularly reflected light from the facial skin has the same color as the incident light,
HSV Color Space
In RGB format, a color is represented by the amount of red, green and blue components it contains. Fig. 1.(a) shows the RGB color cube. If the three color channels are equally balanced, the color is on the gray line (the diagonal connecting the black to the white color). RGB is the most common color format because it is suitable for sensors and display devices. However, with regards to color perception, RGB is not always the best format and sometimes it is desirable to represent colors by their hue, saturation (lightness) and value (brightness) [23] . Fig 1.(b) shows the HSV color space which is an affine transformation of the RGB color cube to a cone. The hue is the angle around the gray line starting from the red color. The saturation axis is perpendicular to the gray line and ranges from 0 to 1. The further the color is from the gray line, the more saturation it has (0 on the gray line and 1 on the sides of the cone). The value of a color (range 0 to 1) is the distance from the black color to the projection of the color on the gray line.
Variations in Facial Skin Color Due to Illumination
Phong's lighting model is based on the physics of light reflections and is very analogous to the sensor response in Eq. 1. This is the main reason we use this model in our illumination normalization algorithm and analysis. Assuming white light sources (equal R, G and B), Phong's model reduces to ⎡
where I i is the intensity of the i-th light source. Facial skin of the same person generally has a fixed albedo. Let the number of the light sources, their intensities, the geometry of the face, k l , k s and m have arbitrary values. Eq. 3, shows that the total color T equals the sum of n + 1 vectors (the diffused and Lambertian components) in the direction of the albedo and n vectors (the specular component) in the direction of the white color. Since there are only two independent vectors (the albedo and the white color), the resultant color T will always be in the plane spanned by the albedo and the white color (see Fig. 2.(a) ). This implies that T has a constant hue because it does not rotate around the gray line. However, the saturation and value will vary accordingly. As the value increases, the saturation decreases (also see Fig.  2.(d) ) because the specular components bring T closer to the gray line.
Scatter plots of hue, saturation and value of a facial skin data (each point represents a pixel) agree with these conclusions (see Fig. 2 ). Fig. 2.(a) shows that there is very limited variation in the hue of the skin but the value varies significantly. Fig. 2.(b) shows that there is significant variation in the saturation which means that the human face reflects large proportion of the incident light in specular reflection. Results of fitting Phong's lighting model on facial skin data shows that the ratio of the Lambertian to the specular reflection (k l :k s ) ranges from 1:4 to 1:6.5 (see Section 3.4 and 4).
Illumination Normalization Algorithm
In real world environments, illumination conditions are very complex. For example, there are light reflections by objects to the face and extended light sources. However, these can be approximated by a single diffused and a few directional light sources. These unknowns and the parameters of Phong's model are estimated by exploiting the variations in color saturation and value in a facial skin image which are mainly caused by illumination (Section 2). The following subsections give details of our algorithm. 
Skin Detection
The skin hue of different human races is very similar [24] . Hue statistics are widely used in skin detection [24] [25]. The mean μ h and standard deviation σ h of the skin hue are computed from many training images. A pixel p is considered a skin pixel if its hue h p is within ± 2.5μ h .
However, the skin pixels set S g will include pixels from non-skin regions like lips and eye brows because σ h might be larger than the hue differences between skin and other facial regions of the same face as it is computed from a large set of skin training data. To overcome this problem, we compute the person specific hue statistics μ hs and σ hs from S g and apply another skin detection iteration using μ hs and σ hs to produce a more accurate skin pixel set S s . Since σ hs σ h , the pixels which have slight hue differences from the skin are not included in S s . The pixels which have color values less than a threshold V th are dropped from S s because they are not reliable. Fig. 3.(a) and 3.(b) show a face image and its detected skin mask, respectively.
Detection of the Dominant Light Sources
Specularities (highlights) occur at regions at which the mirror reflection direction R of a light source is very close to the direction of the viewer (sensor)V . At these regionsV ·R is maximum which means that there are more specular than Lambertian light reflections. In Section 2, we showed that the specular reflection makes the saturation of a color decrease. As specular light reflection from facial skin has more effects on saturation than value, it is more reliable to use saturation for the detection of specularities. A few hundred skin pixels with the minimum saturations are selected. These highlighted pixels may correspond to one or more light sources. For each pixel, the direction of the light sourceŜ is computed given the viewer directionV =[0 0 1] T and the surface normalN from the corresponding point in the 3D model as shown in the following equations.
Where θ o andP are the angle and the cross product betweenN andV , respectively. Azimuth and elevation angles of the light source directions are calculated by changing theŜ vectors from rectangular to spherical coordinates. The azimuth and elevation angles of the highlight pixels which are caused by the same light source will cluster together (see Fig. 3 .(d) and 3.(e)). Hierarchal clustering [26] with Cartesian distance as similarity measure is used to cluster light directions into 10 clusters. The clusters which have entries less than 15% of total entries are discarded. The remaining clusters represent the dominant light sources. For each dominant light source, the average direction is computed (center of gravity of the cluster). Wide direction clusters are divided into multiple clusters (i.e. an extended light source is represented by multiple light sources).
Finding Shadows of a Light Source
The human face is self-shadowing. The shadows of an ideal directional light source have a sharp transition from shadow to shine. However, this is not the case in real world illumination. At the edges of a shadow, the light source is partially visible, resulting in continuous shadows. We use fuzzy sets to produce continuous shadows from the direction cluster of a light source. Each cluster is divided into sectors as shown in Fig. 4.(a) . The directions in each sector are represented by a directionD R . LetD = θ φ represent an individual direction, D is the mean direction of the cluster and n is the number of directions in a sector.D Ri of the i-th sector is computed as follows. The root mean square of the sector directionsD RMS is used to pushD R away fromD. The 3D model is ray-casted by directional lights fromD andD R of every sector (see Fig. 4 ) to find the crisp shadow images of these directional light sources (0's for shadows and 1's if shined). The fuzzy shadows membership M of the cluster is calculated by averaging the crisp shadow images and smoothing the resultant image using an average filter. At the center of a shined region, M equals 1 but at edges it gradually changes from 1 to 0.
Estimation of Light Intensities and Phong's Parameters
At this stage, the number of the dominant light sources, their directions and fuzzy shadows M have been calculated. The intensities of the light sources and Phong's model parameters are estimated by fitting the model (with these variables and k l = 1 as known variables but the free variables are the intensities, an albedo A, k s and m) on the facial skin. The k l parameter is kept constant but k s is variable to avoid redundancy in the free variables. For efficiency, the model is fitted only on 1000 randomly selected skin pixels (see Fig. 3.(c) ). Experimental results show that there is no noticeable degradation in performance when using only 1000 skin pixels. However, it considerably cuts the fitting time. Fitting is performed by minimizing the differences between the original skin pixels O and those generated by the model T .
Since the free variables cannot be negative absolute values of the free variables are introduced in Eq. 11 to avoid using a less efficient constrained minimization algorithm. This will make every orthant of the objective function F symmetrical to the positive orthant. Irrespective of which orthant the algorithm converges in, we take the absolute values of the variables. k s and m do not vary significantly among different faces. By examining the algorithm on many faces, the best results in terms of fitting error and quality of illumination normalization have k s in the range of 4 to 6.5 and m in the range of 1 to 2. Constraining these two parameters to these ranges gives better results and faster convergence especially when there are many light sources. These constraints are imposed through the objective function to avoid using a constrained minimization algorithm. 
The first two terms have negligible cost if the variables are within the ranges but it grows exponentially outside the ranges.
Calculation of Face Albedo
Once the lighting conditions and Phong's parameters are known, face albedo can be computed for every pixel P in the original face image as shown in Eq. 15 (see Fig. 5 ). The specular components are first subtracted from P . The difference represents the Lambertian components from which the albedo A is computed.
Results and Discussions
The algorithm was tested on the FRGC v2.0 [27] dataset which contains a large number of co-registered face images and 3D models. Fig. 5 shows some sample images (in color) and their corresponding normalized images produced by our algorithm. A qualitative analysis of the normalized images shows that our algorithm removes substantial amounts of illumination variation effects. The bright regions of a face, which are shined by the dominant light sources, become more similar in color saturation and value to the shadowed regions while preserving the fine details of the face albedo. For example, the red dots in the first face from the left are preserved in the normalized image. Since we only use the dominant light sources, the resulting face albedo (as computed in Eq. 15) looks like a frontal relight of the face more than an ideal albedo which means that there is no need for an additional frontal relight stage. 
Conclusion
We presented a fully automatic algorithm for the illumination normalization of color face images with minimal assumptions. Our algorithm can accurately estimate the directions and intensities of multiple dominant light sources and the reflective properties of a face. It calculates face albedo by reversing the process of image formation. We stressed on the importance of considering specular reflection of the human face and cast shadows of multiple extended light sources in illumination normalization for facial images. The algorithm was tested on the challenging database of FRGC v2.0 containing complex illumination and facial expression variations. Our results show that the algorithm is robust and accurate.
