Abstract. A Waring decomposition of a polynomial is an expression of the polynomial as a sum of powers of linear forms, where the number of summands is minimal possible. We prove that any Waring decomposition of a monomial is obtained from a complete intersection ideal, determine the dimension of the set of Waring decompositions, and give the conditions under which the Waring decomposition is unique up to scaling the variables.
Introduction
Let F ∈ C[x 0 , . . . , x n ] be a complex homogeneous polynomial of degree d. The Waring rank of F , denoted R(F ), is the least r such that (x−y−z) 3 . Similar decompositions may be found for any monomial (see §2). These decompositions are not unique, as one may permute the variables and scale them: for xy, replace (x, y) with (sx, We describe VSP(F ) and determine its dimension when F = x
n is a monomial. We answer the question of uniqueness of Waring decomposition up to scaling the variables, which amounts to determining whether a torus action on VSP
• (F ) is transitive.
Both [RS11] and [CCG12] noted that a Waring decomposition F = ℓ 
n . Then I is a complete intersection of degrees d 1 + 1, . . . , d n + 1, generated by:
for some homogeneous polynomials
As a consequence of this and some additional restrictions on the polynomials φ i we compute the dimension of the variety of sums of powers of a monomial.
Corollary 3. dim VSP(F ) ≥ n, with equality if and only if
Finally we answer the uniqueness question.
by scaling the variables. The action of the n-dimensional subtorus T = {(λ 0 , . . . , λ n ) | λ
This uniqueness had been shown for F = xyz by Bruce Reznick (2008, personal communication) . Despite the very classical nature of the subject, it was not possible to address these questions in greater generality until very recently, as Waring ranks of monomials were only determined in 2011. This is remarkable when one considers that Waring ranks have been studied for at least 160 years. Indeed, the ranks and decompositions of quadratic forms were understood classically. The ranks and decompositions of polynomials in two variables are completely understood, following work by Sylvester in 1851 [Syl51] and recent work by Comas and Seiguer [CS11] . Beyond these cases it is a difficult problem to determine or even to give decent bounds on R(F ), even for seemingly simple polynomials such as monomials. For much more on this topic, including history, see [IK99] and more recently [Rez10] . Regarding monomials, the paper [LT10] found R(xyz) = 4, R(xyzw) = 8, and R(xyz 2 ) = 6. A recent paper of Ranestad and Schreyer [RS11] gives a lower bound for rank (of any homogeneous polynomial) which, for monomials, has the following consequence: If
And conversely, it was communicated to us by K. Ranestad [Ran11, p. 15 ] that
As a special case, when
n , see [RS11] . The proof of this upper bound described in [RS11] uses the Bertini theorem; another proof is given in [CCG12] . We give a third, elementary proof below.
Finally, in 2011 the Waring rank problem for monomials was solved by Carlini, Catalisano, and Geramita [CCG12] .
Theorem 7 (Carlini, Catalisano, Geramita). The rank of a monomial
That is, the rank is equal to the upper bound found by Ranestad and Schreyer. It is this result of Carlini, Catalisano, and Geramita which opens the possibility of studying VSP of monomials. We give an alternative proof along the way to proving our theorems. Note, however, that their proof is remarkably direct.
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Notation. Except in §2 we work over C.
We recall a few well-known facts about the apolarity pairing; see, for example, Remark. Suppose F ∈ C[x 0 , . . . , x n , y 1 , . . . , y m ] is a homogeneous polynomial that depends only on the first n + 1 variables x 0 , . . . , x n , but considered as a polynomial in n+ m+ 1 variables. If
r is a Waring decomposition (i.e. r = R(F )) with ℓ i linear forms apriori in n + m + 1 variables, then in fact each ℓ i depends only on x 0 , . . . , x n , see [Lan11, Ex. 3.2.2.2]. Thus one can easily generalize Theorems 1 and 2 to any monomials, i.e., without the assumption d i > 0. [CCG12] shows that there is a power sum decomposition
Explicit expression for monomials as sums of powers
where ζ i is a primitive (d i + 1)-th root of unity for i = 1, . . . , n, for some coefficients γ.
In this section, we give the γ explicitly. For this section only, we do not work over C, as we wish to consider the most general field possible.
While we reserve R(F ) for the Waring rank of a complex polynomial, one may ask similar questions over other fields. Given F ∈ k[x 0 , . . . , x n ], the Waring rank of F with respect to k, denoted R k (F ), is the least r such that F = c 1 ℓ
for some constants c i ∈ k and linear forms ℓ i with coefficients in k. (When k = C, or more generally if k is algebraically closed, the coefficients are unnecessary, as c i ℓ
In this generality rank may not always be finite, because some polynomials are not sums of powers. For example, xy is not a sum of squares in characteristic 2 and xyz is not a sum of cubes in characteristics 2 or 3.
If F is a polynomial over k and
In general it may be strictly greater; see, for example, [Old40, Rez10] .
Suppose k is a field such that (d i + 1)-th roots of unity exist in k for i = 1, . . . , n and C is invertible, where
where
In particular this expression has (
The coefficient of this monomial in the right hand side of the above equation is
is still a (d i + 1)-th root of unity (not necessarily primitive), we have
Hence, 
This contradiction shows that the only term with a nonzero coefficient in (8) is the term having each m i + 1 = d i + 1, i.e., the term x d .
Hilbert function
Now we begin working toward a proof of Theorem 1, along the way giving an alternative proof of Theorem 7. Henceforth F = x d 0 0 · · · x dn n and I is as described in Theorem 1. We start by computing the Hilbert function of I.
From this section onwards we work over the field k = C. Let J ⊂ S be a complete intersection ideal generated in degrees The remainder of this section gives a proof of this proposition, via some lemmas. First, a linear algebra lemma will be helpful.
Lemma 10. If A, B, and C are finite dimensional vector spaces such that
We denote
Lemma 11. With notation as above, for all t ∈ Z, q t ≤ dim J t−1 . Moreover, if for some t we have q t < dim J t−1 , then q t+kd 0 < dim J t+kd 0 −1 for all k > 0.
Then by inclusion-exclusion we may write the dimension of this space as
Separating terms which omit or include
We apply this to the diagram below:
By Lemma 10,
Note that, since I is radical,
If for some t we have q t < dim J t−1 , then by (13) with t replaced by t + d 0 , we get q t+d 0 ≤ dim J t+d 0 −1 − dim J t−1 + q t < dim J t+d 0 −1 . Inductively we obtain the second claim of the lemma.
We may avoid the inclusion-exclusion and alternating sums in the above proof with the following argument.
Alternative proof of Equation (12). As above, suppose
, . . . , α dn+1 n ), so J is a complete intersection ideal generated in degrees d 1 + 1, . . . , d n + 1.
Note that
0 J . We write two short exact sequences of graded S-modules as follows:
One may check easily that these are exact (for the second one this is a consequence of (α
Counting dimensions of the (t − 1)-th graded piece,
which recovers (12) as above and the rest of the proof follows as before.
Lemma 14. With notation as above, for all integers t we have
Proof. Consider:
which proves the lemma.
From the two lemmas, we recover the asymptotic version of Proposition 9. That is, for sufficiently large t, we have:
Since r ≤ (d 1 + 1) · · · (d n + 1) by the explicit expression in Section 2, all inequalities must be equalities. This gives an alternative proof of Theorem 7. In particular, for sufficiently large t:
Lemma 17. We have I : α 0 = I.
Proof. Multiplication by α 0 gives a one-to-one map I t → I t+1 ∩ α 0 · S t . For t ≫ 0, since dim I t = q t+1 , this multiplication map is onto, hence (I : α 0 ) t = I t in sufficiently high degree. Thus I and I : α 0 agree up to saturation. But both ideals are saturated, so I = I : α 0 . Explicitly, let β ∈ (I : α 0 ) t . Then β N ∈ (I : α 0 ) tN and α 0 β N ∈ I tN +1 . For N ≫ 0, dim I tN = dim(I ∩ (α 0 )) tN +1 , so β N ∈ I tN , and since I is radical, β ∈ I.
Lemma 18. For all t, we have dim I t = q t+1 .
Proof. Lemma 17 shows that multiplication by α 0 gives a bijection I t = (I : α 0 ) t → (I ∩ (α 0 )) t+1 in every degree t.
Proof of Proposition 9. By Lemmas 11 and 18,
By the "moreover" part of Lemma 11, if for some t we have a strict inequality dim I t < dim J t , then for all nonnegative k,
a contradiction with (15) for sufficiently large k. 
Complete intersections
Fix k ∈ {0, . . . , n}, andφ = (φ 1 , . . . , φ k ), with φ i ∈ S d i −d 0 . We define the following homogeneous ideal:
k}).
Every such ideal is a complete intersection ideal generated in degrees
Example 20. The explicit expression in Section 2 corresponds tō
The following Proposition proves Theorem 1.
Proposition 21. Any ideal I as in Theorem 1 is of the form I(n,φ), for somē φ = (φ 1 , . . . , φ n ).
Proof. Let I ≤t denote the ideal generated by the homogeneous elements in I of degree at most t. We will prove by induction that I ≤t = I(k,φ) for some k = k(t) andφ =φ(t). More precisely, we claim that k(t) = # {i :
The first equality follows from Proposition 9 and the second from the fact that I(k,φ) is a complete intersection of the same degrees as J , up to degree t. So there is no new generator of I in degree t, and I ≤t = I(k,φ).
Then by the same argument, there must be exactly l − k new linearly independent generators (ρ k+1 , . . . , ρ l ) of I in degree t. Each ρ i must be in (F ⊥ ) t . Using the generators of the lower degree, we may eliminate from ρ i the summands divisible by α
That is, we can assume that each of the new generators is of the form
for some ψ i ∈ S t−d 0 −1 and c ij ∈ C. We claim the matrix C := (c ij ) l i,j=k+1 is invertible. Suppose on contrary that there exists a linear combination ρ of the ρ i 's such that ρ = ψα 0 d 0 +1 (possibly ψ = 0). Since I is radical, ψα 0 ∈ I t−d 0 . But then ρ ∈ I ≤t−1 and one of the generators ρ i is redundant, a contradiction.
So C is invertible, and by replacing (ρ k+1 , . . . , ρ l ) with the linear combinations C −1 (ρ k+1 , . . . , ρ l ) t (and analogously for ψ i ), we may assume:
. . , ψ l ). By the above, we have I ≤t = I(l,φ ′ ).
We have just seen that if I ⊂ F ⊥ is a radical one-dimensional ideal, then I = I(n,φ) for someφ. One may ask whichφ = (φ 1 , . . . , φ n ) can occur. For anyφ, I(n,φ) is a one-dimensional complete intersection ideal. So the question is, for whichφ is I(n,φ) radical? An obvious necessary condition is that each φ i should not be divisible by α 2 i . In addition, if I = I(n,φ) is radical, then each φ i / ∈ I(i − 1, (φ 1 , . . . , φ i−1 )), the subideal generated by the first i−1 generators of I. Otherwise the generator α
, so the ideal is not radical. The following example shows that this necessary condition is not sufficient, even combined with α 2 i ∤ φ i . Example 22. For F = xy 2 z 3 , I must have the form I = (β 3 − Lα 2 , γ 4 − Qα 2 ) for some linear form L = L(α, β, γ) and quadratic form Q = Q(α, β, γ). Consider the example I = (β 3 − α 2 γ, γ 4 − α 2 β 2 ). Then L = γ is not divisible by β 2 , Q = β 2 is not divisible by γ 2 , and Q / ∈ (β 3 − α 2 γ), nevertheless this ideal I is not radical. One can check easily that P = α 4 β − β 2 γ 3 / ∈ I but P 2 ∈ I. More concretely, I defines a scheme of length 2 at [1 : 0 : 0] ∈ P 2 .
Proposition 23. Letφ be general, i.e., each When r = R(F ) we omit it from the notation. VSP(F, r) is called the variety of sums of powers, see [RS00] . VSP aff,• (F ) parametrizes Waring decompositions of F . We make the general remark that dim VSP aff (F ) = dim VSP(F ). First, observe the following easy lemma.
Proof. Suppose on the contrary that for instance c r = 1. Then combining the two decompositions we obtain:
This contradicts the minimality of r.
By this lemma, the obvious projectivization map VSP aff,• (F ) → VSP • (F ) is finite of degree d r (r = R(F )). Indeed, each ℓ i can only be replaced by a scalar multiple λℓ i when λ is a d-th root of unity.
We now turn to monomials. As before, let
). We get a formula for the dimension of the space of solutions to the Waring decomposition problem.
Proposition 25. Suppose F is a monomial as above. Let h be the Hilbert function of S/J . Then VSP(F ) is irreducible and dim VSP(
To prove this, we first describe the space parametrizing the radical one-dimensional ideals I ⊂ F ⊥ , corresponding to points in VSP • (F ).
Proposition 26. Any ideal I as in Proposition 9 is of the form I(n,φ) for a uniquē φ = (φ 1 , . . . , φ n ) such that no term of any φ i lies in J .
Proof. Existence of such aφ is obvious: if a term of φ i is divisible by some α
, it can be eliminated by subtracting an appropriate multiple of the generator α 
for some ψ j . The right hand side is a combination of generators of I with no term in J . From the above equation it is clearly divisible by α
. We claim more generally that any element of I with no term in J is necessarily divisible by α 
′ and (α 0 , . . . , α n ) are coordinates on P n . The rest of the proof is the same as the proof of Proposition 23. For the statement that "some of the fibers are reduced", a reduced fiber is provided by the explicit expression given in Section 2. This ideal is a radical complete intersection if and only if ab = 0. In that case, rescaling the variables takes I to (β 3 − α 3 , γ 3 − α 3 ).
Finally, we consider the natural group operation on VSP(F ) mentioned in the introduction. Let (C * ) n+1 act on S = C[x 0 , . . . , x n ] by scaling the variables. The n-dimensional subtorus T = {(λ 0 , . . . , λ n ) | λ 
