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Resumo
Neste trabalho, tratamos de algumas variac¸o˜es dos Diagramas de Ferrers,
onde apresentamos, em especial, uma que consiste de um diagrama hexago-
nal infinito, com cada hexa´gono dotado das diagonais que passam pelo seu
centro. O resultado envolve uma subsequ¨eˆncia da sequ¨eˆncia de Fibonacci
fazendo contagem em termos de partic¸o˜es. Apresentamos, tambe´m, inter-
pretac¸oes das partic¸o˜es planas com duas e treˆs linhas em termos de partic¸o˜es
ordina´rias com partes tomadas em multiconjuntos, exibindo, em cada caso,
as respectivas bijec¸o˜es. No caso das partic¸o˜es planas com duas linhas, exibi-
mos uma bijec¸a˜o entre a interpretac¸a˜o obtida e uma interpretac¸a˜o ja´ conhe-
cida. Finalmente, apresentamos bijec¸o˜es entre algumas interpretac¸o˜es com-
binato´rias, envolvendo nu´meros de Fibonacci e Pell. Encerramos, exibindo
uma classe de partic¸o˜es, onde, para valores particulares de um paraˆmetro,
obtemos como corola´rios resultados conhecidos.
x
Abstract
In this thesis we study some variations of the Ferrers Diagram where we pre-
sent, in particular, one that involves a infinite hexagonal diagram including
the diagonals going through the center. The result involves a subsequence
of the Fibonacci numbers where one uses partitions. We present, also, in-
terpretations of plane partitions with two and three lines, in terms of the
ordinary partitions, with parts taken from multisets giving, in each case, the
corresponding bijections. In the case of the plane partitions with two lines
a bijection between our interpretation and one already known is given. We
have combinatorial results related to Fibonacci and Pell numbers. At the end
we present a class of partitions where, for particular values of the parameter,
we get results already known.
xi
Introduc¸a˜o
Este trabalho esta´ dividido em 6 cap´ıtulos, cujos conteu´dos esta˜o descritos a
seguir.
No cap´ıtulo (1), introduzimos as notac¸o˜es e resultados ba´sicos que utili-
zamos nos demais cap´ıtulos.
No cap´ıtulo (2), apresentamos cinco variac¸o˜es do diagrama de Ferrers,
onde obtemos as func¸o˜es geradoras para contar o nu´mero de diagramas em
cada caso.
No cap´ıtulo (3), apresentamos uma interpretac¸a˜o das partic¸o˜es planas
com duas linhas em termos de partic¸o˜es ordina´rias, exibindo a respectiva
bijec¸a˜o. Apresentamos, tambe´m, uma bijec¸a˜o entre a interpretac¸a˜o obtida
para as partic¸o˜es planas com duas linhas e uma ja´ apresentada por Cheema
e Gordon ([5]).
No cap´ıtulo (4), apresentamos uma interpretac¸a˜o das partic¸o˜es planas
com treˆs linhas em termos de partic¸o˜es ordina´rias, exibindo, tambe´m, a cor-
respondente bijec¸a˜o.
No cap´ıtulo (5), apresentamos um conjunto de bijec¸o˜es entre algumas
interpretac¸o˜es combinato´rias dos nu´meros de Fibonacci e Pell.
Finalmente, no cap´ıtulo (6), exibimos uma classe de partic¸o˜es, onde, para
valores particulares de um paraˆmetro, obtemos como corola´rios resultados
conhecidos.
xii
Cap´ıtulo 1
Conceitos, notac¸o˜es e
resultados ba´sicos
Introduzimos, neste cap´ıtulo, algumas definic¸o˜es e notac¸o˜es, ale´m de alguns
resultados que sera˜o utilizados.
1.1 Partic¸o˜es, Func¸o˜es Geradoras e Diagra-
mas de Ferrers
Uma partic¸a˜o de um inteiro positivo n e´ uma representac¸a˜o de n como soma
de inteiros positivos λ1, λ2, ..., λr,
n = λ1 + λ2 + · · ·+ λr,
onde λ1 ≥ λ2 ≥ · · · ≥ λr. Denota-se por p(n) o nu´mero de partic¸o˜es de n.
Se n = 0, tomamos p(0) = 1, com a observac¸a˜o de que a partic¸a˜o vazia φ e´
a u´nica partic¸a˜o de zero. Por exemplo, p(4) = 5
4
3 + 1
2 + 2
2 + 1 + 1
1 + 1 + 1 + 1
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Apresentamos, a seguir, duas ferramentas para tratar de partic¸o˜es: func¸o˜es
geradoras e representac¸a˜o gra´fica de partic¸o˜es. Considerando a sequ¨eˆncia
p(n), n ≥ 0, a func¸a˜o geradora f(q) para esta sequ¨eˆncia e´ definida como
sendo a se´rie de poteˆncias
f(q) =
∞∑
n=0
p(n)qn.
No estudo de partic¸o˜es, na˜o estaremos interessados nos valores da varia´vel
q, mas nos valores de p(n). Desse modo, e´ suficiente considerar f(q) como
uma se´rie de poteˆncias formal em q.
Produtos infinitos gerando tais func¸o˜es podem ser manuseados para obter
resultados sobre partic¸o˜es. Por exemplo, a func¸a˜o geradora para o nu´mero
de todas as partic¸o˜es de n ≥ 0, pode ser escrita como
f(q) =
∞∑
n=0
p(n)qn =
∞∏
n=1
1
1− qn
.
O leitor pode consultar [1], para maiores detalhes.
Outro modo de estudar partic¸o˜es, e´ atrave´s de uma representac¸a˜o gra´fica,
conhecida como diagrama de Ferrers, que e´ obtida colocando-se λj pontos na
linha j. Por exemplo, o diagrama de Ferrers da partic¸a˜o 6 + 4 + 4 + 3 + 1 e´
• • • • • •
• • • •
• • • •
• • •
•
A partic¸a˜o conjugada de uma partic¸a˜o, vista por meio de seu diagrama
de Ferrers, e´ a partic¸a˜o obtida quando, em tal diagrama, trocamos as linhas
pelas colunas. Por exemplo, a partic¸a˜o conjugada de 6 + 4 + 4 + 3 + 1 e´
5 + 4 + 4 + 3 + 1 + 1 , cujo diagrama de Ferrers e´
• • • • •
• • • •
• • • •
• • •
•
•
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Com o objetivo de ilustrar como a manipulac¸a˜o de tais ferramentas auxi-
liam na obtenc¸a˜o de provas de resultados envolvendo partic¸o˜es, apresenta-
mos o teorema seguinte, devido a Euler, com duas provas: uma envolvendo
func¸o˜es geradoras e outra fazendo uso de diagramas de Ferrers.
Teorema 1.1 (Euler) O nu´mero de partic¸o˜es de n em partes ı´mpares e´
igual ao nu´mero de partic¸o˜es de n em partes distintas.
Prova 1:
Sejam po(n) e pd(n), respectivamente, o nu´mero de partic¸o˜es de n em
partes ı´mpares e o nu´mero de partic¸o˜es de n em partes distintas. Temos
∞∑
n=0
po(n)q
n =
∞∏
n=1
1
1− q2n−1
e
∞∑
n=0
pd(n)q
n =
∞∏
n=1
(1 + qn).
Mas
∞∏
n=1
(1 + qn) =
∞∏
n=1
1− q2n
1− qn
=
∞∏
n=1
1
1− q2n−1
.
Assim
∞∑
n=0
po(n)q
n =
∞∑
n=0
pd(n)q
n.
Enta˜o, devido a` unicidade da expansa˜o em se´rie de poteˆncias de uma
func¸a˜o, segue que po(n) = pd(n), ∀n.
Prova 2:
Como os conjuntos dos dois tipos de partic¸o˜es sa˜o finitos, este tipo de
prova consiste em obter uma bijec¸a˜o entre eles, implicando que tais conjuntos
teˆm mesma cardinalidade.
Seja uma partic¸a˜o em partes ı´mpares, por exemplo, λ = 9+7+7+3+1,
e consideremos sua representac¸a˜o em diagrama de Ferrers. Havendo duas
linhas iguais (com mesmo nu´mero de pontos), as reunimos numa so´ linha
e reordenamos as linhas de modo que se sucedam em ordem na˜o crescente,
com relac¸a˜o ao nu´mero de pontos na linha. Repetindo o procedimento ate´
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que na˜o haja mais linhas iguais, chegamos ao diagrama de Ferrers de uma
partic¸a˜o de n em partes distintas. Ilustramos abaixo as operac¸o˜es feitas,
onde se obte´m a partic¸a˜o pi = 14 + 9 + 3 + 1.
• • • • • • • • •
• • • • • • •
• • • • • • •
• • •
•
⇓
• • • • • • • • • • • • • •
• • • • • • • • •
• • •
•
Reciprocamente, seja uma partic¸a˜o em partes distintas, por exemplo, pi =
14 + 9 + 3 + 1, e consideremos sua representac¸a˜o em diagrama de Ferrers.
Havendo linha com nu´mero par de pontos, a dividimos em duas linhas iguais
e reordenamos de modo que as linhas se sucedam em ordem na˜o crescente.
Repetindo este procedimento ate´ que na˜o haja linhas com nu´mero par de
pontos, chegamos ao diagrama de Ferrers de uma partic¸a˜o em partes ı´mpares,
conforme ilustra-se abaixo, onde se obte´m a partic¸a˜o λ = 9 + 7 + 7 + 3 + 1
• • • • • • • • • • • • • •
• • • • • • • • •
• • •
•
⇓
• • • • • • • • •
• • • • • • •
• • • • • • •
• • •
•
16
1.2 Algumas notac¸o˜es ba´sicas
No que se segue, q e´ um nu´mero complexo tal que |q| < 1. Sejam a ∈ C,
k ∈ Z∗+ e n ∈ Z+.
Definimos
(a; qk)n =
{
1, se n = 0
(1− a)(1− aq) · · · (1− aqk(n−1)), se n > 0
(a; qk)∞ = lim
n→∞
(a; qk)n e
(a)n = (a; q)n
Tambe´m se define para λ ∈ R
(a; qk)λ =
(a; qk)∞
(aqkλ; qk)∞
.
Desta u´ltima definic¸a˜o, destacamos a seguinte consequ¨eˆncia
1
(qk; qk)−n
= 0,
que vale para todo n = 1, 2, 3, ...
17
Cap´ıtulo 2
Algumas variac¸o˜es do diagrama
de Ferrers
Neste cap´ıtulo apresentamos cinco variac¸o˜es dos diagramas de Ferrers, se-
guindo a ide´ia de Propp ([12]). Os principais resultados obtidos se refe-
rem ao diagrama Hex2 (subsec¸a˜o 2.1.1-Teorema 2.2, subsec¸a˜o 2.1.2-Teorema
2.4 e subsec¸a˜o 2.1.3-Teorema 2.6) e ao diagrama Hex3 (sec¸a˜o 2.2-Teorema
2.8). Destacamos o Teorema 2.2, que estabelece a importante presenc¸a dos
nu´meros de Fibonacci, fazendo contagem em termos de partic¸o˜es.
Em [12], Propp cita que os diagramas de Ferrers e suas variac¸o˜es podem
ser considerados como ideais inferiores de conjuntos parcialmente ordenados.
Especificamente, seja (Square,≥) o conjunto dos pontos (a, b) determinado
por
Square (ou Sq) = N×N
e a relac¸a˜o
(a
′
, b
′
) ≥ (a, b)⇐⇒ a
′
≥ a e b
′
≥ b,
onde N = {0, 1, 2, ...}. Se a cada partic¸a˜o λ = (λ1, λ2, ..., λm) fizermos cor-
responder o conjunto de pontos (i − 1, j − 1), com 1 ≤ i ≤ m e 1 ≤ j ≤ λi,
obtemos subconjuntos finitos de Square, que sa˜o saturados com relac¸a˜o a ≥.
Salientamos que um conjunto finito A ⊂ Sq e´ saturado com relac¸a˜o a ≥ se,
para cada ponto (a
′
, b
′
) de A, todo ponto (a, b) ∈ Sq tal que (a
′
, b
′
) ≥ (a, b),
tambe´m pertence a A. O diagrama de Ferrers de λ e´ o gra´fico destes pontos
no quarto quadrante (figura 1a). Outro modo de inserir (Sq,≥) no plano e´
mostrado na figura 1b, a qual deixa clara a simetria de Sq.
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Um ideal inferior e´ um subconjunto de tais pontos, que e´ saturado com
relac¸a˜o a ≥. A condic¸a˜o de saturac¸a˜o pode ser interpretada do seguinte
modo: um subconjunto finito de n pontos sera´ chamado um diagrama legal
de peso n se, e somente se, sempre que um ponto estiver presente, os pontos
imediatamente abaixo dele e ligados a ele tambe´m estiverem presentes. Neste
caso, tal subconjunto e´ um diagrama de Ferrers de uma partic¸a˜o de n. Por
exemplo, os diagramas legais de peso 4 sa˜o
•
•
•
•
•
• •
•
•
• •
•
•
• •
•
•
•
•
•
20
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Propp considerou este diagrama e outras variac¸o˜es, apresentando em cada
caso, func¸o˜es geradoras para o nu´mero de diagramas legais de peso n. Ele
considerou, tambe´m, o diagrama 1
2
Sq, como sendo um subconjunto de Sq
constitu´ıdo somente dos pontos da vertical (ver figura 2) e dos pontos situ-
ados a` direita dela. Ale´m disso, obteve func¸o˜es geradoras para o nu´mero de
diagramas sime´tricos de peso n, que sa˜o aqueles diagramas legais onde os
pontos presentes esta˜o simetricamente dispostos em relac¸a˜o a` vertical.
2.1 Variac¸a˜o 1: Nu´meros de Fibonacci e parti-
c¸o˜es sime´tricas
Aqui, no´s consideramos uma variac¸a˜o do diagrama de Ferrers constitu´ıda de
um diagrama hexagonal infinito, com cada hexa´gono dotado das diagonais
que passam pelo centro, conforme figura 3, onde temos um diagrama legal
de peso 15.
O chamaremos de diagrama Hex2, por ser uma variac¸a˜o do diagrama
Hex tratado por Propp. Apresentamos, de forma recursiva, a func¸a˜o ge-
radora para o nu´mero de diagramas legais de peso n de Hex2 e destacamos
uma sequ¨eˆncia que conta o nu´mero de partic¸o˜es que comec¸am com n > 0 e
que representam diagramas legais em Hex2, a qual e´ formada por nu´meros
de Fibonacci
1, 1, 2, 2, 3, 8, 8, 13, 34, 34, 55, ... .
Apresentamos, tambe´m de forma recursiva, as func¸o˜es geradoras para o
nu´mero de diagramas legais de 1
2
Hex2 e para o nu´mero de diagramas legais
sime´tricos de Hex2. No diagrama 1
2
Hex2, destacamos a sequeˆncia
1, 1, 1, 1, 1, 2, 2, 2, 4, 4, 4, 8, 8, 8, 16, 16, 16, ... ,
fazendo a mesma contagem que a sequeˆncia anterior, isto e´, o nu´mero de
partic¸o˜es que comec¸am com n > 0 e que representam diagramas legais de
1
2
Hex2. Finalmente, destacamos uma sequeˆncia que conta o nu´mero de
partic¸o˜es que comec¸am com n = 1, n = 2 e n = 4k ou n = 4k + 2, k ≥ 1 e
que representam diagramas sime´tricos, a qual conta o nu´mero de partic¸o˜es
sime´tricas de um inteiro na˜o negativo
1, 1, 2, 2, 4, 4, 8, 8, 16, 16, ... .
22
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2.1.1 O Diagrama Hex2
Na figura 4, temos um diagrama legal de peso n = 51 em Hex2 e a partic¸a˜o
λ = (14, 13, 11, 6, 4, 2, 1) associada, a qual foi obtida lendo nas diagonais, de
baixo para cima e da direita para a esquerda e contando o nu´mero de pontos
em cada faixa diagonal. Analisando, na figura 4, as duas primeiras faixas,
podemos tirar as concluso˜es abaixo sobre como sa˜o as partes da partic¸a˜o
associada a um diagrama de peso n:
• as partes devem ser distintas;
• se uma parte vale pelo menos 4, enta˜o necessariamente a pro´xima parte
deve estar presente, sendo que
a) se uma parte vale 4, 5 ou 6, a pro´xima deve valer pelo menos 1;
b) se uma parte vale pelo menos 7, digamos 3k + i, i = 1, 2, 3, enta˜o a
pro´xima parte deve valer pelo menos 3k − 3;
c) se uma parte e´ coˆngrua a 0, 1(mod3), enta˜o a pro´xima parte deve
diferir desta de pelo menos 2 unidades.
Salientamos que esta´ claro que este comportamento se repete com as segunda
e terceira faixas, as terceira e quarta faixas e assim por diante. Desse modo,
temos o seguinte teorema
Teorema 2.1 Seja um diagrama de peso n em Hex2. Lendo nas diagonais,
de baixo para cima e da direita para a esquerda, temos que ele corresponde
a uma partic¸a˜o de n em partes distintas, onde sempre que uma parte ≡
0, 1(mod3) ocorre, a pro´xima parte difere de pelo menos 2 unidades, com a
condic¸a˜o adicional de que, dada uma parte λm = 3k + i, i = 1, 2, 3 e k ≥ 2,
enta˜o a pro´xima parte λm+1 vale no mı´nimo 3k− 3 e nenhuma partic¸a˜o tem
como u´ltima parte 4, 5 ou 6.
Na tabela 1, temos valores de uma parte λm e os poss´ıveis valores da
parte seguinte λm+1, ilustrando a conclusa˜o tirada a partir da figura 4, que
foi estabelecida no Teorema 2.1.
24
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λm λm+1
1 0
2 0,1
3 0,1
4 1,2
5 1,2,3,4
6 1,2,3,4
7 3,4,5
8 3,4,5,6,7
9 3,4,5,6,7
10 6,7,8
11 6,7,8,9,10
12 6,7,8,9,10
13 9,10,11
14 9,10,11,12,13
15 9,10,11,12,13
16 12,13,14
17 12,13,14,15,16
18 12,13,14,15,16
19 15,16,17
20 15,16,17,18,19
21 15,16,17,18,19
tabela 1
Denotando por f(Hex2; q) =
∞∑
n=0
p(Hex2, q;n)qn a func¸a˜o geradora para
o nu´mero de diagramas legais de peso n de Hex2, podemos, a partir da
tabela 1, escrever
f(Hex2; q) =
∞∑
n=0
p(Hex2, q;n)qn =
= 1 +
+ q +
+ q2(1 + q) +
+ q3(1 + q) +
+ q4[q + q2(1 + q)] +
+ q5[q + q2(1 + q) + q3(1 + q) + q4(q + q2(1 + q))] +
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+ q6[q + q2(1 + q) + q3(1 + q) + q4(q + q2(1 + q))] +
+q7[q3(1+q)+q4(q+q2(1+q))+q5(q+q2(1+q)+q3(1+q)+q4(q+q2(1+q)))]+
+ ...
ou, de forma recursiva
f(Hex2; q) =
∞∑
n=0
fn(q)q
n,
onde
f0(q) = f1(q) = 1
f2(q) = f3(q) = 1 + q
k = 1⇒


f3k+1(q) =
3k−1∑
j=1
fj(q)q
j
f3k+2(q) = f3k+3(q) =
3k+1∑
j=1
fj(q)q
j
k ≥ 2⇒


f3k+1(q) =
3k−1∑
j=3k−3
fj(q)q
j
f3k+2(q) = f3k+3(q) =
3k+1∑
j=3k−3
fj(q)q
j
2.1.2 O Diagrama Hex2 e os Nu´meros de Fibonacci
Seja Fn, n = 0, 1, 2, ..., denotando o n-e´simo nu´mero de Fibonacci, isto e´{
F0 = F1 = 1
Fn+2 = Fn + Fn+1, se n ≥ 0
.
Destacamos que, para q = 1, a sequ¨eˆncia f0, f1, f2, ..., onde fn denota o
nu´mero de partic¸o˜es comec¸ando com n e que representam diagramas legais
de Hex2 e´ dada por
1, 1, 2, 2, 3, 8, 8, 13, 34, 34, 55, ...,
conforme tabela 2, onde constatamos que, a partir de f2, a sequ¨eˆncia {fn}
toma duas vezes um nu´mero de Fibonacci, uma vez o pro´ximo e pula o
seguinte.
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Fibonacci Nu´mero de partic¸o˜es comec¸ando com n,
que representam diagramas legais de Hex2
F0 = 1 f0 = 1
F1 = 1 f1 = 1
F2 = 2 f2 = 2
F3 = 3 f3 = 2
F4 = 5 f4 = 3
F5 = 8 f5 = 8
F6 = 13 f6 = 8
F7 = 21 f7 = 13
F8 = 34 f8 = 34
F9 = 55 f9 = 34
F10 = 89 f10 = 55
F11 = 144 f11 = 144
...
...
tabela 2
Afirmamos que tal relac¸a˜o entre as sequ¨eˆncias fn e Fn e´ va´lida para todo
n ≥ 2, conforme provamos no teorema abaixo, onde registramos, tambe´m, os
valores de f0 e f1.
Teorema 2.2 Seja {fn}n≥0 a sequ¨eˆncia obtida da sequ¨eˆncia de polinoˆmios
{fn(q)}n≥0 quando q = 1 (fn e´ o nu´mero de partic¸o˜es que comec¸am com n e
que representam diagramas legais de Hex2). Enta˜o


f0 = f1 = 1,
n ≥ 0⇒ f3n+2 = f3n+3 = F3n+2,
n ≥ 1⇒ f3n+1 = F3n
Antes de provarmos o Teorema 2.2, registramos nas tabelas 3 e 4 a
afirmac¸a˜o do Teorema, onde registramos apenas os valores de f2, f3, ... .
n F3n+2 f3n+2 = f3n+3
0 F2 = 2 f2 = f3 = 2
1 F5 = 8 f5 = f6 = 8
2 F8 = 34 f8 = f9 = 34
3 F11 = 144 f11 = f12 = 144
...
...
...
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tabela 3
n F3n f3n+1
1 F3 = 3 f4 = 3
2 F6 = 13 f7 = 13
3 F9 = 55 f10 = 55
...
...
...
tabela 4
A prova do teorema se baseia no seguinte procedimento
• provamos uma relac¸a˜o de recorreˆncia para a subsequ¨eˆncia de nu´meros
de Fibonacci {F3n+2}n≥0 (Lema 2.1) e mostramos que a mesma relac¸a˜o
se verifica para a sequ¨eˆncia {f3n+2}n≥0 (Lema 2.2);
• fazemos o mesmo para as subsequ¨eˆncias {F3n}n≥1 (Lema 2.3) e {f3n+1}n≥1
(Lema 2.4).
Lema 2.1 Seja {F3n+2}n≥0 a subsequ¨eˆncia (F2, F5, F8, ...) da sequ¨eˆncia de
Fibonacci {Fn}n≥0. Enta˜o
(i) F2 = 2F1 e F5 = 2F1 + 3F2;
(ii) se n ≥ 2, enta˜o
F3n+2 = 2F1 + 4F2 + 4F5 + 4F8 + ... + 4F3n−4 + 3F3n−1.
Prova:
A afirmac¸a˜o (i) e´ imediata. Para provarmos a afirmac¸a˜o (ii), temos inicial-
mente que ela vale para n = 2, pois
2F1 + 4F2 + 3F5 = 2× 1 + 4× 2 + 3× 8 = 2 + 8 + 24 = 34 = F8.
Na hipo´tese de que
F3k+2 = 2F1 + 4F2 + 4F5 + 4F8 + ...+ 4F3k−4 + 3F3k−1, k ≥ 2,
mostremos que
F3(k+1)+2 = F3k+5 = 2F1 + 4F2 + 4F5 + 4F8 + ...+ 4F3k−4 + 4F3k−1 + 3F3k+2.
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Temos
F3k+5 = F3k+3 + F3k+4
= F3k+1 + F3k+2 + F3k+2 + F3k+3
= F3k+1 + F3k+2 + F3k+2 + F3k+1 + F3k+2
= F3k+2 + 2F3k+1 + 2F3k+2
= 2F1 + 4F2 + 4F5 + 4F8 + ...+ 4F3k−4 + 3F3k−1 + 2F3k+1 + 2F3k+2.
Mas
2F3k+1 = F3k+1 + F3k+1
= F3k−1 + F3k + F3k+1
= F3k−1 + F3k+2,
o que completa a prova.
Lema 2.2 Tem-se
(i) f2 = 2f1 e f5 = 2f1 + 3f2;
(ii) se n ≥ 2, enta˜o
f3n+2 = 2f1 + 4f2 + 4f5 + 4f8 + ...+ 4f3n−4 + 3f3n−1.
Prova:
A afirmac¸a˜o (i) e´ imediata. Para provarmos a afirmac¸a˜o (ii), temos inicial-
mente que ela vale para n = 2, pois
2f1 + 4f2 + 3f5 = 2× 1 + 4× 2 + 3× 8 = 2 + 8 + 24 = 34 = f8.
Na hipo´tese de que
f3k+2 = 2f1 + 4f2 + 4f5 + 4f8 + ... + 4f3k−4 + 3f3k−1, k ≥ 2,
mostremos que
f3(k+1)+2 = f3k+5 = 2f1 + 4f2 + 4f5 + 4f8 + ...+ 4f3k−4 + 4f3k−1 + 3f3k+2.
Temos
f3k+5 = f3(k+1)+2 =
3(k+1)+1∑
j=3(k+1)−3
fj =
3k+4∑
j=3k
fj
= f3k + f3k+1 + f3k+2 + f3k+3 + f3k+4
= 2f1 + 4f2 + 4f5 + 4f8 + ...+ 4f3k−4 + 3f3k−1
+ f3k + f3k+1 + f3k+3 + f3k+4.
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Mas
f3k + f3k+1 + f3k+3 + f3k+4 = f3(k−1)+3 +
3k−1∑
j=3k−3
fj + f3k+2 + f3(k+1)+1
= f3(k−1)+2 + f3k−3 + f3k−2 + f3k−1 + f3k+2
+
3(k+1)−1∑
j=3(k+1)−3
fj
= f3k−1 + f3k−3 + f3k−2 + f3k−1
+ f3k+2 + f3k + f3k+1 + f3k+2
= f3k−1 + 2f3k+2 + f3k−3
+ f3k−2 + f3k−1 + f3k + f3k+1
= f3k−1 + 2f3k+2 + f3k+2
= f3k−1 + 3f3k+2,
o que completa a prova.
Lema 2.3 Se n ≥ 1, enta˜o
F3n = 4F0 + 4F3 + 4F6 + ...+ 4F3n−6 + 3F3n−3.
Prova
A afirmac¸a˜o e´ verdadeira para n = 1, pois F3 = 3 e F0 = 1. Na hipo´tese
de que
F3k = 4F0 + 4F3 + 4F6 + ...+ 4F3k−6 + 3F3k−3, k ≥ 1,
mostremos que
F3(k+1) = F3k+3 = 4F0 + 4F3 + 4F6 + ...+ 4F3k−6 + 4F3k−3 + 3F3k.
Temos
F3k+3 = F3k+1 + F3k+2
= F3k−1 + F3k + F3k + F3k+1
= 4F0 + 4F3 + 4F6 + ... + 4F3k−6 + 3F3k−3 + F3k−1 + F3k + F3k+1.
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Mas
F3k−1 + F3k+1 = F3k−3 + F3k−2 + F3k−1 + F3k
= F3k−3 + F3k + F3k
= F3k−3 + 2F3k,
o que completa a prova.
Lema 2.4 Se n ≥ 1, enta˜o
f3n+1 = 4f1 + 4f4 + 4f7 + ...+ 4f3n−5 + 3f3n−2.
Prova:
A afirmac¸a˜o e´ verdadeira para n = 1 e n = 2, pois e´ imediato que f4 = 3f1
e f7 = 4f1 + 3f4. Na hipo´tese de que
f3k+1 = 4f1 + 4f4 + 4f7 + ...+ 4f3k−5 + 3f3k−2,
mostremos que
f3(k+1)+1 = f3k+4 = 4f1 + 4f4 + 4f7 + ... + 4f3k−5 + 4f3k−2 + 3f3k+1.
Temos
f3(k+1)+1 =
3(k+1)−1∑
3(k+1)−3
fj =
3k+2∑
j=3k
fj
= f3k + f3k+1 + f3k+2
= 4f1 + 4f4 + 4f7 + ... + 4f3k−5 + 3f3k−2 + f3k + f3k+2.
Mas
f3k + f3k+2 =
3k−2∑
j=3k−6
fj +
3k+1∑
j=3k−3
fj
= f3k−6 + f3k−5 + f3k−4 + f3k−3 + f3k−2
+ f3k−3 + f3k−2 + f3k−1 + f3k + f3k+1
= f3k−6 + f3k−5 + f3k−4
+ f3k−3 + f3k−2 + f3k
+ (f3k−3 + f3k−2 + f3k−1) + f3k+1
= f3k−2 + (f3k−3 + f3k−2 + f3k) + f3k+1 + f3k+1.
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Como f3k = f3(k−1)+3 = f3(k−1)+2 = f3k+1, a prova esta´ completa.
Encerramos esta sec¸a˜o, apresentando provas combinato´rias das duas iden-
tidades envolvendo nu´meros de Fibonacci, que foram estabelecidas nos lemas
2.1 e 2.3. Para isto, usaremos o fato de que Fn conta o nu´mero de maneiras
de ladrilhar um retaˆngulo 2× n com ladrilhos 1× 1 e 2× 2 ou, equivalente-
mente, o nu´mero de maneiras de ladrilhar um retaˆngulo 1×n com quadrados
(ladrilhos 1 × 1) e domino´s (ladrilhos 1 × 2). Aqui, dizemos que um ladri-
lhamento pode ser quebrado numa ce´lula k se ele pode ser decomposto em
dois ladrilhamentos, um cobrindo as ce´lulas de 1 ate´ k e o outro cobrindo as
ce´lulas de k + 1 ate´ n. Se um domino´ ocupa as ce´lulas k e k + 1, dizemos
que o ladrilhamento na˜o pode ser quebrado na ce´lula k. Para mais detalhes,
veja [4].
Identidade 1: F3n+2 = 2F1+4F2+4F5+4F8+· · ·+4F3n−4+3F3n−1, ∀n ≥ 2.
Prova:
Seja A o conjunto dos ladrilhamentos de comprimento 3n + 2. Enta˜o,
denotando por |A| a cardinalidade de A, temos |A| = F3n+2. Sejam Ak,
k = 3, 6, 9, ..., 3n, 3n+1, os subconjuntos de A formados pelos ladrilhamentos
que podem ser quebrados na ce´lula k.
• Considerando o conjunto B1 = A3 dos ladrilhamentos que podem ser
quebrados na ce´lula 3, temos |B1| = F3 × F3n−1 = 3F3n−1, conforme
figura
4 3n+ 2
Aqui, nas 3 primeiras ce´lulas, o nu´mero de ladrilhamentos e´ contado
por F3 = 3 e nas 3n + 2 − 3 = 3n − 1 ce´lulas restantes, o nu´mero de
ladrilhamentos e´ contado por F3n−1.
• Considerando os ladrilhamentos de B2 = A\A2 que podem ser quebra-
dos na ce´lula 6, eles teˆm um domino´ cobrindo as ce´lulas 3 e 4, porque os
ladrilhamentos que podem ser quebrados na ce´lula 3 ja´ foram contados
em B1. Desse modo, |B2| = F2×F2×F3n−4 = 4F3n−4, conforme figura
3 4 7 3n+ 2
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• Considerando os ladrilhamentos de B3 = A \ A3 ∪ A6 que podem ser
quebrados na ce´lula 9, eles devem ter um domino´ cobrindo as ce´lulas 3 e
4 e um domino´ cobrindo as ce´lulas 6 e 7. Assim, |B3| = F2×F2×F3n−7 =
4F3n−7, conforme figura
3 4 6 7 10 3n+ 2
• De um modo geral, nos ladrilhamentos de Br = A \
r−1⋃
k=1
A3k, r =
2, 3, ..., n − 1, que podem ser quebrados na ce´lula 3r, temos que eles
devem ter domino´s cobrindo as ce´lulas 3 e 4, 6 e 7, 9 e 10, ..., 3r − 3 e
3r−2, separados por ce´lulas 1×1 e situados entre dois retaˆngulos 1×2.
Para os ladrilhamentos de Bn = A \
n−1⋃
k=1
A3k, que podem ser quebrados
na ce´lula 3n, temos |Bn| = 4F2, conforme figura
3 4 6 7 ... 3n− 3 3n− 2 3n 3n+ 2
• Finalmente, considerando o conjunto Bn+1 = A \
n⋃
k=1
A3k, que podem
ser quebrados na ce´lula 3n+1 (deve ter um domino´ cobrindo as ce´lulas
3n e 3n+ 1) , temos |Bn+1| = 2F1, conforme figura
3 4 6 7 ... 3n 3n+ 1 3n+ 2
Como os conjuntos Bk, k = 1, 2, ..., n + 1 sa˜o disjuntos e A =
n+1⋃
k=1
Bk,
segue que
F3n+2 = 2F1 + 4F2 + 4F5 + 4F8 + · · ·+ 4F3n−4 + 3F3n−1, ∀n ≥ 2.
Identidade 2:
F3n = 4F0 + 4F3 + 4F6 + ... + 4F3n−6 + 3F3n−3, ∀n ≥ 1.
A prova e´ ana´loga. Por esse motivo, a omitimos.
2.1.3 O Diagrama 1
2
Hex2
O diagrama 1
2
Hex2 esta´ apresentado na figura 5, onde temos um diagrama
legal de peso 38.
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Lendo-o nas diagonais, como foi feito no caso do diagramaHex2, obtemos
o seguinte teorema
Teorema 2.3 Dado um diagrama de peso n de 1
2
Hex2, temos que ele corres-
ponde a uma partic¸a˜o de n em partes distintas, com as seguintes restric¸o˜es
• se uma parte = 1, 2, 3, 4 ocorre, enta˜o ela e´ a u´ltima parte;
• se uma parte λm = 3k + i, k ≥ 1 e i = 2, 3 ocorre, enta˜o a pro´xima
parte λm+1 vale no mı´nimo 3k − 6 e no ma´ximo 3k − 2;
• sempre que uma parte λm = 3k + 1, k ≥ 3 ocorre, enta˜o a pro´xima
parte λm+1 vale no mı´nimo 3k − 6 e no ma´ximo 3k − 4.
Na tabela 5, temos os valores de uma parte λm e os poss´ıveis valores da
parte seguinte λm+1
λm λm+1
1 0
2 0
3 0
4 0
5 0,1
6 0,1
7 1,2
8 1,2,3,4
9 1,2,3,4
10 3,4,5
11 3,4,5,6,7
12 3,4,5,6,7
13 6,7,8
14 6,7,8,9,10
15 6,7,8,9,10
16 9,10,11
17 9,10,11,12,13
...
...
tabela 5
Denotando por f(1
2
Hex2; q) =
∞∑
n=0
p(
1
2
Hex2, q;n)qn a func¸a˜o geradora para
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o nu´mero de diagramas legais de peso n de 1
2
Hex2, podemos, a partir da
tabela 5, escrever
f(
1
2
Hex2; q) =
∞∑
n=0
p(
1
2
Hex2, q;n)qn =
= 1 +
+ q
+ q2
+ q3
+ q4
+ q5(1 + q)
+ q6(1 + q)
+ q7(q + q2)
+ q8(q + q2 + q3 + q4)
+ q9(q + q2 + q3 + q4)
+ q10[q3 + q4 + q5(1 + q)]
+ q11[q3 + q4 + q5(1 + q) + q6(1 + q) + q7(q + q2)]
+ q12[q3 + q4 + q5(1 + q) + q6(1 + q) + q7(q + q2)]
+ q13[q6(1 + q) + q7(q + q2) + q8(q + q2 + q3 + q4)]
+ ...
ou, de forma recursiva
f(
1
2
Hex2; q) =
∞∑
n=0
fn(q)q
n,
onde f0(q) = f1(q) = f2(q) = f3(q) = f4(q) = 1
f5(q) = f6(q) = 1 + q
f7(q) = q + q
2
f8(q) = f9(q) = q + q
2 + q3 + q4
k ≥ 3⇒


f3k+2(q) = f3k+3(q) =
3k−2∑
j=3k−6
fj(q)q
j
f3k+1(q) =
3k−4∑
j=3k−6
fj(q)q
j
Da definic¸a˜o acima, constatamos que para q = 1, a sequ¨eˆncia obtida
{fn}n≥0 e´
1, 1, 1, 1, 1, 2, 2, 2, 4, 4, 4, 8, 8, 8, ...,
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isto e´, f0 = f1 = 1 e, a partir de n = 2, fn assume como valores poteˆncias
consecutivas de 2, cada uma delas tomada 3 vezes. Afirmamos que isto vale
para todo n, conforme provamos no teorema seguinte.
Teorema 2.4 Seja {fn}n≥0 a sequ¨eˆncia obtida quando fazemos q = 1 na
definic¸a˜o recursiva anterior. Tem-se
(i) f0 = f1 = 1.
(ii) Se n ≥ 1, enta˜o
f3n−1 = f3n = f3n+1 = 2
n−1.
Prova:
Conforme a definic¸a˜o recursiva, a afirmac¸a˜o (i) e´ imediata. Com relac¸a˜o a`
afirmac¸a˜o (ii), temos inicialmente que ela vale para n = 1, 2, 3, uma vez que
da definic¸a˜o anterior, temos
n = 1⇒ f2 = f3 = f4 = 1 = 2
0
n = 2⇒ f4 = f5 = f6 = 2 = 2
1
n = 3⇒


f8 = f9 = 4 = 2
2
f10 = f3×3+1 =
5∑
j=3
fj = f3 + f4 + f5 = 1 + 1 + 2 = 4 = 2
2
Para provarmos que a afirmac¸a˜o (ii) e´ verdadeira para todo n ≥ 4, mostra-
remos que para todo n ≥ 4, tem-se
a)f3n−1 = f3n = f3n+1,
b) f3n = 2
n−1.
Como segue da definic¸a˜o que f3n−1 = f3n, para que a prova de (a) seja feita,
basta mostrarmos que f3n = f3n+1, ∀n ≥ 4. Para isso, temos inicialmente
que vale para n = 4, pois
f3×4 = f3×3+3 =
7∑
j=3
fj = f3 + f4 + f5 + f6 + f7
= 1 + 1 + 2 + 2 + 2 = 8
e
f3×4+1 =
8∑
j=6
fj = f6 + f7 + f8 = 2 + 2 + 4 = 8.
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Na hipo´tese de que f3k = f3k+1 = f3k−1, k ≥ 4, mostremos que f3(k+1) =
f3(k+1)+1. Temos

f3(k+1) = f3k+3 =
3k−2∑
j=3k−6
fj = f3k−6 + f3k−5 + f3k−4 + f3k−3 + f3k−2
e
f3(k+1)+1 =
3k−1∑
j=3k−3
fj = f3k−3 + f3k−2 + f3k−1
Mas
f3k−1 = f3k+1 =
3k−4∑
j=3k−6
fj = f3k−6 + f3k−5 + f3k−4,
o que completa a prova de (a). Para a prova de (b), temos inicialmente que
a afirmac¸a˜o e´ verdadeira para n = 4, pois segue de (a) que f3×4 = 8 = 2
4−1.
Na hipo´tese de que f3k = 2
k−1, k ≥ 4, temos, novamente de (a), que
f3(k+1) = f3k−3 + f3k−2 + f3k−1 = f3k−3 + f3k−2 + f3k.
Finalmente, afirmamos que f3k−3 + f3k−2 = f3k, k ≥ 4, pois isto e´ verdade
para k = 4 e, na hipo´tese de que f3r−3 + f3r−2 = f3r, r ≥ 4, temos
f3(r+1)−3 + f3(r+1)−2 = f3r + f3r+1
= f3r−3 + f3r−2 +
3r−4∑
j=3r−6
fj =
3r−2∑
j=3r−6
fj
= f3r+3 = f3(r+1),
ficando completa a prova do teorema.
Na pro´xima sec¸a˜o, apresentamos os diagramas sime´tricos de Hex2 e suas
conexo˜es com partic¸o˜es sime´tricas de um inteiro na˜o negativo.
2.1.4 Os Diagramas Sime´tricos de Hex2
Na figura 6, e´ dado um diagrama legal sime´trico de peso n em Hex2. Lendo-
o em Y , conforme figura 6, obtemos o seguinte teorema
Teorema 2.5 Dado um diagrama sime´trico de peso n de Hex2, temos que
ele corresponde a uma partic¸a˜o de n em partes pares distintas, exceto possi-
velmente a u´ltima (que pode ser 1), com as seguintes restric¸o˜es:
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• se uma parte e´ = 1, 2, enta˜o ela e´ a u´ltima;
• se uma parte e´ = 4, enta˜o a pro´xima parte e´, no ma´ximo, 1;
• se uma parte e´ = 6, 8, enta˜o a pro´xima parte vale, no mı´nimo, 1 e
difere de pelo menos 4;
• se uma parte λm = 4k, k ≥ 3 ocorre, enta˜o a pro´xima parte λm+1 vale,
no mı´nimo, 4k − 8 e no ma´ximo 4k − 4;
• se uma parte λm = 4k + 2, k ≥ 2 ocorre, enta˜o a pro´xima parte λm+1
vale, no mı´nimo, 4k − 4 e, no ma´ximo, 4k − 2.
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 figura 6 
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Na tabela 6, temos os valores de uma parte λm e os poss´ıveis valores da
parte seguinte λm+1
λm λm+1
1 0
2 0
4 0,1
6 1,2
8 1,2,4
10 4,6
12 4,6,8
14 8,10
16 8,10,12
18 12,14
20 12,14,16
...
...
tabela 6
Assim, denotando por f(Hex2, σ; q) =
∞∑
n=0
p(Hex2, σ, q;n)qn a func¸a˜o ge-
radora para o nu´mero de diagramas legais sime´tricos de peso n de Hex2 (σ
denota a citada simetria) , podemos, a partir da tabela 6, escrever
f(Hex2, σ; q) =
∞∑
n=0
p(Hex2, σ, q;n)qn =
= 1 +
+ q
+ q2
+ q4(1 + q)
+ q6(q + q2)
+ q8[q + q2 + q4(1 + q)]
+ q10[q4(1 + q) + q6(q + q2)]
+ q12[q4(1 + q) + q6(q + q2) + q8(q + q2 + q4(1 + q))]
+ q14[q8(q + q2 + q4(1 + q)) + q10(q4(1 + q) + q6(q + q2))]
+ ...
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ou, de forma recursiva
f(Hex2, σ; q) =
∞∑
n=0
fn(q)q
n,
onde
f0(q) = f1(q) = f2(q) = 1
f4(q) = 1 + q
f6(q) = q + q
2
f8(q) = q + q
2 + q4(1 + q)
k ≥ 2⇒ f4k+2(q) =
4k−2∑
j=4k−4
fj(q)q
j
k ≥ 3⇒ f4k(q) =
4k−4∑
j=4k−8
fj(q)q
j
k ≥ 1⇒ f2k+1(q) = 0
Observac¸a˜o: Seja a sequ¨eˆncia {gn}n≥0 dada por gn = f2n, onde {fn}n≥0
e´ a sequ¨eˆncia obtida quando fazemos q = 1 na definic¸a˜o recursiva anterior.
Temos
g2k = g2k+1 = 2
k,
ou seja, e´ a sequ¨eˆncia
1, 1, 2, 2, 4, 4, 8, 8, 16, 16, ...,
que conta as partic¸o˜es sime´tricas de um inteiro n ≥ 0. Uma partic¸a˜o sime´trica
de n e´ uma partic¸a˜o de n cujas partes sa˜o ordenadas de modo que as partes
equ¨idistantes dos extremos sa˜o iguais:
n = 0⇒ g0 = 1⇒ partic¸a˜o vazia
n = 1⇒ g1 = 1⇒ 1
n = 2⇒ g2 = 2⇒ 2, 1 + 1
n = 3⇒ g3 = 2⇒ 3, 1 + 1 + 1
n = 4⇒ g4 = 4⇒ 4, 2 + 2, 1 + 2 + 1, 1 + 1 + 1 + 1
n = 5⇒ g5 = 4⇒ 5, 2 + 1 + 2, 1 + 3 + 1, 1 + 1 + 1 + 1 + 1
etc.
Desse modo, temos o teorema seguinte.
Teorema 2.6 Tem-se:
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• f0 = f1 e´ o nu´mero de partic¸o˜es sime´tricas de 0;
• f2 e´ o nu´mero de partic¸o˜es sime´tricas de 1;
• o nu´mero de partic¸o˜es comec¸ando com n = 4k ou n = 4k+2, k ≥ 1, que
representam diagramas legais sime´tricos de Hex2, e´ igual ao nu´mero de
partic¸o˜es sime´tricas de n
2
, isto e´
f4k = f4k+2 = 2
k.
A tabela 7 ilustra a afirmac¸a˜o do teorema:
n fn
0 1 = f0 = g0 = 2
0
1 1 = f1 = 2
0
2 1 = f2 = g1 = 2
0
4 2 = f4 = g2 = 2
1
6 2 = f6 = g3 = 2
1
8 4 = f8 = g4 = 2
2
10 4 = f10 = g5 = 2
2
12 8 = f12 = g6 = 2
3
14 8 = f14 = g7 = 2
3
16 16 = f16 = g8 = 2
4
18 16 = f18 = g9 = 2
4
...
...
tabela 7
A prova e´ feita atrave´s dos dois lemas seguintes:
Lema 2.5 Se k ≥ 1, enta˜o f4k = f4k+2.
Prova:
Conforme tabela, temos que a afirmac¸a˜o e´ verdadeira para k = 1 e k = 2.
Para k ≥ 3, temos
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f4k+2 =
4k−2∑
j=4k−4
fj = f4k−4 + f4k−2
= f4k−4 + f4(k−1)+2
= f4k−4 +
4(k−1)−2∑
j=4(k−1)−4
fj
= f4k−4 +
4k−6∑
j=4k−8
fj
=
4k−4∑
j=4k−8
fj = f4k,
o que completa a prova.
Lema 2.6 Se k ≥ 1, enta˜o f4k = 2
k.
Prova:
A afirmac¸a˜o e´ verdadeira para k = 1, 2, 3, pois
k = 1⇒ f4k = f4 = 2 = 2
1
k = 2⇒ f4k = f8 = 4 = 2
2
k = 3⇒ f4k = f12 =
8∑
j=4
fj = f4 + f6 + f8 = 2 + 2 + 4 = 8 = 2
3
Na hipo´tese de que f4k = 2
k, k ≥ 3, vamos mostrar que f4(k+1) = f4k+4 =
2k+1. Temos
f4k+4 = f4(k+1) =
4(k+1)−4∑
j=4(k+1)−8
fj =
4k∑
j=4k−4
fj
= 2k + f4k−4 + f4k−2.
Mas f4k−4 + f4k−2 = 2
k, k ≥ 3, pois isto e´ verdadeiro para k = 3 e, na
hipo´tese de que f4r−4 + f4r−2 = 2
r, r ≥ 3, a prova de que vale para k = r+1
segue do teorema anterior. Logo
f4k+4 = 2
k + 2k = 2k+1,
ficando encerrada a prova.
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2.2 Variac¸a˜o 2: Uma sequ¨eˆncia envolvendo
poteˆncias de 3
Aqui, tratamos de uma outra variac¸a˜o do diagrama Hex (diagrama Hex3),
que apresentamos na figura 7, onde temos um diagrama legal de peso n = 41
e a partic¸a˜o associada λ = 20+13+8, a qual foi obtida lendo nas diagonais,
de baixo para cima e da direita para a esquerda e contando o nu´mero de
pontos em cada faixa diagonal. O teorema abaixo estabelece como sa˜o as
partes da partic¸a˜o associada.
Teorema 2.7 Dado um diagrama de peso n de Hex3, temos que ele corres-
ponde a uma partic¸a˜o de n, onde:
• na˜o ha´ parte ≡ 3, 5(mod6);
• a) se uma parte e´ = 1, 2 ou 4, enta˜o ela e´ a u´ltima;
b)se λm ≡ 4(mod6), λm > 4, digamos λm = 6k + 4, k ≥ 1, enta˜o
λm+1 = 6k − 2;
c) se λm ≡ 0, 1, 2(mod6), λm > 2, digamos λm = 6k, 6k + 1, 6k + 2,
k ≥ 1, enta˜o λm+1 vale, no mı´nimo, 6k − 6 e, no ma´ximo, 6k − 4.
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Salientamos que esta´ claro que este comportamento se repete com as se-
gunda e terceira faixas, as terceira e quarta faixas e assim por diante.
Na tabela 8, temos valores de uma parte λm e os poss´ıveis valores da
parte seguinte λm+1, ilustrando a conclusa˜o tirada a partir da figura 7.
λm λm+1
1 0
2 0
4 0
6 0,1,2
7 0,1,2
8 0,1,2
10 4
12 6,7,8
13 6,7,8
14 6,7,8
16 10
18 12,13,14
19 12,13,14
20 12,13,14
22 16
24 18,19,20
25 18,19,20
26 18,19,20
tabela 8
Denotando por f(Hex3; q) =
∞∑
n=0
p(Hex3, q;n)qn a func¸a˜o geradora para
o nu´mero de diagramas legais de peso n de Hex3, podemos, a partir da
tabela 8, escrever
f(Hex3; q) =
∞∑
n=0
p(Hex3, q;n)qm =
= 1 +
+ q +
+ q2 +
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+ q4 +
+ q6[1 + q + q2] +
+ q7[1 + q + q2] +
+ q8[1 + q + q2] +
+ q10 × q4 +
+ q12[q6(1 + q + q2) + q7(1 + q + q2) + q8(1 + q + q2)] +
+ q13[q6(1 + q + q2) + q7(1 + q + q2) + q8(1 + q + q2)] +
+ q14[q6(1 + q + q2) + q7(1 + q + q2) + q8(1 + q + q2)] +
+ q16 × q10 × q4 +
+ q18[q12(q6(1 + q + q2) + q7(1 + q + q2) + q8(1 + q + q2)) +
+ q13(q6(1 + q + q2) + q7(1 + q + q2) + q8(1 + q + q2)) +
+ q14(q6(1 + q + q2) + q7(1 + q + q2) + q8(1 + q + q2))] + · · ·+
+ q22 × q16 × q10 × q4 +
+ ...
ou, de forma recursiva
f(Hex3; q) =
∞∑
n=0
fn(q)q
n,
onde
f0(q) = f1(q) = f2(q) = f4(q) = 1
f6k+3(q) = f6k+5(q) = 0, k ≥ 0
f6k+4(q) =
k∏
j=1
q6j−2, k ≥ 1
k ≥ 1⇒ f6k(q) = f6k+1(q) = f6k+2(q) =
6k−4∑
j=6k−6
fj(q)q
j
Destacamos que, para q = 1, a sequ¨eˆncia f0, f1, f2, ..., onde fn denota o
nu´mero de partic¸o˜es comec¸ando com n e que representam diagramas legais
de Hex3 e´ dada por
1, 1, 1, 0, 1, 0, 3, 3, 3, 0, 1, 0, 9, 9, 9, 0, 1, 0, 27, 27, 27, 0, 1, 0, ...,
formada por poteˆncias consecutivas de 3, cada uma tomada 3 vezes e sepa-
radas por 0,1,0.
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Afirmamos que tal comportamento se verifica para todo n ≥ 0, conforme
provamos no teorema seguinte
Teorema 2.8 Seja {fn}n≥0 a sequ¨eˆncia obtida da sequ¨eˆncia de polinoˆmios
{fn(q)}n≥0, quando fazemos q = 1 na definic¸a˜o recursiva anterior. Enta˜o

f0 = f1 = f2 = f4 = 1,
f6k+3 = f6k+5 = 0, k ≥ 0, e f6k+4 = 1, k ≥ 1
k ≥ 1⇒ f6k = f6k+1 = f6k+2 = 3
k
Prova:
As duas primeiras afirmac¸o˜es sa˜o imediatas. Para a prova da terceira
afirmac¸a˜o, basta mostrar que f6k = 3
k, k ≥ 1. Inicialmente, temos que isto
e´ verdade para k = 1, uma vez que f6 =
2∑
j=0
= f0 + f1 + f2 = 1 + 1 + 1 = 3.
Na hipo´stese de que f6r = 3
r, r ≥ 1, temos
f6(r+1) =
6(r+1)−4∑
j=6(r+1)−6
fj =
6r+2∑
j=6r
fj
= f6r + f6r+1 + f6r+2 = 3f6r = 3× 3
r = 3r+1,
o que encerra a prova.
2.3 Variac¸a˜o 3: Diagrama Hex4
O diagrama Hex4 esta´ apresentado na figura 8, onde temos um diagrama
legal de peso 25.
2.3.1 Func¸a˜o geradora para o nu´mero de diagramas de
peso n de Hex4
Dado um diagrama de peso n de Hex4, lendo de baixo para cima e da
esquerda para a direita, conforme figura 8, obtemos o seguinte teorema:
Teorema 2.9 Dado um diagrama de peso n de Hex4, temos que ele cor-
responde a uma partic¸a˜o de n, onde se uma parte do tipo 3k + 1 ou 3k + 2,
k ≥ 0, ocorre, enta˜o a pro´xima parte e´ no ma´ximo 3k (isto indica que as
partes do tipo 3k+1 ou 3k+2 na˜o ocorrem ambas na mesma partic¸a˜o) e que
na˜o ha´ restric¸a˜o para as partes ≡ 0(mod3).
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Desse modo, denotando por f(Hex4; q) =
∞∑
n=0
p(Hex4, q;n)qn a preten-
dida func¸a˜o geradora, temos
f(Hex4; q) =
∞∑
n=0
p(Hex4, q;n)qn
= 1 +
+ q +
+
q4(1 + q + q2)
1− q3
+
q7(1 + q + q2)(1 + q4 + q5)
(1− q3)(1− q6)
+ · · ·
+ q2
+
q5(1 + q + q2)
1− q3
+
q8(1 + q + q2)(1 + q4 + q5)
(1− q3)(1− q6)
+ · · ·
+
∞∏
k=1
1
1− q3k
= 1 + q + q2 +
∞∑
k=1
k−1∏
j=0
(1 + q3j+1 + q3j+2)q3k+1
1− q3j+3
+
∞∑
k=1
k−1∏
j=0
(1 + q3j+1 + q3j+2)q3k+2
1− q3j+3
+
∞∏
k=1
1
1− q3k
,
ou, definindo
k−1∏
j=0
1 + q3j+1 + q3j+2
1− q3j+3
= 1, quando k = 0,
f(Hex4; q) = 1 +
∞∑
k=0
k−1∏
j=0
(1 + q3j+1 + q3j+2)(q3k+1 + q3k+2)
1− q3j+3
+
∞∏
k=1
1
1− q3k
.
Observac¸o˜es:
• em [12], James Propp, ao tratar do diagrama Hex (com dois pontos em
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cada segmento vertical: os ve´rtices do lado do hexa´gono), mostrou que
f(Hex; q) =
∞∏
n=1
1 + q2n−1
1− q2n
,
o que equivale a` nossa interpretac¸a˜o de que se uma parte do tipo 2k+1
ocorre, enta˜o a pro´xima parte e´ no ma´ximo 2k, k ≥ 0. Desse modo, e´
imediata a identidade
1 +
∞∑
n=0
n−1∏
j=0
1 + q2j+1
1− q2j+2
× q2n+1 +
∞∏
n=1
1
1− q3n
=
∞∏
n=1
1 + q2n−1
1− q2n
.
• Generalizando para o caso de termos r ≥ 2 pontos em cada segmento
vertical da figura 8, temos que
f(Hexr+1; q) =
∞∑
n=0
p(Hexr+1, q;n)q
n
= 1+
∞∑
k=0
k−1∏
j=0
(1 + qrj+1 + qrj+2 + · · ·+ qrj+r−1)(qrk+1 + qrk+2 + · · ·+ qrk+r−1)
1− qrj+r
+
∞∏
k=1
1
1− qrk
.
2.3.2 Func¸a˜o geradora para o nu´mero de diagramas de
peso n de 1
2
Hex4
Dado um diagrama de peso n de 1
2
Hex4, lendo nas diagonais, conforme figura
9, temos:
Teorema 2.10 Dado um diagrama de peso n de 1
2
Hex4,temos que ele cor-
responde a uma partic¸a˜o de n em partes distintas, onde, se uma parte e´ do
tipo 3k, 3k + 1 ou 3k + 2, k ≥ 0, enta˜o a pro´xima vale no ma´ximo 3k − 3.
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Enta˜o, denotando por f(1
2
Hex4; q) =
∞∑
n=0
p(
1
2
Hex4, q;n)qn a func¸a˜o ge-
radora, temos que
f(
1
2
Hex4; q) = 1
+ q
+ q2
+ (q3 + q4 + q5)× 1
+ (q6 + q7 + q8)× (1 + q + q2 + q3)
+ (q9 + q10 + q11)× (1 + q + q2 + q3 + q4 + q5 + q6)
+ . . .
= 1 + q + q2 +
∞∑
k=1
(q3k + q3k+1 + q3k+2)(1 + q + · · ·+ q3k−3)
= 1 + q + q2 +
∞∑
k=1
(q3k + q3k+1 + q3k+2)(1− q3k−2)
1− q
.
Observac¸o˜es:
• No diagrama 1
2
Hex2 (veja [12]), James Propp mostrou que um dia-
grama de peso n corresponde a uma partic¸a˜o em partes distintas na˜o
consecutivas, onde as partes ı´mpares diferem de pelo menos 4. Go¨lnitz
(veja [7]) mostrou que este nu´mero e´ igual ao nu´mero de partic¸o˜es em
partes ≡ 1, 5, 6(mod8). Desse modo, Propp estabeleceu que
f(
1
2
Hex4; q) =
∏
n≡1,5,6(mod8)
1
1− qn
.
De acordo com nossa interpretac¸a˜o, este diagrama legal corresponde a
uma partic¸a˜o de n em partes distintas, onde, se uma parte do tipo 2k
ou 2k + 1, k ≥ 0, ocorre, enta˜o a pro´xima e´ no ma´ximo 2k − 2, que
equivale a` descric¸a˜o das partic¸o˜es de Propp. Desse modo, e´ imediata a
identidade
∏
n≡1,5,6(mod8)
1
1− qn
= 1 + q +
∞∑
n=1
(q2n + q2n+1)(1− q2n−1)
1− q
.
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• Generalizando para o caso de se ter r ≥ 2 pontos em cada segmento
vertical de Hex, temos
f(
1
2
Hexr) = 1 + q + · · ·+ q
r−1
+
∞∑
k=1
(qrk + qrk+1 + · · ·+ qrk+r−1)(1− qrk−r+1)
1− q
.
2.4 Variac¸a˜o 4: Diagrama A3
O diagrama A3 e´ um subconjunto de Sq (veja [12]) definido por
A3 = {(a, b) ∈ Sq : a ≡ b(mod3)}
e esta´ apresentado na figura 10.
2.4.1 Func¸a˜o geradora para o nu´mero de diagramas de
peso n de A3
Afim de obter a func¸a˜o geradora para o nu´mero de diagramas legais de peso
n de A3, destaquemos na coluna central osm pontos que nela esta˜o presentes,
conforme figura 10. Fixando nossa atenc¸a˜o no lado esquerdo, devemos ter
no mı´nimo m − 3 brac¸os e no ma´ximo m brac¸os, pois o u´ltimo ponto da
coluna central forc¸a a existeˆncia de pelo menos m− 3 brac¸os e mais do que
m brac¸os forc¸aria acrescentar mais pontos na coluna central. Acrescentando
brac¸os sem pontos de modo a se ter m brac¸os, temos que o conjunto do lado
esquerdo corresponde a uma partic¸a˜o de um nu´mero α em m partes na˜o
negativas, onde cada parte aparece no ma´ximo 3 vezes. De modo ana´logo
temos, para o lado direito o mesmo tipo de partic¸a˜o para um nu´mero β.
Desse modo, temos o seguinte teorema:
Teorema 2.11 O nu´mero de diagramas legais de peso n de A3 (p(A3;n))
e´ igual a ϕ3(n), nu´mero de partic¸o˜es generalizadas de Frobenius, onde, em
cada linha, cada parte aparece no ma´ximo 3 vezes.
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Andrews (veja [2]) mostrou que
∞∑
n=0
ϕ3(n)q
n =
∞∏
n=1
(1 + q6n−3)
(1− q12n)
×
×
1
(1− q6n−5)(1− q6n−4)2(1− q6n−3)2(1− q6n−2)2(1− q6n−1)
.
Assim, denotando por f(A3; q) =
∞∑
n=0
p(A3;n)q
n, temos que
f(A3; q) =
∞∏
n=1
(1 + q6n−3)
(1− q12n)
×
×
1
(1− q6n−5)(1− q6n−4)2(1− q6n−3)2(1− q6n−2)2(1− q6n−1)
.
2.4.2 Func¸a˜o geradora para o nu´mero de diagramas de
peso n de 1
2
A3
Dado um diagrama de peso n de 1
2
A3, lendo nas diagonais, conforme figura
11, temos:
Teorema 2.12 Dado um diagrama de peso n de 1
2
A3, temos que ele cor-
responde a uma partic¸a˜o de n em que nenhuma parte ocorre mais do que 3
vezes.
Desse modo, denotando por f(1
2
A3; q) =
∞∑
n=0
p(
1
2
A3;n)q
n a func¸a˜o ge-
radora para o nu´mero de diagramas de peso n de 1
2
A3, temos
f(
1
2
A3; q) =
∞∏
n=1
(1 + qn + q2n + q3n)
=
∞∏
n=1
1− q4n
1− qn
=
∏
n≡1,2,3(mod4)
1
1− qn
=
∏
n 6≡0(mod4)
1
1− qn
.
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2.4.3 Func¸a˜o geradora para o nu´mero de diagramas
sime´tricos de peso n de A3
Dado um diagrama sime´trico de peso n de A3, lendo em V’s, conforme figura
12, temos:
Teorema 2.13 Dado um diagrama sime´trico de peso n de A3, temos que
ele corresponde a uma partic¸a˜o de n em partes ı´mpares, onde nenhuma parte
ocorre mais do que 3 vezes.
Desse modo, denotando por f(A3, σ; q) =
∞∑
n=0
p(A3, σ;n)q
n, temos que
f(A3, σ; q) =
∞∏
n=1
(1 + q2n−1 + q2(2n−1) + q3(2n−1))
=
∞∏
n=1
1− q4(2n−1)
1− q2n−1
.
Observac¸a˜o: Estes resultados podem ser generalizados do seguinte modo
• seja Ak = {(a, b) ∈ Sq : a ≡ b(modk)}, k ≥ 2. Enta˜o, o nu´mero de
diagramas de peso n de Ak e´ igual ao nu´mero de partic¸o˜es generalizadas
de Frobenius, onde, em cada linha, cada parte aparece no ma´ximo k
vezes.
• o nu´mero de diagramas de peso n de 1
2
Ak e´ igual ao nu´mero de partic¸o˜es
de n em que cada parte na˜o ocorre mais do que k vezes e e´ dado pelo
nu´mero de partic¸o˜es de n em partes na˜o mu´ltiplas de k + 1, ou seja, a
func¸a˜o geradora e´
f(
1
2
Ak; q) =
∏
n 6≡0(mod(k+1))
1
1− qn
.
• o nu´mero de diagramas sime´tricos de peso n de Ak e´ igual ao nu´mero
de partic¸o˜es de n em partes ı´mpares, onde nenhuma parte ocorre mais
do que k vezes, ou seja, a func¸a˜o geradora e´
f(Ak, σ; q) =
∞∏
n=1
(1 + q2n−1 + q2(2n−1) + q3(2n−1) + · · ·+ qk(2n−1))
=
∞∏
n=1
1− q(k+1)(2n−1)
1− q2n−1
.
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2.5 Variac¸a˜o 5: Diagrama B
O diagrama B esta´ apresentado na figura 13, onde temos um diagrama legal
de peso n = 19.
2.5.1 Func¸a˜o geradora para o nu´mero de diagramas de
peso n de B
Dado um diagrama de peso n de B, lendo conforme figura 13, temos:
Teorema 2.14 Dado um diagrama de peso n de B, temos que ele corres-
ponde a uma partic¸a˜o de n, onde as duas primeiras partes sa˜o distintas.
Desse modo, denotando por f(B; q) =
∞∑
n=0
p(B, n; q)qn a func¸a˜o geradora,
segue que
f(B; q) = 1 + q +
∞∑
n=2
qn ×
n−1∑
j=1
1
1− qj
= 1 + q +
∞∑
n=2
qn
(q; q)n−1
= 1 +
∞∑
n=1
qn
(q; q)n−1
.
2.5.2 Func¸a˜o geradora para o nu´mero de diagramas de
peso n de 1
2
B
Dado um diagrama de peso n em 1
2
B, lendo conforme figura 14, temos:
Teorema 2.15 Dado um diagrama de peso n em 1
2
B, temos que ele corres-
ponde a uma partic¸a˜o de n em partes distintas, com as duas primeiras partes
na˜o consecutivas.
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Enta˜o, denotando por f(1
2
B; q) =
∞∑
n=0
p(
1
2
B, n; q)qn a func¸a˜o geradora, temos
que
f(
1
2
B; q) = 1 + q + q2 +
∞∑
n=3
qn ×
n−2∑
j=1
(1 + qj)
= 1 + q + q2 +
∞∑
n=3
qn(−q; q)n−2.
2.5.3 Func¸a˜o geradora para o nu´mero de diagramas
sime´tricos de peso n de B
Dado um diagrama sime´trico de peso n em B, lendo conforme figura 15,
temos:
Teorema 2.16 Dado um diagrama sime´trico de peso n em B, enta˜o
• se n = 1, temos um u´nico diagrama sime´trico, cuja partic¸a˜o associada
e´ λ = 1;
• se n ≥ 2, enta˜o ele corresponde a uma partic¸a˜o de n, onde a maior parte
e´ par e a outras sa˜o ı´mpares distintas, com as duas primeiras partes
na˜o consecutivas. Note que isto implica que ha´ um u´nico diagrama
sime´trico de peso n = 2, com a partic¸a˜o associada λ = 2 e que na˜o ha´
diagrama sime´trico de peso n = 3.
Desse modo, denotando por f(B, σ; q) =
∞∑
n=0
p(B, σ, n)qn a func¸a˜o ge-
radora (σ denota a simetria), temos que
f(B, σ; q) = 1 + q + q2 +
∞∑
n=2
q2n
n−2∏
j=0
(1 + q2j+1)
= 1 + q + q2 +
∞∑
n=2
q2n(−q; q2)n−1.
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Cap´ıtulo 3
Sobre partic¸o˜es planas com
duas linhas: uma interpretac¸a˜o
em termos de partic¸o˜es
ordina´rias
Neste cap´ıtulo, os resultados obtidos esta˜o estabelecidos no Teorema 3.1 e
nas sec¸o˜es 3.4 e 3.5. Destacamos a sec¸a˜o 3.5, onde estabelecemos a bijec¸a˜o
entre a interpretac¸a˜o obtida das partic¸o˜es planas com duas linhas, em ter-
mos de partic¸o˜es ordina´rias e a interpretac¸a˜o obtida por Cheema e Gordon
([5]), ambas usando partes em multiconjuntos. Salientamos que, na primeira
interpretac¸a˜o, o nu´mero de co´pias de cada inteiro positivo aumenta quando
este inteiro cresce e que, na segunda, Cheema e Gordon usam uma co´pia de
1 e duas co´pias de cada inteiro positivo maior do que 1.
Consideramos, inicialmente, uma extenc¸a˜o de Sq no caso tridimensional,
substituindo os quadrados de Sq por cubos. Chamamos o novo diagrama de
diagrama C, o qual esta´ apresentado na figura 16, onde temos um diagrama
legal de peso n = 40 . A condic¸a˜o de legalidade e´ que, sempre que um ponto
esta´ presente, os pontos imediatamente abaixo dele e ligados a ele tambe´m
devem estar presentes. Observamos que o nu´mero de diagramas legais de peso
n e´, claramente, o nu´mero de partic¸o˜es planas com duas linhas de n. Uma
partic¸a˜o plana com 2 linhas de um inteiro positivo n e´ uma representac¸a˜o de
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n na forma
n =
2∑
i=1
∞∑
j=1
ni,j ,
onde os ni,j sa˜o inteiros positivos satisfazendo
ni,j ≥ ni,j+1 e ni,j ≥ ni+1,j.
Estas partic¸o˜es podem ser convenientemente escritas, colocando-se os ni,j
em 2 linhas, com ni,j sendo o elemento da linha i e da coluna j. Por exemplo,
as partic¸o˜es planas com duas linhas de n = 3 sa˜o 5
3 2 2 1 1 1 1 1 1
0 1 0 0 1 0 0 0 0
Na figura 16, a partic¸a˜o plana com duas linhas e´
6 5 3 3 2 2 2 1 1 1
5 4 3 1 1 0 0 0 0 0
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3.1 Uma nova interpretac¸a˜o em termos de
partic¸o˜es ordina´rias
Na figura 17, observando a primeira, temos 11 pontos presentes, que esta˜o
representados por bolas vermelhas. Estes 11 pontos poderiam aparecer de 6
maneiras poss´ıveis. Por exemplo:
1. os 11 pontos no segmento inferior da placa. A este nu´mero associamos
a co´pia 111 do nu´mero 11;
2. 10 pontos no segmento inferior e 1 ponto no segmento superior da placa.
A este nu´mero associamos a co´pia 112 do nu´mero 11;
e assim por diante. De um modo geral, se tivermos j−1 pontos no segmento
superior e a−(j−1) pontos no segmento inferior, associamos a este conjunto
de pontos a co´pia aj do nu´mero a. Desse modo, temos:
Teorema 3.1 Dado um diagrama legal de peso n em C, temos que ele cor-
responde a uma partic¸a˜o de n, usando j+1
2
co´pias de j ≤ n, j1, j2, ..., j j+1
2
, se j e´ ı´mpar e j+2
2
co´pias de j ≤ n, j1, j2, ..., j j+2
2
, se j e´ par, sendo que
duas co´pias distintas de uma mesma parte na˜o figuram na partic¸a˜o, com a
condic¸a˜o adicional de que se jr e ks, j > k, sa˜o duas partes consecutivas da
partic¸a˜o, enta˜o s ≤ r.
Com estas notac¸o˜es, a partic¸a˜o associada ao diagrama legal de peso 40
da figura 17 e´
116 + 95 + 64 + 42 + 32 + 21 + 21 + 11 + 11 + 11.
3.2 Exemplos
1. n = 1: temos um diagrama legal de peso 1. A partic¸a˜o correspondente
e´ 11.
2. n = 2: temos 3 diagramas legais de peso 2. As partic¸o˜es corresponden-
tes sa˜o
21
22
11 + 11
70
3. n = 3: temos 5 diagramas legais de peso 3. As partic¸o˜es corresponden-
tes sa˜o
31
32
21 + 11
22 + 11
11 + 11 + 11
4. n = 4: temos 10 diagramas legais de peso 4. As partic¸o˜es correspon-
dentes sa˜o
41
42
43
31 + 11
32 + 11
21 + 21
22 + 22
21 + 11 + 11
22 + 11 + 11
11 + 11 + 11 + 11
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3.3 Observac¸a˜o
Seja tk(n) denotando o nu´mero de partic¸o˜es planas com k linhas de n. Mac-
Mahon mostrou que
∞∑
n=0
tk(n)q
n =
∞∏
n=1
(1− qn)−min(n,k).
Em particular, para k = 2, temos
∞∑
n=0
t2(n)q
n =
∞∏
n=1
(1− qn)−min(n,2) =
1
1− q
×
∞∏
n=2
1
(1− qn)2
.
Cheema e Gordon deram, em [5], uma outra prova para a identidade
acima. Sendo
∞∑
n=0
cnq
n a expansa˜o em se´rie de poteˆncias do lado direito da
identidade, eles escreveram
∞∑
n=0
cnq
n =
∞∏
n=1
1
1− qn
×
∞∏
n
′=2
1
1− qn
′
e observaram que cn e´ o nu´mero de partic¸o˜es de n em partes tomadas do con-
junto {1, 2
′
, 2, 3
′
, 3, ...}, consistindo de 1 e duas co´pias m,m
′
de cada inteiro
m ≥ 2, adotando a ordem 1 < 2
′
< 2 < 3
′
< 3 < ... . A seguir, apresentaram
uma bijec¸a˜o entre a classe A das partic¸o˜es enumeradas por cn e o conjunto
das partic¸o˜es planas com duas linhas, feita como segue
1. seja pi ∈ A. Coloca-se ı´ndice 1 em cada parte na˜o marcada de pi e,
comec¸ando da esquerda, coloca-se ı´ndice 0 ou 1 em cada parte mar-
cada a
′
, conforme a soma dos ı´ndices a` esquerda de a e´ 0 ou > 0,
respectivamente;
2. a partic¸a˜o plana com duas linhas µ correspondente a pi e´ constru´ıda do
seguinte modo: todas as partes na˜o marcadas sa˜o colocadas na primeira
linha e todas as partes com ı´ndice −1 sa˜o colocadas na segunda linha.
Se a e´ uma parte com ı´ndice 0, enta˜o a−1 e´ colocado na primeira linha
e 1 e´ colocado na segunda linha;
3. apo´s colocar as partes de cada linha em ordem na˜o crescente, obte´m-se
µ.
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Por exemplo
pi = 655
′
4
′
4
′
33
′
3
′
22111 =⇒ 61515−14−140313−1302121111111
=⇒
6 5 3 2 2 1 1 1 3 2
5 4 3 1 1 0 0 0 0 0
=⇒
6 5 3 3 2 2 2 1 1 1
5 4 3 1 1 0 0 0 0 0
onde colocamos 0
′
s nos espac¸os vazios.
Reciprocamente, dada uma partic¸a˜o plana com duas linhas µ , descarta-se
os 1
′
s da segunda linha, coloca-se ı´ndice −1 nas partes restantes da segunda
linha e rearranja-se, juntamente com as partes da primeira linha em ordem
na˜o crescente. Por exemplo
6 5 3 3 2 2 2 1 1 1
5 4 3 1 1 0 0 0 0 0
=⇒
6 5 3 3 2 2 2 1 1 1
5−1 4−1 3−1
=⇒ 655−14−1333−1222111
Resta, agora, colocar ı´ndices 0 e 1 nas partes restantes, acrescentando
de uma unidade as partes com ı´ndice 0 . Eles mostraram que existe uma
u´nica maneira de fazer isto, implicando que ha´ uma u´nica partic¸a˜o pi ∈ A
correspondente a µ
pi = 61515−14−140313−1302121111111
= 655
′
4
′
4
′
33
′
3
′
22111.
Na sec¸a˜o 3.1, demos uma nova interpretac¸a˜o em termos de partic¸o˜es or-
dina´rias para os diagramas legais de peso n. A seguir, apresentamos uma
bijec¸a˜o entre as partic¸o˜es descritas na sec¸a˜o 3.1 e as partic¸o˜es planas com
duas linhas. Apresentamos, tambe´m, uma bijec¸a˜o entre as partic¸o˜es descritas
na sec¸a˜o 3.1 e as partic¸o˜es descritas por Cheema e Gordon ([5]).
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3.4 Bijec¸a˜o entre as partic¸o˜es descritas na se-
c¸a˜o 3.1 e as partic¸o˜es planas com duas
linhas
Seja uma partic¸a˜o do tipo descrito na sec¸a˜o 3.1, por exemplo
λ = 116 + 95 + 64 + 42 + 32 + 21 + 21 + 11 + 11 + 11.
Constru´ımos a partic¸a˜o plana com duas linhas do seguinte modo
1. a cada parte aj associamos uma sequ¨eˆncia na˜o crescente de 2’s e 1’s,
dispostas em colunas, com j − 1 2’s e a − 2(j − 1) 1’s. No exemplo,
temos
2 2 2 2 2 1 1 1 1 1
2 2 2 1 1 1 1
2 2 2 1
2 2
2 1
1
2. a primeira linha da partic¸a˜o plana e´ formada pelas quantidades de 2’s
e 1’s , lidas nas colunas e a segunda linha e´ formada pelas quantidades
de 2’s de cada coluna.
Assim, obtemos:
6 5 3 3 2 2 2 1 1 1
5 4 3 1 1 0 0 0 0 0
Reciprocamente, dada uma partic¸a˜o plana com duas linhas
a1 a2 · · · ar
b1 b2 · · · br
colocamos bi 2’s na coluna i , seguidos de ai − bi 1’s, i = 1, 2, ..., r . Desse
modo, obtemos
2 2 2 2 2 1 1 1 1 1
2 2 2 1 1 1 1
2 2 2 1
2 2
2 1
1
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Cada parte λi da partic¸a˜o e´ dada por aj , onde a e´ a soma dos elementos
da coluna i e j e´ o nu´mero de 2’s da referida coluna, somado com 1. Desse
modo, obtemos
coluna 1: a = 11 e j = 6
coluna 2: a = 9 e j = 5
coluna 3: a = 6 e j = 4
coluna 4: a = 4 e j = 2
coluna 5: a = 3 e j = 2
coluna 6: a = 2 e j = 1
coluna 7: a = 2 e j = 1
coluna 8: a = 1 e j = 1
coluna 9: a = 1 e j = 1
coluna 10: a = 1 e j = 1
e a partic¸a˜o λ e´ λ = 116 + 95 + 64 + 42 + 32 + 21 + 21 + 11 + 11 + 11.
3.5 Bijec¸a˜o entre as partic¸o˜es descritas na se-
c¸a˜o 3.1 e as partic¸o˜es descritas por Chee-
ma e Gordon
Seja pi uma partic¸a˜o do tipo Cheema-Gordon. Obtemos uma partic¸a˜o do tipo
descrito na sec¸a˜o 3.1 do seguinte modo: a partir da primeira parte, lemos
uma a uma cada parte e
1. se uma parte na˜o e´ marcada, a colocamos na primeira linha. Se e´
marcada, digamos a
′
, a colocamos, se poss´ıvel, na segunda linha na
primeira posic¸a˜o dispon´ıvel, onde ha´ elemento ja´ colocado na primeira
linha. Se isto na˜o for poss´ıvel, colocamos a − 1 na primeira linha e 1
na segunda linha;
2. da disposic¸a˜o obtida
a1 a2 · · · ar
b1 b2 · · · br
associamos a cada coluna uma parte λj , onde λ e´ a soma dos elementos
da coluna e j = bj + 1;
3. reordenamos, se necessa´rio, obtendo a partic¸a˜o λ.
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Exemplo: seja pi = 655
′
4
′
4
′
33
′
3
′
22111. Obtemos, colocando 0
′
s nos espac¸os
vazios da segunda linha
6 5 3 3 2 2 2 1 1 1
5 4 1 3 1 0 0 0 0 0
.
Desse modo, obtemos
116 + 95 + 42 + 64 + 32 + 21 + 21 + 11 + 11 + 11,
e finalmente
λ = 116 + 95 + 64 + 42 + 32 + 21 + 21 + 11 + 11 + 11.
Reciprocamente, seja uma partic¸a˜o do tipo descrito na sec¸a˜o 3.1. Obte-
mos uma partic¸a˜o do tipo Cheema-Gordon do seguinte modo
1. a cada parte λj associamos uma coluna
aj
bj
, onde
bj = j − 1 e aj = λ− bj ;
2. a cada coluna do tipo
α
1
associamos a parte (α + 1)
′
. Os nu´meros
restantes da primeira linha sa˜o partes na˜o marcadas e os restantes da
segunda linha sa˜o partes marcadas.
No exemplo, temos
λ = 116 + 95 + 64 + 42 + 32 + 21 + 21 + 11 + 11 + 11.
Da´ı
6 5 3 3 2 2 2 1 1 1
5 4 3 1 1 0 0 0 0 0
e, enta˜o
pi = 655
′
4
′
4
′
33
′
3
′
22111.
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Cap´ıtulo 4
Partic¸o˜es planas com treˆs
linhas: uma interpretac¸a˜o em
termos de partic¸o˜es ordina´rias
Neste cap´ıtulo, repetimos a ide´ia utilizada no cap´ıtulo 3, para partic¸o˜es pla-
nas com treˆs linhas. Os resultados obtidos esta˜o estabelecidos no Teorema 4.1
e na sec¸a˜o 4.5, onde estabelecemos a bijec¸a˜o entre o conjunto das partic¸o˜es
estabelecidas no Teorema 4.1 e as partic¸o˜es planas com treˆs linhas.
Acrescentando mais uma pilha de cubos no diagrama C, obtemos o dia-
grama C2, que esta´ apresentado na figura 18, onde temos um diagrama legal
de peso n = 51. A condic¸a˜o de legalidade e´ a mesma do diagrama C.
4.1 Uma interpretac¸a˜o em termos de partic¸o˜es
ordina´rias
Dado um diagrama legal de peso n, lendo-o, conforme figura 19, temos que
ele corresponde a uma partic¸a˜o de n, usando co´pias de a ≤ n, denotadas por
ai,j, i ≥ 1, j ≥ 0 e definidas por
ai,j = (a− j)i + j,
onde (a− j)i e´ como no caso das partic¸o˜es planas com duas linhas e o sinal
”+”indica que devemos colocar j pontos na terceira linha (de baixo para
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cima) do diagrama C2, conforme ilustrac¸a˜o
◦ ◦
63,2 = 43 + 2 : • •
• •
onde 43 esta´ representado com cor preta. Na figura 19, a partic¸a˜o associda e´
λ = 125,4 + 125,4 + 94,3 + 63,1 + 53,1 + 32,0 + 32,0 + 11,0.
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figura 18 
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4.2 Como sa˜o obtidas as co´pias
Seja ai,j uma co´pia de a > 0. Como ai,j = (a − j)i + j, temos j pontos na
terceira linha, i−1 pontos na segunda linha e a−j− i+1 pontos na primeira
linha. Enta˜o, devido a` condic¸a˜o de legalidade, devemos ter
{
0 ≤ j ≤ i− 1
i− 1 ≤ a− j − i+ 1
=⇒
{
0 ≤ j ≤ i− 1
j ≤ a + 2− 2i
=⇒ 0 ≤ j ≤ min{i− 1, a+ 2− 2i},
onde i varia de 1 a a+1
2
, se a e´ ı´mpar e de 1 a a+2
2
, se a e´ par. Por exemplo,
as co´pias de a = 5 sa˜o
51,0 52,0 53,0
− 52,1 53,1
e as co´pias de a = 6 sa˜o
61,0 62,0 63,0 64,0
− 62,1 63,1 −
− − 63,2 −
Observac¸a˜o: A partir desta caracterizac¸a˜o das co´pias, podemos adotar o
seguinte procedimento para listar as co´pias de a > 0
1. se a e´ ı´mpar, colocamos as a+1
2
co´pias ai,0 na primeira linha. A seguir,
colocamos co´pias ai,1 na segunda linha, pulando a primeira casa. Apo´s
isto, colocamos co´pias ai,2 na terceira linha, pulando as duas primeiras
casas e a u´ltima e, assim por diante, colocamos na linha j + 1 co´pias
ai,j pulando as j primeiras casas e a u´ltima;
2. Se a e´ par, colocamos as a+2
2
co´pias ai,0 na primeira linha. A seguir,
colocamos na linha j + 1 co´pias ai,j pulando as j primeiras casas e a
u´ltima.
A seguir, listamos as co´pias dos nu´meros de a = 1 a a = 9
• a = 1: 11,0
• a = 2:
21,0 22,0
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• a = 3:
31,0 32,0
− 32,1
• a = 4:
41,0 42,0 43,0
− 42,1 −
• a = 5:
51,0 52,0 53,0
− 52,1 53,1
• a = 6:
61,0 62,0 63,0 64,0
− 62,1 63,1 −
− − 63,2 −
• a = 7:
71,0 72,0 73,0 74,0
− 72,1 73,1 74,1
− − 73,2 −
• a = 8:
81,0 82,0 83,0 84,0 85,0
− 82,1 83,1 84,1 −
− − 83,2 84,2 −
• a = 9:
91,0 92,0 93,0 94,0 95,0
− 92,1 93,1 94,1 95,1
− − 93,2 94,2 −
− − − 94,3 −
4.3 O nu´mero de co´pias de cada inteiro po-
sitivo
Segue da maneira como as co´pias sa˜o listadas que o nu´mero de co´pias de
a > 0 e´
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• a ı´mpar:
a+ 1
2
+
a+1
2∑
i=1
min{i− 1, a+ 2− 2i};
• a par:
a+ 2
2
+
a+2
2∑
i=1
min{i− 1, a+ 2− 2i}.
Por exemplo, o nu´mero de co´pias de a = 10 e´
10 + 2
2
+
10+2
2∑
i=1
min{i− 1, 10 + 2− 2i} =
= 6 +min{0, 10}+min{1, 8}+min{2, 6}+min{3, 4}+
+min{4, 2}+min{5, 0} =
= 6 + 0 + 1 + 2 + 3 + 2 + 0 = 14.
4.4 Como sa˜o as restric¸o˜es das partic¸o˜es as-
sociadas a diagramas legais de peso n
Dado um diagrama legal de peso n, lendo-o, conforme figura 19, temos que
ele corresponde a uma partic¸a˜o de n com partes descritas na sec¸a˜o 4.1, onde
1. duas co´pias distintas de uma mesma parte na˜o aparecem na partic¸a˜o;
2. se ai,j e br,s, a > b, sa˜o duas partes da partic¸a˜o, enta˜o i ≥ r e j ≥ s;
3. se ai,j e br,s, a > b e a− j = b− s, enta˜o i = r.
Desse modo, temos:
Teorema 4.1 O nu´mero de diagramas legais de peso n de C2 e´ igual ao
nu´mero de partic¸o˜es de n, usando a+1
2
+
a+1
2∑
i=1
min{i− 1, a+ 2− 2i} co´pias de
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ai,j de a ≤ n (se a e´ ı´mpar) e
a+2
2
+
a+2
2∑
i=1
min{i− 1, a+ 2− 2i} co´pias de ai,j
de a ≤ n (se a e´ par), 0 ≤ j ≤ min{i − 1, a + 2 − 2i}, obtidas conforme a
sec¸a˜o 4.1 e com as restric¸o˜es anteriores.
Por exemplo, temos 12 diagramas legais de peso n = 4. As partic¸o˜es
correspondentes sa˜o
41,0
42,0
42,1
43,0
31,0 + 11,0
32,0 + 11,0
32,1 + 11,0
21,0 + 21,0
22,0 + 22,0
21,0 + 11,0 + 11,0
22,0 + 11,0 + 11,0
11,0 + 11,0 + 11,0 + 11,0
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figura 19 
 
4,55 1248 =+  
4,55 1248 =+  
3,44 936 =+  
1,33 615 =+  
0,22 303 =+  
0,11 101 =+  
0,22 303 =+  
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4.5 Observac¸a˜o
O nu´mero de diagramas legais de peso n e´, claramente, o nu´mero de partic¸o˜es
planas com 3 linhas de n. Se t3(n) denota o nu´mero de partic¸o˜es planas com
3 linhas de n, temos por MacMahon
∞∑
n=0
t3(n)q
n =
∞∏
n=1
(1− qn)−min(n,3)
=
1
1− q
×
1
(1− q2)2
×
∞∏
n=3
1
(1− qn)3
=
∞∏
n=1
1
1− qn
×
∞∏
n
′=2
1
1− qn
′ ×
∞∏
n
′′=3
1
1− qn
′′ .
Desse modo, temos que o nu´mero de partic¸o˜es planas com 3 linhas de
n e´ igual ao nu´mero de partic¸o˜es de n com partes tomadas do conjunto
{1, 2
′
, 2, 3
′′
, 3
′
, 3, ...}, consistindo de uma co´pia de 1, duas co´pias de 2 e treˆs
co´pias m,m
′
e m
′′
de cada inteiro m ≥ 3 (aqui, adotaremos a ordem 1 <
2
′
< 2 < 3
′′
< 3
′
< 3 < · · · ).
A seguir, apresentamos uma bijec¸a˜o entre o conjunto das partic¸o˜es des-
critas na sec¸a˜o 4.4 e o conjunto das partic¸o˜es planas com 3 linhas.
4.6 Bijec¸a˜o entre o conjunto das partic¸o˜es da
sec¸a˜o 4.4 e as partic¸o˜es planas com 3 li-
nhas
Seja λ uma partic¸a˜o do tipo descrito na sec¸a˜o 4.4, por exemplo
λ = 125,4 + 125,4 + 94,3 + 63,1 + 53,1 + 32,0 + 32,0 + 11,0.
Constru´ımos a partic¸a˜o plana com treˆs linhas do seguinte modo
1. a cada parte ai,j associamos uma sequ¨eˆncia na˜o crescente de 3’s, 2’s e
1’s, dispostas em colunas, com j 3’s, i− j− 1 2’s e a− 3j− 2(i− j− 1)
1’s. No exemplo temos
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3 3 3 3 3 2 2 1
3 3 3 2 2 1 1
3 3 3 1
3 3
2. a primeira linha da partic¸a˜o plana e´ formada pelas quantidades de 3’s,
2’s e 1’s, lidas nas colunas. A segunda linha e´ formada pelas quanti-
dades de 3’s e 2’s de cada coluna e a terceira linha e´ formada pelas
quantidades de 3’s de cada coluna. Assim, obtemos
4 4 3 3 2 2 2 1
4 4 3 2 2 1 1 0
4 4 3 1 1 0 0 0
Reciprocamente, dada uma partic¸a˜o plana com treˆs linhas
a1 a2 · · · ar
b1 b2 · · · br
c1 c2 · · · cr
colocamos ck 3’s na coluna k, seguidos de bk − ck 2’s e de ak − bk 1’s,
k = 1, 2, ..., r. Desse modo, obtemos
3 3 3 3 3 2 2 1
3 3 3 2 2 1 1
3 3 3 1
3 3
Cada parte λk = ai,j da partic¸a˜o e´ obtida do seguinte modo: a e´ a soma dos
elementos da coluna k , i e´ o nu´mero de 2’s e 3’s, somado com 1 e j e´ o
nu´mero de 3’s da referida coluna. Desse modo, obtemos
coluna 1: a = 12, i = 5 e j = 4
coluna 2: a = 12, i = 5 e j = 4
coluna 3: a = 9, i = 4 e j = 3
coluna 4: a = 6, i = 3 e j = 1
coluna 5: a = 5, i = 3 e j = 1
coluna 6: a = 3, i = 2 e j = 0
coluna 7: a = 3, i = 2 e j = 0
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coluna 8: a = 1, i = 1 e j = 0
e a partic¸a˜o λ e´ λ = 125,4 + 125,4 + 94,3 + 63,1 + 53,1 + 32,0 + 32,0 + 11,0.
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Cap´ıtulo 5
Um conjunto de bijec¸o˜es
envolvendo nu´meros de
Fibonacci e nu´meros de Pell
Neste cap´ıtulo, os resultados obtidos referem-se a sete bijec¸o˜es envolvendo
nu´meros de Fibonacci (sec¸a˜o 5.2) e duas bijec¸o˜es envolvendo nu´meros de Pell
(sec¸a˜o 5.4).
5.1 Nu´meros de Fibonacci
A sequ¨eˆncia de Fibonacci e´ apresentada abaixo
1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, ...,
isto e´ {Fn}n≥0, com Fo = 1, F1 = 1 e Fn = Fn−2 + Fn−1, n ≥ 2.
Existem muitas interpretac¸o˜es combinato´rias para os nu´meros de Fibo-
nacci. Apresentamos, a seguir, cinco delas. A letra em maiu´sculo, ao lado
de cada uma delas, denota o conjunto dos elementos enumerados por Fn na
correspondente interpretac¸a˜o.
1. (A) Fn, n ≥ 0, e´ igual ao nu´mero de maneiras de subir uma escada com
n degraus, podendo pular no ma´ximo um degrau em cada movimento.
Por exemplo, numa escada com quatro degraus, temos F4 = 5 maneiras
de subi-la: na˜o pular nenhum degrau, pular somente o primeiro degrau,
pular somente o segundo degrau, pular somente o terceiro e pular o
primeiro e o terceiro degraus ([13]).
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2. (B) A um dado movimento numa escada com n degraus, descrito no
item anterior, podemos associar uma partic¸a˜o, cujas partes sa˜o dadas
pelo nu´mero de quadrados que podem ser empilhados abaixo de cada
degrau (se ele na˜o foi pulado), ou este nu´mero mais um (se ele foi
pulado). Mais especificamente, a um movimento numa escada com n
degraus esta´ associada uma partic¸a˜o λ = λ1 + λ2 + · · ·+ λn, onde
• 1 ≤ λi ≤ n, i = 1, 2, ..., n;
• a parte = 1 aparece no ma´ximo uma vez e as outras, no ma´ximo
duas vezes;
• λi = i ou i+ 1 e λn = n;
Desse modo, Fn, n ≥ 0, e´ o nu´mero de tais partic¸o˜es ([13]).
3. (C) Fn, n ≥ 0, e´ o nu´mero de ladrilhamentos de um retaˆngulo 2× n,
usando somente ladrilhos 1× 1 e 2× 2 ([13]).
4. (D) Fn, n ≥ 0, e´ o nu´mero de partic¸o˜es em no ma´ximo n partes, onde
todo inteiro menor do que ou igual a` maior parte aparece pelo menos
duas vezes ([16]). Por exemplo, F4 = 5: φ (partic¸a˜o vazia), 1 + 1,
1 + 1 + 1, 1 + 1 + 1 + 1 e 1 + 1 + 2 + 2.
5. (E) Fn, n ≥ 0, e´ o nu´mero de partic¸o˜es, onde a maior parte e´ lado do
quadrado de Durfee e a maior parte mais o nu´mero de partes e´ menor
do que ou igual a n ([16]). Destacamos que, no diagrama de Ferrers de
uma partic¸a˜o (cujas partes sa˜o representadas por pontos), o quadrado
de Durfee e´ o maior quadrado que pode ser inserido no canto superior
esquerdo, com ve´rtices nos pontos do diagrama. Por exemplo, F5 = 8:
φ , • , • , • , • , • • , • • , • •
• • • • • • • • •
• • • • •
•
Na pro´xima sec¸a˜o, apresentamos sete bijec¸o˜es entre os seguintes pares de
conjuntos descritos anteriormente
(A,C) (A,D) (B,C) (B,D)
(C,D) (C,E) (D,E)
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5.2 As bijec¸o˜es
5.2.1 Bijec¸a˜o (A,C)
Seja uma maneira de subir uma escada com n degraus. Obtemos um ladri-
lhamento de um retaˆngulo 2 × n com ladrilhos 1 × 1 e 2 × 2 do seguinte
modo
1. ao movimento sem pulo, associamos o ladrilhamento com apenas ladri-
lhos 1× 1;
2. nos movimentos com pulos, procedemos da seguinte forma
• colocamos ”1”em cada degrau, a partir do primeiro, ate´ chegarmos
no primeiro degrau onde houve o primeiro pulo;
• repetimos o procedimento, colocando agora ”2”ate´ chegarmos no
degrau onde houve o segundo pulo, colocando em seguida ”3”ate´
chegarmos no terceiro degrau determinado pelo terceiro pulo e
assim por diante;
• no retaˆngulo 2× n, colocamos abaixo de cada segmento vertical,
a partir do primeiro, os 1’s, seguidos dos 2’s, dos 3’s e assim por
diante;
• na vertical do u´ltimo i, i = 1, 2, 3, ..., esta´ o centro do i-e´simo
ladrilho 2× 2.
Reciprocamente, dado um ladrilhamento de um retaˆngulo 2× n com la-
drilhos 1× 1 e 2× 2, obtemos um movimento na escada do seguinte modo
1. ao ladrilhamento com apenas ladrilhos 1 × 1 associamos o movimento
sem pulo;
2. nos ladrilhamentos que possuem ladrilhos 2×2, procedemos da seguinte
forma
• abaixo de cada segmento vertical, a partir do primeiro, coloca-
mos 1’s ate´ chegarmos naquele segmento que conte´m o centro do
primei-ro ladrilho 2 × 2, seguidos de 2’s ate´ chegarmos naquele
segmento que conte´m o centro do segundo ladrilho 2× 2 e assim
por diante, colocando 3’s, 4’s etc;
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• na escada com n degraus, colocamos em cada degrau, a partir do
primeiro, os 1’s, os 2’s, os 3’s etc;
• o u´ltimo i, i = 1, 2, 3, ..., determina o degrau onde havera´ o i-e´simo
pulo.
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Exemplo: 54 =F  
  
  
  
  
 
  
 
 
1 
1 
2 
2 
1 1 2 2 
1 
1 
1 
1 
1 1 1 1 
1 
1 
1 
1 1 1 
1 
1 1 
1 
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5.2.2 Bijec¸a˜o (A,D)
Seja uma maneira de subir uma escada com n degraus. Obtemos uma
partic¸a˜o em no ma´ximo n partes, onde todo inteiro menor do que ou igual a`
maior parte aparece pelo menos duas vezes do seguinte modo
1. ao movimento sem pulo associamos a partic¸a˜o vazia;
2. nos movimentos com pulos, procedemos da seguinte forma
• colocamos 1’s em cada degrau, a partir do primeiro, ate´ chegarmos
no degrau onde houve o primeiro pulo, seguidos de 2’s ate´ chegar-
mos no degrau onde houve o segundo pulo e assim por diante. Isto
imediatamente nos leva a` partic¸a˜o de n pretendida.
Reciprocamente, seja uma partic¸a˜o de n em no ma´ximo n partes, onde
todo inteiro menor do que ou igual a` maior parte aparece pelo menos duas
vezes. Obtemos um movimento na escada do seguinte modo
1. a` partic¸a˜o vazia associamos o movimento sem pulo;
2. nas demais partic¸o˜es, procedemos da seguinte forma
• colocamos as partes da partic¸a˜o, em ordem na˜o decrescente, nos
degraus da escada;
• para cada i = 1, 2, 3, ..., no degrau onde esta´ o u´ltimo i havera´ o
i-e´simo pulo.
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Exemplo: 54 =F  
  
 
 
1 
1 
2 
2 
2211 +++  
1111 +++  
1 
1 
1 
1 
111 ++  
1 
1 
1 
11+  
1 
1 
φ
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5.2.3 Bijec¸a˜o (B,C)
Seja λ = λ1 + λ2 + · · · + λn a partic¸a˜o associada a um movimento numa
escada com n degraus. Obtemos um ladrilhamento de um retaˆngulo 2 × n
com apenas ladrilhos 1× 1 e 2× 2 do seguinte modo
1. a` partic¸a˜o λ = 1 + 2 + · · ·n associamos o ladrilhamento que possui
apenas ladrilhos 1× 1;
2. com relac¸a˜o a`s demais partic¸o˜es, procedemos da seguinte forma
• para cada i = 2, 3, ..., n− 1, tomamos j como sendo a posic¸a˜o na
partic¸a˜o do segundo elemento do i-e´simo par que se repete;
• no j-e´simo segmento vertical do retaˆngulo 2× n esta´ o centro de
um ladrilho 2× 2.
Reciprocamente, seja um ladrilhamento de um retaˆngulo 2×n com apenas
ladrilhos 1×1 e 2×2. Obtemos uma partic¸a˜o λ = λ1+λ2+· · ·+λn assolciada
a um movimento numa escada com n degraus do seguinte modo
1. ao ladrilhamento que possui apenas ladrilhos 1×1 associamos a partic¸a˜o
λ = 1 + 2 + · · ·n;
2. nos demais ladrilhamentos, procedemos da seguinte forma
• enumeramos cada segmento vertical do retaˆngulo, a partir do pri-
meiro, por 1, 2, 3, ..., n;
• substitu´ımos os nu´meros i, i+1 situados abaixo dos dois primeiros
segmentos verticais de cada ladrilho 2× 2 por i+ 1, i+ 1;
• a partic¸a˜o pretendida e´ formada por estes nu´meros, com as devidas
substituic¸o˜es anteriores.
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Exemplo: 54 =F  
  
  
  
  
 
  
 
 
2 +  2 +    4  +   4 
1 +  2 +    4  +   4 
3=j  
2 +  2 +    3  +   4 2=j
1 +  2 +    3  +   4 
2 +  3 +    3  +   4 
4=j
4,2=j  
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5.2.4 Bijec¸a˜o (B,D)
Seja λ = λ1 + λ2 + · · · + λn a partic¸a˜o associada a um movimento numa
escada com n degraus. Obtemos uma partic¸a˜o em no ma´ximo n partes, onde
todo inteiro menor do que ou igual a` maior parte aparece pelo menos duas
vezes, do seguinte modo
1. a` partic¸a˜o λ = 1 + 2 + · · ·+ n associamos a partic¸a˜o vazia;
2. nas demais partic¸o˜es, procedemos da seguinte forma: substitu´ımos cada
parte da partic¸a˜o (escrita em ordem na˜o decrescente) por ”1”, ate´ che-
garmos no primeiro par de partes repetidas, o qual substitu´ımos por
1+1. Se na˜o houver mais nenhum outro par se repetindo, desprezamos
as demais partes, obtendo a partic¸a˜o pretendida. Caso contra´rio, a par-
tir da pro´xima parte, substitu´ımos cada parte por ”2”ate´ chegarmos no
segundo par que se repete, o qual substitu´ımos por 2 + 2, desprezando
as partes restantes, caso na˜o haja mais par se repetindo e assim por
diante, colocando i’s ate´ chegarmos ao i-e´simo par que se repete, o qual
substitu´ımos por i+ i.
Reciprocamente, dada uma partic¸a˜o λ em no ma´ximo n partes, onde
todo inteiro menor do que ou igual a` maior parte aparece pelo menos duas
vezes, obtemos uma partic¸a˜o associada a um movimento numa escada com
n degraus do seguinte modo
1. substitu´ımos todas as partes da partic¸a˜o por 1, 2, 3, ..., n;
2. em cada conjunto de partes que se repetem em λ, trocamos os nu´meros
i e i+1 que as substituiram por i+1 e i+1, completando, se necessa´rio,
ate´ o total de n partes, com os pro´ximos inteiros consecutivos.
Exemplo : F6 = 13
1 + 2 + 3 + 4 + 5 + 6 ←→ φ
2 + 2 + 3 + 4 + 5 + 6 ←→ 1 + 1
1 + 3 + 3 + 4 + 5 + 6 ←→ 1 + 1 + 1
1 + 2 + 4 + 4 + 5 + 6 ←→ 1 + 1 + 1 + 1
2 + 2 + 4 + 4 + 5 + 6 ←→ 1 + 1 + 2 + 2
1 + 2 + 3 + 5 + 5 + 6 ←→ 1 + 1 + 1 + 1 + 1
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2 + 2 + 3 + 5 + 5 + 6 ←→ 1 + 1 + 2 + 2 + 2
1 + 3 + 3 + 5 + 5 + 6 ←→ 1 + 1 + 1 + 2 + 2
1 + 2 + 3 + 4 + 6 + 6 ←→ 1 + 1 + 1 + 1 + 1 + 1
1 + 2 + 4 + 4 + 6 + 6 ←→ 1 + 1 + 1 + 1 + 2 + 2
1 + 3 + 3 + 4 + 6 + 6 ←→ 1 + 1 + 1 + 2 + 2 + 2
2 + 2 + 3 + 4 + 6 + 6 ←→ 1 + 1 + 2 + 2 + 2 + 2
2 + 2 + 4 + 4 + 6 + 6 ←→ 1 + 1 + 2 + 2 + 3 + 3
5.2.5 Bijec¸a˜o (C,D)
Seja uma partic¸a˜o em no ma´ximo n partes, onde todo inteiro menor do
que ou igual a` maior parte aparece pelo menos duas vezes. Obtemos um
ladrilhamento de um retaˆngulo 2× n com ladrilhos 1× 1 e 2× 2 do seguinte
modo
1. associamos a` partic¸a˜o vazia o ladrilhamento com apenas ladrilhos 1×1;
2. para cada partic¸a˜o na˜o vazia, procedemos da seguinte forma
• abaixo de cada segmento vertical do retaˆngulo, a partir do pri-
meiro, colocamos as partes da partic¸a˜o em ordem na˜o decrescente;
• no segmento vertical onde ha´ o u´ltimo ”1”esta´ o centro do primeiro
ladrilho 2 × 2, no segmento vertical onde ha´ o u´ltimo ”2”esta´ o
segundo ladrilho 2× 2 e assim por diante.
Reciprocamente, dado um ladrilhamento de um retaˆngulo 2× n com la-
drilhos 1 × 1 e 2 × 2, obtemos uma partic¸a˜o do primeiro tipo de seguinte
modo
1. ao ladrilhamento que possui apenas ladrilhos 1×1 associamos a partic¸a˜o
vazia;
2. nos demais ladrilhamentos, agimos da seguinte forma: a partir do pri-
meiro segmento vertical do retaˆngulo, colocamos 1’s ate´ chegar no seg-
mento vertical onde esta´ o centro do primeiro ladrilho 2× 2. A seguir,
colocamos 2’s ate´ chegarmos no segmento vertical onde esta´ o centro
do segundo ladrilho 2 × 2 e assim por diantes, colocando 3’s, 4’s, etc.
Estes 1’s, 2’s, 3’s, ... sa˜o as partes da partic¸a˜o desejada.
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Exemplo: 54 =F  
  
  
  
  
 
  
 
 
2211 +++
1 1 2 2
1111 +++
1 1 1 1
111 ++
1 1 1
11+
1 1
φ
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5.2.6 Bijec¸a˜o (C,E)
Seja n ≥ 0 fixo e consideremos uma partic¸a˜o onde a maior parte p e´ lado
do quadrado de Durfee e a maior parte mais o nu´mero de partes e´ menor do
que ou igual a n. Seja cj o nu´mero de pontos na coluna j do diagrama de
Ferrers da partic¸a˜o. Obtemos um ladrilhamento de um retaˆngulo 2× n com
ladrilhos 1× 1 e 2× 2 do seguinte modo
1. a` partic¸a˜o vazia associamos o ladrilhamento que possui apenas ladrilhos
1× 1;
2. se a partic¸a˜o na˜o e´ vazia, enta˜o agimos da seguinte forma
• calculamos γj = 2j − 2, para j = 1, 2, ..., ⌊
p+2
2
⌋. Aqui ⌊x⌋ denota
o maior inteiro menor do que ou igual a x;
• os valores de γ⌊ p+2
2
⌋+1, γ⌊ p+2
2
⌋+2, · · · , γp sa˜o os valores do passo an-
terior (exceto o primeiro) escritos na ordem inversa;
• calculamos βj = cj + p− γj, para j = 1, 2, ..., ⌊
p+2
2
⌋;
• os valores de β⌊ p+2
2
⌋+1, β⌊ p+2
2
⌋+2, · · · , βp sa˜o dados por
β⌊ p+2
2
⌋+k = c⌊ p+2
2
⌋+k − p+ δ,
onde os δ’s sa˜o os γj’s (j = 2, 3, ..., ⌊
p+2
2
⌋) tomados na ordem
inversa;
• calculamos αj = βj−βj+1, para j = 1, 2, ..., p (definindo βp+1 = 0);
• no retaˆngulo 2×n colocamos abaixo de cada segmento vertical, a
partir do primeiro, os nu´meros 1, 2, ..., α1, seguidos de 1, 2, ..., α2,
..., seguidos de 1, 2, ..., αp;
• no segmento vertical referente a αi esta´ o centro do i-e´simo ladrilho
2× 2.
Reciprocamente, dado um ladrilhamento de um retaˆngulo 2× n com la-
drilhos 1 × 1 e 2 × 2, obtemos uma partic¸a˜o do primeiro tipo do seguinte
modo
1. ao ladrilhamento que possui apenas ladrilhos 1×1 associamos a partic¸a˜o
vazia;
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2. ao ladrilhamento com p ladrilhos 2 × 2 associamos uma partic¸a˜o com
lado do quadrado de Durfee igual a p, da seguinte forma
• a partir do primeiro segmento vertical do retaˆngulo, colocamos
abaixo de cada segmento os nu´meros 1, 2, ..., α1, com α1 abaixo do
segmento vertical onde esta´ o centro do primeiro ladrilho 2×2. A
seguir, colocamos 1, 2, ..., α2, com α2 abaixo do segmento vertical
onde esta´ o centro do segundo ladrilho 2 × 2 e assim por diante,
ate´ chegarmos no p-e´simo ladrilho 2× 2;
• calculamos 

βp = αp
βp−1 = αp−1 + βp
βp−2 = αp−2 + βp−1
...
β1 = α1 + β2
• calculamos γj = 2j − 2, para j = 1, 2, ..., ⌊
p+2
2
⌋ e tomamos
γ⌊ p+2
2
⌋+1, γ⌊ p+2
2
⌋+2, · · · , γp
como os valores destes γj’s (exceto o primeiro) na ordem inversa;
• Calculamos{
cj = βj + γj − p, j = 1, 2, ..., ⌊
p+2
2
⌋
ck = βk − γ + p, k = ⌊
p+2
2
+ 1, · · · , p
onde os γ
′
s sa˜o os valores de γ2, ..., γ⌊ p+2
2
⌋ tomados na ordem in-
versa.
• no diagrama de Ferrers, colocamos ck pontos na coluna k, k =
1, 2, ..., p, obtendo a partic¸a˜o pretentida.
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Exemplo: 54 =F  
  
  
  
  
 
 
 
 
 
••
••







=−=−=
=−=−=
=+=−+=
=−×=
=−×=
=

 +
⇒=
202
224
42202
2222
0212
2
2
2
2
322
211
11
2
1
ββα
ββα
β
γ
γ
c
p
p







=−=−=
=+=−+=
=−×=
=

 +
⇒=
404
41301
0212
1
2
2
1
211
11
1
ββα
β
γ
c
p
p
•
•
•
•
•







=−=−=
=+=−+=
=−×=
=

 +
⇒=
303
31201
0212
1
2
2
1
211
11
1
ββα
β
γ
c
p
p
•







=−=−=
=+=−+=
=−×=
=

 +
⇒=
202
21101
0212
1
2
2
1
211
11
1
ββα
β
γ
c
p
p  
φ
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 Reciprocamente: 
 
 
 
 
 
 
••
••







=−=−+=
=−=−+=
=−×=
=−×=
=+=+=
==
⇒



=
=
=
224
224
2222
0212
422
2
2
2
2
222
111
2
1
211
212
2
1
pc
pc
p
γβ
γβ
γ
γ
βαβ
αβ
α
α
•
•
•



=−=−+=
=−×=
==
⇒

=
=
314
0212
4
1
4
111
1
11
1
pc
p γβ
γ
αβ
α
•
•



=−=−+=
=−×=
==
⇒

=
=
213
0212
3
1
3
111
1
11
1
pc
p γβ
γ
αβ
α
•



=−=−+=
=−×=
==
⇒

=
=
112
0212
2
1
2
111
1
11
1
pc
p γβ
γ
αβ
α
φ
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5.2.7 Bijec¸a˜o (D,E)
Seja uma partic¸a˜o em no ma´ximo n partes, onde todo inteiro menor do que ou
igual a` maior parte p aparece pelo menos duas vezes. Obtemos uma partic¸a˜o
onde a maior parte p e´ lado do quadrado de Durfee e a maior parte mais o
nu´mero de partes e´ menor do que ou igual a n, do seguinte modo
1. a` partic¸a˜o vazia associamos a partic¸a˜o vazia;
2. se a partic¸a˜o na˜o e´ vazia, enta˜o agimos da seguinte forma
• elimina-se p elementos da primeira coluna;
• transporta-se p− 2, p− 4, · · · , p− 2× ⌊p
2
⌋ elementos das colunas
2, 3, · · · , ⌊p
2
⌋+ 1 para as colunas p, p− 1, p− 2, · · · , p− ⌊p
2
⌋+ 1,
respectivamente, obtendo a partic¸a˜o pretendida.
Reciprocamente, dada uma partic¸a˜o, onde a maior parte p e´ lado do
quadrado de Durfee e a maior parte mais o nu´mero de partes e´ menor do que
ou igual a` maior parte, obtemos uma partic¸a˜o do primeiro tipo do seguinte
modo
1. a` partic¸a˜o vazia associamos a partic¸a˜o vazia;
2. se a partic¸a˜o na˜o e´ vazia, enta˜o agimos da seguinte forma
• acrescenta-se p elementos na primeira coluna;
• transporta-se p− 2, p− 4, · · · , p− 2× ⌊p
2
⌋ elementos das colunas
p, p− 1, p− 2, · · · , p− ⌊p
2
⌋+ 1 para as colunas 2, 3, · · · , ⌊p
2
⌋+ 1,
respectivamente.
Aqui, quando uma quantidade a ser transportada for negativa ou nula, sim-
plesmente encerramos o processo e tomamos a partic¸a˜o ate´ enta˜o obtida como
a partic¸a˜o desejada.
Exemplo: Nas pa´ginas 108 e 109, exibimos a transformac¸a˜o que leva a
partic¸a˜o 7+7+6+6+6+6+5+5+4+4+4+3+3+3+3+2+2+2+1+1+1
na partic¸a˜o 7+7+7+7+7+7+7+6+6+4+3+3+2+1 e a transformac¸a˜o
inversa, respectivamente.
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5.3 Nu´meros de Pell
A sequ¨eˆncia de Pell e´ apresentada abaixo
1, 2, 5, 12, 29, 70, 169, 408, , ...,
isto e´ {Pn}n≥0, com Po = 1, P1 = 2 e Pn = Pn−2 + 2Pn−1.
Existem, tambe´m, muitas interpretac¸o˜es combinato´rias para os nu´meros
de Pell. Apresentamos, a seguir, quatro delas. Estas interpretac¸o˜es foram
obtidas ao tomar q = 1 em sequ¨eˆncias de polinoˆmios Pn(q), obtidas por
Santos em [14]. A letra em maiu´sculo ao lado de cada uma delas denota o
conjunto dos elementos enumerados por Pn em cada interpretac¸a˜o.
1. (F ) Pn, n ≥ 0, e´ o nu´mero de partic¸o˜es em no ma´ximo n partes, onde
todo ı´mpar menor do que ou igual a` maior parte aparece uma ou duas
vezes.
2. (G) Pn, n ≥ 0, e´ o nu´mero de partic¸o˜es em no ma´ximo n partes, onde
• a maior parte e´ par;
• todo par menor do que ou igual a` maior parte aparece pelo menos
uma vez;
• as partes ı´mpares sa˜o distintas.
3. (H) Pn, n ≥ 0, e´ o nu´mero de partic¸o˜es em no ma´ximo n partes com
duas cores (verde e preta), onde
• a maior parte e´ preta;
• toda parte preta menor do que ou igual a` maior parte preta ocorre
exatamente uma vez;
• as partes verdes sa˜o menores do que ou iguais a` maior parte preta
e formam uma sobrepartic¸a˜o. Destacamos que uma sobrepartic¸a˜o
e´ uma partic¸a˜o onde a primeira ocorreˆncia de cada parte pode ser
marcada. Por exemplo, as sobrepartic¸o˜es de n = 3 sa˜o: 3, 3, 2+1,
2 + 1, 2+1, 2 + 1, 1+1+1 e 1 + 1 + 1. Ale´m disso, as partic¸o˜es
deste item para n = 2 (P2 = 5) sa˜o: φ, 1p, 1p+1v, 1p+1v e 2p+1p
(aqui, se a parte a e´ preta ou verde, a denotamos por ap e av,
respectivamente).
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4. (I) Pn, n ≥ 0, e´ o nu´mero de sobrepartic¸o˜es em no ma´ximo n par-
tes, onde todo inteiro menor do que ou igual a` maior parte ocorre pelo
menos uma vez, com a condic¸a˜o adicional de que so´ ocorre parte mar-
cada se ocorrer parte igual a ela na˜o marcada. Por exemplo, P2 = 5:
φ, 1, 1 + 1, 1 + 1 e 2 + 1.
Na pro´xima sec¸a˜o, apresentamos as bijec¸o˜es entre os seguintes pares de
conjuntos descritos anteriormente
(F,G) e (H, I).
5.4 As bijec¸o˜es
5.4.1 Bijec¸a˜o (F,G)
Seja uma partic¸a˜o em no ma´ximo n partes, onde todo ı´mpar menor do que
ou igual a` maior parte aparece uma ou duas vezes. Obtemos uma partic¸a˜o
em no ma´ximo n partes, onde a maior parte e´ par, todo par menor do que
ou igual a` maior parte aparece pelo menos uma vez e as partes ı´mpares sa˜o
distintas, do seguinte modo
1. a` partic¸a˜o vazia, associamos a partic¸a˜o vazia;
2. se a partic¸a˜o na˜o e´ vazia, enta˜o somamos ”1”a uma co´pia de cada
ı´mpar.
Reciprocamente, dada uma partic¸a˜o do segundo tipo, obtemos uma partic¸a˜o
do primeiro tipo do seguinte modo
1. a` partic¸a˜o vazia, associamos a partic¸a˜o vazia;
2. se a partic¸a˜o na˜o e´ vazia, enta˜o subtra´ımos ”1”de uma co´pia de cada
par.
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Exemplo:
P3 = 12
φ ←→ φ
1 ←→ 2
1 + 1 ←→ 2 + 1
2 + 1 ←→ 2 + 2
3 + 1 ←→ 4 + 2
2 + 1 + 1 ←→ 2 + 2 + 1
2 + 2 + 1 ←→ 2 + 2 + 2
3 + 1 + 1 ←→ 4 + 2 + 1
3 + 2 + 1 ←→ 4 + 2 + 2
3 + 3 + 1 ←→ 4 + 3 + 2
4 + 3 + 1 ←→ 4 + 4 + 2
5 + 3 + 1 ←→ 6 + 4 + 2
5.4.2 Bijec¸a˜o (H, I)
Seja uma partic¸a˜o do conjunto H . Obtemos uma partic¸a˜o do conjunto I do
seguinte modo
1. a` partic¸a˜o vazia, associamos a partic¸a˜o vazia;
2. se a partic¸a˜o na˜o e´ vazia, enta˜o simplesmente tiramos as marcas p e v.
Reciprocamente, dada uma partic¸a˜o de I, obtemos uma partic¸a˜o de G do
seguinte modo
1. a` partic¸a˜o vazia, associamos a partic¸a˜o vazia;
2. se a partic¸a˜o na˜o e´ vazia, enta˜o colocamos a marca p em uma co´pia de
cada parte e colocamos a marca v nas partes restantes.
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Exemplo: P3 = 12
φ ←→ φ
1p ←→ 1
1p + 1v ←→ 1 + 1
1p + 1v ←→ 1 + 1
2p + 1p ←→ 2 + 1
1p + 1v + 1v ←→ 1 + 1 + 1
1p + 1v + 1v ←→ 111
2p + 1p + 1v ←→ 2 + 1 + 1
2p + 1p + 1v ←→ 2 + 1 + 1
2p + 2v + 1p ←→ 2 + 2 + 1
2p + 2v + 1p ←→ 2 + 2 + 1
3p + 2p + 1p ←→ 3 + 2 + 1
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Cap´ıtulo 6
Uma classe de partic¸o˜es
Neste cap´ıtulo, apresentamos no teorema seguinte, uma classe de partic¸o˜es,
onde temos um paraˆmetro k. Para valores particulares de k, obtemos como
corola´rios resultados conhecidos em partic¸o˜es. Aqui, seguimos a ide´ia de
Santos e Mondek em [17].
Teorema 6.1 Seja fj,k(n), j, k ≥ 1, o nu´mero de partic¸o˜es de n em partes
distintas e ≡ j(modk) da forma
a1 + a2 + · · ·+ as,
onde as ≥ j. Enta˜o
∞∑
n=0
fj,k(n)q
n =
∞∑
n=0
q
kn(n−1)
2
+jn
(qk; qk)n
.
Prova:
Seja f(m,n) o nu´mero de partic¸o˜es do tipo enumerado por fj,k(n), com a
restric¸a˜o adicional de que o nu´mero de partes e´ exatamente m. Enta˜o a
seguinte equac¸a˜o de recorreˆncia vale
f(m,n) = f(m,n− km) + f(m− 1, n− km+ k − j).
Para provarmos esta afirmac¸a˜o, no´s dividimos as partic¸o˜es enumeradas por
f(m,n) em duas classes: (a) aquelas onde am > j e (b) aquelas onde am = j.
Daquelas da classe (a), no´s subtra´ımos k de cada parte, obtendo partic¸o˜es
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de n− km em exatamente m partes, que sa˜o enumeradas por f(m,n− km).
Daquelas da classe (b), no´s deletamos a parte igual a j e subtra´ımos k de
cada parte restante, obtendo partic¸o˜es de n−k(m−1)−j = n−km+k−j em
exatamente m− 1 partes, que sa˜o enumeradas por f(m− 1, n− km+ k− j).
Agora, definimos
F (z, q) :=
∞∑
n=0
∞∑
m=0
f(m,n)zmqn.
Temos
F (z, q) =
∞∑
n=0
∞∑
m=0
f(m,n)zmqn
=
∞∑
n=0
∞∑
m=0
f(m,n− km)(zqk)mqn−km +
+ zqj
∞∑
n=0
∞∑
m=0
f(m− 1, n− km+ k − j)(zqk)m−1qn−km+k−j,
isto e´
F (z, q) = F (zqk, q) + zqjF (zqk, q).
Assumindo que
F (z, q) :=
∞∑
n=0
A(n, q)zn,
enta˜o, comparando os coeficientes de zn na equac¸a˜o funcional acima, obtemos
A(n, q) = qknA(n, q) + qk(n−1)+jA(n− 1, q).
Ou seja
A(n, q) =
qk(n−1)+j
1− qkn
A(n− 1, q).
Observando que A(0, q) = 1, apo´s n− 1 iterac¸o˜es, obtemos
A(n, q) =
q
kn(n−1)
2
+jn
(qk; qk)n
.
Desse modo, podemos escrever
F (z, q) =
∞∑
n=0
q
kn(n−1)
2
+jn
(qk; qk)n
zn,
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o que implica que o teorema esta´ provado, uma vez que
∞∑
n=0
fj,k(n)q
n =
∞∑
n=0
(
∞∑
m=0
f(m,n)zm)qn
= F (1, q)
=
∞∑
n=0
q
kn(n−1)
2
+jn
(qk; qk)n
.
Corola´rio 6.2: O nu´mero de partic¸o˜es de n em partes distintas e mu´ltiplas
de k e´ igual ao nu´mero de partic¸o˜es de n em partes ≡ k(mod2k).
Prova;
Fazendo j = k no teorema 1.1, temos
∞∑
n=0
fk,k(n)q
n =
∞∑
n=0
q
kn(n+1)
2
(qk; qk)n
.
Agora, seja a identidade 07 de Slater ([18])
∞∏
n=1
(1− q4n−1)(1− q4n−3)(1− q4n) =
∞∏
n=1
(1− qn)×
∞∑
n=0
qn(n+1)
(q2; q2)n
,
isto e´
∞∏
n=1
1
1− q4n−2
=
∞∑
n=0
qn(n+1)
(q2; q2)n
.
Substituindo q por q
k
2 , obtemos
∞∑
n=0
q
kn(n+1)
2
(qk; qk)n
=
∞∏
n=1
1
1− q2kn−k
.
Desse modo, segue que
∞∑
n=0
fk,k(n)q
n =
∞∏
n=1
1
1− q2kn−k
,
ficando completa a prova.
Observac¸o˜es:
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• o caso k = 1 nos fornece o conhecido resultado sobre partic¸o˜es: o
nu´mero de partic¸o˜es de n em partes distintas e´ igual ao nu´mero de
partic¸o˜es de n em partes ı´mpares;
• para o caso k = 2, temos: o nu´mero de partic¸o˜es de n em partes pares
distintas e´ igual ao nu´mero de partic¸o˜es de n em partes ≡ 2(mod4).
Corola´rio 6.3: O nu´mero de partic¸o˜es de n em partes ı´mpares distintas,
com nu´mero par de partes, e´ igual ao nu´mero de partic¸o˜es de n em partes
que sa˜o pares, onde as partes ≡ 6, 10(mod16) sa˜o distintas e as outras partes
sa˜o mu´ltiplas de 4 e 6≡ 0(mod16).
Prova:
Seja a identidade 39 de Slater ([18])
∞∏
n=1
(1 + q8n−3)(1 + q8n−5)(1− q8n) =
∞∏
n=1
(1− q2n)×
∞∑
n=0
q2n
2
(q; q)2n
·
Fazendo 2n = N , vem
∞∏
N=2
Npar
(1 + q4N−3)(1 + q4N−5)(1− q4N) =
∞∏
N=2
Npar
(1− qN)×
∞∑
N=0
Npar
q
N2
2
(q; q)N
,
isto e´
∞∏
N=2
Npar
(1 + q4N−3)(1 + q4N−5)×
∞∏
N=2
Npar
1− q4N
1− qN
=
∞∑
N=0
Npar
q
N2
2
(q; q)N
·
Substituindo q por q2, obtemos
∞∏
N=2
Npar
(1 + q8N−6)(1 + q8N−10)×
∞∏
N=2
Npar
1− q8N
1− q2N
=
∞∑
N=0
Npar
qN
2
(q2; q2)N
,
ou, em termos somente de n
∞∏
n=1
(1 + q16n−6)(1 + q16n−10)×
∞∏
n=1
n6≡0(mod16)
1
1− q4n
=
∞∑
n=0
npar
qn
2
(q2; q2)n
.
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Agora, fazendo j = 1 e k = 2 no teorema 1.1, considerando apenas n par e
denotando por fe1,2 o nu´mero de partic¸o˜es com estas considerac¸o˜es, vem
∞∑
n=0
npar
fe1,2(n)q
n =
∞∑
n=0
npar
qn
2
(q2; q2)n
,
ficando completa a prova.
Ilustramos, abaixo, estes conjuntos de partic¸o˜es para n = 20.
19 + 1 20
17 + 3 12 + 8
15 + 5 12 + 4 + 4
13 + 7 10 + 6 + 4
11 + 9 8 + 8 + 4
11 + 5 + 3 + 1 4 + 4 + 4 + 4 + 4
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Considerac¸o˜es finais
Este trabalho, basicamente, se divide em treˆs partes: variac¸o˜es do diagrama
de Ferrers (cap´ıtulo 2), partic¸o˜es planas (cap´ıtulos 3 e 4) e resultados sobre
nu´meros de Fibonacci e de Pell (cap´ıtulo 5).
Na primeira, motivados pela leitura do artigo de Propp ([12]), efetua-
mos cinco variac¸o˜es do diagrama de Ferrers, seguidas de suas caracterizac¸o˜es
em termos de partic¸o˜es. Nosso objetivo era obter func¸o˜es geradoras para
o nu´mero de diagramas legais em cada caso, que foi atingido. Ale´m disso,
nos diagramas Hex2 e Hex3, obtivemos sequ¨eˆncias especiais fazendo conta-
gem em termos de partic¸o˜es. Destacamos, em particular, o diagrama Hex2
como o mais relevante do cap´ıtulo 2, porque, ale´m da importante presenc¸a
dos nu´meros de Fibonacci, eles podem despertar interesse em outras a´reas,
como, por exemplo, Qu´ımica. Ha´ a esperanc¸a de se obter mais resultados,
atrave´s de novas variac¸o˜es de tais diagramas.
Na segunda, tratamos das partic¸o˜es planas com duas e treˆs linhas. As
partic¸o˜es planas teˆm despertado interesse nos u´ltimos anos, tendo sido estu-
dadas por va´rios matema´ticos, dentre os quais destacamos: Bender e Knuth
([3]), Cohn, Larsen e Propp ([6]), MacMahon ([10] e [11]) e Stanley ([19]).
Os resultados obtidos foram interpretac¸o˜es combinato´rias, em termos de
partic¸o˜es ordina´rias, das partic¸o˜es planas com duas e treˆs linhas. A busca de
tais interpretac¸o˜es foi motivada pela leitura do artigo de Cheema e Gordon
([5]), onde eles apresentaram uma outra interpretac¸a˜o para partic¸o˜es planas
com duas linhas. Para o futuro, pode-se tentar extender este estudo para
partic¸o˜es planas com quatro ou mais linhas.
Na terceira, obtivemos sete bijec¸o˜es envolvendo interpretac¸o˜es combi-
nato´rias dos nu´meros de Fibonacci e duas bijec¸o˜es envolvendo interpretac¸o˜es
combinato´rias dos nu´meros de Pell. As bijec¸o˜es sa˜o importantes, porque,
ale´m da beleza que elas encerram, sa˜o u´teis na obtenc¸a˜o de demonstrac¸o˜es
de identidades em Matema´tica. O objetivo futuro e´ obter bijec¸o˜es entre
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outras interpretac¸o˜es combinato´rias de Fibonacci e de Pell em termos de so-
brepartic¸o˜es, ale´m de bijec¸o˜es referentes a outros tipos de nu´meros, como,
por exemplo, nu´meros de Jacobsthal.
No cap´ıtulo 6, motivado pela leitura do artigo de Santos e Mondek ([17]),
o resultado, obtido no final do meu per´ıodo de doutoramento, fortemente se
destaca como o in´ıcio de uma linha de pesquisa a atuar logo apo´s o Douto-
rado. Resultados semelhantes, envolvendo sobrepartic¸o˜es, teˆm sido recente-
mente obtidos e este tipo de trabalho tem demonstrado interesse na teoria
de partic¸o˜es.
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