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ABSTRACT
Short-term traffic forecasting and missing data imputation can benefit from the use of
neighboring traffic information, in addition to temporal data alone. However, little
attention has been given to quantifying the effect of upstream and downstream traffic on
the traffic at current location. The knowledge about temporal and spatial propagation of
traffic is still limited in the current literature. To fill this gap, this dissertation research
focus on revealing the spatio-temporal correlations between neighboring traffic to
develop reliable algorithms for short-term traffic forecasting and data imputation based
on spatio-temporal dynamics of traffic.
In the first part of this dissertation, spatio-temporal relationships of speed series
from consecutive segments were studied for different traffic conditions. The analysis
results show that traffic speeds of consecutive segments are highly correlated. While
downstream traffic tends to replicate the upstream condition under light traffic
conditions, it may also affect upstream condition during congestion and build up
situations. These effects were statistically quantified and an algorithm for properly
choosing the “best” or most correlated neighbor(s), for potential traffic prediction or
imputation purposes was proposed.
In the second part of the dissertation, a spatio-temporal kriging (ST-Kriging)
model that determines the most desirable extent of spatial and temporal traffic data from
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neighboring locations was developed for short-term traffic forecasting. The new STKriging model outperforms all benchmark models under various traffic conditions.
In the final part of the dissertation, a spatio-temporal data imputation approach
was proposed and its performance was evaluated under scenarios with different data
missing rates. Compared against previous methods, better flexibility and stable
imputation accuracy were reported for this new imputation technique.
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INTRODUCTION
With rapid urbanization and ever-increasing traffic congestions, accurate short-term
traffic information, especially travel time/speed, is becoming more and more important in
trip planning, route choice, shortest paths searching, vehicle routing, and evacuation
optimization. As an integral part of advanced traveler information systems (ATIS) and
proactive traffic management systems, short-term traffic forecasting has been a priority
research topic since early 1980s.
As traffic flows from upstream to downstream, traffic at a given location is
closely related that from neighboring locations and use of neighboring location traffic
information has the great potential to improve traffic forecasting accuracy (Vythoulkas
1993, Kamarianakis and Prastacos 2005, Al-Deek and Chandra 2008). However, little
attention has been given to quantifying the spatio-temporal relationships of traffic among
nearby locations. To fill this gap, the spatio-temporal relationships of traffic at
consecutive segments under different traffic conditions, and the effect of surrounding
locations on the study location were investigated first. Multivariate forecasting methods
are becoming more popular in recent years because of their ability to capture both
temporal and spatial evolvement in traffic at the same time. However, the spatio-temporal
relationships used in the current studies are mostly specified in advance and the selection
of surrounding traffic information as input parameters is somewhat arbitrary. Based on
the understanding about spatio-temporal dynamics of traffic at neighboring locations, an
1

algorithm that is able to scientifically select surrounding locations as input parameters
were also proposed.
It is reasonable to expect that incorporating dynamic spatio-temporal interactions
instead of pre-specified correlations into the prediction scheme will substantially improve
short-term traffic prediction accuracy. Besides, unexpected changes, i.e., non-recurrent
conditions, are not rare for traffic and models with pre-specified correlations cannot
provide robust forecasts when non-recurrent incidents happen. Responsive feature is very
critical for good prediction models as it will enable models to react to the non-recurrent
conditions and to provide robust forecasts in different traffic conditions (Vlahogianni,
Karlaftis et al. 2014). To achieve these goals, a responsive prediction model that can both
utilize spatio-temporal traffic information from surrounding locations and respond to
unexpected changes is required.
The emergence of innovative data collection technologies such as Remote Traffic
Microwave Sensor (RTMS), Blue tooth sensor, GPS-based Floating Car method etc.,
creates the explosion of traffic data, which brings transportation engineering into the new
era of big data. Despite the advance of technologies, the missing data issue is still
inevitable due to various reasons, such as malfunction of sensors and loss of
communication. As the amount of missing data is often substantial, disregarding or
roughly estimating missing values will adversely affect subsequent data analysis and
applications. Therefore, a lot of research efforts have been made for traffic data
imputation.
2

A thorough literature review shows that most, if not all, current imputation
methods fail to utilize the correlations between target location and surrounding locations
when imputing missing data for the target location. The only attempt to utilize both
spatial and temporal information simultaneously is the tensor-based model developed by
Tan et al.(Tan, Feng et al. 2013). In their framework, traffic data was decomposed into
four different modes, including ‘link mode’, ‘week mode’, ‘day mode’, and ‘hour mode’,
and the similarity coefficients for 4 modes were utilized for imputation. However, with
single point imputation as the focus, little spatial information was actually considered.
Based on the method on quantifying spatio-temporal correlations and algorithm
on properly choosing “best” neighbor(s) in the first part of this dissertation research, a
kriging based data imputation approach that is able to take full advantage spatio-temporal
information underlying in traffic data was developed and validated.
The dissertation is organized in journal article formats since each chapter is either
published, submitted, or to be submitted to an academic journal. Following this chapter,
the second chapter is the study of longitudinal spatio-temporal dynamics using short-term
freeway speed data, which provides insights and tools to study the spatio-temporal
dynamics of traffic. Based on the knowledge about spatio-temporal dynamics of traffic, a
spatio-temporal kriging speed prediction (ST-Kriging) model with a moving time
window was proposed using high resolution freeway speed data in Chapter 3. Moreover,
Chapter 4 presents a kriging based spatio-temporal data imputation approach that is able
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to properly utilize spatio-temporal information underlying in traffic data. Finally,
conclusions are drawn in Chapter 5.

4

SHORT-TERM FREEWAY SPEED PROFILING BASED
ON LONGITUDINAL SPATIO-TEMPORAL DYNAMICS

5

(A version of this chapter was originally published by Jianjiang Yang, Lee D. Han,
Phillip B. Freeze, Shih-miao Chin, and Ho-ling Hwang in Transportation Research
Record, 2014)

Abstract
Short-term traffic forecasting accuracy is closely related to the use of neighboring traffic
information. Multivariate forecasting methods are becoming more popular in recent years
because of their ability to capture both temporal and spatial evolvement in traffic.
However, little attention has been given to quantifying the effect of upstream and
downstream traffic information, and the vast majority, if not all, of the published studies
assume the spatio-temporal relationship is specified in advance. Thus, the selection of
surrounding traffic information as input parameters is somewhat arbitrary.
To address this issue, this paper investigated spatio-temporal relationships of
speed series from consecutive segments under different traffic conditions using the link
speeds for nine segments extending over 12 miles on I-24 in Nashville, Tennessee. A prewhiten cross-correlation technique was proposed first to clarify the cross-correlations
between two speed series. The pre-whiten cross-correlation function was performed on
speed series for consecutive freeway segment for different periods, including morning
peak, mid-day off-peak, and evening peak. The analysis results show that the correlations
for consecutive segments are highly related to traffic conditions and the effect of
downstream traffic increases with the severity of congestion. It was also found that
6

influences of up- and down-stream locations on current traffic are not symmetric
regarding to current site. The algorithm on properly choosing neighboring traffic
information was proposed and the lagged regression model with correctly identified input
parameters (segments) outperformed others.

Keywords: short-term traffic forecasting, pre-whiten cross-correlation, spatio-temporal,
freeway speed, lagged regression
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Introduction
Short-term traffic prediction plays a critical role in advanced traveler information systems
(ATIS) and proactive management systems. With increasing traffic and congestions, an
accurate prediction of future traffic condition, especially travel time, is becoming more
important in route choices, shortest paths searching, vehicle routing and massive
evacuation optimization (Han, Wang et al. 2006, Yuan, Han et al. 2006, Yuan and Han
2009, Long, Han et al. 2011). In short-term forecasting, the core is to identify the
underlying pattern in the traffic data (including flow, speed, and travel time) and utilize
the repetitive pattern to forecast future traffic evolvement.
Generally speaking, there are two groups of models, univariate and multivariate,
in short-term traffic forecasting. Univariate models use past, internal patterns in traffic
variables (flow, speed, etc.) at one specific site, to forecast future values.
Univariate methods include smoothing, exponential smoothing, decomposition,
autoregressive integrated moving average (ARIMA), Kalman filtering (DeLurgio 1998)
and support vector regression (Castro-Neto, Jeong et al. 2009). Ahmed and Cook (Ahmed
and Cook 1979) introduced ARIMA models to freeway traffic volume and occupancy
forecasting in 1979. Since then, ARIMA models have been utilized extensively and often
chosen as benchmark for model comparison (Levin and Tsao 1980, Nihan and
Holmesland 1980, Hamed, Al-Masaeid et al. 1995, Van Der Voort, Dougherty et al.
1996, Park, Messer et al. 1998, Williams, Durvasula et al. 1998). As relatively simple
8

and effective methods, exponential smoothing techniques have also been used in studies
related to short-term traffic forecast (Park, Messer et al. 1998, Castro-Neto, Jeong et al.
2009). Okutani and Stephanedes (Okutani and Stephanedes 1984) demonstrated the
application of the Kalman ﬁltering in the prediction of traffic ﬂows in 1984. Kalman
filtering models possess the feature that dynamically update state variables and capture
changes in traffic. Future work using Kalman filtering was well documented in
subsequent research (Whittaker, Garside et al. 1997, Jiang 2002, Xie, Zhang et al. 2007).
Obviously, these univariate models neglect information from surrounding locations and
utilize only the temporal dependency at one site in traffic forecasting. This is a major
limitation because of the continuity of traffic and dynamic interactions between upstream
and downstream.
To address this limitation, multivariate forecasting methods are becoming more
popular in recent years, as these methods can capture both temporal and spatial
evolvement of traffic. Multivariate methods include multiple regression, multivariate
time series, state space, vector auto-regression, and other advanced techniques. Hobeika
and Kim (Hobeika and Kim 1994) used the historical averages, current link traffic ﬂows,
and upstream traffic flows as variables in a multiple linear regression model to forecast
traffic ﬂows in a short-term horizon. Stathopoulos and Karlaftis (Stathopoulos and
Karlaftis 2003) developed a multivariate state space model incorporating information
from upstream detectors to improve the predicting accuracy for downstream locations.
Kamarianakis and Prastacos (Kamarianakis and Prastacos 2005) proposed a space-time
9

modeling of traffic flow using information from a neighborhood of detectors. Srinivasa
and Al-Deek (Chandra and Al-Deek 2008) established a vector autoregressive model
under the assumption that the effect of upstream and downstream traffic is symmetrical.
These models reflect the need to consider multivariate nature of traffic in spatial context.
Moreover, multivariate methods, incorporating spatial correlations with surrounding
traffic, are proven to have better forecasting performance.
As research by Vythoulkas (Vythoulkas 1993) reveals, traffic forecasting
accuracy is closely related to the use of neighboring location traffic information.
However, little attention has been given to quantifying the spatial relationships among
nearby locations, and the vast majority, if not all, of the published studies assumes the
spatio-temporal relationship is already specified in advance. In other words, the selection
of surrounding locations as input parameters is somewhat arbitrary.
This study investigates spatial relationships of speeds at consecutive segments
under different traffic conditions, and the effect of surrounding locations on the study site
in spatio-temporal context. The pre-whitened cross-correlation method will be followed
by a description of data used in the study. The following sections will show the temporalspatial analysis results for study segments. At last, based on the spatial effects of
neighboring locations, the number of surrounding locations selected as input parameters
will be determined and validated by lagged regression models.

10

Methodology
2.2.1 Cross-Correlation Analysis
As already mentioned, spatial information is closely related to traffic forecasting
performance, and the selection of neighboring stations is rather arbitrary in previous
studies. To deal with this issue, cross-correlation function (CCF) is used to study the
relationship of speed in spatio-temporal context so as to provide a theoretical basis for
use of neighboring stations’ information.
Cross-correlation function (CCF) is the product-moment correlation between two
time series shifted in time relative to one another. With time lag incorporated in the
function, it is useful to identify the lagged relationships of traffic speed to evaluate how
speeds at different locations correlate with each other.
For INRIX data used in this study, speed is collected in one-minute intervals,
yielding 1,440 observations per day at each location. Suppose speed series is defined
as 𝑉𝑠,𝑡 , where 𝑠 is station location and 𝑡 is time. Then the cross-correlation function
(CCF) for upstream and downstream speed is defined as equation (2-1).
𝑘
𝜌𝑠,𝑠+1
=

𝐸[(𝑉𝑠,𝑡+𝑘 − 𝜇𝑠 )(𝑉𝑠+1,𝑡 − 𝜇𝑠+1 )]
, 𝑘 = 0, ±1, ±2 …
𝜎𝑠 𝜎𝑠+1

(2-1)

where 𝜇𝑠 and 𝜇𝑠+1 are the means of 𝑉𝑠,𝑡 and 𝑉𝑠+1,𝑡 , 𝜎𝑠 and 𝜎𝑠+1 are the standard
deviations of 𝑉𝑠,𝑡 and 𝑉𝑠+1,𝑡 , and 𝑘 is the time lag between two series.
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Like other statistical measurements, there are two crucial assumptions for crosscorrelation function: both series are stationary, which means both mean and variance do
not change over time; and both series are not auto-correlated. Under these assumptions,
the sample cross-correlations follow a normal distribution with mean zero and
variance1/𝑁, where 𝑁 is sample size. Thus, the approximate (1 − 𝛼) ∙ 100% confidence
interval for a two-tail test can be calculated using only sample size:
0 ± 𝑍1−𝛼 /√𝑁
2

(2-2)

CCF estimates outside the confidence interval are deemed “significant” and the
null hypothesis that the true CCF at that lag is zero must be rejected against the
alternative hypothesis that the true CCF is non-zero. For instance, if the CCF value
−2
𝜌𝑠,𝑠+1
, measure of association between upstream speed at two minutes before 𝑡 and the

downstream speed at time 𝑡, is significant, then speed from upstream at two minutes has
influence on current speed at current location and 𝑉𝑠,𝑡−2 can be chosen as the predictor
of 𝑉𝑠+1,𝑡 .
In general, the cross-correlation function can be described in terms of “lead” and
“lag” relationships. When 𝑘 > 0, 𝑉𝑠,𝑡 is shifted forward to 𝑉𝑠+1,𝑡 and it is said that 𝑉𝑠+1,𝑡
“leads” 𝑉𝑠,𝑡 ; when 𝑘 < 0, it describes a reverse situation and 𝑉𝑠,𝑡 “lags” 𝑉𝑠+1,𝑡 . For
instance, consider 𝑘 = −2, the CCF value would give the correlation between 𝑉𝑠,𝑡−2
and 𝑉𝑠+1,𝑡 , which measures the relationship between upstream speed at two minutes
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before 𝑡 and the downstream speed at time 𝑡. If the correlation is positive, then two speed
series are positively correlated, otherwise, they are negatively correlated.
Before computing CCF, the assumptions need to be checked. As shown in Figure
2-1, the speed series is not stationary owing to a significant drop in speed during the
morning and evening peaks. In addition, the ACF and PACF plots for this typical speed
series in Figure 2-2 indicate first order of autocorrelation in speed series.
Obviously, two critical assumptions for CCF are violated and the “significance”
of the CCF at some lags as portrayed by the simplified confidence interval is questionable
because the effects of autocorrelation were ignored. It is proven by (Box and Jenkins)
(Box, Jenkins et al. 2013) that the presence of autocorrelation in either series will provide
misleading information, as the effect of any change in the auto-correlated series will take
time to play out. For example, when a new change in one series happens, the current
effect gets confused with the lingering after-effects of previous changes in this series.
Therefore, we may observe spurious effects of changes in the other series, which appear
to have occurred before the change in the first series, making it difficult to clarify the
lagged relationship between series.

13

Figure 2-1 Typical Weekday Speed Series

Figure 2-2 ACF&PACF Plots for a Typical Speed Series
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2.2.2 Pre-whitened Correlation Method
To deal with complicating effects of autocorrelation and identify correct patterns in CCF,
the series must be pre-whitened first (Jenkins and Watts 1979). Therefore, a pre-whitened
cross-correlation method was proposed as follows for the bivariate series (𝑋𝑡 , 𝑌𝑡 ):


An Autoregressive model is fitted to 𝑋𝑡 and the AR order is chosen by
minimizing the AIC (Chan and Ripley 2012);



The AR model was used to pre-whiten 𝑋𝑡 and 𝑌𝑡 and generate two
prewhitened series 𝛼𝑡 and 𝛽𝑡 ;



The CCF is computed for the pre-whitened series 𝛼𝑡 and 𝛽𝑡 ;



Use the proposed confidence interval estimation to choose significant CCFs
for the possible terms for a lagged regression.

To assess the effectiveness of the proposed method, CCF plots for the original
bivariate series (𝑋𝑡 , 𝑌𝑡 ) and pre-whitened series (𝛼𝑡 , 𝛽𝑡 ) were shown in Figure 2-3.

Figure 2-3 CCF Plots
15

The left CCF plot (Original CCF) reveals almost nothing useful as there are so
many significant spikes and the real lagged relation between the two series is masked by
the autocorrelation in the individual series while we can see clear spikes at lags 0 and -2
from the pre-whitened CCF plot. Thus, 𝑥𝑡 and 𝑥𝑡−2 should be used as predictors of 𝑦𝑡 .

Data Source and Study Locations
The data used in this study are the link speeds collected through the Regional Integrated
Transpiration Information System operated by INRIX. As the leading provider of traffic
services, INRIX collects real-time (24 × 7) speed data using numerous probes for more
than 260,000 miles of roads, including interstates and major roads, all over the United
States. For the data provided by INRIX, each roadway segment is defined by a unique
nine-character TMC (Traffic Message Channel) code created by Tele Atlas and
NAVTEQ. Thus, speed information is reported together with the corresponding
segment’s TMC code. Besides speed information, INRIX also provides travel time,
average speed, reference speed, and score. Travel time is the current estimated time to
traverse the roadway segment in minutes; average speed is the historical average mean
speed for the roadway segment for that hour of the day and day of the week in miles per
hour; and reference speed is the calculated “free flow” mean speed for the roadway
segment in miles per hour (capped at 65 miles per hour). As the data type indicator, score
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has three discrete values: “30” (real time data), “20” (combination of real time and
historical data), and “10” (historical data) (Camp and Summerson 2013).
As presented in Figure 2-4 and Table 2-1, the study areas include nine TMC
segments (12.80 miles) from Exit 70 (TN-840) to Exit 62 (Old Hickory Boulevard) along
Interstate 24 with westbound traffic into Nashville. From upstream to downstream,
segments are identified by “Road Order” from 67 to 75.
From Table 2-1, we can see there are two types of segments:


Internal path: the area just past the decision point or intersection where TMC
code was placed (from off-ramp to on-ramp point along the freeway);



External path: the section of the road leading up to the decision point (from
on-ramp point to off-ramp point along freeway).

In this study, speed data were collected 24 hours per day at an interval frequency
of one minute, from April 07, 2013 to May 03, 2013. We see that the evolvement patterns
of traffic for weekdays are similar, but vary considerably from weekend patterns (Rakha
and Van Aerde 1995)_ENREF_46. Also, congestion is often severe on weekdays owing
to heavy commuter traffic. In light of these facts and the objective to study the spatiotemporal correlation under different traffic conditions, only data gathered on weekdays
were used in this study.

17

Figure 2-4 Study Segments

Table 2-1 Description of Study Segments
Segment
No.
67
68
69
70
71
72
73
74
75

TMC

Location

Direction

121P0446
121+0446
7
121P0446
8
121+0446
8
121P0446
9
121+0447
9
121P0447
0
121+0421
0
121P0421
5
5

TN-840/EXIT 74 @ I-24
ALMAVILLE RD/EXIT 70 @ I-24
ALMAVILLE RD/EXIT 70 @ I-24
SAM RIDLEY PKWY/EXIT 66 @
SAM RIDLEY PKWY/EXIT 66 @
I-24
WALDRON RD/EXIT 64 @ I-24
I-24
WALDRON RD/EXIT 64 @ I-24
OLD HICKORY BLVD/EXIT 62
OLD HICKORY BLVD/EXIT 62
@ I-24
@ I-24

WESTBOU
WESTBOU
ND
WESTBOU
ND
WESTBOU
ND
WESTBOU
ND
WESTBOU
ND
WESTBOU
ND
WESTBOU
ND
WESTBOU
ND
ND

Length
(miles)
0.86
3.94
0.58
2.94
0.63
1.34
0.68
1.32
0.51

Type
Internal
External
Internal
External
Internal
External
Internal
External
Internal
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Analysis Results
2.4.1 Effect of Traffic Conditions on Cross-correlations
Knowing that behaviors in congested traffic are different from behaviors exhibited in
uncongested traffic, it is reasonable to infer that the spatio-temporal correlation within
traffic will change with traffic conditions. Based on the inspection of weekday speed and
flow plots (flow data were obtained from Remote Traffic Microwave sensors operated by
Tennessee Department of Transportation), the speed data were separated into three
groups: morning peak (06:00-09:00), mid-day off-peak (11:00-14:00), and evening peak
(16:00-19:00). The two peak periods are sufficiently long to cover the time range where
significant speed drop happens.
The pre-whitened cross-correlation method proposed in this paper was performed
on two selected consecutive segments (70 and 71) for three different periods; crosscorrelations are shown in Figure 2-5. As defined in the methodology section, CCF will
give the correlations between 𝑉70,𝑡+𝑘 and 𝑉71,𝑡 and 𝑘 is the lag in minutes. To be more
statistically rigorous, 0.01 is chosen as the significance level when establishing the
confidence interval. From Figure 2-5, the change of cross-correlations with traffic
conditions has the following patterns:
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Figure 2-5 Cross-Correlations between Upstream (70) and Downstream (71)
Locations for Different Periods
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𝑘
During the morning peak (Figure 2-5 a), cross-correlation 𝜌70,71
is significant

when 𝑘 = 0, 5,6, 𝑎𝑛𝑑 13, which shows downstream speed is leading upstream
speed. In other words, the past values of speed at downstream location (70)
influence current speed at upstream location (71). Therefore, past values of
speed at downstream locations can be used to predict future speed at upstream
locations.


𝑘
During the mid-day off-peak (Figure 2-5 b), cross-correlation 𝜌70,71
is only

significant for 𝑘 = 0,2, 𝑎𝑛𝑑 − 2. When 𝑘 = 0, it means the current speed at
upstream locations is highly correlated with the current speed at downstream
locations, which indicates that the upstream traffic is very similar to
downstream traffic. For 𝑘 = −2, it shows that past values of speed at
upstream location (70) can be used to predict current speed at downstream
location (71). For 𝑘 = 2, past values of speed at downstream location (71)
also influence the current speed at upstream location (70). In this case, there is
inter-influence between upstream and downstream traffic.


𝑘
During the evening peak (Figure 2-5 c), cross-correlation 𝜌70,71
is only

significant for 𝑘 = 0 𝑎𝑛𝑑 5, which also shows that past values of downstream
location (70) affect current speed at upstream location (71), but this effect is
not as strong as the effect during the morning peak.
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Similar results were found for other consecutive pair of segments in the study area
of I-24 but are not presented here because of space limitations. In conclusion, the spatial
cross-correlations within freeway speed are highly related to traffic conditions.
2.4.2 Effect of Distance on cross-correlations
To study the distance effect, segment 71 was chosen as the target location, giving four
upstream segments and four downstream segments to the target location. Calculation of
pre-whitened CCF for the speed series at these eight segments with respect to that from
target location (71) result in a cross-correlation coefficients matrix 𝜌𝑑,𝑘 , where 𝑑 is the
distance from target location calculated based on the centroid of each segment (negative
means upstream and positive means downstream relative to segment 71 and 𝑘 is the time
lag ranging from -15 to 15.
To illustrate the spatio-temporal correlations more intuitively the CCF, distance,
and time lags of upstream and downstream segments of segment 71 were graphed in
Figure 2-6 to show the influences of surrounding traffic on segment 71 threedimensionally. As shown in this plot, CCF values generally decrease with the increase in
absolute distance, which supports the understanding that the spatial connection for two
segments decreases when they are farther apart from each other.
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(a) 3D View Of |CCF| Values

(b) Contour View Of |CCF| Value
Figure 2-6 Spatio-temporal Correlation of Segment 71 Speed (Morning Peak)
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2.4.3 Selection of Segments as Input Parameters
As shown above, the proposed pre-whitened CCF method is an effective way to capture
the spatio-temporal interactions within traffic. In this section, we will discuss how to use
spatial and temporal factors in traffic forecasting. In short, the challenge proposed by
Clark et al. (Clark, Dougherty et al. 1993), “how many input sensors are needed, from
how far up-stream, to forecast traffic at a given point on a motorway to within the
accuracy required?” will be addressed here.
Same as previous, segment 71 was set as the forecasting target and crosscorrelation analysis was performed for the same period on the same day. To capture the
significant CCFs, a bubble plot (Figure 2-7) was generated to illustrate the time lag and
distance of influencing segments. In this plot, 99% significance confidence interval was
used to filter out insignificant CCFs. Larger dots represent significant CCFs while the
smaller opaque dots are CCFs of insignificant values.


From the distance perspective, the effective influence range is [- 3.55,
1.99], which means upstream 3.55 miles’ traffic and downstream 1.99
miles’ traffic have influence on the speed at referenced location (segment
71). This distance range also tells that the cross-correlations are not
symmetric with respect to distance and the upstream traffic tends to have
bigger influence than that of downstream traffic even in congested
conditions, which is a good proof that using equal number of upstream and
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downstream segments for forecasting models, like Vector auto aggressive
model proposed by Chandra and Al-Deek (Chandra and Al-Deek 2008), is
not appropriate.


From the time lag perspective, most time lags are within 5 minutes, which
shows the dynamic interactions within are very active in a short time
range. This is reasonable because the traffic flows from upstream to
downstream with a time lag and the time lag, which is proportional to
travel time.

Figure 2-7 Bubble Plot for Significant CCFs with Segment 71 (Morning Peak)
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In forecasting, the leading factors for segment 71 should be identified first. These
leading segments are clearly shown in Figure 2-7, segments 69, 70, and 72. To validate
that the visualization tool helps us to identify input segments correctly, lagged regression
models with different numbers of up- and down-stream segments as predictor variables
were fitted and evaluated.
The lagged regression model in this case can be expressed as follows:
𝑉71,𝑡 = ∑𝜙𝑠,𝑘 𝑉𝑠,𝑡−𝑘 + ⋯ + 𝜖𝑡

(2-3)

where 𝑘 is the time lag, 𝑠 is the segment ID, 𝜖𝑡 is zero-mean uncorrelated error
term.
Since R-squared for the regression model always increases as variables are added,
R-squared is not an effective measurement for model comparison. Therefore, mean
absolute percent error (MAPE) and mean absolute deviation (MAD) for holdout
performance were used to compare different models.
|𝑦𝑖 − 𝑦̂𝑖 |
1
∑
𝑁
𝑦𝑖
1
𝑀𝐴𝐷 = ∑ |𝑦𝑖 − 𝑦̂𝑖 |
𝑁

𝑀𝐴𝑃𝐸 =

where

(2-4)
(2-5)

𝑦𝑖 = actual value of response variable,
𝑦̂𝑖 = predicted value of response variable, and
𝑁 = number of data points.
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Table 2-2 and Figure 2-8 show the models fitted and comparison results. For the
segments not flagged out in Figure 2-7, the time lag (<0) is the one when absolute CCFs
reach peak. In other words, two series are most correlated with that time shift.

PM Peak

Mid-day

AM Peak

Period

Table 2-2 Models Fitted and Comparison Results
Segments for Prediction Holdout Performance
Model
Upstream Downstream
MAPE
MAD
1
70
15.21%
10.22
2
69,70
7.56%
5.08
*3*
69,70
73
2.56%
1.72
4
69,70
72,73
2.70%
1.81
5
68, 69, 70
72,73
2.67%
1.80
1
70
3.57%
2.40
2
69,70
3.47%
2.34
*3*
68,70
72
3.12%
2.10
4
69,70
72,73
3.17%
2.13
5
68, 69, 70
72,73
3.12%
2.10
1
70
1.99%
1.33
2
69,70
2.44%
1.64
*3*
70
72
1.94%
1.31
4
69,70
72,73
2.39%
1.60
5
68, 69, 70
72,73
2.39%
1.60
“- = Not applicable”

It is clear that the model, which uses the segments identified by the proposed
method as predictors, is the best, achieving lowest MAPE and MAD compared to other
models. Therefore, this method can be applied to select surrounding related segments as
input parameters for traffic forecasting.
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Figure 2-8 Holdout Performance Comparisons
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Conclusions and Discussions
The dynamic interactions between traffic and the surrounding locations are crucial for
short-term forecasting. This study investigates spatio-temporal relationships for link
speed series under different traffic conditions and methods to choose surrounding traffic
information to improve forecasting accuracy.
To investigate the variability of the interruptions from surrounding traffic, a prewhitened cross-correlation technique is proposed in this study. This method ensures that
the actual cross-correlation patterns will be identified when the autocorrelation structure
is removed before calculating CCFs. Moreover, the order of autoregressive model used to
pre-whiten series is chosen by minimizing the AIC information. Because of this adaptive
feature, the pre-whitened cross-correlation technique can be used to clarify the right
pattern of CCF for any pair of series with autocorrelation structure.
The cross-correlation analysis results show several patterns for freeway link speeds in
spatio-temporal context:


First, the correlations for consecutive segments are highly related to traffic
conditions. Generally speaking, the effect of downstream traffic increases with the
severity of congestion. When traffic is highly congested (like morning peak), the
past values of speed at downstream locations have significant influence on current
speed at upstream locations. As congestion is reduced, this effect will go down to
zero. For example, the downstream speed will not exert influence on upstream
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traffic. Considering these patterns underlying traffic interactions, the traffic
condition factor should be taken into account when establishing traffic forecasting
models.


Second, influences of up- and down-stream locations on current traffic are not
symmetric with distance, and upstream traffic tends to have greater influence than
downstream traffic, even in congested conditions. Because of this finding, the
assumption using equal numbers of upstream and downstream segments for traffic
forecasting is not valid.



Third, the time lag for the significant CCF is proportional to travel time from
upstream to downstream.
In addition, this paper shows how to select proper input parameters from

surrounding locations in a case study; the effectiveness of this selection was proven by
lagged regressions. The holdout performance for the selected regression model is very
good with MAD less than 2 mph.
As the spatio-temporal patterns can be clearly identified using pre-whiten cross
correlation function, the method has a broad potential applications, such as data
imputation and incident detection (Jeong, Castro-Neto et al. 2011, Li, Han et al. 2013).
To extend the applicability of the proposed algorithm, it should be tested using data
collected directly by other technologies, such as license plate matching (Oliveira-Neto,
Han et al. 2012, Oliveira-Neto, Han et al. 2013), as the data from INRIX was imputed
and has somewhat discrepancy compared to ground truth. For the future work, different
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resolution data will used for similar analysis to better validate the method since data
resolution plays a critical role in transportation decisions(Li, Han et al. 2013).
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A SELF-LEARNING ALGORITHM FOR SHORT-TERM
SPEED PREDICTION USING TRAFFIC DATA FROM DYNAMIC
TEMPORAL/SPATIAL SOURCES
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(A version of this chapter was submitted to Transportation Research Part C: Emerging
Technologies by Jianjiang Yang, Lee D. Han, Shih-miao Chin, Ho-ling Hwang, Hongtai
Yang, and Hyun Kim)

Abstract
As traffic moves from upstream to downstream, the traffic stream characteristics at a
certain location are usually closely related to those at neighboring locations. The
incorporation of traffic data at adjacent locations as input variables has been
demonstrated to improve traffic forecasting accuracy in recent literature. However, the
fashion of how neighboring traffic data are utilized is somewhat arbitrary in most of the
recent studies where spatio-temporal correlations are pre-specified by the researchers
rather than properly identified based on the nature of the sites and behaviors of traffic.
The purpose of this study is to propose a speed prediction model that could
determine the most desirable extent of spatial and temporal traffic data from neighboring
locations to forecast traffic condition for the given location. In this paper, the spatiotemporal kriging (ST-Kriging) speed prediction model with a moving time window is
proposed using high resolution freeway speed data. The ST-Kriging model incorporates
the spatio-temporal correlations which aims to identify the appropriate time extent
effectively based on cross-correlation function analysis. As a data-driven approach, the
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proposed model provides responsive prediction to unexpected changes through
unsupervised self-learning process.
To evaluate the effectiveness of the proposed model, it is compared against three
benchmark models (i.e., ARIMA, simple exponential smoothing, and double exponential
smoothing) for three scenarios in traffic prediction: morning peak, mid-day off peak, and
evening peak. The results highlight that our proposed model outperforms other
benchmark models for given scenarios. In particular, the model remarkably outperforms
its speed prediction in congested conditions, i.e., morning peak and evening peak, where
prediction accuracy is critical. This finding clearly indicates that spatial correlations
should be considered in short-term traffic forecasting as they are critical for better
forecasting when congestion is present.

Key words: ST-Kriging, moving time window, spatio-temporal correlation, ARIMA,
exponential smoothing, data-driven, self-training
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Introduction
With rapid urbanization and ever-increasing traffic, the motoring public demands
accurate short-term traffic information, especially travel time/speed, to help plan trips and
make time-saving driving decisions. As an integral part of most proactive traffic
management systems, short-term traffic forecasting has been a priority research topic
since early 1980s
A thorough literature reviews shows that most effort has been made to utilize
univariate statistical models for short-term traffic forecasting(Vlahogianni, Karlaftis et al.
2014). The principle of univariate models is to identify the underlying patterns of the
traffic and make forecast for traffic evolvement using the repetitive patterns extracted
from traffic variables (flow, speed, etc.). The extensively studied models, such as
autoregressive integrated moving average (ARIMA) family models (including moving
average, exponential smoothing, and decomposition), Kalman filtering, and support
vector regression, can all be classified as univariate models.
In 1979, Ahmed and Cook (Ahmed and Cook 1979) made the first attempt to
utilize ARIMA models for freeway traffic volume and occupancy forecasting.
Afterwards, ARIMA models have been widely studied and often used as the benchmark
to evaluate short-term traffic forecasting accuracy of new models (Levin and Tsao 1980,
Nihan and Holmesland 1980, Hamed, Al-Masaeid et al. 1995, Van Der Voort, Dougherty
et al. 1996, Park, Messer et al. 1998, Williams, Durvasula et al. 1998). As special cases of
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ARIMA models, exponential smoothing and moving average models are also very
commonly used for short-term traffic forecasting (Park, Messer et al. 1998, Castro-Neto,
Jeong et al. 2009) because of their strengths in simplicity and good short-term accuracy.
However, exponential smoothing and moving average models cannot handle trend or
seasonality well. To address this, Kalman filtering has also been well studied and used for
traffic forecasting because its ability to dynamically update state variables and capture
changes in traffic (Okutani and Stephanedes 1984, Whittaker, Garside et al. 1997, Jiang
2002, Xie, Zhang et al. 2007). Recently, support vector regression models, including both
ordinary and online versions, have been successfully used to forecast traffic variables
such as flow, speed, and travel time (Wu, Ho et al. 2004, Castro-Neto, Jeong et al. 2009,
Wang and Shi 2013).
One major limitation of univariate models is that they are not able to utilize traffic
information from surrounding locations, as it is a known fact that the traffic at a given
location is closely correlated with that from surrounding locations, consequently, the
spatial correlations between upstream and downstream locations have the potential to
improve forecasting accuracy. To incorporate temporal and spatial features of traffic,
multivariate methods such as multiple regression, multivariate time series, state space,
vector auto-regression, and other advanced techniques have been investigated and
reported better forecasting accuracy in recent research. A multiple linear regression
model incorporating upstream traffic flows was developed by Hobeika and Kim to
predict traffic flow (Hobeika and Kim 1994). Space-time models utilizing upstream data
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only or surrounding locations’ information were developed and better forecasting
accuracy were reported (Stathopoulos and Karlaftis 2003, Kamarianakis and Prastacos
2005). Al-Deek and Chandra (Al-Deek and Chandra 2008) established a vector
autoregressive model using same number upstream and downstream detectors’ data and
achieved better forecasting accuracy than traditional ARIMA models. A new model with
a modular neural predictor consisting of temporal genetically optimized structures of
multilayer perceptrons (MLP) that are fed with volume data from sequential locations
was developed on a urban arterial and reported more accurate forecasts than conventional
models (Vlahogianni, Karlaftis et al. 2007).
In the previous research, the incorporation of surrounding traffic information has
been demonstrated to be able to improve traffic prediction accuracy. However, when
incorporating surrounding traffic information, most current studies tend to use a prespecified relationship, which obviously neglects the evolvement of spatio-temporal
correlations over time. To address this, we proposed an algorithm to identify and model
spatio-temporal interactions accurately under different traffic conditions (Yang, Han et al.
2014). It is reasonable to expect that incorporating dynamic spatio-temporal interactions
instead of fixed correlations into the prediction scheme will substantially improve shortterm traffic prediction accuracy. Besides, unexpected changes, i.e., non-recurrent
conditions, are not rare for traffic and models with pre-specified correlations cannot
provide robust forecasts in these cases. Responsive models are very important for
transportation system as they are able to react to the non-recurrent conditions and provide
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robust forecasts in different traffic conditions (Vlahogianni, Karlaftis et al. 2014). To
achieve these goals, a responsive prediction model that can both utilize spatio-temporal
traffic information from surrounding locations and respond to unexpected changes will be
proposed in this paper.
The rest of the paper is organized as follows. A brief description of the data and
study locations were presented in section 3.3. Section 3.4 described the theoretical
background of kriging theory and framework of proposed spatio-temporal kriging (STKriging) speed prediction model, followed by a brief introduction of benchmark models
for comparison. Section 3.5 discussed the implementation of models and compared
predictive performance of new models with benchmark models under different test
scenarios. Concluding remarks were summarized in section 3.6.

Study Locations and Data Collection
Link-based speeds collected by INRIX’s Regional Integrated Transpiration Information
System were used for this study. As the leading vendor of traffic data, INRIX collects
real-time (24 × 7) speed information for over 260,000 miles of roads across the United
States (INRIX). In the data collection system of INRIX, roads are cut into numerous
segments labeled by unique nine-character Traffic Message Channel (TMC) codes. The
variables in INRIX data consist of speed travel time, average speed, reference speed, and
score per TMC code, which is the line segment on the transportation networks covering
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the U.S. Speed is the variable of concern in this study because it directly reflects traffic
conditions at a given location.

Figure 3-1 Study Areas (Nashville, Tennessee)

To evaluate the performance of our proposed model, it will be tested in a study
area shown in Figure 3-1. As presented in Table 3-1, the study area includes twenty
connected TMC segments staring from TN96/ EXIT 78 to TN-155/BRILEY
PKWY/EXIT along I-24 in Nashville, Tennessee. Segments are labeled by Road Order
from upstream (65) to downstream (84) and mile marker (MM) for each segment was
calculated using the length of segments. These segments were chosen for the study
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because there are Remote Microwave Traffic Sensors (RTMS) maintained by Tennessee
Department of Transportation parallel to them and data quality was validated.
The INRIX speed data were reported at an interval frequency of one minute
during one month period from April 8, 2013 to May 3, 2013 and a total of 28 days’ speed
data were collected. As the traffic characteristics are significantly different between
weekdays and weekends (Rakha and Van Aerde), we only take account of weekdays data
when developing model.

Table 3-1 Description of Study Segments
Road
Order
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84

Inter
state
I-24
I-24
I-24
I-24
I-24
I-24
I-24
I-24
I-24
I-24
I-24
I-24
I-24
I-24
I-24
I-24
I-24
I-24
I-24
I-24

Direction

Location

W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W
W

TN-96/EXIT 78
TN-840/EXIT 74
TN-840/EXIT 74
TN-102/ALMAVILLE RD/EXIT 70
TN-102/ALMAVILLE RD/EXIT 70
TN-266/SAM RIDLEY PKWY/EXIT 66
TN-266/SAM RIDLEY PKWY/EXIT 66
WALDRON RD/EXIT 64
WALDRON RD/EXIT 64
TN-171/OLD HICKORY BLVD/EXIT 62
TN-171/OLD HICKORY BLVD/EXIT 62
HICKORY HOLLOW PKWY/EXIT 60
HICKORY HOLLOW PKWY/EXIT 60
TN-254/BELL RD/EXIT 59
TN-254/BELL RD/EXIT 59
HAYWOOD LN/EXIT 57
HAYWOOD LN/EXIT 57
TN-255/HARDING PL/EXIT 56
TN-255/HARDING PL/EXIT 56
TN-155/BRILEY PKWY/EXIT 54

Length
(Miles)
0.71
2.71
0.86
3.94
0.58
2.94
0.63
1.34
0.68
1.32
0.51
1.88
0.38
0.21
0.40
2.02
0.40
0.86
0.43
1.68

Mile
Marker
0.00
1.71
3.50
5.90
8.16
9.92
11.71
12.69
13.70
14.70
15.62
16.82
17.95
18.24
18.54
19.75
20.96
21.60
22.24
23.29
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Methodology
3.4.1 Proposed Spatio-temporal Kriging Model (ST-Kriging)
3.4.1.1 Kriging Theory and Applications in transportation field
Kriging is a method of geo-statistical interpolation named after D. G. Krige, a South
African mining engineer who developed the technique to improve ore reserves
forecasting accuracy (Kbiob 1951). Consider a set of spatial data 𝑧(𝑈𝑖 ) of a variable 𝑧 at
locations 𝑖 = 1, 2, … 𝑛, where 𝑈𝑖 = (𝑥𝑖 , 𝑦𝑖 ) is a vector of spatial coordinates. The problem
is to estimate values of 𝑧 ∗ at a set of 𝑚 unobserved locations 𝑈𝑗 , 𝑗 = 1, 2, … 𝑚. The
estimation by kriging take a set of steps. Firstly, calculate the variance of each point in
the data set with respect to each of the other points and plotting the variances versus
distance between the points. Once the variance is computed, a variogram model 𝛾(ℎ) will
be fitted. The constructed variogram model was then used to compute weights in kriging
and the estimated points would be the weighted average of surrounding data points
(Gething, Atkinson et al. 2007). Traditional kriging, as a robust spatial interpolation
technique, can utilize spatial arrangement of known observations considering both
distance and direction, the prediction surface, the predicted value 𝑍 ∗ depends on how
statistical autocorrelation among observations is defined.
Based on the idea of spatial interpolation, there are a few applications of kriging
in transportation engineering field. For example, Braxmeier et al. (Braxmeier, Schmidt et
al. 2009) proposed an ordinary kriging model for spatial reconstruction of traffic state
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using point measurements from taxis equipped with GPS sensors. The speed for a given
location is viewed as a function of its coordinates and the spatial structure among
reported data points was utilized to extrapolate speeds for unobserved locations.
Similarly, Selby and Kockelman conducted a study to estimate average daily traffic
(AADT) across the Texas network by using kriging as a spatial interpolation technique
(Selby and Kockelman 2013). Kriging has also been using for travel time prediction by
viewing travel time as a function in an imaginary two dimensional space (Miura 2010,
Yildirimoglu and Ozbay 2012).The overview clearly shoes that researchers in
transportation engineering field dealt with traffic variables just in spatial dimension and
used kriging as a spatial interpolation technique only.
However, in the context of traffic prediction, the target variable, speed of traffic,
changes in time as well as space dimension, which indicates the ordinary twodimensional kriging method fails to handle such case and needs to be extended to
incorporate time dimensional information. In other words, speed at current location and
current time is related not only to current speed at upstream and downstream locations,
but also to previous and later information collected at the same location. In order to
integrate time dimension into a spatial only scheme, one straightforward way is to treat
time as the third orthogonal dimension and extend traditional two-dimensional kriging to
a natural three-dimensional kriging (Gräler, Rehr et al. 2013).
Inspired by this, the spatio-temporal kriging (ST-Kriging) speed prediction model
will be proposed as follows.
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First, each data point is referenced by its spatial location 𝑢𝑖 . and temporal
component 𝑡𝑗 . Then, the speed at location 𝑢𝑖 and time 𝑡𝑗 can be formulated as 𝑉(𝑢𝑖 , 𝑡𝑗 )
where location ID 𝑖 = 1,2, … , 𝑛 and time stamp ID 𝑗 = 1,2, … , 𝑚. Similar to traditional
spatial model, 𝑈𝑖 = (𝑥𝑖 , 𝑦𝑖 ) is a vector of spatial coordinates. However, as traffic flows
from upstream to downstream, roads can be seen as longitudinal space with only one
dimension. Thus, the spatial location 𝑈𝑖 = (𝑥𝑖 , 𝑦𝑖 ) will be simplified as 𝑈𝑖 = (𝑥𝑖 ) as 𝑦𝑖 is
the same for all locations.
Second, calculate the covariance based on spatio-temporal local data points,
which are the data information spatio-temporally correlated with target location and the
selection of spatio-temporal local data points will be discussed later. Separate local data
points by a given spatial and temporal lag (ℎ𝑠 , ℎ𝑡 ) and the spatio-temporal covariance can
be calculated as follows in equation (3-1).
2

𝐶(ℎ𝑠 , ℎ𝑡 ) = 𝐸 [(𝑉(𝑢𝑗 , 𝑡𝑖 ) − 𝑉(𝑢𝑗 + ℎ𝑠 , 𝑡𝑖 + ℎ𝑡 )) ]

(3-1)

According to the common practice in spatial statistics, semicovariance (half of
covariance) is more commonly used and calculated in equation (3-2).
2
1
𝛾𝑠,𝑡 (ℎ𝑠 , ℎ𝑡 ) = 𝐸 [(𝑉(𝑢𝑗 , 𝑡𝑖 ) − 𝑉(𝑢𝑖 + ℎ𝑠 , 𝑡𝑗 + ℎ𝑡 )) ]
2

(3-2)

Next, a spatio-temporal variogram model 𝛾(ℎ, 𝑠) will be fitted and used to
compute weights in kriging. The weight, 𝜆𝑢𝑖 ,𝑡𝑗 , assigned to each neighboring data point,
is determined by minimizing the squared variance:
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𝜎 2 (𝑢, 𝑡) = 𝑉𝑎𝑟[𝑉 ∗ (𝑢, 𝑡) − 𝑉(𝑢, 𝑡)]

(3-3)

while maintaining un-biasedness of the estimated value 𝑉 ∗ (𝑢, 𝑡), which means the error
mean is normalized as zero. By doing this, the spatio-temporal covariance between each
data point and the point to be estimated have been incorporated into the proposed spatiotemporal kriging (ST-Kriging) model.
In the ordinary kriging framework, the predicted speed 𝑉 ∗ (𝑢∗ , 𝑡𝑗+1 ) can be
estimated as a linear combination of local data points that temporally and spatially
correlated with speed at target location 𝑢∗ :
𝑉 ∗ (𝑢∗ , 𝑡) = ∑∑𝜆𝑢𝑖 ,𝑡𝑗 𝑉(𝑢𝑖 , 𝑡𝑗 )

(3-4)

where 𝑡𝑖 < 𝑡 , which means 𝑉 ∗ (𝑢∗ , 𝑡) is a future data points regarding to all 𝑉(𝑢𝑗 , 𝑡𝑖 );
∑∑𝜆𝑢𝑖 ,𝑡𝑗 = 1, 𝜆𝑢𝑖 ,𝑡𝑗 are the weights generated by semivariogram for the measured value
for 𝑉(𝑢𝑖 , 𝑡𝑗 ). As represented in the formula, only data points before time 𝑡 were used to
calculate the covariance as the goal is to make prediction into future.
3.4.1.2 Workflow of Proposed Spatio-temporal Kriging (ST-Kriging)
The difference of scale and causality principles of traffic speed data in time and space
domains makes it inherently difficult to model the semivariogram and capture both
variability patterns correctly. In order to draw meaningful result, the spatial dimension
has to be rescaled to align with temporal directions. The reason for choosing spatial
dimension to do the rescale is because the correlation of speed in time space is dominant,
44

which has been proven by the success of univariate time series models short-term traffic
forecasting (Levin and Tsao 1980, Nihan and Holmesland 1980, Hamed, Al-Masaeid et
al. 1995, Van Der Voort, Dougherty et al. 1996, Park, Messer et al. 1998, Williams,
Durvasula et al. 1998). Besides the ability to capture spatial and temporal information at
the same time, the algorithm is able to make responsive prediction by updating training
samples through a moving time window.
The workflow of proposed ST-Kriging model consists of the following steps:
1) Set a moving time window size that is able to cover most recent traffic
variations;
2) Set spatial boundary; calculate cross correlation function (CCF)s for each
upstream and downstream segment with respect to current segment until
first uncorrelated upstream segment and first uncorrelated downstream
segment were found(Yang, Han et al. 2014); the first upstream segment
that has no correlation with the target location is set as the upstream
boundary, and the first downstream segment that has no correlation with
the target location is set as the downstream boundary);
3) Use the time window and space boundary determined in steps 1) and 2) to
subset a training dataset, calculate covariance, and fit the semivariogram
model;
4) Through the kriging process, make one step ahead prediction for speed at
current location;
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5) As time step moves forward, the time window will move one step ahead
training dataset will be updated in temporal dimension;
6) Repeat steps 3) and 4) to get prediction for speed for multi time steps
ahead.
3.4.2 Models for Comparison
The performance of the proposed model was compared with extensively used
autoregressive integrated moving average (ARIMA) family models (Hamed, Al-Masaeid
et al. 1995, Van Der Voort, Dougherty et al. 1996, Williams and Hoel 2003). These
models include both customly specified ARIMA models and two commonly used
exponential smoothing techniques: Simple Exponential Smoothing, Double (Brown)
Exponential Smoothing.
3.4.2.1 ARIMA Model
The ARIMA model was first introduced by Box and Jenkins (Box, Jenkins et al. 2013),
and has been widely used in forecasting time series. In an 𝐴𝑅𝑀𝐴(𝑝, 𝑞) model, the
predicted value for the next time step is expressed as a linear function of several past
observations plus random errors:
𝑝

𝑞

𝑦𝑡 = 𝜃0 + ∑ 𝜙𝑖 𝑦𝑡−𝑖 + 𝜖𝑡 − ∑ 𝜃𝑗 𝜖𝑡−𝑗
𝑖=1

(3-5)

𝑗=1

where 𝑦𝑡 and 𝜖𝑡 denote the actual value and random error at time 𝑡 respectively;
𝜙𝑖 (𝑖 = 1, 2, … 𝑝 and 𝜃𝑗 (𝑗 = 1, 2, … 𝑞) are the parameters for autoregressive term and
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moving average term respectively; 𝑝 and 𝑞 are referred as orders of the autoregressive
terms and moving average terms; 𝜖𝑡 is assumed to be white noise without any pattern left
in it.
After calibrating the model parameters 𝜙𝑖 and 𝜃𝑗 using the training data set, the
one-step ahead forecast 𝑦𝑡 based on ARMA model can be estimated as:
𝑝

𝑞

𝑦̂𝑡 = 𝜃0 + ∑ 𝜙𝑖 𝑦𝑡−𝑖 − ∑ 𝜃𝑗 [𝑦̂𝑡−𝑗 − 𝑦𝑡−𝑗 ]
𝑖=1

(3-6)

𝑗=1

The ARIMA model is the generalization of the ARMA model with differencing
terms. In an 𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑑, 𝑞), 𝑝 and 𝑞 are the orders of the autoregressive terms and
moving average terms, which is the same as ARMA model. The parameter 𝑑 represents
the orders of differencing for the original data series, which aims to remove the trend in
the original data series. The backward shift operator 𝐵 is a useful notational device when
working with time lags:
𝐵𝑦𝑡 = 𝑦𝑡−1

(3-7)

In other words, 𝐵, operating on 𝑦(𝑡), has the effect of shifting the data back one
period. After introducing backward shift operator, the ARIMA model can be written as:
(1 − 𝐵)𝑑 𝑦𝑡 = 𝜇 +

𝜙(𝐵)
𝜖(𝑡)
𝜃(𝐵)

(3-8)

where 𝑑 represents the degree of differencing.

47

3.4.2.2 Simple Exponential smoothing (SES)
Simple Exponential smoothing (SES) techniques are relatively simple and effective
methods for time series forecast for short-term horizons(DeLurgio 1998). The model for
simple exponential smoothing is

𝑦𝑡 = 𝜇𝑡 + 𝛼𝑡

(3-9)

The smoothing equation, 𝐿𝑡 = 𝛼𝑦𝑡 + (1 − 𝛼)𝐿𝑡−1, is defined in terms of a single
weight 𝛼. This model is equivalent an 𝐴𝑅𝐼𝑀𝐴(0,1,1) model where
(1 − 𝐵)𝑦𝑡 = (1 − 𝜃𝐵)𝛼𝑡

with 𝜃 = 1 − 𝛼

(3-10)

The moving average form of the model is
∞

𝑦𝑡 = 𝑎𝑡 + ∑ 𝛼𝑎𝑡−𝑗

(3-11)

𝑗−1

3.4.2.3 Double (Brown) Exponential Smoothing (DES)
The model for double exponential smoothing is 𝑦𝑡 = 𝜇𝑡 + 𝛽1 𝑡 + 𝑎𝑡 . The smoothing
equations, defined in terms of a single smoothing weight 𝛼 are:

𝐿𝑡 = 𝛼𝑦𝑡 + (1 − 𝛼)𝐿𝑡−1

(3-12)

𝑇𝑡 = 𝛼(𝐿𝑡 − 𝐿𝑡−1 ) + (1 − 𝛼)𝑇𝑡−1

(3-13)

This model is equivalent to a seasonal 𝐴𝑅𝐼𝑀𝐴(0,1,1)(0,1,1)1 model:
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(𝐵)2 𝑦𝑡 = (1 − 𝜃𝐵)2 𝑎𝑡

(3-14)

where 𝜃1,1 = 𝜃2,1 𝑤𝑖𝑡ℎ 𝜃 = 1 − 𝛼.
The moving average form of the model is
∞

𝑦𝑡 = 𝑎𝑡 + ∑(2𝛼 + (𝑗 − 1)𝛼 2 )𝑎𝑡−𝑗

(3-15)

𝑗=1

Analysis and Results
3.5.1 Different Test Scenarios
As is widely known, traffic behaves significantly differently under congested and noncongested conditions; therefore, it is reasonable to infer that the spatio-temporal
interactions within traffic change with traffic conditions. To validate the proposed
models’ ability to capture spatial temporal correlations well under different traffic
conditions and provide best forecasting results, the model was tested under three traffic
periods: morning peak (06:00-09:00), mid-day off-peak (11:00-14:00), and evening peak
(16:00-19:00). The partition was based on careful inspection of weekday speed and flow
plots (flow data were obtained from Remote Traffic Microwave sensors operated by
Tennessee Department of Transportation) at study sites. It should be noted that the two
peak periods are sufficiently long to cover absurd speed changes during congestion.
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3.5.2 Model specification
As the model’s development is almost the same for the three aforementioned scenarios,
only model development for morning peak was described in detail to avoid redundancy.
In this study, segment 71 was chosen as the target location where forecasting is required.
3.5.2.1 Specification of kriging with moving window
The moving widow size was set at two hours, which is long enough to cover most recent
speed variations and provide enough data points to establish the ARIMA family of
models. Once the time window is defined, the spatio-temporal correlations will be studied
by implementing pairwise CCF (for details about prewhiten CCF, please refer to (Yang,
Han et al. 2014) for detail) analysis for upstream and downstream speed relative to the
target location (Segment 71) using data within the initial window size (06:00-08:00). In
other words, this is a search through CCF plots to find the closest upstream and
downstream segments that are not spatio-temporal correlated with the target segment
(71). Figure 3-2 shows the pairwise CCF plots for the morning peak periods.
Based on Figure 3-2, going upstream, segment 67 is the last one spatiallytemporally correlated with target segment 71, and the downstream boundary is segment
77. Thus, the space boundary for predicting segment 71 was from segment 67 to 78, and
this spatial information should be properly utilized to improve forecasting accuracy.
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Figure 3-2 CCF Plots for Spatial Boundary Search

Based on the time window and space boundary above, data points from 06:00 to
08:00 for segments 67-77 were chosen as the initial training sample under morning peak
scenario. Before calculating covariance and fitting the semivariogram model, the spatial
dimension was rescaled to be consistent with the temporal scale. The best spatial
dimension rescale factor was estimated with 9.5 for morning peak. Different types of
semivariogram models (including exponential, spherical, and Gaussian variogram
models) were applied to fit covariance, and the best semivariogram was identified by
visual inspection. For example, for the morning peak period, the best is exponential type
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of variogram models. The initial fitted exponential semivariogram model (sill = 1199.22
and range = 82.01) was shown in Figure 3-3.

Figure 3-3 Initial Semivariogram for Morning Peak

Through ordinary kriging process, prediction for the next time step will be made
for the target location. As time progresses, the data points for the next time step will
become available, and the time window will move forward one step to create a new
training sample to allow the kriging and predicting process repeat. By doing fitting and
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kriging iteratively, the model made a total 60 predictions for the holdout period (the last
hour of each scenario was selected as holdout period). This process was described in
Figure 3-4 and 𝑁 is 60 for this case.

Figure 3-4 Workflow of Proposed ST-Kriging
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3.5.2.2 Implementation of Benchmark models
For the three benchmark models (i.e., ARIMA, SES, and DES), the first two hours of data
were used as a training sample to develop the final models. Estimation of unknown
parameters is determined by minimizing the squared prediction error for simple
exponential smoothing and double exponential smoothing models. For the ARIMA model,
the automatic fitting algorithm (Hyndman and Khandakar 2007) was utilized to
determine orders of autoregressive, differencing, and moving average terms by
minimizing Akaike information criterion (AIC). Same as the proposed model, 60
predictions were made for all three benchmark models on the same holdout period in
each scenario.
3.5.3 Performance comparison of different models
The effectiveness of the proposed model was demonstrated by comparing with that of the
benchmark models based on their predictive performance within the holdout period. The
measures for accuracy include absolute deviation (AD), mean absolute deviation (MAD),
absolute percent error (APE), and mean absolute percent error (MAPE), which are
defined as following equations.
𝐴𝐷 = |𝑦𝑖 − 𝑦̂𝑖 |
1
∑ |𝑦𝑖 − 𝑦̂𝑖 |
𝑁
|𝑦𝑖 − 𝑦̂𝑖 |
𝐴𝑃𝐸 =
𝑦𝑖

𝑀𝐴𝐷 =

(3-16)
(3-17)
(3-18)
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𝑀𝐴𝑃𝐸 =

|𝑦𝑖 − 𝑦̂𝑖 |
1
∑
𝑁
𝑦𝑖

(3-19)

where
𝑦𝑖 = actual value of response variable,
𝑦̂𝑖 = predicted value of response variable, and
𝑁 = number of data points.
As four measures reflect the level of deviations or errors between predicted and
observed values, smaller values indicate better performance, ranging from ‘0’ which
indicate the perfect forecasting by the prediction model.
3.5.4 Comparisons of predictive performance
To compare the predictive performance of proposed kriging model against other
benchmark models, for each time interval under different traffic periods, overlay plots of
absolute deviations (ADs) and absolute percentage errors (APEs) for three different
scenarios during holdout periods were plotted in Figure 3-5 and Figure 3-6.
Given these scenarios, the proposed model outperforms other benchmark models.
Notice that for the AM peak, ARIMA and SES models have almost the same ADs and
APEs for all time intervals, however, DES model has the worst predictive performance as
the ADs are greater than 10 MPH and APEs are more than 10% for the over half of
holdout period. In contrast, clearly, the proposed model outperforms all others as its ADs
and APEs keep low level mostly. There are several popping up values, however, they are
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still relatively low compared to other models, highlighting that our model is reliable in
forecasting a short term AM peak traffic.
For both the mid-day and evening peak, DES model tends to work better and the
predictive accuracy rise up almost to the same level for SES and ARIMA models.
However, they still can’t compete with kriging model, which has lowest ADs and APEs.
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Figure 3-5 Overlay plots of ADs under different scenarios

Figure 3-6 Overlay plots of APEs under different scenarios
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To ensure the comparison of predictive performance clearly, mean absolute
deviation (MAD) and mean absolute percent error (MAPE) were calculated for all four
models and results were shown in Table 3-2, Figure 3-7, and Figure 3-8.

Table 3-2 MAD and MAPE for Different Models under Three Scenarios
Scenario
AM Peak

Mid-day

PM Peak

Model
ST-KRIGING
SES
DES
ARIMA
ST-KRIGING
SES
DES
ARIMA
ST-KRIGING
SES
DES
ARIMA

MAD
0.74
2.35
10.04
2.32
1.08
2.58
2.58
2.94
1.19
3.33
3.33
3.14

MAPE (%)
1.04
3.32
14.09
3.27
1.54
3.76
3.82
4.24
1.68
4.52
4.52
4.30

Figure 3-7 MAD Plot for Different Models under Different Scenarios
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Figure 3-8 MAPE Plot for Different Models under Different Scenarios

Based on overall accuracy measures of MAD and MAPE, it’s confirmed again
that proposed kriging model achieves better forecasting accuracy compared to other
models under different traffic conditions.

Table 3-3 Comparison of Kriging and Best Benchmark models
Scenario

Kriging/Best Benchmark

% of MAD % of MAPE

AM Peak

ST-KRIGING/ ARIMA

32%

32%

Mid-day

ST-KRIGING/ SES

42%

41%

PM Peak

ST-KRIGING/ ARIMA

38%

39%
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A close look at the difference of MAD and MAPE between best benchmark
model and kriging model under different scenarios reveals that kriging model tends to be
more accurate under congested conditions (i.e., AM Peak and PM Peak). As shown in
Figure 3-7 and Figure 3-8, the MAD and MAPE for kriging model and best benchmark
model were compared. During AM and PM peak, the ratios of MAD and MAPE is
smaller those during Mid-day, which means more congested the traffic the better
predictive accuracy of kriging model compared to other models. This phenomenon is
very reasonable as when traffic becomes congested, the traffic is more spatially
correlated and information from surrounding locations becomes more useful for
forecasting target location traffic. As the benchmark models overlook the spatial
correlations within the traffic, the forecasting accuracy will drop down when congestion
increases. This founding validates the necessity of incorporating spatial information into
traffic forecasting models.

Conclusions
This paper proposed a self-learning model based on kriging with a moving window for
the prediction of short-term freeway speed. As a data-driven approach, the proposed
model has the ability of learning and adapting to changes of traffic conditions in order to
make responsive predictions, which are crucial to the decision making process of the
motoring public as well as the traffic management agencies in the era of maturing
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intelligent transportation systems. The proposed model outperformed other models in
terms of forecasting accuracy on holdout periods under different traffic conditions. The
obvious advantage of the proposed model compared to all current models is its ability of
scientifically incorporating useful spatio-temporal information into forecasting
framework.
The comparison between the self-learning model and the best benchmark model
also shows that the kriging model performs even better in congested conditions (morning
peak and evening peak) as the forecasting error reduce is more significant compared with
mid-day off peak scenario. This interesting founding indicates that spatial correlations are
more important for forecasting accuracy when congestion is present. It’s very
understandable as interactions within traffic increases with severity of congestion. Also,
it is good counterevidence that univariate models can perform well under normal traffic
condition as spatial correlations in such case are trivial.
It should be noted that in the current framework of proposed model the variogram
fitting requires modeler’s knowledge and input to achieve best forecasting accuracy.
Future research work should look into automatic variogram model selection to enhance
the intelligence of current framework. Instead of considering time dimension as third
orthogonal direction, separable and non-separable space-time variogram models can also
be used to model covariance. Moreover, effect of time window size and data resolutions
on forecasting performance should be evaluated in future work.
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A SPATIO-TEMPORAL APPROACH FOR HIGH
RESOLUTION TRAFFIC FLOW IMPUTATION
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(This chapter is a slightly revised version to be submitted by Jianjiang Yang, Lee D. Han,
Shih-miao Chin, Ho-ling Hwang)

Abstract
Along with the rapid development of Intelligent Transportation Systems (ITS), traffic
data collection technologies have been evolving dramatically. The emergence of
innovative data collection technologies such as Remote Traffic Microwave Sensor
(RTMS), Blue tooth sensor, GPS-based Floating Car method etc., creates the explosion of
traffic data, which brings transportation engineering into the new era of big data.
However, despite of the advance of technologies, the missing data issue is still inevitable
and has posed great challenges for research such as traffic forecasting, incident detection,
route guidance, and massive evacuation optimization, since all require complete and
accurate traffic data.
A thorough literature review shows that most current imputation models, if not
all, fail to consider the fact that the traffic stream characteristics at a certain location are
usually closely related to those at neighboring locations and to utilize these correlations
for data imputation. To this end, this paper presents a kriging based spatio-temporal data
imputation approach that is able to take full advantage of spatio-temporal information
underlying in traffic data. Imputation performance of the proposed approach was tested
on simulated scenarios with different data missing rates and stable imputation accuracy
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was reported. Moreover, the proposed kriging imputation model is more flexible
compared to current models as they failed to do the imputation on the test cases.

Keywords: imputation, spatio-temporal correlations, kriging, traffic data
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Introduction
Along with the rapid development of Intelligent Transportation Systems (ITS), traffic
data collection technologies have been evolving dramatically. The emergence of
innovative data collection technologies such as Remote Traffic Microwave Sensor
(RTMS), Blue tooth sensor, GPS-based Floating Car method etc., creates the explosion of
traffic data, which brings transportation engineering into the new era of big data.
Despite the advance of technologies, the missing data issue is still inevitable due
to various reasons, such as malfunction of sensors and loss of communication. The
Mobility Monitoring Program of the Texas Transportation Institute (TTI) reported that
after screening erroneous, the complete rate of archived data can be anywhere from 16%
to 93% with a median value of 67% (Turner 2004). Williamand Hoel reported that 10%
or greater missing rate for the data collected by Georgia’s statewide advanced traffic
management system (Williams and Hoel 2003). For the freeway Performance
Measurement System (PeMS), 15% data missing rate was found in Los Angeles (Chen,
Kwon et al. 2003). Chandra and Al-Deek also reported 15% missing rate for loop
detector data on I-4 in Orlando, Florida (Al-Deek, Venkata et al. 2004). An empirical
study showed that the average missing rate for data collected by Georgia NaviGAtor
system on GA 400 was between 4% and 14% (Ni and Leonard 2005). In Beijing, China,
the average missing rate of the daily traffic volume data is about 10% (4% due to
malfunction of detectors and 6% for other reasons) with as high as 20%-25% missing rate
for some detectors (Li, Jianming et al. 2009).
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The missing data issue has posed great challenges for research such as traffic
forecasting, incident detection, route guidance, and massive evacuation optimization,
since all require complete and accurate traffic data. As the amount of missing data is
often substantial, disregarding or roughly estimating missing values will adversely affect
subsequent data analysis and applications. Therefore, a lot of research efforts have been
made for traffic data imputation.
Generally speaking, the great majority of current imputation techniques belong to
single imputation methods that estimate a single value for the missing data point. These
single imputation methods include heuristic imputation, regression/prediction imputation,
and statistical learning imputation etc. The heuristic imputation methods fill the missing
data points by averaging known data collected from the same detector at the same time
period of neighboring days (even months) or at the same day of neighboring time periods.
These methods are based on the assumptions that traffic characteristics are highly similar
at same time period on different days or the traffic fluctuations are very small during
short neighboring periods (Li, Li et al. 2014). Alternatively, another heuristic method is
called pattern-similar imputation which searches best matched traffic data series from
historical database and uses this to estimate missing data points. The pattern-similar
method tends to have better imputation performance as the best candidate data series was
selected for imputation (Zhong, Sharma et al. 2006). The heuristic methods made good
use of the similarity and periodicity of traffic, however, the local variation and absurd
changes of traffic are which usually resulted large imputation errors (Smith, Scherer et al.
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2003, Zhong, Sharma et al. 2004). To address this, two advanced methods, BPCA
(Bayesian Principal Component Analysis) and PPCA (Probabilistic Principal Component
Analysis), which are able to utilize both periodicity and same-day variation of traffic
data, were proposed by Qu et al. recently (Qu, Zhang et al. 2008, Qu, Li et al. 2009).
Regression imputation methods replace missing data points with predicted values
from regression equation. For example, Chen et al. found occupancies and volumes at
nearby locations are highly correlated and proposed linear regression model to impute
missing data using information from neighboring detectors (Chen, Kwon et al. 2003).
Chandra and Al-Deek compared the feasibility and imputation accuracy for three
regression models, multiple regression, time series, and pairwise regression, using data
from neighboring lanes. They found quadratic model performed better due to the ability
of capturing nonlinear relationships among variables (Al-Deek, Venkata et al. 2004). To
impute missing traffic data during holidays, Liu et al. introduced a new procedure using
non-parametric regression – the K-nearest neighborhood (KNN) method, which was
shown to be able to provide consistent and reasonable estimates for different types of
highways on different holidays and highways (Liu, Sharma et al. 2008). Similar to
regression models, all prediction models can be used for data imputation also. The idea
for prediction models is to build mapping relationship between historical data and future
data (Li, Li et al. 2014). Such prediction imputation methods include ARIMA, support
vector regression, exponential smoothing, lagged regression, and neural network etc.
However, the fact those prediction methods only use observed data before missing data
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points may adversely affect their effectiveness and imputation accuracy since the known
information after missing data points are just ignored.
As traffic flows from upstream to downstream, the traffic stream characteristics at
a certain location are usually closely related to those at neighboring locations and the
incorporation of surrounding traffic information has been demonstrated to improve traffic
prediction accuracy (Stathopoulos and Karlaftis 2003, Kamarianakis and Prastacos 2005,
Yang, Han et al. 2014). The thorough literature review shows that most, if not all,
current imputation methods fail to utilize the correlations between target location and
surrounding locations when imputing missing data for the target location. To the best of
authors’ knowledge, the only attempt to utilize both spatial and temporal information
simultaneously is the tensor-based model developed by Tan et al.(Tan, Feng et al. 2013).
In their framework, traffic data was decomposed into four different modes, including
‘link mode’, ‘week mode’, ‘day mode’, and ‘hour mode’, and the similarity coefficients
for 4 modes were utilized for imputation. However, with single point imputation as the
focus, little spatial information was actually considered. To fill this gap and improve
imputation accuracy, this paper proposed a kriging based spatio-temporal data imputation
approach that is able to take full advantage spatio-temporal information underlying in
traffic data.
The rest of the paper is organized as follows. Study location and data were
described in Section 4.3. Section 4.4 described the proposed kriging based proposed
spatio-temporal imputation approach and other benchmark models for comparison. A
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brief description of data missing patterns and missing ratios of RTMS traffic volume data
were presented in Section 4.5. Section 4.6 discussed imputation accuracy of proposed
approach and compared it against conventional imputation methods. Concluding remarks
were summarized in section 4.7.

Data Source and Study Locations
SmartWay, key program of Tennessee’s intelligent transportation system, uses solarpowered nonintrusive Remote Traffic Microwave Sensors (RTMS) to measure real-time
highway traffic information (including volume, speed and occupancy) and wirelessly
communicates it to the traffic management center.
In this study, development of the proposed imputation approach and imputation
performance comparisons among different techniques were based on traffic volume data
collected. Different from previous studies, the imputation presented in this paper was
implemented on high resolution data with the interval of 30 seconds. The reason for
imputation of raw data instead of aggregated data is to avoid information loss during the
aggregation process.
The data used in this study were collected by these RTMS radars installed along
interstates across Tennessee. As shown in Figure 4-1, per-lane presence as well as
volume, speed, and occupancy were recorded every 30 seconds by these sensors.
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Figure 4-1 Multiple Lane Coverage of RTMS Today.com (2010)
To better identify data missing patterns, a long period of 33 days’ (from April 29
to May 31, 2013) data were collected for six RTMS stations along Ellington Parkway in
Nashville, Tennessee. The detailed description about RTMS stations and their locations
can be found in Table 4-1 and Figure 4-2. As the data collection frequency is 30 seconds,
a total of 570,240 (2880 × 33 × 6) data points would be obtained if no data points were
missing which is impossible. Because of malfunction of sensors and loss of
communication, the missing data issue is inevitable and there is no exception for RTMS
radars.
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Figure 4-2 RTMS Stations for Study

Table 4-1 Description of RTMS Stations
Station
115
117
119
121
123
124

Direction
Northbound
Northbound
Northbound
Northbound
Northbound
Northbound

Location
Ellington Parkway @I24
Ellington Parkway @Cleveland
Ellington Parkway @Granada
Ellington Parkway @Douglas Ave
Ellington Parkway @South Of Trinity
Ellington Parkway @Trinity

Lanes
2
2
2
2
2
2

MM
10.6
11.4
11.8
12.2
12.4
13.0
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Methodology
4.4.1 Kriging Based Spatio-temporal Imputation Approach
4.4.1.1 Background about Kriging
Kriging originated in the mining industry in the early 1950’s as a means of improving ore
reserve estimation and has been used as synonym for geo-statistical interpolation for
many decades (Kbiob 1951). Traditionally, kriging method only deals with spatial
variables. Consider a set of spatial data 𝑧(𝑢𝑖 ) of an attribute 𝑧 at 𝑛 locations 𝑈𝑖 , 𝑖 =
1,2, … 𝑛, where 𝑈 is a vector of spatial coordinates {𝑢𝑖 = (𝑥𝑖 , 𝑦𝑖 )} . The data imputation
problem is to estimate missing values of 𝑧 at a set of 𝑚 locations. Simply speaking,
kriging is just one optimal interpolation method based on regression against observed
values of surrounding data points, weighted according covariance values.
Compared against other interpolation method, kriging method generates weights
using a data-driven weighting function, rather than an arbitrary function. Therefore, it has
following advantages: 1) Helps to compensate for the effects of data clustering, assigning
individual points within a cluster less weight than isolated data points (or, treating
clusters more like single points); 2) Give estimate of estimation error (kriging variance),
along with estimate of variable itself; 3) Availability of estimation error provides basis
for stochastic simulation of possible realization of target variables.
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4.4.1.2 Proposed spatio-temporal imputation approach
While for the traffic variable, volume for example, it changes in time as well as space
dimension. Traffic volume at current location and current time is not only correlated with
volume at upstream and downstream locations but also previous and later volume at the
given location. Thus, time dimension needs be incorporated into current scheme to better
estimate missing data for traffic variable.
Take volume as example, each data point is reference by its temporal
timestamp, 𝑡𝑖 and spatial location 𝑢𝛼 = (𝑥𝛼 , 𝑦𝛼 ). Different from spatial kriging model
above, the coordinates could be simplified as 𝑢𝛼 = 𝑥𝛼 as roads can be seen as
longitudinal system with only one spatial dimension. 𝑥𝛼 is mile marker for the location
in the following analysis.
In the space-time framework, traffic volume was formulated as {𝑄(𝑢𝛼 , 𝑡𝑖 ); 𝛼 =
1,2, … , 𝑛; 𝑖 = 1, 2, … , 𝑚}. Similar to the purely spatial models, the covariance is defined
as the variance of the mean squared difference between data separated by a given spatial
and temporal lag (ℎ𝑠 , ℎ𝑡 ):
2

𝐶(ℎ𝑠 , ℎ𝑡 ) = 𝐸 [(𝑧(𝑢𝛼 , 𝑡𝛼 ) − 𝑧(𝑢𝛼 + ℎ𝑠 , 𝑡𝛼 + ℎ𝑡 )) ]

(4-1)

According to the common practice in spatial statistics, experiment semivariogram is
computed as half of covariance:
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𝛾̂𝑠,𝑡 (ℎ𝑠 , ℎ𝑡 ) =

1
2
𝐸 [(𝑧(𝑢𝛼 , 𝑡𝛼 ) − 𝑧(𝑢𝛼 + ℎ𝑠 , 𝑡𝛼 + ℎ𝑡 )) ]
2

(4-2)

In space-time ordinary Kriging system, the missing 𝑄 ∗ (𝑢, 𝑡) can be estimated as weighted
average of volume at surrounding locations:

𝑄 ∗ (𝑢, 𝑡) = ∑𝜆𝛼,𝑖 (𝑢, 𝑡)𝑄(𝑢𝛼 , 𝑡𝑖 ) 𝑤𝑖𝑡ℎ ∑𝜆𝛼 (𝑢, 𝑡) = 1

(4-3)

The weights 𝜆𝛼,𝑖 (𝑢𝛼 , 𝑡𝑖 ) assigned to each neighboring data points were calculated by
minimizing the estimation variance:
𝜎 2 (𝑢, 𝑡) = 𝑉𝑎𝑟[𝑄 ∗ (𝑢, 𝑡) − 𝑄(𝑢, 𝑡)]

(4-4)

while maintaining unbiasedness of the estimated value 𝑄 ∗ (𝑢, 𝑡).
As the covariance calculation was based on both spatio-temporal distance
between data points, the correlations of traffic in spatio-temporal dimension were well
considered and utilized. It should be noted that as data in time and space domains do not
have similar properties (different scale, different causality principles), which makes it
inherently difficult to model the variogram to capture both variability patterns in space
and time. To address this issue, the very straightforward solution is to consider time
dimension as the third orthogonal dimension and extend traditional 2-dimensional kriging
to a natural 3-dimensional kriging. To get meaningful results, the temporal dimension has
to be rescaled to align with the spatial directions also.
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4.4.2 Benchmark Imputation Methods for Comparison
To evaluate the performance of kriging based spatio-temporal approach, it was compared
against two classical imputation models, historical average method and K-nearest
neighborhood (KNN) method.
4.4.2.1 Historical average (same time and same stations)
For a missing data point, it will be estimated using the average of value at the same time
stamp and the same location on the same day during different weeks. To be more robust,
historical median was often used.
4.4.2.2 K-nearest neighborhood (KNN) method
In order to implement KNN method, the traffic volume data needs to be reformatted as a
2880 × (𝑠 ∗ 𝑑) matrix first, where 𝑠 is the number of stations and 𝑑 is total number of
days. After the transformation, the data collected at a given station and one a specific day
was consider as one column of the matrix.
For the column with missing values, the Euclidean distances were calculated for it
with respect to all other columns to find k nearest neighbors. Finally, the weights for k
nearest neighbors were calculated and the estimate for the missing values would be the
weighted average of non-missing neighbors (Troyanskaya, Cantor et al. 2001).
4.4.3 Evaluation Criteria of Imputation Performance
Mean absolute deviation (MAD), mean absolute percentage error (MAPE), and root
mean squared error (RMSE), were used to compare imputation performance of proposed
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𝑖
approach. Suppose there are 𝑛 missing data points in the test dataset with 𝑄𝑎𝑐𝑡
as ground
𝑖
truth for 𝑖 𝑡ℎ missing data point and 𝑄𝑒𝑠𝑡
as the estimated value for the same missing data

point, then these three imputation performance criteria can be expressed as follows:
𝑖
𝑖
∑𝑛𝑖 |𝑄𝑎𝑐𝑡
− 𝑄𝑒𝑠𝑡
|
𝑀𝐴𝐷 =
𝑛

∑𝑛𝑖
𝑀𝐴𝑃𝐸 =
𝑛

(4-5)

𝑖
𝑖
|𝑄𝑎𝑐𝑡
− 𝑄𝑒𝑠𝑡
|
𝑖
𝑉𝑎𝑐𝑡
𝑛
𝑖

𝑖

∑ (𝑄𝑎𝑐𝑡 − 𝑄𝑒𝑠𝑡 )
𝑅𝑀𝑆𝐸 = √ 𝑖
𝑛

(4-6)

2

(4-7)

Data Missing Patterns
4.5.1 Data missing pattern identification
Previous analysis of traffic data (mainly volumes) have shown that the data missing
pattern can be categorized as three types (Little and Rubin 2002, Qu, Zhang et al. 2008,
Li, Jianming et al. 2009, Chang and Ge 2011):


Missing completely at random (MCR): The missing data points are
completely independent to each other. In other words, the missing points are
isolated at different timestamp randomly as shown in Figure 4-3.
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Missing at Random (MR): The missing data points are related to the
neighboring points. In this case, several small groups of sequential missing
points would be observed in the data series as show in Figure 4-4.



Missing at Determinate (MD): The missing data points have certain patterns,
which is usually caused by long time malfunction of sensors.

Figure 4-3 An Example For Traffic Flow Data Missing Completely At
Random (Qu, Zhang et al. 2008, Li, Jianming et al. 2009)
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Figure 4-4 An example for traffic flow data missing at random (Qu, Zhang et al. 2008, Li,
Jianming et al. 2009)

The knowledge about data missing patterns would help to understand issues with
the data collected by RTMS sensors. Moreover, the missing patterns identified and range
of missing rates provide not only important insights on choosing and developing
imputation techniques but also guidelines for design scenarios to evaluate their
imputation performance.
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4.5.2 Data Missing ratios
To get good knowledge about RTMS radars’ performance, boxplot of missing ratios by
station and day of week was shown in Figure 4-5. The analyses were based on 33 days
data for all stations.

Figure 4-5 Boxplot of Missing Rates by Station & Week of Day

It’s clearly shown that the performances are quite different for the same station on
different days and different stations on the same day. Station 115 is the one with best
performance as the data missing rates of this station are almost always the lowest. In
contrast, station 117 may be the worst station with high missing rates for the whole week,
which may indicate systematic errors. Also, there are several outliers for missing rates at
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stations 115, 119, 121, 123, and 124 as bad weather could be the reason for the big jump
of missing rate and more investigation is needed.

Evaluation of Imputation Performance
4.6.1 Experiment Design of Data Missing Scenarios
A compete traffic volume data set is needed as the test dataset to evaluate the
performance of proposed method. A close look at the data indicates station 119, May 17
2013 could be used as test data set with data miss rate as low as 0.03% (only one data
point was missing). The other reason for choosing station 119 is that there are both
upstream stations and downstream stations for it, which will help to make a good
demonstration of the spatio-temporal kriging imputation approach.
To compare the imputation performance, imputation methods will be tested on
simulated scenarios with different data missing ratios. The missing rates were different
quantiles from 30% to 75% actual missing rates for all stations during the 33 days’ study
period. Also, the indexes of the missing data points will be generated using randomly.
The process for the experiment design of data missing scenarios was described in Figure
4-6.
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Figure 4-6 Experiment Design Process of Data Missing Scenarios

Generally, it follows these steps:
1) Choose a specific data missing rates (30%, 35%, …, 75% quantile of
missing rates the whole area during the study period);
2) Based on missing rates set above, get number of points to be flagged as
missing in the complete dataset;
3) Random number generation technique will be used to decide indexes of
missing data points;
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4) Repeating 1-3 based on different missing rate and missing pattern to create
a series of scenarios with different data missing rates;
5) Test imputation models on these scenarios respectively.
4.6.2 Imputation performance
The proposed kriging imputation approach was test on 11 different scenarios and the
imputation performance compared to the real data was shown in Table 4-2, Figure 4-7.,
and Figure 4-8.

Table 4-2 Performance of Proposed Approach
Quantile
30%
35%
40%
45%
50%
55%
60%
65%
70%
75%

% Missing
1.4%
1.8%
2.8%
4.4%
6.0%
8.3%
13.9%
20.7%
31.1%
36.1%

MAD
2.63
3.21
2.78
3.00
2.85
2.84
2.85
2.70
2.77
2.66

RMSE
3.46
4.22
3.86
4.07
3.88
3.96
3.93
3.71
3.87
3.71
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RMSE&MAD vs. Missing Rate
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Figure 4-7 RMSE & MAD vs. Missing Rate

MAPE vs. Data Missing Rate
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Figure 4-8 MAPE vs. Data Missing Rate
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From Figure 4-7 and Figure 4-8, we can see the imputation errors is relative small
with little fluctuations, which indicates that the proposed kriging imputation approach is
very stable and able to deal with cases with different missing rates. It should be noted that
the historical average method and KNN method fail to do the imputation on the test data
as overall missing rates for RTMS data is too high and there are not enough complete
cases for imputation.

Conclusions and Future Work
A thorough literature review shows most current imputation models, if not all, fail to
consider the fact and the traffic stream characteristics at a certain location are usually
closely related to those at neighboring locations and utilize these correlations for data
imputation. To this end, this paper present a kriging based spatio-temporal data
imputation approach that is able to take full advantage spatio-temporal information
underlying in traffic data. The imputation performance was tested on simulated scenarios
with different data missing rates and proved to have stable imputation accuracy
regardless of data missing rates. Another advantage of the proposed approach is the
flexibility and ability to impute different patterns of missing data as model is not affected
by the missing pattern, which is much superior compared to current imputation models
like K-nearest neighborhood (KNN) method.
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It should be noted the experiment design of data missing scenarios focus more on
missing rate control instead of missing patterns, which limits simulated scenarios’ ability
of mimicking real world case accurately. For the future work, both missing rates and
missing pattern should be carefully considered for the experiment design and imputation.
As the proposed kriging based imputation method is very robust to high data missing
rates, searching the threshold of missing rates when kriging based method fails to work
could be an interesting topic for further study. To ensure working efficiency and accuracy
of the kriging imputation method, minimum number of sensors and their locations can be
investigated in the future, which could provide valuable insights for resources investment
and management when budget is limited
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CONCLUSION
This dissertation compiled a series studies on spatio-temporal dynamics of short-term
traffic. These studies were conducted to reveal the spatio-temporal correlations between
neighboring traffic and to develop reliable algorithms for short-term traffic forecasting
and data imputation.
First, spatio-temporal relationships of speed series from consecutive segments
under different traffic conditions were investigated. The analysis results show that the
correlations for consecutive segments are highly related to traffic conditions and the
effect of downstream traffic increases with the severity of congestion. Besides, an
algorithm on properly choosing neighboring traffic information was subsequently
proposed and validated using lagged regression.
Based on the understanding about short-term spatio-temporal traffic dynamics
gained from the first study, a spatio-temporal kriging (ST-Kriging) speed prediction
model that determines the most desirable extent of spatial and temporal traffic data from
neighboring locations was developed. The proposed model outperformed all other
benchmark models in terms of forecasting accuracy on holdout periods under different
traffic conditions.
Finally, a spatio-temporal data imputation approach was proposed and its
performance was evaluated and compared against previous methods. Better flexibility
and stable imputation accuracy were reported for this new method.
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