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E-mail address: webe@coc.ufrj.br (W.J. Mansur).This work aims at presenting a novel hybrid method applied to the numerical solution of elastodynamic
problems. The formulation is based on the so-called Explicit Green’s Approach (ExGA), recently developed
by Mansur et al. [Mansur, W.J., Loureiro, F.S., Soares Jr., D., Dors, C., 2007. Explicit time-domain
approaches based on numerical Green’s functions computed by ﬁnite differences – the ExGA family. Jour-
nal of Computational Physics 227, 851–870.] in which a recursive time integration procedure based on
Green’s function is adopted. Here, the ﬁnite element method is employed to calculate the Green’s func-
tion in the Laplace domain; afterwards, the Zakian’s Laplace inversion algorithm is employed to compute
numerically the Green’s function in the time domain, only at time t ¼ Dt. Time integration is then carried
out by employing the standard ExGA procedure and another where the convolution integral is replaced
by a particular solution that is directly related to the applied load. Finally, some numerical problems are
solved to demonstrate the computational efﬁciency and reliability of the proposed hybrid method.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
Time-domain approaches to solve semi-discrete systems of or-
dinary differential equations originated from spatial discretization
methods such as the Finite Element Method (FEM), the Finite Dif-
ference Method (FDM) and the Finite Volume Method (FVM) are
very popular and widely used due to their conceptual simplicity
and generality. Each class of problems has its more suitable time
integration method, e.g., in wave propagation problems the most
popular time-integration methods are the explicit methods such
as the central difference method, the Runge–Kutta method, etc.,
whereas in solid dynamics implicit time-integration approaches,
e.g., Newmark, HHT-a and generalized-a schemes are commonly
adopted. In computational ﬂuid dynamics one can quote Crank-
Nicholson, Taylor-Galerkin, Upwind, Lax-Wendroff, Leapfrog, time
discontinuous Galerkin, etc. A comprehensive review concerning
implicit and explicit algorithms can be found in Hughes (1987),
Bathe (1996), Zienkiewicz et al. (2005) and Donea and Huerta
(2003) and in papers dedicated to the subject (Tamma et al.,
2000, 2003; Sha et al., 2003; Zhou and Tamma, 2004). Recently,
Mansur et al. (2007) proposed a new family of time integration
methods called ExGA (Explicit Green’s Approach) in which the
Runge–Kutta and the central difference schemes were employed
to compute the Green’s function matrices.ll rights reserved.
+55 21 280 9545.Another class of schemes employed to solve time dependent
problems are those based on transformed domains, e.g., fre-
quency-domain and Laplace-domain procedures. Veletsos and
Ventura (1984, 1985) introduced a DFT-based procedure for calcu-
lating the transient response of a linear single-degree-of-freedom
system from its corresponding steady-state response to a periodic
extension of the excitation. Venancio-Filho and Claret (1991) em-
ployed the pseudo-forces approach to deal with frequency domain
non-linear single-degree-of-freedom mechanical systems in which
the Fourier transform is implicitly accomplished (implicit Fourier
transform (ImFT) procedure); Mansur et al. (2000) generalized this
implicit methodology to multi-degree-of-freedom systems. Soares
and Mansur (2003) presented the UFTD (uniﬁed frequency/time
domain) algorithm, which is a modal step-by-step explicit fre-
quency/time domain procedure that can consider frequency
dependent properties; later on, Soares and Mansur (2005a,b) ex-
tended this methodology to nodal (physical) coordinates.
Alternatively, the adoption of the Laplace method to remove the
time dependence of the governing equation subsequently using
numerical Laplace inversion techniques to yield the time-domain
solution is frequently reported in the literature. By means of the
application of the ﬁnite element spatial discretization in the La-
place domain, Tamma and Railkar (1987) described a hybrid com-
putational methodology which can be applied to non-linear
thermal stress computation; Ren and Zhang (1999) employed the
so-called hybrid Laplace transform ﬁnite element method to solve
convection–dispersion problems and Aouadi (2007) to solve elec-
tromagneto-thermoelastic problems. Beskos and colleagues in a
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Narayanan, 1983; Beskos and Michael, 1984; Beskos and Leung,
1984) analyzed the use of Laplace transform methods applied to
dynamic problems. For a review concerning advantages and disad-
vantages of many Laplace inversion algorithms in the context of
dynamic problems the reader is referred to Narayanan (1979)
and Narayanan and Beskos (1982a).
In order to take advantage of both the time integration and the
Laplace methodologies, a hybrid time-Laplace algorithm, which is
based on Green’s functions, is presented in this paper to solve
the elastodynamic equations of motion. Time domain Green’s func-
tions that transfer the problem solution from 0 to Dt are computed
in the Laplace domain and then used in a time-stepping explicit ap-
proach to carry out time integration. The Zakian’s inversion Laplace
transform scheme employed here showed to be quite effective as it
is quite cheap when compared to standard Laplace inversion algo-
rithms and leads to accurate numerical time-domain Green’s
functions.
The major advantage of the approach presented here lies in the
fact that a highly accurate algorithm is established, so that it is
more accurate than standard Laplace as well as most time integra-
tion methods. The approach employed does the Laplace inversion
only once for the ﬁrst time step with just a few terms in the
numerical Laplace inversion algorithm leading to an efﬁcient
scheme. Once the Green’s function for the ﬁrst step has been com-
puted and the time steps are kept constant, it can be used to trans-
fer the solution from any time t to t þ Dt, i.e., it can be used in a
standard ExGA procedure. Finally, at the end of the paper, three
numerical applications are analyzed, illustrating the potentialities
of the new methodology.2. Elastodynamic problems
2.1. Governing equations
LetX  Rd be a d-dimensional open bounded domain with Lips-
chitz-continuous boundary C, and let I ¼ ð0; T be the analysis time
interval with T > 0. The governing equation for elastodynamic
problems is given by the following partial differential equation:
rij;jðx; tÞ þ biðx; tÞ ¼ q€uiðx; tÞ þ f _uiðx; tÞ in X I ð1Þ
where rij;jðx; tÞ is the stress tensor, q, f stand for the mass density
and the viscous damping coefﬁcient, respectively, and biðx; tÞ de-
notes the body force. Indicial notation is being adopted, so that infe-
rior commas and over dots indicate space and time partial
derivatives, respectively. The initial conditions are given by:
uiðx;0Þ ¼ u0i ðxÞ in X ð2Þ
_uiðx;0Þ ¼ _u0i ðxÞ in X ð3Þ
and the following boundary conditions are considered here:
uiðx; tÞ ¼ uiðx; tÞ on Cu  I ð4Þ
rijðx; tÞnj ¼ tiðx; tÞ on Ct  I ð5Þ
where Cu and Ct denote non-overlapping subregions of C such that
C ¼ Cu [ Ct and Cu \ Ct ¼ ; with uiðx; tÞ and tiðx; tÞ being the pre-
scribed displacement and traction, respectively, and nj is the unit
outward component vector normal to the boundary.
In the case of an isotropic linear elastic homogeneous solid, the
relation between stress and strain is given by the Hooke’s law as
rij ¼ kdijekk þ 2leij, where k, l stand for the Lame’s constants, dij
being the Kroenecker delta ðdij ¼ 0 if i–j and dij ¼ 1 if i ¼ jÞ and eij,
the strain–displacement relations, are given by eij ¼ ðui;j þ uj;iÞ=2.2.2. Finite element formulation
Let Sht and V
h be the appropriate ﬁnite element spaces of com-
monly continuous piecewise polynomials on X, where
X ¼ [nele¼1Xe is a discretization of the domain into nel non-overlap-
ping ﬁnite elements (Hughes, 1987). The semi-discrete ﬁnite ele-
ment Galerkin formulation for linear elastodynamic problems can
be stated as: for any t 2 ½0; T ﬁnd uh 2 Sht such that for all weight-
ing functions wh 2 Vh,
wh;q€uh
 þ wh; f _uh þ a wh;uh  ¼ wh;b þ wh;t Ct
wh;uhðx;0Þ  ¼ wh;u0ðxÞ 
wh; _uhðx;0Þ  ¼ wh; _u0ðxÞ 
ð6Þ
where the standard L2 inner product deﬁnition is adopted (e.g.,
ðwh;q€uhÞ ¼ RX whi q€uhi dX) and aðwh;uhÞ ¼ RX whi;jrhij dX denotes the
bilinear operator. Moreover, uhðx; tÞ ¼PBNBðxÞuBðtÞ is the displace-
ment approximation, whðxÞ ¼PANAðxÞwA is the weighting function
assumption and NAðxÞ; NBðxÞ stand for spatial interpolation
functions.
When Eq. (6) is rewritten in an equivalent matrix form, the fol-
lowing linear system of ordinary differential equations in the time
domain arises (Bathe, 1996; Hughes, 1987; Zienkiewicz et al.,
2005):
M€UðtÞ þ C _UðtÞ þ KUðtÞ ¼ FðtÞ ð7Þ
Uð0Þ ¼ U0
_Uð0Þ ¼ _U0
ð8Þ
whereM; C; K 2 RNN are the well-known mass, damping and stiff-
ness matrices, respectively, FðtÞ 2 RN is the applied load vector,
UðtÞ; _UðtÞ; €UðtÞ 2 RN are, respectively, the displacement, velocity
and acceleration nodal vectors, and U0; _U0 are the initial displace-
ment and velocity vectors, respectively; N being the total number
of degrees of freedom.
2.3. The explicit Green’s approach
The analytical expressions for the displacement UðtÞ and veloc-
ity _UðtÞ vectors deﬁned by Eqs. (7) and (8) in terms of the problem
Green’s function are given by the following time integral expres-
sions (Soares and Mansur, 2005a,b; Mansur et al., 2007):
UðtÞ ¼ ðGðtÞCþ _GðtÞMÞUð0Þ þ GðtÞM _Uð0Þ þ
Z t
0
Gðt  sÞFðsÞds
_UðtÞ ¼ GðtÞKUð0Þ þ _GðtÞM _Uð0Þ þ
Z t
0
_Gðt  sÞFðsÞds
ð9Þ
where GðtÞ 2 RNN and _GðtÞ 2 RNN are the Green’s and its time
derivative matrices, respectively.
As a starting point for the derivation of Eq. (9), the reader is ref-
ereed to the integral equation presented by Mansur (1983). Alter-
natively, Eq. (9) can be modiﬁed taking into account the method of
undetermined coefﬁcients applied to ordinary differential equa-
tions (Boyce and DiPrima, 2001; Leung, 1985, 1986), which re-
places the convolution integral by a particular solution. Thus,
after some algebraic manipulations, Eq. (9) is rewritten as:
UðtÞ¼ ðGðtÞCþ _GðtÞMÞðUð0ÞUpð0ÞÞþGðtÞMð _Uð0Þ _Upð0ÞÞþUpðtÞ
_UðtÞ¼GðtÞKðUð0ÞUpð0ÞÞþ _GðtÞMð _Uð0Þ _Upð0ÞÞþ _UpðtÞ
ð10Þ
where UpðtÞ 2 RN is the particular solution related to the external
load vector FðtÞ (Boyce and DiPrima, 2001).
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nient to rewrite it in a step-by-step form, where the solution at
time t serves as an initial condition for the subsequent time
t þ Dt. Thus assuming t ¼ Dt into Eq. (9), the following expressions
are obtained (Soares and Mansur, 2005a,b; Mansur et al., 2007):
UtþDt ¼ðGðDtÞCþ _GðDtÞMÞUtþGðDtÞM _Utþ
Z Dt
0
GðDtsÞFðtþsÞds
_UtþDt ¼GðDtÞKUtþ _GðDtÞM _Utþ
Z Dt
0
_GðDtsÞFðtþsÞds
ð11Þ
Bearing in mind that the time step Dt is generally much smaller
than the entire analysis time, the convolution integrals of Eq. (11)
are straightforwardly approximated by the Newton-Cotes formula
(rectangle rule) as:
Z Dt
0
GðDt  sÞFðt þ sÞds  DtGðDtÞFt
Z Dt
0
_GðDt  sÞFðt þ sÞds  Dt _GðDtÞFt
ð12Þ
The above approximations may be apparently over simpliﬁed; how-
ever, it will be shown in the numerical applications its good accu-
racy for a small enough time step, which is normally used in
standard time integration methods. Improved accuracy can be
achieved for structural dynamics (and other problems where high
frequencies are of no importance, thus, larger Dt may be used)
employing linear or quadratic time interpolation for FðtÞ within a
time-step, and using standard numerical integration algorithms to
perform the convolution integrals indicated by Eq. (12). Neverthe-
less, it is important to recall that accuracy of the approximation
indicated in Eq. (12) is equivalent to that of standard DFT/FFT algo-
rithms (see Soares and Mansur, 2005a,b).
In view of Eqs. (11) and (10) can be also rewritten in a step-by-
step form, but ﬁrst it is important to specify a time shape function
for the external load vector within the time interval ½t; t þ Dt. Here,
as an example, the external load vector is assumed to be linear for
every time interval, i.e., FðtÞ ¼ Ft þ ðFtþDt  FtÞs=Dt (s ¼ t  tk being
the increase in time from the beginning of every time step tk ¼ kDt
with 0 6 s 6 Dt), which is acceptable in a great deal of cases; espe-
cially, if one considers small time steps. Therefore, other types of
loads such as exponential, sines, cosines, higher order polynomials
functions and their combinations can also be implemented, and the
reader is referred to Boyce and DiPrima (2001) for more details.
Next, regarding the type of the external load vector, the particular
solution is given by UpðtÞ ¼ u1 þ u0s, where u0 and u1 are vectors
not known a priori. Thus, inserting the particular solution UpðtÞ
into the semi-discrete equation (7) with the aforementioned type
of load vector, one can easily calculate the vectors u0 and u1 after
comparing coefﬁcients that multiply same terms. Finally, in view
of Eq. (10), the expressions for displacement and velocity vectors
in a recursive form are given by:
UtþDt ¼ðGðDtÞCþ _GðDtÞMÞðUtu1ÞþGðDtÞMð _Utu0Þþu1þu0Dt
_UtþDt ¼GðDtÞKðUtu1Þþ _GðDtÞMð _Utu0Þþu0
ð13Þ
the vectors u0 and u1 being computed as follows:
Ku0 ¼
FtþDt  Ft
Dt
Ku1 ¼ Ft  Cu0
ð14Þ
At this point, it can be noted that the key feature for obtaining accu-
rate results from Eqs. (11) and (13) is the accurate computation of
the Green’s and its time derivative matrices GðDtÞ and _GðDtÞ,respectively. Another feature concerning the difference between
Eqs. (11) and (13) which is worth mentioning at this moment is that
once the Green’s matrices have been computed, the time-marching
process of Eq. (11) is explicit in the sense that only matrix–vector
operations are carried out, whereas in Eq. (13), besides the ma-
trix–vector operations, a linear algebraic system must be solved
for every time step in order to calculate the vectors u0 and u1.
3. Numerical Green’s function
In this section, a novel hybrid time-Laplace scheme is described
in which the problem Green’s matrix is computed in the Laplace
domain by the FEM and then a Laplace inversion algorithm is em-
ployed to compute the time-domain Green’s matrix. Furthermore,
stability analysis and computational aspects are also discussed.
3.1. Laplace transform FEM formulation
The general Green’s function (or fundamental solution) for elas-
tic domains corresponds to the response of the whole body sub-
jected to an impulse suddenly applied at position x0 and at time
s in a direction ek (ek being the Euclidean basis vector for Rd),
which is mathematically represented by a concentrated load
bðx; tÞ ¼ dðx x0Þdðt  sÞek inserted into Eq. (1). Unlike the bound-
ary element method (BEM), where an inﬁnite domain is used to de-
rive the analytical Green’s function, here, the Green’s function is
assumed to obey homogeneous boundary conditions (see Eqs. (4)
and (5)) and it is numerically computed. Following the same ﬁnite
element spatial discretization procedure used in Eqs. (1)–(5), tak-
ing into account homogeneous boundary conditions (Eqs. (1)–(5))
and null initial conditions (Eqs. (2) and (3)), and observing that
ðwh;bÞ ¼ RXwh  dðx x0Þdðt  sÞek dX ¼ whðx0Þ  dðt  sÞek, the fol-
lowing semi-discrete equations in matrix form are obtained:
M€gjðtÞ þ C _gjðtÞ þ KgjðtÞ ¼ 1jdðt  0Þ; j ¼ 1;2; . . . ;N ð15Þ
gjð0Þ ¼ 0
_gjð0Þ ¼ 0
ð16Þ
where dðt  0Þ is the Dirac delta function applied at s ¼ 0, and 1j is a
unit base vector, i.e., 1ij ¼ dij. Notice that the full Green’s matrix is
arranged as GðtÞ ¼ ðg1ðtÞ;g2ðtÞ; . . . ; gjðtÞ; . . . ;gNðtÞÞ, so that
gjðtÞ 2 RN denotes the Green’s vector, which is the response due
to a unit concentrated load applied at the jth degree of freedom
of the FE mesh with nodal coordinates x0.
To remove the time dependency, Laplace transform is applied to
both sides of the semi-discrete equation (15). Taking into account
the initial conditions 16, the Laplace transform of the vectors
gjðtÞ; _gjðtÞ; €gjðtÞ and 1jdðt  0Þ are deﬁned as follows:
L½gjðtÞ ¼ gjðsÞ ¼
Z 1
0
gjðtÞest dt; ReðsÞ > 0
L½ _gjðtÞ ¼ sgjðsÞ  gjð0Þ ¼ sgjðsÞ
L½€gjðtÞ ¼ s2gjðsÞ  sgjð0Þ  _gjð0Þ ¼ s2gjðsÞ
L½1jdðt  0Þ ¼
Z 1
0
1jdðt  sÞest dtjs¼0 ¼ 1j
ð17Þ
After substituting Eq. (17) into Eq. (15), one ﬁnally obtains:
ðMs2 þ Csþ KÞgjðsÞ ¼ 1j; j ¼ 1;2; . . . ;N ð18Þ
Next, in order to calculate numerically the Green’s vectors at time
t ¼ Dt an inversion algorithm must be selected. It is important to
emphasize that an adequate choice of the numerical Laplace inver-
sion technique plays a fundamental role in the analysis. The litera-
ture reports great deal of algorithms (see, for instance, Cohen, 2007;
Davies and Martin, 1979; Narayanan and Beskos, 1982a), each of
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Fig. 1. Spectral radii comparison for n ¼ 0:0 considering the ExGA–Zakianm,n for different values ofm and n, Newmark (NW) for c ¼ 0:5; b ¼ 0:25, Fast Matrix Exponent (FME)
and sub-stepping Newmark for c ¼ 0:5; b ¼ 0:25 with three (NW3) and four (NW4) real sub-steps as well as three (CNW3) and four (CNW4) complex sub-steps methods.
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ure of the physical problem to be solved. For the purpose of this
work, the Zakian’s method is selected due to the fact that it is easy
to program and computationally more effective when compared to
other inversion algorithms such as those based on Fourier trans-
form. Considering an even number n, the Green’s vector in the time
domain is computed by the Zakian algorithm as follows (Zakian,
1969; Zakian and Edwards, 1978):
gjðtÞ ¼
2
t
Xn=2
i¼1
Re kigj
ai
t
 n o
ð19Þa/2
b
(b) 
(a) 
y
x
p(t)
a
b
A
Fig. 2. Simply supported deep beam: (a) geometry and boundary cowhere the constants ki and ai are complex numbers and their val-
ues are computed based upon two free parameters m and n such
that 0 6 m < n as described in a concise manner by Zakian and Ed-
wards (1978). Note that the Green’s matrix derivative given by
_GðtÞ ¼ ð _g1ðtÞ; _g2ðtÞ; . . . ; _gjðtÞ; . . . ; _gNðtÞÞ is computed taking into ac-
count the second expression of Eq. (17).
Since Green’s matrices GðDtÞ and _GðDtÞ are explicitly computed
adopting the above numerical Laplace inversion scheme and after
that Eqs. (11) or (13) is used to perform the time-marching process,
the hybrid resultant methods are named ExGA–Zakianm,n for Eq.
(11) and ExGAp–Zakianm,n (‘‘p” meaning particular solution) for(c) 
nditions; (b) ﬁnite element model; and (c) ﬁnite element mesh.
F.S. Loureiro, W.J. Mansur / International Journal of Solids and Structures 46 (2009) 3093–3102 3097Eq. (13). Finally, it is necessary to investigate how the free param-
eters m and n are selected in order to achieve reliable results; in
the next sub-section a concrete guideline for choosing the free
parameters m and n is provided.
3.2. Stability analysis and computational issues
To determine the correct values for the free parametersm and n
that areusedby the Laplace inversionalgorithm(Eq. (19)), a stability
analysis is carried out. As usually reported in the literature, the fol-
lowing single-degree-of-freedom(SDOF)model equationoriginated
from Eq. (7) after applying the modal decomposition can be em-
ployed (Bathe, 1996; Hughes, 1987; Zienkiewicz et al., 2005):
€uðtÞ þ 2nx _uðtÞ þx2uðtÞ ¼ f ðtÞ ð20Þ0 20 40
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Fig. 3. Comparison of vertical displacement time-history at point A(0,0) adopting the N
Zakian1,2 and ExGAp–Zakian1,2 schemes with Dt ¼ 0:05 s and the Zakian1,2 algorithm; (b
Dt ¼ 4 s and the Zakian3,4 algorithm.where x; n and f ðtÞ are, respectively, the natural frequency of the
model, the damping ratio and the external excitation. Applying
the proposed procedure deﬁned by Eqs. (11) or (13) to Eq. (20),
the numerical solution at any time, say tk ¼ kDt, can be written as
follows:
XkDt ¼ AkX0 þ Ak1L0 þ Ak2LDt þ    þ Lðk1ÞDt ð21Þ
where X ¼ ðukDt ; _ukDtÞT and
A ¼ 2nxgðDtÞ þ _gðDtÞ gðDtÞx2gðDtÞ _gðDtÞ
 
ð22Þ
in which A and L stand for the ampliﬁcation matrix and the load
operator vector, respectively. Notice that the ampliﬁcation matrix
concerning Eq. (11) is equal to that of Eq. (13), but the load operator
vector is different.60 80 100
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Fig. 4. Strip subjected to pure tension: (a) geometry and boundary conditions; (b)
ﬁnite element mesh.
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without a bound as k increases, it is necessary to guarantee that
qðAÞ 6 1, where qðAÞ ¼max jk1;2j, k1;2 being eingenvalues, solution
of the eigenvalue problem Av ¼ kv (Bathe, 1996; Hughes, 1987). If
qðAÞ 6 1 for all the frequency range, the method is said to be
unconditionally stable, otherwise it is only conditionally stable.
Furthermore, in order to reduce (or eliminate) the spurious (non-
physical) oscillations that sometimes occur due to excitation of
spatially unresolved modes, it is desirable that the scheme pos-
sesses the properties limxDt!1qðAÞ ¼ 0 (referred to as asymptotic
annihilation (Hulbert, 1994)) for dissipating the high-frequency
modes. At the same time, it is very important that such scheme
does not introduce too much numerical dissipation for the impor-
tant low-modes.
Fig. 1 compares spectral radii for an undamped model ðn ¼ 0Þ
considering the ExGA–Zakianm,n, Newmark (Bathe, 1996), Fast
Matrix Exponent (Leung, 2001) and sub-stepping Newmark
(Fung, 1997) methods. It can be seen that the proposed scheme
for some values of m and n, the Newmark as well as the sub-
stepping Newmark methods are unconditionally stable, while
the Fast Matrix Exponent is only conditionally stable. One should
observe that inappropriate selection of the free parameter m and
n of the present formulation leads to conditionally stable meth-
ods as the case with m ¼ 0 and n ¼ 4. Clearly, the spectral radius
of the sub-stepping Newmark method with four real and com-
plex sub-steps (NW4, CNW4) is the same as that of the New-
mark (NW) one; likewise, the ExGA–Zakian1,2 scheme and the
sub-stepping Newmark method with three complex sub-steps
(CNW3) are spectrally equivalent. Differently from the spectral
radius of the Newmark (NW) scheme and the sub-stepping New-
mark method with four real and complex sub-steps (NW4,
CNW4) in which the high-frequency modes are not damped
out, both the proposed hybrid method with the correct selection
of the free parameter m and n to yield unconditionally stable
schemes and the sub-stepping Newmark method with three
complex sub-steps (CNW3) have the advantage of dissipating
the higher modes. However, in the ExGA–Zakianm,n method, the
amount of numerical dissipation of the low-modes can be
straightforwardly controlled by just increasing the free parame-
ters m and n or else by reducing Dt.
Within the following numerical applications, a comparison be-
tween the present hybrid method and the Zakian algorithm con-
cerning accuracy is made. It will be shown that the Zakian’s
method provides good results only for very small times and fails
for large ones. As a consequence, the success of the present formu-
lation lies in the fact that only Green’s functions at the ﬁrst time
step must be computed by the Zakian algorithm, leading to accu-
rate numerical time-domain Green’s functions. From a computa-
tional point of view, it is worth stressing that the ExGA method
is computationally more efﬁcient and requires less CPU time than
the standard Zakian algorithm. Indeed, in the Zakian algorithm,
solutions of complex linear algebraic system must be carried out
at every time, the use of complex arithmetic operations leads to
additional storage and substantial increase in the computational
time. On the other hand, in the ExGA–Zakianm,n (Eq. (11)) and Ex-
GAp–Zakianm,n (Eq. (13)) methods, complex arithmetic operations
are only used for computing the Green’s matrices at the ﬁrst time
step; afterwards, real arithmetic operations are carried out. As
mentioned previously the difference between these two ExGA ap-
proaches regards the fact that in the former only matrix–vectors
operations are carried out while in the later a solution of a linear
algebraic system of equations is employed to calculate the vectors
u0 and u1. Moreover, since the matrices M, C and K that are origi-
nated from the Bobnov–Galerkin formulation are symmetric, it can
be shown from Eq. (19) that the Green’s matrices are also symmet-
ric. Hence, only the upper portion of the Green’s matricesGðDtÞ and _GðDtÞ must be computed leading to a great reduction
in CPU time and storage area.
In what follows, comparison of computational requirements for
the ExGA–Zakianm,n, sub-stepping Newmark and Fast Matrix Expo-
nent methods are brieﬂy discussed. In the Fast Matrix Exponent
scheme, the second order differential equation of motion is trans-
formed into an equivalent ﬁrst order system, doubling the size of
the matrices; furthermore, a matrix mass inversion needs also to
be performed. Then, considering a sufﬁciently small time step to
ensure stability (see Fig. 1), the exponential matrix is numerically
approximated and recursively evaluated 2k; k ¼ 0;1; . . . times to
enhance the accuracy. Conversely, in the present method, neither
the ﬁrst order system transformation nor the inversion of the mass
matrix is required. Regarding the sub-stepping Newmark method,
the standard Newmark method is employed to evaluate the sub-
steps at each time step and as some of the sub-steps are complex
numbers, the computational effort is increased. Whereas in the
present formulation complex arithmetic operations are only em-
ployed in the numerical Green’s function computation for the ﬁrst
time step; afterwards, real arithmetic operations are used as al-
ready mentioned.
Another advantage of the proposed method over the Zakian
algorithm lies in the fact that only a few terms for the free param-
eters m and n are necessary in order to achieve highly accurate re-
sults as will be shown in the next section. A point to be stressed
here regards the way that each method deals with the external
load vector in the computations. In many engineering applications,
the external load vector is given by complicated functions or by
discrete points; and thus, a direct numerical Laplace transform of
the external load must be used in the Laplace technique, leading
to an increase in the computational time as pointed out by Naraya-
nan and Beskos (1982a). Whereas in the present approach no addi-
tional cost is required since the external load is taken into account
directly in the time domain (see Eqs. (12) and (14)). Furthermore, it
will be shown that the ExGAp–Zakianm,n method permits the use of
large time steps. Therewith, in many cases, the ExGAp–Zakianm,n
methodmay be more efﬁcient than the traditional Newmark meth-
od; especially, if one considers large time steps and long periods of
time.
F.S. Loureiro, W.J. Mansur / International Journal of Solids and Structures 46 (2009) 3093–3102 30994. Numerical applications
Three numerical examples are presented is this section in order
to demonstrate the high accuracy of the present method. In all
examples, numerical solutions of the proposed approach consider-
ing the convolution integral as well as the particular solution are
compared with those of the standard Newmark (trapezoidal rule)
method and analytical solutions when available.
4.1. Simply supported deep beam
This plane stress example consists of a simply supported deep
beam with dimensions a ¼ 24m (length), b ¼ 16m (height) and
h ¼ 1m (thickness) submitted to a Heaviside-type uniform load0.000 0.025
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Fig. 5. Comparison of numerical solutions considering the Newmark ðc ¼ 0:5; b ¼ 0:2
Zakian1,2 algorithm: (a) displacement time-history at points A(1,4) and B(1,2); (b) strespðtÞ ¼ pHðt  0Þ with p ¼ 0:01 N=m2 as depicted in Fig. 2(a). Due
to the symmetry, only half of the beam is modeled by the FEM as
shown in Fig. 2(b) and a mesh composed of 200 four-node quadri-
lateral ﬁnite elements is adopted as illustrated in Fig. 2(c). The
material properties of the beam are: E ¼ 100 N=m2 (Young’s mod-
ulus), m ¼ 1=3 (Poisson’s ratio) and q ¼ 1:5kg=m3 (mass density).
Analyzing Fig. 3(a) and taking the Newmark solution with
Dt ¼ 0:05 s as a reference, it can be seen that reliable results are
furnished by the ExGA–Zakian1,2 and ExGAp–Zakian1,2 methods
for Dt ¼ 0:05 s, while the Zakian1,2 scheme fails completely in pre-
dicting the solution. In order to show the high accuracy of the pres-
ent methodology, the time step is increased from Dt ¼ 0:05 s to
Dt ¼ 4 s and the numerical results are plotted in Fig. 3(b). As one
can observe, increasing the values of the free parameters m and0.050 0.075 0.100
ime (s)
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Fig. 6. Perforated plate: (a) geometry and boundary conditions; (b) ﬁnite element model; and (c) ﬁnite element mesh.
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rithm; however, it only predicts correctly early time results. On
the other hand, the numerical solution of the ExGAp–Zakian3,4
method is in a very good agreement with that of the reference
Newmark method. Moreover, it is clearly seen that the ExGA–Zaki-
an3,4 and the Newmark methods with Dt ¼ 4 s do not give accurate
enough results; however, it is very important to point out the error
source from both methods. Before proceeding, it is important to
observe that as the ampliﬁcation matrix appears as a power of
the number of time steps k and the load operator vector appears
linearly as one can see in Eq. (21), the error caused by the ampliﬁ-
cation matrix grows indeﬁnitely with the increase of the number of
time steps, whereas the error of the load operator vector remains
constant. Referring to Fig. 3(b), it can be concluded that the numer-
ical error of the Newmark method with Dt ¼ 4 s is caused by its
ampliﬁcation matrix since the error increases very rapidly during
time integration. On the other hand, the error of ExGA–Zakian3,4
method remains constant during the entire time integration pro-
cess implying that its ampliﬁcation matrix or, in other words, the
matrices GðDtÞ and _GðDtÞ are accurately computed, but the same,
however, does not hold for the load operator (i.e., the convolution
integrals approximation). Accurate results for Dt ¼ 4 s using the
ExGA–Zakian3,4 method can also be obtained as long as one em-
ploys sub-steps (see Mansur et al., 2007). However, if sub-steps
are employed, the computation of Green’s matrices at time steps
smaller than Dt is required.
4.2. Strip subjected to pure tension
This plane strain example consists of a rectangular strip with
dimensions a ¼ 2m (length) and b ¼ 4m (height) submitted to a
Heaviside-type uniform load f ðtÞ ¼ Hðt  0Þ as depicted in
Fig. 4(a). Fig. 4(b) shows the ﬁnite element mesh adopted with
800 four-node quadrilateral elements; the time step employed is
Dt ¼ 5:0 104 s. The material properties are as follows:
E ¼ 105 N=m2 (Young’s modulus), m ¼ 0:25 (Poisson’s ratio) and
q ¼ 1kg=m3 (mass density).It is well known that this example is considered, from a numer-
ical point of view, very severe and it is widely used in the literature
(see Mansur, 1983; Dominguez, 1993) to test the robustness of
new methodologies. It can be seen from Fig. 5 that both displace-
ment and stress numerical solutions of the Zakian1,2 algorithm fail
completely. Although the displacement solution obtained by the
Newmark method gives a good picture of the solution, one can ob-
serve that severe oscillations are encountered in the stress solu-
tion, which, on the other hand, is discontinuous. In fact, these
oscillations are expected since the spectral radius of Newmark
method remains constant and equal to the unity for all the fre-
quency range, and thus, it is not capable of damping out spurious
higher modes as commented previously. Meanwhile, it can also
be observed that solutions of the Newmark method deteriorate
during the time integration process revealing that a small time
step should be used.
Analyzing Fig. 5(a), it is seen that displacement solutions of the
ExGA–Zakian1,2 and ExGAp–Zakian1,2 methods are very accurate
and reliable, but a careful analysis shows that the response of the
ExGAp–Zakian1,2 method is slightly better than that of the ExGA–
Zakian1,2 method. Moreover, as the ExGA–Zakian1,2 or ExGAp–Zaki-
an1,2 methods are capable of damping out the spurious higher
modes due to their asymptotic annihilation spectral radius, only
small oscillations in the vicinity of the stress discontinuities are ob-
served indicating that they are quite well captured as one can see
in Fig. 5(b).
4.3. Perforated plate
This example deals with a perforated plate under plane stress
condition with dimensions a ¼ 36 cm (length), b ¼ 20 cm (height),
d ¼ 10 cm(diameter) andh ¼ 1 cm(thickness) submitted to aHeav-
iside-type uniform load pðtÞ ¼ pHðt  0Þwith p ¼ 7500 N=m2 as de-
picted in Fig. 6(a). Due to the symmetry, only the upper right
quadrant of the plate is modeled by the FEM as shown in Fig. 6(b)
andameshcomposedof 808 four-nodequadrilateral ﬁnite elements
is adopted as illustrated in Fig. 6(c). The material properties of the
F.S. Loureiro, W.J. Mansur / International Journal of Solids and Structures 46 (2009) 3093–3102 3101plate are: E ¼ 21 106 N=m2 (Young’s modulus), m ¼ 0:3 (Poisson’s
ratio) and q ¼ 0:00785 kg=cm3 (mass density).
In Fig. 7 displacement time-histories at point A(0,5) considering
the proposed procedure and the Zakianm,n algorithms are plotted
and compared with a reference solution furnished by the Newmark
method with Dt ¼ 4 106 s. As one can observe in Fig. 7(a), the
correct displacement results are hardly obtained by the Zakianm,n
algorithms. Actually, raising the values of free parameters m and
n only guarantee good results at the early time, whereas inaccurate
results are achieved as time increases. On the other hand, analyz-
ing Fig. 7(b) it is seen an excellent agreement between the
ExGA–Zakian1,2 with Dt ¼ 4:0 106 s and the reference Newmark
solutions (although not depicted in Fig. 7(b); accurate solution is
also provided by the ExGAp–Zakian1,2 method with
Dt ¼ 4:0 106 s as expected). Next, when the time step is in-
creased to Dt ¼ 4:0 104 s (notice that the time step size is now
100 times greater than the previous one), the ExGAp–Zakian3,40.000 0.002 0.004
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Fig. 7. Comparison of vertical displacement time-history at point A(0,5) adopting the N
Zakianm,n algorithms adopting different values of the free parameters m and n; (b) ExGA
schemes with Dt ¼ 4:0 104 s.method still gives very accurate results, while the numerical re-
sponse of the ExGA–Zakian3,4 method does not. Clearly, the com-
putational cost of the Zakianm,n algorithms is much higher than
that of the present methodology since greater values of free
parameters m and n are required and accurate results are not as-
sured, whereas in the ExGA–Zakianm,n or ExGAp–Zakianm,n meth-
ods just a few terms m and n are sufﬁcient to achieve reliable
and accurate results.
In the foregoing analyses it was observed that the proposed
methodology adopting the particular solution gave very accurate
results even when very large time steps are used. However, in most
engineering applications, one will often have complicated func-
tions for the external load such that the particular solution
assumption presented by Eq. (13) in a time interval could be inap-
propriate for large time steps. Therefore, it may be necessary to
employ different particular solutions for each time step so that
the external load is well represented. Thus, an adaptive strategy,0.006 0.008 0.010
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 Zakian15,16
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ewmark’s solution ðc ¼ 0:5; b ¼ 0:25Þ with Dt ¼ 4:0 106 s as the reference: (a)
–Zakian1,2 method with Dt ¼ 4:0 106 s and ExGA–Zakian3,4 and ExGAp–Zakian3,4
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be straightforwardly developed.
5. Conclusions
A new hybrid time-Laplace FEM method has been developed in
this paper to model numerically elastodynamic problems. An ana-
lytical recursive integral equation that utilizes Green’s function to
integrate on time was employed. After the use of the FEM for spa-
tial discretization, the Green’s matrices GðDtÞ and _GðDtÞ are com-
puted in the Laplace transform domain with a subsequent
numerical Laplace inversion to obtain time-domain solutions.
Some advantages of the proposed methodology, i.e., the ExGA–
Zakianm,n and the ExGAp–Zakianm,n methods in comparison to the
traditional Laplace technique were highlighted: First, accurate
and reliable results are achieved; second, only a few values of
the free parameters m and n are required and their values are con-
cisely selected by means of the stability analysis of a SDOF model
and ﬁnally, the numerical applications showed the versatility, gen-
erality and computational efﬁciency of the ExGA–Zakianm,n and the
ExGAp–Zakianm,n methods.
It can be concluded from the numerical examples that although
the convolution integral approximation adopted here seems to be
apparently over simpliﬁed, good results are obtained when a small
time step is used. In practice, the time step size can be chosen the
same as that of standard time integration schemes, e.g., Newmark,
Houbolt, Wilson-h, etc. On the other hand, the alternative proce-
dure where the convolution integral is replaced by a particular
solution leads to accurate numerical solutions even for large time
steps. In fact, the time step restriction is related only to errors in
the approximation of the load. Thus, the developments reported
in this paper suggest that it is possible to derive new methodolo-
gies using the ExGA method, and of course, more efﬁcient schemes
should still be sought.
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