Dynamics Of Epistasis From Duplicate Genes To Genome-Wide Networks by Xu, Lin
 DYNAMICS OF EPISTASIS FROM DUPLICATE GENES TO GENOME-WIDE 
NETWORKS 
 
 
 
 
 
 
 
A Dissertation 
Presented to the Faculty of the Graduate School 
of Cornell University 
In Partial Fulfillment of the Requirements for the Degree of 
Doctor of Philosophy 
 
 
 
 
 
 
by 
Lin Xu 
January 2012 
 
 
  
 
 
 
 
 
 
 
 
 
 
© 2012 Lin Xu
  
DYNAMICS OF EPISTASIS FROM DUPLICATE GENES TO GENOME-WIDE 
NETWORKS 
 
Lin Xu, Ph. D. 
Cornell University 2012 
 
Epistasis refers to the phenomenon that phenotypic consequences caused by mutation of one gene 
depend on one or more mutations at another gene. Epistasis is critical for understanding many 
genetic and evolutionary processes, including pathway organization, evolution of sexual 
reproduction, mutational load, ploidy, genomic complexity, speciation and the origin of life. 
However, the epistatic dynamics in biological systems under various internal and external 
perturbations are largely unknown. In this study, I firstly focused on exploring dynamics of 
epistasis between duplicate genes. I then investigated the properties of global epistatic networks 
under different traits. Finally I examined the dynamic changes of epistatic relations among genes 
under genetic and environmental perturbations. 
 
I started my research by investigating the transcriptional dynamics of duplicate genes with 
negative epistasis under external perturbations. We found an interesting design principle that two 
epistatically interacting duplicate genes can acquire a fitness advantage under fluctuating 
environmental perturbations by achieving maximum expression levels asynchronously. Soon after 
finishing this project, instead of focusing on epistatic relations between duplicate genes, we 
analyzed a high-throughput experimental dataset investigating epistatic interactions among ~4,000 
genes in baker’s yeast, Saccharomyces cerevisiae. We showed that epistasis is prevalent (~13% 
 
 increase from the random expectations) and displays modular architecture among genes that 
underlie the same growth traits. More interestingly, our results indicate that hub genes responsible 
for the same growth traits tend to link epistatically with each other more frequently than random 
expectation.  
 
When conducting these projects, we realized that few studies have examined the genome-wide 
dynamics of epistatic relations under different genetic and environmental perturbations, which 
might be due to limitations in screening epistatic relations for multiple mutants of the same genes 
or multiple environmental conditions under the current high-throughput experimental platforms. 
We addressed this issue theoretically by using Flux Balance Analysis (FBA), which involves the 
optimization of cellular objective functions and allows prediction of in silico flux values and/or 
growth. A series of unique properties of epistatic dynamics under various genetic and 
environmental perturbations have been revealed in our FBA simulations, and some of them are 
highly consistent with previous experimental studies. 
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 1. 1. Epistasis in biological systems 
 
Epistasis between two deleterious mutations is positive when a double mutant causes a weaker 
mutational defect than predicted from individual deleterious mutations, and is negative when it 
causes a stronger defect (1, 2). As shown in Figure 1.1, positive and negative epistasis could be 
identified by comparing the expected and observed fitness values for the double mutants. 
 
Epistasis has long been recognized as fundamentally important in understanding many genetic 
and evolutionary processes. For example, since epistasis is important in modifying the 
relationship between genotype and phenotype, illustrating epistasis underlying growth traits is 
essential for genetic mapping studies. Facilitated by the development of large-scale genotyping 
platforms, genome wide association studies (GWAS) have been widely used to identify candidate 
loci that might be causal for growth traits in various organisms, including human diseases. 
Although it is encouraging in identifying the risk loci underlying various complex diseases, 
GWAS is criticized by its low power in explaining a large proportion of heritability (3-5). Its 
utility in uncovering the genetic causes of complex diseases is questioned. Multiple reasons, one 
of which is epistasis among functionally related genes, were proposed to explain why the GWAS 
strategy can only explain a small amount of heritability in the experimental data (5). Therefore, 
illustrating the epistatic architecture underlying growth traits might lead to more efficient genetic 
mapping methods in identifying genetic factors that are responsible for phenotypic differences. 
 
Besides the genetic mapping studies, it is also well established that epistasis is important for  
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Figure 1.1. A graphical representation of how epistatic interactions are inferred from a 
measurable single and double mutant fitness. (A) Positive epistatic interactions: Positive 
deviations from the value expected from the multiplicative model are scored as positive epistasis. 
In the figure, wild-type fitness is defined as 1. The fitness of two single mutants is 0.8 (single 
mutant A) and 0.7 (single mutant B), respectively. The expected fitness of the AB double mutant 
based on a multiplicative model would therefore be 0.56. The fitness of the observed AB double 
mutant is greater than expected (0.75); (B) Negative epistatic interactions: negative deviations 
from the value expected from the multiplicative model are scored as negative epistasis. The 
values for the single mutants are the same. However, the fitness of the observed AB double 
mutant is smaller than expected (0.4).  
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 genomic complexity, mutational load, evolution of sex, speciation, and drug interactions (6-12). 
In addition, studies on epistasis at the genome level (epistatic interaction network, also called 
genetic interaction network) is getting more attention recently due to technological progress 
(reviewed in ref. 1 and 2). In the following sections, I am going to review the recent progress on 
studies of epistatic dynamics from duplicate genes to global epistatic interaction networks. 
 
1. 2. Epistasis, genetic robustness and duplicate genes 
One of the central tasks of genetics is to understand the origin and evolution of genetic 
robustness, and its relations to negative epistasis (4). Since duplicate genes have identical DNA 
sequences when they are produced and therefore have strong negative epistasis between each 
other, they are frequently used as an important resource to study the evolution of negative 
epistasis and genetic robustness (13-17). Recent progress in high-throughput approaches makes it 
possible to investigate the negative epistatic relations between duplicate genes by carrying out 
phenotypic analysis in null or conditional mutant alleles of duplicate genes on a genomic scale. 
Specifically, deletion libraries for model organisms like the budding yeast, Saccharomyces 
cerevisiae, and the RNAi-based screening in metazoans have greatly facilitated efforts to define 
epistatic relationship between duplicate genes (18-21). 
 
The most surprising property revealed by systematical evaluation on the phenotypic 
consequences of gene loss is that most of gene disruptions seem not to be essential for viability 
(18-21). In yeast S. cerevisiae, ~80% of gene deletions have little or no detectable effect on 
5 
 growth in rich media (18, 19). This number is ~90% in E. coli (22) and C. elegans (23). These 
facts highlight genetic robustness as one of the key properties in the biological system (24), 
which has been the subject of considerable interest (13, 19, 25-28).  
 
In a pioneer work, Wagner (25) proposed two different mechanisms that are responsible for the 
genetic robustness: (a) genes have redundant paralogs, and mutations in one copy can be 
compensated by the other copy; (b) alternative pathways (non-duplicate genes), which function 
in a parallel fashion, could partially maintain the original functions when having malfunctions in 
one of them. Using genome-wide fitness assays of ~6,000 single deletion mutants in yeast S. 
cerevisiae (20), Gu et al (13) has shown that the existence of a paralog elsewhere in the genome 
significantly increases the chance that deletion of a given gene has little effect on growth in yeast 
S. cerevisiae, which provided the first genome-wide evidence to prove that the first mechanism is 
partially responsible for high proportion of dispensability for gene disruption. Following that, 
several independent genome-wide studies that compared fitness of double mutants for duplicates 
genes with that of single mutants further confirmed the conclusion in Gu et al (13) and supported 
the conclusion that the genome-wide excess dispensability among duplicates is partially due to 
backup compensation (14-17). The ability for duplicate genes to compensate each other’s genetic 
mutations has also been shown in other species, such C. elegans (29, 30) and human (17). All 
these studies indicate that duplicate genes with negative epistasis play an important role in 
regulating global robustness of the biological systems. 
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 1. 3. Epistatic and physical interaction networks 
Epistatic interaction network represents a network graph in which nodes are genes and edges are 
epistatic interactions, which was generated from a high-throughput experimental study (32). 
Complex epistatic interactions among more than 2 genes have not been experimentally measured 
in this study. Since epistatic interactions usually infer functional associations among genes (31, 
32), it is expected that genes connected by epistatic interactions in such a network would confer 
relevant biological functions. Figure 1.2 displays two examples that we found in which epistatic 
interactions link different genes that execute specific biological functions. In the first case (Fig. 
1.2A), the tryptophan permease TAT2, which is responsible for transporting extracellular amino 
acid tryptophan into cells, and the tryptophan biosynthesis module (ARO1, ARO2, TRP3, TRP4) 
could genetically compensate each other and therefore are closely connected by epistatic 
interactions. In the second case (Fig. 1.2B), protein modification genes UBP3 and BRE5 form a 
de-ubiquitination complex to cleave ubiquitin from many proteins to rescue biosynthesis (33). 
The SWR1 complex (SWC3, SWC5, SWR1, SWC2, ARP6) is known to be able to activate 
expression of many genes by remodeling chromatin structure (34). Genetic interactions closely 
connect these two functional modules. These individual cases prompted us to speculate whether 
genetic interaction networks have unique topologies that are important in maintaining organism 
genetic robustness. 
 
There are two major components in a cellular system: genetic information and genes that conduct 
and transfer the information. Correspondingly genes (or their encoded proteins) in the cellular  
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Figure 1.2. Individual cases for epistatic interactions that have real biological functions. Blue 
broken lines represent  epistatic interactions. The lines terminated in arrowheads denote positive 
regulation, and the lines terminated in bars denote repression. Genes in the same shade are in the 
same functional module and genes with the same color function in the same pathways. 
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 network are simultaneously linked by two kinds of interactions. On one hand, physical 
interaction networks, including the ones formed by protein-protein interaction, transcriptional 
regulatory interaction and metabolic interaction, dictate the architecture of a cell and play 
essential roles for executing genetic information. On the other hand, epistatic interactions focus 
on functional relationships between genes. Recent studies revealed that all physical interaction 
cellular networks share a unique topology in which the linkages among network hubs are 
systematically suppressed (35-38). How genes themselves are functionally associated in the 
cellular network, however, remains an unsolved issue. This is particularly intriguing in the light 
that disassortative topology can cause network to be fragile under perturbations (38-40), but 
biological systems are generally stable in face of heritable perturbations (41, 42).  
 
Since the major biological role of physical interaction networks is to form concrete protein 
complexes, transcriptional circuits or metabolic pathway that are essential for biological signal 
transduction, disassortative topology that decrease the likelihood of crosstalk between different 
functional modules would provide a selective advantage to maintain the accuracy of biological 
signals (35). It was also proposed that the disassortative topology can localize effects of 
deleterious perturbation, which might increase genetic robustness. However, when we explored 
the organization principle of epistasis from a network perspective, we uncovered a unique 
architecture of preferential attachment to network hubs (Fig. 3.5), which is the opposite to the 
case of topologies of physical interaction networks. Moreover, as the architecture of physical 
interaction networks is important in preventing signal crosstalk, our results further indicate that 
10 
 physical and genetic interaction networks could evolve unique – and in regard to gene 
relationships, even diametric – topologies to adapt to their biological roles and function in a 
cooperative manner. 
 
Figure 1.3 shows a concrete example in the real cellular network and elucidates the topological 
discrepancy between physical and genetic interaction networks. Five hub genes in both physical 
and epistatic interaction networks are involved in major functional modules that are responsible 
for stress response (GET3, MGA2 and RVS167) and peroxisome biogenesis (SNF4 and PEX29). 
Interestingly, a significant suppression of physical interactions among these genes (indeed no 
physical interactions) is observed. In contrast, these hub genes frequently link to each other by 
epistatic interactions, a feature that is consistent with the assortative topology in the epistatic 
interaction network. 
 
1. 4. Epistatic dynamics under genetic and environmental perturbations 
Previous experimental studies with a small number of genes have confirmed that the sign and 
magnitude of epistasis could vary under genetic and environmental perturbations (e.g. ref. 43). 
However, how epistatic interaction networks change under varying genetic and environmental 
perturbations are largely unknown. 
 
Recently, considerable efforts have been put into the genome-wide measurements on the sign 
and magnitude of epistasis (31, 32, 44-58). A series of new high-throughput experimental  
11 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.3. A concrete example of the topological discrepancy between physical (solid lines) and 
epistatic interactions (broken lines). Genes with the same color function in the same modules. 
For clarity, only epistatic interactions linking the hub genes are depicted.  
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 platforms have been developed, such as synthetic genetic array (SGA) (31, 32), diploid-based 
synthetic lethality analysis with microarrays (dSLAM) (44), synthetic dosage-suppression and 
lethality screen (45-47) and epistatic miniarray profiles (EMAP) (48-50). In addition, 
genome-wide measurements on epistasis have been applied to various species (51-58). 
 
A key issue for all these experiments is that the measurements of epistatic relations were mostly 
based on one mutant type for each gene and only under normal laboratory condition. Few studies 
constructed multiple mutants for single genes and examined the dynamics of epistatic relations 
among genes under multiple environmental perturbations. This situation is largely due to the lack 
of comprehensive collections of multiple mutants for the same genes and capability to conduct 
high-throughput experiments under a variety of distinct environmental conditions. More 
importantly, for genetic perturbations, even if the collections of a variety of genetic mutants are 
available, the enormous number of experiments for constructing double mutants and assaying 
fitness are still huge obstacles. The similar issue for examining epistatic dynamics under a large 
number of environmental perturbations also exists. As a consequence, the global landscape of 
epistasis under varying genetic and environmental perturbations remains largely uninvestigated. 
 
1. 5. FBA predictions on global epistatic landscape 
Given the importance of exploring global epistatic dynamics under genetic and environmental 
perturbations and the limitations for current experimental platforms, it is therefore necessary to 
develop the simulation technology for predicting and studying the global pattern of epistasis both 
14 
 among various types of genetic mutants and under multiple distinct environmental perturbations. 
 
Flux balance analysis (FBA) is a widely used approach for predicting growth rates of single and 
double mutants, as well as assessing epistatic relations among genes in the past decade (59-70). 
Based on a metabolic network that contain the known genes and reactions in an organism, FBA 
calculates the flow of metabolites through this metabolic network, thereby making it possible to 
predict the growth rate of an organism (71-73). In addition, FBA can be used to perform 
simulations under a variety of genetic and environmental perturbations by altering the constraints 
in a model, which provides a suitable mathematical framework for our purpose. The basic 
equations are shown as follows: 
 
 
 
 
 
 
 
 
 
 
 
 
               
 
S represents a numerical matrix, in which rows and columns correspond to metabolites and 
reactions in the reconstructed network respectively. v is the reaction flux with upper and lower 
bounds vub and vlb respectively. Multiplying the stoichiometric matrix S by the flux vector v 
15 
 equals to the concentration change over time (dx/dt) (73). At steady state, the flux through each 
reaction is given by Sv = 0, which defines a system of linear equations (73). FBA allows us to 
simulate a variety of genetic perturbations on an enzyme by constraining the fluxes 
corresponding to that enzyme. For example, if we want to simulate a deletion mutant of one 
enzyme, we can constrain its flux to be zero.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
16 
 Conclusion: Epistasis represents an interesting research topic in the evolutionary field. I started 
my research by investigating the transcriptional dynamics of duplicate genes with negative 
epistasis under external perturbations. My research was later expanded to investigate the 
architecture of epistasis underlying specific traits. These experiences prompted me to further use 
FBA simulation to investigate how epistasis dynamically changes among genes under various 
genetic and environmental perturbations. Results in my researches have revealed several 
interesting properties for the distribution and dynamics of epistasis at the genome level, and call 
on further experimental effort to confirm these predictions. The evolutionary implications of my 
researches will also be discussed in each chapter.  
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 2. 1. Summary 
Organisms evolve in natural environments replete with changing stimuli. Understanding how 
organisms adapt to fluctuating environments is one of the primary goals in biology. Previous 
work on this topic focused on addressing the importance of genetic heterogeneity at the 
population level. How genetic regulatory circuits are designed by natural selection to cope with 
fluctuating environments is largely uncharacterized. By studying regulatory dynamics of the 
glucose transport system in the baker’s yeast, Saccharomyces cerevisiae, we demonstrate an 
interesting design principle that two functionally interchangeable duplicate genes can acquire a 
fitness advantage under fluctuating environmental perturbations by achieving maximum 
expression level asynchronously. However, this advantage could come at a cost of 
competitiveness for organisms in constant environments. We were also able to show that most 
redundant duplicate genes are asynchronously regulated if they directly respond to external 
environments, which is not the case if the redundant duplicate genes function endogenously. To 
our knowledge, this is the first study to show a genome-wide strategy for genetic circuit 
regulation that could improve organismal fitness in fluctuating environments.  
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 2. 2. Introduction 
One of the central tasks for evolutionary biologists is to understand how organisms cope with 
fluctuating environments during evolution (1). Research on this issue can be linked to a study 
more than 40 years ago by Cohen who showed that seeds of an annual plant can either germinate 
or remain dormant in soil according to environmental conditions (2). This diverse field 
encompasses hundreds of articles spanning almost every branch of evolutionary biology. To 
name a few, fluctuating environments in a pre-biotic era were argued to be essential for 
formation of biotic materials (3, 4, 5). K- and r-selections were demonstrated to be different 
strategies for organisms to cope with fluctuating environments (6, 7). The fluctuating 
environments can also have great impact on important genetic features such as sex determination 
(8, 9, 10, 11), recombination (9, 12, 13), mutation rate (14, 15), and epistasis (16), etc. Recently, 
genetic regulatory noise was also proposed as an advantageous strategy for organisms in 
fluctuating environments (17, 18, 19).  
 
Most, if not all, of these earlier works focused on studying how genetic heterogeneity at the 
population level enables adaptation in fluctuating environments. With different phenotypes of 
individuals in a population, organisms do not need an expensive system to be able to sense 
environmental fluctuation. Instead, cells could ‘blindly’ anticipate and survive environmental 
changes by having multiple phenotypes, each fit to a particular environment. This bet-hedging 
strategy might work, but it is very costly to the whole population because most individuals are 
doomed upon environmental switches. And clearly fitness of an individual would be increased if 
26 
 its phenotype could physiologically adapt to environmental fluctuation. In this study we attempted 
to demonstrate how genetic regulatory circuits with redundant duplicate genes could enable 
organisms to adapt to fluctuating environments. 
 
As a basic concept in molecular biology, genetic regulatory circuits describe “the gene and gene 
products that are involved in response to a signal” (20). In 1961, Jacob and Monod proposed for 
the first time the operon model for a genetic regulatory circuit, and introduced concepts like 
regulator gene and transcriptional repression (21, 22). Studying design principles for genetic 
regulatory circuits has become one of the central tasks in modern biology (reviewed in ref. 20). 
A well-established mathematical model to study transcriptional programs of a gene is:   
            iiii EkAdt
dE −=              (1) 
where Ei is expression level of gene transcript i at time t; Ai is a transcription regulation term, 
which describes the activation effect by upstream signal(s), on transcript i at time t; and ki is the 
decay rate for transcript i (23).  
 
The mathematical models of the above formula (referred as Formula 1 in the following) are 
widely used to explore design principles of genetic regulatory circuits both in prokaryotic and in 
eukaryotic organisms. Shen-Orr et al. (24) applied this model to study design principles for 
feed-forward loops, single input modules (SIM) and dense overlapping regulons (DOR), which 
represent three basic genetic regulatory circuits in the transcriptional network in E. coli. In this 
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 pioneering work, the authors successfully demonstrated that functional significance of genetic 
regulatory circuits could be understood by simulating their behaviors using circuit topologies 
and structures. The predictions based on these theoretical simulations were later confirmed by 
molecular experiments (25, 26). Similar studies were conducted on other genetic regulatory 
circuits, such as negatively autoregulated circuits (27), cascades (chains of regulatory reactions) 
(28), positive and negative feedback (29), flagellar systems (30) and various metabolic pathways 
(31). 
 
In the present study, we applied similar modeling and simulation tools to study dynamic 
properties of genetic regulatory circuits that contain two redundant duplicate genes with 
asynchronous expression (i.e., achieving maximum expression at different time upon stimuli), 
and proposed that such design could be effective for organisms to adapt to fluctuating 
environments. Analysis of transcriptional regulation of backup paralogs under their redundancy 
conditions reveals that most duplicate pairs that have redundant functions under exogenous 
conditions (by directly responding to external fluctuating environments) express asynchronously, 
whereas the ones with overlapping functions under endogenous conditions (unrelated to external 
environments) tend to be regulated synchronously. To investigate the possible selective 
advantage of asynchronous regulation of backup paralogs under fluctuating environments, we 
focused exclusively on two redundant glucose transporter genes. Our results suggest that 
asynchronous regulation of backup paralogs could provide a bet-hedging strategy for organisms 
to achieve proper expression states for survival when the environment fluctuates. We concluded 
28 
 that both redundancy and asynchrony are necessary for such design in gene circuits that can 
successfully adapt to fluctuating environments. 
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 2. 3. Result 
2. 3. 1. Transcriptional dynamics of redundant glucose transporter HXT2/7 genes 
To investigate the possible selective advantage of asynchronous transcriptional regulation of 
backup paralogs under fluctuating environments, we focused on studying genes in the glucose 
transport system in S. cerevisiae due to their well-characterized functions. As shown in Figure 
2.1, previous studies indicate that the HXT2 and HXT7 genes code for redundant high affinity 
glucose transporters (32-34). Because HXT2 and HXT7 are in the last step of glucose 
transporting system, expression levels of these genes could directly reflect amount of transported 
glucose. Transcriptional dynamics of these two genes under glucose pulses with different 
durations were monitored. To accomplish this, we first studied HXT2 and HXT7 regulatory 
dynamics by real-time PCR under a short-term glucose pulse (~30 minutes). In this experiment, 
cells were transferred from 2g/L galactose medium to 0.2g/L glucose medium, glucose 
concentration (Figure 2.2A) and expression (Figure 2.2C) of HXT2 and HXT7 were monitored at 
different time points. The expression of HXT2 and HXT7 were then used to fit against a well 
established thermodynamic-kinetic principle for gene regulation (23).  
 
As shown in Fig. 2.2C, expression level of both HXT2 and HXT7 genes increased rapidly within 
the first few minutes in glucose medium. However, when extracellular glucose drops below 
certain concentrations, expression levels of HXT2 and HXT7 starts decreasing in ~ 10 and ~15 
minutes, respectively, which is much earlier than the time when total glucose was exhaustively 
used. The experimental results suggest that expression of HXT2 and HXT7 are well tuned by 
30 
  
 
 
 
 
 
Figure 2.1. Regulation of glucose sensing and transport. Snf3p senses low level glucose and 
generates a signal that activates SCFGrr1 complex. The SCFGrr1 complex mediates inactivation 
and degradation of Mth1p and Std1p, leading to expression of several HXT genes (33, 34). 
Among all HXT paralogs that respond to low glucose concentration, HXT2 and HXT7 express at 
high level and are responsible for the majority of glucose transport under this condition (34). 
Previous experiments showed that HXT2 and HXT7 have similar glucose transport efficiency and 
could compensate each other when one of them malfunctions (32, 33). 
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 extracellular glucose concentrations. More importantly, our results indicate that the two genes 
have different transcriptional dynamics in this condition: the HXT2 gene achieved a higher total 
expression level than the HXT7 gene. 
 
We then studied transcriptional profiles of HXT2 and HXT7 under long-term glucose pulse (~120 
minutes) with ~10 fold decrease of initial cell concentration in the same glucose medium. Similar 
to short-term glucose pulse, expression levels of HXT2 and HXT7 started decreasing before the 
time when glucose was exhaustively used in the media (Figure 2.2B&2.2D). Interestingly, 
although HXT2 achieved the maximum expression level earlier than HXT7, the total amount of 
transcription for HXT7 was higher than that of HXT2 in this condition (Figure 2.2D). In summary, 
the HXT2 gene has a faster adaptation to glucose signal, but the HXT7 gene significantly 
increases its total expression if glucose availability lasts longer.  
 
2. 3. 2. Asynchronous HXT2/7 regulation in fluctuating environments 
Based on the obtained parameters for gene regulation dynamics, we predicted the total amount of 
glucose that can be transported by the HXT2 and HXT7 proteins under two glucose pulse 
conditions. As shown in Figure 2.2E, our results indicate that the HXT2 protein can transport 
more glucose in 30 minutes glucose pulse, thus a better choice for organism for glucose transport; 
when the glucose pulses is 120 minutes, however, the HXT7 protein outcompetes the HXT2 
protein in glucose transporting. 
 
33 
  
 
 
 
 
 
Figure 2.2. Glucose consumption and regulation of HXT2 and HXT7. Panels A and B show 
glucose consumption in short (30 minutes) and long (120 minutes) glucose pulses, respectively. 
Lines are produced by connecting different data points; C and D represent log2 ratio of 
expression levels for HXT2 (red line) and HXT7 (blue line) relative to the ACT1 gene in two 
conditions. The lines in C and D are produced by fitting expression data with a theoretical model, 
as described in Methods. E shows percentage of glucose transported by HXT2 (G1/(G1+G2)) and 
HXT7 (G1/(G1+G2)) under 30 and 120 minutes glucose pulses, whereas G1 and G2 are the amount 
of glucose transported by HXT2 and HXT7 proteins, respectively. 
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 2. 3. 3. Genome-wide regulatory pattern for redundant duplicate genes 
It was previously shown that duplicate genes with redundant functions tend to have dissimilar 
gene expression (35-37). However, the global transcriptional program for backup paralogs under 
the conditions they have overlapping functions (termed as redundancy condition) remains 
unknown. To understand this issue, we automatically collected and manually checked references 
on redundant duplicate genes in S. cerevisiae. Available genome-wide microarray data for 
backup paralogs in their redundancy conditions were also recorded. ~90 pairs of backup paralogs, 
none of which are from high-throughput studies, were identified with experimental evidences 
and microarray gene expression data in their redundancy conditions. Correlation coefficients of 
mRNA gene expression for each pair of paralogs in their redundancy conditions were calculated. 
Interestingly, most duplicate genes whose redundancy conditions are unrelated to external 
environments (endogenous conditions, as defined in (38): cell cycle and sporulation) have 
closely correlated gene expression between paralogs, while gene pairs that directly respond to 
external environments (exogenous conditions, as defined in (38): oxidative stress, heat shock, 
high glucose, diauxic shift, NaCl tolerance and sobitol stress) likely show uncoupled expression 
(Figure 2.3). The discrepancy between two groups is highly significant (Kolmogorov-Smirnov 
test, P<<0.0001). This genome wide survey supports our conclusion that asynchronous 
(uncoupled) regulation of redundant duplicate genes is important for organism to properly 
respond to environmental stimuli. 
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Figure 2.3. Cumulative distributions for correlation coefficients of gene expression between 
backup paralogs under their redundancy conditions (endogenous v.s. exogenous). There are 6, 16, 
9, 19, 16, 6, 14 and 5 redundant duplicate gene pairs for sporulation, cell cycle, oxidative stress, 
diauxic shift, heat shock, NaCl tolerance, high glucose and sorbitol stress, respectively. 
Redundant duplicate gene pairs whose redundancy conditions are exogenous show a 
significantly higher percentage of uncoupled transcriptional regulation than the gene pairs whose 
redundancy conditions are endogenous (P<<0.0001 by Kolmogorov–Smirnov test). The KS 
values of duplicate gene pairs for the two categories do not show any differences (data not 
shown). 
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 2. 4. Discussion 
One of the central tasks for evolutionary biologists is to understand how organisms cope with 
fluctuating environments during evolution (1). Most, if not all, of the earlier work focused on 
studying how genetic heterogeneity at the population level enables adaptation in fluctuating 
environments (2, 7, 13, 14, 17-19). With different phenotypes of individuals in a population, 
organisms do not need an expensive system to be able to sense environmental fluctuation. Instead, 
cells could ‘blindly’ anticipate and survive environmental changes by having multiple phenotypes, 
each fit to a particular environment. This bet-hedging strategy might work, but it is very costly to 
the whole population because most individuals are doomed upon environmental switches. If an 
individual could physiologically adapt to environmental fluctuation, clearly the fitness of an 
individual would be increased. In this study we demonstrated how genetic regulatory circuits with 
redundant duplicate genes could contribute to this process. 
 
It is important to point out that advantage of regulating the HXT2 and HXT7 genes 
asynchronously in fluctuating environments is potentially associated with a cost. For example, 
strains containing asynchronously regulated HXT2 and HXT7 (wild type) have lower level of 
total glucose transporters than strains containing two synchronously regulated HXT2 genes under 
30 minutes glucose pulse (Figure 2.4A). The same argument applies to the comparison between 
the wild-type and a postulated strain containing two HXT7 genes under 120 minutes glucose 
pulses (Figure 2.4B). Therefore, to increase chances of survival under fluctuating environments, 
wild-type strains might be suboptimal under specific constant conditions. This sub-optimality in 
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 certain controlled conditions was also discovered in other biological processes, such as metabolic 
flux regulation (39). 
 
It is interesting to explore how HXT2 and HXT7 could achieve their maximum expression level 
at different times. Several possible mechanisms, such as negative feedback to repress HXT7, 
positive feedback to amplify HXT2 (20), or transcription control reprogramming (35), could 
cause HXT7 to take longer than HXT2 to achieve maximum gene expression. Experimental 
evidence is absent for supporting any one of the above models in the glucose transport system. 
 
We assumed that transported glucose has a direct correlation with organism fitness. As glucose is 
the most important nutrient for organism growth, this assumption should be robust. Although our 
experiments were conducted in two conditions, it is reasonable to generalize our results that 
HXT2 and HXT7 could be optimal for short-term or long-term glucose pulse conditions, 
respectively. As the nutrient availability keeps fluctuating in environments, by asynchronously 
regulating HXT2 and HXT7, organisms might be able to cope with an uncertain nutrient level by 
hedging their bets, and thereby generate a much broader distribution of expression of HXT genes 
than synchronously regulated HXT genes. By using this tactic, the organism holds the promise 
that it could have larger odds in achieving proper expression state to survive when the 
environment fluctuates. To achieve this aim, both redundancy and asynchronous regulation for 
HXT2 and HXT7 are necessary and would be preserved. Interestingly, this gene-level strategy for 
adaptation to fluctuating environments resonate the bet-hedging strategy proposed at  
40 
  
 
 
 
 
 
 
 
 
Figure 2.4. Selective advantage and disadvantage of combing asynchronously regulated HXT2 
and HXT7 in comparison to two synchronously regulated HXT genes (two HXT2 or two HXT7) 
in 30 minutes (A) and 120 minutes (B) of glucose pulses. The light blue point represents the state 
that has an optimal copy (the one that can transport more glucose) under that condition.  
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 population-level, with which a population could take advantage of population heterogeneity 
among individuals in dealing with fluctuating environments (17, 19). 
 
Our results indicate that genetic regulatory circuits with redundant duplicate genes could be 
important for organisms to adapt to fluctuating environments. In this scenario, natural selection 
only manipulates temporal regulation of existing genetic regulatory circuits without changing 
their original functional roles. By achieving regulatory divergence between duplicate genes but 
still keeping their gene functions, this hedging-bet strategy would be much safer than a strategy 
of only maintaining one expression state that is optimal to specific environments. Our 
unpublished results show that this design principle also applies to other redundant biological 
systems, such as redundant non-duplicate genes, pathways and network modules. By exploring 
properties of a biological system that enables adaptation to fluctuating environments, this study 
will advance our current understanding on evolution of complexity and how genetic robustness 
can contribute to organism adaptation to fluctuating environments (i.e. environmental robustness) 
in nature. 
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 2. 5. Experimental Procedures 
Strain and sample collection: Strain BY4741 (Mata his3Δ leu2Δ met15Δ ura3Δ) was used in 
this study. Yeast cells were grown in minimal media with 2 g/liter galactose, 400 rpm at 30°C. 
Once the cultures achieved mid-log phase, cells were collected by centrifuge, washed three times 
to get rid of galactose, and diluted in minimum media without glucose. A glucose pulse that 
brought initial transient glucose concentration to 0.2 g/liter was injected into the flask. The initial 
cell concentrations were maintained at 10 OD/ml and 1 OD/ml to produce short-term (30 
minutes) and long-term (120 minutes) glucose pulses, respectively. Samples for measuring 
glucose concentration were collected every 5 and 10 minutes for short and long term glucose 
pulse, respectively. Samples for measuring mRNA levels were collected at t =0, 2, 5, 10, 15, 20, 
25, 30 minutes and at t=0, 2, 4, 20, 30, 60, 80, 100, 120 minutes for short and long-term glucose 
pulses, respectively. 
 
Measurement of glucose concentration: A 1 ml sample was centrifuged at high speed to 
remove cells. The supernatant was stored at -20°C for further experiments. The residual glucose 
concentration in the growth medium was assayed by enzyme-coupled NADH oxidation reactions 
(Fisher Scientific. Cat. #. 9599191). 
 
Measurement of gene transcription: Total cellular RNA was isolated using the hot phenol 
method as previously described (40) and treated with DNase I. The cDNA was produced with 
Qiagen Omniscript RT Kit (Cat. No. 205111). Quantitative PCR using SYBR green was 
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 performed to measure transcription levels (primers for  
HXT2: 2124U19:5’TTGGTCGTCGTAAGTGTCT3', 
2261L22:5'TGAATAAACAGGTAAAGACAAT3'; and  
HXT7: 1498U20:5'CTACGGTTACGTTTTCATGG3', 
1665L20:5'AATGGCTTGTCATCGTGAGT3’).  
ACT1 gene was used as a control. Duplicate measurements from a single biological sample were 
conducted. 
 
Kinetic modeling: As a basic concept in molecular biology, genetic regulatory circuits describe 
“the gene and gene products that are involved in response to a signal” (20). A well-established 
mathematical model to study transcriptional programs of a gene is:   
            iiii EkAdt
dE −=                (1) 
where Ei is expression level of gene transcript i at time t; Ai is a transcription regulation term, 
which describes the activation effect by upstream signal(s), on transcript i at time t; and ki is the 
decay rate for transcript i.  
 
We built our model based on the Formula 1. As in (23), for a specific gene, the formal solution of 
the Formula 1 is 
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 t1 and t2 represent activation and deactivation time of transcriptional regulation for the gene, 
respectively. A is a transcription regulation term, which describes the activation effect by 
upstream signal(s) and is assumed to be constant in the simulations (23, 24). k is the degradation 
rate for the transcript, which is assumed to be two constants in the activation (k1) and 
deactivation processes (k2) (23, 41, 42). To estimate these parameters, as in (4), we fit the actual 
mRNA expression level (C) from our experimental data (Figure 2.2) with the above solution by 
minimizing the sum of squares in the space of parameters t2][∑ −CE 1, t2, A and k with Matlab 
(Mathworks). 
 
The total amount of glucose transported by HXT proteins (G1 for HXT2 and G2 for HXT7) was 
calculated by 
                                     (3) ∫= Dt iti ErG 1α
Where α  is the transporting rate of glucose for HXT proteins, which was estimated from (3), 
and rt is the rate of translation per HXT mRNA molecule (corresponding to ribosome density) 
(43). Because the ratio of transcript length of HXT2 and is 0.95 (1,623 bp for HXT2 and 1,710 bp 
for HXT7), and ribosome density is determined by transcript length (44-46), it is reasonable to 
assume that HXT2 and HXT7 have nearly the same translational rate. In addition, because the 
decay time for the HXT2 and HXT7 protein molecules are ~600 and ~162 minutes, respectively 
(23), which are much longer than the time used in our experiments, for simplicity we assumed 
HXT2 and HXT7 proteins are stable in our simulations, a similar approach used in previous 
studies  (47, 48). Based on these assumptions, we estimated relative amount of glucose 
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 transported under short term (30 minute) and long term (120 minute) glucose pulses.  
Genomic analysis: Duplicate genes are defined to have E value <10-20 by BLASTP with 
standard parameters based on all-against-all search for verified ORFs in Saccharomyces Genome 
Database (SGD). In addition, the ratio of protein length between two paralogs should be smaller 
than 1.33 (35). Perl scripts were developed (available upon request) to collect references in 
PubMed that are related to S. cerevisiae duplicate genes with the key words that indicate 
redundant functions, such as “redundant”, “isoform”, “overlapping”  etc. We then manually 
checked each reference to identify experimental evidences with the following criteria: (1) Two 
duplicate genes share the same upstream signal(s) and downstream target(s); (2) Clear molecular 
experimental evidences, none of which are from high-throughput studies, show that strains 
containing double knockouts display more severe defect than expected from two single 
knockouts, or these two duplicate genes function interchangeably under certain conditions. The 
experimental conditions (redundancy condition) under which each duplicate pair meets the above 
criteria were recorded. It is important to point out that these duplicate genes do not have 100% 
overlapping functions. Instead, they only show overlapping functions in the redundancy 
conditions. 
 
Due to availability of the microarray data, duplicate genes whose redundancy conditions match 
one of the following microarray experiments were used in our analysis (endogenous conditions: 
cell cycle (49), sporulation (50); exogenous conditions: oxidative stress (51), heat shock (51), 
high glucose (52), diauxic shift (51), NaCl tolerance (51) and sorbitol stress (51). Endogenous 
47 
 and exogenous conditions were defined as in (38). 
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 CHAPTER THREE 
 
 
 
 
Exploring Epistatic dynamics and Genetic Architecture of Growth Traits Revealed by 
Global Epistatic Interactions 
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 3. 1. Summary 
Epistasis has long been recognized as fundamentally important in understanding the structure, 
function and evolutionary dynamics of biological systems. Yet, little is known about how it is 
distributed with respect to specific traits. Based on a global map of epistatic interactions in 
baker’s yeast, Saccharomyces cerevisiae, we show that epistasis is prevalent (~13% increase 
from random expectation) and displays modular architecture among genes that underlie the same 
growth traits. More interestingly, our results indicate that hub genes responsible for the same 
growth traits tend to link epistatically with each other more frequently than random expectation. 
Our results provide a genome-wide perspective on the genetic architecture of growth traits in a 
eukaryotic organism. 
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 3. 2. Introduction 
Complex traits that vary in populations of human and other organisms are determined by 
multiple genetic factors. An individual genetic factor might only contribute a modest amount to 
the total variation observed in a trait over the entire population (1-3). Genetic factors 
contributing to the same traits usually affect each other’s phenotypic outcome, a phenomenon 
called epistasis (3, 4). How epistatic interactions among genetic factors are distributed 
underlying the same complex trait remains largely unknown (5). Here we use growth traits in 
yeast as models to study this issue.  
 
It is also well established that epistasis is important for the evolution of sex (6-8), speciation (9), 
mutational load (10), ploidy (11, 12), genetic drift (13), genomic complexity (14), drug resistance 
(15), and human disease (5). In model organisms, illustrating epistatic interactions also enables 
dissection of functional relationship between genes (16-20). Understanding the distribution of 
epistasis underlying complex traits is therefore important for various fields. 
 
Individual studies pointed out a prominent role for epistasis in genetic control of complex traits 
(21-24). However, a comprehensive understanding of epistasis underlying complex traits can 
only be achieved by reconstructing a global map of epistasis. Yeast provides a great model 
system to address this issue due to its abundant functional genomic data. Here we examined the 
distribution and prevalence of epistasis underlying growth traits of yeast in different conditions. 
We firstly identified genes which contribute to growth under each of 354 conditions (25). We 
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 then extracted sub-networks of epistasis among the contributing genes in each of 354 conditions 
from the genome-wide epistatic network (26). Novel characteristics for the genetic architecture 
of growth traits are described. Although the epistasis used in this study was generated from yeast 
gene deletion mutants, and the complex traits used were measured from yeast growth in specific 
laboratory conditions, both of which might be different from the real scenario in nature, our 
results provide the first glimpse of the genome-wide organization of epistasis underlying 
complex traits. The implication of our results on gene pleiotropy is also discussed. 
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 3. 3. Results and Discussions 
3. 3. 1. Prevalent and modular epistasis 
In order to study the genetic architecture of growth traits, we firstly identified genes that are 
responsible for growth traits. Based on a genome-wide screen for growth defects of ~6,000 S. 
cerevisiae gene deletion mutants in 354 distinct growth conditions, genes that contribute to 
growth in each condition were defined as those genes heterozygous deletion of which 
significantly affect organism growth in that condition (25). To ensure that these 354 conditions 
represent independent growth traits, we calculated the overlap of contributing genes between any 
two of the 354 conditions. As shown in Figure 3.1, 96% of the comparisons between any two 
conditions have less than 10% overlap of contributing genes, and 99% of the comparisons have 
less than 20% overlap, indicating that most of the 354 conditions are functionally independent. In 
addition, we took advantage of epistatic interaction data in yeast from a recent study (26), in 
which epistatic interactions are examined among more than five million gene pairs in S. 
cerevisiae. Sub-networks with epistatic interactions among contributing genes for each of 354 
growth conditions were reconstructed. 
 
While most people agree that epistasis plays an important role in the genetic architecture of 
complex traits, there is a disagreement about how common epistatic interactions are within genes 
that contribute to the same trait (5, 27). Using the reconstructed 354 epistasis sub-networks, we 
found that when two genes are responsible for the same growth trait, on average 3.6% of them 
are linked by an epistatic interaction. We then conducted a simulation by keeping the number of  
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Figure 3.1. The studied growth traits are functionally independent. The overlap of contributing 
genes between any two conditions was calculated. Color represents the percentage of 
contributing genes that overlap between two conditions (color scheme is shown to the right). The 
grey diagonal line represents comparison between each trait and itself, which is not counted in 
the figure. In total, 96% of the comparisons have less than 10% overlap of contributing genes, 
and 99% of the comparisons have less than 20% overlap of contributing genes. 
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 genes responsible for each trait as a constant, but randomly choosing genes to be responsible for 
each trait (repeated 100,000 times). In each iteration, we also calculated the fraction of gene pairs 
connected by epistatic interactions. As shown in Figure 3.2A, a significantly higher ratio was 
observed for the real experimental data than that of random expectation (~3.2%, Figure 3.2A, P 
< 10-5), indicating that epistasis is enriched among genes responsible for the same biological 
traits. It is also noteworthy that the increase of epistasis (~13% more than random expectation) 
among contributing genes underlying the same growth trait in yeast are not dramatic, which may 
be due to the possibility that epistasis among genes vary in different conditions. 
 
Previous studies proposed that gene pairs linked by epistatic interactions would be predictive of 
participation in common cellular functions (26, 28). However, although our above result is 
consistent with this expectation, it has never been shown before that the contributing genes 
underlying the same traits are also enriched with epistatic interactions. To further understand 
whether genes that contribute to the same growth traits are closely connected by epistasis, we 
calculated the average clustering coefficient, a network parameter that reflects the tightness of 
connection for a group of genes by immediate interactions (29), for genes that underlie each 
growth trait. The larger the clustering coefficient is, the more interlinked the group of genes are. 
For each of the 354 biological traits, we calculated the average clustering coefficient among its 
contributing genes. For comparison, we also calculated the average clustering coefficient for 
each trait in each of the above 100,000 simulations. Figure 3.2B shows the cumulative 
distributions of the clustering coefficients for real observation and random simulations. Our  
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Figure 3.2. Prevalent and modular epistasis in the genetic architecture of growth traits. (A) The 
distribution (red color) represents the average ratio of contributing gene pairs that are linked by 
epistatic interactions in 354 traits based on random simulations (repeated 100,000 times). The 
arrow indicates the average ratio of contributing gene pairs that are linked by epistatic 
interactions in 354 traits based on real experimental data. (B) The empirical cumulative 
distribution of the clustering coefficients for experimental observations (all 354 traits, blue curve) 
and random simulations (repeated 100,000 times for 354 traits, red curve). The 
Kolmogorov–Smirnov test indicates that the two distributions are significantly different (P = 
2x10-31). 
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 result indicates that genes underlying the same biological traits tend to be closely interconnected 
by epistatic interactions (Kolmogorov-Smirnov test, P = 2x10-31). 
 
3. 3. 2. Assortative characteristic of epistatic interactions for growth traits  
We further investigated how epistasis is distributed among the contributing genes for each 
growth trait. Many biological networks are scale-free, meaning that the degree (connectivity in 
the network) in these networks usually follows a so-called “power law” distribution (29). To 
examine whether the epistatic interactions among the contributing genes that underlie biological 
traits also display the scale-free characteristic, we calculated the connectivity for all contributing 
genes in each of the 354 sub-networks, respectively. We then investigated the distribution of 
degrees that were averaged over all 354 sub-networks. Figure 3.3A confirms that epistatic 
interactions underlying growth traits follow the power-law distribution. Contributing genes 
underlying most individual traits also show a similar pattern (Figure 3.4). How is epistasis 
distributed among the contributing genes with different connectivity? To answer this question, 
for each trait we first computed the number of epistatic interactions (Nko) among the contributing 
genes that have more than k interactions in each of the observed epistasis sub-networks. 
Randomized versions of the epistasis sub-network were also generated for that trait, in which all 
the contributing genes have the same degree as the real epistasis sub-network, but the epistatic 
interactions between the contributing genes are randomly connected. For each trait, we 
calculated the average number of interactions (Nks) among the contributing genes that have more 
than k interactions from 1,000 randomly generated networks. For each value k, we computed the  
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Figure 3.3. Assortative genetic architecture of growth traits. (A) The degree distribution of 
epistatic networks over 354 biological traits. MATLAB (Mathworks) was used to fit the 
regression and the small p value indicates that the network degree displays the scale-free 
characteristic. (B) Average ratio of observed/expected number of epistatic interactions among 
354 traits. For each epistasis sub-network, the number of epistatic interactions among all 
contributing genes that have more than k epistatic interactions was calculated (observed 
numbers). The epistatic interaction in the sub-network was randomized and the average number 
of epistatic interactions among all contributing genes that have more than k epistatic interactions 
was also calculated from 1,000 random simulations (expected numbers). The bands, boxes and 
whiskers represent the means, ± 1 standard errors and ± 95% confidence intervals, respectively. 
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 average ratio of Nko/Nks among all 354 traits. As depicted in Figure 3.3B, the ratio of Nko/Nks 
increases with k, indicating that epistasis is enriched among the contributing genes that are 
highly connected in the epistatic networks. When the ribosomal proteins and chaperones, which 
might represent universal hubs in the epistatic interaction network, are excluded, the pattern still 
holds (Figure 3.5). 
 
When epistatic interactions among genes that affect organism growth in a particular condition are 
investigated, the contributing hub genes for this trait are by definition more likely than the 
non-hub genes to be linked by epistatic interactions. However, this increase in connectivity for 
the hub genes could be due to increased interactions either linking to other hub genes, or linking 
to non-hub genes. Indeed, the unique network architecture of enriched epistatic interactions 
among the hub genes revealed in this study, which is termed as “assortative” in social networks 
(30), is surprising because all previous analyses of available cellular networks, including 
protein-protein interaction networks, transcriptional regulatory interaction networks and 
metabolic interaction networks, display disassortative topologies in which the connections 
among hub genes are systematically suppressed, and the high connectivity for the hub genes in 
these networks are caused by enriched interactions between hub and non-hub genes (30, 31).  
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Figure 3.4. Scale-free characteristic in the genetic architecture of complex traits. Distribution of 
connectivity of epistatic interactions for sensitivity to heat shock (37 oC) (A), benomyl (B) and 
NaCl (C). The p values for fitting to power-law distribution are shown. (D) Cumulative 
distribution of all p values for fitting connectivity of epistatic interactions to power-law 
distribution in each of the 354 biological traits. In 98% of all traits, the p values are smaller than 
0.05 (indicated by the blue line). Even with bonferroni multiple test correction, ~74% of traits 
are still statistically significant (indicated by the orange line). 
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Figure 3.5. Assortative genetic architecture of growth traits. The average ratio of 
observed/expected number of epistatic interactions among 354 traits after excluding ribosomal 
proteins (top) and chaperones (bottom), respectively. The same simulations were conducted as in 
Fig. 2.3B. The bands, boxes and whiskers represent the means, ± 1 standard errors and ± 95% 
confidence intervals, respectively. 
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 3. 3. 3. Implication for pleiotropy, epistasis and complex traits 
Why do highly connected hub genes tend to epistatically interact with each other more frequently 
than expected? It was shown that the hub genes in the epistatic networks, when mutated, tend to 
display an impact on more phenotypes than the non-hub genes, and thus are more likely to have a 
higher level of pleiotropy (26). Highly pleiotropic genes would have higher chances of 
developing functional overlaps among themselves in the fixed functional space of a cellular 
system. In addition, previous studies showed that two genes with overlapping functions do tend 
to be linked by epistatic interactions (26, 28). As a result, highly pleiotropic hub genes would 
have higher chance to develop epistatic interactions among themselves. Our observation in 
Figure 2.3B is consistent with this scenario, indicating that pleiotropy might play an important 
role in shaping the genetic architecture of complex traits (32).  
 
Although we found several novel characteristics for the genetic architecture of growth traits, 
several caveats need to be addressed. First, epistatic interactions used here were inferred from 
high-throughput experiments, which were mostly based on double gene deletion mutants. These 
mutations are likely to be different from most epistatically interacting mutations that underlie 
organism phenotypic differences in nature. Second, growth under environmental perturbations 
was used to represent biological traits (25), which are also different from naturally occurring 
phenotypic traits. Third, the epistatic interactions we used were measured only under one 
experimental condition (26); real epistasis underlying the growth traits might occur in different 
environmental conditions. Fourth, the epistatic interactions which are deduced from single and 
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 double mutants are incomplete, because real epistasis underlying the growth traits could exist 
among more than two genes. Further high-throughput dissections, if possible, on the phenotypic 
consequences of naturally occurring genetic variations will help illustrate the genetic architecture 
of growth traits. For the moment, however, the approach in this study, which was used in recent 
studies (e.g., ref. 33), represent excellent tools to investigate this issue. With these limitations in 
mind, our observations identified several important features of the genetic architecture of growth 
traits, and indicate the importance of future efforts for addressing the architecture of epistatic 
interaction networks in illustrating the genetic basis of complex traits, including human diseases.
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 3. 4. Methods 
Data resource 
This study is mainly based on the integration of two high-throughput experimental datasets: a 
genome-wide screen for the fitness effects of gene deletion mutants under 354 conditions in S. 
cerevisiae (25) and a global survey for the epistatic interactions among more than five million 
gene pairs in S. cerevisiae (26).  
 
In Hillenmeyer et al (2008) (25), ~6,000 heterozygous gene deletion mutants were screened in a 
total of 354 unique conditions (e.g. drugs approved by the U.S. Food and Drug Administration, 
well-characterized chemical probes, and compounds with uncertain biological activity). Genes 
whose heterozygous deletions significantly affect organism growth in a specific condition were 
defined as genes that contribute to organism growth in that condition. The authors defined 
significant growth defect with correction for multiple comparisons by controlling the false 
discovery rate (FDR) to 0.1. Growth conditions with the same chemical compound but different 
concentrations were regarded as the same condition, and all genes identified in different 
concentrations of the same compound were regarded as contributing genes under the condition. 
In average there are 368 genes in each sub-network, and all related data were downloaded from 
http://chemogenomics.stanford.edu:16080/supplements/global/download.html. 
 
In the original synthetic genetic array (SGA) study (26), the authors screened 1,712 S. cerevisiae 
query genes, including 334 conditional or hypomorphic alleles of essential genes, against 3,885 
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 array genes to generate a total of more than five million gene pairs spanning all biological 
processes. These queries were selected randomly with respect to function, while the array genes 
represented the whole collection of nonessential genes. In each gene pair, the epistasis value is 
calculated based on the equation: ε=Wxy-WxWy, in which Wxy is the fitness of an organism with 
mutations in both genes X and Y, whereas Wx refers to the organism with the mutation in gene X 
but not gene Y (and vice versa for Wy). In addition, a statistical confidence measure (p-value) was 
assigned to each interaction based on a combination of the observed variation of each double 
mutant across four experimental replicates and estimates of the background log-normal error 
distributions for the corresponding query and array mutants. Finally, a defined confidence 
threshold (|ε| > 0.08, P < 0.05) was applied to identify epistatic interactions in ref. 26. The gene 
pairs with epistatic interactions were downloaded from http://drygin.ccbr.utoronto.ca/ 
~costanzo2009/. 
 
Calculation of clustering coefficient for epistatic sub-networks 
The clustering coefficient is a measure of the degree to which nodes in a network tend to be 
clustered together. For the node j with the connectivity i (i>1) in a network, its clustering 
coefficient Cj is defined as the following: 
 
)1(
2
−= ii
n
C jj 
 
where nj is the total number of links connecting all the neighbors of the node j (29). The average 
clustering coefficients for each of the 354 studied traits were calculated using clustering 
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 coefficients of contributing genes in the corresponding epistasis sub-networks (34). 
 
Statistical fitting for the scale-free distribution 
Scale-free topology means that the distribution of degree in the network, P(K), approximates a 
power law:  
P(K)=K-ν,  
where K is the degree and ν is the degree exponent, which is usually a constant for a specific 
network (29). In our analyses, the degree (K) was calculated as the number of epistatic 
interactions for each contributing gene in each of the 354 epistasis sub-networks. We then 
calculated the average frequency of each degree value among all 354 traits and plotted the 
frequency distribution of the network degree in Figure 2.3A. MATLAB (Mathworks) was used to 
fit the regression. 
76 
 References 
1. Carlborg O, Haley CS (2004) Epistasis: too often neglected in complex trait studies? Nat Rev 
Genet. 5:618–625. 
 
2. Visscher PM, Hill WG, Wray NR (2008) Heritability in the genomics era: concepts and 
misconceptions. Nat Rev Genet. 9:255–266. 
 
3. Manolio TA, Collins FS, Cox NJ, et al. (27 co-authors) (2009) Finding the missing heritability 
of complex diseases. Nature 461:747–753. 
 
4. Legare ME, Bartlett FS, Frankel WN (2000) A Major effect QTL determined by multiple 
genes in epileptic EL mice. Genome Res. 10:42–48. 
 
5. Phillips PC (2008) Epistasis: the essential role of gene interactions in the structure and 
evolution of genetic systems. Nat Rev Genet. 9:855–867. 
 
6. Kondrashov AS (1982) Selection against harmful mutations in large sexual and asexual 
populations. Genet Res. 40:325–332. 
 
7. Azevedo RB, Lohaus R, Srinivasan S, Dang KK, Burch CL (2006) Sexual reproduction selects 
for robustness and negative epistasis in artificial gene networks. Nature 440:87–90. 
 
8. Otto SP (2007) Unraveling the evolutionary advantage of sex. Genet Res. 89:447–449. 
 
9. Presgraves DC (2007) Speciation genetics: epistasis, conflict and the origin of species. Curr 
Biol. 17:R125 – R127. 
 
10. Hansen TF, Wagner GP (2001) Epistasis and the mutation load: a measurement theoretical 
approach. Genetics 158:477–485. 
 
11. Kondrashov AS, Crow JF (1991) Haploidy or diploidy: which is better? Nature 351:314–315. 
 
12. Musso G, Costanzo M, Huangfu M, et al. (11 co-authors) (2008) The extensive and 
condition-dependent nature of epistasis among whole-genome duplicates in yeast. Genome 
Res. 18:1092–1099. 
 
13. Perez-Figueroa A, Caballero A, Garcia-Dorado A, Lopez-Fanjul C (2009) The action of 
purifying selection, mutation and drift on fitness epistatic systems. Genetics 1831:299 – 313. 
 
14. Sanjuan R, Nebot MR (2008) A network model for the correlation between epistasis and 
77 
 genomic complexity. PLoS One 37:e2663. 
 
15. Trindade S, Sousa A, Xavier KB, Dionisio F, Ferreira MG, Gordo I (2009) Positive epistasis 
drives the acquisition of multidrug resistance. PLoS Genet. 5:e1000578. 
 
16. Avery L, Wasserman S (1992) Ordering gene function: the interpretation of epistasis in 
regulatory hierarchies. Trends in Genet. 8:312–316. 
 
17. Hartman JL, Garvik B, Hartwell L (2001) Principles for the buffering of genetic variation. 
Science 291:1001–1004. 
 
18. Kelley R, Ideker T (2005) Systematic interpretation of genetic interactions using protein 
networks. Nat Biotechnol. 23:561–566. 
 
19. Ma X, Tarone AM, Li W (2008) Mapping genetically compensatory pathways from synthetic 
lethal interactions in yeast. PLoS One 3:e1922. 
 
20. Brady A, Maxwell K, Daniels N, Cowen LJ (2009) Fault tolerance in protein interaction 
networks: stable bipartite subgraphs and redundant pathways. PLoS One 4:e5364. 
 
21. Remold SK, Lenski RE (2004) Pervasive joint influence of epistasis and plasticity on 
mutational effects in Escherichia coli. Nat Genet. 36:423–426. 
 
22. Carlborg O, Jacobsson L, Ahgren P, Siegel P, Andersson L (2006) Epistasis and the release of 
genetic variation during long-term selection. Nat Genet. 38:418–420. 
 
23. Ehrenreich IM, Stafford PA, Purugganan MD (2007) The genetic architecture of shoot 
branching in Arabidopsis thaliana: a comparative assessment of candidate gene associations 
vs. quantitative trait locus mapping. Genetics 176:1223–1236. 
 
24. Shao H, Burrage LC, Sinasac DS, et al. (14 co-authors) (2008) Genetic architecture of 
complex traits: Large phenotypic effects and pervasive epistasis. Proc Natl Acad Sci U S A. 
105:19910–19914. 
 
25. Hillenmeyer ME, Fung E, Wildenhain J, et al. (14 co-authors) (2008) The chemical genomic 
portrait of yeast: uncovering a phenotype for all genes. Science 320:362–365. 
 
26. Costanzo M, Baryshnikova A, Bellay J, et al. (53 co-authors) (2010) The genetic landscape 
of a cell. Science 327:425–431. 
 
27. Moore JH (2003) The ubiquitous nature of epistasis in determining susceptibility to common 
78 
 human diseases. Human Heredity 56:73–82. 
 
28. Tong AH, Lesage G, Bader GD, et al. (50 co-authors) (2004) Global mapping of the yeast 
genetic interaction network. Science 303:808–813. 
 
29. Barabási AL, Oltvai ZN (2004) Network biology: understanding the cell's functional 
organization. Nat Rev Genet. 5:101–113. 
 
30. Newman MEJ (2002) Assortative mixing in networks. Phys Rev Lett. 89:208701. 
 
31. Maslov S, Sneppen K (2002) Specificity and stability in topology of protein networks. 
Science 296:910–913. 
 
32. Wagner GP, Zhang J (2011) The pleiotropic structure of the genotype-phenotype map: the 
evolvability of complex adaptations. Nat Rev Genet. 12:204–213. 
 
33. Dowell RD, Ryan O, Jansen A, et al. (16 co-authors) (2010) Genotype to phenotype: a 
complex problem. Science 328:469. 
 
34. Li J, Min R, Vizeacoumar FJ, Jin K, Xin X, Zhang Z (2010) Exploiting the determinants of 
stochastic gene expression in Saccharomyces cerevisiae for genome-wide prediction of 
expression noise. Proc Natl Acad Sci U S A. 107:10472–10477. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
79 
 CHAPTER FOUR 
 
 
 
 
Dynamic Epistasis for Different Alleles of the Same Gene 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
80 
 4. 1. Summary 
Epistasis refers to the phenomenon that phenotypic consequences caused by mutation of one 
gene depend on one or more mutations at another gene. Epistasis is critical for understanding 
many genetic and evolutionary processes, including pathway organization, evolution of sexual 
reproduction, mutational load, ploidy, genomic complexity, speciation and the origin of life. 
Nevertheless, current understandings for the genome-wide distribution of epistasis are mostly 
inferred from interactions among one mutant type per gene, whereas how epistatic interaction 
partners change dynamically for different mutant alleles of the same gene is largely unknown. 
Here we address this issue by combining predictions from Flux Balance Analysis (FBA) and data 
from a recently published high-throughput experiment. Our results showed that different alleles 
can epistatically interact with very different gene sets. Furthermore, between two random mutant 
alleles of the same gene, the chance for the allele with more severe mutational consequence to 
develop a higher percentage of negative epistasis than the other allele is 50%~70% in eukaryotic 
organisms, but only 20~30% in prokaryotes and archaea. We developed a population genetics 
model which predicts that the observed distribution for the sign of epistasis can speed up the 
process of purging deleterious mutations in eukaryotic organisms. Our simulation results indicate 
that the epistasis among genes can be dynamically rewired at the genome level, and call on 
future high-throughput experimental effort to illustrate the distribution of epistasis for various 
alleles of the same gene. 
(Lin Xu and Brandon Barker have contributed equally to the work) 
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 4. 2. Introduction 
Epistasis between two deleterious mutations is positive when a double mutant causes a weaker 
mutational defect than predicted from individual deleterious mutations, and is negative when the 
double mutant causes a stronger defect (1, 2). In a population with sexual reproduction, positive 
epistasis alleviates the total harm when multiple deleterious mutations combine together and thus 
reduces the effectiveness of natural selection in removing these deleterious mutations, whereas 
negative epistasis can lower average mutational load by efficiently purging deleterious mutants 
(3). As a consequence, selective elimination of deleterious mutations would be especially 
effective if negative epistasis is prevalent. It is important to understand the distribution of 
epistasis among mutations, which plays a central role in genetics and theoretical descriptions for 
many evolutionary processes (reviewed in refs. 1 and 2). 
 
Tremendous efforts have been put into genome-wide measurements for the sign and magnitude 
of epistasis among different genes in various species (4-15). A series of high-throughput 
experimental platforms have been developed, such as synthetic genetic array (SGA) (4, 5), 
diploid-based synthetic lethality analysis with microarrays (dSLAM) (6, 7), synthetic 
dosage-suppression and lethality screen (8-10) and epistatic miniarray profiles (EMAP) (11-13). 
The epistatic relations in these experiments were mostly measured based on one mutant type 
(deletion mutant) per gene. Few studies constructed multiple mutant alleles for single genes to 
examine the dynamics of epistatic relations among genes under different genetic perturbations. 
As a consequence, the global landscape of epistasis for different alleles of the same gene remains 
82 
 largely uninvestigated. 
 
Here we address this issue by combining experimental data with mathematical modeling using 
Flux Balance Analysis (FBA). FBA involves the optimization of cellular objective functions and 
allows prediction of in silico flux values and/or growth (16-18). FBA has been used to 
investigate the fitness consequence of single deletion mutants (19, 20) and epistatic relations 
between metabolic reactions, genes and functional modules (21-24). The FBA predictions show 
good agreement with genome-wide experimental studies (25-32). One essential advantage of 
FBA modeling is that it can simulate epistasis between genes based on different genetic mutants. 
Using this platform, together with data from a recently published experiment, we were able to 
show that epistasis can be rewired among genes and that the sign of epistasis can change 
dramatically at the global scale, depending on mutant alleles involved in the processes. Our study 
provides the first genome-wide picture on the dynamic epistatic landscape of various mutant 
alleles for the same gene. 
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 4. 3. Results 
4. 3. 1. Epistatic relations between genes are largely allele-specific 
We first used the yeast S. cerevisiae metabolic reconstruction iMM904 (16) to examine the 
distribution of epistasis under various genetic mutant alleles. The reconstruction is a 
genome-scale metabolic model, having 904 metabolic genes associated with 1,412 reactions. For 
each gene, we simulated genetic perturbations that retain the corresponding flux from 90% 
(slightly deleterious mutation) to 0% (severely deleterious mutations) in decrement of 10% of its 
wild-type (optimal) flux. As a result, ten different single mutants per non-essential gene and nine 
different single mutants per essential gene (the 0% flux mutants in these genes represent lethal 
deletion for which epistasis cannot be calculated) were simulated. We computed the fitness of the 
single mutants and double mutants with any possible pairwise allele combination of different 
genes. These data were used to infer the epistatic relationships among genes in the genome. In 
total, over 40 million simulations were conducted. 
 
To investigate the dynamics of epistasis among genes, we calculated the percentage of shared 
epistatic interaction partners between any two mutants within the same gene. Two mutants are 
defined to share an epistatic interaction partner (a mutant from another gene) if they both 
epistatically interact with this mutant and the sign of epistasis are the same. The percentage of 
shared epistatic interaction partners between two mutants is calculated as the number of their 
shared epistatic interaction partners divided by the sum of their total epistatic interaction partners. 
As shown in Fig. 4.1, our results indicate that the percentage of shared epistatic interaction 
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 partners between two mutants of the same gene decreases as the flux difference between them 
increases. Two mutants of the same genes could have as low as only ~20% overlap between their 
epistatic interaction partners, indicating that epistatic profile of a gene are largely dependent on 
the mutant types used. We also repeated the above FBA analysis for another species, Escherichia 
coli, and our results confirmed the above trend (Figure 4.2). 
 
In a recently released high-throughput experiment that measured genome-wide epistatic relations 
among genes in S. cerevisiae (4), there were 43 genes having two different mutant alleles, each 
of which were experimentally crossed with 3,885 array gene deletion mutants to explore their 
epistatic relations in the genome. This dataset provides the most comprehensive experimental 
source for investigating the epistatic landscape of different mutant alleles in the same gene. Fig. 
4.1B shows the empirical cumulative distribution for the percentage of shared interaction 
partners between mutant pairs within the same gene. Our results indicate that more than 50% of 
mutant pairs within the same gene have less than 10% overlap of their epistatic interaction 
partners, and ~90% mutant pairs have less than 20% overlap (Fig. 4.1B). Although the genes 
used in the experiments are totally different from the ones in the FBA model, the result confirms 
FBA modeling prediction that different mutant alleles of the same gene can have very distinct 
epistatic interaction partners in the genome. 
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Figure 4.1. The profiling of epistatic interaction partners for each gene is largely dependent on 
mutant types involved. (A) FBA simulation results for the distribution of the percentage of 
shared epistatic interaction partners between two mutant alleles within the same gene. Solid and 
broken lines represent mean and 95% confidence intervals, respectively. (B) The cumulative 
distribution for the percentage of shared epistatic interaction partners between two mutant alleles 
within the same gene based on real experimental data. Two broken lines represent 10% and 20% 
of shared epistatic profiling, respectively. 
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Figure 4.2. Percentage of shared epistatic interacting partners based on flux differences between 
two mutant alleles of the same gene. The analysis procedure is the same as Fig. 1A, but instead 
of using the S. cerevisiae model, here we repeated the analysis using the E. coli model (54). 
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 4. 3. 2. The sign of epistasis for individual gene depends on mutation severity 
The relative prevalence of positive versus negative epistasis is of tremendous importance for 
understanding many evolutionary processes (1-3). In the following we addressed this issue for 
different alleles of the same gene. Based on the above high-throughput experimental dataset, we 
calculated the percentage of negative epistasis for each mutant, defined as the number of the 
mutant’s negative epistatic partners divided by the overall number of its epistatic partners. We 
then compared the percentage of negative epistasis between different mutant alleles of the same 
gene in the experiment. Among 43 mutant pairs in the study, 35 mutant pairs have significantly 
different growth (fitness) between two mutants of the same gene. As shown in Fig. 4.3A (left 
panel), 21 mutant pairs (60%) show that alleles with more severe defects in the same gene have a 
higher chance than the other allele to develop negative epistasis in the genome. 
 
To see if this result could be caused by possible systematic trend in the high-throughput 
experiments, we randomly selected 35 pairs of gene deletion mutants that have the same 
growth-rate difference and compared their relative prevalence of negative epistasis. The 
permutation was repeated 100,000 times and the result is depicted in Fig. 4.3B. Among each 
repeat of randomly selected 35 mutant pairs, only a small percentage (4.2%) have 21 or more 
mutant pairs where the mutant with more severe defects has a higher chance than the other 
mutant to develop negative epistasis in the genome, indicating that our observation for different 
mutant alleles of the same gene is not likely caused by the overall pattern in the high-throughput 
experiments.  
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Figure 4.3. Mutant alleles in the same gene with more severe defects tend to have a higher 
percentage of negative epistasis in yeast. (A) The two matrices represent all mutant pairs 
identified in real experimental data (left panel) and FBA simulation (right panel) (fitness 
difference |f|≥0.05, epistasis cutoff |ε| ≥ 0.01). Each cell represents one mutant pair within the 
same gene. The colorbar to the right represents the normalized percentage of negative epistasis 
for the mutant allele with more severe defects (percentage of negative epistasis for the mutant 
allele with more severe defects / the sum of percentage of negative epistasis for two mutant 
alleles). Red and yellow colors represent that mutant allele with more severe defects in the same 
gene has higher and lower percentage of negative epistasis than the other allele, respectively. (B) 
Distribution for the number of mutant pairs among randomly selected 35 pairs where mutants 
with more severe defects have higher percentage of negative epistasis. The arrow represents the 
observed number for the mutant allele pairs within the same genes. (C) The percentage of mutant 
pairs in which mutant allele with more severe defects in the same gene has higher percentage of 
negative epistasis under various fitness difference and epistasis cutoffs during FBA simulations.  
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 Using results from the above FBA simulation, we also confirmed the same pattern that mutant 
alleles with more severe defects in the same genes have a higher chance to develop negative 
epistasis with other mutants in the yeast genome (Fig. 4.3A, right panel). Indeed, an even higher 
percentage of mutant allele pairs in the FBA simulation (~70%) than in real experiments (60%) 
support this conclusion. To avoid possible bias from the definition of epistasis and fitness 
differences between mutant alleles in FBA simulation, we repeated the calculations based on 
multiple criteria and our conclusion remains the same (Fig. 4.3C). 
 
Our observation that mutant alleles with more severe defects in the same gene have a higher 
chance to develop negative epistasis is surprising, given previous results based on virus models 
or gene network simulations (33-37) which proposed a totally opposite pattern at the genome 
level, i.e., mutations with larger mutational defects are more likely to develop positive epistasis. 
We further used the FBA simulations to explore the dynamics of epistasis under various mutant 
alleles in different species. High quality genome-wide metabolic networks in two prokaryotes (E. 
coli (38), H. pylori (39)), one archaea (M. barkeri (40)) and another single cell eukaryote (P. 
falciparum (41)) were used in our simulation. As shown in Fig. 4.4, when two mutant alleles of 
the same gene are compared, in 22%, 32%, and 19% cases for E. coli, H. pylori and M. barkeri, 
respectively, mutant alleles with more severe defects display higher percentages of negative 
epistasis than the other allele, indicating that more deleterious mutant alleles in the same gene 
indeed tend to develop positive epistasis in these species. However, these numbers are 
significantly smaller than that of another eukaryotic organism, P. falciparum (52%). 
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Figure 4.4. Mutant alleles with more severe defects tend to have a higher percentage of negative 
epistasis in eukaryotes than prokaryotes and archaea. The Y axis shows the percentage of mutant 
pairs in which mutant alleles with more severe defects in the same gene has higher percentage of 
negative epistasis than the other allele. FBA simulations were conducted for two prokaryote 
species (E. coli and H. pylori), one archaea species (M. barkeri) and two single-cell eukaryote 
species (P. falciparum and S. cerevisiae). The mean and standard errors were based on results 
from 40 epistasis cutoff values ranging from 0.01 to 0.05. 
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 4. 3. 3. A self-purging mechanism for deleterious mutations 
Our above results indicate that between two random mutant alleles of the same gene, the chance 
for the allele with more severe mutational consequence to develop a higher percentage of 
negative epistasis than the other allele is 50%~70% in eukaryotic organisms, but only 20~30% in 
prokaryotes and archaea. In other words, mutant alleles with more severe defects in the same 
gene might have a higher chance to develop negative epistasis in eukaryotic organisms than in 
prokaryotes and archaea. We constructed a simple population genetic model as in Fig. 4.5A to 
address the evolutionary significance of this observation. The genetic system has two genes: a 
query gene A which contains three different alleles (AS: mutants with severe defects; AD: mutants 
with weak defects; AWT: wild type), and a gene X which has two different alleles (mutant, XM 
and wild type, XWT). We simulated the dynamics of allele frequency between the severe and 
weak mutant alleles in the gene A under different probabilities of having negative epistasis 
between these two alleles and the mutant allele in the gene X. Our results in Fig. 4.5B depict the 
simulation results. The six panels in the figure represent the ratio of allele frequency of the 
severe to the weak mutant alleles for the gene A in the 50th, 100th, 150th, 200th, 250th and 300th 
generations, respectively. Our simulations indicate that if the percentage of negative epistasis for 
the severe mutant is kept as a constant, as the percentage of negative epistasis for the weak 
mutation increases (as shown by the arrow A), the ratio of the severe to the weak allele frequency 
would increase. However, this ratio would decrease, indicating a faster removal of the severe 
mutants from the population, in another direction (as shown by the arrow B), i.e., the percentage 
of negative epistasis for the weak mutant is kept as a constant, but the percentage of negative  
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Figure 4.5. Increased efficiency of purging deleterious mutations in eukaryotic organisms. (A) 
The population genetics model for allele frequency changes from generation to generation. In the 
figure, p and ω represent allele frequency and fitness, respectively. A and X are genes with 
different alleles, and ε is the epistasis term between mutant types of different genes. (B) The ratio 
of the severe to the weak alleles in the 50th, 100th, 150th, 200th, 250th and 300th generations. 
Colors represent the ratio as indicated at the bottom. The diagonal line in each panel represents 
the situation where the severe and the weak mutant alleles have the same probability of having 
negative epistasis in the genome. It is noteworthy to point out that in each panel the ratio of the 
severe to the weak alleles increases from the bottom-left (Region I, the severe mutant has more 
negative epistasis) to the upper-right (Region II, the weak mutant has more negative epistasis) 
part of the panel. The arrows A and B are discussed in the text. 
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 epistasis for the severe mutant increases. Therefore, the distribution for the sign of epistasis 
among different alleles of the same gene observed in this study might represent an efficient way 
for eukaryotic organisms to purge out deleterious mutations from populations. 
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 4. 4. Discussion 
Our study represents the first theoretical survey for the dynamics of global epistatic effects under 
various mutant alleles of the same gene. We show that epistatic profiling of a gene at the genome 
level is largely dependent on mutant types involved. Our results indicate that previous 
conclusions inferring epistatic relations among genes based on only one mutant type per gene 
can be greatly improved by using multiple mutant alleles. More importantly, our study for the 
first time show that mutant alleles with severe defects have a higher chance to develop negative 
epistasis in eukaryotic organisms than in prokaryotes and archaea. It has been speculated that 
eukaryotic organisms might have more negative epistasis due to their increased complexity over 
prokaryotic organisms (42, 43). Even if this hypothesis is true, however, our results for different 
mutant alleles of the same gene cannot be directly inferred from this complexity argument. The 
real mechanism underlying our observation remains to be determined. 
 
The origin and maintenance of sexual reproduction remains one of the central issues in 
evolutionary biology. The mutational deterministic hypothesis for the maintenance of sexual 
reproduction posits that sex enhances the ability of natural selection to purge deleterious 
mutations after recombination brings them together into single genome (44). This explanation 
requires the prevalence of negative epistasis at the genome level. Here we found that the 
mutations with larger deleterious defects within the same gene have a higher chance to develop 
negative epistasis in eukaryotic organisms than prokaryotes and archaea. Our simple population 
genetics model indicates that this novel distribution of negative epistasis among different alleles 
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 of the same gene in eukaryotic organisms might be able to efficiently purge deleterious mutations 
from the populations, thus providing a previously unappreciated evolutionary advantage for 
sexual reproduction. We have to emphasize that these findings do not necessarily provide 
sufficient evidence to explain the cause for the emergence of sexual reproduction during 
evolution. 
 
Although we found several novel characteristics regarding the global epistatic landscape of 
different mutant alleles in the same gene, two caveats need to be addressed. First, the FBA 
modeling used in this study, which has been successfully applied to various research problems 
(19-24), only includes metabolic genes in the simulation. However, results from our analysis on 
the epistatic relations among ~0.2 million double mutants comprising of ~4,000 S. cerevisiae 
genes, which nearly represent all functional categories in the budding yeast, confirmed the major 
FBA modeling predictions and therefore indicate that the model could be used to examine the 
global trend of epistatic effects. Second, even though FBA is one of the most comprehensive 
computational tools for simulating epistatic interactions among genes, there are still many 
aspects that can be improved to aid in capturing the full set of empirical genetic interactions (45). 
The quality and completeness of the metabolic reconstructions would be one of the main reasons 
for the inconsistency between gene-specific model predictions and the empirical data. In addition, 
lack of information from transcriptome and interactome would also be responsible for the 
limitations of predictive power in FBA. In the future, we shall integrate rules for transcriptional 
regulation and physical interactions into this framework to improve over the current FBA 
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 methods in predicting epistasis (46). With these limitations in mind, our observations identified 
several important features for the dynamics of epistasis among genes, and call on future 
experimental effort to examine the distribution of epistasis with a wide array of mutants 
representing various allele types of the same gene. 
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 4. 5. Methods 
Experimental dataset 
The experimental data was extracted from a global survey for the epistatic interactions among 
more than five million gene pairs in S. cerevisiae (4). In the original synthetic genetic array 
(SGA) study (4), the authors screened 1,712 S. cerevisiae query gene mutants against 3,885 array 
gene mutants to generate a total of more than five million gene pairs spanning all biological 
processes. In each gene pair, the epistasis value is calculated based on the equation: ε=Wxy-WxWy, 
in which Wxy is the fitness of an organism with two mutations in genes X and Y, whereas Wx or 
Wy refers to the fitness of organism with mutation only at gene X or Y, respectively. In addition, a 
statistical confidence measure (P-value) was assigned to each interaction based on a combination 
of the observed variation of each double mutant across four experimental replicates and 
estimates of the background log-normal error distributions for the corresponding query and array 
mutants. Finally, a defined confidence threshold (|ε| ≥ 0.01, P < 0.05) is applied to generate 
epistatic interactions. 
 
Population genetics model 
We simulated a deterministic genetic system with a query gene A, which contains three different 
alleles (AS, severe mutant, AD, weakly deleterious mutants, and AWT, wild type), and a gene X 
that has two different alleles (XM, mutant and XWT, wild type). Different alleles of gene A could 
meet with alleles in gene X from generation to generation. The mutant alleles of genes A and X 
could have three distinct epistatic relations: positive epistasis, negative epistasis and no epistasis. 
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 We simulated the ratio of allele frequency between the severe and the weak mutant alleles under 
all possible percentages of negative epistasis of AS and AD alleles, by randomly choosing above 
three epistatic relations for AS - XM and AD - XM pairs separately in each of 1,000 simulations. 
 
The table in Fig. 4.5A explains how allele frequency of various mutations could be calculated 
from generation T to generation T+1 under natural selection. In the figure, p and ω represent 
allele frequency and fitness, respectively. The average fitness in generation T could be calculated 
based on the following equation (47): 
 ω=p11ω11+p12ω12 +p21ω21 +p22ω22+p31ω31+p32ω32
 
To make the simulation simple, the initial allele frequencies for the severe, weak and WT alleles 
for the A gene are assumed to be equal (1/3). In addition, the initial allele frequencies for the 
mutant and WT for X gene are also assumed to be equal (1/2). The fitness difference between 
severe and weak alleles of the gene A is 1% in the simulation. The epistasis values (ε) between 
the A and X gene mutants are constant in the simulation (0.01 and -0.01 for positive and negative 
epistasis, respectively). We assumed that 10% of double mutants display epistatic relations in the 
simulation, which is consistent with the known experimental evidences (4). The average ratio of 
allele frequency of the severe to the weak alleles is calculated for different levels of negative 
epistasis occurrence (Fig. 4.5B). A variety of fitness differences between the severe and weak 
alleles and epistasis values have been tested and the trend remains the same (data not shown). 
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 5. 1. Summary 
Epistasis refers to the phenomenon that phenotypic consequences caused by mutation of one 
gene depend on mutations at another gene. It is well known that the global epistatic landscape 
under varying environments is critical for understanding many genetic and evolutionary 
processes, including evolution of sexual reproduction, mutational load, ploidy, genomic 
complexity, speciation and the origin of life. Nevertheless, current understanding for the epistatic 
landscape is severely limited by the incapability to screen epistatic relations among genes under 
various environmental perturbations. Here we address this issue by applying Flux Balance 
Analysis (FBA) to simulate epistatic landscapes under various environmental perturbations. Our 
results showed that 28% and 24% of epistatic relations are extremely conserved (exist in all 
conditions) or extremely dynamic (exist in only one condition) respectively, across the 16 
conditions we simulated. We also discovered that gene pairs with FBA-predicted epistatic 
interactions are more likely to experience co-evolution than random expectation. In addition, our 
results indicate that genes with extremely conserved epistasis have more similar evolutionary 
rates than that of extremely dynamic epistasis and that these two types of epistatic interaction 
networks have distinct topologies. Our findings provide a new genome-wide perspective to 
understand epistatic dynamics under varying environmental perturbations. 
(Lin Xu and Brandon Barker have contributed equally to the work) 
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 5. 2. Introduction 
Epistasis refers to the phenomenon wherein mutations of two genes can modify each other’s 
phenotypic outcomes. It is also well established that epistasis is important for the evolution of 
sex (1-3), speciation (4), mutational load (5), ploidy (6, 7), genetic drift (8), genomic complexity 
(9), drug resistance (10), and human disease (11). Here we focus on studying how environmental 
perturbations could influence the dynamics of epistatic networks in the biological systems. 
 
One of the main obstacles to exploring epistatic dynamics under a variety of environments is the 
lack of high-throughput experimental platforms. To explore epistasis on a genomic scale, a 
number of technologies have been developed to systematically map genetic interaction networks, 
such as synthetic genetic array (SGA) (12, 13), diploid-based synthetic lethality analysis with 
microarrays (dSLAM) (14, 15), synthetic dosage-suppression and lethality screen (16-18) and 
epistatic miniarray profiles (EMAP) (19-21). A key issue for all these experiments is that these 
epistatic networks have been constructed only under normal laboratory conditions. However, 
cells are constantly bombarded by various external environmental stresses. Epistatic dynamics 
under these perturbations can not be predicted based on normal laboratory conditions. Few 
studies have constructed epistatic networks under multiple environmental perturbations, because 
the effort required to accomplish this aim is far beyond the capability of current experimental 
platforms. For example, a recent genome-wide study that has only constructed epistatic networks 
under one normal and one stressful conditions already requires a large amount of experimental 
resources (22). As a consequence, the global landscape of epistasis under a variety of 
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 environmental perturbations remains largely uninvestigated. 
 
Here we address this issue by using Flux Balance Analysis (FBA) to simulate epistatic dynamics 
under multiple environmental perturbations. FBA involves the optimization of a cellular 
objective function subject to the reactions and constraints of a metabolic network, which can 
provide reliable predictions (23-32). Using this platform, we are able to show that, while a large 
proportion of epistasis can be rewired dramatically under varying environments, there are still 
many epistatic interactions that are conserved under varying environmental perturbations. More 
interestingly, we find gene pairs with FBA-predicted epistasis are more likely to co-evolve than 
random simulations, which indicates that FBA simulations could correctly predict biological 
characteristics of gene pairs with epistasis. Furthermore, we find some unique network properties 
among extremely conserved and extremely dynamic epistatic interactions. Our study thus 
provides the first genome-wide picture on the dynamic epistatic landscape under multiple 
environmental perturbations. 
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 5. 3. Results 
5. 3. 1. Global epistatic landscape under multiple environmental perturbations 
We applied the yeast S. cerevisiae metabolic reconstruction iMM904 (33) to examine the 
dynamics of epistasis under various environmental perturbations. The reconstruction is a 
genome-scale metabolic model, having 905 metabolic genes associated with 1,412 reactions. We 
conducted FBA simulations under the following 16 environmental perturbations. In 15 of these 
perturbations, the carbon source (abundant glucose) was replaced with one of: acetaldehyde, 
acetate, adenosine 3',5'-bisphosphate, adenosyl methionine, adenosine, allantoin, alanine, 
arginine, ethanol, glycerol, glutamine, glutamate, low glucose, trehalose, and xanthosine, 
respectively. Additionally, we looked at abundant glucose under limited phosphorus availability. 
To assure all these environmental conditions having the same growth rates in the following 
analyses, we restricted the carbon source or phosphorous uptake levels for each of the 16 
environmental perturbations, such that only 20% of the high-glucose growth rate was attained. 
Epistatic relations between any two genes were calculated under each of the 16 harsh 
environments (see Methods). 
 
In order to compare epistatic dynamics for metabolic gene networks under varying environments, 
we calculated the delta epistasis, which was defined as epistasis differences of the same gene 
pairs, between each of 16 environment perturbations and the optimum glucose medium that 
didn't have any environmental perturbations. To avoid including too many gene pairs without any 
epistasis changes after transitioning from rich medium to harsh environments, we restricted our 
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 analyses to gene pairs with delta epistasis ≥0.001 under at least one of the 16 environmental 
perturbations. Figure 5.1 provides 4 examples for the first 4 environmental perturbations 
following the alphabetic order of the 16 conditions. The color bar represents the delta epistasis 
values under each of the 16 environmental perturbations, in which red and yellow represent 
increasing epistasis values and blue represents decreasing epistasis values from the rich medium 
to environmental perturbations.  
 
The results prompted us to speculate that whereas a large proportion of epistasis is rewired 
dynamically under a variety of environments, there are also epistatic interactions that are 
conserved under these environmental perturbations. To further quantify our speculations, we 
divided all epistatic relations into the following five categories: extremely conserved (epistatic 
relations for the same gene pairs exist in all 16 conditions); high (epistatic relations for the same 
gene pairs exist in 11-15 conditions); medium (epistatic relations for the same gene pairs exist in 
6-10 conditions); low (epistatic relations for the same gene pairs exist in 2-5 conditions); 
extremely dynamic (epistatic relations for the same gene pairs exist in only 1 condition). We then 
calculated the ratio of these five types of epistatic relations in each of the 16 environmental 
perturbations. As shown in Figure 5.2, we found that in each environment, ~40-60% of epistatic 
interactions were conserved. In addition, different environmental perturbations had very different 
numbers of condition-specific epistasis. For example, conditions with acetaldehyde and acetate 
generated much less dynamic epistasis than that of adenosyl methionine and low glucose 
perturbations. 
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Figure 5.1. Maps of global epistatic landscapes under environmental perturbations. Different 
colors represent delta epistasis values as indicated by the color bar to the right. The same colors 
for the same gene pairs represent the conserved epistatic relations, while different colors indicate 
that the same gene pairs change epistasis under varying environmental perturbations. 
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Figure 5.2. Fraction of 5 types of epistatic relations in each of the 16 environmental 
perturbations, as indicated by the color bar to the right. Our results revealed that extremely 
conserved and extremely dynamic epistasis exist under various environmental conditions. 
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 5. 3. 2. U-shape distribution of epistasis under environmental perturbations 
To understand the global distribution of all epistatic relations, we considered 16 conditions 
together and calculated the fraction of epistatic interactions existing in 1, 2, 3, ..., 15, 16 
conditions, respectively. Interestingly, we found both extremely dynamic and extremely 
conserved epistasis were most enriched (Figure 5.3): 24% of all epistasis is extremely dynamic, 
28% is extremely conserved, and 48% is intermediate (exists in multiple but not all 16 
environments). As a result, the U-shape distribution represents a previously unknown pattern that 
approximately half of epistatic interactions are either extremely dynamic or extremely conserved 
under a variety of environmental perturbations. 
 
In order to understand whether this pattern could be due to the randomization of the epistatic 
networks, we compared the distributions based on FBA predictions (Figure 5.3B and 5.3C, black 
broken lines) with the distributions generated by two distinct randomization strategies (Figure 
5.3B and 5.3C, silver broken lines). Firstly, we randomly rewired epistatic relations under each 
of the 16 conditions, while assuming that the total number of epistatic interactions in each 
network are constants. As a result, epistatic networks were randomly connected and the number 
of conditions under which each epistatic interaction exists was calculated. As shown in Figure 
5.3B, the distribution of dynamic and conserved epistasis predicted by FBA modeling is very 
different from that of random simulations: compared to random networks, there is much less 
extremely dynamic epistasis but more extremely conserved epistasis in FBA predictions. 
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Figure 5.3. The global distribution of dynamic and conserved epistatic relations under all 16 
environments. (A) The U-shaped distribution indicates the extremely dynamic and extremely 
conserved epistatic relations are enriched under environmental perturbations. Note that 28% of 
epistatic relations are extremely conserved (last bar from left) and 24% are extremely dynamic 
(first bar from left). (B) and (C) represent two different strategies for random simulations of 
epistatic relations under all 16 environments, as indicated in the text. The random simulations 
were repeated 1,000 times. 
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 In addition, we used another strategy to generate random networks. We randomly rewired 
epistatic relations while assuming that the total number of epistatic interactions for each gene in 
each network are constants. As a result, we exchanged interacting partners for any two genes to 
maintain the connecitivies of each gene and randomly reconnect its partners. We then calculated 
the number of conditions under which each epistatic interaction exists. The same conclusion, that 
there is much less extremely dynamic epistasis but more extremely conserved epistasis in FBA 
predictions, still holds (Figure 5.3C). 
 
5. 3. 3. Co-evolution of genes with epistasis under environmental perturbations 
Since above results indicate that epistasis predicted by FBA modeling displays different global 
distribution patterns from random simulations, we wondered whether the predicted epistasis 
could have real biological significance. More specifically, we asked whether two genes with 
predicted epistasis tend to co-evolve since epistasis between genes usually has strong 
evolutionary consequences (1-9). We calculated the evolutionary rate differences between two 
interacting genes from FBA modeling (Figure 5.4A). Evolutionary rates (dN/dS) of genes in 
yeast S. cerevisiae were downloaded from Wall et al. (2005) (34) (dN: the nonsynonymous 
substitutions per synonymous site; dS: the synonymous substitutions per synonymous site). 
Random simulations with the same number of gene pairs as FBA predictions were conducted to 
estimate the evolutionary rate differences for any two randomly selected genes. As shown in 
Figure 5.4A, the gene pairs with FBA-predicted epistatic interactions tend to have a higher 
chance to co-evolve than random expectation, confirming that our FBA predictions could capture 
122 
 real biological characteristics of epistatic interactions. 
 
Since Figure 5.3 revealed the unique distribution for extremely conserved and extremely 
dynamic epistatic interactions, we further compared the evolutionary rate differences between 
genes with extremely conserved and extremely dynamic epistatic relations. As shown in Figure 
5.4B, genes with extremely conserved epistasis tend to co-evolve compared to randomly selected 
gene pairs (P < 10-4), while the difference between genes with extremely dynamic epistasis and 
random expectation becomes much smaller (P = 0.06, Figure 5.4C). The difference between gene 
pairs with extremely conserved and extremely dynamic epistasis is also significant (t-test, P = 
8×10-6). Since extremely conserved epistasis represents epistatic relations that exist under all 16 
environmental perturbations, it is more likely to shape the co-evolution relations between two 
interacting partners than the transient epistasis (e.g. extremely dynamic epistasis) between genes.  
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Figure 5.4. Co-evolution between gene pairs with FBA-predicted epistasis. (A) The random 
simulations were repeated 10,000 times. The error bars represent standard errors; (B) Gene pairs 
with extremely conserved epistasis tend to co-evolve. Grey bars indicate random simulations 
with the same number of gene pairs as genes with extremely conserved epistasis. The random 
simulations were repeated 10,000 times. The red arrow represents the evolutionary rate 
differences for gene pairs with extremely conserved epistasis, which is significantly different 
from random simulation (the grey bins) (P < 10-4). (C) Gene pairs with extremely dynamic 
epistasis have a weak co-evolving pattern. Grey bars indicate random simulations that were 
repeated 10,000 times. The blue arrow represents the evolutionary rate differences for gene pairs 
with extremely dynamic epistasis, which is not significantly different from random simulation (P 
= 0.06). 
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 5. 3. 4. Network properties of extremely conserved and dynamic epistasis 
We further compared extremely conserved and extremely dynamic epistasis and asked whether 
they had distinct network properties. As shown in Figure 5.5, our results show that extremely 
conserved epistatic interactions form an exponential network architecture, while extremely 
dynamic epistatic interactions form a scale-free network topology (35). The exponential network 
is homogeneous; most nodes have very similar number of links, as shown in the network with 
extremely conserved epistatic interactions (~120-160 links, Figure 5.5B, left panel). In contrast, 
the scale-free network is more heterogeneous, where the majority of the nodes have few links but 
a few nodes have a large number of links, as shown in the network with extremely dynamic 
epistatic interactions (Figure 5.5B, right panel). In addition, we also calculated three network 
parameters to compare these two types of epistasis: (1) Shortest path length between two genes 
reflects the overall network interconnectedness; the smaller the average shortest path length is, 
the higher chance that genes in this network could interact with the other genes directly; (2) 
Clustering coefficient is a measurement of the degree to which nodes in a network tend to cluster 
together; the larger the average clustering coefficient is, the more closely the genes are connected 
to form modules; (3) Closeness measures the centrality of nodes within a network; nodes that 
occur on shortest paths with other nodes have higher closeness than those that do not (reviewed 
in ref. 36). We found that gene pairs with extremely conserved epistasis tend to have smaller 
shortest path length, larger clustering coefficient and larger closeness than genes with extremely 
dynamic epistasis (Figure 5.5). These results are consistent with a scenario that genes with 
extremely conserved epistasis are directly linked to most other genes and form an exponential  
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Figure 5.5. Network properties of gene pairs with extremely conserved and extremely dynamic 
epistasis. (A) network topologies for extremely conserved and extremely dynamic epistatic 
interactions respectively; (B) degree distribution for gene pairs with extremely conserved and 
extremely dynamic epistatic interactions respectively; (C) three network parameters for two 
types of epistatic interactions. 
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 network topology, while genes with extremely dynamic epistasis form a network with a small 
number of highly connected hub genes and a large number of genes with low connectivities. 
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 5. 4. Discussion 
Our study represents the first genome-wide theoretical survey on the dynamics of global epistatic 
effects under a variety of environmental perturbations. We showed that epistatic profiling at the 
genome level could be extremely conserved or extremely dynamic under various environmental 
perturbations. In addition, we found that gene pairs with FBA-predicted epistasis have 
significantly more similar evolutionary rates, and thus a higher chance to co-evolve than 
randomly selected gene pairs, confirming that FBA simulation is a useful tool for predicting 
epistatic interactions. As a result, the observed pattern could represent a previously unknown 
design principle for the epistatic landscapes under multiple environmental perturbations. 
 
Another interesting finding is that the enrichment of extremely conserved epistasis is unexpected 
under various strategies of randomization of the epistatic networks, indicating that these 
extremely conserved epistatic interactions might be responsible for important biological 
functions. In addition, gene pairs with these extremely conserved epistatic interactions in FBA 
modeling also have a significantly higher similarity of evolutionary rate than randomly selected 
gene pairs and genes with extremely dynamic epistasis, which is consistent with a scenario that 
extremely conserved epistasis plays an important role in long-term evolution. Furthermore, we 
also found that extremely conserved epistatic interactions forms a distinct network topology from 
that of extremely dynamic epistasis, indicating that these two types of epistasis play different 
roles in epistatic interaction networks. 
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 Although we found several novel characteristics regarding the global epistatic landscape under 
various environmental perturbations, two caveats need to be addressed. First, the FBA modeling 
used in this study, which was proven to have great predictive power and had been successfully 
applied to various research problems (e.g. ref. 37-39), only includes metabolic genes in the 
simulation. Second, even though FBA is one of most comprehensive computational tools for 
simulating epistatic interactions among genes, there are still many aspects that can be improved to 
aid in capturing the full set of empirical genetic interactions (40). In the future, we shall integrate 
rules for transcriptional regulation and physical interactions into this framework to improve over 
the current FBA methods in predicting epistasis (41).  
 
With these limitations in mind, our observations identified several important features for epistatic 
interactions under a variety of environmental perturbations, and called on future effort to examine 
the landscape of epistasis under a wide array of environmental perturbations based on 
high-throughput experimental platforms. More importantly, the enrichment of  conserved and  
dynamic epistasis would provide a new perspective to understand how biological systems may 
rewire epistatic interactions under environmental perturbations. 
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 5. 5. Methods 
Flux Balance Analysis 
Mutations employed in this analysis restricted the flux to be 50% of the wild-type flux found by 
geometricFBA for all reactions associated with the mutant gene. To find new environments with 
a specified carbon source or other limiting nutrient that achieves 20% of the high-glucose growth 
rate, we can solve a linear program for the minimization of the limiting nutrient uptake while 
requiring the growth rate to be equal to 20% of the rich-glucose growth-rate. 
 
Evolutionary rates and network parameters 
Evolutionary rates of genes in S. cerevisiae were downloaded from ref. 34. Network parameters 
such as the shortest path length, clustering coefficient and closeness were calculated using the 
computer software Pajek, downloaded from: http://vlado.fmf.uni-lj.si/pub/networks/pajek. 
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