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Many-body systems of identical arbitrary-spin particles, with separable spin and spatial degrees
of freedom, are considered. Their eigenstates can be classified by Young diagrams, corresponding to
non-trivial permutation symmetries (beyond the conventional paradigm of symmetric–antisymmetric
states).
The present work obtains (a) selection rules for additional non-separable (dependent on spins
and coordinates) k-body interactions: the Young diagrams, associated with the initial and the final
states of a transition, can differ by relocation of no more than k boxes between their rows; and
(b) correlation rules: eigenstate-averaged local correlations of k particles vanish if k exceeds the
number of columns (for bosons) or rows (for fermions) in the associated Young diagram. It also
elucidates the physical meaning of the quantities conserved due to permutation symmetry — in 1929,
Dirac identified those with characters of the symmetric group — relating them to experimentally
observable correlations of several particles.
The results provide a way to control the formation of entangled states belonging to multidimen-
sional non-Abelian representations of the symmetric group. These states can find applications in
quantum computation and metrology.
PACS numbers: 03.65.Fd,02.20.-a,37.10.Jk,67.85.Fg
Selection rules constrain possible transitions between
states of quantum systems [1, 2]. They allow the predic-
tion of essential properties of physical systems based on
their symmetries, without expensive calculations. Like
every other symmetry, permutation symmetry leads to
conservation laws, which were identified by Dirac[3] (see
also[1]). This symmetry has been used in the Yang-
Gaudin model [4] and has gained increasing attention due
to recent progress in the control of many-body states of
cold atoms [5–7].
The Pauli exclusion principle (see the review [8] and
references therein) states that a many-body wavefunc-
tion changes its sign on permutation of two identical
fermions and remains unchanged on permutation of two
identical bosons. At first glance, this fixes the permu-
tation properties of each system and leave no room for
selection rules. However, the symmetric group SN of
permutations of N symbols has also multidimensional,
non-Abelian, irreducible representations (irreps), when
a permutation operator P transforms the wavefunction
into a superposition of several wavefunctions in the rep-
resentation (see [9–11]). In physical systems, such wave-
functions can appear where a many-body Hamiltonian
Hˆ = Hˆspat + Hˆspin is a sum of a spin-independent Hˆspat
and coordinate-independent Hˆspin, and each of Hˆspat and
Hˆspin is permutation-invariant. For example, Hˆspat can
represent particles with spin-independent interactions,
and Hˆspin can describe an interaction with a homoge-
neous magnetic field. The spatial and spin eigenfunc-
tions of Hˆspat and Hˆspin, respectively, form multidimen-
sional irreps of the symmetric group. The total wave-
function is a sum of products of the spin and spatial func-
tions and satisfies the exclusion principle. Hamiltonians
and wavefunctions of this type appear in the spin-free
quantum chemistry [11]. They can also describe spinor
quantum gases, which are extensively studied starting
from the first experiments [12, 13] and the classical the-
oretical investigations [14] (see book [15], reviews [16],
and references therein). Such gases, containing atoms in
several states (hyperfine or magnetic), can demonstrate
a variety of non-trivial symmetries (see [17] and refer-
ences therein). A general Hamiltonian of a spinor gas
[14] contains spin-dependent interactions. However, if
atoms have closed electron shells and nuclear spins (e.g.,
87Sr [18] and 173Yb [19], used in experiments), the in-
teractions will be spin-independent with a good accu-
racy due to weak interaction of nuclear magnetic mo-
ments. Spin-independent interactions between the atoms
can also be provided by magnetic, optical, or microwave
Feshbach resonances (see [16] and references therein). In
these cases, the Hamiltonian can be separated to spin-
independent and coordinate-independent parts. Instead
of coordinates and spins, other two kinds degrees of free-
dom can be considered, e.g., electronic and spin ones [20].
If Hˆspin is independent of the spin components, the gas
becomes to be SU(M)-symmetric [20–22], where M =
2s + 1 is the multiplicity and s is the spin of the atom.
This symmetry has been recently observed in experi-
ments [23]. States of SU(M)-symmetric systems are clas-
sified according to the Young diagrams λ = [λ1, . . . , λM ]
— sets of M non-negative non-increasing integers λm
that sum to N [they are pictured asM rows of λm boxes,
see e.g. Fig. 1]. Transformations in the spin space cou-
ple functions within irrep of SU(M). Functions in dif-
2ferent irreps, associated with the same Young diagram,
are coupled by permutations of particles, forming irreps
of the symmetric group. A set of all states associated
with the Young diagram λ will be referred to here as
a λ-multiplet. In generic, non-SU(M) invariant systems
with coordinate-independent Hˆspin, only the permutation
symmetry survives. If s = 1/2, the Young diagram is un-
ambiguously determined by the total spin of the many-
body system S as λ1 − λ2 = 2S. If s > 1/2, the irreps
of both groups contain contributions with different total
spins [2, 10].
Every permutation P commutes with the Hamiltonian
and, therefore, is an integral of motion [1, 3]. However,
permutations do not commute with each other. The com-
muting integrals of motion [1, 3] are the character oper-
ators χˆ(CN ) =
∑
P∈CN
P/g(CN). Here the sum is over
all g(CN ) permutations P of N particles in a conjugate
class CN (two permutations P and P ′ are conjugate if
there exist a permutation Q such that P ′ = Q−1PQ, see
[9–11]). The operator χˆ for transpositions (permutations
of two particles) was also used [5] for the classification of
states of a Bose-Fermi mixture.
Wavefunctions The spin Ξ
[λ]
tl and spatial Φ
[λ]
tn eigen-
functions form irreps of the symmetric group, associ-
ated with the Young diagram λ, and are transformed
by a permutation P as [9–11] PΞ[λ]tl =
∑
t′ D
[λ]
t′t (P)Ξ[λ]t′l ,
PΦ[λ]tn = sig(P)
∑
t′ D
[λ]
t′t (P)Φ[λ]t′n, where the standard
Young tableaux t and t′ of the shape λ label the func-
tions within irreps, andD
[λ]
t′t (P) are the Young orthogonal
matrices (see [10, 11]). The factor sig(P) is the permu-
tation parity for fermions and sig(P) ≡ 1 for bosons.
For fermions D
[λ˜]
t′t (P) ≡ sig(P)D[λ]t′t (P) are matrices of
the conjugate representation with λ˜ obtained from λ by
changing rows and columns. The functions belonging to
the same irrep can be considered as components of a vec-
tor (or pseudovector) of the same dimension fλ as the
representation. Each permutation corresponds then to a
rotation [represented by the matrix D
[λ]
t′t (P)] of the vec-
tors. The total wavefunction
Ψ
[λ]
nl = f
−1/2
λ
∑
t
Φ
[λ]
tnΞ
[λ]
tl , (1)
being a scalar product of the vectors of the spin and spa-
tial wavefunctions, is then scalar (or pseudoscalar) and is
transformed as PΨ[λ]nl = sig(P)Ψ[λ]nl , in the agreement to
the exclusion principle. Different irreps, associated with
the same Young diagram, are labeled by n and l for the
spatial and spin functions, respectively.
Each particle (j) can occupy one of the spin states
|m(j)〉, 1 ≤ m ≤ M = 2s + 1. The quantum num-
ber m can also denote internal states of composite par-
ticles, e.g., hyperfine states of atoms. In the last case,
the even (odd) number M of internal states corresponds
to the integer (half-integer) spin, with no relation to the
permutation symmetry of the total wavefunction. The
many-body spin eigenfunctions are expressed as sums of
configurations [24],
Ξ
[λ]
tl =
∑
{N},r
B
[λ]
l{N}r
∑
P
D
[λ]
tr (P)
N∏
j=1
|mj(Pj)〉. (2)
Here the configurations correspond to the different oc-
cupations Nm of the states |m〉, such that mj = m
for
∑m−1
i=1 Ni < j ≤
∑m
i=1Ni. The spatial wavefunc-
tion can be represented in a similar form [24], like the
configuration-interaction method in quantum chemistry
(see [11]). The total wavefunction (1) cannot be repre-
sented as a product of the states of individual particles.
It is therefore a wavefunction of a many-body entangled
state.
The spin state occupations Nm in the wavefunction
(2) are restricted by the associated Young diagram. For
s = 1/2-particles, the total spin S = λ1 − N/2. Its
projection Sz is related to the occupations N↑↓ of the
spin up/down states as Sz = N↑ − N/2 = N/2 − N↓,
leading to N↑↓ ≤ λ1, since −S ≤ Sz ≤ S. Similar restric-
tions are obtained in the general case of s > 1/2 [24].
They are: the spin-state occupations Ni cannot exceed
the first row length, Ni ≤ λ1 (obtained in [10]); if occu-
pations of m states (1 . . .m for definiteness) are equal to
lengths of the first m rows, Ni = λi(1 ≤ i ≤ m), occupa-
tions of other states cannot exceed the next row length,
Ni ≤ λm+1(m+1 ≤ i ≤ N). This demonstrates the phys-
ical meaning of the Young diagrams. These restrictions
are valid for spatial functions as well; for fermions the
spatial state occupations are restricted by row lengths of
the conjugate Young diagram λ˜, which are equal to the
column lengths of λ.
Selection rules If an interaction depends on spins or
coordinates only, it can couple only the states (1) associ-
ated with the same Young diagram, due to orthogonality
of the spatial or spin functions, respectively. A nonsep-
arable spin- and coordinate-dependent interaction of k
particles j1, . . . , jk,
Wˆk({j}) =
∑
{m},{m′}
〈{m′}|Wˆ (rj1 , . . . , rjk)|{m}〉
×
k∏
i=1
|m′i(ji)〉〈mi(ji)|, (3)
can couple only the states if their Young diagrams, λ and
λ′, differ by relocation of no more than k boxes between
their rows [24]. These selection rules (see Fig. 1) can be
expressed as
M∑
m=1
|λm − λ′m| ≤ 2k, (4)
while both diagrams have to satisfy the standard rela-
tions, λm+1 ≤ λm, λm ≥ 0, and
∑M
m=1 λm = N . For
3(b)(a)
FIG. 1. Selection rules (4). (a) Six states, which can be
coupled to a given state (associated with the central Young
diagram) by a one-body interaction Wˆ1 [Eq. (3)] for s = 1.
(b) An example of the coupling by a two-body interaction Wˆ2
[Eq. (3)]. The dashed boxes are relocated.
s = 1/2 and k = 1, we have |λ′1−λ1| ≤ 2, or |S′−S| ≤ 1.
It agrees to the conventional selection rule for dipole tran-
sitions. Although many-body states of higher-spin parti-
cles generally do not have a defined total spin [2, 10], a
maximal spin
S = (s+ 1)N −
M∑
m=1
mλm (5)
can be introduced [24]. However, in this case the selection
rule restricts 2s parameters and cannot be expressed in
therms of S alone. For example, for s = 1 and k = 1
there are only 6 allowed transitions [see Figs. 1(a) and
2(a)], although the allowed number of λ-multiplets with
given S is of order of N .
Correlation rules The probabilities of finding the
given distances Ri between k particles or the given dif-
ferences qi between their momenta, the k-body spa-
tial ρ¯k({R}) or momentum g¯k({q}) correlations, respec-
tively, are the expectation values of the operators
ρˆk({R}) =
k∏
i=2
δ(r1 − ri −Ri−1) (6)
gˆk({q}) =
k∏
i=2
δ(p1 − pi − qi−1). (7)
Here ri and pi are, respectively, D-dimensional coordi-
nates and momenta (in physical applications, D can be
either 1, 2, or 3), and for D > 1 the δ-functions in (6) are
properly renormalized. The local correlations, probabili-
ties of finding k particles in the same point (or with the
same momenta) are determined by ρˆk({0}) (or gˆk({0})).
Their eigenstate expectation values, 〈Ψ[λ]nl |ρˆk({0})|Ψ[λ]nl 〉
and 〈Ψ[λ]nl |gˆk({0})|Ψ[λ]nl 〉, vanish if the correlation order k
exceeds the first row length in the Young diagram for the
spatial wavefunction — λ1 for bosons or λ˜1 for fermions
(which is equal to the number of rows in the Young di-
agram λ for the spin wavefunction)[24]. For fermions,
these restrictions are stricter than the ones provided by
the Pauli principle, which states that k cannot exceed
the number of different spin states (this number can be
greater than the number of rows).
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FIG. 2. (a) Allowed transitions between λ = [(N − λ2 +
S)/2, λ2, (N − λ2 − S)/2]-multiplets (red arrows) due to a
one-body interaction W1 (3) for N = 18 bosons with the spin
s = 1. The average energies of the multiplets [circles, see Eq.
(10)] for bosons are proportional to the average local two-
body correlations (9). The dashed lines connect the points
with the same maximal spin S. (b) The 3- and 4-body aver-
age local correlations for the same multiplets (black and red,
respectively). (c) The 3-body average local correlations for
the N = 18 fermions with the spin s = 1 as functions of λ3
given the maximal spin S (denoted by numbers).
Correlations and characters The λ-multiplet-average
of a k-body spin-independent operator Fˆk is expressed as
[24],
F¯
[λ]
k ≡
1
N˜λ
∑
n
〈Ψ[λ]nl |Fˆk|Ψ[λ]nl 〉
=
fλ
N˜λ
∑
CN
sig(CN )g(CN )χ˜λ(CN )〈Fk〉CN (8)
where N˜λ is the total number of the spatial wave-
functions, associated with the Young diagram λ. The
multiplet-dependence is given by the normalized charac-
ters χ˜λ(CN ). The factors 〈Fk〉CN [24] are independent of
the multiplet. If Fˆk is the coordinate-dependent Hamil-
tonian Hˆspat and each spatial orbital is occupied only by
one particle, Eq. (8) is reduced to the average multiplet
energy, obtained in [25].
The local spatial (or momentum) correlations are de-
termined by 〈ρk({0})〉Ck (or 〈gk({0})〉Ck), which become
4independent of the conjugate class Ck [24] if each spa-
tial orbital is occupied only by one particle. In this
case N˜λ = fλ. Then the multiplet dependence of the
average local correlations, ρ¯
[λ]
k ({0}) = ρ˜[λ]k 〈ρk({0})〉 and
g¯
[λ]
k ({0}) = ρ˜[λ]k 〈gk({0})〉, is given by the universal factor
ρ˜
[λ]
k =
∑
Ck
sig(Ck)g(Ck)χ˜λ(Ck). (9)
Thus, the integrals of motion χ˜λ(Ck), corresponding
to the permutation symmetry, are related to quantities
ρ¯
[λ]
k ({0}) and g¯[λ]k ({0}), which can be measured in exper-
iments.
In a system with zero-range two-body interactions,
V (r′ − r) = V N(N − 1)ρˆ2({0})/2, the average energy of
the λ-multiplet, counted from the multiplet-independent
energy of non-interacting particles, is
E¯λ = V
N(N − 1)
2
[1± χ˜λ({2})]〈ρ2({0})〉. (10)
Here, the sign +/− is taken for bosons/fermions and {2}
is the conjugate class of the transpositions [24]. The
energy attains its maximum for bosons and minimum
for fermions at λ = [N ], when the normalized charac-
ter for transpositions attains its maximum χ˜λ({2}) = 1
[24]. In this state (belonging to a one-dimensional ir-
rep) the total spin is defined and has the maximal al-
lowed value Ns. The minimal average energy for bosons
and the maximal one for fermions correspond to λ =
[(λM + 1)
k, λM−kM ], where χ˜λ({2}) attains its minimum
[(N+k)λM+(M−k+1)k−MN ]/[N(N−1)] [24]. (Here
λM and k are, respectively, the quotient and remainder
of the division of N byM .) This λ-multiplet corresponds
to the minimum S = (M −k)k/2 of the maximal spin. If
N is a multiple ofM , it has the defined total spin S = 0.
These general properties are confirmed for particu-
lar values of s using the explicit expressions [24] ob-
tained with the characters [26]. For s = 1/2, the energy
E¯λ = V [N(N − 1)/2 ± (N2/4 − N + S2 + S)]〈ρ2({0})〉
is a monotonic function of the total spin S. For s = 1,
E¯λ = V [N(N − 1)/2 ± (N2 − 6N + S2 + 4S + 3λ22 −
2Nλ2)/4]〈ρ2({0})〉 is a sum of quadratic functions of the
maximal spin S and λ2. Its dependence of S may be non-
monotonic [see Fig. 2(a)]. The multiplet-dependencies of
the 3- and 4-body correlations (ρ˜
[λ]
3 and ρ˜
[λ]
4 ) are shown
in Fig. 2(b,c). For fermions, 3-body correlations vanish
for two-row Young diagrams [λ3 = 0, see Fig. 2(c)], in
agreement with the correlation rules. The averages are
independent of the particle spin, which only restricts the
number of the Young diagram rows.
Possible realization The states, associated with vari-
ous Young diagrams, may be selectively populated using
two types of pulses (see Fig. 3). A spatially-homogeneous
spin-changing pulse Wˆhom(t) =
∑
m 6=m′Wmm′(t)|m〉〈m′|
changes the spin states of atoms but, being coordinate-
independent, does not change the Young diagram associ-
ated with the many-body state. π/2 pulses of this type
W^ hom W^ inh W^ hom1 spin state
2 spin states
3 spin states
FIG. 3. A scheme of population of λ-multiplets using
spatially-homogeneous spin-changing pulses Wˆhom(t) (blue
dashed arrows) and spatially-inhomogeneous spin-conserving
pulse Wˆinh(r, t) (red solid arrows). Shapes of the Young di-
agram boxes denote numbers of occupied atomic spin states.
are generally used in experiments with spinor cold gases
[27, 28]. A spatially-inhomogeneous spin-conserving
pulse Wˆinh(r, t) =
∑
mWm(r, t)|m〉〈m| is a one-body in-
teraction of the form (3). It can relocate one box in
the Young diagram, according to the selection rules, but
does not change the spin states of the atoms. If all
atoms are initially formed in the same spin states, the
many-body spin wavefunction is associated with the one-
row Young diagram [N ]. A pulse of the type Wˆhom(t)
can transfer each atom to a superposition of two spin
states. For fermions, all local correlations vanish in this
state, since its spatial wavefunction is associated with the
one-column Young diagram. Then a pulse of the type
Wˆinh(r, t) can lead to the spin wavefunction associated
with a two-row Young diagram [N − 1, 1], depleting the
[N ] state. The depletion could be detected in a Ramsey
experiment (like [28, 29]) by applying the second pulse
Wˆhom(t). Further pulses of the type Wˆinh(r, t) can pro-
vide only one- and two-row Young diagrams, since only
two atomic spin states are occupied. For fermions, only
two-body local correlations do not vanish in these many-
body states. A population of the third atomic spin state
by Wˆhom(t) does not change the vanishing correlations,
but allows to provide three-row Young diagrams using
Wˆinh(r, t). States, associated with arbitrary Young dia-
grams can be populated in this way, and, for fermions,
the number of rows can be tested by non-vanishing cor-
relations. More comprehensive information on the pop-
ulated states can be provided by the correlation values,
since they are related to the characters [see (9)] and the
Young diagram is unambiguously related to the values
of all characters [1, 3]. Then the correlations can allow
to analyze coherent or statistical mixtures of various λ-
multiplets.
The selection and correlation rules are applicable to
any system with two kinds of separable degrees of free-
dom, e.g. to a spinor gas with spin-independent inter-
actions in arbitrary trap potentials. The simple relation
(9) between correlations and characters is obtained for
the single occupations of spatial orbitals. This can be re-
alized, for example, with cold atoms in a D-dimensional
optical lattice [30] in the unit-filling Mott (or fermionic
band)-insulator regime, when each lattice site is occupied
by one atom. In this regime, the spatial correlations do
5not demonstrate a substantial dependence on the spin
state [24] (indeed, in any state, each site is occupied by
one atom). The momentum correlations oscillate as func-
tions of each component of qj with the maximal values
(at qj = 0) [24]
g¯k({0}) = ρ˜[λ]k fk({0}). (11)
Here the probability of finding differences qj between
momenta of k non-interacting particles fk({q}) =∫
dDp|w˜(p)|2∏ki=2 |w˜(p + qi−1)|2 is the convolution of
the momentum distributions |w˜(p)|2. The correlations
and momentum distributions in (11) can be measured in
experiments, and the factor ρ˜
[λ]
k is a linear combination
of the characters (9).
Conclusions Rather abstract mathematical con-
structs — Young diagrams and characters of the sym-
metric group — have a physical meaning. Young dia-
grams classify many-body states of systems with separa-
ble spin and spatial degrees of freedom. For such state,
a maximal spin (5), occupations of one-body states, and
non-vanishing correlations are determined by row lengths
and number of rows in the associated Young diagram. A
transition due to a nonseparable k-body interaction can-
not move more than k boxes between the Young diagram
rows [see selection rules (4)]. The characters — integrals
of motion, corresponding to permutation symmetry —
are related to correlations of several particles in the co-
ordinate or momentum space [see (8) and (9)], which can
be measured in experiments. This demonstrates that the
characters have a physical meaning, similarly to the inte-
grals of motion corresponding to many other symmetries.
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SPIN WAVEFUNCTIONS
Suppose that N particles, labeled by j, occupy M or-
thonormal one-body states |m(j)〉, 1 ≤ m ≤M . The ba-
sic functions of irreducible representations (irreps) of the
symmetric group SN can be expressed as (see [10, 11]),
|{N}, λ, t, r〉 =
(
fλ
N !
)1/2∑
P
D
[λ]
tr (P)Ξ{N}P , (S-1)
where D
[λ]
tr (P) are the Young orthogonal matrices, λ is
a Young diagram, associated with the irrep, t, r are the
standard Young tableaux of the shape λ, and P are per-
mutations of N symbols. A permutation P transforms
the functions (S-1) as
P|{N}, λ, t, r〉 =
∑
t′
D
[λ]
t′t (P)|{N}, λ, t′, r〉.
Thus t labels the basic functions of the representation
and r labels different representations, associated with the
same λ. The irrep dimension fλ is equal to the number
of standard Young tableaux of the shape λ [10],
fλ =
N !
∏
m<m′(λm −m− λm′ +m′)∏M
m=1(λm +M −m)!
.
The permutted states
Ξ{N}P =
N∏
j=1
|mj(Pj)〉 (S-2)
are determined by the set {N} of occupations Nm of
the states |m〉. The one-body states are arranged in non-
decreasing order ofm, such that mj = m for
∑m−1
i=1 Ni <
j ≤ ∑mi=1Ni and ∑Mm=1Nm = N . The number of pos-
sible sets {N}, the number N (N,M) of distributions of
N identical particles to M distinct states, is calculated
in combinatorics [31] as
N (N,M) = (N +M − 1)!
N !(M − 1)! .
If all states have single occupation (Nm = 1), all mj
are different, all the functions (S-1) are orthogonal,
〈{N}, λ′, t′, r′|{N}, λ, t, r〉 = δλλ′δtt′δrr′ ,
and r can be any of the fλ standard Young tableaux.
However, if multiple occupations of the states |m〉 are al-
lowed, the permutted states (S-2) become non-orthogonal
〈Ξ{N ′}P′ |Ξ{N}P〉 = δ{N}{N ′}
∑
P{N}
δP′,PP{N} ,
where
P{N} =
M∏
m=1
P(m) (S-3)
and P(m) can be either the identity permutation or any
permutation of
∑m−1
i=1 Ni < j ≤
∑m
i=1Ni, leaving all
other j unchanged.
This leads to non-orthogonality of the basic functions
(S-1) in different irreps,
〈{N ′}, λ′, t′, r′|{N}, λ, t, r〉 = δ{N}{N ′}
√
fλ′fλ
N !
×
∑
P,P{N}
D
[λ′]
t′r′(P)D[λ]tr (PP{N})
= δ{N}{N ′}δλλ′δtt′D˜
[λ]
r′r({N}), (S-4)
7where
D˜
[λ]
r′r({N}) =
∑
P{N}
D
[λ]
r′r(P{N}). (S-5)
The above derivation uses the following properties of the
Young orthogonal matrices (see [10, 11]),
D
[λ]
rt (PQ) =
∑
t′
D
[λ]
rt′(P)D[λ]t′t (Q) (S-6)
∑
P
D
[λ′]
t′r′(P)D[λ]tr (P) =
N !
fλ
δλλ′δtt′δrr′ (S-7)
The matrix D˜
[λ]
r′r is symmetric, since D
[λ]
rr′(P) =
D
[λ]
r′r(P−1) for orthogonal matrices and (P{N})−1 belongs
to the subgroup {P{N}}. Therefore it has fλ orthogo-
nal normalized eigenvectors d
[λ]
νr ({N}), corresponding to
eigenvalues δ
[λ]
ν ({N}), and can be represented as
D˜
[λ]
r′r =
∑
ν
d
[λ]
νr′δ
[λ]
ν d
[λ]
νr . (S-8)
A similar representation exists for the square of this ma-
trix,
(D˜[λ])2r′r =
∑
ν
d
[λ]
νr′(δ
[λ]
ν )
2d[λ]νr . (S-9)
At the same time, using Eq. (S-6) we get,
(D˜[λ])2r′r =
∑
t,P{N},P˜{N}
D
[λ]
r′t(P{N})D[λ]tr (P˜{N})
= {N}!D˜[λ]r′r,
since the product P{N}P˜{N} belongs to the subgroup
{P{N}}. Here {N}! ≡∏Nm=1Nm!. Then, Eqs. (S-8) and
(S-9) lead to the equality (δ
[λ]
ν )2 = {N}!δ[λ]ν . This means
that δ
[λ]
ν can have the value of either 0 or {N}!. Finally,
Eq. (S-4) allows to prove that the functions
|{N}, λ, t, ν〉 = ({N}!)−1/2
∑
r
d[λ]νr |{N}, λ, t, r〉, (S-10)
with ν corresponding to δ
[λ]
ν > 0, are normalized and
orthogonal for different ν.
Thus the number of irreps f˜λ({N}), associated with
the same λ, is equal to the number of non-zero eigenval-
ues δ
[λ]
ν . Functions in these irreps form a complete basic,
since Eqs. (S-1), (S-2), (S-4), (S-6), (S-7), and (S-8) lead
to ∑
λ,t
∑
ν
′〈Ξ{N}P′ |{N}, λ, t, ν〉〈{N}, λ, t, ν|Ξ{N}P〉
=
∑
P{N}
δP′,PP{N}, (S-11)
where
∑′
ν means the summation over all ν with δ
[λ]
ν > 0.
Equation (S-11) is nothing but the resolution of identity,
as Ξ{N}PP{N} is equal to Ξ{N}P for each P{N}.
For example, if M = 2 (as for s = 1/2 particles) only
one irrep is associated with each λ (see [32], where ex-
plicit expressions are derived for the wavefunctions in this
case).
Consider a permutation-symmetric Hamiltonian
Hˆspin = P−1HˆspinP . Using Eqs. (S-1), (S-6), and (S-7),
we get
〈{N ′}, λ′, t′, r′|Hˆspin|{N}, λ, t, r〉 =
√
fλ′fλ
N !
∑
P,P′
D
[λ′]
t′r′(P ′)D[λ]tr (P)〈Ξ{N ′}P−1P′ |P−1HˆspinP|Ξ{N}E〉
=
√
fλ′fλ
N !
∑
P,Q
D
[λ′]
t′r′(PQ)D[λ]tr (P)〈Ξ{N ′}Q|Hˆspin|Ξ{N}E〉
= δλλ′δtt′
∑
Q
D
[λ]
rr′(Q)〈Ξ{N ′}Q|Hˆspin|Ξ{N}E〉, (S-12)
where E is the identity permutation. This means that
the coupling of the states (S-10) is diagonal in λ and
t, 〈{N ′}, λ′, t′, ν′|Hˆspin|{N}, λ, t, ν〉 ∼ δλλ′δtt′ , and inde-
pendent of t (indeed, it is a general group-theoretical
property of irrep basic functions, see [10]). Then the
eigenfunctions of Hˆspin can be expanded as
Ξ
[λ]
tl =
∑
{N}
∑
ν
′A
[λ]
l{N}ν |{N}, λ, t, ν〉, (S-13)
where the coefficients A
[λ]
l{N}ν form eigenvectors of the
Hamiltonian matrix,∑
{N ′}
∑
ν′
′〈{N}, λ, t, ν|Hˆspin|{N ′}, λ, t, ν′〉A[λ]l{N ′}ν′
= E
[λ]
l A
[λ]
l{N}ν . (S-14)
Due to hermiticity of the matrix, its eigenvectors from a
complete and orthonormal basic set,∑
l
A
[λ]
l{N ′}ν′A
[λ]
l{N}ν = δ{N}{N ′}δνν′ (S-15)
8∑
{N}
∑
ν
′A
[λ]
l′{N}νA
[λ]
l{N}ν = δll′ . (S-16)
Finally, using Eq. (S-10), one obtains Eq. (2) with
B
[λ]
l{N}r =
(
fλ
N !{N}!
)1/2∑
ν
′d[λ]νrA
[λ]
l{N}ν . (S-17)
SPATIAL WAVEFUNCTIONS
Like the spin wavefunctions, the spatial ones can be
expressed in terms of basic functions of the symmetric
group irreps,
Φ˜
[λ]
{N˜}tr
=
(
fλ
N !
)1/2∑
P
sig(P)D[λ]tr (P)
N∏
j=1
ϕmj (rPj).
(S-18)
Here the factor sig(P) is the permutation parity for
fermions and sig(P) ≡ 1 for bosons. For fermions, it
provides the conjugate representation with the matrices
D
[λ˜]
t˜r˜
(P) = sig(P)D[λ]tr (P), where λ˜ is obtained from λ by
changing rows and columns. (In the following, the nota-
tion λ˜ will be used for bosons as well, meaning λ˜ = λ.)
The proper orthonormal one-body spatial orbitals ϕm(r)
(1 ≤ m ≤ Mspat) depend on the D-dimensional coordi-
nate r (in concrete applications, D can be either 1, 2,
or 3). The quantum numbers mj are determined by the
set of occupations {N˜} in the same way as in the case of
the spin functions. Eigenfunctions of the permutation-
symmetric Hamiltonian Hˆspat,
Φ
[λ]
tn =
∑
{N˜},r
(
{N˜}!
)−1/2∑
ν
′A
[λ]
n{N˜}ν
d[λ˜]νr ({N˜})Φ˜[λ]{N˜}tr,
(S-19)
are linear combinations of the basic functions (S-18),
where the coefficients A
[λ]
n{N˜}ν
are solutions of the eigen-
problem of the form of Eq. (S-14),
∑
{N˜ ′},r,r′
∑
ν′
′
(
{N˜}!{N˜ ′}!
)−1/2
d[λ˜]νr ({N˜})
×〈Φ˜[λ]
{N˜}tr
|Hˆspat|Φ˜[λ]{N˜ ′}tr′〉d
[λ˜]
ν′r′({N˜ ′})A[λ]n{N˜ ′}ν′
= E[λ]n A
[λ]
n{N˜}ν
. (S-20)
Here the Hamiltonian matrix
〈Φ˜[λ]
{N˜ ′}tr′
|Hˆspat|Φ˜[λ]{N˜}tr〉 =
∑
Q
D
[λ˜]
r′r(Q)
×
∫
dDNr
N∏
j′=1
ϕ∗m′
Qj′
(rj′ )Hˆspat
N∏
j=1
ϕmj (rj) (S-21)
is derived like Eq. (S-12).
Although Eq. (S-19) involves only a finite number of
the orbitals, the spatial wavefunction can be approxi-
mated with the required accuracy if the number of the
orbitals is sufficiently large.
THE MAXIMAL STATE OCCUPATIONS
Since the permutations P{N} (S-3) do not affect the
functions Ξ{N}P (S-2), the wavefunctions (S-1) can be
expressed as,
|{N}, λ, t, r〉 = 1{N}!
(
fλ
N !
)1/2 ∑
P,P{N}
D
[λ]
tr (P)Ξ{N}PP{N}
=
1
{N}!
(
fλ
N !
)1/2 ∑
P,rM
D
[λ]
trM (P)Ξ{N}P
×
∑
P(M),rM−1
D[λ]rMrM−1(P(M)) · · ·
∑
P(1)
D[λ]r1r(P(1)).
As P(1) are elements of the subgroup SN1 of permuta-
tions of N1 first symbols, a reduction to subgroup (see
[10]) can be used, D
[λ]
r1r(P(1)) = D[λ¯]r¯1r¯(P(1)), where the
Young tableaux r¯1 and r¯, corresponding to the same
Young diagram, λ¯, are obtained by the removal of the
symbols N1+1 . . .N from the tableaux r1 and r, respec-
tively. (D
[λ]
r1r(P(1)) = 0 if r¯1 and r¯ correspond to different
Young diagrams or if the symbols N1+1 . . .N are placed
differently in r1 and r.) Let us introduce the notation [0]
for the Young tableau of the proper shape in which the
symbols are arranged by rows in the sequence of natural
numbers. Taking into account that D
[N1]
[0][0](P(1)) = 1 as
the Young diagram [N1], having one row of length N1,
corresponds to the identity representation, we get (using
Eq. (S-7)),∑
P(1)
D[λ]r1r(P(1)) =
∑
P(1)
D
[λ¯]
r¯1r¯(P(1))D[N1][0][0](P(1))
= N1!δλ¯[N1]δr¯1[0]δr¯[0]. (S-22)
This means that N1 cannot exceed λ1 (another proof of
this statement is given in [10]). Besides, r1 = r, since,
according to Eq. (S-22) r¯1 = r¯ and the remaining parts
of r1 and r coincide, as mentioned above.
Consider now the case of N1 = λ1. Each permuta-
tion P(2) can be represented as a product of elementary
transpositions Pj,j+1 (see [10, 11]) of symbols N1 < j <
N1 +N2. All these transpositions do not affect the first
row of r occupied by the first N1 symbols. Therefore,
the Young orthogonal matrix D
[λ]
r2r1(P(2)) = D[λ]r2r(P(2))
will have non-zero elements only if the first row of r2 is
occupied by the first N1 symbols. Further, as the Young
orthogonal matrix for an elementary transposition de-
pends only on the distance between the permutted sym-
bols (see [10, 11]), D
[λ]
r2r(P(2)) = D[λ
′′]
r′′2 r
′′(P(2)), where r′′
9and r′′2 , obtained by removal of the first row from the
tableaux r and r2, respectively, correspond to the same
Young diagram [λ′′]. The same argumentation as for P(1)
leads then to the conclusion that N2 ≤ λ2, the symbols
N1 + 1, . . . , N1 + N2 occupy the second row of r in the
sequence of natural numbers, and r2 = r. Repeating
this for D
[λ]
riri−1(P(i)) with 3 ≤ i ≤ m, one gets that if
Ni = λi for all 1 ≤ i ≤ m − 1 then Nm ≤ λm, rm = r,
and symbols 1 ≤ j ≤ ∑mi=1Ni occupy first m rows of r
in the sequence of natural numbers. Therefore, there is
only one irrep for Nm = λm (1 ≤ m ≤M), and its label
is r = [0].
THE MAXIMAL SPIN AND BOUNDARIES OF
CHARACTERS
Let us attribute the spin projection sz = s + 1 − m
to the state |m〉. The functions of the irrep considered
in the previous section have the maximal possible oc-
cupation N1 = λ1 of the state with the maximal spin
projection s, and the occupation of the state |m〉 does
not exceed occupations of the states |m′〉 with higher
projections. Therefore, the functions have the maximal
possible projection of the total spin. This projection
S =
M∑
m=1
(s+ 1−m)λm = M + 1
2
N −
M∑
m=1
mλm (S-23)
can be considered as the maximal total spin, correspond-
ing to the Young diagram λ. Irreps of SU(M), associated
with the Young diagram, can be decomposed into irreps
of R(3), having a defined spin. Examples of such decom-
position are presented in [10]. Equation (S-23) agrees
with the maximal spin appearing in these examples.
The maximal spin (S-23) attains its maximum value
N(M − 1)/2 = Ns at the one-row Young diagram
λ = [N ]. Indeed, for any other Young diagram [N −∑M
m=2 λm, λ2, . . . , λM ] the maximal spin will be
S =
M − 1
2
N −
M∑
m=2
(m− 1)λm ≤ M − 1
2
N (S-24)
The one-row Young diagram is associated with a one-
dimensional irrep. The basic function is symmetric over
all permutations and is an eigenfunction of the total spin.
The normalized character for the conjugate class of
transpositions can be expressed as [26]
χ˜λ({2}) = 1
N(N − 1)
[
M∑
m=1
(λ2m − 2mλm) +N
]
=
1
N(N − 1)
(
M∑
m=1
λ2m + 2S −MN
)
. (S-25)
It attains its maximum χ˜[N ]({2}) = 1 at the one-row
Young diagram. Indeed, for any other Young diagram
M∑
m=1
λ2m = N
2 − 2
M∑
m=2
λm
(
N −
M∑
m′=2
λm′
)
−
∑
m 6=m′
λmλm′ ≤ N2.
Taking into account Eq. (S-24), we get χ˜λ({2}) ≤ 1.
The zero value of the maximal spin (S-23) is reached if
N is a multiple of M and λ = [(N/M)M ] has M rows of
the equal length N/M . If N is not a multiple ofM (N =
MλM + k, k < M), the minimum value of the maximal
spin (M − k)k/2 is attained at the Young diagram λ =
[(λM + 1)
k, λ
(M−k)
M ]. Indeed, for any Young diagram λ
′
the row length can be represented as λ′m = λM + 1 +
∆λm if m ≤ k and λ′m = λM + ∆λm if m > k with∑M
m=1∆λm = 0. The change of the second term in Eq.
(S-23) can be then expressed as
M∑
m=1
m∆λm =
M + 1
2
M∑
m=1
∆λm
+
M/2∑
m=1
(
m− M + 1
2
)
(∆λm −∆λM+1−m)
It is non-positive, since m − (M + 1)/2 ≤ 0 and rows of
Young diagrams have non-increasing lengths. As a result,
we get S ≥ (M − k)k/2 for any Young diagram.
The first sum in the normalized character (S-25) can
be expressed as
M∑
m=1
λ2m = (N + k)λM + k + 2
k∑
m=1
∆λm +
M∑
m=1
∆λ2m
≥ (N + k)λM + k
since
∑k
m=1∆λm ≥ 0 (otherwise, λ′m will not form a
non-increasing sequence). Therefore,
χ˜λ({2}) ≥ (N + k)λM + (M − k + 1)k −MN
N(N − 1)
and the minimum is attained at λ = [(λM + 1)
k, λM−kM ].
The boundaries for characters are used for calculation
of boundaries for energies.
SELECTION RULES
Since the total wavefunctions are symmetric (or an-
tisymmetric) over permutations, matrix elements of the
k-body non-separable interaction Wˆk({j}) [see Eq. (3)]
are independent of the choice of the interacting particles
j1, . . . , jk, and, without loss of generality, we can consider
the matrix element
10
〈Ψ[λ′]n′l′ |Wˆk(N − k + 1, . . . , N)|Ψ[λ]nl 〉 =
N !
fλfλ′
∑
t,t′,{N},{N ′},r,r′
B
[λ′]
l′{N ′}r′B
[λ]
l{N}r
×〈Φ[λ′]t′n′ |〈{N ′}, λ′, t′, r′|Wˆk(N − k + 1, . . . , N)|{N}, λ, t, r〉|Φ[λ]tn 〉.
It is expressed, using Eqs. (1), (S-13), (S-10), and (S-17), in terms of wavefunctions |{N}, λ, t, r〉, which do not take
into account interactions of spins. These wavefunctions keep the Young diagrams of the total wavefunctions, since
the Hamiltonian Hˆspin is diagonal in λ (see Eq. (S-12)). Then the matrix element is expressed in terms of one-body
spin states using Eqs. (S-1), (S-2), and Eq. (3)
〈{N ′}, λ′, t′, r′|Wˆk(N − k + 1, . . . , N)|{N}, λ, t, r〉 =
√
fλfλ′
N !
∑
P,P′
D
[λ′]
r′t′(P ′)D[λ]rt (P)
×
N−k∏
j=1
δm′
P′j
mPj 〈m′P′(N−k+1) . . .m′P′N |Wˆ (rN−k+1, . . . , rN )|mP(N−k+1) . . .mPN 〉. (S-26)
The Kronecker δ-symbols here remain invariant if we replace P ′ by P ′Q and P by PQ, where Q is any permutation
of the first N −k symbols, and the matrix element of Wˆ (rN−k+1, . . . , rN ) is independent of these symbols. Therefore,
we can average Eq. (S-26) over the permutations Q, replacing the product of the Young matrices by
1
(N − k)!
∑
Q
D
[λ′]
r′t′(P ′Q)D[λ]rt (PQ) =
1
(N − k)!
∑
t′′,t′′′
D
[λ′]
r′t′′′ (P ′)D[λ]rt′′(P)
∑
Q
D
[λ¯′]
t¯′′′ t¯′(Q)D[λ¯]t¯′′ t¯(Q),
where Eq. (S-6) and the reduction to subgroup (see [10])
are used. The Young tableaux t¯′′′, t¯′, t¯′′, and t¯ are ob-
tained by removal of the symbols N − k + 1, . . . , N from
the tableaux t′′′,t′, t′′, and t, respectively. Finally, the
summation over Q using Eq. (S-7) leads to
〈Ψ[λ′]n′l′ |Wˆk(N − k + 1, . . . , N)|Ψ[λ]nl 〉 ∼ δλ¯′λ¯.
The Young diagrams λ¯′ and λ¯ are obtained by remov-
ing of k boxes from the diagrams λ′ and λ, respectively.
Therefore, λ and λ′ can be different by the relocation of
no more than k boxes between their rows.
CORRELATION RULES
Using Eq. (1), orthogonality of spin wavefunctions, and
Eq. (S-19), the expectation value of local spatial correla-
tions Eq. (6) can be expressed in terms of wavefunctions
Φ˜
[λ]
{N˜}tr
of non-interacting atoms,
〈Ψ[λ]nl |ρk({0})|Ψ[λ]nl 〉 =
∑
{N˜},r,{N˜ ′},r′
(
{N˜}!{N˜ ′}!
)−1/2
×
∑
ν,ν′
′A
[λ]
n{N˜}ν
A
[λ]
n{N˜ ′}ν′
d[λ˜]νr ({N˜})d[λ˜]ν′r′({N˜ ′})
× 1
fλ
∑
t
〈Φ˜[λ]
{N˜ ′}tr′
|ρk({0})|Φ˜[λ]{N˜}tr〉.
Equation (S-18) allows us to express the matrix element
over Φ˜
[λ]
{N˜}tr
(the last line of the equation above) in terms
of the one-body spatial orbitals ϕm(r),
1
N !
∑
P,P′,t
D
[λ˜]
r′t(P ′)D[λ˜]rt (P)
N∏
j=k+1
δm′
P′j
mPj
×
∫
dDr
k∏
j′=1
ϕ∗m′
P′j′
(r)
k∏
j=1
ϕmPj (r). (S-27)
The spatial orbitals of the correlating atoms are taken in
the same point. Therefore
k∏
j′=1
ϕ∗m′
P′j′
(r) =
k∏
j′=1
ϕ∗m′
P′Q−1j′
(r) (Q ∈ Sk)
and Eq. (S-27) is invariant over permutations Q ∈ Sk of
j′. Denoting R = P ′Q−1, averaging over permutations
Q, and using Eq. (S-6), Eq. (S-27) can be transformed to
1
N !
∑
P,R,t,t′
D
[λ˜]
r′t′(R)D[λ˜]rt (P)
N∏
j=k+1
δm′
Rj
mPj
×
∫
dDr
k∏
j′=1
ϕ∗m′
Rj′
(r)
k∏
j=1
ϕmPj (r)
1
k!
∑
Q∈Sk
D
[λ˜]
t′t (Q).
The last sum in this expression can be transformed in
the same way as in Eq. (S-22)∑
Q∈Sk
D
[λ˜]
t′t (Q) = k!δ¯˜λ[k]δt¯′[0]δt¯[0],
where the Young tableaux t¯′ and t¯ (obtained by the re-
moval of the symbols k+1 . . .N from the tableaux t′ and
11
t, respectively) correspond to the same Young diagram
¯˜
λ. The first Kronecker δ symbol in the above identity
zeroes if λ˜1 < k. As a result, the expectation values of
local spatial correlations vanish if k > λ˜1. Transforming
the spatial wavefunctions to the momentum representa-
tion, we arrive at the same result for local momentum
correlations.
MULTIPLET AVERAGES OF EXPECTATION
VALUES
Equation (1) and orthogonality of the spin functions
lead to the following average of a spin-independent oper-
ator Fˆk over a λ-multiplet,
F¯
[λ]
k ≡
1
N˜λ(N,Mspat)
∑
n
〈Ψ[λ]nl |Fˆk|Ψ[λ]nl 〉
=
1
fλN˜λ(N,Mspat)
∑
t,n
〈Φ[λ]tn |Fˆk|Φ[λ]tn 〉, (S-28)
where
N˜λ(N,Mspat) =
∑
{N˜}
f˜λ˜({N˜})
is the total number of the spatial wavefunctions, asso-
ciated with the Young diagram λ. The average (S-28)
is independent of the spin quantum numbers l. Since
the total wavefunctions are symmetric (or antisymmet-
ric) over permutations, we can suppose, without loss of
generality, that the operator Fˆk acts to r1, . . . , rk. Then
equations (S-19), (S-15), (S-18), and (S-6) lead to
F¯
[λ]
k =
1
N !N˜λ(N,Mspat)
∑
{N˜},r,r′
1
{N˜}!
∑
ν
′d[λ˜]νr d
[λ˜]
νr′
∑
P,R
D
[λ˜]
r′r(R)
N∏
j=k+1
δmRPjmPj
∫
dDkr
k∏
j′=1
ϕ∗mRPj′ (rj′ )Fˆk
k∏
j=1
ϕmPj (rj).
(S-29)
The summand in Eq. (S-29) is the same for all (N − k)!
permutations P corresponding to the given set {j} of
the symbols ji = Pi with 1 ≤ i ≤ k. Except
of this, Eqs. (S-8) and (S-5) lead to
∑′
ν d
[λ˜]
νr d
[λ˜]
νr′ =∑
ν d
[λ˜]
νr δ
[λ˜]
ν d
[λ˜]
νr′/{N˜}! =
∑
P{N˜} D
[λ˜]
rr′(P{N˜})/{N˜}!. Using
Eq. (S-6) and taking into account that mP{N˜}j = mj for
each j, one gets
F¯
[λ]
k =
(N − k)!
N !N˜λ(N,Mspat)
∑
{N˜}
1
{N˜}!
∑
{j}
′
∑
R
∑
r
D[λ˜]rr (R)
×
∏
j′ /∈{j}
δmRj′mj′
∫
dDkr
k∏
i′=1
ϕ∗mRj
i′
(ri′)Fˆk
k∏
i=1
ϕmji (ri),
where
∑′
{j} denotes summation over all ji (1 ≤ i ≤ k)
such that ji 6= ji′ . The summation over r here leads to
the trace of the Young matrix — the character χλ,∑
t
D
[λ]
tt (Q) ≡ χλ(Q) = fλχ˜λ(Q).
The characters, as well as the normalized characters χ˜λ,
are the same for all permutation in a given conjugate
class CN (see [9–11]). As a result, we get Eq. (8) with
〈Fk〉CN =
(N − k)!
N !g(CN )
∑
{N˜}
1
{N˜}!
∑
{j}
′
∑
R∈CN
∏
j′ /∈{j}
δmRj′mj′
×
∫
dDkr
k∏
i′=1
ϕ∗mRj
i′
(ri′ )Fˆk
k∏
i=1
ϕmji (ri).(S-30)
The conjugate classes of the symmetric group Sk are
characterized by the cyclic structure of the permutations.
All permutations in the class Ck = {kνk . . . 2ν2} have νl
cycles of length l. This class notation omits the number of
cycles of the length one, i.e. the number of symbols which
are not affected by the permutations in the class. This
number is determined by the condition
∑k
l=1 lνl = k.
Thus, the same notation can be used for classes Ck and
CN of the groups Sk and SN , respectively. The number
of elements in the class CN of the group SN is expressed
as [10, 11]
gCN =
N !∏N
l=1 νl!l
νl
, (S-31)
and the permutations in this class have the parity
sig(CN ) =
[N/2]∏
l=1
(−1)ν2l , (S-32)
where [x] is the integer part of x.
If each spatial orbital is occupied only by one parti-
cle, N˜m = 1, the set of permutations {P{N˜}} includes
only the identity permutation. In this case, the Kro-
necker δ-symbols in Eq. (S-30) select only the permu-
tations R of k symbols ji. All such permutations be-
long to the conjugate classes Ck of the subgroup Sk, i.e.∑k
l=2 lνl ≤ k. Therefore, Eq. (8) will include the sum-
mation over these classes only. It should be stressed that
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even in this case, χ˜λ(Ck) are characters in irreps of SN ,
i.e.
∑M
m=1 λm = N . Equation (S-30) can be simplified
in this case by a substitution of Rji = jPi, where P are
permutations of k symbols,
〈Fk〉Ck =
(N − k)!
N !g(Ck)
∑
{j}
′
∑
P∈Ck
∫
dDkr
k∏
i′=1
ϕ∗mj
Pi′
(ri′)Fˆk
×
k∏
i=1
ϕmji (ri). (S-33)
MULTIPLET-AVERAGED CORRELATIONS
Consider the operator given by Eq. (6). Its expectation
values are the k-body spatial correlations ρ¯k({R}). In
this case, Eq. (S-30) leads to
〈ρk({R})〉CN =
(N − k)!
N !g(CN )
∑
{N˜}
1
{N˜}!
∑
{j}
′
∑
R∈CN
∏
j′ /∈{j}
δmRj′mj′
∫
dDr
k∏
i=1
ϕ∗mRji
(r−Ri−1)ϕmji (r−Ri−1)
with R0 = 0. If each spatial orbital is occupied only by one particle, Eq. (S-33) gives us
〈ρk({R})〉Ck =
(N − k)!
N !g(Ck)
∑
{j}
′
∑
P∈Ck
∫
dDr
k∏
i=1
ϕ∗mji
(r−R(Pi)−1)ϕmji (r−Ri−1). (S-34)
For the local correlations, with all Ri = 0, Eq. (S-34) becomes independent of the conjugate class Ck since the
integrand therein becomes independent of the permutation P .
The k-body momentum correlations g¯k({q}) are the expectation values of the operator given by Eq. (7). In the
coordinate representation, it becomes an integral operator with the kernel,
(2π)−D(k−1)δ

 k∑
j=1
(r′j − rj)

 exp

i k∑
j=2
qj−1(r
′
j − rj)

 N∏
j=k+1
δ(rj − r′j).
In this case, Eq. (S-30) leads to
〈gk({q})〉CN =
(N − k)!
(2π)D(k−1)N !g(CN )
∑
{N˜}
1
{N˜}!
∑
{j}
′
∑
R∈CN
∏
j′ /∈{j}
δmRj′mj′
×
∫
dDkrdDkr′δ
(
k∑
i=1
(r′i − ri)
)
exp
(
i
k∑
i=2
qi−1(r
′
i − ri)
)
k∏
i=1
ϕ∗mRji
(r′i)ϕmji (ri).
If each spatial orbital is occupied only by one particle, Eq. (S-33) gives us
〈gk({q})〉Ck =
(N − k)!
(2π)D(k−1)N !g(Ck)
∑
{j}
′
∑
P∈Ck
∫
dDkrdDkr′δ
(
k∑
i=1
(r′i − ri)
)
exp
(
i
k∑
i=2
qi−1(r
′
Pi − ri)
)
k∏
i=1
ϕ∗mji
(r′i)ϕmji (ri).
(S-35)
This expression becomes independent of the conjugate
class Ck if all qj = 0.
OPTICAL LATTICE
Consider N cold atoms in a D-dimensional optical
lattice [30]. Spin-independent interactions between the
atoms lead to the Hamiltonian
Hˆ =
N∑
j=1
[
−1
2
∇2j + Ulatt(rj) + U(rj)
]
+
∑
j<j′
V (rj − rj′ )
(S-36)
(using units with the mass of the atom and the Plank
constant h¯ are equal to 1) Here, rj is a D-dimensional
coordinate of the jth atom and ∇j is the D-dimensional
gradient. The periodic lattice potential Ulatt(r) has D
primitive vectors al (1 ≤ l ≤ D). The trap potential
U(r) is flat on the scale of the lattice period.
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In the case of a deep lattice, the spatial wavefunctions
can be expanded in terms of the lowest-band Wannier
functions w(r − T(n)), where T(n) = ∑Dl=1 nlal is the
lattice vector, and n ≡ (n1, . . . , nD) is a D-dimensional
integer vector. The matrix elements of the terms in Hˆ
will be
Jn = −
∫
dDrw(r −T(n))
(
−1
2
∇2 + Ulatt(r)
)
w(r)
Vn =
∫
dDrdDr′|w(r′ −T(n))w(r)|2V (r′ − r) (S-37)
Un = U(T(n))
For a zero-range interaction, the exchange interaction
will be equal to Vn too. In the unit-filling Mott-insulator
regime (V0 ≫ Jn for n 6= 0) each lattice site is occu-
pied by one atom. (In experiments, this regime can be
realized in the vicinity of the minimum of U(r).) Due
to the single occupation of each Wannier state, we have
D˜
[λ]
r′r = δr′r, {N˜}! = 1, and d[λ]νr = δνr. Then, using
(S-18) and (S-19) with ϕ(r) = w(r − T(n)), the spatial
wavefunction can be expressed as
Φ
[λ]
tn =
√
fλ
N !
∑
r
A[λ]nr
∑
P
D
[λ]
tr (P)sig(P)
N∏
j=1
w(rPj−T(nj)),
(S-38)
where nj correspond to the occupied sites. The coef-
ficients A
[λ]
nr are determined by the eigenproblem (S-20),
with Hˆspat = Hˆ of Eq. (S-36). Using orthogonality of the
Wannier functions, the matrix elements (S-37), and ne-
glecting the hopping (Jn with n 6= 0), we get the Hamil-
tonian matrix (S-21)
〈Φ˜[λ]
{N˜}tr
|Hˆ |Φ˜[λ]
{N˜}tr′
〉 = (−NJ0 +
∑
j
Unj )δrr′ + V
[λ]
rr′
with
V
[λ]
rr′ =
∑
j<j′
Vnj−nj′ [δrr′ ±D[λ]rr′(Pjj′ )]
The resulting eigenvalue equation for the coefficients A
[λ]
nr
and the state energies E
[λ]
n has the form,
E[λ]n A
[λ]
nr =
∑
r′
V
[λ]
rr′A
[λ]
nr′ .
The energies are counted from −NJ0 +
∑
j Unj . They
form λ-multiplets with the average energies Eq. (10).
In the case of equal lengths of the primitive vectors
ai, taking into account only near-neighbor interactions,
Vnear = Vn with |n| = 1, we get
E¯λ =
NNnearVnear
2
(
1± N(N − 1)
2
χ˜λ({2})
)
.
Here Nnear is the number of neighboring sites for each
site.
In order to evaluate correlations, let us use the har-
monic oscillator approximation for the Wannier func-
tions,
w(r) = π−D/4a
−D/2
HO exp(−r2/(2a2HO)), (S-39)
where aHO is the range of the harmonic potential, ap-
proximating the lattice potential in the vicinities of its
minima.
For the spatial correlations, Eq. (S-34) takes the form
〈ρk({R})〉Ck =
(N − k)!
N !g(Ck)
∑
P∈Ck
∑
{j}
′
∫
dDr
k∏
i=1
w(r−T(nji )−R(Pi)−1)w(r −T(nji)−Ri−1).
If P = E , the sum over {j} can contain terms with T(nji) = −Ri−1, which are not exponentially small. However, if
Ck 6= {}, even these terms become exponentially small, as Pi 6= i for at less two i, and the integral, calculated with
the functions (S-39), will be proportional to
exp

− 1
2a2HO

 k∑
i=1
(
∆Ri − 1
k
k∑
i′=1
∆Ri′
)2
+
1
2k
(
k∑
i=1
∆Ri
)2

 .
Here ∆Ri = R(Pi)−1 −Ri−1.
For the momentum correlations, Eq. (S-35) leads to
〈gk({q})〉Ck =
(N − k)!
(2π)D(k−1)N !g(Ck)
∑
P∈Ck
∑
{j}
′ exp
(
i
k∑
i=1
T(nji )[qi−1 − q(Pi)−1]
)
×
∫
dDkrdDkr′δ
(
k∑
i=1
(r′i − ri)
)
k∏
i=1
exp (iqi−1(ri − r′i))w(r′i)w(ri) (S-40)
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with q0 = 0. The integral here can be represented as the
convolution
fk({q}) =
∫
dDp
k∏
i=1
|w˜(p+ qi−1)|2
of the Fourier transforms
w˜(p) = (2π)−D/2
∫
dDrw(r) exp(−ipr)
of the Wannier function.
Consider a lattice with the size Ll in the direction of
the primitive vector al, such that 0 ≤ nl < Ll, and use
the equality
Ll−1∑
nl=0
exp(i∆qialnl) =
sin(Ll∆qial/2)
sin(∆qial/2)
exp(i∆qial
Ll − 1
2
),
(S-41)
were ∆qi = qi−1 − q(Pi)−1. Equation (S-41) tends to Ll
in the limit of ∆qi → 0. The sum over {j} in Eq. (S-40)
is the sum over all ji minus the sums over {j} where two
or more ji coincide. The sum over all ji is the product
of the sums (S-41) over all 1 ≤ l ≤ D and 1 ≤ i ≤ k.
This sum has the maximal value of
∏D
l=1 L
k
l = N
k when
all ∆qi = 0. The sum where k
′ of ji coincide will have
the maximal value of Nk−k
′
. Thus the contributions of
such sums can be neglected. The exponential factors in
Eq. (S-41) will be canceled in all sums over {j} since∑k
i=1∆qi =
∑k
i=1 qi−1−
∑k
i=1 q(Pi)−1 = 0. As a result,
we get
〈gk({q})〉Ck ≈
(N − k)!
N !g(Ck)
fk({q})
×
∑
P∈Ck
k∏
i=1
D∏
l=1
sin(Llal∆qi/2)
sin(al∆qi/2)
, (S-42)
oscillating as functions of each component of qj with a
period ∼ (Llal)−1, except for Ck = {}, when the argu-
ments of sines in Eq. (S-42) are equal to 0.
If all qi = 0, all exponents in Eq. (S-40) will be equal
to zero, and we get Eq. (11) with no approximations.
FEW-PARTICLE CASES
Consider the simplest non-trivial examples of calcula-
tion of correlation functions for few-particle cases. Us-
ing Eq. (S-31) for numbers of permutations g(Ck) in the
conjugate classes Ck of permutations of k symbols, the
universal factors Eq. (9) for lowest-order correlations are
expressed as
ρ˜
[λ]
2 = 1± χ˜λ({2})
ρ˜
[λ]
3 = 1± 3χ˜λ({2}) + 2χ˜λ({3}) (S-43)
ρ˜
[λ]
4 = 1± 6χ˜λ({2}) + 8χ˜λ({3})
±6χ˜λ({4}) + 3χ˜λ({22}).
TABLE I. The normalized characters and universal factors
Eq. (9) for N = 3 particles of the spin s = 1 in states associ-
ated with the Young diagrams λ. The upper and lower signs
correspond to bosons and fermions, respectively.
λ χ˜λ({2}) χ˜λ({3}) ρ˜
[λ]
2 ρ˜
[λ]
3
[3] 1 1 1± 1 3± 3
[21] 0 -1/2 1 0
[13] -1 1 1∓ 1 3∓ 3
Here, the sign + or − is taken for bosons or fermions,
respectively. The correlations depend on the Young di-
agrams and are independent of the particle spin when-
ever the diagram row number does not exceed the mul-
tiplicity M = 2s + 1. The particle spin s below means
only the minimal spin, allowing the considered Young di-
agrams, and all results are applicable to particles with
higher spins.
For particles with spin s = 1, the Fortran codes for
the normalized characters and the universal factors are
presented in the accompanying file char_corr.f. They
are derived from the explicit expressions for the charac-
ters [26] and used in Fig. 2. In the simplest non-trivial
case of N = 3 the characters and universal factors are
presented in Table I.
Characters for few particles with higher spins are tab-
ulated in [10]. The characters and universal factors for
N = 4 particles of the spin s = 32 are presented in Table
II. As would be expected the correlations in Tables I and
II agree with the correlation rules and the correlations
for fermions are equal to the correlations for bosons with
the conjugate Young diagram.
As an example of multiple occupation of spatial or-
bitals consider N = 3 non-interacting particles of the
spin s = 1 in two spatial orbitals, ϕ1(r) and ϕ2(r), with
the occupations {N˜1} = 2 and {N˜2} = 1, respectively.
For non-interacting particles only one term in the sum
over {N˜} remains in Eq. (S-30), and for a one-body ob-
servable it takes then the form
〈F1〉CN =
1
Ng(CN ){N˜}!
N∑
j=1
∑
R∈CN
∏
j′ 6=j
δmRj′mj′ 〈ϕmRj |Fˆ1|ϕmj 〉,
where
〈ϕm′ |Fˆ1|ϕm〉 =
∫
dDrϕ∗m′ (r)Fˆ1ϕm(r).
The product of Kronecker symbols above allows only per-
mutations of equal quantum numbers. Then R can be
either the identity permutation E or the transposition
P12, which belong to the conjugate classes {} or {2},
respectively. As a result Eq. (8) contains two terms with
〈F1〉{} = 1
6
(2〈ϕ1|Fˆ1|ϕ1〉+ 〈ϕ2|Fˆ1|ϕ2〉), (S-44)
〈F1〉{2} = 1
3
〈F1〉{}
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TABLE II. The normalized characters and universal factors Eq. (9) for N = 4 particles of the spin s = 3
2
in states associated
with the Young diagrams λ. The upper and lower signs correspond to bosons and fermions, respectively.
λ χ˜λ({2}) χ˜λ({3}) χ˜λ({4}) χ˜λ({2
2}) ρ˜
[λ]
2 ρ˜
[λ]
3 ρ˜
[λ]
4
[4] 1 1 1 1 1± 1 3± 3 12± 12
[31] 1/3 0 -1/3 -1/3 1± 1/3 1± 1 0
[22] 0 -1/2 0 1 1 0 0
[212] -1/3 0 1/3 -1/3 1∓ 1/3 1∓ 1 0
[14] -1 1 -1 1 1∓ 1 3∓ 3 12∓ 12
and the λ-multiplet-average is expressed as
F¯
[λ]
1 = fλ〈F1〉{}(1± χ˜λ({2}))
with the sign + or − for bosons or fermions, respec-
tively. Finally, using characters in Table I, we have
F¯
[3]
1 = F¯
[21]
1 = 2〈F1〉{}, F¯ [1
3]
1 = 0 for bosons and
F¯
[13]
1 = F¯
[21]
1 = 2〈F1〉{}, F¯ [3]1 = 0 for fermions. The
results can be applied, for example, to the one-body den-
sity matrix ̺(r, r′) with 〈ϕm|̺(r, r′)|ϕm〉 = ϕ∗m(r)ϕm(r′)
in Eq. (S-44).
For non-interacting particles and a two-body observ-
able Fˆ2, Eq. (S-30) will be replaced by
〈F2〉CN =
2
N(N − 1)g(CN ){N˜}!
∑
j1<j2
∑
R∈CN
∏
j1 6=j′ 6=j2
δmRj′mj′
×〈ϕmRj1ϕmRj2 |Fˆ2|ϕmj1ϕmj2 〉,
where
〈ϕm′′ϕm′′′ |Fˆ2|ϕmϕm′〉 =
1
2
∫
dDr1d
Dr2[ϕ
∗
m′′ (r1)ϕ
∗
m′′′ (r2)Fˆ2ϕm(r1)ϕm′(r1)
+ϕ∗m′′′(r1)ϕ
∗
m′′ (r2)Fˆ2ϕm′(r1)ϕm(r1)].
For N = 3, {N˜1} = 2 and {N˜2} = 1 the permutations R,
allowed by the Kronecker symbols, depend on j′, namely
j′ = 1 : R ∈ {E ,P12,P23,P123}
j′ = 2 : R ∈ {E ,P12,P13,P132}
j′ = 3 : R ∈ {E ,P12},
where the cycles of length 3, P123 and P132, belong to the
conjugate class {3}. Then Eq. (8) contains three terms
with
〈F2〉{} = 1
6
(〈ϕ1ϕ1|Fˆ2|ϕ1ϕ1〉+ 2〈ϕ1ϕ2|Fˆ2|ϕ1ϕ2〉)
〈F2〉{2} = 1
18
(〈ϕ1ϕ1|Fˆ2|ϕ1ϕ1〉+ 2〈ϕ1ϕ2|Fˆ2|ϕ1ϕ2〉
+2〈ϕ2ϕ1|Fˆ2|ϕ1ϕ2〉)
〈F2〉{3} = 1
6
〈ϕ2ϕ1|Fˆ2|ϕ1ϕ2〉
and the λ-multiplet-average is expressed as
F¯
[λ]
2 = fλ
[(1
6
〈ϕ1ϕ1|Fˆ2|ϕ1ϕ1〉+ 1
3
〈ϕ1ϕ2|Fˆ2|ϕ1ϕ2〉
)
(1± χ˜λ({2}))
+
1
3
〈ϕ2ϕ1|Fˆ2|ϕ1ϕ2〉(χ˜λ({3})± χ˜λ({2}))
]
.
Finally, using characters in Table II, we have for bosons
F¯
[3]
2 =
1
3
(〈ϕ1ϕ1|Fˆ2|ϕ1ϕ1〉+ 2〈ϕ1ϕ2|Fˆ2|ϕ1ϕ2〉+ 2〈ϕ2ϕ1|Fˆ2|ϕ1ϕ2〉)
F¯
[21]
2 =
1
3
(〈ϕ1ϕ1|Fˆ2|ϕ1ϕ1〉+ 2〈ϕ1ϕ2|Fˆ2|ϕ1ϕ2〉 − 〈ϕ2ϕ1|Fˆ2|ϕ1ϕ2〉).
F¯
[13]
2 = 0
The averages for fermions are equal to the averages for
bosons with the conjugate Young diagram. The aver-
ages of the local two-body correlations for bosons are
expressed as
ρ¯
[3]
2 (0) =
1
3
(∫
dDr|ϕ1(r)|4 + 4
∫
dDr|ϕ1(r)|2|ϕ2(r)|2
)
ρ¯
[21]
2 (0) =
1
3
(∫
dDr|ϕ1(r)|4 +
∫
dDr|ϕ1(r)|2|ϕ2(r)|2
)
.
