Support Vector Machine (SVM) learning from imbalanced datasets, as well as most learning machines, can shows poor performance on the minority class because SVM were designed to induce a model based on the overall error. To improve their performance in this kind of problems, a low-cost post-processing strategy is proposed based on calculating a new bias to adjust the function learned by the SVM.
Introduction
A major problem faced by classification learning algorithms is the imbalance between classes in datasets. It appears when there are many examples of one or several classes, but very few in the remaining classes. Some domains where this situation arises are medical diagnosis, text classification, fraud detection in credit card usage, detection of communication network intrusion, among others. Since it usually represents the target of the classification task, for such scenarios is very important to obtain models that exhibit a high prediction performance on the minority class. However, standard learning algorithms tend to produce hypothesis having a good performance only on the majority class, because they construct classification models based on error over the whole training set, independently of the representatives or balance between classes.
To solve this problem, some mechanisms exist to allow these algorithms showing good performance on minority class. To that effect, several strategies have been proposed, such as re-balancing the dataset with sampling techniques, construction of classifiers that take into account the cost of errors on different classes, combination (ensemble) of results from several classifiers trained with different data distributions (He and Garcia 2009; López, Fernández, García, Palade, and Herrera 2013; Sun, Wong, and Kamel 2009). In the case of SVM, its learning mechanism become an interesting option to deal with imbalanced datasets, because SVM build its classification model based only on a subset of training instances (Cristianini and Shawe-Taylor 2000; Vapnik 1999 ). However, like other machine learning techniques, SVM minimizes the error over all the dataset to generate these models, so they are biased towards the majority class when the imbalance is severe.
To enhance the performance of SVM for problems with imbalanced classes, several solutions have been proposed. Some of them are of general application, like sampling techniques to re-balancing datasets in a preprocessing stage; other, more specific, consider SVM's particular features like those based on cost-sensitive learning (Batuwita and Palade 2013) . Some research papers suggest using a post-processing stage in order to reduce the bias towards the majority class of the classifier learned by the SVM (He and Garcia 2009) . Following this last research line, a strategy for SVMs based on calculating a new bias or threshold is proposed. This new bias considers the classes' proportion in the dataset and allows tuning the original function learned by the SVM to improve its performance on the minority class. Proposed solution neither introduces new parameters, nor modifies the original optimization problem for SVM training.
This paper is organized as follows: Section 2 briefly introduces the SVM learning mechanism and provides an overview of strategies to improve its performance on this kind of problems. In Section 3, the proposed postprocessing procedure for determining the new bias is detailed. Section 4, presents the experiments performed to verify the applicability of the proposal, along with an analysis of results, and a comparison between performance of the new approach and a cost-sensitive scheme. Finally, conclusions and further research are presented.
SVM on Imbalanced Datasets
SVM is based on statistical learning theory and has been applied successfully in classification and regression problems in different domains (Cristianini and Shawe-Taylor 2000; Oneto, Ridella, and Anguita 2016; Vapnik 1999) . The hypothesis spaces of these learning machines are hyperplanes (linear decision surfaces). Training looks for a decision function with the maximum margin of separation between classes. Thus, for a binary classification task on a set of training data Z = {(x 1 , y 1 ), . . . , (x N , y N )}, with x i ∈ X ⊆ m , y i ∈ Y = {+1, −1}, and the decision function f (x) = w · x − b, the optimal hyperplane is determined as follows,
where w is the vector of the hyperplane which defines its orientation, and b is the bias which determines its position. Slack variables ξ i measure the error on the instances that violate the constraint y i (w · x i − b) ≥ 1. The user-defined parameter C determines the trade-off between maximizing the margin and minimizing the error, i.e. the higher the value of C, the SVM is more focused on minimizing errors. In a dual form, this optimization problem can be solved as,
leading to the following decision function,
To construct nonlinear decision boundaries, input vectors are projected in an inner product space of higher dimension using a basis set of nonlinear functions. In this new space the optimal hyperplane is determined. Using the theory of kernels satisfying Mercer's theorem, all operations can be performed directly in an input space using x i · x j = K(x i , x j ). Then, the decision function is formulated as,
Among all the training vectors, only a few have associated a weight α i greater than zero in (3) or (4). These elements lie in the decision margin and are known as support vectors (SV). The unsigned value f (x) is a measure of the distance of an example x to the hyperplane, while the sign determines the class label (positive or negative).
For moderately imbalanced datasets, empirical results show that, unlike other machine learning algorithms, SVM can produce a good hypothesis without any modification (Akbani, Kwek, and Japkowicz 2004; Imam, Ting, and Kamruzzaman 2006; Wu and Chang 2005) . One explanation for such phenomenon is that SVM uses only a set of support vectors to construct classification models, so negative instances that are far from the decision border will not be taken into account and SVM will not be affected by them, even the numerous ones. However, SVM cannot overcome the problem of imbalance when data distribution is very imbalanced. In such cases, it has been observed that the hyperplane separation learned by the SVM is very close to the minority class, resulting in a low performance or no generalization at all for examples from this class, in comparison with those from the majority class (Batuwita and Palade 2013; He and Ghodsi 2010; Huang 2006, Wu and Chang 2005) .
Strategies for SVM with Imbalanced Datasets
Several strategies have been proposed to improve the performance of SVM on imbalanced datasets. Some of them are described and introduced in this section according to the moment that they can be applied during the learning process.
Pre-processing Strategies
They are based on re-sampling techniques to balance the dataset. One way is through the over-sampling of data from the minority class; hence, new instances are created in order to increase its proportion in the dataset. In contrast, under-sampling seeks to reduce the size of the majority class by removing a subset of these data. They are general-purpose procedures, not targeted at particular machine learning technique. One of the most commonly used is SMOTE, which employs the k-nearest neighbor technique for over-sampling the minority class (Chawla, Bowyer, Hall, and Kegelmeyer 2002; Vilariño, Spyridonos, Vitrià, and Radeva 2005) . Others strategies apply clustering algorithms for sub-sampling the majority class (Li, Yu, Bi and Huang 2014; Yu, Debenham, Jan, and Simoff 2006; Zhou, Ha, and Wang 2010) .
There are also strategies for the SVM that seek increasing the minority class considering the margin area between the two classes (Castro, Carvalho, and Braga 2009) . Other works are based on the use of SVM to obtain the positive support vectors, and over-sample from these data (Hernández-Santiago, Cervantes, López-Chau, and García-Lamont; Wang 2008) . This feature has also been exploited to build under-sampling algorithms (Tang, Zhang, Chawla, and Krasse 2009; Wang 2014) , where an SVM is used to build a new dataset composed only by the most informative negative support vectors and the positive data. Other solutions use sampling methods with ensembles (Kang and Cho 2006; Liu et al. 2006; Waske, Benediktsson, and Sveinsso 2009; Yang, Zhang, Zhou, and Zomaya 2011; Sukhanov, Merentitis, Debes, Hahn and Zoubir 2015) . Furthermore, there are proposals that seek over-sampling during training by using active learning (Ertekin 2013).
Training Strategies
These strategies include those proposals that modify the standard optimization problem for SVM training in order to incorporate information related to the proportion of classes in the dataset. One approach of costsensitive learning is that incorporates into the learning problem information related with the penalties associated with wrong predictions for each class. In the case of SVM, the cost information about the two types of errors can be introduced into the formulation of the learning problem, using two regularization parameters, C + and C − , associated with errors on the positive and negative class, respectively (Ver-opoulos, Campbell, and Cristianini 1999; Cohen, Hilario, Sax, Hugonnet, and Geissbuhler 2006) ,
Some works have also added new restrictions on the slack variables ξ i , in order to control the margin of separation between the two classes (He and Ghodsi 2010; Yang, Wang, Yang, and Yu 2008) . A different approach is presented in Batuwita and Palade (2010) , where only one regularization parameter C is used, but information about the cost of errors is incorporated by allocating different weights to each variable ξ i . Other proposed solutions combine cost-sensitive learning with other techniques (Akbani et al. 2004; Muscat, Mahfouf, Zughrat, Yang, Thornton, Khondabiand, and Sortanos 2014; Wang and Japkowicz, 2010; Ziȩba, Tomczak, Lubicz, andŚwiatek 2014) .
Other proposals are those that modify the kernel matrix according to the observed imbalance in the distribution of data, as KBA algorithm (Wu and Chang 2005) . In Ramírez and Allende (2012) a method is proposed such that training two one-class SVM, one fitted to each class, and aggregating their decisions in a nested manner the boundary is improved. Finally, in He, Wu, Silva, Zhao, and Qian (2015) , a model-based approach integrating cost-sensitive learning with Gaussian Mixture Model for the imbalanced classification problem is proposed.
Post-processing Strategies
In general, these approaches are oriented either, towards modifying the weight vector w in the function of decision or determining a new bias, in order to adjust the decision boundary learned by the SVM to provide a good margin of separation for the positive class. For example, the z-SVM method is proposed in Imam et al. (2006) , which determines the value of a new parameter z, solving an added optimization problem. This optimal parameter weights the contribution of support vectors of the minority class in the vector w of the decision function obtained after training.
In Li, Hu, and Hirasawa (2008) , the bias of the decision function is modified by calculating an offset θ from the average of the unsigned values generated by f (x) for the support vectors. A similar strategy is used in Shanahan and Roma (2003) , with the new offset being calculated by applying the Beta-Gamma algorithm.
Other studies suggest re-interpreting the outputs of the SVM. For example, a fuzzy decision function is applied in Li et al. (2008) , whose parameters are estimated from the observed distribution in the dataset. In Wang and Zheng (2008) , the decision process incorporates a post-processing module, whose construction is based on methods of information theory to define a new bias for classification.
A Novel Post-processing Strategy Based on the Bias
Strategies proposed to improve the performance of SVM on imbalanced datasets generally require tuning new parameters such as the sample rate or the number k of selected neighbors. Other methods can be computationally expensive considering the construction of several classifiers (such as methods based on ensembles), or based on iterative algorithms, such as modifying the kernel matrix (KBA) and some sampling techniques that require several over-training steps. In cost-sensitive approaches, the standard SVM optimization problem must be modified and costs of errors on the classes must be known. Moreover, they can produce over-fitted models (Wang and Japkowicz 2010) .
On the other hand, it has been empirically shown that the hyperplane learned by SVM in presence of imbalanced datasets have approximately the same orientation as the ideal hyperplane (He and Ghodsi 2010; Liu et al. 2006; Wu and Chang 2005) . Reduced generalization on the minority class would be indeed associated with the bias b, as positive instances lie far from this ideal limit, i.e., the SVM learns a boundary that is too much close to this class. Other studies, such as those presented in Sun, Lim, and Liu (2009) at the domain of text classification, suggest increasing research on strategies determining new thresholds for the SVM's decision function. Modifications should be based on the distribution of classes in the dataset, which also do not directly affect standard SVM training.
Following the latter research line, a novel post-processing strategy based on calculating of a new bias is proposed in this paper. The proportion among classes in the dataset will be considered, hence adjusting the function learned by the SVM in order to improve their performance on the minority class. The proposed solution does not involve tuning new parameters. Furthermore, it neither requires modifying the standard optimization problem for training the SVM, nor additional steps of re-training.
The proposal, based on the developments presented in Gonzalez-Abril, Angulo, Velasco, and Ortega (2008), modifies, after training, the separating margin of the hyperplane towards the majority class in order to achieve better generalization performance on data from the minority class. The new bias is calculated as follows (Núñez, Gonzalez-Abril, and Angulo 2011) .
Let Z = {(x 1 , y 1 ), . . . , (x N , y N )} be a training set, with x i ∈ X ⊆ m , y i ∈ Y = {+1, −1}. Also, let Z 1 and Z 2 be the datasets belonging to the positive class (+) and the negative one (-), respectively. The standard formulation of the bias, for the linearly separable case indicates that bias could be obtained as,
where α is the maximum value of the hyperplane without bias applied to the set of negative instances Z 2 , and β is the minimum value of the hyperplane without bias applied to the entries in the minority set Z 1 , that is,
Let us indicate that if the bias b is chosen as b = β, then all instance of the positive class are correctly labeled. Furthermore, β is the smallest value that ensures a 100% correct classification of the training vectors (Gonzalez-Abril, Núñez, Angulo, and Velasco 2014) .
Definition for b s in (6) has been extended for taking into account the proportion of classes in the dataset. Hence, for N 1 and N 2 being the number of patterns in classes (+) and (-) respectively, a new proportional bias b p is defined,
Hence, for imbalanced problems, N 1 N 2 , this new bias will move the decision limit towards the negative class, thus increasing the margin of separation for the positive class. Moreover, as the maximum and minimum values for the hyperplane without bias are reached on support vectors, it can be considered only these points for calculation of α and β, α = max
and β = min
where SV 1 and SV 2 are the set of support vector in classes (+) and (-), respectively. The new decision function would simply be expressed as follows,
Furthermore, as the SVM decision function is generated only from the support vectors (the most informative instances for the classification task), an additional modification to this proposal exists: to consider the number of support vectors for the positive and negative classes, N sv1 and N sv2 , respectively, rather than values N 1 and N 2 .
Hence, a second bias b p1 is also proposed,
Let us see the relationship among these biases for N 1 N 2 . In this case, the optimization problem usually provides a number of support vectors such that N sv1 < N sv2 and, defining R = N 2 /N 1 and r = N sv2 /N sv1 , then 1 ≤ r ≤ R (this fact can be checked in Section 4). Hence, it results,
that is, b s is farther from β than b p1 , that in its turn, is farther away from β than b p . Thus, it can be checked that the decision function is moving away from the zone of the positive samples, increasing, as it will be later demonstrated, the accuracy on this class. Therefore, these new biases move the hyperplane learned by SVM to obtain a better classification performance for the positive class, considering the proportions of the classes: the greater the imbalance, the greater margin of separation for the minority class.
Experimentation and Results Analysis
Performance of post-processing strategy proposed was tested on 34 datasets from the UCI repository (Frank and Asuncion 2010) . Characteristics of the datasets are shown in Table 1 . Label (+) was assigned to the class shown in brackets, and label (-) to the remaining data. The performance of the classifiers obtained by using the new biases was measured using sensitivity and geometric mean (g-means) (He and Garcia, 2009 ). Sensitivity measures positive accuracy, indicating how many examples of the minority classes are correctly classified; g-means evaluates the performance in terms of sensitivity and specificity (negative accuracy) as follows, g-means = sensitivity · specificity (14) Sensitivity allows us to show how well the positive class is classified and g-means shows the balance between the accuracy of positive and negative classes. Also, accuracy was included, as being the standard metric. For SVM training, the usual RBF kernel was used, as well as the Matlab's Bioinformatics Toolbox for processing. The values of σ (RBF width) and C (regularization term) were obtained by exploring a two-dimensional grid: σ = {2 0 , 2 1 , . . . , 2 6 }, C = {2 0 , 2 1 , . . . , 2 10 } and the best values for accuracy for each classifier (SVM, cost-sensitive SVM and SMOTE SVM) were used.
Average values for accuracy, g-means and sensitivity are shown in Table 2 , for each dataset, using ten-fold cross-validation like empirical experimentation and repeating this procedure 10 times in order to ensure a good statistical behavior. From these results some statements can be established:
• Working with imbalanced datasets, evaluation metrics like g-means and sensitivity measure the classifiers performance independently of the data distribution, so their election is correct for this kind of problems. For example, SVM has an accuracy value of 0.99 over Abalone dataset. However, it completely fails classifying the positive class, which is reflected in the value of g-means. • The new biases improve the performance of the standard SVM in all datasets with respect to g-means and sensitivity metrics. Furthermore, the performance on the sensitivity metric when using the b p bias is better than employing b p1 , in all datasets except for Tic-Tac dataset. This fact is due to that the Tic-Tac dataset is the unique of the 34 datasets such that r ≤ R is not true.
To compare the performance of this post-processing strategy with other reported in the literature, both, SMOTE and a cost-sensitive scheme were used to train a SVM on the listed UCI datasets. Comparison was only made with the b p bias. The Matlab Bioinformatic's toolbox provides a costsensitive scheme where the values for C + and C − in (5) are calculated from C as:
It is worth noting that from the above,
, that is, a similar formula to the bias b p by changing C + and C − for α and β, respectively.
Results obtained using the same evaluation metrics, as well as the same ten-fold cross-validation structure, are shown in Table 3 . Moreover, a comparison about the proportion of support vectors of the learned decision function in relation with the number of training data is offered for all the schemes in Table 4 . This ratio is a measure of the complexity of the SVM classifier. Therefore, it can be concluded than both, SMOTE and cost sensitive approaches provide a decision function more complex and hence, as aforementioned, they can produce over-fitted models.
In order to measure the similarity of results between schemes, the Friedman test was applied (Demser 2006) . This is a non-parametric test used to detect significant differences in multiple classifiers. The obtained p-values for accuracy, g-means and sensibility are 0.1076, 0.0150 and 0.0083, respectively. From these results, if a confidence level is fixed to 5%, it can be concluded the following:
• For the accuracy measure, as long as the p-value in the Friedman test is 0.1076, it can be concluded that there is no significant evidence of equivalence for the three methods. • With respect to the g-mean metric, as the p-value is 0.0150, the Friedman test detected significant differences. Furthermore, the test indicates that there is not significant difference between post-processing strategy and cost-sensitive SVM methods. Nevertheless, there is evi- dence that these classifiers and SMOTE are significantly different.
• With respect to the sensitivity measure, the p-value is 0.0083, that is, the Friedman test detected significant differences. Furthermore, the test indicates us that there is significant difference among the postprocessing strategy and the other two methods. Therefore, it can be concluded that the post-processing strategy is the best strategy in order to maximize the sensitivity metrics.
Conclusions an Future Work
From the experimental results on datasets with different degrees of imbalance, we can conclude that SVM performance is significantly improved using a new bias that considers the proportion of classes. An important benefit of the proposed approach is that the standard optimization problem associated to the SVM is not modified.
Neither new parameters must be tuned, so the computational cost is practically insignificant. By comparing this strategy with the cost-sensitive and SMOTE approaches, the bias modification approach achieves superior performance in terms of sensitivity, and it does with a classification function far less complex in terms of number of support vectors.
As future work, a theoretical framework for studying the movements of the bias in the workspace according to their definition is being developed.
