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 Abstract 
Advanced microscopy and/or spectroscopy tools play indispensable role in nanoscience and 
nanotechnology research, as it provides rich information about the growth mechanism, chemical 
compositions, crystallography, and other important physical and chemical properties. However, 
the interpretation of imaging data heavily relies on the “intuition” of experienced researchers. As 
a result, many of the deep graphical features obtained through these tools are often unused because 
of difficulties in processing the data and finding the correlations. Such challenges  can be well 
addressed by deep learning 1, 2, 3, 4. In this work, we use the optical characterization of two-
dimensional (2D) materials as a case study, and demonstrate a neural-network-based algorithm for 
the material and thickness identification of exfoliated 2D materials with high prediction accuracy 
and real-time processing capability. Further analysis shows that the trained network can extract 
deep graphical features such as contrast, color, edges, shapes, segment sizes and their distributions, 
based on which we develop an ensemble approach topredict the most relevant physical properties 
of 2D materials. Finally, a transfer learning technique is applied to adapt the pretrained network to 
other applications such as identifying layer numbers of a new 2D material, or materials produced 
by a different synthetic approach. Our artificial-intelligence-based material characterization 
approach is a powerful tool that would speed up the preparation, initial characterization of 2D 
materials and other nanomaterials and potentially accelerate new material discoveries. 
    
  
 Introduction 
Research on two-dimensional (2D) materials has grown exponentially over the past decade5, 6. 
Hundreds of 2D materials have been isolated and studied 6, 7, 8, 9, offering a wide range of optical 
and electronics properties, including metals, semiconductors, insulators, magnets, and 
superconductors. The most widely used approach to obtain high-quality 2D crystals today is 
mechanical exfoliation 10, 11, followed by 2D crystal “hunting” under an optical microscope (Figure 
1, left). This task is time-consuming and difficult especially for inexperienced researchers, but 
tedious for experienced researchers. There has, therefore, been growing interest in automating such 
a process12. An automatic optical identification and/or characterization system requires an 
algorithm that performs reliably for different materials with high accuracy, is fast enough for real-
time processing, and is easily adaptable to different optical setups and different user requirements 
with minimal additional human efforts. However, existing identification approaches13, 14, 15, 16, 17, 18 
only exploited the information about the optical contrast (Figure S1) of the 2D crystals. As a result, 
they are often limited to specific types of 2D crystals and microscope conditions, which do not 
meet the aforementioned requirements.    
In reality, optical microscopic (OM) images contain rich, often unused information other than 
optical contrast. These deep graphical features can be extracted through deep learning, especially 
semantic segmentation methods based on convolutional neural networks (CNNs) 1, 2, 3, 4. In this 
work, an encoder-decoder semantic segmentation network4 is configured for pixel-wise 
identification of OM images of 2D materials. We call our method 2D material optical identification 
neural network (2DMOINet) We demonstrate that this architecture can identify, in real time, 
various 2D materials in OM images regardless of variations in optical setups. This would free up 
tremendous amount of time for researchers working on 2D materials. Additionally, we find that 
 the algorithm finds correlations between the OM images and physical properties of the 2D 
materials and can thereby be used to anticipate the properties of new, as-yet uncharacterized 2D 
crystals.  
Results 
“2DMOINet” for 2D material identification 
Figure 1 illustrates the flow chart of our 2D material optical identification neural network 
(2DMOINet) method. Figures 1 (a) and (c) show 13 different 2D materials used for training, their 
crystal structures, photos of their bulk (three dimensional) source crystals 19 and representative 
OM images of exfoliated 2D crystallites (or “flakes”) on top of 285 nm or 90 nm SiO2/Si substrates. 
These materials are graphene/graphite, hexagonal boron nitride (hBN), the 2H-phase 
semiconducting transition-metal dichalcogenides (TMDs) 2H-MoS2, 2H-WS2, 2H-WSe2 and 2H-
MoTe2, the 2H-phase metallic TMDs 2H-TaS2 and 2H-NbSe2, the 1T-phase TMD 1T-HfSe2, black 
phosphorous (BP), the metal trihalides CrI3 and RuCl3, and the quasi-one-dimensional (quasi-1D) 
crystal ZrTe5. A total number of 817 OM images containing exfoliated flakes of these 13 materials 
and 100 background-only images were collected and labeled for training and testing. To make the 
training data representative of the typical variability of OM images, the training and test data were 
sampled from a collection of OM images generated by at least 30 users from 8 research groups 
with 6 different optical microscopes over a span of 10 years. The data were labeled with the 
material identifications and thicknesses in a pixel-by-pixel fashion with the help of a semi-
automatic image segmentation program (Figure S3 and Methods). After color normalization and 
image resizing (Figure S2 and Methods), a training dataset of 3825 RGB images and a test dataset 
of 2550 images, both with the size of 224 by 224 pixels, were generated from these 917 OM images. 
During training, a random rotation data augmentation method which produce random positioning 
 and orientation of images were utilized. Detailed information is shown in Methods. A stochastic 
gradient descent with momentum (SGDM) method20 was used to train the weights in the 
convolutional filters of the 2DMOINet. The 2DMOINet (the schematic is shown in Figure 1 (d)) 
consists of a series of down-sampling layers (encoder) and a corresponding set of up-sampling 
layers (decoder) followed by a pixel-wise classifier. We selected a well-known network structure 
called VGG16 21 as the encoder network in the 2DMOINet, and the detailed information about the 
network structure, the data generation and augmentation, as well as the network training process 
can be found in Figures 1 and S2, Table S1 and Methods section.  
We first show that the trained 2DMOINet can be used to segment the OM images among 13 
different exfoliated 2D materials and find the material identity and thickness of each flake. The 
performance can be visualized in Figure 1, Table 1 and Figure S4. The color maps in Figure 1 (e) 
are the typical label maps predicted by the trained 2DMOINet with the corresponding OM images 
in Figure 1 (c) as the input to the 2DMOINet. Figure S4 shows additional results of the test OM 
images, the ground-truth label maps (labeled semi-automatically by humans), as well as the 
predicted label maps. In addition to material separability, we labeled four materials 
(graphene/graphite, 2H-MoS2, 2H-WS2, and 2H-TaS2) with different thicknesses (1L for 
monolayer, 2-6L for bilayer to 6-layer, and >6 for greater than 6 layers) to verify the thickness 
differentiation capability, which is a particularly important task. The trained 2DMOINet is able to 
outline individual flakes from the background and distinguish both the material identities and 
thicknesses of the thirteen 2D materials with high success rate. 
Automatic 2D material searching system 
After a systematic optimization in terms of the network structure, the data augmentation approach, 
and the addition of background-only images (see Method for detailed information), we eventually 
 obtained a trained 2DMOINet with high prediction accuracy, fast processing speed, as well as 
good generality that can be used for a fully automatic 2D material searching system. In the 
following, we discuss these three important aspects of our deep-learning-based optical 
identification approach in more details. 
(1) Accuracy 
Figure 2 presents the pixel-level (Figure 2 (a-e)) and the flake-level (Figure 2 (f-j)) confusion 
matrices of the test dataset (see Methods for more details). The diagonal elements are the success 
rate of each class, and the off-diagonal elements are the rate of misclassified pixels or flakes in the 
test OM images. The classification accuracies of both material identities (Figure 2 (a) and (f)) and 
thicknesses (Figure 2 (b-e) and (g-j)) are mostly above 70% and the mean class accuracy is 79.78%. 
Additional performance metrics are summarized in Table 1. The overall accuracy counted by 
pixels reaches 96.89%; and the mean intersection over union (IoU, defined as the intersection of 
the ground truth and the predicted region of a specific label over the union of them) is 58.78% for 
the training dataset. As will be discussed later, the accuracy of our network shown here is very 
promising especially for applications of automating the initial scanning and screening of exfoliated 
2D materials.  
Note that the calculated performance metrics of the 2DMOINet are likely an underestimate: after 
careful inspection of the label maps predicted by the 2DMOINet, we discovered a number of OM 
images in which the ground-truth was initially mislabeled, but predicted correctly by the 
2DMOINet (Figure S5), which contributes tremendously to the thickness identification errors. This 
scenario is considered as a classification mistake in the above metrics. On the other hand, it is 
observed that many of the mistakes made by the network are due to the similarities between 
different materials. For example, misclassification rates among 2H-MoS2, 2H-WS2, 2H-WSe2 and 
 2H-MoTe2 are as high as 12%, which is probably a consequence of their similar crystal structures 
and optical properties. Although this type of misclassification is inevitable and detrimental to the 
prediction accuracies for material identity, it contains the information about the similarities 
between different materials which could be harnessed to construct material property predictors as 
will be discussed later.  The third type of common mistake is that metal markers, tape adhesive 
residue and text labels in the OM images were misidentified as a 2D material (Figure S5). These 
non-2D material features were labeled as “background” together with the blank substrate in the 
ground-truth, but they have special structures and high color contrast relative to the substrate, 
thereby confusing the network. In a future version of the network, this may be solved by either 
further increasing the training dataset or introducing dedicated labels for these non-2D-material 
features. The former potential solution has been partially confirmed by our results. We observed a 
drop of the misclassification rate for the non-2D-material features if we compare the training 
results with the random-rotation augmentation method and additional background-only images, 
and those with the basic data augmentation method (Figure S6). The forth common mistake is 
inaccuracy in the profiles of the flakes. This usually happens when the profiles are very complex, 
or if the flakes are highly fragmentary (Figure S5). These mistakes are mainly due to the down-
sampling of the encoder layers in the 2DMOINet, which inevitably drops the high-frequency 
spatial features of the images. 
(2) Speed 
We believe that the proposed deep learning algorithm is well suited to real-time processing 
according to the metrics given in Table 1. With our computing environment (see Methods), the 
training process for the VGG16 2DMOINet requires 30 hours with a GPU, whereas the testing 
speed can be as high as 2.5 frames per second (fps) using a CPU, and 22 fps using a GPU for 224-
 by-224-pixel test images. This means the 2DMOINet, once properly trained, can be easily adapted 
to standard desktop computers and integrated with optical microscopes with automatic scanning 
stages for fast or even real-time identification.  
As a proof-of-concept demonstration, we have integrated our 2D material identification algorithm 
to an optical microscope with a motorized XYZ stage. The motorized stage is able to scan across 
one sample (1.5 cm by 1.5 cm) and capture over 1,000 high-resolution OM images (1,636 by 1,088 
pixels) within 50 minutes. These images can then be pre-processed (color normalization, resize) 
and fed to the trained 2DMOINet for their corresponding label maps in less than 15 minutes with 
a GPU-equipped computer.  Figures S7, S8, and supplementary video 1 and 2 show the thickness 
identification results for an exfoliated graphene sample and an exfoliated MoS2 sample. The 
frames outlined in red in Figures S7 and S8 are the identified monolayer and fewlayer samples. 
9.45% and 8.25% of the total images are selected for the graphene and MoS2 examples, 
respectively. These selected images can be further screened by human researchers within 5 minutes. 
Re-location of the appropriate flakes can then be implemented automatically for following studies. 
Additional information about this automatic 2D-material-searching system can be found in 
Methods. Furthermore, through the transfer learning technique discussed later, it is possible to 
further improve the thickness identification accuracy for a single material. This thickness 
identification tool has high identification accuracy and high throughput, and has already been 
utilized in daily laboratory research. 
(3) Robustness and generality 
We would like to emphasize that our deep-learning-based optical identification approach is generic 
for identification of different 2D materials, and has good robustness against variations such as 
brightness, contrast, white balance, and non-uniformity of the light field (Figure S2, left). For this, 
 we intentionally included OM images taken under different optical microscopes and different users 
as mentioned previously. As a comparison, existing optical identification methods are completely 
based on optical contrast of the 2D crystals13, 14, 15, 16, 17, 18, and as a result, they are often specific 
to types of 2D crystals, conditions and configurations of the microscopes being used, image 
qualities, etc. In addition, optical contrast based methods would fail for harder problems in which 
the classes to be differentiated are not separable in the color space, such as identifying the materials 
in unlabeled optical images (Figure S1). Our results suggest that after training, the same 
2DMOINet is able to identify both the material identities and their thicknesses among 13 different 
2D materials with high accuracy and fast speed from OM images regardless of different conditions 
of the microscopes, which is fundamentally different and more practical as compared to optical-
contrast-based approaches. Another important feature we discovered from our experiment is that 
the trained 2DMOINet was even able to identify the OM images that are out of focus (Figure S9). 
This further proves the robustness of our algorithm. 
Predicting physical properties of “unknown” materialsIn the following, we first discuss how 
our 2DMOINet was able to capture deep graphical features. Based on this, we then constructed an 
ensemble approach to provide predictions about physical properties of unknown 2D materials. 
(1) Interpretation of the 2DMOINet 
To interpret how the 2DMOINet extracts features from 2D material OM images, we analyzed the 
output feature maps of all the layers in the trained network for the OM images in the test dataset 
as the inputs. As a demonstration, we used a typical image of graphite/graphene (shown in Figure 
S13 (a)) as the input. The corresponding convolutional feature maps of all the layers in the encoder, 
decoder, and output sections of the 2DMOINet are summarized in Figure S13 (b)-(d). Taking the 
convolutional feature maps in the encoder as an example (Figure S13 (b)), we can clearly see that 
 Depth=1 feature maps are highly correlated to color and contrast information. In this shallow layer, 
the background and monolayer region of graphene are not easily separable because of the weak 
contrast between the two classes, whereas multilayer graphene region is already quite 
distinguishable. In Depth=2 feature maps, more boundary characteristics are detected, and the 
edges of graphene monolayer regions start to stand out in some of the feature maps. With the 
increase of the depth, the size of each feature map becomes smaller because of the pooling layers 
in the network, and the receptive field of each convolutional kernel (the area in the input image 
each neuron in the current layer can respond to) becomes relatively larger, which leads to a higher 
level abstraction of the global graphical features. For instance, Figure S13 (e) displays the most 
prominent feature map (channel #186) of the Depth=5 encoder layer with the largest activation 
value. It is observed that this feature map is highly correlated to the monolayer graphene region. 
By feeding the network with more test images as summarized in Figure S22, we further confirmed 
that channel #186 is sensitive to pink/ purple flakes with large flake sizes, smooth edges and 
regular shapes.  
After further analysis on the 512 channels of the Depth=5 encoder layer with more test images 
randomly chosen from our database, we concluded that the trained 2DMOINet is able to capture 
deep and subtle graphical features that were overlooked by previously reported optical contrast 
based approaches 13, 14, 15, 16, 17, 18. Many of the deep graphical features reflect in part the physical 
properties of the 2D materials. To illustrate this, we select 21 easily interpreted channels and 
discuss their associated graphical features and the related physical properties as summarized in 
Figure 3, Figures S14-34, Table S5 and S6. We divide the graphical features captured by these 
channels into four broad categories: (1) contrast or color, (2) edge or gradient, (3) shape, and (4) 
flake “size”. Figure 3 shows the heat maps of several channels that belong to each category. In 
 particular, channels #186, #131 and #230 under the “contrast/color” category (Figure 3 (b)) are 
sensitive to flakes with purple/pink, yellow/green/grey and bright green/blue colors, respectively; 
channels #87 and #488 under the “edge” category (Figure 3 (c)) reveal smooth all-direction edges 
and bottom edges, respectively; channels #52, #436 and #279 under the “shape” category (Figure 
3 (e)) are indicators of shapes with edges at acute angles, slender shapes, and one-dimensional (1D) 
straight wires; and channels #230 and #484 under the “flake size” category capture large and 
small/fragmentary flakes. Table S6 and Figures S14-34 provide more OM images, their 
corresponding heat maps as well as the extracted graphical features of the 21 channels. Note that 
some channels can only respond to images that meet a combinational criterion under multiple 
categories, whereas some channels can be sensitive to several scenarios. For example, channel #87 
only shows high intensities in the heat map around the smooth edges of purple flakes (Figure S16), 
and channel #312 can be used to identify both non-uniform, thick flakes and uniform, thin, 
purple/pink 1D wires (Figure S27).  
To confirm that the above analysis about the deep graphical feature maps are generic for our 
problem but not specific to any individual 2DMOINet, we repeated the training procedure for the 
2DMOINet with different initialization, random permutation of the dataset, and different data 
augmentation strategies. 16 training runs were performed separately with the metrics and pixel-
level confusion matrices shown in Table S4 and Figures S36-50. Similar behaviors are manifested 
in all these 2DMOINets. Moreover, we can easily identify similar functionalities among the 
Depth=5 channels in these models. In Figure S51, four pairs of channels that belong to two 
independently trained networks (network #1 and network #2 in Table S4) are displayed side by 
side.  Although the channel indices are different in each pair, they all have similar feature activation 
behavior on the same input OM images. In particular, channel #153 in network #1 and channel 
 #227 in network #2 correspond to low-contrast purple/pink flakes with smooth edges; channel #13 
in network #1 and channel #433 in network #2 correspond to left edges of low-contrast purple/pink 
flakes; channel #490 in network #1 and channel #433 in network #2 correspond to 1D wires; and 
channel #76 in networ #1 and channel #490 in network #2 correspond to fragmentary/small flakes.  
Another interesting observation regarding the generality of the graphical feature found by our 
algorithm is that the 2DMOINet is able to learn additional features in the Depth=5 channels in 
order to compensate the artifacts induced by the random rotation data augmentation strategy. In 
Figure S52 (b) and (c), it is clearly observed that a circular region appears in the feature map using 
random rotation method, and no such pattern emerges in basic augmentation method. This 
difference is caused by a padding procedure used during image rotation in every epoch. However, 
we find that the network amends this “error” and predict a correct map as shown in Figure S52 (d). 
Furthermore, it is clearly seen that this artifact has been mostly removed in the output of the 
graphene channels in the final ReLU layer of the network using random rotation augmentation 
method as shown in Figure S52 (e). We also found that additional channels that are only sensitive 
to the perimeters of the squared images are generated by the models with random rotation 
augmentation (channels #156, #402 and #425 in Table S6, see examples in the inset of Figure S52 
(b) and Figures S20, S29, S30). These features are much less prominent in the model with the basic 
data augmentation strategy. Therefore, we believe that these channels related to image perimeters 
are responsible for the compensation of the circular artifacts induced by the random rotation 
augmentation. 
(2) Predicting material properties through an ensemble approach 
The above feature map analysis has provided a better understanding about how deep graphical 
features can be extracted by the 2DMOINet for more accurate and generic optical identification of 
 exfoliated 2D materials. However, the algorithm is not limited to this particular task, and we found 
that it can be used for more advanced optical characterization tasks such as the prediction of 
material properties. For this, the graphical features captured by the network are correlated to the 
optical and mechanical properties of the material. As shown schematically in Figure 3 (a), the 
contrast/color and the edge features are determined by the optical response of the material, which 
reflect the electronic band structures and the thicknesses of the flakes. In addition, because the 
samples were made through mechanical exfoliation, the typical distributions of flake shapes and 
sizes heavily depends on the mechanical properties of the materials, such as the crystal symmetry, 
mechanical anisotropy and the exfoliation energy (Figure 3 (d)). We can thus use the network 
trained with the knowledge of the 13 materials and do further statistical analysis to predict 
properties of materials not present in the training set.  
One simple approach to implement the material property predictor is to take the “similarity” 
vectors of each material from the confusion matrix (each row of the matrix) and decompose the 
vectors to a set of specifically designed base vectors. To improve the fidelity of this simple and 
relatively weak predictor, an ensemble approach is employed22. We performed such decomposition 
operation on the 16 2DMOINets (Table S4) that were trained independently, and took the average 
of these predictors as the final prediction. In this way, the projected values can give us a 
probabilistic prediction of the physical property of interest (more details are given in the Methods 
section).  
As a proof-of-concept demonstration, we fed the trained network with OM images of 17 2D 
materials that were unknown to the network during the training stage. The extended confusion 
matrices containing the 13 trained materials and the 17 untrained materials is shown in Figure 36-
50, and the physical properties of these 2D materials are summarized in Table S5. As we can see, 
 different vector components in the similarity vectors (or columns of the extended confusion matrix) 
have distinct values for each of the untrained materials, from which we can immediately 
summarize some qualitative patterns. For example, GaS, CrI3, CrBr3 and MnPS3 in the untrained 
material group shows high similarity to hBN in the trained material group, which matches the fact 
that these materials are wide-bandgap semiconductors or insulators with the band gaps higher than 
2.5 eV and are mostly transparent in the infrared, red and green spectral ranges. As another 
example, 1T’-MoTe2 and Td-WTe2 in the untrained material group are predicted to be similar to 
1T-HfSe2 in the trained material group, which is in accordance with the similar crystal structure of 
these materials.  
For a more quantitative analysis, we selected two different predictors that are associated with the 
band gaps and the crystal structures of the material, and the projected mean values and their 
standard deviations of each material based on these two predictors and the 16 2DMOINets are 
plotted into a histogram with an error bar as summarized in Figure 4 (a) and (b), respectively. Clear 
correlations between the projected values and the true physical parameters (band gap in Figure 4 
(a), and crystal structure in Figure 4 (b)) are found. We can thus use the projected values as an 
indication of the probability of the physical property of interest of an unknown material belonging 
to each class (represented by each base vector of the corresponding predictor). Note that there are 
also misclassified instances, which we believe can be improved by either constructing a more 
complex material property predictor, or expanding the training data set in terms of both the number 
of images and the number of materials. This method can also be used for systematic studies of 
other factors such as the effect of different mechanical exfoliation techniques, bulk crystal qualities, 
and so on. 
Reconfiguring “2DMOINet” for other optical characterization applications 
 Finally, we show that the trained 2DMOINet can be adapted for different applications through 
transfer learning. The basic idea is to use the trained 2DMOINet as the initialization for the new 
training problem rather than a random initialization. With this approach, we are able to train the 
2DMOINet for new optical identification/characterization problems with a good balance between 
prediction accuracy and  computational/data cost. Here we use OM images of graphene 
synthesized by chemical vapor deposition (CVD) and exfoliated Td-WTe2 as two examples.  
Figures 5 (a), S52 and 5 (c), S53 display the test images, the ground truth label maps as well as the 
corresponding prediction results after the trainings on the CVD graphene and the exfoliated Td-
WTe2 datasets, respectively, with the transfer learning approach. As we can see, the prediction 
results match the ground truths very well. To compare the pre-training transfer learning approach 
with the conventional approach with random initialization, we plot the global test accuracy of 
networks trained with both approaches as a function of the number of OM images in the CVD-
graphene dataset as shown in Figure 5 (b). Representative test images and their predictions can be 
found in Figure S53. With the pre-training approach, we were able to achieve 67% global accuracy 
with only 60 training images, whereas at least 240 images are required for the conventional random 
initialization approach to reach comparable accuracy. In addition, we also showed in Figure 5 (d) 
the pixel-level confusion matrix of the transfer-learning 2DMOINet on the Td-WTe2 dataset. 
Because this newly trained 2DMOINet is dedicated to the thickness prediction for only one 
material, it is able to differentiate different thicknesses with much better accuracy (91% mean class 
accuracy) and finer thickness divisions. 
Discussion 
In summary, we develop a deep learning algorithm for the optical characterization of 2D materials 
and the extraction of deep graphical features from optical microscopic images that can be used for 
 anticipating material properties. After training, the neural network can achieve rapid 
characterization of material identities and their thicknesses with high accuracy. A fully automated 
system utilizing this algorithm is developed, which is able to free up tremendous amount of time 
for researchers. In addition, a systematic analysis was made to understand how the network 
captures deep graphical features such as color, contrast, edges, shapes and flakes sizes from the 
optical images. Based on this, an assemble approach derived from the trained neural network can 
be used for the prediction of physical properties of the materials. We also demonstrate that the 
trained network can be adapted for different optical characterization applications with minimal 
additional training through a transfer learning technique. The proposed methodology can 
potentially be extended for identification and understanding other morphological or spectroscopic 
data of diverse nanomaterials. 
Methods 
Constructing, Training and Testing the 2DMOINet 
(1) Network structure 
The 2DMOINet-based optical identification process is summarized in Figure 1 and Figure S2. The 
2DMOINet consists of a series of down-sampling layers (encoder) and a corresponding set of up-
sampling layers (decoder) followed by a pixel-wise classifier. As an end-to-end network, the 
2DMOINet can predict labels of 2D materials at the pixel level, and the size of the output label 
map is exactly the same as the input optical microscope image. This can help us directly identify 
the material identities and the thicknesses of individual 2D material flakes. A well-known network 
structure VGG16 21 is selected as the basis of the encoder network in the 2DMOINet (except for 
the depth-dependence study). . Table S1 summarizes the 2DMOINet structure based on the 
 VGG16 network. The last three fully-connected layers are dropped. The encoder contains a stack 
of convolutional layers which have 3 by 3 receptive field and pixel stride 1, followed by a batch 
normalization and a nonlinear activation (rectified linear unit, ReLU) layer. Then a max-pooling 
layer with a 2 by 2 window and stride 2 is applied for the image down-sampling. The decoder net 
and the encoder net are symmetric. The only difference between them is that in decoder we use an 
up-sampling layer to replace max-pooling layer. The indices in up-sampling layers are grabbed 
directly from the indices of the corresponding max-pooling layers. In this way, the locations of the 
pooling layers are memorized and recovered in the up-sampling layers, which improves the spatial 
accuracy of the network. Finally, a soft-max classifier is added at the end of the network for pixel-
wise classifications. The output label maps have the same dimension as the input OM images. As 
for the depth-dependence study, we fixed the number of convolutional kernels in each 
convolutional layer and the number convolutional layers in each depth to be 64 and 2, respectively. 
 (2) Data generation  
There are 3 steps to generate the pixel-wise labeled dataset for the training of the 2DMOINet: 
labeling, color normalization, and data augmentation.  
To generate pixel-wise labeled OM images for the training and testing, we used a semi-automatic 
graph-cut method implemented by MATLAB. Graph-cut is a traditional semantic segmentation 
method based on graph theory23. Although the initial segmentation performance of this method is 
poor, we can promote the performance by adding human assistance. By loosely drawing the 
foreground regions and the background regions, the algorithm can find the boundary of the 
segment of interest with good accuracy. Figure S3 demonstrate the labeling procedure under 
human-assisted graph-cut method.  
 We select thirteen 2D materials as experiment samples. They are graphene/graphite, hexagonal 
boron nitride (hBN), 2H-MoS2, 2H-WS2, 2H-WSe2, 2H-MoTe2, 2H-TaS2, 2H-NbSe2, 1T-HfSe2, 
black phosphorous (BP), CrI3, RuCl3 and ZrTe5. About 100 images for each of Graphene/Graphite, 
2H-MoS2, 2H-WS2 and 2H-TaS2 were labeled with three classes (“monolayer”, “fewlayer (2-6L)” 
and “multilayer (>6L)”) to demonstrate the thickness identification capabilities, and about 50 
images for each of the other 9 materials were labeled with only single classes. Moreover, to 
improve the robustness of our network, 100 background-only images are chosen which contain 
unbalanced light conditions or tape residuals. Therefore, the total number of classes (including 
background) is 22, and the total number of labeled OM images is 917. To partially reduce the 
color-related variations of the OM images because of different setups and user preferences, a color 
normalization was performed on all the images. We first converted the RGB images into the Lab 
color space, and the following transformation was applied to all the pixels: L←30L/Lref, a←a-aref, 
and b←b-bref, where Lref, aref and bref are the Lab values of the background obtained by finding the 
median L, a and b of each image. The resulting Lab images were then converted back to RGB 
images. 
After labeling and color normalization, we selected 90% of the original labeled images as the 
training dataset, and 10% as the test dataset. The original images were first resized and chopped 
into 224 by 224 pixel images (450 for multi-classes materials and 225 for single-class materials 
for images selected for training; 300 for multi-classes materials and 150 for single-class materials 
for images selected for testing), so we obtain 3825 images (4275 if background images are added) 
in the basic training dataset, and 2,550 images in the test dataset.  
In this paper, we select three different strategies for data augmentation, that is, basic data 
augmentation, color augmentation and random rotation augmentation. In the basic data 
 augmentation, each chopped image was flipped (horizontal and vertical) and rotated (by 0°, 90°, 
180° and 270°) to generate 6 augmented images, so the size of the training dataset is 22950. In 
color augmentation, we choose brightness (I = (R+G+B)/3), contrast (C = [R-128, G-128, B-128]) 
and color balance (CBR=R-128; CBG=G-128; CBB=B-128) as transformation variables. 12 
additional images are generated by multiplying these 5 variables  with 5 different factors randomly 
drawn from a uniform distribution in the span of [0.9, 1.11]. The size of the training dataset for 
color augmentation is 49725. The third data augmentation method is random rotation. In each 
epoch, the rotation angle and mirror operations of images are set randomly. The size of the training 
dataset is still 3825 (without background-only images) or 4275 (with background-only images). 
(3) Training and testing 
The training and testing of the 2DMOINet were implemented in MATLAB R2018b with the help 
of the Deep Learning Toolbox, the Parallel Computing Toolbox, the Computer Vision Toolbox and 
the Image Processing Toolbox. The training and testing were performed using a desktop computer 
equipped with a CPU (Intel(R) Core (TM) i7-8700K @ 3.70GHz, 32.0GB RAM) and a GPU 
(NVIDIA GeForce GTX 1080 Ti, 11 GB GDDR5X). The stochastic gradient descent with 
momentum (SGDM) method20 was used to find the weights in the convolutional filters of the 
2DMOINet during the training process. To compensate for the imbalanced numbers of pixels for 
different classes (for example, the “background” labels take more than 85% of areas in most 
images), class weightings based on inverse frequencies were used in the soft-max classifier. We 
set 20 epochs for the training process when using the basic and color data augmentation method, 
with the learning rate of 10-2 initially and 10-3 after 10 epochs. When using the rotation data 
augmentation method, we set 250 epochs with the learning rate of 10-2 initially, and 10-3 after 150 
epochs. Using above parameters, we first test the performance of different data augmentation 
 methods in Table S3, then we present the performance of 14 different training iterations with the 
random rotation augmentation method in Table S4. Networks #3-9 are trained using 4275 images 
(with additional background-only images), while networks #10-16 are trained using 3825 images. 
The overall performance of these 14 networks are summarized in Table S6. Network #5 is used in 
our final algorithm if not stated otherwise. 
Optimization of the 2DMOINet 
To optimize the performance of the 2DMOINet, we first investigated the network with different 
depths (number of pooling layers, as indicated in Figure 1) and tested their performance on the 
same data set. In this experiment, we fixed the number of convolutional kernels in each 
convolutional layer and the number of convolutional layers in each depth to be 64 and 2, 
respectively, rather than varying them gradually as the layer becomes deeper, as in the case of the 
VGG16 structure. Table S2 shows the metrics for the networks with different depths. As we can 
see, Depth=5 network results in the best global accuracy, mean class accuracy and mean IoU 
among all networks. In Figure S10, we present the training loss and the training accuracy under 
different network depths during the training process. The networks with depths from 1 to 6 can all 
reach 80% pixel-by-pixel global accuracy quickly within the first several epochs. This corresponds 
to the successful differentiation between the background and the foreground (2D material flakes). 
After that, the Depth=4 and Depth=5 network continue to reduce the loss and improve the training 
accuracy, while other networks only show limited training progress in terms of differentiating the 
material identities and thicknesses. Figure S11 and S12 are examples of the label maps predicted 
by networks with different depths. We can clearly see that the Depth=5 network results in the best 
prediction accuracy, while the other networks could outline the flakes from the background, but 
fail to differentiate among the classes (thicknesses and material identities). This justifies the use 
 of the modified VGG16 structure as the encoder of the 2DMOINet given that the VGG16 structure 
is similar to the Depth=5 network structure in the depth-dependent study here. 
Second, we designed control experiments to evaluate three different data augmentation strategies: 
(1) basic (translation, mirror, 4-fold rotation); (2) color (brightness, contrast, color balance); and 
(3) random rotation (arbitrary angle rotation applied on each epoch during the training). Details 
about these data augmentation strategies can be found in Methods. Five trainings were performed 
separately on the same VGG16 2DMOINet architecture but with different data augmentation 
strategies. The training results as displayed in Table S3 suggest that (1) all the data augmentation 
strategies are able to improve the prediction accuracy, mainly because the training dataset is 
expanded; (2) the color augmentation only provides limited improvement, but with a penalty of 
much longer training time because of the 13 times expansion of the training dataset; (3) the mean 
class accuracies, especially for different thicknesses are decreased with color augmentation, which 
may be attributed to the loss of color/contrast information; and (4) the random rotation 
augmentation gives rise to the best performance because much more variations can be “seen” by 
the 2DMOINet within a manageable timeframe of training. Therefore, we only implemented the 
random rotation augmentation strategy in our final optical identification algorithm. 
Third, we also included additional OM images without any 2D flakes (background only) into the 
training dataset and evaluated the training accuracy. For this, we performed trainings with and 
without the background-only images, and the results are summarized in Table S4. Although the 
addition of extra background-only images gives rise limited improvements of the overall 
accuracies, it does help to reduce the misclassification rates for the high-contrast non-2D-material 
features such as tape residuals, metal marks, etc. as shown in Figure S6.  
 Based on the above analysis, we finally chose the VGG16-based 2DMOINet, the random rotation 
augmentation strategy, and the addition of background-only OM images as the optimized model 
(network #5 in Table S4). 
 
Confusion Matrices and Material Property Predictors 
The confusion matrices (Figure 2, Figure 5 (d) and Figure S36-S50) were obtained by using the 
OM images in the test dataset as the input of the trained 2DMOINet and comparing the 
corresponding output label maps with the ground truth label maps. For example, the element on i-
th row and j-th column corresponds to the fraction of the i-th class that are labeled as the j-th class 
by the 2DMOINet. We also present two types of confusion matrices: the pixel-level confusion 
matrices (Figures 2 (a)-(e), 5 (d), and S35-S49) and the flake-level confusion matrices (Figure 2 
(f)-(j)). For the pixel-level confusion matrices, the matrix elements are the ratio counted pixel by 
pixel, whereas the flake-level confusion matrices take the majority label of all the pixels in each 
segmentation, or “flake”, as the label of the flake and calculated the fraction based on the flake 
labels. Note that the flake labels ignored any segmentations with fewer than 50 pixels, because 
they are either fractures on the edges of the actual 2D crystal flakes, or some non-uniform regions 
on the background.  
To demonstrate the 2DMOINet’s capability of predicting physical properties of unknown 2D 
materials, we also fed the trained 2DMOINet with additional OM images of new 2D materials that 
were not used in the training dataset, and calculated the “extended” confusion matrix as shown in 
Figure S36-S50. The new materials include 2H-MoSe2, 1T’-MoTe2, Td-WTe2, ReS2, SnS2, SnSe2, 
GeSe, SnSe, GaS, CrCl3, CrBr3, MnPS3, FePS3, TiS3, ZrS3, Bi4I4 and Ta2Se8I. The row vectors in 
 the extended confusion matrix can be used to characterize how similar the physical properties of 
one material are to the 13 known materials. Therefore, we can use these “similarity” vectors to 
extract information about physical properties of a new material. A very simple way of constructing 
such physical property predictors is to project the “similarity” vectors in a set of base vectors that 
are correlated to the physical property of interest. We can define each base vector as the average 
of the vectors of the known materials that have the same value or range of the physical property of 
interest, expressed as k
x
xk
k
Mvv
M
/)(

 , where vk is the base vector of the k-th class in the 
material property predictor; vx is the base vector of the material x in the training set; Mk is the 
subset of materials in the training set that have matched criteria of the physical properties in the k-
th class in the predictor; and kM  is the number of materials in the Mk subset. For the band gap 
predictor, the base vector subsets are M1={Graphene/Graphite, 2H-TaS2, 2H-NbSe2, ZrTe5, BP, 
2H-MoTe2, 1T-HfSe2, RuCl3, CrI3}, M2={2H-MoS2, 2H-WSe2, 2H-WS2}, M3={hBN}; for the 
crystal structure predictor, the base vector subsets are M1={Graphene/Graphite, hBN, 2H-MoS2, 
2H-WSe2, 2H-WS2, 2H-MoTe2, 2H-TaS2, 2H-NbSe2}, M2={1T-HfSe2}, M3={BP}, M4={ RuCl3, 
CrI3}, M5={ZrTe5}. An ensemble approach is used to improve the fidelity of these relatively 
simple predictors. We calculate the mean and the standard deviations of the outputs of these 
predictors for the 16 separately trained 2DMOINets (Table S4 and Figures S36-50) and use the 
mean values as the final outputs of the ensemble material property predictors. A summary of 
physical properties of the 2D materials being used in this study can be found in Table S5. 
Transfer Learning for Small Amount of Training Data 
In the first transfer learning experiment, we only labeled 5 OM images of CVD grown graphene. 
4 OM images were used to generate the training dataset, and 1 OM image were used to generate 
 the test dataset.  360 and 90 images (224 by 224 pixels) were generated in the training and test 
dataset with the basic data augmentation. We divided the graphene region into five classes based 
on its layer number (from monolayer to 5-layers). We varied the size of the training dataset from 
30 to 360, and sampled randomly from the 360 images. In the second transfer learning experiment, 
a total number of 297 OM images of exfoliated Td-WTe2 samples (including 48 background-only 
images) were used. Similar data augmentation and resizing strategy were applied before the 
training. 
For the training of the transfer learning, the initial weights in the network before the training are 
taken from the pretrained 2DMOINet (trained with the 13 exfoliated 2D materials, network #5 in 
Table S4.) as compared to the conventional random initialization strategy. 200 epochs of training 
was made on both the pretrained 2DMOINet and the randomly initialized 2DMOINet. The 
learning rates are 10-2 and 10-3, respectively, for the first 100 epochs and the last 100 epochs. 
Automatic 2D material searching system 
We integrated our 2D material identification algorithm with an optical microscope (Nikon) with a 
motorized XYZ stage. We used an exfoliated graphene sample and an exfoliated MoS2 sample 
with the size of 1.5 cm by 1.5 cm to test the system. it took nearly 50 minutes to finish the automatic 
scanning and produce over 1000 1636-by-1088-pixel images (graphene: 1862 images, MoS2: 1406 
images) per sample. Then color normalization and image chopping were applied to these images. 
To cover every part in one image, we first resized these images by 0.5, and then chopped into 12 
squared images (224 by 224 pixels), which led to 22344 and 16872 images for the graphene and 
MoS2 samples, respectively. Network #5 in Table S4 was used to output the predicted material 
label maps. It took less than 15 minutes to process all the images for each sample. The automatic 
scanning and the image processing/prediction can be executed either simultaneously or 
 sequentially. Finally, we can set up the criteria (thickness, flake size, etc.) for the 2D materials of 
interest and re-locate the flakes for further inspection/characterization. In our examples, the criteria 
were set to be monolayer and fewlayer segments with >100 pixels. As a result, 9.45% and 8.25% 
of the total images are selected for the graphene and MoS2 examples, respectively. These images 
can be inspected by human within 5 minutes. Supplementary video 1 and 2 summarized the 
automatic 2D material searching procedure for the graphene and the MoS2 samples, respectively. 
Figure S7 and S8 are the corresponding overview images with the 2D flakes that meet our criteria 
outlined in red. 
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 Figures and Captions 
 
Figure 1. The flow chart of the proposed deep learning based optical identification method. We 
select 13 typical 2D materials (crystal structure and photographs 19 of the bulk crystals are shown 
in panel (a)). After mechanical exfoliation, the 2D flakes are randomly distributed on SiO2/Si 
substrates. We then use optical microscopes to take the images (b). Panel (c) shows representative 
optical microscopic (OM) images of the 13 materials. When inputting these images to the trained 
2DMOINet (as shown in (d)), the label maps (e) will be predicted that segment individual 2D 
flakes and provide the labels (materials identities and thicknesses) of them. The 2DMOINet is 
composed of a series of convolutional layers, batch normalization layers, rectified linear unit 
(ReLU) layers (in blue), pooling (down-sampling) layers (in green), up-sampling layers (in orange), 
as well as a soft-max layer (in yellow) as the output layer. Note that the OM images displayed here 
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 and in Figures 3 and 5 are the original high-resolution images. The images for the input of the 
2DMOINet were down-sampled to 224 by 224 pixels, which can be found in Figures S4, S7-S20 
and S22. Scale bars in (c), 20 µm. 
 
Figure 2. Confusion matrices calculated from the test results. (a)-(e) are pixel-level confusion 
matrices, and (f)-(j) are flake-level confusion matrices (see Methods). (a) and (f) are for material 
identities. (b)-(e) and (g)-(j) are for thicknesses. In each confusion matrix, the diagonal terms are 
the success rate of the predicted classes, and the non-diagonal terms are the rate of misclassified 
pixels. The mean class prediction accuracies is 79.8%.  
 
(a)
(f)
(b) (c)
(d) (e)
(h)(g)
(i) (j)
BG
Graphene
hBN
2H-MoS2
2H-WS2
2H-WSe2
2H-MoTe2
2H-TaS2
2H-NbSe2
1T-HfSe2
BP
CrI3
RuCl3
ZrTe5
BG
Graphene
hBN
2H-MoS2
2H-WS2
2H-WSe2
2H-MoTe2
2H-TaS2
2H-NbSe2
1T-HfSe2
BP
CrI3
RuCl3
ZrTe5
BG
1L
2-6L
>6L
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0
Graphene
BG
1L
2-6L
>6L
BG
1L
2-6L
>6L
BG
1L
2-6L
>6L
2H-MoS2
2H-WS2 2H-TaS2
Graphene 2H-MoS2
2H-WS2 2H-TaS2
BG
1L
2-6L
>6L
BG
1L
2-6L
>6L
BG
1L
2-6L
>6L
BG
1L
2-6L
>6L
0.99 0 0 0
0.04 0.87 0.09 0
0.03 0.4 0.52 0.04
0.01 0 0.03 0.62
0.99 0 0 0
0.11 0.74 0.08 0.01
0.05 0.04 0.61 0.13
0.03 0 0.03 0.8
0.99 0 0 0
0.05 0.57 0.22 0.02
0.01 0.08 0.77 0.01
0.03 0 0.01 0.9
0.99 0 0 0
0.2 0.52 0.21 0
0.02 0.02 0.74 0.04
0.01 0 0.06 0.68
0.99 0 0 0 0 0 0 0 0 0 0 0 0 0
0.02 0.86 0.05 0.05 0 0.01 0.01 0 0 0 0 0 0 0
0.02 0 0.94 0 0 0.02 0 0 0 0 0 0 0.01 0
0.06 0 0 0.81 0.04 0.07 0.01 0 0 0 0 0 0 0
0.03 0 0 0.04 0.86 0 0.06 0 0 0 0 0 0 0
0.02 0.01 0 0.02 0 0.95 0 0 0 0 0 0 0 0
0.03 0.03 0 0.12 0.03 0.02 0.74 0 0 0 0 0.03 0 0
0.08 0.01 0.01 0 0 0 0 0.76 0.04 0 0.01 0.05 0.04 0
0.02 0 0 0 0 0 0 0.01 0.85 0 0 0.11 0 0
0.03 0 0 0 0.01 0 0 0 0 0.95 0.01 0 0 0
0.03 0 0 0 0 0 0 0.01 0 0 0.94 0 0.01 0
0.01 0 0 0 0 0 0 0 0.03 0 0 0.95 0 0
0.01 0 0 0 0 0 0 0 0 0 0.02 0 0.97 0
0.04 0 0 0 0 0 0 0 0 0 0 0 0 0.96
1 0 0 0 0 0 0 0 0 0 0 0 0 0
0.08 0.85 0.01 0.02 0 0.02 0.02 0 0 0 0 0 0 0
0.07 0.01 0.79 0.09 0.02 0 0 0.02 0 0 0 0 0 0
0.1 0 0 0.75 0.05 0.07 0.03 0 0 0 0 0 0 0
0.02 0 0 0.03 0.88 0 0.06 0 0 0 0 0 0 0
0 0.01 0 0.02 0 0.96 0.01 0 0 0 0 0 0 0
0.07 0.09 0 0.12 0.02 0.07 0.56 0 0.01 0 0.01 0.05 0 0
0.07 0.01 0 0 0 0 0 0.78 0.04 0 0.01 0.02 0.05 0
0.01 0 0 0 0 0 0 0.03 0.91 0 0 0.05 0 0
0.04 0 0 0 0.01 0 0 0 0 0.95 0 0 0 0
0.08 0 0 0 0 0 0 0.05 0 0.01 0.84 0 0.02 0
0 0 0 0 0 0.01 0 0.01 0.04 0 0 0.94 0 0
0 0 0 0 0 0 0 0 0 0 0.04 0 0.96 0
0.05 0 0 0 0 0 0 0 0 0 0 0 0 0.95
1 0 0 0
0.12 0.75 0.13 0
0.09 0.21 0.64 0
0.02 0 0.05 0.77
1 0 0 0
0.18 0.62 0.1 0
0.08 0.08 0.62 0.05
0.03 0.02 0.03 0.72
1 0 0 0
0.02 0.8 0.03 0.03
0 0.37 0.47 0.01
0.04 0 0 0.94
1 0 0 0
0.18 0.62 0.15 0
0.03 0.01 0.76 0.03
0.01 0 0.11 0.65
  
Figure 3. Deep graphical features captured by the 2DMOINet. (a) schematics of the physical 
properties such as the band structure and the thickness that determine the optical responses of the 
2D flakes. (b) Contrast/color and (c) edge and typical feature maps in the Depth=5 layer of the 
2DMOINet that are associated with the optical responses. (d) schematics of the physical properties 
such as the crystal symmetry, the mechanical anisotropy and the exfoliation energy that determine 
the mechanical responses of the 2D flakes. (e) flake shape and (f) flake size and typical feature 
maps in the Depth=5 layer of the 2DMOINet that are correlated to the mechanical properties of 
the materials. The high-activation regions in the feature maps are also indicated by red dashed 
curves in the corresponding OM images. Scale bars: 20 µm 
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Figure 4. Prediction of physical properties through ensemble learning based on 16 independently 
trained 2DMOINets. (a) histograms of the projected values of the materials in the training set (top 
half) and in the prediction set (bottom half, unused when training the 2DMOINets) that predict the 
bandgap of the materials. (b) histograms of the projected values that predict the crystal structure 
of the materials. The materials are regrouped by the bandgaps and the crystal structures 
respectively in (a) and (b). The histograms and the error bars are the mean projected values and 
their standard deviations of the material property predictor constructed based on 16 independently 
trained 2DMOINet.  The training set contains the 13 materials used for the training of the 
2DMOINet, whereas the prediction set contains 17 additional materials that are unknown to the 
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 2DMOINet during the training stage. The materials in the grey box in (b) do not belong to any of 
the crystal structure classes. 
 
 
 
 
Figure 5. Transfer learning for CVD graphene and exfoliated Td-WTe2. (a,c) Typical training 
results on the CVD graphene dataset (a) and on the exfoliated Td-WTe2 dataset. The left column 
are OM images, the middle column are the ground truth label maps, and the right column are the 
label maps predicted by the re-trained 2DMOINet. Scale bars: 20 µm. (b) Global test accuracy as 
a function of the number of images (CVD graphene) in the training dataset for the pre-training 
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 method (red) and the random initialization method (blue). (d) Pixel-level confusion matrix on the 
test dataset of the 2DMOINet trained for exfoliated Td-WTe2. The mean class accuracy reaches 
91%. 
 
  
 Table 1. Overall classification performance of the 2DMOINet. The global accuracy (by pixel), the 
mean accuracy (by class) and the mean IoU (by pixel) are all calculated on the test dataset. The 
experiment environment is:  CPU: Intel(R) Core(TM) i7-8700K CPU @ 3.70GHz, 32.0GB RAM; 
GPU: NVIDIA GeForce GTX 1080 Ti, 11 GB GDDR5X. 
Global accuracy 
(by pixel) 
Mean accuracy 
(by class) 
Mean IoU 
(by pixel) 
Training time 
Frames per second (FPS) in test 
Use CPU Use GPU 
0.9689 0.7978 0.5878 30 hrs 56mins 23s 2.5 22.0 
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 Table S1. Detailed information of the SegNet based on the VGG16 network. 
 Encoder Decoder 
Input 
224 by 224 RGB image 
Output 
Softmax 
Depth=1 Conv 3*3*64 
Conv 3*3*64 
Maxpooling  
Conv 3*3*64 
Conv 3*3*64 
Upsampling 2*2 
Depth=2 Conv 3*3*128 
Conv 3*3*128 
Maxpooling 2*2 
Conv 3*3*128 
Conv 3*3*128 
Upsampling 2*2 
Depth=3 Conv 3*3*256 
Conv 3*3*256 
Conv 3*3*256 
Maxpooling 2*2 
Conv 3*3*256 
Conv 3*3*256 
Conv 3*3*256 
Upsampling 2*2 
Depth=4 Conv 3*3*512 
Conv 3*3*512 
Conv 3*3*512 
Maxpooling 2*2 
Conv 3*3*512 
Conv 3*3*512 
Conv 3*3*512 
Upsampling 2*2 
Depth=5 Conv 3*3*512 
Conv 3*3*512 
Conv 3*3*512 
Maxpooling 2*2   
Conv 3*3*512 
Conv 3*3*512 
Conv 3*3*512 
 Upsampling 2*2 
 
Table S2. Classification performance of SegNet under different depth (each depth has 2 conv layer, 
the dimension of convolutional kernel is 64). 
 
Global Accuracy 
(by pixel) 
Mean Accuracy 
(by class) 
Mean IoU 
(by pixel) 
Depth=1 0.8925 0.4291 0.2067 
Depth=2 0.9016 0.4751 0.2322 
Depth=3 0.9164 0.5558 0.2757 
Depth=4 0.9232 0.6225 0.3363 
Depth=5 0.9414 0.7063 0.4219 
Depth=6 0.9145 0.5875 0.3152 
 
Table S3.  The overall performance of SegNet under different data augmentation method. 
Basic Color  Rotation 
Size of 
training 
dataset 
Epoch 
Global 
accuracy 
(by pixel) 
Mean 
accuracy 
(by class) 
Mean IoU 
(by pixel) 
   3,825 20 0.9250 0.5865 0.3287 
 √  49,725 20 0.9594 0.6172 0.4710 
√   22,950 20 0.9611 0.7798 0.5347 
√ √  68,850 20 0.9681 0.7435 0.5570 
  √ 3,825* 250 0.9670 0.8046 0.5801 
 Note: (*) The rotation transformation is applied randomly in each epoch during the training. As a 
result, although the number of images in the training dataset does not increase, the SegNet could 
“see” much more variations of these images during the training stage. 
 
Table S4.  The overall performance of 16 SegNets trained separately. Networks #1, #2 are trained 
with the basic data augmentation; networks #3-9 are trained with random rotation data 
augmentation and 100 additional background-only images; networks #10-16 are trained with 
random rotation data augmentation and no background-only images. Network #5 has the best 
performance. Most of the analysis in this work is made based on Network #5 if not stated 
specifically. 
# Training dataset Data augmentation 
Global accuracy 
(by pixel) 
Mean accuracy 
(by class) 
Mean IoU 
(by pixel) 
1 No BG Basic 0.9611 0.7798 0.5347 
2 No BG Basic 0.9612 0.7786 0.5303 
3 +100BG Random rotation 0.9678 0.7960 0.5806 
4 +100BG Random rotation 0.9648 0.7792 0.5643 
5 +100BG Random rotation 0.9689 0.7978 0.5878 
6 +100BG Random rotation 0.9661 0.8026 0.5771 
7 +100BG Random rotation 0.9675 0.7895 0.5812 
8 +100BG Random rotation 0.9676 0.7914 0.5819 
9 +100BG Random rotation 0.9672 0.7865 0.5765 
10 No BG Random rotation 0.9679 0.8020 0.5856 
11 No BG Random rotation 0.9681 0.7967 0.5837 
12 No BG Random rotation 0.9670 0.8046 0.5801 
13 No BG Random rotation 0.9670 0.7880 0.5755 
14 No BG Random rotation 0.9661 0.7837 0.5683 
15 No BG Random rotation 0.9683 0.7989 0.5831 
16 No BG Random rotation 0.9662 0.8032 0.5750 
 
Table S5. A summary of the physical properties of the 2D materials (bulk) used in this study 24, 25, 
26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40. The values for the optical bandgap the direct bandgap, or the 
lowest peak energy in the optical absorption spectra. 
Material Crystal 
System 
Point 
Group 
Space 
Group 
Bandgap 
(Optical) 
Exfoliation 
Energy 
graphite Hexagonal D6h P6/mmm 0 eV 70.36 meV 
hBN Hexagonal D6h P63/mmc ~6 eV 71.34 meV 
2H-MoS2 Hexagonal D6h P63/mmc 1.8 eV 76.99 meV 
2H-WS2 Hexagonal D6h P63/mmc 2.1 eV 76.27 meV 
2H-WSe2 Hexagonal D6h P63/mmc 1.7 eV 79.63 meV 
2H-MoTe2 Hexagonal D6h P63/mmc 1.1 eV 90.98 meV 
2H-TaS2 Hexagonal D6h P63/mmc 0 eV 87.15 meV 
2H-NbSe2 Hexagonal D6h P63/mmc 0 eV 98.28 meV 
1T-HfSe2 Trigonal D3d P3̅m1 1.1 eV 92.05 meV 
 BP Orthorhombic D2h Cmce 0.35 eV 111.62 meV 
CrI3 Monoclinic C2h C2/m 1.2 eV - 
RuCl3 Monoclinic C2h C2/m 0.3 eV - 
ZrTe5 Orthorhombic D2h Cmcm 0 eV 90.00 meV 
2H-MoSe2 Hexagonal D6h P63/mmc 1.5 eV 80.24 meV 
1T’-MoTe2 Monoclinic C2h P21/m 0 eV 86.87 meV 
Td-WTe2 Orthorhombic C2v Pmn21 0 eV 84.90 meV 
GeSe Orthorhombic D2h Pnma 2.1 eV - 
SnSe Orthorhombic D2h Pnma 1.3 eV 152.65 meV 
CrBr3 Monoclinic C2h C2/m 3.2 eV - 
CrCl3 Monoclinic C2h C2/m 3.1 eV 69.52 meV 
Bi4I4 Monoclinic C2h C2/m 0.04 eV 77.69 meV 
Ta2Se8I Tetragonal D4 I422 0 eV - 
GaS Hexagonal D6h P63/mmc 2.5 eV 56.22 meV 
ReS2 Triclinic Ci P1̅ 1.4 eV 71.00 meV 
SnS2 Trigonal D3d P3̅m1 2.4 eV 83.28 meV 
SnSe2 Trigonal D3d P3̅m1 1.6 eV 93.47 meV 
MnPS3 Monoclinic C2h C2/m 2.8 eV - 
FePS3 Monoclinic C2h C2/m 1.5 eV - 
TiS3 Monoclinic C2h P21/m 1.1 eV 54.49 meV 
ZrS3 Monoclinic C2h P21/m 2.5 eV 55.49 meV 
 
 
Table S6. A summary of selected channels and their interpretations in the Depth=5 encoder layer 
of the trained SegNet. 
Channel # Cases Contrast/Color Edge Shape Flake Size 
52    Acute Angle  
53 - Purple/pink/red 
Low contrast 
Right and bottom 
edges 
  
87 - Purple 
Low contrast 
Straight/smooth 
edges 
  
131 Case 1 Yellow/green/gray    
Case 2 Non-uniform    
132 Case 1    Small/Frag
mentary 
Case 2 Non-uniform    
143 -   Small flakes next to 
large flakes 
Fragmentary 
156 -   Empty frame perimeters  
179 - Purple Left and bottom 
edges 
  
186 - Pink   Large 
230 - Bright green/blue 
High contrast 
  Large 
232  Green/gray    
279  Purple  1D wires  
283 Case 1 Purple  1D wires  
 Case 2 Non-uniform    
312 Case 1 Purple/pink  Slender  
Case 2 Purple/pink   Fragmentary 
322 - Purple/pink Straight left edges   
402 -   Empty frame perimeters  
425 Case 1   Empty frame perimeters  
Case 2   1D wires  
436 Case 1 Purple/pink/blue  Slender  
Case 2 Purple/pink/blue   Fragmentary 
447 - Pink/red    
484 Case 1 Yellow    
Case 2 Green/pale green/grey   Fragmentary 
488 Case 1 Purple/pink/dark blue Straight bottom 
edges 
  
Case 2 Purple/pink/dark blue  1D wires  
 
 
 
 
Figure S1. Optical contrast analysis of 4 different 2D materials, including graphene, MoS2, 2H-
MoTe2, and BP. (a) typical OM images and the corresponding ground truth label maps. (b) RGB 
distribution of the images in (a). (c) Distribution of R values, (d) distributions of G values, and (e) 
distribution of B values of the images in (a). (f) color scales. 
 
  
Figure S2. Schematic of the data generation procedure.  
 
 
Figure S3. Schematic of the semi-automatic labeling procedure. 
 
  
Figure S4. Additional results predicted by the SegNet. 
 
 
 
  
Figure S5. Examples of misclassified images. 
 
 
Figure S6. Comparison of predicted label maps by the SegNet trained with the basic data 
augmentation (third column) and the random data augmentation with additional background-only 
images (fourth column).  
 
OM image Ground truth Predicted
(Random rotation data augmentation, 
additional background-only images)
Predicted 
(Basic data augmentation)
Residual
Text Label
Metal  Markers
  
Figure S7. An overview OM image of the exfoliated graphene sample used to test the automatic 
2D-material-searching system. The flakes of interest (monolayer and fewlayer segments with >100 
pixels) are outlined in red. 
  
Figure S8. An overview OM image of the exfoliated MoS2 sample used to test the automatic 2D-
material-searching system. The flakes of interest (monolayer and fewlayer segments with >100 
pixels) are outlined in red. 
 
OM Image Predicted Results
1 layer 2-6 layer >6 layer
 Figure S9. Examples of out-of-focus OM images and their corresponding predicted label maps 
taken on the exfoliated MoS2 sample. 
 
 
 
 
 
Figure S10. The trend of training loss and accuracy under different depth of network during 
training process. 
  
Figure S11. Semantic segmentation performance under different depth of network for 
Graphite/Graphene, 2H-MoS2, 2H-WS2 and 2H-TaS2. 
  
Figure S12.Semantic segmentation performance under different depth of network for hBN, 2H-
WSe2, Black Phosphorus, 2H-MoTe2, CrI3, 1T-HfSe2, 2H-NbSe2, RuCl3 and ZrTe5. 
 
  
Figure S13. Feature maps in the trained SegNet. (a) the input OM image. (b) Depth=1 to 5 encoder 
layers. (c) Depth = 5 to 2 decoder layers. (d) The last decoder layers (conv. and ReLU layer). (e) 
Channel # 186 feature map of the Depth=5 encoder layer. 
 
Figure S14. Represented optical images and their corresponding feature maps of Channel #52 of 
the Depth=5 encoder layer. 
 
 Figure S15. Represented optical images and their corresponding feature maps of Channel #53 of 
the Depth=5 encoder layer. 
 
Figure S16. Represented optical images and their corresponding feature maps of Channel #87 of 
the Depth=5 encoder layer. 
 
Figure S17. Represented optical images and their corresponding feature maps of Channel #131 of 
the Depth=5 encoder layer. 
 
Figure S18. Represented optical images and their corresponding feature maps of Channel #132 of 
the Depth=5 encoder layer. 
  
Figure S19. Represented optical images and their corresponding feature maps of Channel #143 of 
the Depth=5 encoder layer. 
 
 
Figure S20. Represented optical images and their corresponding feature maps of Channel #156 of 
the Depth=5 encoder layer. 
 
 
High Response Samples
Low Response Samples
 Figure S21. Represented optical images and their corresponding feature maps of Channel #179 of 
the Depth=5 encoder layer. 
 
Figure S22. Represented optical images and their corresponding feature maps of Channel #186 of 
the Depth=5 encoder layer. 
 
Figure S23. Represented optical images and their corresponding feature maps of Channel #230 of 
the Depth=5 encoder layer. 
 
Figure S24. Represented optical images and their corresponding feature maps of Channel #232 of 
the Depth=5 encoder layer. 
  
Figure S25. Represented optical images and their corresponding feature maps of Channel #279 of 
the Depth=5 encoder layer. 
 
Figure S26. Represented optical images and their corresponding feature maps of Channel #283 of 
the Depth=5 encoder layer. 
 
Figure S27. Represented optical images and their corresponding feature maps of Channel #312 of 
the Depth=5 encoder layer. 
  
Figure S28. Represented optical images and their corresponding feature maps of Channel #322 of 
the Depth=5 encoder layer. 
 
Figure S29. Represented optical images and their corresponding feature maps of Channel #402 of 
the Depth=5 encoder layer. 
 
Figure S30. Represented optical images and their corresponding feature maps of Channel #425 of 
the Depth=5 encoder layer. 
  
Figure S31. Represented optical images and their corresponding feature maps of Channel #436 of 
the Depth=5 encoder layer. 
 
Figure S32. Represented optical images and their corresponding feature maps of Channel #447 of 
the Depth=5 encoder layer. 
 
Figure S33. Represented optical images and their corresponding feature maps of Channel #484 of 
the Depth=5 encoder layer. 
  
Figure S34. Represented optical images and their corresponding feature maps of Channel #488 of 
the Depth=5 encoder layer. 
 
 
 
 
 
  
Figure S35. Extended confusion matrix for network #1 in Table S4. 
 
  
Figure S36. Extended confusion matrix for network #2 in Table S4. 
 
  
 
Figure S37. Extended confusion matrix for network #3 in Table S4. 
  
Figure S38. Extended confusion matrix for network #4 in Table S4. 
  
Figure S39. Extended confusion matrix for network #5 in Table S4. 
 
  
Figure S40. Extended confusion matrix for network #6 in Table S4. 
  
Figure S41. Extended confusion matrix for network #7 in Table S4. 
  
Figure S42. Extended confusion matrix for network #8 in Table S4. 
  
Figure S43. Extended confusion matrix for network #9 in Table S4. 
  
Figure S44. Extended confusion matrix for network #10 in Table S4. 
 
  
Figure S45. Extended confusion matrix for network #11 in Table S4. 
 
  
Figure S46. Extended confusion matrix for network #12 in Table S4. 
  
Figure S47. Extended confusion matrix for network #13 in Table S4. 
  
Figure S48. Extended confusion matrix for network #14 in Table S4. 
  
Figure S49. Extended confusion matrix for network #15 in Table S4. 
 
  
Figure S50. Extended confusion matrix for network #16 in Table S4. 
 
  
Figure S51. Depth=5 feature maps extracted from two independently trained SegNet that show 
the same activation behaviors on the same OM images.  
 
 
Figure S52. Circular shape artifacts induced by the random rotation data augmentation. (A) the 
input OM image. (b) Feature map in Depth=1 encoder when using the random rotation 
augmentation method, a clear circle region can be noticed in this map, which is resulted from the 
padding procedure after image rotation. The inset is the feature map of channel #156 in the 
Depth=5 encoder layer. (c) Feature map in Depth = 1 encoder using the basic augmentation method. 
No circle region can be observed in this map. (d) The final predicted label map using random 
rotation augmentation method, the influence of padding is eliminated as no obvious prediction 
error happens outside the round region. (e) the final ReLU layer output of the network using 
 random rotation augmentation method, these four images represent background, Graphene 
monolayer, Graphene fewlayer and Graphene multilayer. 
 
 
 
Figure S53. Transfer learning results for CVD graphene. The number of training images are varied 
from 30 to 360 for both the pretraining method (pre) and the random initialization (ran). 
 
  
Figure S54. Transfer learning results for exfoliated Td-WTe2.  
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