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Statistical Analysis and Interpretation of
Prenatal Diagnostic Imaging Studies,
Part 2
Descriptive and Inferential Statistical Methods
tatistical analysis is an essential but sometimes mysterious
part of research. For researchers analyzing their own data,
those working with trained statisticians, as well as readers in-
terpreting results of studies, a basic understanding of common sta-
tistical tests and their appropriate use is a prerequisite for good
research output and critical appraisal of publications. The objective
of this article is to discuss the rationale for common statistical tests
used for the analysis and interpretation of prenatal diagnostic im-
aging studies. We will use examples from our own research as well
as those from other investigators to illustrate key principles. Because
statistical methods are based on appropriately collected data and
cannot remedy major errors in study design or data collection, it is
critical that statistical consideration be included in the planning
phase of a study and not when it is under way or has been com-
pleted. Although we seek to improve understanding of basic statis-
tical methods, we concurrently emphasize the need to consult with
a trained statistician or epidemiologist, especially for more advanced
analysis. 
Descriptive Statistics
Descriptive statistics refer to methods used to describe a study pop-
ulation. Their use is a vital but sometimes neglected aspect of data
analysis and reporting. Descriptive statistics show characteristics of
the study population and provide the backdrop for further analysis
and interpretation of results. Categorical variables are commonly
reported as numbers with proportions (n [%]). Continuous vari-
ables are reported using summary measures (eg, mean and median)
together with measures of dispersion or spread (eg, SD, range, and
interquartile range). The mean and SD are used for data that follow
Methodius G. Tuuli, MD, MPH, Anthony O. Odibo, MD, MSCE
Received February 22, 2011, from the Depart-
ment of Obstetrics and Gynecology, Washington
University, St Louis, Missouri USA. Revision re-
quested March 9, 2011. Revised manuscript ac-
cepted for publication March 23, 2011.
Address correspondence to Anthony O.
Odibo, MD, MSCE, Department of Obstetrics
and Gynecology, Washington University School of
Medicine, 4911 Barnes-Jewish Hospital Plaza,
Campus Box 8064, St Louis, MO 63110 USA.
E-mail: odiboa@wudosis.wustl.edu
S
©2011 by the American Institute of Ultrasound in Medicine | J Ultrasound Med 2011; 30:1129–1137 | 0278-4297 | www.aium.org
STATE-OF-THE-ART REVIEW
The objective of this article is to discuss the rationale for common statistical tests used
for the analysis and interpretation of prenatal diagnostic imaging studies. Examples from
the literature are used to illustrate descriptive and inferential statistics. The uses and
limitations of linear and logistic regression analyses are discussed in detail.
Key Words—descriptive statistics; inferential statistics; linear regression; logistic re-
gression; multiple regression
Invited paper
308jumonline.qxp:Layout 1  7/20/11  9:50 AM  Page 1129
the familiar bell-shaped curve or normal (Gaussian) dis-
tribution, whereas the median and range or interquartile
range are more useful for data that are non-normally dis-
tributed (skewed). Normal distribution of data can be as-
sessed by “eyeballing” a histogram of data frequencies, a
frequency polygram, or an inverse normal plot. Statistical
tests such the Kolmogorov-Smirnov and Shapiro-Wilk
tests1 may also be used to formally test the normality of
data distribution.
Table 1 is an example of descriptive statistics reported
for a study aimed at determining whether placental vascu-
lar indices obtained from sonobiopsy are representative of
those from whole placental evaluation.2 The normally dis-
tributed maternal age is reported as a mean ± SD (31.9 ±
5.8 years), whereas the skewed gestational age is shown as
median and range (12.0 [11.1–13.8] weeks). Categorical
variables including race, parity, and placenta location are
reported as numbers together with proportions.
Of note, the characteristics reported in descriptive sta-
tistics are absolute with regard to the study sample but do
not permit definitive conclusions to be made about the
population from which the sample was drawn.
Inferential Statistics
In contrast to descriptive statistics, inferential statistics are
used to make conclusions beyond the sample directly
studied (ie, inferences about a population). A popula-
tion is the entire group of individuals or observations
sharing some common characteristic that the researcher
wishes to study. Because it is often not feasible to study
the entire population, a subset or sample is drawn and
studied. Inferential statistics use numbers computed
from the sample to make judgments about the popula-
tion from which it is drawn.3 Inferential statistical meth-
ods are based on probability theory. Thus, conclusions
inferred about a population from calculations on a sam-
ple are not absolute but are estimates with a quantifiable
level of uncertainty. Importantly, although the proba-
bility of an incorrect inference can be quantified, the pos-
sibility of an incorrect inference cannot be eliminated
entirely.
Hypothesis testing is the cornerstone of inferential sta-
tistics. It is the systematic process of using sample data to
evaluate the credibility of a hypothesis or the accuracy of
an estimate concerning a population. This process in-
volves stating a null hypothesis of no association (H0)
and an alternative hypothesis (HA), setting criteria to
make a decision (α error, usually P < .05), computing a
test statistic using data from a sample, and then finally
evaluating the probability of a statistic as extreme as the
one obtained if the null hypothesis is true. A decision is
made to reject the null hypothesis if the probability is less
than the set criteria. If one rejects the null hypothesis,
then an alternative hypothesis that some association ex-
ists is inferred.3 It is important to note that the criteria set
to reject the null hypothesis are arbitrary, and the use of
P < .05 is by convention. Thus, conclusions drawn are
meaningful only in context of the null and alternative hy-
potheses stated.
All inferential statistical methods involve the basic
process described above. However, the appropriate statis-
tical method used to compute the test statistic depends on
the type of variable, its underlying distribution, the study
design, and the type of comparison to be made. In Table 2,
we summarize a decision matrix on how to choose appro-
priate statistical tests for data analysis. Although this list is
by no means exhaustive, it covers the most common meth-
ods used in prenatal diagnostic imaging studies.
Studies typically involve 1 or more outcome (depen-
dent) variable(s) and several predictor variables that po-
tentially influence the outcome (independent variables).
Univariable and multivariable analysis are used to test the
statistical significance of the effect of 1 or more predictor
variable(s) on the outcome variables. 
Univariable Analysis
Univariable analysis determines the effect of 1 predictor
variable on an outcome. The statistical method used de-
pends among other things on whether the predictor vari-
ables are continuous or categorical.
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Table 1. Study Patient Characteristics (n = 120)
Characteristic Value
Maternal age, y 31.9 ± 5.8
Gestational age, wk 12.0 (11.1–13.8)









Placenta location, n (%)
Anterior 65 (54.2)
Posterior 53 (44.2)
Lateral or fundal 2 (1.6)
Modified from Tuuli et al.2 Values are mean ± SD and median (range)
where applicable.
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Continuous Variables
Parametric Tests—A group of statistical tools called para-
metric methods (eg, t test and analysis of variance) are used
for continuous variables that are normally distributed.4,11
One way to guarantee that a variable is normally distrib-
uted is for the observations from the sample to be normally
distributed. However, even if the individual observations
are not normally distributed, parametric methods may still
be justified on the basis of the central limit theorem.12 The
central limit theorem states that even when a population
is not normally distributed, the “sample means” will be nor-
mally distributed provided the sample size is sufficiently
large.
Nonparametric Tests—When observations do not
meet the assumptions for parametric methods, a set of
tools termed nonparametric methods (eg, Mann-Whitney
U and Kruskal-Wallis tests) are used.5,6,13 Nonparametric
methods are based on ranks and are more accurately de-
scribed as “distribution-freer” rather than “distribution-
free” statistics methods because some assumptions still
apply. For example, nonparametric methods assume inde-
pendence of observations (unless otherwise specified, such
as in repeated measures) and random selection of obser-
vations from a population.
In general, parametric methods can produce more ac-
curate and precise estimates and are more powerful than
nonparametric methods at detecting differences if the ap-
propriate assumptions are met.7
Categorical Variables
The χ2 test is generally used for univariable analysis in-
volving categorical variables with 2 notable exceptions.3
When the sample size is small and the expected number of
observations in any cells of the 2 × 2 table is less than 5, the
Fisher exact test is the appropriate test to use. Also, when
groups are related such as for matched or repeated meas-
ures, the McNemar test is indicated.
Univariable analyses are usually the next steps after
descriptive statistics and are often reported in the first table
in most primary research manuscripts. An example of the
J Ultrasound Med 2011; 30:1129–1137 1131
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Table 2. Choosing the Correct Statistical Test on the Basis of the Nature of the Dependent and Independent Variables
No. of Nature of Nature of 
Dependent Independent Dependent
Variables Variables Variables Statistical Tests
(Outcome), n (Predictors) (Outcome) Measures and References
1 1 (with 2 unrelated populations) Normal Means 2–independent sample t test4
Non-normal Medians Wilcoxon–Mann-Whitney U
test5
Categorical and large Proportions χ2 test3
numbers
Categorical and small Proportions Fisher exact test3
numbers
1 (with ≥3 unrelated populations) Normal Means 1-way analysis of variance1
Non-normal Medians Kruskal-Wallis test6
Categorical Proportions χ2 test3
1 (with 2 related  [matched or Normal Means Paired sample t test4
repeat measurements] Non-normal Medians Wilcoxon signed rank test7
populations) Categorical Proportions McNemar test3
1 (continuous) Normal Not applicable Pearson correlation or simple
linear regression3
Non-normal Not applicable Rank correlation (Spearman,
Kendall)3
Categorical Not applicable Simple logistic regression3
≥2 (continuous) Normal Not applicable Multiple linear regression8
≥2 (mixed continuous and Normal Not applicable Multiple linear regression or
categorical) generalized linear models8
Categorical Not applicable Multiple logistic regression9
≥2 ≥2 (continuous or categorical) Normal Not applicable Multiple regression analysis10
≥2 levels (continuous or categorical) Normal Not applicable 1-way multiple analysis of 
variance10
≥2 (continuous or categorical) Normal Not applicable Canonical correlation or factor
analysis10
Modified from Leeper JD. Choosing the Correct Statistical Test. http://bama.ua.edu/~jleeper/627/choosestat.html.
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appropriate use of univariable analysis is in a study by
Odibo et al14 evaluating the rate and risk factors for fetal
loss after chorionic villus sampling. Table 3 shows results
of univariable analysis of various characteristics in patients
who had chorionic villus sampling and those who did not.
Because the continuous variables, including maternal age,
gestational age at sonography, and gestational age at deliv-
ery, were normally distributed, their means in the two
groups were compared using the Student t test. Categori-
cal variables, including maternal race, smoking, and alcohol
use, were compared using χ2 analysis. On the other hand,
the presence of a chromosomal abnormality, which had a
low frequency, was compared using the Fisher exact test.
In another example, Poon et al15 performed a study to
examine the possible interrelation of maternal serum ma-
trix metalloproteinase 9 and other Doppler and bio-
chemical markers of placentation. The concentration of
metalloproteinase 9 (converted to multiples of the me-
dian) was not normally distributed. Thus, concentrations
in women with pregnancy complications were compared
to those of control patients using the nonparametric
Mann-Whitney U test.
Multivariable Analysis 
Most multivariable analyses are based on linear regression
modeling. This process comprises a group of inferential
statistical procedures used to estimate the expected value
of a dependent (outcome) variable as a linear function of
2 or more independent (predictor) variables.3 The general
linear model is given by 
Y = β0 + β1X1 + β2X2 + β2X2 + β3X3 + . . . + βnXn + e, 
where Y is the outcome variable; β1, β2, β3, . . . βn are coef-
ficients that quantify the independent effects of the pre-
dictor variables X1, X2, X3, . . . Xn; and e is the residual error.
Multivariable analyses are useful for generating predictions
and for evaluating associations between outcome and pre-
dictors while controlling for confounding as well as poten-
tial interactions between predictors. The type of
multivariable analysis used depends on the number and
nature of the outcome and predictors. The 2 most com-
mon multivariable methods used are multivariable logis-
tic regression and multiple linear regression.
Multivariable Logistic Regression
Multivariable logistic regression is used to estimate the lin-
ear relationship between the log odds of an outcome vari-
able (Y) and a set of categorical and/or continuous
independent variables (X1, X2, X3, . . . Xn).
3 The logistic re-
gression model is expressed as 
ln[P/(1 – P)] = β0 + β1X1 + β2X2 + β2X2 + β3X3 + . . . +βnXn + e, 
where ln is the natural logarithm (loge); P is the probabil-
ity that the outcome Y occurs; P/(1 – P) is the odds of the
outcome; ln[P/(1 – P)] is the log odds, also called “logit,”
of the outcome; and e is the residual error.
The coefficients refer to the change in the log odds of
the outcome per unit change in the predictor variable, ad-
Tuuli and Odibo—Prenatal Diagnostic Imaging Studies: Descriptive and Inferential Statistics
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Table 3. Characteristics of Women With Chorionic Villus Sampling Compared to Those Without an Invasive Procedure Seen Between 10 and
13.9 Weeks
Characteristic CVS (n = 5148) No Procedure (n = 4789) P
Maternal age, y 37.3 ± 3.5 32.3 ± 6.4 <.001
Maternal age ≥35 y, n (%) 4739 (84.0) 2697 (44.0) <.001
Gestational age at sonography/CVS, wk 11.1 ± 0.9 12.1 ± 1.0 <.001
Gestational age at delivery, wk 37.9 ± 5.3 37.3 ± 5.7 <.001
Maternal race, n (%) <.001
White 4708 (91.5) 3314 (69.0)
African American 186 (3.6) 1134 (23.6)
Hispanic 27 (0.5) 63 (1.3)
Asian 160 (3.1) 211 (4.4)
Other 67 (1.3) 67 (1.4)
Smoking, n (%) 504 (9.8) 500 (10.4) .33
Alcohol, n (%) 1748 (33.9) 1057 (22.0) <.001
Abnormal 1st-trimester aneuploidy screen, n (%) 229 (4.5) 33 (0.7) <.001
Previous chromosomal abnormality, n (%) 365 (7.0) 72 (1.5) <.001
Previous spontaneous abortion, n (%) 2065 (40.1) 1681 (35) <.001
Previous therapeutic abortion, n (%) 724 (14.0) 576 (12) <.001
Chromosomal abnormalities, n (%) 10 (0.2) 9 (0.2) .38
Modified from Odibo et al.14 Values are mean ± SD where applicable. CVS indicates chorionic villus sampling.
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justed for the other predictors in the model. For categori-
cal variables, a unit change is the change from one category
to another. When the predictor is a dichotomous variable,
there are only 2 possible values: 0 for when the predictor is
absent (usually the reference) and 1 when it is present.
Hence, the coefficient refers to the log odds of the outcome
when the predictor is present compared to when it is not.
Thus, the exponential (or antilog) of the coefficient (eβ) is
the odds ratio for that predictor adjusted for the other pre-
dictors in the model.
Odds ratios for continuous predictors represent the
increase or decrease in risk per unit change in the predic-
tor variable. For categorical variables, it represents an in-
crease or decrease in risk relative to the reference level of
the predictor. Odds ratios with 95% confidence intervals
that do not include 1 are considered significant. Logistic
regression also reports results of tests of the significance of
the coefficients or odds ratio using the Wald test. This
method formally tests the null hypothesis that the regres-
sion coefficients are equal to 0 or the odds ratio is 1. P <
.05 suggests a statistically significant association between
the predictor variable and the outcome.
Logistic regression is based on assumptions that the
data constitute a random sample of the population and that
there is a linear relationship between the log odds of the
independent and dependent variables. Logistic regression
also assumes no strong correlation among predictors
(called multi-collinearity). In addition, logistic regression
estimates are obtained from maximum likelihood proce-
dures, which perform best with large sample sizes. It is for
this reason that the sample has to be large to use logistic
regression. Although the sample size per number of events
required for logistic regression is controversial, a general
rule of thumb is at least 10 events per predictor.16 When
the ratio falls below this threshold, estimates of regression
coefficients are unstable and may be biased. This situation
also raises the concern of overfitting, a phenomenon in
which a model displays a falsely close fit to the sample
data.17
Logistic regression analysis should be largely driven
by hypotheses and knowledge of the outcome and predic-
tors under investigation. With this knowledge, results
should be carefully examined to ensure that they pass the
“common sense” test. The overall model fit for the data
should also be evaluated. A number of measures of model
fit have been developed, including various quasi-R2 param-
eters18 and the Hosmer-Lemeshow test.9 The quasi-R2 is a
variation of the coefficient of determination obtained from
linear regression models, in which it indicates the propor-
tion of the variance in the outcome variable explained by
the predictor variables. The quasi-R2 does not have exactly
the same meaning in logistic regression.18 Rather, it should
be seen as a supplementary measure of model fit, and more
importantly, it is useful for comparing different models.
The Hosmer-Lemeshow test compares observed fre-
quencies of events to those predicted by the model.9 A
nonsignificance test suggests that the null hypothesis of a
good model fit is tenable. On the other hand, a significance
test suggests that predicted probabilities poorly fit 1 or
more predictor profiles in the data.
The goodness of fit may also be implied from meas-
ures of model-predictive performance. The c statistic is the
area under the receiver operating characteristic curve plot-
ted using model-predicted and observed outcomes. 
It ranges from 0.5 to 1 and represents the proportion of
pairs of subjects with different observed outcomes for
which the model correctly predicts a higher probability for
the observation with the outcome than the observation
without the outcome. A c statistic of 0.5 means the model
is no better than chance assignment into outcome cate-
gories. A value of 1 indicates that the model assigns higher
probabilities to all observations with the event compared to
those without the event.
Several reports have shown poor reporting of multi-
variable logistic regression in the medical literature.17,19–
21 We describe 10 features that should be considered in the
analysis and reporting of studies that use multivariable lo-
gistic regression.19
1. Variable Selection—The initial selection of predictor
variables for the model may be based on biological plausi-
bility, with previous studies showing significant associa-
tions or statistical significance in univariable analysis. The
number of variables is then reduced using set criteria until
the final model is obtained. Several techniques are used to
determine which variables should be removed from the ini-
tial model. Automated procedures such as backward and
forward stepwise regression are generally discouraged be-
cause the regression coefficients obtained using these
methods are often overestimated, and the models derived
are overly optimistic. The preferred approach is a thought-
ful process in which variables are included or excluded on
the basis of prior knowledge, biological plausibility, and
well-defined statistical criteria. Statistical criteria include
determining changes in the coefficient or odds ratio (usu-
ally >15% change) associated with the main predictor vari-
able when a variable is removed or using the Wald and
likelihood ratio tests to assess the effect of the excluded
variable on the explanatory power of hierarchical models.9
Because the variables selected determine the model esti-
mates, the process of variable selection should be explicit.
J Ultrasound Med 2011; 30:1129–1137 1133
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2. Coding of Variables—The interpretation of logistic
regression results depends on how the predictor variables
were coded. For continuous variables, the units should be
specified because the odds ratios refer to the change in the
odds of the outcome per unit change in the predictor. Sim-
ilarly, the reference group should be specified for categor-
ical variables, especially when there are more than 2
categories.
3. Number of Events per Predictor Variable—The ade-
quacy of the sample size for logistic regression analysis de-
pends on the ratio of events to predictor variables.
Reporting this ratio or making it explicit will allow readers
to assess the adequacy of the sample size for the model.
4. Linear Gradient of Continuous Variables—A basic
assumption of logistic regression is that there is a linear re-
lationship between the log odds of the outcome variable
and continuous predictor variables.3 Severe deviations
from a linear relationship may lead to spurious results. The
linearity assumption may be tested by converting the con-
tinuous variable into categories and examining changes in
odds ratios across the categories.3
5. Interactions—Statistical interaction occurs when the
effect of a predictor on the outcome differs depending on
the value of another variable. Models should be assessed
for theoretically important interactions by testing the sig-
nificance of the appropriate interaction term in the model
or testing the difference in the explanatory power of mod-
els with and without the interaction term.
6. Multi-Collinearity—Another assumption of multi-
variable logistic regression is that there is no strong correla-
tion between 2 or more continuous predictor variables. The
inclusion of such variables in the same model results in biased
and unstable estimates of coefficients. Multi-collinearity can
be assessed using various statistical techniques.
7. Overall Model Significance—A logistic regression
model should have a better fit for the data than the inter-
cept-only (or null) model, which contains no predictors.
This parameter may be assessed using the likelihood ratio
test for the overall model.3
8. Significance of Predictors—The statistical signifi-
cance of the regression coefficients and odds ratios from
the model are given by P values from the Wald test and
confidence intervals.
9. Model Fit—An indication of the overall model fit
for the data should be assessed using 1 or more measures
such as the quasi-R2, Hosmer-Lemeshow test, c statistic, or
model predictive accuracy. This parameter indicates
whether the model is markedly mis-specified and the ex-
tent to which the predictor variables in the model explain
the outcome.
10. Model Validation—Because the goal of multiple
regression is to make inferences about the population and
not just the study sample, validation is necessary. This
process helps assess overoptimism of the original estimates.
Validation is usually more crucial for predictive models but
may also be useful for models that test associations.22–24
The ideal method of validation is external validation using
a new sample from the same population. Stability of esti-
mates in the new sample lends credence to the statistical
inference. Internal validation such as half-splitting the data,
jackknifing, or bootstrapping is an acceptable alternative
when external validation is not feasible.25
Given the heterogeneity of biological outcomes and
the innumerable number of potential predictors, models
are never perfect. However, a good model should be a fair
estimate of the relationship between outcome and pre-
dictor variables. It should take into account theoretically
important interactions and meet basic assumptions. Lim-
itations of the model should be explicit.
An example of logistic regression analysis is in a report
in which the association between fibroids diagnosed at rou-
tine second-trimester sonography and adverse obstetric
outcomes was evaluated.26 Variables for the initial logistic
regression models were selected on the basis of clinical
knowledge, biological plausibility, and results of stratified
analysis. Backward selection was then used to reduce the
number of variables while comparing hierarchical models
using the likelihood ratio test. Adjusted odds ratios from
the final models are shown in Table 4, together with con-
fidence intervals and P values from Wald tests. Odds ratios
with confidence intervals not crossing 1 and P < .05 such as
those associated with stillbirth and placental abruption
were considered significant.
Linear Regression
Multiple linear regression is used to model the linear rela-
tionship between a continuous dependent variable (y) and
1 or more independent variables.8 It is based on least
squares estimation, which involves estimating the equation
that minimizes the spread of points around the best-fitting
line.3 The equation of a multiple linear regression model
is given by 
y = β0 + β1X1 + β2X2 + β2X2 + β3X3 + . . . + βnXn + e,
where y is the outcome variable; β1, β2, β3, . . . βn are coef-
ficients that quantify the strength of the association of the
predictor variables X1, X2, X3, . . . Xn; and e is the residual
error. Importantly, the equation can be used to estimate
the expected value of y for any combination of Xs.
Tuuli and Odibo—Prenatal Diagnostic Imaging Studies: Descriptive and Inferential Statistics
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Multiple linear regression is based on the assumptions
that the sample is randomly drawn from the population,
and the outcome variable is continuous and linearly related
to the predictor variables. In addition, the analysis assumes
that the residual errors are normally distributed with a mean
of 0 and a constant variance (called homoscedasticity).
Multiple linear regression models have a model R2
(coefficient of determination) and a statistical significance
test. The R2 ranges from 0 to 1 and indicates the proportion
of variance of the outcome variable explained by the joint
set of predictor variables. The significance test indicates
whether the model performs better than chance at pre-
dicting the outcome variable. Each of the coefficients of
the model represents the expected change in y for each unit
change in the corresponding predictor variable, adjusted
for all other predictor variables in the model.
The conduct and interpretation of multiple linear re-
gression should follow similar guidelines as those recom-
mended for logistic regression, including predictor variable
selection, examination of the overall model fit and indi-
vidual predictor coefficients, and tests of theoretically im-
portant interactions and multi-collinearity. In addition, the
model should be evaluated to ensure that the additional
assumptions of multiple linear regression, including the lin-
earity of the relationship between outcome and predictor
variables, normal distribution, and independence of resid-
uals and constant residual variance, are met. It is also good
practice to explore whether individual observations have
an unduly large influence on the estimated regression line
(called outliers). In addition, validation of the model is
even more important in multiple linear regression model-
ing, especially if it is a predictive model.
J Ultrasound Med 2011; 30:1129–1137 1135
Tuuli and Odibo—Prenatal Diagnostic Imaging Studies: Descriptive and Inferential Statistics
Table 4. Obstetric and Delivery Outcomes for Pregnant Women With Leiomyomas Compared to Those Without Leiomyomas
Fibroid No Fibroid Adjusted Odds
Outcome (n = 2058) (n = 61,989) Ratio (95% CI) P
Breech presentation, %a 5.3 3.1 1.5 (1.3–1.9) <.01
Placenta previa, %b 1.4 0.5 2.2 (1.5–3.2) <.01
Cesarean delivery, %c 33.1 24.2 1.2 (1.1–1.3) <.01
Abruption, %d 1.4 0.7 2.1 (1.4–3.0) <.01
Preeclampsia, %e 10.4 7.4 1.2 (1.0–1.4) .05
Intrauterine growth restriction, %f 13.7 13.1 1.1 (0.9–1.2) .34
Preterm premature rupture of membranes, %g 3.3 2.4 1.3 (1.0-1.7) .03
Preterm birth <37 wk, %h 15.1 10.5 1.5 (1.3–1.8) <.01
Preterm birth <34 wk, %h 3.9 2.8 1.4 (1.0–1.8) .04
Intrauterine fetal death, %i 1.6 0.7 2.1 (1.2–3.6) <.01
Modified from Stout et al.26 CI indicates confidence interval.
aAfter controlling for advanced maternal age, African American race, parity, body mass index, preexisting diabetes mellitus, chronic hypertension,
bleeding, uterine anomalies, and sonographic age at delivery.
bAfter controlling for advanced maternal age, gravidity, and bleeding.
cExcluding women with breech presentation and placenta previa and controlling for advanced maternal age, parity, body mass index, preexisting di-
abetes mellitus, chronic hypertension, bleeding, uterine anomalies, prior preterm birth, sonographic age at delivery, neonatal weight, preeclampsia,
and year of the sonographic study.
dAfter controlling for smoking, prior preterm birth, and preterm premature rupture of membranes.
eAfter controlling for African American race, parity, body mass index, preexisting diabetes mellitus, chronic hypertension, and prior preterm birth.
fAfter controlling for advanced maternal age, African American race, body mass index, smoking, preexisting diabetes mellitus, and chronic hypertension.
gAfter controlling for African American race, prior preterm birth, bleeding during pregnancy, and uterine anomalies.
hAfter controlling for advanced maternal age, African American race, gravidity, smoking, alcohol use, preexisting diabetes mellitus, chronic hyperten-
sion, prior preterm birth, bleeding, uterine anomalies, and preterm premature rupture of membranes.
IAfter controlling for advanced maternal age, African American race, diabetes mellitus, and chronic hypertension and excluding major fetal anomalies. 
Table 5. Multiple Regression Analaysis for the Prediction of Log A Disintegrin and Metalloprotease 12 in a Control Group
Independent Variable Coefficient 95% CI P
Constant (β0) 2.789
Crown-rump length, mm (β1) 0.006 0.005 to 0.007 <.001
Weight, kg (β2) –0.005 –0.006 to –0.004 <.001
African American race (β3) 0.040 0.010 to 0.070 <.001
Modified from Poon et al.27 CI indicates confidence interval.
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An example of the use of multiple linear regression is
in a study evaluating first-trimester serum A disintegrin and
metalloprotease 12 and adverse pregnancy outcomes.27
Multiple linear regression was used to determine which
factors were significant predictors of A disintegrin and
metalloprotease 12 levels (converted to the log of con-
centrations) in a control group. The multiple regression
model is shown in Table 5 and indicates that maternal
weight, crown-rump length, and African American race
were significant predictors of A disintegrin and metallo-
protease 12 levels in the control groups. The coefficients
from the model were then used to calculate the expected
levels of log A disintegrin and metalloprotease 12 (Y)
among patients with pregnancy complications using the
equation Y = 2.289 + 0.006 × crown-rump length (mil-
limeters) – 0.005 × weight (kilograms) + 0.040 × race (1
if African American or 0 if other). Another excellent ex-
ample of the use of predictive multiple linear regression
models is in the classic articles by Hadlock et al28,29 on
sonographic estimation of fetal weight. Models estimat-
ing the relationship between various combinations of
sonographic measurements and birth weight in 167 live
births were developed in the first study.28 For example,
the estimated birth weight from a model incorporating
the biparietal diameter, abdominal circumference, head
circumference, and femur length was determined as
log10 (birth weight) = 1.3596 +  (0.00061 × biparietal di-
ameter × abdominal circumference) + (0.424 × abdomi-
nal circumference) + (0.174 × femur length) + (0.0064 ×
head circumference) – (0.00386 × abdominal circumfer-
ence × femur length). The coefficient of determination
(R2) of this model was 0.965, indicating that 96.5% of the
variance in birth weight was explained by the fetal meas-
urements in the model. The models were then externally
validated in a prospective cohort of 109 fetuses.29 The ac-
curacy of the predicted weights was shown not to differ in
the two samples, thus validating the models.
Other Multivariable Methods
A number of other multivariable methods are less com-
monly used in imaging research but are briefly mentioned
here. Interested readers are referred to works by Salomon
et al10 and Deter et al.30 These methods are listed in
Table 2. Multiple regression analysis is used to model
the relationship between more than 1 normally distrib-
uted outcome variable and a set of predictors. Multivari-
ate analysis of variance, on the other hand, is used when
there is the need to test the relationship between more
than 1 predictor variable and 1 categorical outcome vari-
able. Canonical correlation assesses the relationship be-
tween a set of outcome variables and a set of predictor
variables, either of which may be continuous or categor-
ical. Other multivariable methods such as Cox propor-
tional hazard modeling, which is used for adjusted
time-to-event analysis, Hotelling T 2, which is used when
there is more than 1 dependent (outcome) variable but
only 1 independent (predictor) variable, and principal
component analysis, a mathematical procedure using or-
thogonal transformation to convert a set of observations
of possibly correlated variables into a set of values of un-
correlated variables called principal components,30,31 are
beyond the scope of this review.
Conclusions
Statistical methods are essential for the conduct and inter-
pretation of research findings. Understanding the princi-
ples underlying the selection and conduct of statistical
analysis is a prerequisite for researchers and consumers of
research alike. Inferential statistics enable us to make judg-
ments about populations using sample data. Because these
methods are based on assumptions, marked deviations
may lead to biased results. Statistical analysis should there-
fore be carefully performed and explicitly described. It is
important for both researchers and readers to note that re-
search findings are not absolute but only estimates with
quantifiable uncertainty. Finally, we emphasize that the de-
sign and analysis of many prenatal diagnostic imaging stud-
ies will benefit from the involvement of trained statisticians
or epidemiologists.
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