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Necessary and sufficient conditions for invariance
of convex sets for discrete-time saturated systems
Mirko Fiacchini1, Christophe Prieur1 and Sophie Tarbouriech2
Abstract—A convex analysis-based characterization of in-
variance and contractivity of compact convex sets for discrete-
time saturated systems is presented. Necessary and sufficient
conditions for the existence of convex set-induced Lyapunov
functions is provided. The results generalize the quadratic Lya-
punov theory for saturated systems, apply also to asymmetric
saturations and can be extended to affine nonlinearity maps. A
numerical example illustrates the improvements of our method
with respect to other classical ones.
I. INTRODUCTION
The paper studies discrete-time systems with input sat-
uration. This nonlinearity can degrade the performance of
the linear behavior and even destabilize the systems for
large initial conditions, see [14], [15]. It is then important
to analyze the stability and convergence properties of such
systems, for instance through Lyapunov functions induced
by invariant and contractive sets. Concerning invariance, see
the recent monograph [3]. Different set-induced Lyapunov
functions for saturated and nonlinear systems have been
considered in literature: quadratic Lyapunov functions and
invariant ellipsoids are used in [2], [6], [8], [16]; invariant
polytopes are employed in [1], [4], [7].
In this paper, necessary and sufficient conditions are stated
for a compact convex set to be invariant or contractive. Such
conditions allow also to implicitly characterize local set-
induced Lyapunov functions. The paper extends the results
in [5], that deals only with symmetric saturations and sets
and with sufficient results. The necessary and sufficient
condition holds also for asymmetric saturations and it can
be extended to systems with affine nonlinearity at the input.
The particularization of the results to ellipsoids and quadratic
functions permits to compare it with analogous methods,
see [2], [9]–[12], and to highlight the substantial improve-
ment achieved. In fact, their conservatism is overcome in
our method, as shown through a simple one-dimensional
illustrative example. The example provides the evidence
of how conservative can be the only sufficient conditions
for invariance, also when considering very low dimensional
dynamics and very simple and common sets, as ellipsoids.
The paper is organized as follows: Section II presents the
problem statement. The main result is stated in Section III
where the necessary and sufficient conditions for a compact,
convex set to be contractive are given. The comparison with
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other methods and a discussion on the obtained results are
given in Section IV. Section V collects some conclusions.
Notation: Given n ∈ N, define Nn = {x ∈ N : 1 ≤ x ≤ n}.
Given A∈Rn×m, Ai with i∈Nn denotes its i-th row, A( j) with
j⊆Nm its j-th column. Given Ω⊆R
n and α ≥ 0, define the
set αΩ = {αx ∈Rn : x ∈Ω}, the interior of Ω is int(Ω) and
its boundary is ∂Ω. The left-hand side and right-hand side
of an equation or inequality are shorten as l.h.s. and r.h.s.
II. PROBLEM STATEMENT
Consider discrete-time linear saturated systems given by
x+ = f (x) = Ax+Bϕ(Kx), (1)
where x∈Rn is the current state, x+ ∈Rn is the successor and
the saturated feedback control is given by u= ϕ(Kx) ∈ Rm.
Function ϕ :Rm→Rm denotes the saturation function which
is defined by ϕi(y) = sgn(yi)min{|yi|, 1} for every i ∈ Nm.
Remark 1: Although we only consider saturated func-
tions, the results presented are directly extendable to the case
of piecewise affine functions, since they can be expressed in
form of saturation functions, see for instance [12].
It is useful to introduce the concept of support function.
Definition 1: Given a set Ω⊆Rn, the support function of
Ω evaluated at η ∈ Rn is φΩ(η) = supx∈Ω η
T x.
Geometrically, the support function of Ω at η is the signed
“distance” of the point of the closure of Ω further from the
origin, along the direction η . See [13] for some properties of
support functions. Set-inclusion conditions can be given in
terms of linear inequalities involving the support functions,
as recalled here (see [13], for instance).
Property 1: Given two closed, convex sets Ω ⊆ Rn and
Γ⊆Rn, then x∈Ω if and only if ηT x≤ φΩ(η) for all η ∈R
n,
and Γ⊆Ω if and only if φΓ(η)≤ φΩ(η), for all η ∈ R
n.
The definitions of invariant and λ -contractive sets follows.
Definition 2 ([3]): A set Ω ⊆ Rn is an invariant set for
the system x+ = f (x) if f (x) ∈Ω, for all x ∈Ω.
Every trajectory starting in an invariant Ω remains in it.
Definition 3 ([3]): A convex compact set Ω ⊆ Rn with
0 ∈ int(Ω) is a λ -contractive set for the system x+ = f (x) if
f (x) ∈ λΩ, for all x ∈Ω, with λ ∈ [0, 1].
Since λ -contractivity implies invariance, when in the fol-
lowing we will guarantee λ -contractivity, we will implicitly
ensure also invariance. The property of λ -contractivity of a
compact convex set can be used to induce a local Lyapunov
function. We are interested here to conditions on compact
convex sets Ω ⊆ Rn, with 0 ∈ int(Ω), whose satisfaction
ensures that every set αΩ, with α ∈ [0, 1], is λ -contractive.
This would imply that there exists a local Lyapunov function
defined on Ω, whose level sets are αΩ with α ∈ [0, 1].
Given a convex, compact set Ω⊆Rn with 0 ∈ int(Ω), the
Minkowski function of Ω at x is defined as
ΨΩ(x) =min
α≥0
{α ∈ R : x ∈ αΩ}.
Intuitively, the value of ΨΩ(x) is how much the set Ω should
be scaled for x to be on its boundary, that is such that x ∈
∂ (ΨΩ(x)Ω). Then x ∈ ∂Ω(x) where we define
Ω(x) = ΨΩ(x)Ω. (2)
The set Ω(x) is useful to determine the condition for the
sets αΩ to be λ -contractive for the saturated system (1),
for all α ∈ [0, 1]. Such a condition is given by a (possibly
uncountable) set of nonconvex constraints, as stated below.
Proposition 1: Given the system (1), the convex compact
set Ω with 0 ∈ int(Ω) is such that αΩ is λ -contractive for
every α ∈ [0, 1] if and only if
ηT f (x)≤ λφΩ(x)(η), (3)
for all x ∈Ω and every η ∈ Rn.
Proof: Sets αΩ are λ -contractive for every α ∈ [0, 1] if
and only if x+ ∈ λΩ(x), for all x ∈Ω. This is equivalent, by
Property 1, to (3) for every x ∈ Rn and η ∈ Rn.
The λ -contractivity of sets αΩ is equivalent to the de-
creasing of ΨΩ(x), then it implies local convergence in Ω.
III. NECESSARY AND SUFFICIENT CONDITION FOR
THE λ -CONTRACTIVITY OF A CONVEX SET
Given the system (1) and x ∈ Rn and η ∈ Rn we define
N +(x,η) = {i ∈ Nm : η
TB(i) > 0, Kix<−1},
N −(x,η) = {i ∈ Nm : η
TB(i) < 0, Kix> 1},
N (x,η) = N +(x,η)∪N −(x,η),
P+(x,η) = {i ∈ Nm : η
TB(i) > 0, Kix> 1},
P−(x,η) = {i ∈ Nm : η
TB(i) < 0, Kix<−1},
P(x,η) = P+(x,η)∪P−(x,η),
L +(x,η) = {i ∈ Nm : η
TB(i) > 0, |Kix| ≤ 1},
L −(x,η) = {i ∈ Nm : η
TB(i) < 0, |Kix| ≤ 1},
L (x,η) = L +(x,η)∪L −(x,η),
O(η) = {i ∈ Nm : η
TB(i) = 0}.
(4)
The sets defined in (4), subsets of Nm, permit to characterize
the regions of (x,η)∈Rn×Rn where the input saturates and
the different values of ηTB(i)ϕi(Kx) in these regions. In fact:

ηTB(i)ϕi(Kx) =−η
TB(i), if i ∈N
+(x,η),
ηTB(i)ϕi(Kx) = η
TB(i), if i ∈N
−(x,η),
ηTB(i)ϕi(Kx) = η
TB(i), if i ∈P
+(x,η),
ηTB(i)ϕi(Kx) =−η
TB(i), if i ∈P
−(x,η),
ηTB(i)ϕi(Kx) = η
TB(i)Kix, if i ∈L (x,η),
ηTB(i)ϕi(Kx) = 0, if i ∈ O(η),
(5)
for every i ∈ Nm. Define an equivalence relation ∼x on R
denoting y∼x z if and only if either: y> 1 and z> 1; or y<
−1 and z<−1; or |y| ≤ 1 and |z| ≤ 1. A second equivalence
relation ∼η on R is defined saying that d,e ∈ R are such
that d ∼η e if and only if either: d > 0 and e> 0; or d < 0
and e < 0; or d = 0 and e = 0. We define two partitions of
R
n induced by the equivalence relations ∼x and ∼η as
I = {J ⊆ Rn : x, x¯ ∈ J ⇔ xi ∼x x¯i, ∀i ∈ Nn},
K = {E ⊆ Rn : η , η¯ ∈ E ⇔ ηi ∼η η¯i, ∀i ∈ Nm}.
(6)
Given J ∈I and E ∈K , for every x, x¯∈ J and η , η¯ ∈ E, the
sets in (4) are the same. That is N +(x,η) = N +(x, η¯) =
N +(x¯, η¯) = N +(x¯,η) (analogously, for any other set in
(4)). Also relations (5) are the same within J×E, for every
J ∈I and E ∈K . For every J ∈I and E ∈K and given
x ∈ J and η ∈ E, denote, with a slight abuse of notation,
N +(J,E) = N +(x,η), N −(J,E) = N −(x,η),
P+(J,E) = P+(x,η), P−(J,E) = P−(x,η),
L +(J,E) = L +(x,η), L −(J,E) = L −(x,η),
O(E) = O(η).
(7)
First a trivial necessary condition is presented.
Proposition 2: Given the system (1), and the compact
convex set Ω ⊆ Rn, with 0 ∈ int(Ω), if condition (3) holds
for every x ∈ Ω and every η ∈ Rn then ηT (A+ BK)x ≤
λφΩ(x)(η), is satisfied for every x ∈ R
n and η ∈ Rn.
Now we provide a necessary and sufficient condition for
(3) to hold in Ω, which is the main contribution of the paper.
Theorem 1: Given the system (1), the compact convex set
Ω⊆Rn, with 0∈ int(Ω), is such that αΩ is λ -contractive for
every α ∈ [0, 1] if and only if for every J ∈I and E ∈K ,
there exist γ
J,E
i ∈R and σ
J,E
i (x) ∈R, with i ∈Nm, such that
ηTAx+ ∑
i∈Nm
γ
J,E
i η
TB(i)Kix+σ
J,E
i (x)η
TB(i)≤ λφΩ(x)(η), (8)
and

γ
J,E
i ≤ 0, σ
J,E
i (x)≥ γ
J,E
i −1, if i ∈N
+(J,E),
γ
J,E
i ≤ 0, σ
J,E
i (x)≤ 1− γ
J,E
i , if i ∈N
−(J,E),
γ
J,E
i ≥ 0, σ
J,E
i (x)≥ 1− γ
J,E
i , if i ∈P
+(J,E),
γ
J,E
i ≥ 0, σ
J,E
i (x)≤ γ
J,E
i −1, if i ∈P
−(J,E),
γ
J,E
i ∈ R,
{
σ
J,E
i (x)≥ γ
J,E
i −1,
σ
J,E
i (x)≥ 1− γ
J,E
i ,
if i ∈L +(J,E),
γ
J,E
i ∈ R,
{
σ
J,E
i (x)≤ γ
J,E
i −1,
σ
J,E
i (x)≤ 1− γ
J,E
i ,
if i ∈L −(J,E),
γ
J,E
i ∈ R, σ
J,E
i (x) ∈ R, if i ∈ O(E),
(9)
hold for all x ∈Ω and all η ∈ Rn.
Proof: The proof is divided in two main parts, the first
concerning the sufficiency and the second one the necessity.
Sufficiency: Given the sets J ∈ I and E ∈ K , consider
η ∈ E and x ∈ J∩Ω. Every index i ∈ Nm belongs to one of
the sets defined in (4), all the possibilities are considered.
• (N +(J,E)). Suppose that i ∈N +(J,E), which implies
ηTB(i)ϕi(Kx) = −η
TB(i), see (5) and (7). From (4), η ∈
E implies the satisfaction of constraint ηTB(i) > 0. Then,
applying the S-procedure, we have that (3) holds at x∈ J∩Ω
for every η ∈ E if there exists τi(x)≥ 0 such that
ηTAx+∑
j 6=i
ηTB( j)ϕ j(Kx)−η
TB(i)+τi(x)η
TB(i)≤ λφΩ(x)(η),
(10)
for every η ∈ Rn. Applying once again the S-procedure,
condition (10) can be imposed for every x∈ J∩Ω. Condition
x∈ J is equivalent to ηTB(i)Kix<−η
TB(i), being η
TB(i) > 0
for all η ∈ E. Then (3) is satisfied for all x ∈ J∩Ω and for
every η ∈ E if there exist τi(x)≥ 0 and δi ≥ 0 such that
ηTAx+ ∑
j 6=i
ηTB( j)ϕ j(Kx)−η
TB(i)+ τi(x)η
TB(i)
+δi
(
−ηTB(i)Kix−η
TB(i)
)
≤ λφΩ(x)(η),
(11)
holds for every x ∈ Ω and η ∈ Rn. Notice that, whereas
τi(x) is a function of the state since it concerns a condition
imposed for a particular value of x, δi is constant since it is
related to a condition involving the whole subset J. Finally,
we have that (11) with τi(x)≥ 0 and δi ≥ 0 is equivalent to
ηTAx+ ∑
j 6=i
ηTB( j)ϕ j(Kx)
+γJ,Ei η
TB(i)Kix+σ
J,E
i (x)η
TB(i) ≤ λφΩ(x)(η),
(12)
for every x ∈Ω and every η ∈ Rn, with
γ
J,E
i =−δi ≤ 0, σ
J,E
i (x) =−1+ γ
J,E
i + τi(x)≥−1+ γ
J,E
i .
• (N −(J,E)). Similar considerations, for i ∈N −(J,E),
lead to the fact that condition (3) holds at x ∈ J ∩Ω for
every η ∈ E if there exist γJ,Ei ,σ
J,E
i (x) ∈R such that (12) is
satisfied for all x ∈Ω and η ∈ Rn with
γ
J,E
i =−δi ≤ 0, σ
J,E
i (x)≤ 1− γ
J,E
i .
• (P+(J,E)) and (P−(J,E)). Analogously, satisfaction
of (12) for every η ∈ Rn with
γ
J,E
i = δi(x)≥ 0, σ
J,E
i (x)≥ 1− γ
J,E
i ,
if i ∈P+(J,E), and with
γ
J,E
i = δi(x)≥ 0, σ
J,E
i (x)≤−1+ γ
J,E
i ,
if i ∈P−(J,E), implies (3) for every η ∈ E.
• (L +(J,E)) and (L −(J,E)). Concerning i ∈L +(J,E),
the S-procedure is applied to three constraints ηTB(i) > 0,
ηTB(i)Kix≥−η
TB(i) and η
TB(i)Kix≤η
TB(i), then involving
three nonnegative multipliers τi(x), δ i and δ i. Conditions on
γ
J,E
i and σ
J,E
i (x) for i ∈L
+(J,E) are{
γ
J,E
i = 1−δ i+δ i ∈ R,
σ
J,E
i (x)≥ γ
J,E
i −1, σ
J,E
i (x)≥ 1− γ
J,E
i ,
where σ
J,E
i (x)= δ i+δ i+τi(x). Analogously, if i∈L
−(J,E)
conditions on γ
J,E
i ∈ R, σ
J,E
i (x)≥ 0, are
γ
J,E
i ∈ R, σ
J,E
i (x)≤ γ
J,E
i −1, σ
J,E
i (x)≤ 1− γ
J,E
i .
• (O+(J,E)). Finally, if i∈O(E) we have ηTB(i) = 0 and
then the term related to the i-th input in (3) is zero. Thus (3)
is equivalent to (12) for every γ
J,E
i ∈ R and σ
J,E
i (x) ∈ R.
Similar arguments, applied to any i ∈ Nm, yield to prove
that satisfaction of (8) for every x ∈ Ω and every η ∈ Rn
with (9) is a sufficient condition for (3) to hold for all η ∈ E
and x ∈ J ∩Ω. It has to be stressed that, given J ∈ I and
E ∈K , conditions (8) with (9) are imposed over the whole
space of η and for all x ∈Ω, and guarantee the satisfaction
of condition (3) on the subsets J∩Ω⊆ Rn and E ⊆ Rn.
Necessity: We have to prove that the satisfaction of con-
dition (3) for every x ∈Ω and η ∈ Rn implies the existence
of γ
J,E
i , σ
J,E
i (x), with i ∈ Nm, such that (8) and (9) hold for
every x ∈ Ω and η ∈ Rn, for all J ∈ I and E ∈ K . It is
important to remember that there is a pair of constraints (8)
and (9) for each J ∈I and E ∈K ; all of them must hold.
As the sets J ∈I and E ∈K form a partition of Rn×Rn,
condition (3) for all x ∈Ω and η ∈ Rn is equivalent to
ηT f (x)≤ λφΩ(x)(η), ∀x ∈ J∩Ω, ∀η ∈ E, (13)
for every J ∈ I and E ∈ K . We fix generic J ∈ I and
E ∈K and we prove that the related (8) and (9) hold for
all xˆ ∈ Jˆ ∩Ω and all ηˆ ∈ Eˆ, for every Jˆ ∈ I and Eˆ ∈K ,
with appropriate γ
J,E
i and σ
J,E
i (x), with i ∈ Nm. Below, we
consider xˆ contained in Ω and analyze the possible cases.
The first possibility is that Jˆ= J and Eˆ =E, that means that
xˆ∈ J∩Ω and ηˆ ∈ E. For sake of simplicity, we first consider
m= 1 and analyze the cases related only to ηˆTB(i) > 0, i.e.
i∈N +(J,E), i∈P+(J,E) or i∈L +(J,E) with i= 1. The
other cases are analogous.
• (N +(J,E)). Suppose that i ∈N +(J,E) with Jˆ = J and
Eˆ = E. From (4) and (5) we have
ηˆTB(i)ϕi(Kxˆ) =−ηˆ
TB(i), ηˆ
TB(i)Kixˆ+ ηˆ
TB(i) < 0.
From (9) there must exist α
J,E
i (xˆ) ≥ 0 such that σ
J,E
i (xˆ) =
−1+ γJ,Ei + α
J,E
i (xˆ) with γ
J,E
i ≤ 0 satisfying (8). Posing
α
J,E
i (xˆ) = 0, the l.h.s. of (8) is
ηˆTAxˆ+ γJ,Ei ηˆ
TB(i)Kixˆ+σ
J,E
i (xˆ)ηˆ
TB(i)
= ηˆTAxˆ+ ηˆTB(i)ϕi(Kxˆ)+ γ
J,E
i (ηˆ
TB(i)Kixˆ+ ηˆ
TB(i)),
and thus (8) is equivalent to
γ
J,E
i (ηˆ
TB(i)Kixˆ+ ηˆ
TB(i))≤−ηˆ
T f (xˆ)+λφΩ(xˆ)(ηˆ), (14)
whose r.h.s. is nonnegative due to (13). Notice that also the
l.h.s. of (14) is given by a nonnegative term, but there always
exists γ
J,E
i ≤ 0 such that its holds, and hence (8) is satisfied
for all xˆ ∈ J∩Ω and ηˆ ∈ E.
• (P+(J,E)). If i∈P+(J,E) with Jˆ = J and Eˆ = E, then
ηˆTB(i)ϕi(Kxˆ) = ηˆ
TB(i), ηˆ
TB(i)Kixˆ− ηˆ
TB(i) > 0,
and (9) is equivalent to σ
J,E
i (xˆ) = 1−γ
J,E
i + α
J,E
i (xˆ) with
α
J,E
i (xˆ)≥ 0 and γ
J,E
i ≥ 0. For α
J,E
i (xˆ) = 0 the l.h.s. of (8) is
ηˆTAxˆ+ γJ,Ei ηˆ
TB(i)Kixˆ+σ
J,E
i (xˆ)ηˆ
TB(i)
= ηˆTAxˆ+ ηˆTB(i)ϕi(Kxˆ)+ γ
J,E
i (ηˆ
TB(i)Kixˆ− ηˆ
TB(i)),
and (8) results in
γ
J,E
i (ηˆ
TB(i)Kixˆ− ηˆ
TB(i))≤−ηˆ
T f (xˆ)+λφΩ(xˆ)(ηˆ), (15)
whose l.h.s. and r.h.s. are nonnegative. The inequality (15),
then also (8), can be satisfied.
• (L +(J,E)). If i ∈L +(J,E) with Jˆ = J and Eˆ = E then
ηˆTB(i)ϕi(Kxˆ)= ηˆ
TB(i)Kix, |ηˆ
TB(i)Kixˆ| ≤ ηˆ
TB(i), ηˆ
TB(i)> 0.
Condition (9) holds if and only if there are α
J,E
i (xˆ)≥ 0 and
γ
J,E
i ∈R such that σ
J,E
i (xˆ)=max{1−γ
J,E
i , γ
J,E
i −1}+α
J,E
i (xˆ)=
|1− γJ,Ei |+α
J,E
i (xˆ). Fixing α
J,E
i (xˆ) = 0 the l.h.s. of (8) is
ηˆTAxˆ+ γJ,Ei ηˆ
TB(i)Kixˆ+σ
J,E
i (xˆ)ηˆ
TB(i) = ηˆ
TAxˆ
+ηˆTB(i)ϕi(Kxˆ)+(γ
J,E
i −1)ηˆ
TB(i)Kixˆ+ |1− γ
J,E
i |ηˆ
TB(i),
and (8) is
(γJ,Ei −1)ηˆ
TB(i)Kixˆ+|1−γ
J,E
i |ηˆ
TB(i)≤−ηˆ
T f (xˆ)+λφΩ(xˆ)(ηˆ).
(16)
Also in this case the l.h.s. of (16) is nonnegative since
−(γJ,Ei −1)ηˆ
TB(i)Kixˆ≤ |γ
J,E
i −1| |ηˆ
TB(i)Kixˆ| ≤ |1−γ
J,E
i |ηˆ
TB(i),
and the r.h.s. as well from (13). Nevertheless, there is a γ
J,E
i ∈
R, close enough to 1, such that (16) holds and then also (8).
• (O(J,E)). This case can be proved by continuity of the
function φΩ(x)(η), with respect to both x and η . Alterna-
tively, it is sufficient to notice that (3) and (8) are equivalent
if ηTB(i) = 0, for every γ
J,E
i and σi.
Summarizing: if m= 1 and (13) holds for all J and E, then
also (8) and (9) can be satisfied for every J and E, provided
xˆ ∈ J∩Ω and ηˆ ∈ E.
What is left to be proved is that such an implication is
satisfied also for xˆ /∈ J and/or ηˆ /∈ E (but xˆ ∈ Ω). Then
suppose that (13) holds for all pair J ∈I and E ∈K and
consider xˆ ∈ Jˆ∩Ω and ηˆ ∈ Eˆ with Jˆ 6= J and/or Eˆ 6= E. Also
in this case we consider at first m= 1. We consider J and E
related to the region determined by ηTB(i) > 0 and Kix<−1,
i.e. the only nonempty set is N +(J,E). As proved above,
there exists γ
J,E
i ≤ 0 such that (14), and thus also (8), is
satisfied for all x ∈ J ∩Ω and η ∈ E. We denote with γˆJ,Ei
such an admissible nonpositive value.
It is important to remember that, as (8) and (9) must hold
for the given J and E, then the constraint on σ
J,E
i is σ
J,E
i (x)≥
−1+ γˆJ,Ei , which is equivalent to the existence of α
J,E
i (x)≥ 0
such that σ
J,E
i (x) =−1+ γˆ
J,E
i +α
J,E
i (x).
• Cases i ∈ N −(xˆ, ηˆ), i ∈ P−(xˆ, ηˆ) or i ∈ L −(xˆ, ηˆ).
Assuming that i∈N −(xˆ, ηˆ), i∈P−(xˆ, ηˆ) or i∈L −(xˆ, ηˆ),
implies ηˆTB(i) < 0 in every case. Then, given γˆ
J,E
i ≤ 0,
for every σ
J,E
i (xˆ) = −1+ γˆ
J,E
i + α
J,E
i (xˆ) we have that (8)
is equivalent to
ηˆTAxˆ− ηˆTB(i)+ γ
J,E
i (ηˆ
TB(i)Kixˆ+ ηˆ
TB(i))
+αJ,Ei (xˆ)ηˆ
TB(i) ≤ λφΩ(xˆ)(ηˆ),
(17)
which is satisfied by an appropriate choice of α
J,E
i (xˆ), since
ηˆTB(i) < 0 and α
J,E
i (xˆ) ≥ 0. Notice in fact that the l.h.s.
of (17) can be made arbitrarily small.
• Case i ∈ P+(xˆ, ηˆ). Assume that i ∈ P+(xˆ, ηˆ), which
means that ηˆTB(i) > 0 and Kixˆ> 1, and thus:{
ηˆTB(i)ϕi(Kxˆ) = ηˆ
TB(i),
ηˆTB(i)Kixˆ+ ηˆ
TB(i) > ηˆ
TB(i)Kixˆ− ηˆ
TB(i) > 0.
Posing σ
J,E
i (xˆ) =−1+ γˆ
J,E
i +α
J,E
i (xˆ) and α
J,E
i (xˆ) = 2, con-
dition (8) results in
ηˆTAxˆ+ ηˆTB(i)+ γˆ
J,E
i (ηˆ
TB(i)Kixˆ+ ηˆ
TB(i))≤ λφΩ(xˆ)(ηˆ),
(18)
that is equivalent to (14), which is satisfied since
γˆ
J,E
i (ηˆ
TB(i)Kixˆ+ ηˆ
TB(i))≤ 0 and −ηˆ
T f (xˆ)+λφΩ(xˆ)(ηˆ)≥ 0,
from condition (13).
• Case i∈L +(xˆ, ηˆ). In this case we have that ηˆTB(i) > 0,
|Kixˆ| ≤ 1 and then
ηˆTB(i)ϕi(Kxˆ) = ηˆ
TB(i)Kix, ηˆ
TB(i)Kixˆ+ ηˆ
TB(i) ≥ 0.
Defining σ
J,E
i (xˆ) =−1+ γˆ
J,E
i +α
J,E
i (xˆ) and α
J,E
i (xˆ) = Kixˆ+
1, which implies α
J,E
i (xˆ)≥ 0, condition (8) reads
ηˆTAxˆ+ ηˆTB(i)Kixˆ+ γˆ
J,E
i (ηˆ
TB(i)Kixˆ+ ηˆ
TB(i))≤ λφΩ(xˆ)(ηˆ),
(19)
which is equivalent to (14). From the signs of γˆ
J,E
i and
ηˆTB(i)Kixˆ+ ηˆ
TB(i) and condition (13), then (8) is satisfied
by an admissible σ
J,E
i (xˆ).
• Case i ∈ O(ηˆ). The proof comes from the equivalence
of (3) and (8) for ηˆTB(i) = 0, for every γˆ
J,E
i and σ
J,E
i (x).
Let us summarize the result for the case m = 1. Consid-
ering J ∈I and E ∈K we discriminated three cases:
1) if xˆ ∈ J and ηˆ ∈ E, admissible γˆJ,Ei and σ
J,E
i (xˆ) can be
determined such that (8) and (9) hold, using condition (13);
2) if ηˆ /∈ E, then an admissible choice of σ J,Ei (x) can be
done such that the l.h.s. of (8) is arbitrarily small, for every
γˆ
J,E
i . Then, (8) holds;
3) if ηˆ ∈ E but xˆ /∈ J, an appropriate choice of σ J,Ei (xˆ)
leads the l.h.s. of (8) to be equal to ηT f (xˆ) plus a nonpositive
term. Thus, using condition (13), satisfaction of (8) is proved.
The proof for the case of m> 1 is based on the same rea-
soning as for m= 1. We avoid the tedious details, providing
just a sketch of the proof. Suppose that m> 1 and that (13)
holds for all J ∈J and E ∈K . Consider a pair J ∈J and
E ∈K and generic xˆ ∈ Ω and ηˆ ∈ Rn. Three substantially
different cases are possible.
(i) xˆ ∈ J ∩Ω and ηˆ ∈ E. There exist γJ,Ei and σ
J,E
i (xˆ)
satisfying (9), with i ∈ Nm, such that (8) results in
ηˆT f (xˆ)+ ∑
i∈Nm
hi(γ
J,E
i , xˆ, ηˆ)≤ λφΩ(xˆ)(ηˆ), (20)
with functions hi(γ
J,E
i , xˆ, ηˆ) nonnegative, continuous in γ
J,E
i
and vanishing for some admissible value of γ
J,E
i (i.e. the
l.h.s. functions in (14), (15) and (16) are vanishing. The first
two l.h.s. functions vanish at the origin whereas the third
vanishes at 1). Then, from (13), there are admissible γ
J,E
i ,
with i ∈Nm, such that ∑i∈Nmhi(γ
J,E
i , xˆ, ηˆ) is small enough for
(20) to be satisfied.
(ii) ηˆ /∈ E. This means that there exists j ∈ Nm such that
the signs of ηˆTB( j) and of η
TB( j), for η ∈ E, are different
(we can neglect the case of ηˆTB( j) = 0). In this case there
is an admissible σ
J,E
j (xˆ) such that the j-th term in l.h.s. of
(8) is arbitrarily small (e.g. inequality (17)) and then (8) can
be satisfied.
(iii) ηˆ ∈ E but xˆ /∈ J. In this case, two sets of indices can
be defined: I = {i ∈ Nn : Kixˆ ∼x Kix, ∀x ∈ J} and I¯ = J/I,
and there are admissible σ
J,E
i (xˆ) such that (8) becomes
ηˆT f (xˆ)+∑
i∈I
hi(γ
J,E
i , xˆ, ηˆ)+∑
i∈I¯
gi(γ
J,E
i , xˆ, ηˆ)≤ λφΩ(xˆ)(ηˆ),
(21)
where hi(γ
J,E
i , xˆ, ηˆ) are as defined in (i) and gi(γ
J,E
i , xˆ, ηˆ) are
nonpositive functions (see for instance (18) and (19)). From
the sign of gi(γ
J,E
i , xˆ, ηˆ), condition (21) holds if ηˆ
T f (xˆ) +
∑i∈I hi(γ
J,E
i , xˆ, ηˆ)≤ λφΩ(xˆ)(ηˆ), which can be satisfied, as for
(20), by choosing appropriate γ
J,E
i and from (13).
Thus finally, if (3) (or equivalently (13) for all J ∈ I
and E ∈K ) holds for every x ∈ Ω and every η ∈ Rn, then
admissible γ
J,E
i and σ
J,E
i with i ∈ Nm exist such that the
constraints of the type (20) and (21) can be satisfied. This
implies that (8) and (9) admit a solution for all J ∈I and
E ∈K also for m> 1, provided that (3) holds for x ∈Ω.
Theorem 1 establishes a necessary and sufficient condition
for the existence of a local exponential set-induced Lyapunov
functions for saturated systems.
Remark 2: Besides the theoretical contribution, we think
that Theorem 1 can lead to computational tools useful for
the analysis of stability of saturated systems. For instance,
considering ellipsoidal and polytopic sets Ω, the conditions
(8) and (9) could results in convex constraints, computation-
ally tractable. Moreover, notice that the knowledge about
which are the nonempty sets J ∈ I and E ∈ K seems
to be required. Nevertheless, we think that the selection of
nonempty sets J ∩Ω and E is implicitly assured by using
Theorem 1 (see the numerical example). These appealing
properties are the objective of our future research.
A more computation-oriented sufficient condition for the
hypotheses of Theorem 1 to hold, concerning the existence
of affine functions σ
J,E
i (x), follows.
Proposition 3: Given the system (1), the compact convex
set Ω⊆Rn, with 0∈ int(Ω), is such that αΩ is λ -contractive
for every α ∈ [0, 1] if for every J ∈ I and every E ∈ K ,
there exist γ
J,E
i ∈R, G
J,E
i ∈R
1×n and µ
J,E
i ∈R, with i ∈Nm,
such that (8) and (9) hold with σ
J,E
i (x) = G
J,E
i x+ µ
J,E
i , for
all x ∈Ω and η ∈ Rn.
Remark 3: It could be interesting to characterize, in fu-
ture, the cases for which the existence of affine or linear
functions σ
J,E
i (x) satisfying the hypotheses of Theorem 1 is
also necessary for the contractivity of αΩ in Ω.
Consider the potentially asymmetric saturations given by
ϕi(y) =


yi if yi > yi,
yi if − yi ≤ yi ≤ yi,
−y
i
if yi <−yi,
(22)
with −y
i
≤ yi for every i ∈ Nm.
Remark 4: The only requirement is −y
i
≤ yi for all i∈Nm,
no assumption on the saturation levels signs has been posed.
The sets in (4) should be adapted to the new saturations
levels. For instance, in case of asymmetric saturations, we
have that N +(x,η) = {i ∈ Nm : η
TB(i) > 0, Kix<−yi} and
ηTB(i)ϕi(Kx) = −η
TB(i)yi, if i ∈ N
+(x,η), see (5). The
other definitions, obtainable as direct modifications of (4)
and (5), are assumed to be used in the following corollary.
Corollary 1: Given the system (1) with saturations as in
(22), the compact convex set Ω⊆Rn, with 0∈ int(Ω), is such
that αΩ is λ -contractive for every α ∈ [0, 1] if and only if
for every J ∈I and every E ∈K , there exist γJ,Ei ∈R and
σ
J,E
i (x) ∈ R, with i ∈ Nm, such that condition (8) and

γ
J,E
i ≤ 0, σ
J,E
i (x)≥ (γ
J,E
i −1)yi, if i ∈N
+(J,E),
γ
J,E
i ≤ 0, σ
J,E
i (x)≤ (1− γ
J,E
i )yi, if i ∈N
−(J,E),
γ
J,E
i ≥ 0, σ
J,E
i (x)≥ (1− γ
J,E
i )yi, if i ∈P
+(J,E),
γ
J,E
i ≥ 0, σ
J,E
i (x)≤ (γ
J,E
i −1)yi, if i ∈P
−(J,E),
γ
J,E
i ∈ R,
{
σ
J,E
i (x)≥ (γ
J,E
i −1)yi,
σ
J,E
i (x)≥ (1− γ
J,E
i )yi,
if i ∈L +(J,E),
γ
J,E
i ∈ R,
{
σ
J,E
i (x)≤ (γ
J,E
i −1)yi,
σ
J,E
i (x)≤ (1− γ
J,E
i )yi,
if i ∈L −(J,E),
γ
J,E
i ∈ R, σ
J,E
i (x) ∈ R, if i ∈ O(E),
(23)
hold for all x ∈Ω and all η ∈ Rn.
IV. ILLUSTRATIVE EXAMPLE
The main aim of this example is to highlight the substantial
improvement provided by our results with respect to similar
ones from the literature, see [2], [9]–[12]. For this, we show
that, also for trivial one-dimensional systems, the conserva-
tivity introduced might be very important. Comparing such
approaches with ours, which overcomes the limitations of the
formers, illustrates adequately the contribution of the paper.
We stress that our results can apply to more complex func-
tions, e.g. to composite quadratic, as in [10], and polyhedral
ones. Nevertheless we focus on quadratic functions, probably
the most common and the best known in the invariant studies.
First, we recall the result presented in [2], for the
continuous-time context but extendable to the discrete-time
one. A first improvement of such a result has appeared in [5].
Theorem 2: Given the system (1), and the ellipsoid Ω =
E (P), with P ∈ Rn×n and P > 0, if for every J ⊆ Nm and
every i ∈ J, there exists GJi ∈ R
1×n such that
(NJ)TPNJ ≤ λP, ∀J ⊆ Nm,
GJi P
−1(GJi )
T ≤ 1, ∀J ⊆ Nm, ∀i ∈ J,
where NJ = A+ ∑i∈J¯ B(i)Ki + ∑i∈J B(i)G
J
i , then αΩ is λ -
contractive, with λ ∈ [0,1], for every α ∈ [0, 1].
The quadratic stability conditions for saturated systems
given in [2], [9]–[12] are substantially based on Theorem 2.
Example 1: Consider the one-dimensional system
x+ = f (x) = x+0.5ϕ(x)−ϕ(0.5x), (24)
that is (1), with n = 1, m = 2 and A = 1, B = [0.5, −1]
and K = [1, 0.5]T . An ellipsoid in R centered in 0 and
parameterized with respect to p> 0 is Ω = {x ∈R : x2p2 ≤
1} = {x ∈ R : −p−1 ≤ x ≤ p−1}. Consider λ = 1. The
conditions in Theorem 2 are, then, equivalent to the existence
of gJi ∈ R, for every J ⊆ N2 and i ∈ J, such that
(1+ ∑
i∈J¯
B(i)Ki+ ∑
i∈J
B(i)g
J
i )
2 ≤ 1, ∀J ⊆ N2,
p−2(gJi )
2 ≤ 1, ∀J ⊆ N2, ∀i ∈ J.
(25)
The system is positive and f (x) in (24) is odd symmetric,
then we can be consider just x≥ 0 and η ≥ 0. We have that
f (x) =


x, if x ∈ [0, 1),
0.5x+0.5, if x ∈ [1, 2),
x−0.5, if x ∈ [2, ∞),
and either there is no active saturation, or only the first input
is saturated or both are saturated. There is not a region of x
at which the second input is saturated but not the first one.
Nevertheless, all the possible combinations on saturations are
implicitly considered in Theorem 2. This is, we guess, an
important source of conservatism, overcome by our method.
We consider now all the J⊆Nm and search for the minimal
p such that (25) holds. For J = /0 we have that (1+ 0.5−
0.5)≤ 1, which holds for all p∈R. Consider J= {1}, related
to the saturation of the first input. The conditions result in
(1+0.5g
{1}
1 −0.5)≤ 1, (g
{1}
1 )
2 ≤ p2,
a solution of which is g
{1}
1 = 0 and thus p= 0, which implies
Ω=R. Considering both saturations, i.e. J = {1,2}, we have
(1+0.5g
{1,2}
1 −g
{1,2}
2 )≤ 1, (g
{1,2}
1 )
2 ≤ p2, (g
{1,2}
2 )
2 ≤ p2.
(26)
Posing g
{1,2}
1 = g
{1,2}
1 = 0, conditions (26) hold for all p ≥ 0
then Ω = R. Finally we consider J = {2} and we have
(1+0.5−g
{2}
2 )≤ 1, (g
{2}
2 )
2 ≤ p2. (27)
For the first constraint of (27) to hold one must have
g
{2}
2 ≥ 0.5, and then, from the second p≥ 0.5 which means
Ω = [2,2]. Hence the result of applying Theorem 2 would
be ellipsoids Ω = {x ∈ R : |x| ≤ q} with q= p−1 ≤ 2.
Consider now our approach, namely the result presented
in Theorem 1. Given nonnegative x and η we have that
φΩ(x)(η) = |η ||x| = ηx, and then condition (8) becomes
η
(
x+∑i∈Nm γ
J,E
i B(i)Kix+g
J,E
i (x)B(i)
)
≤ ηx, or equivalently
γ
J,E
1 x+g
J,E
1 (x)− γ
J,E
2 x−2g
J,E
2 (x)≤ 0. (28)
First consider the cases of J ∈ I and E ∈ K , i.e. all the
combinations except the saturation of the second input only,
not admissible. The results presented above, satisfying the
conditions of Theorem 2, hold also for those of Theorem
1 with adequate γ
J,E
i . This implies that invariance of Ω =
{x ∈R : |x| ≤ p−1} is ensured for all p> 0. This is the exact
solution since (x, f (x)) lies in the sector of R2 between (x, 0)
and (x, x), for all x, condition for absolute stability to hold.
We prove that the case of saturation of the second input
only, not admissible, leads in our approach to negligible
constraints, see Remark 2. We have to prove that (8) and (9)
can be satisfied for all x ∈R and η ∈R. Considering η ≥ 0,
suppose that ηB(1) > 0 and |K1x| ≤ 1, hence 1 ∈L
+(J,E).
Since the second input saturates, K2x> 1 and ηB(2) < 0 then
2 ∈N −(J,E). Thus (9) holds for all x ∈Ω if and only if{
g
J,E
1 (x)≥ γ
J,E
1 −1, g
J,E
1 (x)≥ 1− γ
J,E
1 , γ
J,E
1 ∈ R,
g
J,E
2 (x)≤ 1− γ
J,E
2 , γ
J,E
2 ≤ 0,
(29)
for all x∈Ω. Posing γJ,E1 = 0 and γ
J,E
2 = 0, (28) and (29) are
g
J,E
1 (x)≤ 2g
J,E
2 (x), g
J,E
1 (x)≥ 1, g
J,E
2 (x)≤ 1,
which are satisfied with g
J,E
1 (x) = 1 and g
J,E
2 (x) = 1 for all
x ∈ R. Then Ω = {x ∈ R : |x| ≤ p−1} are invariant for all
p−1≥ 0. Hence the presence of constraints (8) and (9) related
to the inadmissible case (saturation of the second input only)
would not affect the result obtained using Theorem 1.
V. CONCLUSION
Necessary and sufficient conditions for a compact convex
set to be invariant or contractive for saturated systems have
been posed. The characterization of set-induced Lyapunov
functions is given. It generalizes in several ways previous
works concerning invariance and Lyapunov stability for sat-
urated systems, since it considers asymmetry of sets and satu-
rations and since the conditions are also necessary and apply
to generic convex compact sets. Further investigations should
deal with the application of these results to continuous-
time and hybrid saturated systems, extending the results
in [6]. Performances and anti-windup design, based on the
presented conditions, may be considered. The computational
aspects might also deserve to be addressed.
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