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Abstract
The evolution compressible Navier–Stokes system is considered on polygonal domains. It is shown that
the lowest order of the corner singularity of the system is the same as that of the heat equation. In a suitable
Banach space the velocity is split into singular and regular parts and the coefficient of the singularity is ex-
pressed by convolution of some two functions in the time variable. By a formula of the pressure we observe
propagation of the corner singularity along the characteristic lines emanating from the corners and also un-
boundedness of derivatives of pressure there. An increased regularity for the remainder part is established.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and main results
In this paper we study the evolution compressible Navier–Stokes system for barotropic flows
on a polygonal domain in the plane R2. We are concerned with corner singularity and regularity
of mild solutions of initial and boundary value problems for the system. Among the problems
issued to the system, a problem not yet solved is to give an explicit description for the singular
behaviors of solution to the system in domains with singular boundaries having corners, edges,
turning points, etc., and to establish an increased regularity for the smoother part. The issues
have been investigated in several papers; for example, see [7,12–16,20,31] for the Laplace prob-
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incompressible Stokes problems. We also refer to [22–24,32] for the compressible Stokes or
Navier–Stokes equations. Meanwhile, the unsteady case is scattered in the literature; see [13–15]
for the heat equation, and [21] for compressible Stokes flow. In the unsteady case the coefficient
of the corner singularity is a function of time, so the space of singular functions is infinite dimen-
sional. However the coefficients of singularities at corners decay exponentially as the distance to
corners increases.
Mostly the stationary or unstationary compressible Navier–Stokes systems have been consid-
ered either in the whole space Rn or in the half space of Rn or in the exterior domains of bounded
regions or in bounded domains with smooth boundaries. In [28] a global existence of classical
solution for the unstationary system of polytropic ideal fluids was proved in R3 assuming the
data has high regularity order and is close to a stable equilibrium. The case of the half space or of
an exterior domain was studied in [29] and the one of a bounded domain with smooth boundary
in R3 was studied in [35], showing the existence of a global in time solution. Furthermore, in
[26,27] the global in time existence of weak solutions in the sense of distributions with bounded
physical energy in the spirit of Leray’s weak solutions is studied and in [11] integrability up to
the boundary is studied in a bounded domain with Lipschitz boundary in R3. Also, in [9] regu-
larity of weak solutions is proven in the plane R2 under periodic boundary condition, and in [5]
an optimal regularity of global strong solutions is investigated under initial data close to a stable
equilibrium, and in [6] uniqueness for compressible flows with data having critical regularity is
stated.
However, if one try to understand such properties of solutions in domains with singular bound-
aries, the issues related to the singular boundaries have to be dealt with. Besides, the issues have
been involved and critical in the computational fluid mechanics [3,30,33,36]. Not only stresses
and pressure singularities but also many interesting physical phenomena occur around the cor-
ners; for instance, eddy, recirculation, flow separation and discontinuity, etc. Hence it will be
worthwhile to give a rigorous mathematical analysis for the occurrence of the singularities.
We consider the evolution compressible Navier–Stokes system in a bounded polygon D ⊂ R2
with Dirichlet boundary conditions
ρut −μu − μ˜∇ div u + ρ(u · ∇)u + ∇p = 0 in Q,
ρt + div(ρu) = 0 in Q,
u = 0 on Σ,
u(0) = u0, ρ(0) = ρ0 on D, (1.1)
where Q := D × (0,T) with a number T > 0, Σ := ∂D × (0,T) is the lateral boundary of Q;
u and p are the velocity and pressure variables; μ and μ˜ are the coefficients of viscosity with
μ > 0 and μ + μ˜ > 0; ρ = ρ(p) is a strictly increasing smooth function of pressure p; u0 and
ρ0 are given initial data with u0|∂D = 0 and ρ0 = ρ(p0). We shall take the simpler case μ˜ = 0.
The function u(x, t) in this paper is considered as a mapping u : [0,T] → X defined by
[u(t)](x) := u(x, t) (x ∈ D, 0  t  T), where X is a Banach space, and u′ = du/dt is the
derivative of u with respect to the time t .
We denote by T the unbounded operator on L2(0,T;X) with domain H1(0,T;X) and defined
by T u = u′ for u ∈ H1(0,T;X). The spectrum of T is set of all complex numbers with Reλ 0
and the resolvent of T satisfies ‖(λI − T )−1‖ |Reλ|−1 for Reλ < 0.
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0 < c∗  ρ,ρ′, ρ′′ < ∞ (1.2)
where c∗ is a constant. It is assumed that for some constant ρ˜, ρ˜ − ρ0 is sufficiently small in the
topology of L∞(D).
In system (1.1), ρ,u,p, etc., are actually dimensional variables. In order to put emphasis
on size restriction (or time restriction) on the data, it will be useful to introduce the following
dimensionless variables:
ρ˙ = ρ/ρ∞, u˙ = u/V∞, p˙ = p/p∞, μ˙ = μ/μ∞,
x˙ = x/L, t˙ = t/T∞, (1.3)
where ρ∞,V∞,p∞, μ∞ and T∞ are reference constant values (for example, freestream values),
and L is a reference length. For the freestream the physical quantities are defined as follows [3]:
Re = ρ∞V∞L/μ∞ is the Reynolds number, M∞ = V∞/a∞ the Mach number, with the sound
speed a∞, and κ∞ = 1/(ρ∞a2∞) the compressibility.
Using the dimensionless variables of (1.3) and choosing T∞ = ReL/V∞, the momentum
equation of (1.1) becomes
Re−1(ρ˙u˙t˙ − μ˙u˙)+ ρ˙u˙ · ∇u˙ + p∞
(
ρ∞V 2∞
)−1∇p˙ = 0. (1.4)
The compressibility of a gas is defined by κ = ρ−1 dρ/dp (see [3]), so the continuity equation
of (1.1) becomes κ(pt + u · ∇p)+ div u = 0. Letting κ˙ = κ/κ∞, a routine computation yields
κ∞p∞κ˙
(
Re−1p˙t˙ + u˙ · ∇p˙
)+ div u˙ = 0. (1.5)
Using (1.4)–(1.5) and setting m = p∞(ρ∞V 2∞)−1, the non-dimensional form of (1.1) is given by
Re−1(ρ˙u˙t˙ − μ˙u˙)+ ρ˙(u˙ · ∇)u˙ +m∇p˙ = 0 in Q˙,
κ∞p∞κ˙
(
Re−1p˙t˙ + u˙ · ∇p˙
)+ div u˙ = 0 in Q˙,
u˙ = 0 on Σ˙,
u˙(0) = u˙0, p˙(0) = p˙0 on D˙, (1.6)
where Q˙ = D˙ × (0, T˙) with D˙ = D/L2, Σ˙ = ∂D˙ × (0, T˙), u˙0 = u0/V∞ and p˙0 = p0/p∞.
Dropping the symbol “dot” in (1.6) and assuming that κ∞p∞ = 1, for simplicity, we have
Re−1(ρut −μu)+ ρ(u · ∇)u +m∇p = 0 in Q,
κ
(
Re−1pt + u · ∇p
)+ div u = 0 in Q,
u = 0 on Σ,
u(0) = u0, p(0) = p0 on D. (1.7)
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a positive constant c, then the number m = (γM2∞)−1 and the sound speed a∞ =
√
γp∞/ρ∞
(see [3]).
We here describe the geometry of D as follows. Let the polygon D have N vertices. Let
P1, . . . ,PN be the N vertices, with Pn = (xn, yn). Let rn denote the distance of a point in D to
Pn. With the vertex Pn we associate two numbers ωn,1 and ωn,2, with ωn,1 <ωn,2 <ωn,1 + 2π ,
which give the directions of the two sides to the polygon at the vertex Pn. The interior angle of D
at Pn is ωn = ωn,2 − ωn,1 and we set αn = π/ωn. We assume that 0 < ωn < 2π , thus excluding
slit domains. So αn > 1/2 for all n = 1, . . . ,N .
We define the following numbers: q1(α) = 2/(1 − α), if α < 1, and = ∞, if α  1;
q2(α) = 2/(2 − α), if α < 2, and = ∞, if α  2. We set q∗1 = min{q1(αn): 1  n  N} and
q∗2 = min{q2(αn): 1 nN}.
We define the index set
I = {n: αn  2/q ′} (1.8)
where 1/q + 1/q ′ = 1 and 1 < q < ∞. If q is sufficiently large, the index n corresponding to a
convex vertex Pn can be an element of I.
Let χn be a smooth cutoff function which is 1 near the vertex Pn and which vanishes outside
a small neighborhood of Pn. The singular function of the Laplacian at the vertex Pn is defined
by the formula [7,12,20]
φn(x, y) = χnrαnn sin
[
αn(θn −ωn,1)
]
. (1.9)
In this paper the following spaces and norms will be used [1,25]. Let 1 < q < ∞. For real
s  0 and subregion Ω ⊂ R2, Hs,q(Ω) denotes the usual fractional Sobolev space in the space
Lq(Ω) with norm ‖u‖s,q,Ω . If q = 2, we write Hs(Ω) = Hs,q(Ω). H10(Ω) denotes the functions
in H1(Ω) with zero boundary value. We write Hs,q0 (Ω) = Hs,q(Ω) ∩ H10(Ω). Let H−s,q(Ω) be
the dual space of Hs,q
′
0 (Ω) normed by
‖f ‖−s,q,Ω = sup
0=v∈Hs,q′0 (Ω)
〈f, v〉
‖v‖s,q ′,Ω
where 〈,〉 denotes the duality pairing and 1/q + 1/q ′ = 1. If Ω = D, we shall write Hs,q =
Hs,q(D), ‖u‖s,q = ‖u‖s,q,D , and similarly for other spaces and norms.
For integer l  0 we write ‖u‖l,∞,Q = ess sup(x,t)∈Q max|α|l |∇αu(x, t)|. When X is a real
Banach space with norm ‖ · ‖, Lq(0,T;X) is the set of all measurable functions u : (0,T) → X
with ‖u‖Lq (0,T;X) := (
∫ T
0 ‖u(t)‖q dt)1/q and L∞(0,T;X) is the set of all measurable functions
u : (0,T) → X with ‖u‖L∞(0,T;X) := ess sup0tT ‖u(t)‖ < ∞. C(0,T;X) is the set of all con-
tinuous functions u : (0,T) → X with norm ‖u‖C(0,T;X) := max0tT ‖u(t)‖ < ∞.
The space Hs,q(0,T;X) will denote the fractional Sobolev space in the variable [0,T]. If
q = 2, we write Hs(0,T;X) = Hs,q(0,T;X). Similarly other spaces are defined. Throughout
this paper, it is assumed that the space Hs,q(0,T;Hs′,q (D)) is the space of restrictions to Q =
D × (0,T) of functions in Hs,q(0,∞;Hs′,q(D)). Similar for other spaces.
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En(rn, t) := rne−r2n/4νt
/
2
√
νπt3, t > 0, (1.10)
where ν := μ/ρ˜. We now state a main result in this paper, which is shown in Section 6.
Theorem 1.1. Let 2 < q < q∗1/2. Assume u0 ∈ H2,q ∩ H10 and p0 ∈ H1,q . Let 0 < T Re−1 be
a number. Suppose the Reynolds number Re is sufficiently small. For any positive constant C1,
there is a constant C2 such that if ‖u0‖2,q + ‖p0‖1,q  C1 and for some constant ρ˜ > 0
‖∇u0‖1,q + ‖∇p0‖1,q + ‖ρ˜ − ρ0‖∞  C2,
then there is a unique solution [u,p] ∈ Lq(0,T;H1,q0 )× Lq(0,T;H1,q) of system (1.7). For each
n ∈ I there is a vector function cn(t) on the half interval R+, which is of the form given in (3.13),
with zero outside (0,T), such that the velocity u can be split as follows:
u =
∑
n∈I
(En  cn)φn + uR, uR := u −
∑
n∈I
(En  cn)φn + u0,
where  denotes convolution in time t . Furthermore the function cn ∈ H1/q ′−αn/2,q(0,T) where
1/q + 1/q ′ = 1, and the pair [uR,p] ∈ Lq(0,T;H2,q )× Lq(0,T;H1,q ), satisfies the inequality
ess sup
0tT
∥∥uR(t)− u0∥∥1,q + ‖uR − u0‖Lq (0,T;H2,q )
+ ‖u′R‖Lq (0,T;Lq ) +
∑
n∈I
‖cn‖H1/q′−αn/2,q (0,T)
+ ‖p − p0‖Lq (0,T;H1,q ) + ‖p′‖Lq (0,T;Lq )
+ ‖p − p0‖L∞(0,T;H1,q )  C3, (1.11)
where C3 = C(C1,C2). If 1 < q < q∗2 , so I = ∅, then u = uR satisfies (1.11).
Remark 1.1. With the restriction T Re−1 the Jacobian determinant of the streamline function
directed by the velocity vector field will not vanish (see Lemma 2.2). The smallness condition of
the Reynolds number Re implies that the considered flow can be thought of a little perturbation
around a laminar constant flow. The coefficient function in the singular part of the velocity is
convolution integral in time t as follows:
(En  cn)(t) =
t∫
0
En(σ )cn(t − σ)dσ,
so it is not zero for all time t > 0 (provided that cn = 0) and decays exponentially as the distance
rn to the vertex Pn increases.
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not have to be split. However, if us(x, t) :=∑n∈I(En(x, ·)  cn)(t)φn(x) is defined, the pressure
singularity is defined by
ps(x, t) :=
t∫
0
(
κ−1 div us
)(
h(ϕ, s), s
)
ds,
where h is the function defined in (2.12) and ϕ its inverse function. Hence by the formula,
we observe that the corner singularity is propagated along the streamlines emanating from the
corners and the derivatives of ps can be infinite near the concave vertices (for details, see (2.26)–
(2.27)).
Remark 1.3. The reason of choosing the interval (2, q∗1/2) in Theorem 1.1 is as follows. If
q  2/(2 − αn), the velocity u is split. To bound the pressure p near the concave vertices in the
Lq(0,T;H1,q)-norm, the index q is required to be strictly less than 1/(1 − αn) with αn < 1 and
the inequality q > 2 is required to guarantee that the density function is well defined. Near the
convex vertices (αn > 1), the index q is chosen in the interval (1,∞) and so q can be chosen in
the range 2 < q < ∞.
To show Theorem 1.1 we transform the problem (1.7) into the one with zero initial data and
linearize the resulted one in a suitable way. Let u¯ = u − u0 and p¯ = p − p0. Inserting [u¯, p¯]
into system (1.7), re-arranging the resulting system for the unknown variable [u¯, p¯] and setting
[u¯, p¯] = [u,p] again, equations in (1.7) can be written by
Re−1(ρut −μu)+ ρ(u + u0) · ∇u + ρu · ∇u0 +m∇p = f0,
κ
[
Re−1pt + (u + u0) · ∇p + u · ∇p0
]+ div u = g0, (1.12)
with zero initial and boundary conditions, where
ρ = ρ(p + p0), κ = κ(p + p0),
f0 = Re−1μu0 − ρu0 · ∇u0 −m∇p0,
g0 = −κu0 · ∇p0 − div u0. (1.13)
For a linearized version of (1.12) and (1.13), let w and η be given functions with zero initial and
boundary conditions: w = 0 on Σ , w(·,0) = 0 on D and η(·,0) = 0 on D. Let m1 = m/ρ˜, and
ρ = ρ(η + p0), κ = κ(η + p0), U = w + u0,
f = Re−1(μ/ρ − ν)w + (m1 −m/ρ)∇η + f0/ρ − w · ∇u0,
g = −(w + u0) · ∇p0 − κ−1 div u0, (1.14)
where ν = μ/ρ˜. Dividing (1.12) by ρ and using (1.14) we have the following linearized system
for (1.12) and (1.13):
J.R. Kweon / J. Differential Equations 232 (2007) 487–520 493Re−1(ut − νu)+ U · ∇u +m1∇p = f in Q,
Re−1pt + U · ∇p + κ−1 div u = g in Q,
u = 0 on Σ,
u(·,0) = 0, p(·,0) = 0 on D. (1.15)
It is assumed that the functions κ,U, f and g in (1.15) are given. In order to study the problem
(1.15), we first analyze it in a specific polygon Ω (see Section 3) and using partition of unity,
extend the analysis to general polygons D (see Section 5).
In the linear analysis we make some assumption on the vector field U as follows. We first set,
for q > 2,
W1 := Lq
(
0,T;H2,q0
)∩ L∞(0,T;H1,q)∩ H1,q(0,T;Lq),
Z :=
∏
n∈I
Zn, Zn := H1/q ′−αn/2,q (0,T). (1.16)
Let ‖ · ‖W1 , ‖ · ‖Z and ‖ · ‖Zn be the norms induced by the spaces W1, Z and Zn, respectively.
Throughout this paper it is assumed that the vector U vanishes on Σ ∪ ∂D, and has a decompo-
sition of the form
U =
∑
n∈I
(En  dn)φn + UR, (1.17)
where UR ∈W1, and dn ∈Zn is a given function of only t variable, with zero outside (0,T), and
En is given in (1.10). In this paper we often use the following quantity
γ0 := ‖UR‖W1 +
∑
n∈I
‖dn‖Zn . (1.18)
We next state a regularity result of solution for (1.15), which is shown in Section 5.
Theorem 1.2. Let 0 < T Re−1 and 1 < q < q∗1 . Let f ∈ Lq(0,T;H−1,q) and g ∈ Lq(0,T;Lq).
Suppose that the Reynolds number Re is sufficiently small. There is a unique solution [u,p] of
(1.15), satisfying the inequality (2.32). On the other hand, if we assume that f ∈ Lq(0,T;Lq) and
g ∈ Lq(0,T;H1,q ) for 2 < q < q∗1/2, then the velocity solution u can be split as follows:
u =
∑
(En  cn)φn + uR, uR := u −
∑
(En  cn)φn,
n∈I n∈I
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there is a constant C4 = C(‖UR‖W1,‖d‖Z ,‖κ−1‖1,∞,Q) such that
ess sup
0tT
∥∥uR(t)∥∥1,q + ‖uR‖Lq (0,T;H2,q )
+ ‖u′R‖Lq (0,T;Lq ) +
∑
n∈I
‖cn‖H1/q′−αn/2,q (0,T)
+ ‖p‖Lq (0,T;H1,q ) + ‖p′‖Lq (0,T;Lq ) + ‖p‖L∞(0,T;H1,q )
 C4Re
(‖f‖Lq (0,T;Lq ) + ‖Bg‖Lq (0,T;H1,q )), (1.19)
where B is the operator defined in (1.21). If 1 < q < q∗2 , so I = ∅, then u = uR satisfies (1.19).
In order to show Theorem 1.2 we define two solution operators. Define A : L2(0,T;H−1) →
L2(0,T;H10) to be the operator defined by u = Af , with ut ∈ L2(0,T;H−1), where u is the
solution of
ut − νu = f in Q,
u = 0 on Σ,
u(0) = 0 on D, (1.20)
where ν := μ/ρ˜ was defined above. We define B : L2(0,T;L2) → L2(0,T;L2) to be the operator
of the transport equation defined by q = BG, where q is the solution of
qt + U˜ · ∇q = G in Q, q(·,0) = 0 on D, (1.21)
where U˜ := ReU. Note that in (1.21), only initial condition was considered because U = 0 on
Σ ∪ ∂D. If U = 0 on Σ , one may consider an inflow boundary condition [21].
We often use the Laplace transform with respect to the time variable t :
uˆ(z) := L{u(t)}(z) = ∞∫
0
e−ztu(t) dt, ξ :=Re z > 0,
while its inverse Laplace transform is defined by
u(t) := L−1{uˆ(z)}(t) = 1
2πi
c+i∞∫
c−i∞
ezt uˆ(z) dz (c is fixed).
In this paper it is assumed that C denotes generic positive constants and may take different
values in different places.
In Section 2 we give a basic result of corner singularity for the heat equation, investigate
certain properties for operator B and give an existence result for (1.15). In Section 3 we give a
singular and regular decomposition of solution of (1.15), and establish an increased regularity
for the remainder. In Section 4 we consider (1.15) on a smoother domain and in Section 5 on
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values.
2. Preliminary results
Many authors have studied singular behaviors for general elliptic problems in bounded do-
mains with piecewise smooth boundaries [7,12–16,18–20,31]. This section uses some techniques
by Grisvard [13,15] to study the heat equation in a polygon. We state a basic result of the cor-
ner singularity for the heat equation, investigate certain properties for the operator B and give
existence result for (1.15).
For given λ withReλ > 0 and f , we let A(λ) :f → u be the solution operator for the Dirich-
let problem with the parameter λ:
λu− νu = f in D, u = 0 on ∂D. (2.1)
We often write Aλ = A(λ). It is assumed that the number λ is not a real negative number to stay
away from the eigenvalues of the Laplace operator.
From [2,13,15], one may derive the following result:
Lemma 2.1. Let 1 < q < q∗1 . Let f ∈ Lq or f ∈ H−1,q . Let u = Aλf be the solution of
(2.1). Then Aλ is a bounded operator from H−1,q to H1,q , satisfying ‖Aλf ‖1,q + |λ|‖u‖−1,q 
C‖f ‖−1,q .
(i) If q < q∗2 then u ∈ H2,q and satisfies
‖u‖2,q + |λ|1/2‖u‖1,q + |λ|‖u‖0,q  C‖f ‖0,q .
(ii) Let q∗2 < q < q∗1/2. For each n ∈ I there exist a continuous linear form Λn(λ), which is
denoted by Λλn := Λn(λ), on Lq and a function ψn(λ) /∈ H2,q . Then the solution u of (2.1)
may be split as follows:
u =
∑
n∈I
Λλn[f ]ψn(λ)+ uR, uR := u−
∑
n∈I
Λλn[f ]ψn(λ). (2.2)
Furthermore, there is a constant C such that
‖uR‖2,q + |λ|1/2‖uR‖1,q + |λ|‖uR‖0,q  C‖f ‖0,q , (2.3)∣∣Λλn[f ]∣∣ C(1 + |λ|)αn/2−1/q ′ ‖f ‖0,q . (2.4)
The singular function ψn can be given by
ψn(λ) = e−rn
√
λ/νφn, if αn > 2/q ′ − 1,
ψn(λ) =
(
1 + rn
√
λ/ν
)
e−rn
√
λ/νφn, if αn  2/q ′ − 1. (2.5)
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constant C. Using the Poincaré inequality andReλ > 0, we have ‖u‖1,q  C‖f ‖−1,q . The other
parts follow from Grisvard [13, Theorem 5.1] and [15, Theorem 3.1]. 
In view of Lemma 2.1 we can define a smoother part for operator Aλ. We define AλR :f → uR
to be the regular part in (2.2). Then AλR : Lq → H2,q is bounded by (2.3). Furthermore, uR =
AλRf ∈ H10 and solves −νuR +λuR = f +fs, where fs =
∑
n∈I Λλn[f ](νψn(λ)−λψn(λ)).
Using the operator AλR and the linear functional Λλn, the resolvent of −ν can be expressed
into singular and regular parts [13,15]:
(−ν+ λI)−1 = AR(λ)+
∑
n∈I
Λλn ⊗ψn(λ). (2.6)
Using (2.6) and the operator T defined in Section 1, the solution u of the heat equation (1.20)
can be written by u(t) = us(t)+ uR(t) where
us(t) = −12πi
∑
n∈I
∫
γ
〈
Λn(λ); (λI − T )−1
〉
ψn(λ)dλf (t),
uR(t) = −12πi
∫
γ
AR(λ)(λI − T )−1 dλf (t)
where γ is a vertical axis satisfying Reλ < 0 with λ ∈ γ .
In next theorem we give a more explicit formula for us(t) and a regularity result for uR(t).
Using [13–15] we derive the following corner singularities and regularity results of solution for
the heat equation (1.20):
Theorem 2.1. Let 1 < q < q∗1 and R+ = (0,∞). If f ∈ Lq(R+;H−1,q) then there is a unique
solution u of (1.20), satisfying the inequality
‖u‖L∞(R+;Lq ) + ‖u‖Lq (R+;H1,q ) + ‖u′‖Lq (R+;H−1,q )
 C‖f ‖Lq (R+;H−1,q ). (2.7)
On the other hand, let q∗2 < q < q∗1/2. If f ∈ Lq(R+;Lq), then the solution u is split as follows:
u(t) =
∑
n∈I
(En  Φn(f ))(t)φn + uR(t), (2.8)
Φn(f )(t) := 12πi
∫
γ
〈
Λn(λ); (λI − T )−1
〉
dλf (t),
uR(t) := u(t)−
∑(En  Φn(f ))(t)φn, (2.9)
n∈I
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Lemma 2.1. Here the curve γ is a vertical axis satisfying Reλ < 0, λ ∈ γ . Furthermore the
regular part uR and the function Φn(f ) satisfy
‖uR‖L∞(R+;H1,q ) + ‖uR‖Lq (R+;H2,q ) + ‖u′R‖Lq (R+;Lq )
+
∑
n∈I
∥∥Φn(f )∥∥H1/q′−αn/2,q (R+) C‖f ‖Lq (R+;Lq ). (2.10)
If q < q∗2 , the solution u = uR satisfies the inequality (2.10).
Proof. For q∗2 < q < q∗1 , the first case in (2.5) has to be considered. For, if αn < 1 and 2/(2 −
αn) < q < 2/(1 − αn), then 2/q ′ − 1 < αn < 2/q ′. If αn > 1, then 2/(2 − αn) < q < ∞ and
1 < αn < 2/q ′. If 1 < αn  2/q ′ − 1, then 2/q  1 −αn < 0, which is impossible. Hence in both
case the first case of (2.5) has to be considered (see [13,15]) and the function En given in (1.10)
is employed since L−1{e−rn√λ/ν} = En. For the proof of the results, see [13, Section 8] and
[21, Theorem 2.1]. 
Since the solution defined by q = BG is obtained by integrating along the streamlines gener-
ated by the vector [1, U˜], its partial derivatives must depend on derivatives of U˜.
By a streamline (characteristic line) of the vector field [1, U˜], for each fixed x¯ we mean a
curve (h(x¯, t), t) where h is the solution of
ht (x¯, t) = U˜
(
h(x¯, t), t
)
, h(x¯,0) = x¯, (2.11)
where U˜ = ReU.
Since u0|∂D = 0, we have U = 0 on Σ ∪ ∂D, so the curve (h(x¯, t), t) emanates from the
points in D × {0}. From the theory of the ordinary differential equations, if the vector function
U(x, t) is Lipschitz continuous in x, the solution h to (2.11) exists, is unique, and is continuous
differentiable in t and continuous in x¯. For fixed t the equation x = h(x¯, t) has a well-defined so-
lution x¯, where we write x¯ = ϕ(x, t) = (ϕ1(x, t), ϕ2(x, t)) for a vector function ϕ. Next we show
that under a suitable condition on U the Jacobian determinants Jh, Jϕ of h and ϕ, respectively,
are not zero on the interval [0,T] for a number T > 0.
Lemma 2.2. If 1 < q < q∗2 , let U ∈W1. If 2 < q < q∗1 , let U have the decomposition given in
(1.17). Then the vector functions h and ϕ are well defined and continuously differentiable on
the cylinder Q = D × (0,T). If the number Re is sufficiently small and T Re−1, the Jacobian
determinants Jh, Jϕ do not vanish on the interval [0,T] and are estimated by a constant that
depends only on D and the quantity γ0, defined in (1.18).
Proof. It suffices to show this in the case when the polygon D has only one concave vertex,
which is more essential case. Let Pn = (0,0) be the concave vertex of D. The function φ = φn in
(1.9) is smooth for r = 0. By the assumption the function U(x, t) is continuously differentiable
in D and hence is Lipschitz continuous in D. For each fixed x¯ ∈ D the solution of problem (2.11)
can be given by
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t∫
0
U
(
h(x¯, s), s
)
ds + x¯. (2.12)
Clearly h is well defined and continuously differentiable on Q. We claim that if Re is sufficiently
small, the Jacobian determinant Jh is bounded away from zero. Indeed, from [4, Lemma, p. 8] the
Jacobian determinant Jh of h satisfies the equation ∂Jh∂t (x¯, t) = Jh(x¯, t)div U˜. Since Jh(x¯,0) = 1
it is given by
Jh(x¯, t) = eRe
∫ t
0 div U(h(x¯,s),s) ds . (2.13)
Now the vector is U = UR +Us where Us = E(r, ·) dφ with E(r, t) = 1/
√
4νπre−r2/(4νt)t−3/2.
Since
∣∣div Us(x, t)∣∣ C T∫
0
(
rαs−3/2 + r2+αs−5/2)e−r2/(4νs)∣∣d(t − s)∣∣ds
for a constant C, we have
∣∣div Us(h(x¯, s), s)∣∣ C T∫
0
z(σ )
∣∣d(s − σ)∣∣dσ (2.14)
where z(σ ) = |h(x¯, σ )|α(σ−3/2 + |h(x¯, σ )|2σ−5/2)e−|h(x¯,σ )|2/(4νσ ). Using (2.12) and assuming
that Re is sufficiently small,
0 <
∣∣|x¯| − c1t∣∣ ∣∣h(x¯, t)∣∣ |x¯| + c2t (2.15)
where c1 = Re|U(h(x¯, t∗), t∗)| for some t∗ and c2 = Re‖U‖∞,Q. Using (2.15),
z(σ )
(|x¯| + c2σ )α(σ−3/2 + (|x¯| + c2σ )2σ−5/2)e−(|x¯|−c1σ)2/(4νσ )
C
(|x¯| + c2σ )α(1 + (|x¯| + c2σ )2)
C∗ := C
(|x¯| + c2T)α(1 + (|x¯| + c2T)2), (2.16)
because ||x¯| − c1σ | > 0 and
lim
σ→0σ
−5/2e−(|x¯|−c1σ)2/(4νσ ) = 0. (2.17)
Hence, using (2.14) and (2.16), we have
t∫
0
∣∣div Us(h(x¯, s), s)∣∣ds  C∗ t∫
0
T∫
0
∣∣d(s − σ)∣∣dσ ds
 ca‖d‖Lq (0,T), (2.18)
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embedding result: H1,q ⊂ L∞ for q > 2,
t∫
0
∣∣div UR(h(x¯, s), s)∣∣ds  t∫
0
∥∥div UR(·, s)∥∥∞,D ds
 cb‖UR‖Lq (0,T;H2,q ), (2.19)
where cb = CT1/q ′ . Combining (2.18) and (2.19), we have
−max{ca, cb}γ0 
t∫
0
div U
(
h(x¯, s), s
)
ds max{ca, cb}γ0.
Using (2.13), the Jacobian determinant Jh is estimated by
e−Reγ0 max{ca,cb}  Jh(x¯, t) eReγ0 max{ca,cb}. (2.20)
If T Re−1, there is a constant c3 such that Jh(x¯, t) c3 > 0 for all t  T. Indeed, the constant
ca is estimated by
ca  C(Re)−1−1/q
′(|x¯| + ‖U‖∞,Q)α(1 + (|x¯| + ‖U‖∞,Q)2)
 C(Re)−1−1/q ′
(
1 + ‖U‖∞,Q
)2+α
 C(Re)−1−1/q ′(1 + γ0)2+α
where C = C(D), and cb  C(Re)−1/q ′ for a constant C. Thus
Reγ0 max{ca, cb}Cγ0(Re)−1/q ′
[
Re + (1 + γ0)2+α
] := a∗.
Here a∗ < ∞ and Jh(x¯, t) c3 = e−a∗ . Thus the vector equation x = h(x¯, t) has a well-defined
solution x¯ = ϕ(x, t) for a vector function ϕ. Also the Jacobian determinant Jϕ of ϕ is nonzero
and estimated by the relation ∂ϕ/∂x = (∂h/∂ x¯)−1. 
Using the stream function h(x¯, t) and its inverse ϕ(x, t), the solution of (1.21) is given by the
formula
q(x, t) := (BG)(x, t) =
t∫
0
G
(
h(ϕ, s), s
)
ds. (2.21)
Lemma 2.3. Let 0 < T Re−1 and 1 < q < ∞. For 0 s  1 the mapping
B : Lq
(
0,T;Hs,q)−→ Lq(0,T;Hs,q)
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γ0 given in (1.18). In particular, we have
‖BG‖L∞(0,T;Lq )  C
∥∥B∗G∥∥0,q , (2.22)
‖∇BG‖L∞(0,T;Lq )  C
∥∥B∗∇G∥∥0,q (2.23)
where
(
B∗G
)
(x¯) :=
T∫
0
∣∣G(h(x¯, s), s)∣∣ds. (2.24)
Proof. First, we claim that B : Lq(0,T;Hs,q) → Lq(0,T;Hs,q) is a bounded operator. Differ-
entiating both side of (2.21) with respect to variables x and y, respectively, and estimating in
the Lq norm, the case s = 1 follows. The case s = 0 is clear. The case 0 < s < 1 follows from
interpolation between Sobolev spaces of integer value.
We next show (2.23). Let J (h) = ∂h/∂ x¯ and J (ϕ) = ∂ϕ/∂x be the Jacobians of h and ϕ, re-
spectively. Then J (ϕ)J (h) = I where I is the identity matrix. By Lemma 2.2, there exist positive
constants c and C such that 0 < c Jh  C where C = C(D,γ0). Using the relation x = h(x¯, t)
and differentiating both sides of (2.21) with respect to the variables x¯, y¯,
(∇BG)(h(x¯, t), t)= J (h(x¯, t))−1 t∫
0
J
(
h(x¯, s)
)∇G(h(x¯, s), s)ds.
Since (B∗∇G)(x¯) does not depend on the variable t , we have
‖∇BG‖L∞(0,T;Lq )  C
∥∥B∗∇G∥∥0,q ,
where C = C(c, γ0). Likewise ‖BG‖L∞(0,T;Lq )  C‖B∗G‖0,q . Thus (2.22)–(2.23) follow. 
Lemma 2.4. Let 0 < T Re−1. Set us(x, t) =∑n∈I(En cn)(t)φn(x), where cn is a given vector
function of only t variable. Let q < q∗1/2 be given. Then B(κ−1 div us) belongs to the space
L∞(0,T;H1,q )∩ H1,q (0,T;Lq), satisfying∥∥B(κ−1 div us)∥∥L∞(0,T;H1,q )  C∑
n∈I
‖cn‖Lq (0,T) (2.25)
where C = C(α,γ0,‖κ−1‖1,∞,Q).
Proof. We have κ−1 div us =∑3i=1 Ei where
E1 = κ−1
∑
n∈I
(En  c1,n)φn,x,
E2 = κ−1
∑
(En  c2,n)φn,y,
n∈I
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∑
n∈I
[En,x  c1,n + En,y  c2,n]φn.
We first claim that BE1 ∈ Lq(0,T;H1,q ). The derivative of BE1 with respect to the variable x is
written as follows: for x¯ = ϕ(x, t),
∂
∂x
[
(BE1)(x, t)
]= ∑
n∈I
t∫
0
κ−1(En  c1,n)(s)∇φn,x
(
h(x¯, s)
) · ∂h(x¯, s)
∂x
ds
+
∑
n∈I
t∫
0
(
∂(κ−1En)
∂x
 c1,n
)
(s)φn,x
(
h(x¯, s)
)
ds. (2.26)
Near Pn there exist some functions ξi = ξi(θ) with ‖ξi‖∞,D < ∞ such that
φn,xx(x, y) = χnrαn−2n ξ1 + χn,xrαn−1n ξ2 + χn,xxrαnn ξ3
and φn,xy has similar behavior like φn,xx . Also,
∂(κ−1En)
∂x
 c1,n = κ−1(En  c1,n)(x − xn)r−2n
− (2νκ)−1[(En/t)  c1,n](x − xn)+ (κ−1)x(En  c1,n).
Since |h(x¯, t)| ||x¯| − c1t | with c1 = Re|U(h(x¯, t∗), t∗)| for 0 < t∗ < T, and using Lemma 2.2,
∣∣∣∣ ∂∂x [BE1]
∣∣∣∣ C∑
n∈I
‖c1,n‖Lq (0,T)
t∫
0
∣∣h(x¯, s)∣∣αn−2 ds
 C
∑
n∈I
‖c1,n‖Lq (0,T)
T∫
0
∣∣|x¯| − c1s∣∣αn−2 ds
= C
∑
n∈I
‖c1,n‖Lq (0,T)
∣∣|x¯|αn−1 − ∣∣|x¯| − c1T∣∣αn−1∣∣, ∀(x, t) ∈ Q, (2.27)
where x¯ = ϕ(x, t) and C = C(αn, γ0,‖κ−1‖1,∞,Q). By the hypothesis, we have q < 1/(1 − αn)
for all n, so ∥∥∥∥ ∂∂x [BE1]
∥∥∥∥
L∞(0,T;Lq )
 C
∑
n∈I
‖c1,n‖Lq (0,T).
Similarly, ‖ ∂
∂y
[BE1]‖L∞(0,T;Lq )  C∑n∈I ‖c1,n‖Lq (0,T). Likewise the derivatives of BEi
(i = 2,3) can be estimated, so∥∥∇(BEi)∥∥L∞(0,T;Lq )  C∑‖cn‖Lq (0,T).n∈I
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we see that B(κ−1 div us) ∈ H1,q (0,T;Lq) because
∂
∂t
[
B
(
κ−1 div us
)]
(x, y, t)
= (κ−1 div us)(x, y, t)+ t∫
0
∇(κ−1 div us)(h(ϕ, s), s) · ht (ϕ, s) ds,
which is in Lq(0,T;Lq). Thus the result follows. 
We set X = X ×X where
X := Lq(0,T;H1,q)∩ L∞(0,T;Lq)∩ H1,q(0,T;H−1,q).
Using the operators A, B and letting B¯ := Bκ−1, we have
Lemma 2.5. Let 0 < T  Re−1 and 1 < q < q∗1 be given. Suppose the number Re is suffi-
ciently small. Then A∗ := (I + ReA(U · ∇))−1 :Y → Y is a bounded operator, where Y = X
or Lq(0,T;Lq), and
‖A∗A∇B¯ div‖ := sup
0=v∈X
‖A∗A∇B¯ div v‖X
‖v‖X < ∞.
If μ∗ := Re−1 −m1‖A∗A∇B¯ div‖ > 0, then
A∗∗ :=
(
I − Re2m1A∗A∇B¯ div
)−1
is bounded on the space X.
Proof. Let w = A∗v. Then A(U · ∇w) = (v −w)/Re and by the definition of A,
1
Re
[
(v −w)t − ν(v −w)
]+ U · ∇(v −w) = U · ∇v in Q,
v −w = 0 on Σ,
(v −w)(0) = 0 on D.
By the inequality (2.7) in Theorem 2.1, if v ∈ Lq(0,T;Lq), then ‖v −w‖X  C‖v‖Lq (0,T;Lq (D))
where ‖ · ‖X is the norm induced by the space X. Hence, if v ∈ X, then ‖w‖X  C‖v‖X for a
constant C. For Y = Lq(0,T;Lq) we have ‖w‖Y  ‖v‖Y + ‖v − w‖Y  ‖v‖Y + ‖v − w‖X 
(1 +C)‖v‖Y . So A∗ :Y → Y is bounded where Y = X or Lq(0,T;Lq). Using Theorem 2.1 and
Lemma 2.3, one can consider a sequence of the following mappings
X div−→ Lq(0,T;Lq) B¯−→ Lq(0,T;Lq) ∇−→ Lq(0,T;H−1,q) A−→ X A∗−→ X.
Hence ‖A∗A∇B¯ div‖ is finite.
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A
[
m1∇B¯ div w − U · ∇(w − v)
]= (w − v)/Re.
Using the definition of A and letting u = w − v,
1
Re
(ut − νu)+ U · ∇u = m1∇B¯ div(u + v) in Q,
u = 0 on Σ,
u(0) = 0 on D.
By the inequality (2.7),
1
Re
‖u‖X m1
∥∥A∗A∇B¯ div(u + v)∥∥Lq (0,T;H−1,q )
m1‖A∗A∇B¯ div‖
(‖u‖Lq (0,T;H1,q ) + ‖v‖Lq (0,T;H1,q )).
If μ∗ := Re−1 −m1‖A∗A∇B¯ div‖ > 0, then
‖u‖X  c‖v‖Lq (0,T;H1,q )  c‖v‖X,
where c = m1‖A∗A∇B¯ div‖/μ∗. Using the triangle inequality, ‖w‖X  (1 + c)‖v‖X . So A∗∗ is
bounded on X, with ‖A∗∗‖ 1 + c. 
Since m1 = (ρ˜γM2∞)−1 the number μ∗ can be positive under the hypothesis that either the
Reynolds number Re is sufficiently small or the Mach number M∞ is sufficiently large. However,
for the operator A∗ to be bounded the number Re has to be suitably small.
To formulate (1.15) into a weak form we consider bilinear forms a and b as follows:
a(u,v) =
∫
D
(ν/Re)∇u: ∇v + (U · ∇)u · vdx, u,v ∈ H10,
b(q,v) = m1
∫
D
q div vdx, q ∈ L2, v ∈ H10.
Using these, the weak formulation of (1.15) is the following: for
[f, g] ∈ L2(0,T;H−1)× L2(0,T;L2), (2.28)
find the velocity function u satisfying
u ∈ L2(0,T;H10)∩ H1(0,T;H−1) (2.29)
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1
Re
d
dt
(u,v)+ a(u,v)+ b(B¯ div u,v) = 〈f,v〉 + b(Bg,v), ∀v ∈ H10,
u(0) = 0 on D (2.30)
for a.e. t ∈ (0,T], and using this u, determine the pressure function p by
p = ReB(g − κ−1 div u). (2.31)
Using [10,21], we can derive the following a priori estimate
Lemma 2.6. Let 0 < T Re−1. If D is concave, let 1 < q < q∗1 . If D is convex, let 1 < q < ∞.
Suppose that the number Re is sufficiently small. Assume that the hypothesis (2.28) holds. Then
there is a unique solution [u,p] of (2.28)–(2.31), satisfying the a priori estimate
‖u‖L∞(0,T;Lq ) + ‖u‖Lq (0,T;H1,q ) + ‖u′‖Lq (0,T;H−1,q )
+ ‖p‖Lq (0,T;Lq ) + ‖p‖L∞(0,T;Lq ) + ‖p‖H1,q (0,T;H−1,q )
 CRe
(‖f‖Lq (0,T;H−1,q ) + ‖Bg‖Lq (0,T;Lq )), (2.32)
where C = C(‖A∗A‖,‖B¯‖).
Proof. Existence and uniqueness of solution u of (2.28)–(2.30) follow by Galerkin approxi-
mations (for example, see [10, Chapter 7]), [21] and Lemma 2.3. Using this solution u, p is
determined by (2.31).
Using the operator A∗ given in Lemma 2.5, we have u = A∗A(f − m1∇p). Using Theo-
rem 2.1,
‖u‖X  Re‖A∗A‖
(‖f‖Lq (0,T;H−1,q ) +m1‖∇p‖Lq (0,T;H−1,q )).
Using (2.31) and Lemma 2.3,
‖p‖Lq (0,T;Lq )  Re
(‖Bg‖Lq (0,T;Lq ) + ‖B¯‖‖div u‖Lq (0,T;Lq )).
Combining two inequalities above and assuming that Re−2 > m1‖A∗A‖‖B¯‖, one obtains the
required inequality. 
3. Decomposition (2 < q < q∗1 /2)
The purpose of this paper is to extract the corner singularity from the solution near the singular
vertices of the boundary ∂D, to define the stress intensity function which is the coefficient of
corner singularity and finally to show the increased regularity for the remainder. In this section
we do this for only one singular vertex, for simplicity. Let Ω be a polygon with the property
that there is only one vertex, say P , such that q > q2(αn). There is only one element in the set
I = {n : αn < 2/q ′}. Without loss of generality, let P = (0,0). Let α = αn, E = En and φ = φn.
We shall consider the system (1.15) in the region Ω × (0,T).
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u = us + uR, us := (E  c)φ, uR := u − us , (3.1)
where c = c(t) is to be determined later.
To justify the decomposition (3.1) one need to show that the coefficient c is well defined
and can be expressed in terms of the data f and g, and the remainder [uR,p] has an increased
regularity.
LetO = Ω × (0,T) and ΓT = Γ × (0,T) the lateral boundary ofO. Inserting (3.1) into (1.15)
and rearranging, the pair [uR,p] solves
Re−1(u′R − νuR)+ U · ∇uR +m1∇p = f + fs in O,
uR = 0 on ΓT,
uR(0) = 0 on Ω, (3.2)
where fs = Re−1(−u′s + νus)− U · ∇us , and
Re−1p′ + U · ∇p + κ−1(div uR + div us) = g in O,
p(0) = 0 on Ω. (3.3)
Let us rewrite Eq. (3.2) in the form u′R − νuR = F where F = Re(f + fs −m1∇p − U · ∇uR).
Extending F by 0 for values of t  T and using Theorem 2.1, we must have, for all t ∈ (0,T),
Φ(F)(t) = 1
2πi
∫
γ
〈
Λ(λ); (λI − T )−1F(t)〉dλ = 0, (3.4)
where Φ := Φn is given in Theorem 2.1. Our next step is to derive from Eq. (3.4) an algebraic
system for c = [c1, c2]. For this we set
A1 = A∗∗A∗A,
B1 = I + Re2m1B¯ divA1∇,
where A∗ and A∗∗ are defined in Lemma 2.5. Using A1 and B1, the solution [uR,p] of (3.2) and
(3.3) is expressed by
uR = ReA1(fs + Rem1∇B¯ div us + f − Rem1∇Bg),
p = −Re(ReB¯ divA1fs +B1B¯ div us − ReB¯ divA1f +B1Bg).
Set
K = I + Re(Rem1∇B¯ divA1 − U · ∇A1), (3.5)
K1 = m1(∇B1 − ReU · ∇A1∇). (3.6)
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definition of B1, we have K1 = m1K∇ . So
F = ReK(fs + Rem1∇B¯ div us)+ ReK(f − Rem1∇Bg). (3.7)
Setting
E(t) := E(x, t),
φ∗ := −E ′φ + ν(Eφ)− ReU · ∇(Eφ),
we have Refs = φ∗  c and
ReKfs = Kφ∗  c. (3.8)
Setting η1 = B¯∇x(Eφ) and η2 = B¯∇y(Eφ),
m1K∇B¯ div us = m1
T∫
0
[
(K∇η1)(t − s)c1(s)+ (K∇η2)(t − s)c2(s)
]
ds
= m1(K∇η1)  c1 +m1(K∇η2)  c2. (3.9)
Using (3.7)–(3.9),
F = Kφ∗  c + Re2m1
[
(K∇η1)  c1 + (K∇η2)  c2
]+ h (3.10)
where h = ReK(f−Rem1∇Bg). Inserting (3.10) into (3.4), the algebraic system for c = [c1, c2]T
is given by
λ11  c1 + λ12  c2 = M1,
λ21  c1 + λ22  c2 = M2, (3.11)
where
λ11 = Φ(Kφ∗)+ Re2m1Φ(K∇xη1),
λ12 = Re2m1Φ(K∇xη2),
λ21 = Re2m1Φ(K∇yη1),
λ22 = Φ(Kφ∗)+ Re2m1Φ(K∇yη2),
M1 = −ReΦ
(
K(f1 − Rem1∇xBg)
)
,
M2 = −ReΦ
(
K(f2 − Rem1∇yBg)
)
. (3.12)
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Lq(0,T;Lq(Ω)) and g ∈ Lq(0,T;H1,q (Ω)), then Mi are well-defined functions of time t . If
the number Re is sufficiently small, the determinant dˆ = λˆ11λˆ22 − λˆ12λˆ21 = 0 where λˆij is the
Laplace transform of λij . So the coefficient vector c = [c1, c2]T is given by
c1 = M1  λ˜22 −M2  λ˜12, c2 = M2  λ˜11 −M1  λ˜21, (3.13)
where λ˜ij := L−1(λˆij /dˆ) is the inverse Laplace transforms of λˆij /dˆ . In addition,
‖c‖H1/q′−α/2,q (0,T)  CRe
(‖f‖Lq (0,T;Lq (Ω)) + ‖Bg‖Lq (0,T;H1,q (Ω))), (3.14)
where C = C(‖K‖).
Proof. Note that A∗, A∗∗ and K are bounded mappings. Using Lemmas 2.3 and 2.4, the func-
tions ∇ηi , K∇ηi and Kφ∗ are in Lq(R+;Lq(Ω)). So the coefficients λij are well-defined
functions of t . Since K is a bounded operator, and using Lemmas 2.3 and 2.4, Mi are well-
defined functions of t .
The procedure of finding the solutions c1 and c2 of (3.11) is as follows: take the Laplace
transform, solve for cˆ1 and cˆ2 and apply its inverse Laplace transform. In doing this, we extend
all the functions considered in (3.12) by zero outside (0,T), apply the Laplace transform to both
sides of equations in (3.11), and get
λˆ11cˆ1 + λˆ12cˆ2 = Mˆ1,
λˆ21cˆ1 + λˆ22cˆ2 = Mˆ2, (3.15)
where λˆij and Mˆi are the Laplace transforms of λij and Mi , respectively. More explicitly,
λˆij (z) = Λz[γˆij (z)] where γˆij is the Laplace transform of γij , because
λij (t) = 12πi
∫
γ
〈
Λ(λ); (λI − T )−1γij (t)
〉
dλ
= 1
2πi
∫
γ
〈
Λ(λ);L−1
{
γˆij (z)
λ− z
}
(t)
〉
dλ
= L−1
{
1
2πi
∫
γ
Λ(λ)
λ− z dλγˆij (z)
}
(t)
= L−1{Λ(z)γˆij (z)}(t),
where
γ11 = Kφ∗ + Re2m1K∇xη1,
γ12 = Re2m1K∇xη2,
γ21 = Re2m1K∇yη1,
γ22 = Kφ∗ + Re2m1K∇yη2.
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γ22 = φs + Reξ22 where
φs = −E ′φ + ν(Eφ),
ξ11 = K0φ∗ − U · ∇(Eφ)+ Rem1K∇xη1,
ξ22 = K0φ∗ − U · ∇(Eφ)+ Rem1K∇yη2.
Thus
λˆ11 = a + Reb1, λˆ22 = a + Reb2,
where a = Λz[φˆs], b1 = Λz[ξ̂11] and b2 = Λz[ξ̂22]. Consequently, if the number Re is sufficiently
small, the determinant dˆ = λˆ11λˆ22 − λˆ12λˆ21 = 0, because it is a number of the form
dˆ = a2 + Re[a(b1 + b2)+ Re2(b1b2 − Rec)],
where c = m21Λz[K̂∇xη2]Λz[K̂∇yη1]. The solution of (3.15) is determined by
cˆ1(z) = (Mˆ1λˆ22 − Mˆ2λˆ12)/dˆ, cˆ2(z) = (Mˆ2λˆ11 − Mˆ1λˆ21)/dˆ. (3.16)
In the view of (2.4), the coefficient cˆ = [c1, c2] is estimated by∣∣cˆ(z)∣∣C(1 + |z|)α/2−1/q ′(‖fˆ‖0,q,Ω + ‖̂¯Bg‖1,q,Ω). (3.17)
So (3.14) follows from (3.17). 
Theorem 3.1. Let 2  q < q1(α)/2 and 0 < T  Re−1. Suppose the number Re is sufficiently
small. Let [u,p] be the solution of (2.28)–(2.31) by Lemma 2.6. Assume that f ∈ Lq(0,T;Lq(Ω))
and g ∈ Lq(0,T;H1,q (Ω)). Let uR = u − (E  c)φ where c is defined by (3.13). Then [uR,p]
solves the problem (3.2)–(3.3) and satisfies the a priori estimate
‖uR‖L∞(0,T,H1,q (Ω)) + ‖uR‖Lq (0,T;H2,q (Ω)) + ‖u′R‖Lq (0,T;Lq (Ω))
+ ‖p‖Lq (0,T;H1,q (Ω)) + ‖p‖H1,q (0,T;Lq (Ω)) + ‖p‖L∞(0,T;H1,q (Ω))
+ ‖c‖H1/q′−α/2,q (0,T)  CRe
(‖f‖Lq (0,T;Lq (Ω)) + ‖Bg‖Lq (0,T;H1,q (Ω))), (3.18)
where C = C(‖A‖,‖K‖,‖κ−1‖1,∞,Q).
Proof. From (3.2) and (3.7), we have uR = AF. From (2.10),
‖uR‖L∞(0,T,H1,q (Ω)) + ‖uR‖Lq (0,T;H2,q (Ω)) + ‖u′R‖Lq (0,T;Lq (Ω))
 ‖A‖‖F‖Lq (0,T;Lq (Ω)). (3.19)
Using (3.10), recalling that φ∗, Kφ∗ and K∇ηi are in Lq(0,T;Lq(Ω)), and using the embedding
H1/q ′−α/2,q (0,T) ⊂ Lq ′(0,T), and using (3.14),
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(‖c‖Lq′ (0,T) + S)
C1
(‖c‖H1/q′−α/2,q (0,T) + S)
C1S (3.20)
where S := Re(‖f‖Lq (0,T;Lq (Ω)) + ‖Bg‖Lq (0,T;H1,q (Ω))) and C1 = C(‖K‖). On the other hand,
using the formula p = ReBG with G = g − κ−1 div us − κ−1 div uR , using Lemmas 2.3–2.4 and
(3.19)–(3.20),
‖p‖Lq (0,T;H1,q (Ω)) + ‖p‖H1,q (0,T;Lq (Ω))  CS,
where C is a constant. Finally, we estimate ‖p‖L∞(0,T;H1,q (Ω)). For this, using the Hölder’s in-
equality, Lemmas 2.3–2.4 and (3.19)–(3.20), we have∥∥∇p(t)∥∥0,q,Ω  C∥∥κ−1∥∥1,∞,Q(∥∥B∗ div uR∥∥0,q,Ω + ∥∥B∗∇ div uR∥∥0,q,Ω)
+C(‖cn‖Lq (0,T) + Re‖Bg‖Lq (0,T;H1,q (Ω)))
 C
∥∥κ−1∥∥1,∞,Q‖div uR‖Lq (0,T;H1,q (Ω))
+C(‖cn‖Lq (0,T) + Re‖Bg‖Lq (0,T;H1,q (Ω)))
 CS (3.21)
where C = C(‖A‖,‖K‖,‖κ−1‖1,∞,Q). Hence ‖∇p‖L∞(0,T;Lq (Ω)) is finite by (3.21). Thus the
inequality (3.18) follows. 
Using Lemma 2.5, Lemma 3.1 and Theorem 3.1, we have obtained
Theorem 3.2. Let 0 < T  Re−1 and 1 < q < q1(α). Let f ∈ Lq(0,T;H−1,q (Ω)) and g ∈
Lq(0,T;Lq(Ω)). Suppose that the number Re is sufficiently small. There is a unique solution
[u,p] of (1.15), satisfying the a priori estimate (2.32), when Ω = D.
On the other hand, let 2 < q < q1(α)/2. Assume that f ∈ Lq(0,T;Lq(Ω)) and g ∈
Lq(0,T;H1,q (Ω)). Then the velocity u is split as follows: if χ(r) is a smooth cutoff function
near x = (0,0) and φ = χrα sin[α(θ −ω1)], then
u(t) = (E  c)(t)φ + uR(t), uR(t) := u(t)− (E  c)(t)φ, (3.22)
E(t) = re−r2/4νt /2
√
νπt3, (3.23)
where c = c(t) is given in (3.13). Furthermore, c ∈ H1/q ′−α/2,q (0,T) and the pair [uR,p] satis-
fies
‖uR‖L∞(0,T,H1,q (Ω)) + ‖uR‖Lq (0,T;H2,q (Ω)) + ‖u′R‖Lq (0,T;Lq (Ω))
+ ‖p‖Lq (0,T;H1,q (Ω)) + ‖p′‖Lq (0,T;Lq (Ω)) + ‖p‖L∞(0,T;H1,q (Ω))
+ ‖c‖H1/q′−α/2,q (0,T)  CRe
(‖f‖Lq (0,T;Lq (Ω)) + ‖Bg‖Lq (0,T;H1,q (Ω))), (3.24)
where C is the constant given in Theorem 3.1.
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For sufficiently smooth bounded domains Ω a regularity result like (3.24) for the solution of
(1.15) can be obtained. Such result can be found in Solonnikov [34] but we derive the regularity
result by using the properties of the operators A and B . Using [10,25], we have the following a
priori estimate
Theorem 4.1. Let Ω be a bounded domain with sufficiently smooth boundary. Let 0 < T Re−1
and 1 < q < ∞. Suppose that the Reynolds number Re is sufficiently small. Assume that f ∈
Lq(0,T;Lq(Ω)) and g ∈ Lq(0,T;H1,q (Ω)). Then there is a unique solution [u,p] of (1.15),
satisfying
‖u‖L∞(0,T,H1,q (Ω)) + ‖u‖Lq (0,T;H2,q (Ω)) + ‖u′‖Lq (0,T;Lq (Ω))
+ ‖p‖H1,q (0,T;Lq (Ω)) + ‖p‖Lq (0,T;H1,q (Ω)) + ‖p‖L∞(0,T;H1,q (Ω))
 CRe
(‖f‖Lq (0,T;Lq (Ω)) + ‖Bg‖Lq (0,T;H1,q (Ω))), (4.1)
where C = C(‖U‖W1).
Proof. Existence of solution follows by Lemma 2.6. Let F = f − U · ∇u −∇p. Then u = ReAF.
Using Theorem 2.1,
‖u‖L∞(0,T,H1,q (Ω)) + ‖u‖Lq (0,T;H2,q (Ω)) + ‖u′‖Lq (0,T;Lq (Ω))
 Re‖A‖‖F‖Lq (0,T;Lq (Ω))
 Re‖A‖(‖f‖Lq (0,T;Lq (Ω)) + ‖u‖Lq (0,T;H1,q (Ω)) + ‖p‖Lq (0,T;H1,q (Ω))), (4.2)
where C = C(‖U‖W1). On the other hand, the pressure is given by p = ReBG where
G = g − κ−1 div u. Using Lemma 2.3, we have ‖p‖Lq (0,T;H1,q (Ω)) + ‖p′‖Lq (0,T;Lq (Ω)) 
CRe(‖Bg‖Lq (0,T;H1,q (Ω)) + ‖κ−1‖1,∞,Q‖u‖Lq (0,T;H2,q (Ω))) and using (2.22)–(2.23),
‖p‖L∞(0,T;H1,q (Ω))
 CRe
(‖Bg‖Lq (0,T;H1,q (Ω)) + ∥∥κ−1∥∥1,∞,Q∥∥B∗ div u∥∥Lq (0,T;H1,q (Ω)))
 CRe
(‖Bg‖Lq (0,T;H1,q (Ω)) + ∥∥κ−1∥∥1,∞,Q‖u‖Lq (0,T;H2,q (Ω))).
Combining all inequalities given above, and assuming that
Re−1 >CRe‖A‖∥∥κ−1∥∥1,∞,Q
for a constant C, we get the inequality (4.1). 
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Let D be a bounded polygon in the plane R2. The vector field U is assumed to have the
decomposition (1.17). The exponent q is assumed to satisfy 2 < q < q∗1/2. We will derive the
corner singularity expansion for the solution of problem (1.15).
In contrast to the situation of Section 3, D can have several vertices Pn such that q > q2(αn).
To handle this, we use a localization and a partition of unity to apply the results of Sections 3
and 4. Because of the quasi-hyperbolic character of (1.15), the partition of unity must be con-
structed, depending on the streamlines generated by the vector [1, U˜].
Let Pn = (xn, yn), n = 1, . . . ,N, be the N vertices of D. We construct an open set Qn = Ωn×
(0,T) ⊂ Q with the boundary Γn = ∂Ωn and a function χn ∈ C∞0 (R3) satisfying the following
conditions:
(i) the vertex Pn lies on Γn ∩ ∂D and is the only concave vertex on Γn (if it exists),
(ii) Q =⋃Nn=1 Qn,
(iii) 0 χn  1 on Qn, χn ≡ 0 on Q\Q¯n,
(iv) ∑Nn=1 χn = 1, χn,t + U˜ · ∇χn = 0 (t > 0).
We now construct the sets Ωn and functions χn. Suppose the vertices are numbered so that
y1 < y2 < · · · < yN. (The polygon can be rotated a little to achieve this.) Let dn = |yn − yn+1|.
For each n = 1, . . . ,N we define yn∗ = yn − 34dn and y∗n = yn + 34di . Set Ω1 = {x := (x, y) ∈
D: y < y∗1 } and ΩN = {x ∈ D: y > yN∗} and for n = 2, . . . ,N − 1, Ωn = {x ∈ D: yn∗ < y <
y∗n}. Hence Pn ∈ Γn ∩ ∂D, D =
⋃N
n=1 Ωn and Q =
⋃N
n=1 Qn.
To define the cutoff functions χn, we start with two functions: α+(x) = exp(−|x|−2) if y  0,
α+(x) = 0 if y  0; and α−(x) = 0 if y  0, α−(x) = exp(−|x|−2) if y < 0. Using this, we define
the functions χn as follows: χ˜1(x, t) = α−(x−h(x¯, y1∗, t)), χ˜N (x, t) = α+(x−h(x¯, yN∗, t)), and
for n = 2, . . . ,N − 1,
χ˜n(x, t) :=
{
α+(x − h(x¯, y∗n, t)), y > h2(x¯, y∗n, t),
α−(x − h(x¯, y∗n, t)), y < h2(x¯, y∗n, t),
where h = [h1, h2] is the characteristic vector function defined by (2.12). From this construc-
tion, we see that χn,t + U˜ · ∇χ˜n = 0 for all n and ∑Nn=1 χ˜n(x, t) = 0 on Q. Define χn(x, t) =
χ˜n(x, t)/
∑N
n=1 χ˜n(x, t). Then the required properties for χn follow.
Let f ∈ L2(0,T;H−1) and g ∈ L2(0,T;L2). Let [u,p] be the solution of (1.15) by Lemma 2.6.
We set un = χnu and pn = χnp. Then un = 0 on n := Γn×(0,T) where Γn = ∂Ωn. So [un,pn]
satisfies the equations in (1.15) on On = Ωn × (0,T), with the right-hand sides fn and gn given
by
fn := χnf − νRe−1(2∇χn · ∇u + uχn)+m1p∇χn,
gn := χng + κ−1u · ∇χn.
Note that the trouble term p(Re−1χn,t + U · ∇χn) is not in the function gn because χn,t + U˜ ·
∇χn = 0. Using Lemma 2.6 and Theorem 4.1, and recalling that χn ≡ 1 near the streamline
(h(xn, yn, t), t),
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C
(‖f‖Lq (0,T;Lq ) + ‖Bg‖Lq (0,T;H1,q )). (5.1)
If Pn is a vertex such that q > q2(αn), we apply Theorem 3.2. (This is possible because, by our
construction, Pn is the only vertex of Ωn with q > q2(αn)). We write
un = un,s + un,R, un,s = (En  cn)φn, un,R = un − un,s,
where En and cn are of the forms given in Theorem 3.2. Using (3.24),
ess sup
0tT
∥∥un,R(t)∥∥1,q,Ωn + ‖un,R‖Lq (0,T;H2,q (Ωn)) + ‖u′n,R‖Lq (0,T;Lq (Ωn))
+ ‖pn‖Lq (0,T;H1,q (Ωn)) + ‖p′n‖Lq (0,T;Lq (Ωn)) + ‖pn‖L∞(0,T;H1,q (Ωn))
+ ‖c1,n‖H1/q′−αn/2,q (0,T)  CRe
(‖fn‖Lq (0,T;Lq (Ωn)) + ‖Bgn‖Lq (0,T;H1,q (Ωn))) (5.2)
where C is a constant. If Pn is a vertex such that q < q2(αn), we apply Theorem 4.1 to obtain
ess sup
0tT
∥∥un(t)∥∥1,q,Ωn + ‖un‖Lq (0,T;H2,q (Ωn)) + ‖u′n‖Lq (0,T;Lq (Ωn))
+ ‖pn‖Lq (0,T;H1,q (Ωn)) + ‖p′n‖Lq (0,T;Lq (Ωn)) + ‖pn‖L∞(0,T;H1,q (Ωn))
 CRe
(‖fn‖Lq (0,T;Lq (Ωn)) + ‖Bgn‖Lq (0,T;H1,q (Ωn))). (5.3)
We now assemble the above results to transform into a result on the whole polygon D. Define
the regular part uR of the solution u by the formula
uR =
∑
n∈I
un,R +
∑
n/∈I
un.
In other words, uR = u −∑n∈I(En  cn)φn.
Theorem 5.1. Let 0 < T Re−1 and 1 < q < q∗1 . Let f ∈ Lq(0,T;H−1,q) and g ∈ Lq(0,T;Lq).
Suppose that the Reynolds number Re is sufficiently small. There is a unique solution [u,p]
of (1.15), satisfying the inequality (2.32).
On the other hand, let 2 < q < q∗1/2. Suppose that f ∈ Lq(0,T;Lq) and g ∈ Lq(0,T;H1,q).
Then the velocity u is split as follows: if χn is a smooth cutoff function near Pn and φn =
χnr
αn
n sin[αn(θ −ωn,1)], then
u(t) =
∑
n∈I
(En  cn)(t)φn + uR(t), (5.4)
uR(t) := u(t)−
∑
n∈I
(En  cn)(t)φn, (5.5)
where En is given in (1.10) and cn = cn(t) is of the form given in (3.13). Also, cn ∈
H1/q ′−αn/2,q(0,T), and if the number Re is sufficiently small, then the solution [uR,p] satis-
fies
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∑
n∈I
‖cn‖H1/q′−αn/2,q (0,T)
+ ‖p‖Lq (0,T;H1,q ) + ‖p′‖Lq (0,T;Lq ) + ‖p‖L∞(0,T;H1,q )
 CRe
(‖f‖Lq (0,T;Lq ) + ‖Bg‖Lq (0,T;H1,q )), (5.6)
where C is the constant given in Theorem 3.1.
6. Nonlinearity (2 < q < q∗1 /2)
In this section we shall solve the problem (1.1). The exponent q lies in the interval (2, q∗1/2).
The initial data [u0,p0], with u0|∂D = 0, are assumed to be smooth functions on D. Let ρ˜ be a
given reference constant density. It is also assumed that the data [u0,p0] are sufficiently close to
constant; that is, K0 := ‖∇u0‖1,q + ‖∇p0‖1,q + ‖ρ˜ − ρ0‖∞ is sufficiently small.
Let J be the number of elements of I = {n: q > q2(αn)}. Let φ = [φ1, . . . , φJ ]T where φn
is the singular function corresponding to the vertex Pn, n ∈ I . Let c = [c1, . . . , cJ ]T and d =
[d1, . . . ,dJ ]T be the functions of time variable t which belong to the space∏Jn=1 H1/q ′−αn/2,q (0,
T). Also let E = [E1, . . . ,EJ ]T where En is given in (1.10). We denote by
(E  d)φ =
J∑
n=1
(En  dn)φn
where  is convolution in time t . We define the following Banach spaces
W0 = Lq
(
0,T;H1,q)∩ L∞(0,T;Lq),
V0 = Lq
(
0,T;Lq)∩ L∞(0,T;Lq),
Y =W0 × V0, (6.1)
and
W1 = Lq
(
0,T;H2,q)∩ L∞(0,T;H1,q)∩ H1,q(0,T;Lq),
V1 = Lq
(
0,T;H1,q)∩ H1,q(0,T;Lq)∩ L∞(0,T;H1,q),
Z =
J∏
n=1
Zn, Zn = H1/q ′−αn/2,q (0,T),
X =W1 × V1 ×Z. (6.2)
We consider a mapping E :X → Y defined as follows:
E[uR,p, c] =
[
uR + (E  c)φ,p
]
.
Let BK be a ball of radius K defined by
BK =
{[wR,η,d] ∈X : ‖wR‖W1 + ‖η‖V1 + ‖d‖Z K},
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n=1 ‖dn‖Zn .
For fixed data u0,p0 and K sufficiently small we define a map T :BK → X as follows. Let
[wR,η,d] ∈ BK . Set
ν = μ/ρ˜, m1 = m/ρ˜, ρ0 = ρ(p0),
ρ = ρ(η + p0), κ = ρ′(η + p0)/ρ(η + p0),
f0 = Re−1μu0 − ρu0 · ∇u0 −m∇p0,
U = wR + (E  d)φ + u0, (6.3)
and
f = Re−1(μ/ρ − ν)w + (m1 −m/ρ)∇η + f0/ρ − w · ∇u0,
g = −(w + u0) · ∇p0 − κ−1 div u0. (6.4)
For fixed [w, η] satisfying w = wR + (E  d)φ and [wR,η,d] ∈ X , we define [u,p] to be the
weak solution to the linearized problem
Re−1(ut − νu)+ U · ∇u +m1∇p = f in Q,
Re−1pt + U · ∇p + κ−1 div u = g in Q,
u = 0 on Σ,
u(·,0) = 0, p(·,0) = 0 on D. (6.5)
The existence of solution of (6.5) is guaranteed by Lemma 2.6. Use Theorem 5.1 to obtain
the decomposition u = (E  c)φ + uR . Set T [wR,η,d] = [uR,p, c]. Using (5.6), we will show
[uR,p, c] ∈ BK .
Lemma 6.1. Let 2 < q < q∗1/2. Suppose that K0 and Re are sufficiently small. Then T (BK) ⊂
BK .
Proof. Let X = Lq(0,T;Lq) and Y = Lq(0,T;H1,q). Recall that ρ  c∗ > 0 for a constant c∗.
Since ρ(p0 + η) = ρ0 + τ(η)η for a function τ , we have
1/ρ − 1/ρ˜ = (ρ˜ρ)−1[(ρ˜ − ρ0)− τ(η)η]. (6.6)
Let w ∈W0 be given, with w = wR + (E  d)φ where wR ∈W1 and d ∈ Z . Using the Sobolev
embedding theorem H1,q ⊂ L∞ for q > 2,
‖ηw‖qX 
T∫
0
‖η‖q∞,D‖w‖q0,q dt
C‖η‖L∞(0,T;H1,q )
(‖wR‖Lq (0,T;H2,q ) + ‖d‖Z).
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Re‖f‖X C
(‖ρ˜ − ρ0‖∞,D + ‖η‖L∞(0,T;H1,q )(‖wR‖Lq (0,T;H2,q ) + ‖d‖Z + ‖∇η‖X)
+C(Re‖f0‖X + Re‖w · ∇u0‖X
C(K0 +K)K +CRe(K0 +K0K), (6.7)
where C = C(c∗,‖τ‖∞,Q). Also, using the function g in (6.4),
Re‖Bg‖Y  CRe
(‖div u0‖1,q,D + ‖∇p0‖1,q,D‖w‖Y )
 CRe(K0 +K0K),
where C = C(c∗,‖∇κ‖∞,Q,‖B‖) with the condition ρ′  c∗ > 0 for a constant c∗. Hence
Re(‖f‖X + ‖Bg‖Y ) C(K0 + ReK0 +K)K +CReK0 for a constant C. If K0 and Re are suffi-
ciently small, we see that [uR,p, c] ∈ BK by (5.6). 
Lemma 6.2. If K is sufficiently small, there is an a ∈ (0,1) such that, for [wR,η,d] and
[w∗R,η∗,d∗] in BK ,∥∥ET [wR,η,d] −ET [w∗R,η∗,d∗]∥∥Y  a∥∥[w, η] − [w∗, η∗]∥∥Y . (6.8)
Proof. Let [u0,p0] be fixed data. Let ρ∗ = ρ(p0 + η∗), κ∗ = κ(p0 + η∗) and U∗ = (E  d∗)φ +
w∗R + u0. Let [u,p] = ET [wR,η,d] and [u∗,p∗] = ET [w∗R,η∗,d∗] be the solutions of (6.5),
respectively. Set u1 := u − u∗, p1 := p − p∗ and w1 := w − w∗, η1 := η − η∗. Then
u′1 − νu1 + U˜ · ∇u1 + Re∇p1 = ReF in Q,
p′1 + U˜ · ∇p1 + Reκ−1 div u1 = ReG in Q,
u1 = 0 on Σ,
u1(·,0) = 0, p1(·,0) = 0 on D, (6.9)
where
F = −w1 · ∇
(
u∗ + u0
)+ Re−1[(μ/ρ − ν)w1 +μ(1/ρ − 1/ρ∗)w∗]
+ (m1 −m/ρ)∇η1 +
(
1/ρ − 1/ρ∗)(f0 −m∇η∗),
G = −w1 · ∇
(
p∗ + p0
)+ (1/κ − 1/κ∗)div(u∗ + u0). (6.10)
Applying (6.9) to Lemma 2.6, we have the following a priori estimate
‖u1‖L∞(0,T;Lq ) + ‖u1‖Lq (0,T;H1,q ) + ‖p1‖L∞(0,T;Lq ) + ‖p1‖Lq (0,T;Lq )
 C Re
(‖F‖Lq (0,T;H−1,q ) + ‖BG‖Lq (0,T;Lq )). (6.11)
We use the following inequality to estimate the right-hand side of (6.10):
‖uv‖−1,q  C‖u‖0,q‖v‖0,q , (6.12)
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D
|u||v||φ|dx ‖u‖0,q‖vφ‖0,q ′  ‖u‖0,q‖v‖0,q‖φ‖0,q0  C‖u‖0,q‖v‖0,q‖φ‖1,q ′
where 1/q + 1/q ′ = 1 and q0 = q/(q − 2) with q > 2. Using (6.12) and letting X =
Lq(0,T;H−1,q), we have∥∥w1 · ∇(u∗ + u0)∥∥X  C(∥∥u∗∥∥Lq (0,T;H1,q ) + ‖∇u0‖0,q)‖w1‖L∞(0,T;Lq )
 C(K +K0)‖w1‖W0,
where C is a constant. Since ρ − ρ∗ = ρ′(ξ)(η − η∗) for some ξ between η and η∗, and ρ =
ρ0 + τ(η)η for some τ , we have∥∥μ(1/ρ − 1/ρ˜)w1∥∥X  C(‖ρ˜ − ρ0‖∞,D + ‖η‖L∞(0,T;H1,q ))‖w1‖Lq (0,T;H1,q )
 C(K0 +K)‖w1‖W0,
where C = C(c∗,‖τ‖∞,Q). Also
∥∥(1/ρ − 1/ρ∗)[Re−1μw∗ + f0 −m∇η∗]∥∥X
C
(∥∥w∗∥∥Lq (0,T;Lq ) + ‖f0‖0,q + ∥∥η∗∥∥L∞(0,T;H1,q ))‖η1‖L∞(0,T;Lq )
C
(
K0 +
(
1 + Re−1)K)‖η1‖V0
where C = C(c∗,‖ρ′‖∞,Q). Since m1 = m/ρ˜, we have∥∥(m1 −m/ρ)∇η1∥∥Lq (0,T;H−1,q )  C(K0 +K)‖η1‖V0
where C = C(c∗,‖τ‖∞,Q). Thus the function F in (6.10) is estimated by
Re‖F‖X C(ReK0 +K)
(‖w1‖W0 + ‖η1‖V0), (6.13)
where C = C(c∗,‖ρ′‖∞,Q,‖τ‖∞,Q).
We next estimate ‖BG‖Lq (0,T;Lq ). Let Y = Lq(0,T;Lq). Since∥∥w1 · ∇(p∗ + p0)∥∥0,q  ‖w1‖∞,D(∥∥∇p∗∥∥0,q + ‖∇p0‖0,q),
we have ∥∥w1 · ∇(p∗ + p0)∥∥Y C(K +K0)‖w1‖W0, (6.14)
where we used that ‖∇p∗‖L∞(0,T;Lq )  CK for a constant C. Since
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0
|η1|
∣∣div[(E  c∗)φ]∣∣ds

( T∫
0
|η1|q ds
)1/q( T∫
0
∣∣φ∇E · c∗ + E  c∗ · ∇φ∣∣q ′ ds)1/q ′
 C
( T∫
0
|η1|q ds
)1/q∥∥c∗∥∥Lq′ (0,T)
where 1/q + 1/q ′ = 1 and since u∗ = u∗R + (E  c∗)φ, we have∥∥B[(κκ∗)−1κ ′(ξ)η1 div u∗]∥∥Y
 C‖η1‖L∞(0,T;Lq )
(∥∥u∗R∥∥Lq (0,T;H2,q ) + ∥∥c∗∥∥Z)
 CK‖η1‖V0, (6.15)
where C = C(c∗,‖κ ′‖∞,Q). Using (6.14) and (6.15),
‖BG‖Y  C(K +K0)
(‖w1‖W0 + ‖η1‖V0), (6.16)
where C = C(c∗,‖κ ′‖∞,Q). Using (6.11), (6.13) and (6.16),
‖u1‖W0 + ‖p1‖V0  a
(‖w1‖W0 + ‖η1‖V0)
where a := C(K + ReK0). If K and K0 (or Re) are small, (6.8) follows. 
We now give the
Proof of Theorem 1.1. The procedure is similar to the one given in [23, Section 6]. Let K and
K0 be chosen so that Lemmas 6.1 and 6.2 hold. Let X0 ∈ BK be any element. Define Xj =
TXj−1 for j = 1,2, . . . . Let Y j = EXj . Using (6.8) and following the same procedure as one
given in [23, Section 6] one can show that the sequence {Y j } is a Cauchy sequence in Y . Hence
there is a Y = [w, η] ∈ Y such that ‖Y j − Y‖Y → 0.
Set Xj = [wjR, ηj ,dj ], Y j = [wj , ηj ]. We have:
[a] wj → w ∈W0, with the convergence in the topology of W0;
[b] ηj → η ∈ V0, with the convergence in the topology of V0.
Recall that the functions [wjR, ηj ] ∈W1 × V1 are uniformly continuous functions on the clo-
sure of Q = D × (0,T), and for a.e. t ∈ (0,T), ∇wjR(x, t) is uniformly continuous in x ∈ D¯.
Since {Xj } is a bounded sequence in X , using various compact embedding theorems one may
pick a subsequence {Xjl }, such that in addition to the above convergence the following holds:
[c] wjlR converges weakly in the topology of W1 to a function wR ∈W1;
[d] wjl converges uniformly as a sequence of continuous functions to wR ;R
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[f] E  djl converges uniformly as a sequence of continuous functions
to a function E  d. Furthermore, using [a]–[f] and wj = wjR + (E  dj )φ, we have w = wR +
(E  d)φ.
The weak limits wR and d are the same for any subsequences. For if two subsequences give
rise to two limits, [wR,d] and [w∗R,d∗], we have w = wR +(E d)φ = w∗R +(E d∗)φ. Therefore
wR − w∗R = [E  (d∗ − d)]φ ∈ H2,q(D), which is impossible unless d = d∗.
Define ρ,κ,w, f, g by (6.3), and define ρjl , κjl ,wjl , fjl , gjl by (6.3) with appropriate super-
scripts jl attached. From [e], ρjl → ρ and κjl → κ uniformly as continuous functions. Also,
from [d] and [f], and using the theory of initial value problems for ordinary differential equa-
tions, the functions hjl (x¯, t) converge uniformly to h(x¯, t), and Bjl → B as operators on Lq or
H 1,q .
We now show that [fjl , gjl ] → [f, g] in the topology of Lq(0,T;Lq) × Lq(0,T;H1,q). The
terms in fjl are uniformly convergent, so the sequence fjl converges to f in Lq(0,T;Lq). To
show the convergence of gjl in Lq(0,T;H1,q ) we must consider the term wjl · ∇p0. Write
w · ∇p0 − wjl · ∇p0 =
(
w − wjl ) · ∇p0.
Evidently ‖(w − wjl ) · ∇p0‖Lq (0,T;Lq )  C‖w − wjl‖Lq (0,T;Lq ) → 0, so we have convergence in
Lq(0,T;Lq). To show convergence of the derivatives, let D denote any first order derivative. A
typical term is D(w − wjl ) · ∇p0. The other terms in ∇gjl are handled in the same way.
Let [u,p] be the solution of (6.5) given by Lemma 2.6. Similarly, attach superscripts jl to
the appropriate terms of (6.5) and let [ujl , pjl ] be the solution of the resulting equation given by
Lemma 2.6. Thus, [ujl , pjl ] = [wjl+1, ηjl+1]. We now ask whether [ujl , pjl ] converges to [u,p]
in the topology of Y . For this we recall the definitions of weak forms given in Section 2. Letting
ajl , bjl ,Bjl be the bilinear operators and operators corresponding to index jl , [ujl , pjl ] satisfies
(2.29)–(2.30) and (2.31) with indices jl attached. One has
ajl
(
v1,v2
)→ a(v1,v2), v1,v2 ∈ H10,
bjl (p,v) → b(p,v), p ∈ Lq,v ∈ H10,
bjl
(
Bjl
((
κjl
)−1 div v1),v2)→ b(B(κ−1 div v1),v2), v1,v2 ∈ H10.
Considering (2.29)–(2.30) and (2.31), one sees that ujl → u in the topology of W0 and pjl → p
in the topology of V0. Furthermore [u,p] is the solution of (6.5). Since the coefficients and right-
hand side of (6.5) are independent of the subsequence chosen, the pair [u,p] is independent of
the subsequence chosen.
We now show that ETXj → [u,p] in the topology of Y . Suppose the contrary. Then there
is a number a > 0 and a subsequence Xjl such that ‖ETXjl − [u,p]‖Y  a. By the above
argument there is a subsequence of this subsequence, which we again denote by jl such that the
convergence assertions [a]–[f] hold, which is a contradiction. Hence ‖ETXj − [u,p]‖Y → 0.
Since [uj ,pj ] = ETXj = [wj+1, ηj+1], we have [wj , ηj ] → [u,p] in the topology of Y .
From [d], [f], wjR(x, t) → wR(x, t) = uR(x, t) in the topology of (C¯(D))2, uniformly in t , and
(E  dj )(t) → (E  d)(t) = (E  c)(t) in the topology of C[0,T]. Hence [u,p] solves (1.12) and
J.R. Kweon / J. Differential Equations 232 (2007) 487–520 519(1.13) with zero boundary conditions, so [u + u0,p + p0] solves (1.7). Since (1.7) is basically
the same one as (1.6) and using (1.3) we solve (1.1). 
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