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ABSTRACT
UVLabel was created to enable radio astronomers to view and annotate their own
data such that they could then expand their future research paths. It simplifies their
data rendering process by providing a simple user interface to better access sections of
their data. Furthermore, it provides an interface to track trends in their data through
a labelling feature.
The tool was developed following the incremental development process in order
to quickly create a functional and testable tool. The incremental process also allowed
for feedback from radio astronomers to help guide the project’s development.
UVLabel provides both a functional product, and a modifiable and scalable code
base for radio astronomer developers. This enables astronomers studying various
astronomical interferometric data labelling capabilities. The tool can then be used to
improve their filtering methods, pursue machine learning solutions, and discover new
trends. Finally, UVLabel will be open source to put customization, scalability, and
adaptability in the hands of these researchers.
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Chapter 1
INTRODUCTION
1.1 Overview
This thesis originally aimed to explore the applications of machine learning in
radio astronomy. It specifically focused on machine learning applications in radio as-
tronomy and how it compares to existing data cleaning processes known as flagging.
The data was tedious and complex to render, and plotting libraries such as matplotlib
to visualize it. After a few months’ time, it became apparent that there were some
limitations. The HERA team’s current workflow to render interferometric data re-
quires Jupyter notebook. However, a limitation of Jupyter is that it did not have the
capability to handle custom user interfaces. The task of interacting with the data in
order to label the data was critical to having a machine learning solution. To train
a solution, well flagged data was needed. The process of flagging data is as simple
as creating a bit mask of identified radio frequency interferences (RFI’s). However,
existing flagging solutions still could not capture all RFI’s, or were not optimized for
the type of data that the HERA team was receiving.
This blocker stalled the original project and forced a re-scope. To address to
limitations of the original thesis it transitioned toward scientific software development
with the aim of developing an annotation tool: UVLabel.
1.2 Scientific Software Development
In research fields with data that is difficult to visualize, process, and compute,
scientific software development plays a key role in enabling researchers’ abilities to
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visualize, manage, and interact with their data. Researchers sometimes find them-
selves relying on common-place products and open source solutions (Hannay et al.,
2009). However, they can be pushed into the role of a developer as a result of there
being no software that achieves what they need for their research (Segal and Mor-
ris, 2008). As a result, the need for technically savvy researchers grows, but also, the
need to access these new tools and to share development knowledge with communities
(Katz et al., 2019). Researchers do not often follow software development practices
due to vague requirements and unknown data outcomes (Segal and Morris, 2008).
Scientific software achieves different research goals from simulation of expected or
physical data to complex equation solving to visualizing data when existing software
is not sufficient.
1.3 Radio Astronomy
Radio astronomy is one such field that benefits from both open source software
and in-house scientific software development. Needing to sift through the hundreds of
gigabytes and terabytes of data that their telescopes gather over viewing seasons and
send back, radio astonomers rely on post-processing and data reduction tools such
as the Common Astronomy Software Applications, CASA, an open source software
developed by the National Radio Astronomy Observatory (NRAO)(McMullin et al.,
2007). Radio telescopes often have custom pre-processing pipelines to remove some
interferences in the incoming data. However, due to many radio telescopes having
their own data formats, such as miriad or fits, a team of radio astronomer developers
created a library interface in Python known as pyuvdata to make conversions between
formats easier (Hazelton et al., 2017).
Despite researchers having tools to help them process and clean their data, it
is still an arduous process given the amount they receive. Coupled with their data
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being multi-dimensional, and containing complex numbers, rendering this data in a
meaningful way is not easy. Manually cleaning the data is near impossible. In many
instances, researchers have developed their own processes to statistically analyze and
clean their data such as the AOFlagger Offringa et al. (2012). However, there are
solutions that cannot be applied to other situations, are time-consuming to replicate,
or are not robust enough to accurately clean all of the data which can introduce
problems later in the processing pipeline.
1.4 Big Data
Radio astronomy can be considered a field with big data, and can potentially
use big data solutions. At times when data grows too fast and cannot be processed,
scientists turn to cloud computing, pattern recognition, machine learning, and more
(Jin et al., 2015). Machine learning can be used as a potential solution to help
recognize trends that may have been invisible, clean data, and more. This introduces
the need for machine learning, new technologies to help collect, sort, and process data
have appeared. Radio astronomers are looking to utilize machine learning to expedite
data cleaning, and improve their flaggers.
Scientists also have the ability to crowd-source even more data collection and
labelling. Crowd-sourcing websites such as Amazon’s MechanicalTurk are one such
tool used to build and supply neural networks with data to analyze trends the human
eye could have missed (Howe, 2006). While MechanicalTurk is used as a general
crowd sourcing tool, the benefits to researchers of crowd processed data cannot be
ignored. However, radio astronomers cannot use the solutions available to other big
data problems without customized visualization tools.
Other fields with simpler and easier to visualize data have thrived off existing big
data solutions. Governments have made their city data, such as employment figures
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and more, accessible to all (Lohr, 2012). Companies and researchers in healthcare
have utilized data to develop personal medical treatment (Costa, 2014). Simple data
has become more accessible with the internet. When considering fields with complex
data using specialized tools and software to visualize and manipulate their data they
cannot or do not rely on crowd-sourcing. A field like radio astronomy with its need
for custom tools and libraries cannot use crowd-sourcing nor benefit from big data
solutions.
1.5 Software Development Process
Radio astronomers’ need for a tool and interface that enables visualization and
annotation implies somewhat clear requirements. As a result, a software development
life cycle can be used in the tool’s development to guide the development process.
The desired tool would supplement existing methods by providing an easier way to
access and interact with the data by utilizing existing libraries.
However, there are multiple approaches to the software development life cycle and
choosing the wrong process model could lead to project disaster. The project struc-
ture and situation should also be considered when choosing a development process
(Ruparelia, 2010). These process models dictate how a project is organized and ex-
ecuted, and in specific cases, how a team should be organized. If a project needs
rigorous structure and requirements, then linear models should be practiced. Mean-
while, iterative models benefit from flexibility in structure and requirements.
Some structured models, such as waterfall and v-model, prioritize deliberate and
exact planning from the start to the end of the project. As a result of this meticulous
planning, changes are difficult to introduce–even advised against. The project would
have to go through another iteration of extensive planning and execution in order to
introduce any form of change. These models are excellent to use when there is deep
4
knowledge of the required technologies, and an equivalently deep understanding of
the project. The primary difference between the two, however, is when testing occurs
(Ruparelia, 2010). V-model involves testing at every stage rather than near the end of
the project in order to consider vague or incomplete project requirements. Waterfall,
on the other hand, operates under the notion that all requirements are established
and there is no guess-work to be had.
Other more flexible models, such as iterative, incremental, and agile, accommodate
change through iterative and incremental development and often do not have clear-cut
project plans like waterfall and v-model. Iterative models focus on building the whole
project and subsequently refining pieces of it at a time (Alshamrani and Bahattab,
2015). Incremental models focus on building pieces of it at a time, only moving on
once it is deemed complete and sufficient. Agile is a combination of the two but
also relies heavily on the capabilities of a technically skilled and communicative team
to enable project success. While there do exist many other models, these were the
models considered for the tool’s development.
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Chapter 2
RADIO ASTRONOMY
Radio astronomers collect light from radio telescopes through antennas. Despite
sounding similar to optical telescopes, radio telescopes are different in that they ob-
serve radio light and not visible light. An electromagnetic chart of where optical
wavelengths (visible light) lie and radio wavelengths can be seen in Figure 2.1. Radio
light can be observed at any point in the day as a result of being outside the optical
specturem. A unique feature of non-optical telescopes is that they can consist of
an array of antennas to magnify their view even more than optical telescopes can
(NRAO, 2019). This thesis works with interferometric data, which is gathered from
interferometry, a technique that returns information about radiation sources (Kitchin,
2008).
Figure 2.1: Electromagnetic Spectrum Chart
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Figure 2.2: Interferometer components (Thompson et al., 2017)
2.1 Interferometric Data
The process of gathering interferometric data begins with an array of antennas
receiving light from a source and converting the light into voltages. Figure 2.2 shows
two antennas outputting voltages V1(t) and V2(t) which are the results of (2.1). The
voltage reception pattern of an antenna (VA(l,m)) in equation (2.1) represents the
phase and amplitude of the radio frequency voltage at the antenna terminals and
results in both normal and complex values. It can be calculated by taking the Fourier
transform of the field distribution in the aperture where X and Y are position coor-
dinates within the antenna’s aperture (Thompson et al., 2017).
VA(l,m) ∝
∫ ∫ ∞
−∞
E(X, Y ) e j2pi[(X/λ)l+(Y/λ)m]dX dY (2.1)
The light-turned-voltage is next filtered to remove unwanted frequency ranges,
as well as to separate the desired frequencies into separate channels for correlation
by passing the voltage into a bandpass function (also referred to as the frequency
response of a filter in this context) (Thompson et al., 2017). This is shown as H1(v)
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and H2(v) in Figure 2.2. However, the bandpass function is broken down by equation
(2.2) by calculating the convolution between the filter h(t) and the incoming voltage
at a specific time, V (t).
Vc(t) =
∫ ∞
−∞
h(t′)V (t− t′) dt′ = h(t)∗V (t) (2.2)
Finally, the filtered voltage outputs Vc(t) (Vc1(t) and Vc2(t) in the context of
Figure 2.2) is then passed through a correlator which outputs the cross-correlation of
the input voltages utilizing (2.3). In this equation, τ is the time in which the second
voltage is delayed (Thompson et al., 2017). This delay allows for the calculation of
the origin of the source. Delays are limited by the hardware, but are usually kept
small given the limitation. The output of the correlator can be a real number or
voltage with respect to the delay (τ) being calculated for all remaining frequencies
coming from the filter which is seen as r in Figure 2.2.
r(τ) = lim
T→∞
1
2T
∫ T
−T
V1(t)V
∗
2 (t− τ) dt (2.3)
The data resulting from the correlator can then go through post-processing and/or
cleaning once in the hands of radio astronomers. The data consists of complex num-
bers which are the cross products from the correlator, the frequencies, the polariza-
tions, and the spectral windows. The polarizations are the light directions, and the
spectral window consists of the continuous range(s) of frequencies.
Telescopes often have their own data type or file format in which this data is saved.
These can come in the form of .miriad, .fits, .uvfits, .uvh5, and more (Kitchin, 2008).
In light of these various file formats, pyuvdata provides a conversion library between
the formats (Hazelton et al., 2017). This library is also able to visualize selected data
in the form of a color-map showing the intensities of the values across frequency and
8
Figure 2.3: An in progress image of the HERA array. (HERA, 2016)
time when used in conjunction with matplotlib, an open source plotting library.
In interferometric data there is a high likelihood of interference. This can range
from the radio signals from a nearby tower reaching the telescope to a plane flying
overhead. These interferences cause spikes in the data across frequency and/or time
channels. These interferences can cause inconsistencies to appear later in the pro-
cessing pipeline. As such, researchers seek to remove them from their data. The
data needs to be ”flagged.” Flagging radio frequency interferences, RFIs, consists of
creating a bit mask array to ”remove” these RFIs. This is often done by automated
methods. Once data has been flagged, it can continue through the data analysis pro-
cess to be studied for specific trends. Given a season’s (around 3-4 months) data can
return nearly a petabyte of information, flagging by hand is an arduous process and
there exists no robust automated method in which to do this. To optimize this pro-
cess, researchers have developed a few approaches to flagging which will be discussed
in Chapter 3.
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2.2 Flagging
2.3 HERA
The Hydrogen Epoch of Reionization Array (HERA) is one of the radio antenna
arrays found around the world. Based in Africa, it utilizes faint radio waves to
look back at when the first galaxies were forming to observe the properties of early
galaxies and black holes and how they contributed to reionization surrounding the
Cosmic Dawn (DeBoer et al., 2017). An image of the HERA array can be seen in
Figure 2.3. The HERA team have also developed their own software libraries to help
process and analyze their data.
For the purposes of this thesis, data visualization and testing will be done with
HERA data for its accessibility. Although UVLabel will prioritize the HERA team,
the end goal is being used by other radio astronomer teams.
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Chapter 3
LABELLING
3.1 Existing Flagging Methods
This section will cover state-of-the-art flagging methods as well as some smaller
flagging methods developed in response to state-of-the-art methods not being suf-
ficient. As a brief overview, flagging is the process of bit masking radio frequency
interferences (RFI). The section will then go on to discuss plotting libraries, a critical
need of a visualizer for this data, to identify potential libraries for UVLabel to use.
3.1.1 CASA
A common tool in the radio astronomy field is the Common Astronomy Software
Applications which is better known as CASA. CASA has been around for over a
decade to assist radio astonomers, originating in 2007 (McMullin et al., 2007). It
is especially useful for the Atacama Large Millimeter/sub-millimeter Array (ALMA)
and Very Large Array (VLA) telescopes and their data processing pipelines. It is
used in imaging HERA data, however, it is not part of the main processing pipeline.
CASA allows for the ability to flag data, however, it is unable to label data and in
its feature heavy state flagging is a tedious process.
3.1.2 AOFlagger
Written as a thesis project for the Low-Frequency Array (LOFAR), the AOFlagger
combines existing detection algorithms, such as the SumThreshold method, into one
strategy to find and remove RFIs. It is implemented within in the LOFAR pipeline
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as part of a pre-processing step before the data reaches researchers (Offringa et al.,
2012). However it relies primarily on CASA Measurement Set (MS) files which must
be converted from the existing HERA data. The process of converting the HERA
data to uvfits so CASA can import the converted files to make MS files, to then run
AOFlagger and then convert the results back to uvfits is an arduous process. Another
problem preventing use of this algorithm is that many of the methods and uses have
been optimized for LOFAR and the Murchison Widefield Array (MWA) telescopes,
not HERA. These methods would need to be adapted for HERA before use.
3.1.3 Match Filtering
Another flagging method developed can be found in the Sky-Subtracted Incoher-
ent Noise Spectra (SSINS) library. The SSINS library’s functionality is reliant on
known interferences. If there is constant interference at a specific frequency, such
as a TV channel, the entire frequency channel can be flagged (Wilensky, 2018). A
user can also indicate frequently problematic durations and flag entire time channels.
However, to utilize this and other functionality in the library, in-depth knowledge of
the interferences in the dataset are required.
3.1.4 XRFI
The HERA team has developed their own flagger which detects and eXcises RFIs
(XRFI). Their approach focuses on statistically flagging data (HERA, 2017). The
flagger looks for values that are six times a provided sigma value (noise) and flags
them. It then looks at surrounding values and if the values are two times the provided
sigma value then they are also considered to be interferences. This is done to account
for RFIs that can span more than one channel of time and/or frequency. While this
is not reliant on known RFIs or existing algorithms like the previous methods, its
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greatest flaw is that it misses interferences smaller than the sigma value passed in.
This results in inaccurate outputs still existing in the data processing pipeline.
3.1.5 Flagging Tool
The HERA team has noted the drawbacks of the XRFI tool, and are investigating
the potential for using neural networks as another flagging method. With a super-
vised learning method, they must have hand-flagged data. A researcher on the team
developed a small scale flagger to hand flag some data. The script allows users to see
the data from three vantage points as the original data, the flagged data, and a phase
perspective (Kerrigan, 2018).
The tool unfortunately is only as good as its user’s ability to find RFIs. It also
does not keep track of data access or edits (for example the flagging array). This is
especially important considering both the amount of data the researchers have as well
as the importance of experiment replication in radio astronomy. With no traceability
in the files of what has been done with the file and by who. There were also usability
issues such as being unable to see the areas being flagged until after the user released
their mouse button.
Despite its limitations, this flagger was one of the biggest inspirations for the
labelling tool.
3.2 Evaluating Plotting Libraries
The limitations of the existing flagging methods and the Jupyter notebook work-
flow lead to the need to develop the tool that would become known as UVLabel.
Before beginning, existing plotting libraries needed to be reviewed to determine an
optimal library for the tool’s rendering ability. The following sections detail the ob-
servations and conclusions made.
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3.2.1 matplotlib
The HERA team primarily works in matplotlib, an open source plotting library for
Python. They typically use it in conjunction with Jupyter, a web application that can
run some programming languages and allows users to include documentation notes.
These notebooks are especially usable in sharing documents and process. Matplotlib
also includes features for interactive mouse events, adding drawings (shapes) on top
of graphs, and tagging items.
Their biggest limitation to having a tool developed in this pipeline is Jupyter as it
is unable to handle custom mouse activities in matplotlib. Jupyter does not have the
back-end ability to handle interactive user events from matplotlib. Despite matplotlib
providing a drawing library and some mouse event functionality, it was impossible to
connect them through Jupyter.
3.2.2 Plotly
Though Plotly is not open source, it has many of matplotlib’s plotting features,
as well as allows for custom UI and custom functionality such as buttons and menus.
This customizability is done through JavaScript, and seemed to offer the most promise
in terms of application development. However, after looking through the API’s it was
discovered that rendering the data would not be possible. Matplotlib renders the data
as an image and automatically uses a consistent color-mapping to show the values as
colors. Plotly requires a defined color-map, however implementing it to look similar to
matplotlib’s color-map would be tedious to begin with as matplotlib’s color mapping
configuration is not available. Overall, it would not benefit the HERA team to have
to pay for a service alongside learning a new library.
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3.2.3 Bokeh
Similar to Plotly, Bokeh also has customizable functionality but also mentioned
annotation capabilities. Much like matplotlib it is open source. Bokeh unfortunately
had the same limitations as Plotly: it was unable to render the data. It also needed
a defined colormap, and expected the data to be prepared into two separate arrays
of x and y in order to be rendered.
15
Chapter 4
MAKING A LABELLER
4.1 Choosing a Process
Before beginning the project, a software development process needed to be se-
lected. Initially, a waterfall model was considered. The overall requirements of the
tool were fairly concrete and clear. A tool was needed to annotate data, and the uses
of a hand-labeller would alleviate the limitations of the existing flagging methods–
perhaps even improve them.
After some brainstorming about an optimal tool to suit the needs of the HERA
team, a few conclusions could be drawn. There was an idea to have the labeller sup-
plement some of the functionalities of CASA, such as flagging and viewing methods,
as well as an idea to have HERA members suggest and/or add later features. These
contributed to the rejection of using the waterfall model. While the requirements
were clear, the implementation language and environment would be different than
CASA. Furthermore, future features meant a more change-accepting process model
would be better suited. Thus, the change accommodating processes such as Agile,
incremental, and iterative were heavily considered in order to involve the HERA team
as customers.
When considering the remaining development time (about three months), the
need for a capable labelling tool, and a singular developer, it was decided that the
incremental model was more appropriate for this instance. This would allow for pieces
of the tool to come together in sections, be functionally tested with each addition,
and have continuous input from the HERA team. Considering the previous months
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ID Requirement
TR02 The tool shall be written in Python so that the system can be
understood and contributed to by future developers.
TR03 The tool shall use common libraries so that library dependencies
can be minimized.
UR04 The user shall be able to navigate between baselines by selecting
different antennas, in order to view different sections of the data.
UR09 The user shall be able to label data by drawing a rectangle when
the annotation button is selected, in order to highlight areas of
interest.
Table 4.1: Select UVLabel Requirements.
worth of experience with blocked development, this model seemed especially adept at
sidestepping future blockages.
4.2 Requirements
Utilizing any process model typically implies the project must begin with require-
ment elicitation. It was identified that the labelling tool must be able to load data,
draw labels on the data, provide key information about the label, and save the label
data. Further discussions spanned topics such as optimal user interface design, pre-
ferred workflow, and functionalities to access other data before delving into system
particulars and constraints. Tool Requirements (TR), and User Requirements (UR)
were designed based on the aforementioned details, as seen in both 4.1 and in Ap-
pendix A. The tool was expected to function on all platforms, be in Python, and have
minimal library dependencies. These were primarily requested to ensure that future
development could potentially be continued by fellow researchers.
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4.3 Design
Carrying initial requirements into the initial design stage of the model, it ap-
peared that many system attributes were already decided. However, there was signif-
icant time spent on the user interface to ensure the end product would have familiar
functionality for end users. This entailed actions such as how to handle drawing
the bounding box of a label, how the tool should navigate data, what should a la-
bel consist of, and more. For user familiarity, much of the UI design was built off
the existing data analysis process utilizing matplotlib’s existing toolbar. System re-
quirements such as UI libraries were left to the developer to decide. Research then
narrowed the choices to two libraries, PyQt5 and Tkinter, it was decided this choice
would be determined by small scale testing and feedback from the HERA team in the
initial implementation stage. Figure 4.1 shows the wireframe that was developed to
guide the first iteration. Figure 4.2 shows an example of the labelling process as an
activity diagram. A larger activity diagram as well as other UML diagrams can be
found in Appendix B.
Subsequent iterations did not need heavy design work. Often times they involved
minor alterations to the UI such as adding another drop-down menu to access other
data attributes and removing statistical components from the original design to work
toward developing a new way to access that information. Once the tool accomplished
the goal of being able to label data, UI designs remained relatively unchanged to then
focus on a more robust proof-of-concept application.
4.4 Implementation
Utilizing the overall design, the tool was easily split into stages of development
to allow for the incremental model to be followed, but also to continuously test func-
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Figure 4.1: UVLabel’s Wireframe
tionality and verify UI and UX choices with end-users. Section 4.4.1 introduces the
main window, 4.4.2 discusses the plot widget, 4.4.3 covers data accessors, 4.4.4 ad-
dresses data management, 4.4.5 explains the difficulty with drawing, 4.4.6 explains
the difficulty with custom toolbar additions, 4.4.7 addresses label configuration, and
4.4.8 discusses label management and user experience optimization.
4.4.1 Main Window
During this iteration, many miniature prototypes of individual components were
created using PyQt5 and Tkinter, two UI libraries being considered for the applica-
tion. Requirements dictated that there be as few extra dependencies as possible. The
HERA team uses an anaconda environment to manage python, libraries, and have
all members use a consistent development environment. As it turned out, the two
libraries were already present in HERA’s anaconda development environment. After
discussing with the HERA team the choices, it was decided to continue with PyQt5
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Figure 4.2: Labelling Activity Diagram
Figure 4.3: First Iteration Work
20
Figure 4.4: Second Iteration Work
for its UI design and ability to scale better than Tkinter. The main window was built
as the base for future iterations to refine upon as can be seen from the completely
unrelated plot in 4.3.
4.4.2 Plot Widget
Once the main window had been solidified with placeholder components built,
work could begin on the focal point of the tool: the plot image. As a majority
of work done by the HERA team thus far took place in Jupyter using matplotlib,
it was an obvious decision to continue with familiar tools to them. Furthermore,
after the prior experience with plotting libraries, it seemed that matplotlib was the
only one that could provide the most prebuilt structure for this tool to take shape.
Furthermore, pyuvdata is easily utilized alongside matplotlib, and it made the most
sense that the two should go hand in hand for this tool.
This iteration focused on being able to show a default view of some sample in-
terferometric data in the tool which can be seen in Figure 4.4. On the back-end
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of the tool, the other goal was to focus on setting up the object-oriented version of
matplotlib instead of using pyplot, the state-based implementation of matplotlib.
4.4.3 Data Accessors
Having loaded selected data into the graph, the next step was to be able to
navigate the data. Thus, the next iteration focused on back-end attributes such as
connecting the drop down menus to be able to access other areas of the data, opening
user-specified files, and outlining a data class to keep track of the environment. This
would allow the HERA team to navigate their data with similar ease to their existing
methods.
While labelled as antennas, the combination of the two (valid) antenna selections
determine what baseline the user is looking at. A baseline is determined from the
pair of antennas selected in order to select what section of data to view. When a
user chooses a different antenna and the baseline between the two exists, the graph
should be redrawn to show the correct data. This meant some minor changes to the
graph drawing class had to be made to consider updates from changing antennas.
The code for this tool by this point in time was still fairly small, but it was beginning
to become tedious to add new code and adjust the old code accordingly. To combat
this tediousness the data class was developed in anticipation of a small refactoring of
like classes and functionality into library files in the subsequent iteration.
4.4.4 Data Management
At this stage, focus turned to data and data abstraction. To prepare for the
addition of labelling functionality, functions to access, pass, create, and delete data
needed to be added. At the time, only selected antenna configurations were tracked.
Future data requirements included keeping track of the drawn label location, the
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keywords, the notes, and more. This iteration focused on preparation for the labelling
functionality by creating functions to process the incoming label data. This data
included the object drawn, the antenna configurations, the user’s defined labels, and
the user’s notes. Some examples of these functions are exporting data, importing data,
loading multiple files, creating new labels, adding new labels to existing keywords, and
so on. The code was then refactored by splitting it into a main file which houses the
UI functionality, and two library files which host the soon-to-be customized toolbar
and the data class and functionality respectively.
4.4.5 Drawing a Rectangle
Drawing rectangles is simple in concept but tedious when adding in event handlers.
To draw a rectangle, mouse presses, releases, and holds must be monitored to draw
the rectangle as a user drags the mouse across the screen. The rectangle must be
rendered from the moment the user presses the mouse button until the user releases
the button. Matplotlib provides the tools to create this, but few relevant examples
to implement this. One of the biggest limitations of the custom flagger was not
being able to see what was being drawn until after the drawing was finished. This is
both because of the lack of transparency of the label, and the lack of rendering while
drawing the rectangle. The most difficult part of this was determining how to save
drawn rectangles both to the graph (once deemed sufficient) and to the data class to
be recorded.
This iteration completed with a user being able to draw rectangles in the screen.
4.4.6 Toolbar Annotation
Creating a custom addition to the navigation toolbar is also not easy, and sig-
nificantly harder than drawing a rectangle. This was especially a result of using the
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Qt5Agg back-end, custom toolbars being a rarity, and developer inexperience. As
a result of using PyQt and its Qt5Agg backend, there was a limitation in finding
tutorials to accomplish more difficult tasks, such as this one. Furthermore, creating
a custom toolbar button, a rarity even for matplotlib, meant that of the few PyQt
related tutorials, there were slim chances of finding the tutorial needed to understand
how to add this feature. However, matplotlib is supported by various types of back-
end bases. Each back-end allows for different (sometimes optimized) functionality.
Back-ends allow for extra functionality such as mouse and drawing interactivity, or
better event handling, or data specific handling such as the GIS backend. Eventually
experimentation and translating a Tkagg back-end based toolbar customization into
Qt5Agg’s navigation toolbar solved this problem.
4.4.7 Label Configuration
Connecting the remaining interactive fields: keywords, and notes was the focus of
this iteration after the tedium of the toolbar. Initially there was only one text field
with the expectation that the tool would parse user-entered data. Developing a new
standard for researchers to follow would mean limitless interpretations of what users
could enter. This would also mean to the tool would be unable to error handle user
input and leave the tool subject to unforeseen issues. As a result, the text field was
separated into keywords and notes text fields to lessen the need for users to learn a
standard and encourage them to use the labeller as an organizing and labelling tool.
The final stage was connecting the pieces to make the full labelling process, from
toggling the toolbar, to drawing a rectangle, to adding text, to saving the label. Some
refactoring occurred to accommodate the passing of data between the UI and toolbar
classes, but the connections went fairly easily with the help of PyQt’s signals feature.
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Figure 4.5: Current Iteration Work
4.4.8 User Optimization and Label Management
Finally, with labelling complete, aesthetics and improvements to user experience
commenced. Users should be able to see and access previous labelling work which
led to the addition of a tree on the right side of the labeller to provide visibility to
past keywords and with what data specifications they were used with (i.e., antennas
1 and 2).
Once the tree was added (see Figure 4.5) and successfully updating with the
addition of new labels (see Figure 4.6), the next step was to remove drawings of
labels on the graph when moving to new baselines. However, when a user would move
to a different data view, previous labels would not be completely removed from the
screen. The task of removing rectangles caused a significant delay in re-rendering the
graph and it was discovered that old labels remain until a few new labels are drawn.
Currently, development is stuck in this stage to consider different end paths: attempt
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Figure 4.6: Current Iteration Work Example
program optimization, optimizing or revising the matplotlib library, or redesigning
the tool.
As a result of this delay, it is hypothesized that delays will also occur if selecting
a specific label to view in the graph via the tree, selecting a keyword to view multiple
labels in the graph via the tree, and editing drawn labels (ie moving, resizing). These
delays will likely impart a severe detriment to user experience of the tool, but also
restrict development as the app continues.
Currently, alternative methods are being explored. Blitting, a rendering technique
known to improve rendering speed by copying bits of graphical memory to another
area, has been tried to no avail, as well as attempting to optimize the drawing func-
tionality of labels.
4.5 Testing
Throughout development, this tool remained incredibly small. As a result of the
UI changing with every iteration, using an automated GUI tester would not be ideal.
26
No. Test Description Test Steps
TC01 UVLabel can launch
from Windows, Mac,
Linux
> python UVLabel.py
TC03 Check Open opens
uvfits file 1. Ctrl + O / Cmd + Q / Menu > Open
2. Select uvfits file
Table 4.2: Table of Manual Tests
The test would need to be rewritten almost ever iteration. Therefore, the UI was
manually tested. With each iteration, new manual tests were added to consider the
newly developed features. Table 4.2 shows a listing of some of two beginning tests.
Future testing will involve unit testing of the data class to ensure that data is
processed correctly and not subject to potential user error such as a user creating
their own exported file to import to the tool. Once the UI is less subject to change,
GUI testing will also be added through libraries such as LDTP/Cobra/PyATOM (for
Linux, Windows, and OSX respectively).
4.6 Future Development Stages
The incremental model does not describe deployment or maintenance stages as
other models such as waterfall do. Incremental mentions release stages, however, this
project is not at a sufficiently completed state. However, the release stage has been
split into deployment and maintenance and described below to elaborate on the tool’s
future use and continued development. Though the project is far from finished it is
important to consider the latter half of the project’s life cycle.
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4.6.1 Deployment
This tool can be found on GitHub at github.com/dannyjacobs/uvlabeller.
It is open source for both users and developers to modify. This tool is near the
end of its first stage of development having accomplished the labelling task. It will
be distributed to the researchers who worked on the match filter program and the
original labeller attempt in order to have the tool be evaluated by end-users.
4.6.2 Maintenance
This tool has not yet reached a stage in which maintenance can occur. Steps to
accommodate future maintenance have included extensive and familiar documenta-
tion for future developers. As bugs are found and features are suggested, they will be
directed to fill out a GitHub issue. A README documents this process for future
bug reporters.
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Chapter 5
EVALUATION
5.1 User Needs
tThe flagging tool and match filter, two of the approaches to flagging earlier, would
benefit from UVLabel at its current state. The flagging tool can use the exported
label data from UVLabel to address its experiemnt replication limitation. However,
UVLabel currently does not export labels as flagged data. There would still need to
be some conversion work between labels and flags in order for the tools to supplement
each other. Exporting flagged data is among one of the next tasks to complete and
is not yet a feature. UVLabel allows users to quickly go through labelling data and
and label the data at different magnifications and still see the different layers of
labels. This is primarily due to the difference in rendering approaches in the tools.
The match filter would benefit from UVLabel as it would allow users to look for
and identify trends in the data. It could be utilized by HERA members to adapt
the match filter to HERA data as well. Previously, the data would be visualized
in a Jupyter notebook alongside typed or written notes about each file, time, and
frequency about frequently appearing trends. The labels can be self contained in a
file along with their file and configuration information instead of needing to retain
that information manually.
5.2 GitHub Issues
Another way to view the potential use of UVLabel is through the GitHub issues
that have been made in HERA libraries and some of the mentioned flagging methods.
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Figure 5.1: HERA QM Issue 164
5.2.1 HERA Quality Metrics (QM)
The HERA team has noticed that their XRFI method fails at instances where the
RFI’s are not strong enough to be flagged. Their earliest created issue details their
need to make the XRFI more robust while not flagging everything in the process.
Though resolved, the XRFI still misses other RFI’s as evidenced by later issues seen
in Figure 5.1 and in 5.2. Using UVLabel could help identify unflagged RFIs and
potentially improve XRFI through the involvement of other flagging solutions or
improving the XRFI process.
5.2.2 HERA Calibration (Cal)
Another area that suffers as a result of insufficient flagging ability is in calibration.
This library solves for delays found in the data that occurs as a result of data collected
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Figure 5.2: HERA QM Issue 255
over time. This area of the pipeline has noted issues in less significant RFI’s not being
flagged seen in Figure 5.3 and instances in which small RFI’s appear in some plots
but not others which can be seen in Figure 5.4. This could also benefit from UVLabel
improving the XRFI method or by allowing another method in which to flag data.
5.2.3 Sky-Subtracted Incoherent Noise Spectra (SSINS)
The SSINS library has noted areas in which the flagger could improve. Currently,
it does not do well with unidentified or unique shapes. UVLabel would enable easier
trend collection of shapes, and could adapt to have a custom drawn shape that would
allow for closer analysis.
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Figure 5.3: HERA Cal Issue 311
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Figure 5.4: HERA Cal Issue 437
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Chapter 6
CONCLUSION
6.1 Learning Outcomes
As a result of this project changing directions from evaluating neural networks
to developing an annotation tool, it brought to light an interesting question: how
often is a tool is remade within individual labs because no one published their work,
shared it, or made it applicable to other situations? This work has reinforced how
abundantly needed annotations tools are in fields of research with difficult data.
Traditionally a waterfall or a modified agile model has been implemented aca-
demic settings, which lead to implementing the incremental process a unique experi-
ence. Furthermore, the simplicity behind PyQt’s signals were refreshing compared to
existing event handlers in other languages.
One of the most enjoyable parts was learning about a different field’s concepts
and information. Despite that, it would not be surprising if this is one of the limiting
factors of why researchers’ develop their own code and do not employ developers to
help out.
6.2 Future Work
UVLabel is still in development. The performance problems discussed have caused
a short term blocker. There are a few ideas to try in hopes of breaking through the
block. Incorporating CASA features into UVLabel will likely be the next step or be
done in parallel to find new solutions.
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APPENDIX A
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The following requirements have been separated based on tool and user require-
ments. User requirements has been further broken down into completed and uncom-
pleted requirements.
Req. ID Requirement
TR01 The tool shall be usable in all platforms (Windows, OSX, Linux)
so that the tool is accessible to all users.
TR02 The tool shall be written in Python so that the system can be
understood and contributed to by future developers.
TR03 The tool shall use common libraries so that library dependencies
can be minimized.
TR04 The tool shall follow PEP8 style standards, so that the code can
follow a concise and established structure.
TR05 The tool shall be documented with PEP257 coding standards, so
that the code can be understood by future developers.
Table A.1: Table of Tool Requirements
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Req. ID Requirement
UR01 The user shall be able to exit the application from the quit button
and the window exit button, in order to leave the application.
UR02 The user shall be able to browse for files by selecting the import
button, in order to find a file to import.
UR03 The user shall be able to import uvfits files by selecting the import
button, in order to view HERA data in the application.
UR04 The user shall be able to navigate between baselines by selecting
different antennas, in order to view different sections of the data.
UR05 The user shall be able to zoom into the data by selecting the zoom
button, in order to view magnified areas of the data.
UR06 The user shall be able to reset the data view by selecting the home
button, in order to view the overall data.
UR07 The user shall be able to pan through the data by selecting the pan
button, in order to move around the data.
UR08 The user shall be able to enable and disable the annotate button
by selecting the annotate button in the toolbar, in order to turn
annotations on and off.
UR09 The user shall be able to label data by drawing a rectangle when
the annotation button is selected, in order to highlight areas of
interest.
UR10 The user shall be able to label data by adding keywords, in order
to categorize areas of interest.
UR11 The user shall be able to add notes to labelled data, in order to
elaborate on areas of interest.
UR12 The user shall be able to save labels, keywords, and notes by se-
lecting the save button, in order to retain the label created.
UR13 The user shall be able to export label data by selecting the export
button, in order to retain the labelling data created during the
session.
UR14 The user shall be able to view labels in a side tree by saving labels
so that an overview of the label configurations and properties can
be visible.
UR15 The user shall be able to zoom into the data by selecting the zoom
button, in order to view magnified areas of the data.
Table A.2: Table of Complete User Requirements
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Req. ID Requirement
UR16 The user shall be able to import uvh5 files by selecting the import
button, in order to view h5 data files in the application.
UR17 The user shall be able to label time channels by entering a list of
values, in order to isolate specific time segments.
UR18 The user shall be able to label frequency channels by entering a list
of values, in order to isolate specific frequency segments.
UR19 The user shall be able to label pixels by clicking the pixel once, in
order to label small interferences.
UR20 The user shall be able to delete labels by selecting a label and
pressing the delete button, in order to remove incorrect or uneeded
labels.
UR21 The user shall be able to load flag files by selecting the import flag
array, in order to view masked data.
UR22 The user shall be able to enable the ability to flag data by selecting
the flag button, in order to mask interferences in the data.
UR23 The user shall be able to flag data by drawing a rectangle and
selecting the save button, in order to identify interferences in the
data and mask them.
UR24 The user shall be able to flag pixels by clicking the pixel once, in
order to flag small interferences.
UR25 The user shall be able to unflag data by drawing a selection box
around data to be unflagged, in order to remove incorrect flags.
UR26 The user shall be able to export flags to a flag data file by selected
export flags, in order to create or update an existing flag file for the
data.
UR27 The user shall be able to choose between real and complex data by
selecting the real or complex option, in order to show different data
views.
Table A.3: Table of Incomplete User Requirements
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Figure B.1: Brainstorming the UI design with HERA.
Figure B.2: Focusing on finer details of the UI design with HERA.
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Figure B.3: Whiteboarding functionality
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APPENDIX C
MODELING
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Figure C.1: Use Case Diagram
45
Figure C.2: Overall Activity Diagram
46
Figure C.3: Labelling Sequence Diagram
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APPENDIX D
TESTING
48
No. Test Description Test Steps
TC01 Check UVLabel can
launch from Windows,
Mac, Linux. 1. > python UVLabel.py
TC02 Check Exits exit the
program safely
1. Menu > Exit
2. > Corner X
3. Ctrl + Q / Cmd + Q
TC03 Check Open opens
uvfits file
1. Ctrl + O / Cmd + Q / Menu > Open
2. Select uvfits file
Table D.1: Manual Testing: Basic Application
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No. Test Description Test Steps
TC04 Check opened file pop-
ulates antennas.
1. TC03
2. Open left antenna dropdown (scroll)
3. Open right antenna dropdown (scroll)
TC05 Check opened file pop-
ulates polarizations.
1. TC03
2. Open polarization dropwdown (scroll)
TC06 Check antenna and
polarization selections
update the graph. 1. TC03
2. Select one of first five antennas
3. Repeat with other antenna selection.
4. Select polarization
Table D.2: Manual Testing: Main UI
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No. Test Description Test Steps
TC07 Check toolbar: pan.
1. TC03
2. Select the pan button (4th from the
left) to enable
3. Mouse drag the plot
4. Select the pan button to disable
TC08 Check toolbar: zoom.
1. TC03
2. Select the zoom button (5th from the
left) to enable
3. Draw a selection box
4. Select the zoom button to disable
TC09 Check toolbar: home.
1. TC03
2. Select the home button (1st from the
left)
Table D.3: Manual Testing: Toolbar UI
51
Test No. Test Description Test Steps
TC10 Check labelling.
1. TC03
2. Select the annotate button (1st from
the right) to enable
3. Draw a selection box
4. Add key,word, labelExample to the
keywords text box
5. Add This is a note. to the notes
text box
6. Select save label
7. Draw a selection box
8. Add labelExample to the keywords
text box
9. Select save
10. Draw a selection box
11. Add This is a note. to the notes
text box
12. Select save
13. Select the annotate button to disable
TC11 Check export.
1. TC10
2. Menu > Export
3. Enter test_11.json in the filename
box
4. Select Export
Table D.4: Manual Testing: Labelling
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Figure E.1: UVLabel’s Toolbar
E.1 MATPLOTLIB
To optimize user experience, matplotlib’s toolbar was imported by default. Func-
tionality has not been altered, but will still be covered for those unfamiliar with
matplotlib’s toolbar.
In Figure E.1, from left to right is Home, Forward, Back, Move (Pan), Zoom, Con-
figuration, and Save. These buttons each manipulate the graph from resetting it to
switching to a saved view to moving the graph around or zooming into it respectively.
Configuration will allow you to change the scaling, size, and colors of the image. Save
will allow you to save the graph instance as a PNG (or other). Move and zoom have
slightly modified functions to account for the custom functionality introduced on the
other side of the toolbar. They still function the same, but do not work while the an-
notate functionality is enabled. This is to prevent the functionalities from interfering
with each other.
Someone familiar with the matplotlib toolbar will note there are some slight dif-
ferences in the toolbar that are unique to this tool. Specifically, the coordinates and
annotate button on the far right. Those are custom additions to allow for cursor
location awareness and enabling labelling since it is not a native matplotlib feature.
E.2 LABELLING
Users can enable the annotate button on the far right of the toolbar and subse-
quently be able to draw transparent bounding boxes around areas they want to save
information about. Users can then fill out the keywords and notes sections below the
graph as seen in Figure E.2. Should the box drawn not be correct or enough, the user
can redraw the box as many times as needed.
Once the user is ready to save their label, they must click save label. Clicking this
causes a few events to happen. First, the drawn annotation, the keywords, and the
notes are saved in cache memory. Next, the sidebar of keywords is updated based on
what is in the memory cache. It will update with any new keywords and populate
the label based on the baseline and polarity as well as add the label to any existing
labels in the tree. Future functionality will allow you to select the label, the keyword,
or multiple labels and show only those selections on the plot. This can be seen in
Figure E.3. Finally it is drawn to the graph to make sure it can still be seen as more
annotations are made.
When enough annotations are made, the user can continue annotating other base-
lines by changing the antennas selected or polarity, or export their data. This will
allow them to retain their notes, labels, and locations of labels in order to import and
draw them in a different instance.
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Figure E.2: UVLabel’s Labelling Feature
Figure E.3: UVLabel’s Keyword Management
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