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Abstract
In this paper, we propose two macroscopic tumor growth models to incorporate and investigate the
spatial effects of autophagy. The cells are classified into two phases: normal cells and autophagic cells,
whose dynamics are also coupled with the nutrients. First, we construct a fluid mechanical model describing
the evolution of cell densities, where the drift is determined by the negative gradient of the joint pressure,
and the reaction terms manifest the unique mechanism of autophagy. Next, in the incompressible limit,
such a cell density model naturally connects to a free boundary model, describing the geometric motion of
the tumor region. Analyzing the free boundary model in a special case, we show that the ratio of the two
phases of cells exponentially converges to a “well-mixed” limit. Within this “well-mixed” limit, we obtain
an analytical solution of the free boundary model which indicates the exponential growth of the tumor
size in the presence of autophagy in contrast to the linear growth without it. We also provide extensive
numerical simulations to illustrate the properties of the tumor models and explore with specially designed
experiments the effects of autophagy, such as the enhancement of survivability.
Keywords: Autophagy, Tumor growth, Cross-diffusion, Free boundary problem
Mathematics Subject Classification: 35Q92, 35R35, 76D27, 92-10, 92D25
1 Introduction
The growth mechanism of solid tumors, or living tissues in general, is one of the central research topics in many
disciplines. The relevant studies from the aspects of mathematical modeling, analysis, numerical simulation, etc. have
been active in the past few decades (e.g., [3, 15, 28, 33, 40]). Tumor growth can be influenced by many factors and
mechanisms such as concentration of nutrients, spatial availability due to contact inhibition, chemical signals, mutation
and so on.
In this paper, we focus on autophagy, which is also a crucial mechanism for tumor growth [21, 22, 27]. Since de
Duve introduced the term “autophagy” in 1963, it has attracted many researchers to study its various aspects. Roughly
speaking, autophagy is a catabolic process during which cells “eat” their own constituents, to maintain homeostasis
and to adapt to stress. Autophagy has been recognized as a process of fundamental significance with connections to
many topics such as health, cancer, microbial injection and neurodegeneration [19, 20, 30–32, 37, 41].
In contrast to the importance and popularity of autophagy, few mathematical models have been proposed to
understand the mechanism from the perspective of cell population dynamics. As far as we know, [18] is the first to
establish an ODE model for cell population dynamics with the effects of autophagy. Here we present a modified version
of their model, while capturing the essence of the unique mechanism:


dn1
dt
= G(c)n1 −K1(c)n1 +K2(c)n2.
dn2
dt
= (G(c)−D)n2 +K1(c)n1 −K2(c)n2.
dc
dt
= −λ(t)(c− cB(t))− ψ(c)(n1 + n2) + an2.
(1)
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Figure 1: Illustration of the ODE model. The two gray squares denote the densities of normal cells n1 and
autophagic cells n2. And the green square denotes the nutrient concentration c. Normal cells change into
autophagic cells with a transition rate K1. And autophagic cells change into normal cells with a transition
rate K2. Normal cells and autophagic cells both grow with a net growth rate G. Dashed lines show the
consumption or supply of nutrients by cells. Both normal cells and autophagic cells consume nutrients with
a rate ψ. The key assumption is that autophagic cells will “kill” themselves with an extra death rate D to
provide nutrients with a supply rate a. Nutrients are added with a rate λcB and discharged with a rate λc.
In this ODE model (1), cells are classified into two phases: normal cells and autophagic cells. Their densities are
n1, n2 while c denotes the concentration of nutrients. G(c) is the net growth rate of normal cells, which could be
understood as the birth rate minus the death rate. Autophagic cells have an extra death rate D due to the “self-eating”
mechanism. Two types of cells can change from one type to another with transition rates Ki(c), i = 1, 2. Both cells
consume nutrients with the consumption rate ψ(c), while autophagic cells provide nutrients with the supply rate a
by degrading its own constituents. The nutrient solution is pumped in and out with the same rate λ(t). Note that
λ(t)(cB(t)− c) denotes the difference of nutrients between input flux and output flux, and thus it is the rate of change
of the nutrient concentration due to the pumping process.
The key ingredient in this model is that while autophagic cells provide nutrients from the degradation of its own
constituents with the nutrient supply rate a, the trade-off is an extra death rate D. We assume
D > 0, a > 0, (2)
are constants for simplicity.
The net growth rate for normal cells G(c) increases with the concentration of nutrients. And the transition rates
K1(c),K2(c) are positive since autophagy is a reversible process. When the nutrient is deficient, autophagy is active
and normal cells will change into autophagic cells faster. While when the nutrient is sufficient, autophagic cells will
turn back to normal cells faster. Mathematically we have the following assumptions on G,K1,K2:
G′(c) ≥ 0, K1(c), K2(c) > 0, K′1(c) ≤ 0, K′2(c) ≥ 0. (3)
For the consumption rate ψ(c) we assume it is non-negative and increasing with c. When there is no nutrient
the consumption rate shall be zero. Moreover, we assume there exists a critical nutrient concentration c0, such that
ψ(c0) = a. To summarize, we have the following assumption on the consumption rate ψ(c):
ψ(0) = 0, ψ′(c) > 0, ∃c0 > 0 s.t. ψ(c0) = a. (4)
If c > c0, then ψ(c) > a, which means the nutrient is sufficient enough that autophagic cells consume more nutrients
than they supply. While when 0 < c < c0, ψ(c)− a < 0, which means autophagic cells supply more nutrients than they
consume.
The ODE model (1) is based on the assumption that the spatial distributions of cells and nutrients are homogeneous.
To our best knowledge, despite autophagy plays a crucial role in tumor growth, there is no spatial population model
developed to understand its effect. The motivation of this paper is to study how autophagy influences the spatial
growth of tumor. Hence, we propose and study a spatial model of tumor growth in the presence of autophagy.
Before we move on to spatial models, we remark that the effect of autophagy on the net growth rate is complicated.
The introduction of the extra death rate D in (1) is a simplified assumption. In [18] they consider a different growth
rate which can be interpreted as using −δ2(µ)n2 instead of (G(c)−D)n2 in the second equation of (1). They assume
δ2(µ) is the death rate of autophagic cells which depends on the ratio of normal cells in all cells µ =
n1
n1+n2
. We stress
that in both models the autophagic cells show a reduced net growth rate.
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For how tumor grows in space, there have been numerous mathematical models in literature [28, 33, 40]. At the
population level continuum models are widely used. Most continuum models fall into two categories: either they
describe the densities of tumor from a fluid mechanics point of view [3, 39], or they treat the tumor as an expanding
domain Ω(t) and describe its geometric motion, where free boundary problems arise [14, 15]. The connection between
these two kinds of models has been established through the “incompressible limit” [29, 34].
First, we extend the ODE system (1) to a PDE system describing the evolution of cell densities, as a tumor growth
model with the effects of autophagy. We denote the local density at position x ∈ Rd, time t ≥ 0 by n1(x, t) (or
n2(x, t), c(x, t)) instead of a homogeneous density n1(t) (or n2(t), c(t)). The spatial motions of cells and nutrients are
different. While for nutrients we assume they diffuse quickly, the spatial motion of cells is more complicated. We
assume both kinds of cells are driven by a velocity field v. The velocity field v is induced by the local pressure p(x, t)
through Darcy’s law: v = −∇p from a fluid mechanical view [34]. We connects the pressure to densities via the simplest
constitute law p(x, t) = γ
γ−1
(n1(x, t) + n2(x, t))
γ−1(γ > 1). Biologically the interpretation is that proliferating cells
exert a pressure on their nearby cells, which pushes them to move. The full presentation of this PDE model is given in
subsection 2.1.
Mathematically our assumptions on the spatial motion of cells lead to a porous-media type cross-diffusion system
with reactions, of which a systematic treatment is still lacking in the current literature. In the absence of nutrients,
existence is first established in [1, 2] with a non-vacuum assumption on initial data. Recently it is shown that well-
posedness can be established without this assumption [5, 17, 38]. Moreover, the incompressible limit to a Heke-Shaw
problem has been established [4] and the case when two kinds of cells have different mobilities has been studied [26].
The cross-diffusion system with reactions, which is also coupled with the dynamics of nutrients, is formidable for
direct analysis. Such a cross-diffusion model can be interpreted as a cell density model, whose incompressible limit has
been identified in previous work [4, 12, 34]. Heuristically, as γ → +∞, the cell density model becomes “incompressible”
and converges to a free boundary model. The resulting free boundary problem is more tractable to obtain analytical
results and is a useful approximation for the cell density model with large γ. There have been fruitful results studying
the tumor growth in one-species cases with the help of the incompressible limit, for example traveling solutions [35],
analytical solutions [24, 25] and numerical schemes [16, 23]. The incompressible limit in tumor growth model is first
rigorously established in [34] and quite recently two-species cases [4, 13] and the case with nutrients [12] are studied,
which are more relevant to our PDE model involving autophagy.
Next, we derive a free boundary model with a formal incompressible limit from the cell density model. Here we do
not justify the limit rigorously but study the limited model directly. In the free boundary model, the cells are assumed
incompressible and the tumor is described by an expanding domain Ω(t). The total density n = n1 + n2 inside Ω(t) is
assumed to be a constant. And the pressure p and the concentration of nutrients c evolve as Ω(t) evolves. To describe
the interplay of two kinds of cells, a density fraction µ(x, t) is introduced. µ(x, t) stands for the ratio of normal cells in
all cells, corresponding to n1(x,t)
n1(x,t)+n2(x,t)
in the cell density model. The formal derivation and full presentation of this
model are given in subsection 2.2.
Free boundary models describing tumor consisting of different kinds of cells have been proposed directly, rather
than from an incompressible limit, in literature around 2000. Ward and King [43, 44] consider models for living and
dead cells. Pettet et al. [36] constructed a model for proliferating cells and quiescent cells. And a general free boundary
framework was given by Friedman [14]. These multi-species free boundary models have attracted much mathematical
interest for well-posedness [7, 10, 11], stationary solutions and stability [6, 8]. We note that in the presence of nutrients,
the free boundary models are not exactly the incompressible limit of the cell density models when there is necrotic core
[33, 35].
In summary, we construct two models to study spatial effects of autophagy in tumor growth: a compressible cell
density model and an incompressible free boundary model. To investigate these two models, first we analyze the free
boundary model. An interesting result here is that in a special case, we can obtain a clear asymptotic result for the
density fraction µ: µ will converge to a spatial homogeneous constant state. We call this phenomenon the “well-mixed”
limit. We obtain two results characterizing this limit: a uniform convergence result (Theorem 1) and convergence in
the “L2n(n ∈ N+) norm” under a family of conditions (Theorem 2).
This “well-mixed” limit of density fraction µ allows us to further simplify the model and derive analytical solutions
with a similar manner as in [24]. From the analytical solution we observe that when the nutrient provided by autophagy
is sufficient, the tumor will expand exponentially in contrast to linear growth rate without autophagy in [24]. The
essential reason behind the exponential growth is that when the extra nutrient supply rate a from autophagy has a
bigger effect than the extra death rate D due to autophagy, the tumor can access to sufficient nutrients whatever big
it is.
Then we carry out numerical simulations on the compressible cell density model, adapting the numerical scheme
in [23]. By numerical experiments we first demonstrate the analytical results. Then we consider tumor in a container,
corresponding to a PDE system with Neumann boundary condition, which is more similar to the ODE model. We
perform numerical simulations on this model to study the effects of autophagy in more complicated scenarios.
Arrangement of this paper The rest of this paper is arranged as follows. We present the two models and discuss
the assumptions on the free boundary model in Section 2. Under these assumptions, in Section 3 we analyze the free
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boundary model and prove the “well-mixed” limit. Within the “well-mixed” limit, in Section 4 we obtain an analytical
solution in a special case to further investigate the model. We also numerically demonstrate some analytical results.
Finally, Section 5 is denoted to numerical simulations on the Neumann problem in more complicated settings.
2 Models and interpretations
In this section, we present the two models for tumor growth with autophagy: the compressible cell density model
and the incompressible free boundary boundary model. Moreover, the model assumptions are presented with detailed
interpretations.
2.1 Compressible cell density model
We extend the ODE system (1) to involve spatial effects. We assume cells are driven by the negative gradient of
pressure while nutrients diffuse quickly, which leads to the following PDE system:


∂n1
∂t
−∇ · (n1∇p) = G(c)n1 −K1(c)n1 +K2(c)n2, x ∈ Rd, t > 0.
∂n2
∂t
−∇ · (n2∇p) = (G(c)−D)n2 +K1(c)n1 −K2(c)n2, x ∈ Rd, t > 0.
ǫ ∂c
∂t
−∆c+ ψ(c)(n1 + n2) = an2, x ∈ Rd, t > 0.
c(x, t)→ cB , |x| → ∞.
(5)
Here n1(x, t), n2(x, t) are local densities of two kinds of cells and c(x, t) represents the local concentration of nutrients,
at position x ∈ Rd, time t > 0. As in the ODE model, G(c) is the net growth rate of normal cells and K1(c),K2(c) are
transition rates with which two phases of cells change into each other. ψ(c) is the consumption rate of nutrients. The
key ingredient for autophagy in the ODE model is “inherited”: D is the extra death rate of autophagic cells and a is
the nutrient supply rate from autophagy. The parameters satisfy (2)∼(4) as in the ODE model.
For the spatial motion of cells, we take a fluid mechanical point of view. We assume they are driven by a velocity
field which equals to the negative gradient of the pressure p (Darcy’s law) [34]. And the pressure arises from the
mechanical contact between cells. Here we assume p is a power of total density n = n1 + n2, precisely:
p(x, t) =
γ
γ − 1(n(x, t))
γ−1, n(x, t) := n1(x, t) + n2(x, t), γ > 1. (6)
The choice (6) and Darcy’s law lead to porous-media type diffusion. Indeed if we add the first two equations in (5)
and introduce the density fraction µ = n1
n1+n2
, then we obtain
∂n
∂t
= ∆(nγ) + µG(c)n+ (1− µ)(G(c)−D)n, (7)
where ∆(nγ) term arises.
For the spatial behavior of nutrients c, we assume they diffuse quickly. ǫ > 0 is a parameter reflecting the time scale
of the evolution of nutrients, which is usually smaller than cells. In the following we consider both the quasi-static case,
i.e. ǫ = 0, and the case ǫ = 1. The boundary value cB corresponds to the nutrients flux supplied by the environment.
This system for nutrients has an important variant. When initially total density n = n1 + n2 has a compact support,
then at least formally from the property of porous-media type diffusion (7), we deduce that n(·, t) has a compact
support for every t > 0 (e.g., see section 4.2 in [33]). Thus Ω(t) := {x : n(x, t) > 0}, the region occupied by tumor, is a
bounded domain for all t > 0. Therefore we could use a different (and more realistic) model for nutrients:

ǫ ∂c
∂t
−∆c+ ψ(c)(n1 + n2) = an2, x ∈ Ω(t),
c = cB , x /∈ Ω(t).
Ω(t) := {x : n(x, t) > 0}.
(8)
System (8) is used in the free boundary model.
To complete the system (5),(6), we should involve initial values of n1, n2:{
n1(x, 0) = n
0
1(x) ≥ 0,
n2(x, 0) = n
0
2(x) ≥ 0,
(9)
and an initial value for nutrients c if ǫ > 0.
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Moreover, if we try to derive an equation for the density fraction µ = n1
n1+n2
, with straightforward calculation we
have (at least formally, since the definition of µ out the support of n is ambiguous)
∂µ
∂t
− (∇µ) · (∇p) = −µK1(c) + (1− µ)K2(c) +Dµ(1− µ), (10)
which indicates the hyperbolic nature of the dynamics of two-species. This equation is used to characterize the two
species dynamics instead the equations for n1, n2 in the free boundary model.
2.2 Incompressible free boundary model and assumptions
In this subsection, we derive and present the free boundary model. Then we give assumptions for the analysis in the
next section.
2.2.1 Derivation of the free boundary model: a formal incompressible limit
We derive the free boundary model via a formal incompressible limit from the compressible cell density model (5). The
formal derivation is quite standard [33, 34]. We refer to [29] for a rigorous analysis on the geometric motion of the limit
Hele-Shaw problem in one species case.
To be concise we introduce two shorthand notations
G1(c) := G(c), G2(c) := G(c) −D, (11)
which are the net growth rate of normal cells and autophagic cells, respectively.
First we multiply (7) with γnγ−2, which is the derivative of p with respect to the total density n, then we obtain
∂p
∂t
− |∇p|2 = (γ − 1)p(∆p+ µG1(c) + (1− µ)G2(c)). (12)
Formally let γ →∞ in (12), one obtains
p(∆p+ µG1(c) + (1− µ)G2(c)) = 0. (13)
Assuming p is bounded, as γ →∞ the relation of p = γ
γ−1
nγ leads to
n(x, t)
{
= 1, p(x, t) > 0.
∈ [0, 1], p(x, t) = 0. (14)
To avoid the formation of necrotic core (c.f [9, 33, 35]), we assume the following weighted net growth rate is always
non-negative:
µG1 + (1− µ)G2 ≥ 0, ∀x ∈ Rd, t ≥ 0. (15)
Then for simplicity we assume the total density n is expanding as a characteristic function and we assume Ω(t)
defined as in (8) satisfies:
Ω(t) = {x : n(x, t) > 0} = {x : n(x, t) = 1} = {x : p(x, t) > 0} (16)
Then from the equation of pressure p (13), we have{
−∆p = µG(c) + (1− µ)(G(c)−D), x ∈ Ω(t),
p = 0, x ∈ ∂Ω(t),
where in the first equation we substitutes the definition of G1, G2 in (11).
Since n ≡ 1 in Ω(t), we have n1 = nµ = µ, n2 = n(1− µ) = 1− µ. Thus, from (8) we have{
ǫ ∂c
∂t
−∆c+ ψ(c) = (1− µ)a, x ∈ Ω(t),
c = cB , x ∈ ∂Ω(t).
For simplicity, in the free boundary model we focus on the quasi-static case: ǫ = 0. We formally think the evolution of
density fraction µ still satisfies (18) for x ∈ Ω(t) after taking the limit.
The last but subtlest component of the model is the evolution of Ω(t). We formally think the evolution of Ω(t) is
determined by the motion of its boundary ∂Ω(t). And the moving speed of ∂Ω(t) is still determined by Darcy’s law.
The moving speed in the normal direction satisfies:
Vn = −∇p · n, x ∈ ∂Ω(t).
where n is the outer normal direction of Ω(t).
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2.2.2 Model and assumptions
To summarize, the free boundary model consists of 4 components: the time-dependent domain Ω(t), the pressure
p which determines the moving speed of ∂Ω(t), nutrients c and the density fraction(of normal cells) µ for two-cells
dynamics, which corresponds to n1
n1+n2
in the compressible model. If µ(x, t) = 1, it means locally all cells are normal
cells. If µ(x, t) = 0, it means locally all cells are autophagic cells.
Initially we shall specify a domain Ω(0) and an initial value for µ, µ(x, 0) = µ0(x) which is a function in Ω(0). Since
µ0 is the density fraction, it should take values in [0, 1], i.e.,
µ(x, 0) = µ0(x), µ0(x) ∈ [0, 1], x ∈ Ω(0). (17)
As time evolves, the density fraction µ satisfies a reaction-convection equation on a time-dependent domain while
pressure p and nutrient c solves two elliptic equations for each time t ≥ 0.
∂µ
∂t
− (∇µ) · (∇p) = −µK1(c) + (1− µ)K2(c) +Dµ(1− µ), x ∈ Ω(t). (18){
−∆p = µG(c) + (1− µ)(G(c)−D), x ∈ Ω(t),
p = 0, x ∈ ∂Ω(t). (19){
−∆c+ ψ(c) = (1− µ)a, x ∈ Ω(t),
c = cB , x ∈ ∂Ω(t).
(20)
The evolution of Ω(t) is determined by the motion of its boundary ∂Ω(t). Same as the compressible model, the
moving speed of boundary is governed by the negative gradient of pressure (Darcy’s law). Precisely, the moving speed
in normal direction is
Vn = −∇p · n, x ∈ Ω(t). (21)
As we will show in Proposition 1 in Section 3, under the Assumption 1 below, Vn = −∇p · n > 0 thus we do not
need a boundary condition for the hyperbolic equation (18).
Last but not least, we impose the following assumption, which is inherited from (15) in the formal derivation.
Assumption 1. For T > 0, the weighted net growth rate µG + (1− µ)(G−D) is non-negative, i.e.,
µ(x, t)G(c(x, t)) + (1− µ(x, t))(G(c(x, t))−D) ≥ 0,
for all x ∈ Ω(t), 0 ≤ t < T . And for every t ≥ 0 there exists at least one point x ∈ Ω(t) such that the strict inequality
holds.
Assumption 1 allows the net growth rate of autophagic cells G(c) −D to be negative, but assumes the nutrient is
sufficient enough such that the weighted net growth rate is non-negative at every point in tumor. This is important
for the connection between the free boundary system (17)∼(21), which is already closed itself, and the limit problem
of the compressible model (5).
Note that if Assumption 1 is true, then by maximum principle onenutrient depletion yields that p(x, t) > 0, for all
x ∈ Ω(t). This rules out the formation of the necrotic core inside Ω(t), the case when the total density n decays to
be less than 1 and pressure p becomes zero (see section 7.3 in [33]). Biologically, necrotic core means dead cells form
a core in the tumor region due to the lack of nutrients [9, 35]. We numerically simulate the compressible cell density
model to study the case when nutrient is not sufficient and the necrotic core is formed in Section 5.
Besides, we assume the following regularity of solutions for the analysis in next section.
Assumption 2. For T > 0, we have
1. Ω(t) is a bounded and simple-connected domain with smooth boundary for all t ∈ (0, T ). And the moving speed
of boundary satisfies (21), that is, there exists a parameterization of the boundary Ω(t): x(t, α), α ∈ [0, 1], which
satisfies
d
dt
x(t, α) = −∇p(x(t, α), t), x(t, 0) = x(t, 1).
for all t ∈ (0, T ), α ∈ [0, 1].
2. Let QT = {(x, t), x ∈ Ω(t), t ∈ [0, T )}. Then p, c, µ ∈ C2(QT ). And (18)∼(20) are satisfied in classical sense.
The global and explicit formulation of moving speed of boundary is convenient for the flow map formulation of Ω(t)
(Proposition 2) in next section.
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3 Analysis on the free boundary model and the well mixed limit
This section is devoted to analyzing the free boundary model (17)∼(21). First we give basic properties which shed
some light on the structure of solutions, then we study the asymptotic behavior of the density fraction µ. In a special
case, we show that the density fraction µ converges to a spatial homogeneous state within the tumor region Ω(t) as t
goes to infinity. Moreover, the convergence is exponential. We call this phenomenon the “well-mixed” limit.
3.1 Well-posedness, characteristic structure and boundness of µ
In this subsection, we give some basic properties for the free boundary model. In particular we prove the characteristic
structure of the density fraction µ which is useful in analyzing its asymptotic behavior.
First, we have the following proposition on the moving speed of ∂Ω(t).
Proposition 1. For T > 0, suppose (Ω, p, c, µ) is a solution of the free boundary system (17)∼(21) which satisfies
Assumption 1 and 2 on the time interval (0, T ). Then the moving speed of the boundary ∂Ω(t) in normal direction is
positive, that is,
Vn = −∇p · n > 0,
for every x ∈ ∂Ω(t) and t ∈ (0, T ).
Proof. From Assumption 1 we have ∆p = −(µG+ (1− µ)(G −D)) ≤ 0 for all x ∈ Ω(t), thus p achieves its minimum
in Ω(t) at ∂Ω(t). Thanks to the Dirichlet zero boundary condition, every point on ∂Ω(t) is a minimum point. Thus
by Hopf’s lemma we have ∂p
∂n
< 0 for all x ∈ ∂Ω(t), unless p(·, t) ≡ 0 in Ω(t). The latter case implies ∆p ≡ 0 which
contradicts the Assumption 1.
Proposition 1 ensures that we do not need a boundary condition for the density fraction µ. To give a clear statement
of its useful characteristic structure, we first give a reformulation of Ω(t) through the following flow map:{
dx
dt
(t, y) = −∇p(x(t, y), t).
x(0, y) = y ∈ Ω(0). (22)
Well-posedness of this flow map is stated in the following proposition.
Proposition 2. For T > 0, suppose (Ω, p, c, µ) is a solution of the free boundary system (17)∼(21) which satisfies
Assumption 1 and 2 on the time interval (0, T ). Then the followings are true.
1. The solution of the flow map (22) x(t, y) exists and is unique for all initial y ∈ Ω(0), t ∈ [0, T ).
2. Set Xt,0 be the map defined on Ω(0) such that Xt,0(y) = x(t, y) for t ≥ 0. Then Xt,0 is a homeomorphism from
Ω(0) to Ω(t). In particular for all initial x ∈ Ω(t) there exists a unique y ∈ Ω(0) such that x = Xt,0(y) = x(t, y).
Note well-posedness of (22) for x at ∂Ω(t) is implied by Assumption 2. The proof of Proposition 2 is straightforward
and we postpone it to Appendix A. With this flow map formulation of Ω(t), we could state the characteristics structure
of µ. Consider the following characteristic ODE system for the quasi-linear equation (18):


dx
dt
(t, y) = −(∇p)(x(t, y), t),
dz
dt
(t, y) = −zK1 + (1− z)K2 +Dz(1− z),
x(0, y) = y ∈ Ω(0),
z(0, y) = µ0(y).
(23)
Here the transition rates K1,K2 in the second equation depend on the nutrient at point x(t, y) and time t, i.e.,
Ki = Ki(c(x(t, y), t)), i = 1, 2. We use the shorthand notation to save space. In (23) z can be seen as the Lagrangian
representation of the density fraction µ. This fact is stated in the following proposition.
Proposition 3. For T > 0, suppose (Ω, p, c, µ) is a solution of the free boundary system (17)∼(21) which satisfies
Assumption 1 and 2 on the time interval (0, T ). Then for all x ∈ Ω(t), t ∈ (0, T ) there exists a y ∈ Ω(0) such that
x = x(t, y) and we have µ(x, t) = z(t, y). Here x, z are the characteristic ODE as in (23).
Proof. Proposition 2 ensures that for all x ∈ Ω(t) there exists a unique y ∈ Ω(0) such that x = x(t, y). Then the
following computation is standard:
d
ds
µ(x(s, y), s) =
∂µ
∂t
− (∇µ) · (∇p)
= −µK1 + (1− µ)K2 +Dµ(1− µ).
Thus µ(x(·, y), ·) shares the same ODE and the initial value with z(·, y) in (23), and one obtains µ(x, t) = z(t, y).
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Proposition 3 in helpful in the proof of the uniform convergence of the “well-mixed” limit in next subsection. With
this characteristic structure, now it is easy give a point-wise bound for µ as follows.
Corollary 1. For T > 0, suppose (Ω, p, c, µ) is a solution of the free boundary system (17)∼ (21) which satisfies
Assumption 1 and 2 on the time interval (0, T ). And the parameters satisfy (3). Then the density fraction µ(x, t) ∈ [0, 1],
for all x ∈ Ω(t) and t ∈ (0, T ).
Proof. Let us look at z(t, y), the Lagrangian representation of µ in (23). By Proposition 3 it suffices to show that
z(t, y) ∈ [0, 1] for all y ∈ Ω(0) and t ∈ (0, T ). Recall the ODE for z (23):
dz
dt
= −zK1 + (1− z)K2 +Dz(1− z).
Notice that initially z(0, y) = µ(y, 0) = µ0(y) ∈ [0, 1] by (17). Then the result follows from that K1, K2 > 0 in (3) and
the comparison principle.
3.2 Asymptotic behavior for µ: the well-mixed limit
This subsection is devoted to analyzing the asymptotic behavior of density fraction µ as time t goes to infinity. For
simplicity of analysis, we make the following assumption.
Assumption 3. The transition rates K1,K2 are constants.
With Assumption 3, we can show that the density fraction µ will converge to a spatial-homogeneous steady state
µ ≡ µ∗, x ∈ Ω(t), where µ∗ ∈ [0, 1] is a constant. And we characterize it from two aspects: a uniform convergence
result (Theorem 1) and convergence in “L2n norm”(n ∈ N+) under a family of conditions (Theorem 2).
First we analyze the reaction term for µ. Let f(µ) denotes the right hand side in (18), we have
f(µ) = −µK1 + (1− µ)K2 +Dµ(1− µ) = −Dµ2 + (D −K1 −K2)µ+K2. (24)
We observe that f is a quadratic function in µ. Recall in our model assumption (2) the extra death rate due to
autophagy D > 0. And in (3) the transition rates K1,K2 > 0. Thus we observe that f(0) = K2 > 0, f(1) = −K1 < 0
and −K2
D
< 0. This implies that the two roots ν∗ < µ∗ of f satisfies that ν∗ < 0, µ∗ ∈ (0, 1). Precisely we have
ν∗ =
D −K1 −K2 −
√
E
2D
, µ∗ =
D −K1 −K2 +
√
E
2D
, (25)
where E = D2 + (K1 +K2)
2 − 2DK1 + 2DK2.
With this information we could characterize the asymptotic behavior of the reaction ODE dz
dt
= f(z), which we
write as the following lemma.
Lemma 1. Suppose (2), (3) and Assumption 3 are satisfied. Let f(µ) be the rate function as in (24) and ν∗ < µ∗ be
two roots of f as in (25). Consider the following ODE,{
dz
dt
(t) = f(z(t)) = −D(z(t)− ν∗)(z(t)− µ∗), t ≥ 0.
z(0) = z0.
If initial value z0 > ν
∗, then the solution z(t) converges to µ∗ exponentially as t→∞. Precisely, we have
|z(t)− µ∗| ≤ max{z0, µ
∗} − ν∗
z0 − ν∗ e
−D(µ∗−ν∗)t|z0 − µ∗|. (26)
Proof. From the comparison principle we know that if z0 ≥ µ∗ then z(t) ≥ µ∗, for all t ≥ 0, and thus dzdt (t) =
−D(z(t) − ν∗)(z(t) − µ∗) ≤ 0, for all t ≥ 0, which means the solution is decreasing. Similarly from the comparison
principle if z0 ∈ (ν∗, µ∗) then the solution will stay in this interval and thus dzdt (t) = −D(z(t) − ν∗)(z(t) − µ∗) ≥ 0,
which means the solution is increasing. In both cases one has
ν∗ < z(t) < max{z0, µ∗}, ∀t ≥ 0.
On the other hand with elementary calculation we have
|z(t)− µ∗| = |z(t)− ν
∗|
|z0 − ν∗| e
−D(µ∗−ν∗)t|z0 − µ∗|.
Then the result follows from 0 < z(t)− ν∗ ≤ max{z0, µ∗} − ν∗.
Applying Lemma 1 along the characteristics of density fraction µ (23), we obtain the following uniform convergence
result:
3 ANALYSIS ON THE FREE BOUNDARY MODEL AND THE WELL MIXED LIMIT 9
Theorem 1. Suppose (Ω, p, c, µ) is a solution of the free boundary system (17)∼(21) which satisfies Assumption 1 and
2 on the time interval (0,∞). Suppose (2), (3) and Assumption 3 are satisfied. Let f be the rate function as in (24)
and ν∗ < µ∗ be two roots of f as in (25).
Then we have µ(x, t)→ µ∗ uniformly for x ∈ Ω(t) as t→∞. Here “uniformly” means ||µ(·, t)− µ∗||C(Ω(t)) → 0 as
t→∞. In addition, the convergence is exponentially fast in the sense that
||µ(·, t)− µ∗||C(Ω(t)) ≤ Ae−D(µ
∗−ν∗)t||µ(·, 0) − µ∗||C(Ω(0)), (27)
where A > 0 is some constant.
Proof. By Proposition 3, for all x in Ω(t), despite Ω(t) is expanding, we can always trace back along characteristics to
find an initial position y ∈ Ω(0) such that
µ(x, t) = z(t, y), x = x(t, y),
where x(t, y) is the characteristics of µ and z(t, y) is the Lagrangian representation for µ as in (23). Since with initial
condition (17), z(0, y) = µ(y, 0) = µ0(y) ∈ [0, 1] ⊂ (ν∗,+∞), by Lemma 1 we have
|z(t, y)− µ∗| ≤ max{z(0, y), µ
∗} − ν∗
z(0, y)− ν∗ e
−D(µ∗−ν∗)t|z(0, y)− µ∗|
≤ max
z0∈[0,1]
{max{z0, µ
∗} − ν∗
z0 − ν∗ }e
−D(µ∗−ν∗)t|z(0, y)− µ∗|,
for all y ∈ Ω(0). With straightforward computation, one has
max{z0, µ∗} − ν∗
z0 − ν∗ =
max{z0 − ν∗, µ∗ − ν∗}
z0 − ν∗ = max{1,
µ∗ − ν∗
z0 − ν∗ } ≤
µ∗ − ν∗
−ν∗ ,
when z0 ∈ [0, 1]. Then we conclude
|z(t, y)− µ∗| ≤ µ
∗ − ν∗
−ν∗ e
−D(µ∗−ν∗)t|z(0, y)− µ∗|.
Taking maximum for y ∈ Ω(0) at both sides, we complete the proof. And the coefficient A > 0 in (27) can be taken as
µ∗−ν∗
−ν∗
.
Note that the convergence can also be observed directly through the equation of µ (18), which is equivalent to
∂t(ln
|µ− µ∗|
|µ− ν∗| )−∇p · (∇ ln
|µ− µ∗|
|µ− ν∗| ) = −D(µ
∗ − ν∗).
The uniform convergence result is illustrated in Figure 2, where we numerically simulate the compressible model
with large γ. We plot the densities of total cells n and autophagic cells n2 = (1 − µ)n. We also plot the theoretical
value for the density of autophagic cells in the “well-mixed” limit (1− µ∗)n for comparison. Initially the value of µ is
highly spatially heterogeneous, and as time evolves, the tumor expands while the two types of cells mix towards the
equilibrium ratio µ∗. In particular when t = 3 autophagic cells and normal cells are effectively “well-mixed”.
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Figure 2: Densities of cells at time t = 0, 1, 2, 3 with a heterogeneous initial density fraction. Blue dash-dotted
line: the total density n. Red solid line: the density of autophagic cells n2. Orange dashed line: theoretical
value for density of autophagic cells in the “well-mixed” limit. Parameters: γ = 80, G(c) = gc, ψ(c) = c,K1 =
K2 = 1, g = 1, a = 0.4, D = 0.3.
Besides this uniform convergence result, we consider the “Lq estimate” on ||µ − µ∗||Lq(Ω(t))(1 ≤ q < +∞). If
the domain is fixed, then the decay of |µ − µ∗| in Lq norm is trivial since the L∞ norm can control the Lq norm.
The difference is here we are facing an expanding domain. We first give an intuitive analysis. From Theorem 1 the
“pointwise” convergence of |µ− µ∗| is exponential with the rate r1 := D(µ∗ − ν∗). Thus, intuitively one has∫
Ω(t)
|µ− µ∗|qdx ≈ C|Ω(t)| exp{−qr1t}. (28)
As we will see in the next section (see discussion about (41),(44)), when the nutrient provided by autophagy is relatively
sufficient, |Ω(t)| may also grow exponentially, i.e.,
|Ω(t)| ≈ |Ω(0)| exp{r2t}, (29)
for some r2 > 0. Combine (29) with (28), formally we have∫
Ω(t)
(µ− µ∗)qdx ≈ C|Ω(0)| exp{(r2 − qr1)t}. (30)
Thus we are facing a competition of exponential growth and exponential decay. Intuitively the Lq norm (q ≥ 1)
||µ − µ∗||Lq(Ω(t)) will exponentially decay if and only if q > r2r1 . In the following, we do not investigate (30) in details
but give a family of sufficient conditions for the decay in “L2n norm”(n ∈ N+) to be held. For preparation, first we
give an a priori estimate on the concentration of nutrients c.
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Lemma 2. For T > 0, suppose (Ω, p, c, µ) is a solution of the free boundary system (17)∼(21) which satisfies Assump-
tion 1 and 2 on the time interval (0, T ), T > 0. And suppose (2)∼(4) are true. Then we have
c(x, t) ≤ max{cB , c0},
for all x ∈ Ω(t), t ∈ (0, T ). Recall cB is the boundary value of c and c0 is the threshold concentration such that ψ(c0) = a
as in (4).
The proof is straightforward from the maximum principle.
Proof. For t ∈ (0, T ), suppose c(·, t) reaches it maximum in Ω(t) at x∗ ∈ Ω(t). It suffices to prove c∗ := c(x∗, t) ≤
max{c0, cB}. If x∗ ∈ ∂Ω(t), then c∗ = cB . It is done.
Otherwise the maximum point x∗ lies in Ω(t), and one obtains ∆c(x∗, t) ≤ 0. Thus from the equation (20) for c,
one gets
ψ(c∗) ≤ (1− µ)a ≤ a = ψ(c0). (31)
The second inequality uses that µ(x, t) ∈ [0, 1] by Corollary 1. And the last equality is the definition of c0 (4). Thus
we obtain c∗ ≤ c0 since ψ′(c) > 0 as in (4).
Thanks to Lemma 2, we could control the concentration of nutrients c. Now we give a family of sufficient conditions
for ||µ− µ∗||L2n(Ω(t))(n ∈ N+) to exponentially decay:
Theorem 2. Suppose (Ω, p, c, µ) is a solution of the free boundary system (17)∼(21) which satisfies Assumption 1 and
2 on the time interval (0,∞). And suppose (2)∼(4) and Assumption 3 are true. Let f be the rate function as in (24)
and ν∗ < µ∗ be two roots of f as in (25). Then for n ∈ N+, ||µ(·, t)− µ∗||L2n(Ω(t)) will exponentially decays if
G(max{cB , c0})−D < 2nK2. (32)
Precisely, we have
||µ(·, t)− µ∗||L2n(Ω(t)) ≤ exp{−Ct}||µ(·, 0) − µ∗||L2n(Ω(0)),
where
C =
−ν∗
1− ν∗K1 +
1
2n
(2nK2 −G(max{c0, cB}) +D) > 0.
Proof. Let φ(µ) = (µ− µ∗)2n, then by Reynolds’s transport theorem,
d
dt
∫
Ω(t)
φ(µ)dx =
∫
Ω(t)
φ′(µ)µtdx+
∫
∂Ω(t)
φ(µ)(− ∂p
∂n
)dS.
Since by the divergence theorem∫
∂Ω(t)
φ(µ)(− ∂p
∂n
)dS =
∫
Ω(t)
−φ′(µ)∇µ · ∇p− φ(µ)∆pdx,
we have
d
dt
∫
Ω(t)
φ(µ)dx =
∫
Ω(t)
φ′(µ)(µt −∇µ · ∇p)dx+
∫
Ω(t)
φ(µ)(−∆p)dx
=
∫
Ω(t)
(φ′(µ)f(µ) − φ(µ)∆p)dx, (33)
where f is as in (24). Notice that
φ′(µ)f(µ) = −2nD(µ− µ∗)2n(µ− ν∗) = −2nDφ(µ)(µ− ν∗).
Plugging it in (33) and substituting the equation for p (19) one obtains
d
dt
∫
Ω(t)
φ(µ)dx =
∫
Ω(t)
φ′(µ)f(µ)− φ(µ)∆pdx
=
∫
Ω(t)
−φ(µ)(2nD(µ− ν∗)−G(c)µ− (G(c)−D)(1− µ))dx
= −
∫
Ω(t)
φ(µ)(2nD(µ− ν∗)−Dµ− (G(c)−D))dx, (34)
By Lemma 2 we have c(x, t) ≤ max{c0, cB}, thus G(c)−D ≤ G(max{c0, cB}) −D =: G∗2. Applying this inequality to
(34), we have
d
dt
∫
Ω(t)
φ(µ)dx ≤ −
∫
Ω(t)
φ(µ)(2nD(µ− ν∗)−Dµ−G∗2)dx (35)
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Thanks to Gronwall’s inequality, it suffices to show that
Φ(µ) , 2nD(µ − ν∗)−Dµ−G∗2
has a positive lower bound.
Note that Φ(µ) is a linear function of µ ∈ [0, 1] with slope Φ′(µ) = (2n − 1)D > 0. Thus it is equivalent to show
that
Φ(0) = −G∗2 − 2nDν∗ > 0.
Recall that ν∗ is a negative root of f :
Dν∗(1− ν∗)−K1ν∗ +K2(1− ν∗) = 0.
Thus, multiply Φ(0) by (1− ν∗) > 0, we conclude that
Φ(0)(1− ν∗) = −2nK1ν∗ + 2nK2(1− ν∗)− (1− ν∗)G∗2
= (1− ν∗)(2nK2 −G∗2)− 2nK1ν∗ > 0.
Then we obtain a positive lower bound for Φ
Φ(µ) ≥ Φ(0) ≥ (2nK2 −G∗2) + −ν
∗
1− ν∗ 2nK1 > 0, ∀µ ∈ [0, 1].
Apply this to (35), we obtain
d
dt
∫
Ω(t)
φ(µ)dx ≤ −C
∫
Ω(t)
φ(µ)dx,
where C = (2nK2 −G∗2) + −ν
∗
1−ν∗
2nK1. Then by Gronwall’s inequality the proof is completed.
In Figure 3 we numerically simulate the compressible model to illustrate the competition between exponential
growth of |Ω(t)| and exponential decay of |µ − µ∗|. We plot the evolution of ||µ(·, t) − µ∗||L2n(Ω(t)) with different n
under two parameters regimes. In the first regime (Figure 3a) K2 is large and the L
2, L4, L8 norm decay fast. In the
second regime (Figure 3b) K2 is small. L
2 norm tends to diverge to infinity but L4, L8 norm are decreasing. This also
indicates that the condition (32) in Theorem 2 may not be sharp since it is violated for all the three cases L2, L4, L8
in the second regime.
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Figure 3: Evolution of ||µ(·, t)− µ∗||
L2n(Ω(t)) with respect to time under different parameter regimes. Param-
eters: γ = 80, G(c) = gc, ψ(c) = c with g = 1, a = 0.5 and cB = 1. Here the threshold value of nutrient
concentration c0 = 0.5.
The “well-mixed” limit shows that under Assumption 1, the density fraction µ(x, t) will converge to a spatial-
homogeneous constant state exponentially fast. This allows us to further simplify the model by taking µ to be a
constant for all x ∈ Ω(t), i.e. µ ≡ µ∗, where µ∗ is the root in (0, 1) of f in (24). For this simplified model with constant
µ, it is convenient to draw analytical solutions as in [24] and to further study the behavior of the free boundary model,
as we do in the next section.
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4 Analytical and numerical study on Cauchy problem
In this section, we first derive an analytical solution for the free boundary model with constant µ in one-dimensional
symmetric case. The analytical solution shows that when the nutrient supply rate by autophagic cells a is relatively
larger than the extra death rate D from self-killing, such a mechanism will result in exponential growth rate of the
tumor, in contrast to the linear growth rate in a related tumor-nutrient model in [24]. The essential reason is that in
the presence of the autophagy, sufficient nutrients are available to the tumor, whatever big it is.
Also, we do numerical simulations on the compressible model with large γ for demonstration.
4.1 An one-dimensional analytic solution with constant µ
The “well-mixed” limit in Section 3 shows that under Assumption 3, the density fraction µ has a constant steady state:
µ ≡ µ∗, for all x ∈ Ω(t). Here µ∗ as in (25) is the root of f (24). This allows use to simplify the model by set µ
to be the constant µ∗, i.e., µ ≡ µ∗, ∀x ∈ Ω(t), t ≥ 0. Then the model (17)∼(21) reduces to the evolution of (Ω, p, c)
(19)∼(21): 

−∆p = µG(c) + (1− µ)(G(c)−D), x ∈ Ω(t).
p = 0, x ∈ ∂Ω(t).
−∆c+ ψ(c) = (1− µ)a, x ∈ Ω(t),
c = cB > 0, x ∈ ∂Ω(t),
Vn = −∇p · n, x ∈ ∂Ω(t).
(36)
To derive an analytical solution, we shall specify the parameters. For the net growth rate of normal cells G we
assume the proliferation rate is proportional to the concentration of nutrients c with a factor g and we omit the death
rate of normal cells for simplicity. Thus G(c) = gc. For the consumption rate ψ(c), we assume it is proportional to
c. Precisely we choose ψ(c) = c. And since nutrient is relatively sufficient at the boundary of tumor, we assume the
threshold value for autophagy cells c0 in (4) is less than the boundary value for the concentration of nutrients cB . Note
when ψ(c) = c, c0 = a. To summarize, we assume
G(c) = gc, ψ(c) = c, a < cB . (37)
Furthermore, for simplicity we consider one-dimensional symmetric case, when the tumor region Ω(t) = (−R(t),R(t)).
With these choices of parameters, (36) becomes

− d2
dx2
p = gc− (1− µ)D, x ∈ (−R(t),R(t)),
p = 0, x = ±R(t).
− d2
dx2
c+ c = (1− µ)a, x ∈ (−R(t),R(t)),
c = cB > 0, x = ±R(t).
dR
dt
= − dp
dx
|x=R(t).
(38)
System (38) is essentially a single-species model. And the following derivation of an analytical solution is similar to
that in [24].
First we solve c from the equation of nutrients. With the boundary condition c(R(t)) = cB and the symmetric
condition d
dx
c|x=0 = 0, we obtain the expression of c:
c(x, t) = (1− µ)a+ cB − (1− µ)a
cosh((R(t))
cosh(x) (39)
=
cB
cosh(R(t))
cosh(x) + (1− µ)a(1− cosh(x)
cosh(R(t))
).
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Figure 4: The graph of the concentration of nutrients c and pressure p for different µ. When µ = 1 there is no
autophagic cells, when µ = 0 all cells are autophagic cells. Parameters: cB = 1, a = 0.5, g = 1, D = 0.3.
Plugging (39) into the equation for p, one gets
− d
2
dx2
p = gc− (1− µ)D = g(cB − (1− µ)a)
cosh(R(t))
cosh(x) + (1− µ)ga− (1− µ)D.
Together with boundary condition p(±R(t)) = 0, the solution of p is
p(x, t) = −g(cB − (1− µ)a)
cosh(R(t))
cosh(x)− 1
2
(1− µ)(ga−D)x2 + C, (40)
where the coefficient of linear term x is 0 by symmetry and C could be determined from p(R(t)) = 0. Actually
C = g(cB − (1− µ)a) + 12 (1− µ)(ga−D)R(t)2.
In Figure 4 we plot the graph of pressure p and nutrients c with different µ. When all cells are normal cells (µ = 1),
in the middle of tumor the concentration of nutrients c decays to zero, and the profile of pressure p is flat, which
indicates that the proliferation is limited. While in the presence of autophagic cells (µ = 0.5, 1), the concentration of
nutrients can maintain a basal level to support proliferation in the core of tumor, which leads to the bulge profile of p.
From (40) the moving speed of the boundary reads:
dR(t)
dt
= − dp
dx
|x=R(t) = g(cB − (1− µ)a) tanh(R(t)) + (1− µ)(ga−D)R(t). (41)
Whereas, when there is no autophagic cells (i.e., µ = 1), the moving speed is, as that in [24]:
dR(t)
dt
= gcB tanh(R(t)). (42)
An essential difference brought by autophagy is the linear term on the right hand side of (41), compared to (42).
Recall our choice of parameters (37), a bifurcation depending on the growth factor g, the nutrient supply rate by
autophagy a and the extra death rate due to autophagy D arises:
1. When ga > D, the linear term will result in exponential growth, while when there is no autophagy the growth
rate in (42) is nearly a constant, as plotted in Figure 5, which results in linear growth. Biologically this means
when the nutrients supplied by autophagic cells are sufficient to offset its extra death, autophagy will significantly
accelerate tumor growth.
2. While, on the contrary when ga < D, the solution may violate the non-negative Assumption 1 if R(t) is large.
This indicates when the extra death of autophagy D is dominant, autophagy may accelerate cells death and lead
to formation of necrotic core.
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Figure 5: The moving speed of the boundary v := dR(t)
dt
w.r.t different R for different µ. When µ = 1 there
are only normal cells, and the growth rate tends to be constant which leads to a linear growth of R. In the
presence of autophagy, the growth rate tends to be linear in R, which leads to an exponential growth of R.
Parameters: cB = 1, a = 0.5, g = 1, D = 0.3.
We could understand the exponential growth in the presence of autophagy in a more direct way. From the conver-
sation of density, we have
dR(t)
dt
=
1
2
∫ R(t)
−R(t)
(G(c)− (1− µ)D)dx. (43)
By the maximum principle we have a lower bound for c, precisely c ≥ min{cB , (1 − µ)a} = (1 − µ)a. Thus we have
G(c) ≥ (1− µ)ga. Combine this with (43), we obtain
dR(t)
dt
=
1
2
∫ R(t)
−R(t)
(G(c)− (1− µ)D)dx ≥ 1
2
∫ R(t)
−R(t)
(1− µ)(ga−D)dx = (1− µ)(ga−D)R(t).
Thus we get the exponential growth of R:
R(t) ≥ exp {(1− µ)(ga−D)t}R(0). (44)
This reasoning can easily extend to higher dimensional cases with similar assumptions.
4.2 Numerical simulation for the Cauchy problem
In this subsection, we numerically simulate the compressible PDE model (5) in one-dimensional with large γ to demon-
strate the incompressible limit and analysis on the moving speed of the boundary.
For the numerical scheme, we adapt the prediction-correction framework in [23] which we present in details in
Appendix B. Our computations are in one-dimension. We choose the spatial step ∆x = 0.04 and the temporal step
∆t = 0.002.
We recall in the compressible model, densities of normal cells n1 and autophagic cells n2 satisfy the following system:

∂n1
∂t
−∇ · (n1∇p) = G(c)n1 −K1n1 +K2n2,
∂n2
∂t
−∇ · (n2∇p) = (G(c)−D)n2 +K1n1 −K2n2,
p = γ
γ−1
(n1 + n2)
γ−1,
We choose compactly supported total density n = n1 + n2 for initial data. Thus Ω(t) := {x : n(x, t) > 0} is a bounded
domain for all t > 0, which allows us to choose the quasi-static case of (8) for the evolution of nutrients:{
−∆c+ ψ(c)(n1 + n2) = an2, x ∈ Ω(t),
c = cB , x /∈ ∂Ω(t).
And parameters are chosen of forms in (37).
First, to demonstrate the incompressible limit, we compare numerical solutions of total density n and pressure p for
different γ with analytical solutions of the free boundary model (γ = ∞ formally). Initially we take Ω(0) = (−R,R)
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with R = 1 and specify the pressure p according to the analytical solution of free boundary model (40). Then the initial
total density n is recovered from (6). We choose initial density fraction µ to be at the well-mixed constant µ∗, thus
we could get initial density of two kinds of cells n1 = µ
∗n and n2 = (1− µ∗)n. For different γ we numerically evolves
this system till time t = 1. We plot these numerical solutions as well as the analytical solution. For total density n the
analytical solution is I(−R(t),R(t)) while for pressure p that is given in (40). Here R(t) is obtained by numerically solve
the ODE (41). Results in Figure 6 show that as γ increases the numerical solutions get closer to the analytical solution
of the free boundary model.
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Figure 6: The graphs of the total density n and the pressure p for different γ at t = 1. γ = ∞ stands for
the analytical solution of the free boundary problem. As γ increases, the solution of the compressible model
approximates the solution of the free boundary model. Parameters: g = 1, a = 0.5, D = 0.3, cB = 1,K1 =
K2 = 1
Next, we investigate the boundary propagation speed, which are to be compared with the analytical results. For
compressible models with large γ, we plot the evolution of radius with respect to time in two cases: ga = D and ga > D
in Figure 7a. Results are close to the evolution of R(t) in the free boundary model, i.e., the ODE (41). We also plot
logR with respect to time in the case ga > D to verify the exponential growth in Figure 7b. Numerical solutions are
consistent with the analytical results: when ga = D the growth is nearly linear and when ga > D the radius tends to
grow exponentially.
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(a) Radius R with respect to time for D = 0.3, 0.5.
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(b) log(R(t)) with respect to time for D = 0.3.
Figure 7: Growth of radius with different D. Other parameters g = 1, a = 0.5. Left: radius w.r.t. time. Solid
line: D = 0.3 and thus ga > D. Dashed line: D = 0.5 and thus ga = D. Right: logR w.r.t. time for D = 0.3
for t = 10 to t = 20.
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5 Numerical simulations with Neumann boundary condition
In this section we consider a cell density model for tumor growing in a bounded domain Ω ⊂ Rn, which can be seen as
a modified version of the PDE system (5) with the Neumann boundary condition. We perform numerical simulations
to study this model with more complicated settings than those in Section 3 and 4. Here we allow the transition rates
K1,K2 to depend on the nutrient concentration, the formation of necrotic core and the dynamical boundary condition
for the nutrient concentration c.
5.1 Setting of the Neumann problem
We extend the cell density model (5) to consider a tumor living in a bounded domain Ω ⊂ Rn. Since there shall be no
flux of density going into or out of the domain, we have
ni
∂p
∂n
= 0, x ∈ ∂Ω, t > 0, i = 1, 2,
where n is the outer normal vector of ∂Ω. For motion of nutrients we consider (20) with ε = 1 and a Neumann boundary
condition denotes the input nutrient flux from the boundary. Precisely, we consider the following system:


∂n1
∂t
−∇ · (n1∇p) = G(c)n1 −K1(c)n1 +K2(c)n2, x ∈ Ω, t > 0.
∂n2
∂t
−∇ · (n2∇p) = (G(c) −D)n2 +K1(c)n1 −K2(c)n2, x ∈ Ω, t > 0.
ni
∂p
∂n
= 0, x ∈ ∂Ω, i = 1, 2.
p = γ
γ−1
(n1 + n2)
γ , γ > 1.
∂c
∂t
−∆c+ ψ(c)(n1 + n2) = an2, x ∈ Ω, t > 0.
∂c
∂n
= −λ(t), x ∈ ∂Ω, t > 0,
(45)
Here λ(t) ≥ 0 denotes the input of nutrients from the boundary. System (45) is completed with non-negative initial
values for n1, n2, c. We remark that porous media type tumor growth models for two species with Neumann boundary
condition, without nutrients, has been considered in literature (e.g., [1, 2, 38]).
As before the parameters satisfy (2)∼(4). In this section we allow K1(c),K2(c) to vary with the concentration
of nutrients in contrast to Assumption 3. Spatial heterogeneity in both total density n and the density fraction µ
arises from hetergenuous nutrients availability. Also, in the middle of the tumor a necrotic core may form due to the
lack of nutrients. For example, see Figure 8 where we plot the density of total cells n and autophagic cells n2 in one
dimensional with γ = 2 and γ = 40.
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Figure 8: Densities of all cells n and of autophagic cells n2 for γ = 2, 40 at T = 20. Solid line: the total density
n. Dashed line: the density of autophagic cells n2. Plot at T = 20. Parameters: G(c) = c − δ with δ = 0.1.
ψ(c) = c. D = 0.5, a = 0.5. Transition rates satisfies K1(c) = k1,max
ω4
ω4+c4 ,K2(c) = k2,max
c4
ω4+c4 as in (47),
with k1,max = k2,max = 3, ω = 0.5.
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5.2 Numerical simulation
5.2.1 Parameters for numerical simulation
We carry out numerical simulation in a one-dimensional symmetric domain Ω = [−5, 5]. We adapt the numerical scheme
in [23] to treat the Neumann problem, with spatial grid length ∆x = 0.04 and time step ∆t = 0.002. The description
of the numerical scheme is in Appendix B.
For the net growth rate G(c) and the nutrient consumption rate ψ(c) we choose the following forms unless otherwise
specified:
G(c) = c− δ, ψ(c) = c, (46)
where δ > 0 is the death rate of normal cells.
For transition rates K1(c),K2(c), we consider the following hull functions as in [18]:
K1(c) = k1,max
ω4
ω4 + c4
,
K2(c) = k2,max
c4
ω4 + c4
.
(47)
Here k1,max, k2,max > 0 can be used to adjust the magnitude of K1,K2. And ω > 0 reflects the scale of the concentration
of nutrients c. Note that (47) satisfies K′1(c) < 0, K
′
2(c) > 0.
For the relation between n and p, we choose γ = 40.
Initially we let all cells be normal cells, i.e., the density fraction µ = 1. And set the pressure p to be
p(x, 0) =
{
1− cosh x
coshR
, |x| < R,
0, |x| ≥ R,
which is a special case of (40) when µ = 1. We choose R = 4 and recover the total density n from (6). For nutrients
initially we set
c(x, 0) ≡ 1, ∀x ∈ Ω, (48)
which is relatively sufficient.
5.2.2 Autophagy helps survivability
It is known that autophagy promotes cells survival under nutrient depletion. Experiments on yeasts have shown that
cells with defective autophagy dramatically reduce their survivability under starvation while wild type cells maintain
survival under the same condition [42], whose experiment data has been fitted by the ODE model [18]. This phenomenon
is also observed in tumor growth [27].
In this model, k1,max in (47) can be interpreted as the ability of autophagy. Since K1(c) is proportional to k1,max,
when k1,max is bigger, normal cells will change into autophagy cells with a faster rate. This results in a larger ratio of
autophagic cells, at least heuristically, or in the simple case when the extra death rate D = 0.
Our goal in this subsection is to study the effects of autophagy under nutrient depletion by numerically simulating
the Neumann problem (45) with different k1,max under two kinds of nutrient input λ(t).
First we consider the case when the nutrient input is constant in time, i.e., λ(t) ≡ λ0. While initially the nutrient is
sufficient (48), the nutrient input λ(t) we choose is relatively small such that it is insufficient in the long term. From the
evolution of total population
∫
Ω
n(x, t)dx in time (Figure 9 Left) one can see in a small initial period when the nutrient
is sufficient, different k1,max show little influence, while when the nutrient is no longer sufficient as time evolves, cells
with higher k1,max maintains a higher population, which is consistent with the ODE model in [18]. Spatially in the
graph of total density n at a fixed time (Figure 9 Right), cells with higher k1,max have a larger density as well as a
smaller radius of necrotic core.
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Figure 9: Left: Evolution of the total population
∫
Ω n(x)dx. Right: Plots of total density n with different
k1,max. We only show the total density n in a half of the domain thanks to symmetry. Parameters: γ = 40.
a = 0.5, D = 0.1, δ = 0.5, k2,max = 1, ω = 0.5. Nutrient input: λ(t) = 0.2.
Next, we consider the following time-periodic nutrient input with some period T > 0:
λ(t) =
{
0.5, 0 ≤ t < T
2
,
0, T
2
≤ t < T, (49)
with natural periodic extension to R+. In the first semi-period, the input of nutrient is relatively sufficient while in
the second semi-period period, there is no nutrient input. With this periodic nutrient input, the total density also
tends to be periodic, tumor grows in each semi-period with nutrient input, while during the starvation semi-period,
population decays. The graphs of total density n at NT (the end of a starvation semi-period) and NT + 1
2
T (the end
of a semi-period with nutrients input), for some N ∈ N, with the period T = 20 are shown in Figure 10a. Here we
choose three different k1,max in three line-styles: solid line for k1,max = 0, dashed line for k1,max = 2 and dash-dot line
for k1,max = 8. Each line-style has two curves: the higher one is plotted at NT +
1
2
T , i.e., after a semi-period with
nutrient input, and the lower one is plotted at NT , i.e., after a starvation semi-period. After a starvation semi-period,
the total density is low but the width of “proliferating rim” is the same as at the end of a semi-period with nutrient
input. If we consider a longer period T = 40 (Figure 10b), the width of tumor after a semi-period with nutrient input
is longer, but the density after a starvation period is lower, in particular, one can see when k1,max = 0 the population
at the end of a starvation semi-period is so low that it can hardly be observed compared to the population at the end
of a semi-period with nutrient input.
Finally, we look at how the total population oscillates with such periodic nutrient input. In Figure 11a, for all three
choices of k1max, the total population
∫
Ω
n(x, t)dx oscillates periodically with similar amplitudes under the periodic
nutrients input. If we extend the model to consider the following logistic type growth rates:
G(c, n) = g(M − n)c− δ, (50)
where M > 0 is the carrying capacity and g > 0. Simulations with (50) (Figure 11b) show that population with
autophagy has a smaller oscillation amplitude than that without autophagy, similar to that in [18].
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Figure 10: Plots of the total density n with a periodic nutrient input at the beginning and at the end of the
starvation semi-period. Blue solid line: k1,max = 0 at NT +
1
2T (N ∈ N). Orange solid line: k1,max = 0 at
NT . Yellow dashed line: k1,max = 2 at NT +
1
2T . Purple dashed line: k1,max = 2 at NT . Green dash-dot
line: k1,max = 8 at NT +
1
2T . Light blue dash-dot line: k1,max = 8 at NT . Other parameters: γ = 40.
a = 0.5, δ = 0.5, D = 0.1, k2,max = 1, ω = 0.5. Nutrient input: (49) with T = 20, 40.
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(b) G = G(c, n) = g(M − n)c− δ
Figure 11: Evolution of the total population with a time-periodic nutrient input. (a): linear growth rate (46).
(b): logistic growth rate (50). Solid line: k1,max = 0. Dashed line: k1,max = 2. Dash-dot line: k1,max = 8.
Parameters for logistic growth rates: g = 2,M = 1.2. Other parameters: γ = 40, a = 0.5, δ = 0.5, D =
0.1, k2,max = 1, ω = 0.5, N1 = N2 = 4.
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Appendix A The proof of Proposition 2
Proof of Proposition 2. Since ∇p is Lipschitz in space thanks to p is C2 in space by Assumption 2, we could applies
Picard’s theorem to obtain the uniqueness and local existence.
Note that when y ∈ ∂Ω(0) the ODE is exactly the evolution of boundary in Assumption 2. Thus it is well-defined
and by our definition ∂Ω(t) = Xt,0(∂Ω(0)).
Then we could obtain x(t, y) ∈ Ω(t) (if the flow exists for time t) for y ∈ Ω(0). Combine this with continuity of ∇p,
we could extend the local solution to get the existence in [0, T ).
It remains to show Xt,0(Ω(0)) = Ω(t),. We have obtained Xt,0(Ω(0)) ⊆ Ω(t), it remains to prove that for all
x ∈ Ω(t), there exists y ∈ Ω(0) such that x = Xt,0(y). This can be obtained by solving flow map (22) backward and
apply the same argument in the first part of proof.
Appendix B Numerical scheme for the compressible model
We adapt the numerical scheme in [23] for the compressible cell density model (5) and (45). In this section we present
the details of the scheme. For properties and analysis on the scheme we refer to [23].
The main difficulty is the nonlinearity in (6) with high γ. In the projection and correlation framework of [24], they
introduce the velocity field u:
u := −∇p.
and solve the equation for u,
∂u
∂t
= γ∇(nγ−2(∇ · (nu)− n1G1(c)− n2G2(c))). (51)
Here we use the shorthand notation G1(c) = G(c), G2(c) = G(c)−D.
We first present the scheme on the system with Neumann boundary condition (45). And we describe the update
from (uj , nj1, n
j
2, n
j , cj) to (uj+1, nj+11 , n
j+1
2 , n
j+1, cj+1) in one-dimension.
Consider the domain Ω = [a, b]. ∆x = b−a
N
be the spatial mesh size, and the grid points are
xi = a+ i∆x, xi+ 1
2
= a+ (i+
1
2
)∆x,
in regular grid and staggered grid, respectively. As in [23] the regular grid is for total density n and the staggered grid
is for the velocity field u.
First we solve the equation for velocity field u (51) to get u∗:
uj∗i+1/2 − uji+1/2
∆t
=
γ
∆x
{((
nji+1
)γ−2(nji+3/2uj∗i+3/2 − nji+1/2uj∗i+1/2
∆x
− nj1,i+1Gj1,i+1 − nj2,i+1Gj2,i+1
))
−
((
nji
)γ−2(nji+1/2uj∗i+1/2 − nji−1/2uj∗i−1/2
∆x
− nj1,iGj1,i − nj2,iGj2,i
))}
,
(52)
Here n1,i, n2,i are the spatial discretization for n1, n2. And G
j
1,i = G1(c
j
i ), G
j
2,i = G2(c
j
i ). The value of n on the
staggered grid is approximated by
nj
i+ 1
2
=
nji + n
j
i+1
2
.
The no-flux boundary condition is treated as
nj1
2
uj1
2
= nj
N− 1
2
uj
N− 1
2
= 0. (53)
With u∗ obtained, the two equations for n1, n2 are discretized by a central scheme, and we treat the reaction term
semi-implicitly.
nj+11,i − nj1,i
∆t
+
F j1,i+1/2 − F j1,i−1/2
∆x
= Gj1,in
j+1
1,i −Kj1,inj+11,i +Kj2,inj+12,i
nj+12,i − nj2,i
∆t
+
F j
2,i+1/2
− F j
2,i−1/2
∆x
= Gj2,in
j+1
2,i +K
j
1,in
j+1
1,i −Kj2,inj+12,i .
(54)
Here Kj1,i = K1(c
j
i ), K
j
2,i = K2(c
j
i ).
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Now we describe how to compute the flux F1, F2. For clarity we omit the dependence on the specific kind of cells
and, with a bit abuse of notation, use nji instead of n
j
1,i, n
j
2,i. When computing F1, n
j
i in the following should be
substituted by nj1,i. Similarly when computing F2, n
j
i should be substituted by n
j
2,i.
F ji±1/2 =
1
2
[
nLjuj∗ + nRjuj∗ −
∣∣∣uj∗∣∣∣ (nRj − nLj)]
i±1/2
Here the edge values n
L/Rj
i±1/2
are defined as follows:
nLji+1/2 = n
j
i +
∆x
2
(∂xn)
j
i , n
Rj
i+1/2 = n
j
i+1 −
∆x
2
(∂xn)
j
i+1,
where (∂xn)
j
i is given by
(∂xn)
j
i =


min{n
j
i+1
−n
j
i
∆x
,
n
j
i+1
−n
j
i−1
2∆x
,
n
j
i
−n
j
i−1
∆x
}, if all are positive,
max{n
j
i+1
−n
j
i
∆x
,
n
j
i+1
−n
j
i−1
2∆x
,
n
j
i
−n
j
i−1
∆x
}, if all are negative,
0, otherwise.
After obtaining nj+11,i and n
j+1
2,i , we compute the new total density n and new velocity field u:
nj+1i = n
j+1
1,i + n
j+1
2,i , u
j+1
i+1/2 = −
γ
γ − 1
(nj+1i+1 )
γ − (nj+1i )γ
∆x
. (55)
Finally, for the concentration of nutrients c, since we simulate the linear case ψ(c) = c, we use standard finite difference
method for the diffusion equation with Neumann boundary condition:
cj+1i − cji
∆t
− c
j+1
i+1 − 2cj+1i + cj+1i−1
(∆x)2
+ cj+1i n
j+1
i = an
j+1
2,i ,
cj+11 − cj+10
∆x
=
cj+1N−1 − cj+1N
∆x
= λj+1 = λ((j + 1)∆t).
(56)
For the Cauchy problem, we reduce it to the Neumann problem by choosing the computation domain larger than
the support of n. In simulation we track the support of n and dynamically enlarge the computation domain such that
it is much larger than the support of n. In the support of n we solve the equation of c (8) by standard finite difference
method.
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