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There has been a rise in decoding quantum error correction codes with neural network based decoders, due
to the good decoding performance achieved and adaptability to any noise model. However, the main challenge
is scalability to larger code distances due to an exponential increase of the error syndrome space. Note that,
successfully decoding the surface code under realistic noise assumptions will limit the size of the code to less
than 100 qubits with current neural network based decoders.
Such a problem can be tackled by a distributed way of decoding, similar to the Renormalization Group (RG)
decoders. In this paper, we introduce a decoding algorithm that combines the concept of RG decoding and
neural network based decoders. We tested the decoding performance under depolarizing noise with noiseless
error syndrome measurements for the rotated surface code and compared against the Blossom algorithm and
a neural network based decoder. We show that similar level of decoding performance can be achieved between
all tested decoders while providing a solution to the scalability issues of neural network based decoders.
I. Introduction
Quantum error correction (QEC) is for now considered
to be the most time and resource consuming procedure in
quantum computation. However, the way that quantum
computing is currently envisioned, QEC is necessary for re-
liable quantum computation and storage. The need for QEC
arises from the unavoidable coupling of the quantum system
with the environment, which causes the qubit state to be al-
tered (decohere). Altering the quantum state is perceived as
errors generated in the quantum system. Through active er-
ror correction and fault-tolerant mechanisms, that control er-
ror propagation and keep the error rates low, we can have the
error-free desired state. Note that, in fault-tolerant tech-
niques, errors can occur in the quantum system, but do not
aect the quantum state in a catastrophic manner [1].
A critical sub-routine of QEC is decoding. Decoding in-
volves the process of identifying the errors that occur in
the quantum system and proposing corrections that keep the
quantum state error-free. The importance of high speed and
accurate decoding lies in the fact that the time budget al-
lowed for error correction is small, since qubits lose their
state rapidly. Therefore, if the process of decoding exceeds
the error correction time budget, errors will accumulate to
the point that the error-free state cannot be retrieved.
Various classical decoding algorithms have been proposed
over the years with a few examples of classical decoding al-
gorithms being the Blossom algorithm [2–5], the maximum-
likelihood algorithm [6] and the Renormalization Group (RG)
algorithm [7, 8]. Recently, there is an increase in the devel-
opment of neural network based decoders that either con-
sist exclusively of neural networks [9, 10] or a classical mod-
ule working together with neural networks [11–15]. Neural
network based decoders exist with dierent designs in the
way the decoding is performed and a variety of types of neu-
ral networks has been explored, like Feed-forward, Recurrent
and Convolutional neural networks.
In Figure 1 we present an abstract comparison between
various decoding algorithms based on their decoding per-
formance (Accuracy) and their execution time (Wall clock
time), namely the Markov Chain Monte Carlo (MCMC) [16],
FIG. 1. Abstract comparison between decoding performance and
execution time of various decoding algorithms
the Maximum Likelihood Decoder (MLD) [6], the Minimum
Weight Perfect Matching (MWPM) [2, 3] that Blossom algo-
rithm is based on, the Neural Network based Decoder (NNbD)
[17], the Renormalization Group (RG) [8] and the Cellular
Automaton (CA) [18]. Decoding performance is typically cal-
culated as the ratio of the number of logical errors created out
of the decoder corrections over the number of error correc-
tion cycles run to accumulate these errors. Execution time
is dened as the time spent from the moment that the in-
put data arrive at the decoder until the time that the decoder
proposes the corrections. As can be seen from Figure 1, neu-
ral network based decoders can reach equivalent decoding
performance as classical algorithms while requiring smaller
execution time. This is the main reason that neural network
based decoders are explored and various designs have been
proposed recently. However, the main issue with such de-
coders is that scaling to larger quantum systems will be sig-
nicantly harder compared to classical decoders, due to the
required training process of the neural network. As the size
of the system increases, more training samples need to be col-
lected and then the neural network has to be trained based
on them. The main challenge of NNbDs is that in order to
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2reach similar decoding performance to classical algorithms as
the quantum system is increasing, the amount of samples re-
quired to be collected increases in an exponential way, which
makes the training harder and slower.
In this work, we will present a neural network based de-
coder that performs decoding in a distributed fashion, there-
fore providing a solution for the issue of decoding large
codes. We should mention that there exist classical algo-
rithms that perform decoding in a distributed way, as can be
found in [8] and [4], but in this paper we will provide a dif-
ferent approach of the distributed decoding concept. In [8],
the original idea of RG decoding approach is described and
tested. RG decoding is based on the division of the code into
small tiles, in which a given number of physical qubits are
included and error probabilities about the physical qubits in-
side all tiles are calculated. Then, these tiles are grouped into
larger tiles and the error probabilities about the qubits are
updated. This procedure is continued until only a single tile
has remained containing all the physical qubits of the sys-
tem. Based on the updated error probabilities of the largest
tile, the decoder can propose a set of corrections. In [4], a
distributed decoding approach is described, where the code
is divided into small tiles. However, in this case Blossom al-
gorithm is used to decode each tile and based on the result
of it and the neighboring information between the tiles, the
decoder can propose corrections for the whole code. Each
tile is monitored by an Application-Specic Integrated Cir-
cuit (ASIC), which is dedicated for the tile.
In our strategy, the code is divided into small overlapping
regions, referred to as overlapping tiles, where local infor-
mation about errors on physical qubits is obtained. Then, this
local information is combined and a decoding for the whole
code is obtained. We compare our algorithm to the unopti-
mized version of Blossom algorithm [2, 3] and argue about
the decoding performance achieved. Furthermore, we will
provide reasoning for the potential high level of paralleliza-
tion of our algorithm that will be suitable for a high speed
hardware implementation without loss of decoding perfor-
mance. Also, the problem of the exponential increase of the
error syndrome space is mitigated, since it is controlled by
the selection of the size of the decoded regions. This allows
neural network based decoders to successfully decode larger
codes.
The rest of the paper is organized in the following way:
in sections II, and III we give a short introduction in quan-
tum error correction and the concept of RG decoding, respec-
tively. In section IV, we present the design of the distributed
neural network based decoder and in section V, we provide
the results in terms of decoding performance. Finally, in sec-
tion VI, we draw our conclusions about the distributed de-
coding approach.
II. Quantum error correction
Quantum computation is error prone due to the fragility
of the qubits, which lose their coherence through their inter-
action with the environment. Furthermore, quantum opera-
tions are still imperfect, altering the quantum state in unpre-
dictable ways. These alterations are interpreted as errors in
the quantum system, which are discretized into Pauli errors
in order to be corrected in an easier way.
Quantum error correction involves an encoding process of
the quantum information into multiple qubits and a decod-
ing process that identies and counteracts the noise that is
inserted in the quantum system. Many unreliable physical
qubits are encoded, similarly to classical error correction, to
one more reliable qubit, known as logical qubit. There are
many ways that encoding can be achieved, these encoding
schemes are also known as quantum error correcting codes
[19–24], but we are focusing on the surface code [25, 26].
Logical qubits are used both for quantum computation and
memory, however, errors occur at the physical level. There-
fore, a decoding process that will identify the errors on the
physical qubits is required. At the end of the decoding pro-
cess, corrections against identied errors are proposed by the
decoder.
A. Surface code
The surface code is a topological stabilizer code with sim-
ple structure, local interactions and high level of protection
against errors [20, 27–34]. A logical qubit in the surface
code includes two types of physical qubits, namely the data
qubits, which store quantum information, and ancillary or
ancilla qubits, which can be used to nd errors on the data
qubits. The smallest version of a planar surface code [34, 35]
which requires the least amount of physical qubits, known as
the rotated surface code [36], is presented in Figure 2.
FIG. 2. Rotated surface code describing 1 logical qubit that consists
of 17 physical qubits. The 9 qubits that are at the corners of the tiles
(0-8) are data qubits and the 8 qubits that are inside the tiles (AXi,
AZi) are ancilla qubits. The parity-checks of the code are shown on
the right side.
A logical qubit is dened by its logical operators (X¯L,
Z¯L), which are responsible for logical state changes. Any
operator of the form X⊗n or Z⊗n that forms a chain which
spans two boundaries of the same type, can be considered as
a logical operator, with n being the amount of data qubits in-
cluded in the logical operator. The operator with the smallest
n is always selected, however as can be seen from Figure 2
there are multiple logical operators with n = 3, which is the
3smallest n for this code. Any one of them can be selected
without further assumptions. For example, a valid X¯L could
be X0X3X6 and a valid Z¯L could be Z6Z7Z8.
The level of protection against errors is usually described
with the metric known as code distance. Code distance, d, is
calculated as the minimum number of physical operations re-
quired to change the state of the logical qubit [37, 38]. There-
fore, for the logical qubit of Figure 2 the code distance would
be 3.
The relation between the code distance and the errors that
can be successfully corrected is given by:
weight of error = bd− 1
2
c (1)
According to eq. 1, for a d = 3 surface code, all single
errors (weight=1) are going to be successfully corrected.
Since the errors are discretized into bit- and phase-ip er-
rors, it is sucient to only have two types of ancilla qubits,
a Z-type for detecting bit-ips and a X-type for detecting
phase-ips. Each ancilla qubit that resides inside a tile and in-
teracts with 4/2 neighboring data qubits to perform a parity-
check operation. We provide the parity-checks for a d=3 ro-
tated surface code in Figure 2, as obtained by running the
circuits depicted in Figure 3. These circuits are run in paral-
lel and constitute a surface code (error correction) cycle. Both
circuits consist of: initialization of the ancilla qubit, followed
by a series of CNOT gates between the ancilla and the data
qubits, followed by ancilla measurement.
FIG. 3. Left: Circuit for Z-type ancilla. Right: Circuit for X-type
ancilla.
The result of the ancilla measurement is a binary value that
indicates whether the value of the parity-check measured, is
the same as the one of the previous error correction cycle or
not. When a parity-check returns a dierent value between
two consecutive surface code cycles, it is referred to as a de-
tection event. By running the circuits of Figure 3, we obtain
the values for all parity-checks and infer what errors have
occurred. Gathering all parity-check values out of a single
surface code cycle forms the error syndrome.
B. Error decoding
A single data qubit error will cause two neighboring
parity-checks to indicate two detection events (Z error in the
bottom of the lattice in Figure 4), unless the error occurs at
the corner of the lattice which will lead to only one parity-
check indicating one detection event (Z error in the top cor-
ner of the lattice in Figure 4). Multiple data qubit errors that
occur near each other form chains of errors (X errors in Fig-
ure 4), which causes only two detection events located at
the parity-checks existing at the endpoints of the error chain
[20, 27, 37].
FIG. 4. Rotated surface code with code distance 5. Errors are de-
noted on top of the data qubits with X or Z and detection events
corresponding to these errors are shown with red dots.
In addition, the measurement process is also imperfect,
which leads to dierent type of errors. When a measure-
ment outcome is misinterpreted, a correction might be ap-
plied where no error existed and vice-versa. The way that a
measurement error is observed is by comparing the measure-
ment values of multiple consecutive surface code cycles for
the same parity-check, as presented in Figure 5.
In the case where the error probability for a data qubit er-
ror is equal to the error probability for a measurement error, d
surface code cycles are deemed enough to successfully iden-
tify measurement errors [39]. When a measurement error is
successfully identied, no correction is required.
FIG. 5. Rotated surface code with code distance 3 at consecutive
time steps. Alternating pattern on the measurement value of the
same parity-check, indicates the presence of a measurement error.
Thus, through observation of the parity-checks through-
out multiple surface code cycles, identication of errors is
made in space (data errors) and in time (measurement errors).
The decoder, which is the module responsible for analyzing
the detection events and producing corrections against the
errors that have occurred, receives the error syndrome out
of one or multiple surface code cycles and produces a set of
corrections to be applied.
However, totally suppressing the noise is unfeasible, since
the decoder might misinterpret the information coming from
the error syndrome. The main reason for such misinterpre-
tations, comes from the fact that the surface code is a de-
generate code. This degeneracy means that dierent sets of
4errors create the same error syndrome. Therefore, based on
the physical error rate of the quantum operations, dierent
sets of errors are more likely than others. This puts an extra
assumption to the decoder, since it should output dierent
corrections based on the error probability. Based on all these
reasons, it is evident that no decoder can perfectly suppress
all noise.
C. Decoding algorithms
The main parameters that dene a good decoder are the
decoding performance, the ability to eciently scale to large
code distances and the execution time. There exist decoders
that can reach good decoding performance, enough to make
fault-tolerant quantum computing possible. Some of the clas-
sical algorithms are the maximum-likelihood algorithm
[6], the Blossom algorithm [2–4], and the Renormaliza-
tion Group (RG) algorithm [7, 8]. The maximum-likelihood
algorithm investigates the most probable error that has oc-
curred that produces the observed error syndrome. This pro-
cess can reach high decoding accuracy but is extremely time
consuming especially as the code distance increases. The exe-
cution time scales asO(nχ3), with χ being an approximation
parameter, as given in [6]. The Blossom algorithm can reach
slightly lower decoding performance than the maximum-
likelihood decoder, but still good enough to be used in ex-
periments. The execution time scales linearly with the num-
ber of qubits [5], but still might not meet the small execution
time requirements of contemporary experiments. However,
there exist an optimized version of the Blossom algorithm
that claims a constant average processing time per detection
round, which requires dedicated hardware [4]. Renormaliza-
tion Group decoding provides a good solution for the decod-
ing of large quantum systems, because decoding is performed
in a local manner through distributed regions throughout the
lattice. The RG algorithm can be highly parallelized and the
scaling is reported to be log(l), for an lxl code [8]. How-
ever, the decoding accuracy is not as good as the other two
algorithms. Neural network based decoders with a large vari-
ety of designs [9–14, 17, 40–42] have been recently suggested
that report similar or better decoding performance than Blos-
som and RG decoders, making them a potential candidate for
decoding.
Currently, the time budget for error correction and decod-
ing is small for most qubit technologies, due to the erroneous
nature of the qubits and the imperfect application of quan-
tum operations. Therefore, a high speed version of a decoder
would be necessary. This requirement lead us to neural net-
work based decoders which are shown to have constant ex-
ecution time after being trained. However, in order to run
complex algorithms many qubits are required and as men-
tioned earlier scaling to large code distances with neural net-
work based decoders is extremely hard, since the amount of
data required to train the algorithm grow exponentially with
the number of qubits.
In this paper, we will present a neural network based de-
coder that exploits the concept of distributed decoding, in a
similar way to RG decoding and the parallel approach of [4].
Based on such a distributed way of decoding, we limit the
amount of training data required, making the distance of the
code irrelevant.
III. RG decoding
Our previous eorts were mainly focused on developing
neural network based decoders that can achieve better de-
coding performance than classical decoding algorithms and
report a constant execution time for each code distance for
all range of physical error probabilities, which scales linearly
with the code distance [17]. However, good decoding perfor-
mance was harder to achieve as the code distance increased.
The main problem was the exponential increase of the error
syndrome space, which required an immensely large num-
ber of training samples in order for the decoder to achieve
similar performance to the classical decoding algorithms for
d>9. We provide the size of the training datasets used for the
code distances investigated in [17] for the depolarizing error
model in Table I.
TABLE I. Size of training datasets
code distance selected dataset size full dataset size
d=3 256 28
d=5 6 ∗ 105 224
d=7 5 ∗ 106 248
d=9 2 ∗ 107 280
A way that the error space can be limited, is through a
distributed way of decoding similar to the RG algorithm. By
dividing the code in small regions which are going to pro-
vide individual information about decoding every region of
the code, the decoder can have enough information about de-
coding the whole code. Limiting the region that we want to
locally decode, the error syndrome space is also limited, al-
lowing us to increase the distance of the code without chang-
ing the decoding of each region.
RG decoding is similar to decoding concatenated codes,
which have various levels of encoding, as can be seen at Fig-
ure 6.
FIG. 6. Encoding levels of a concatenated code. At level 0 there are
nine qubits, that are encoded in three qubits at level 1 and these
qubits are encoded in one qubit at level 2. Arrows show the infor-
mation ow.
In these codes, decoding is achieved by passing the er-
ror information concerning the qubits from the lower level
to the higher level. The information about errors is updated
throughout the encoding levels. The decoding occurs at the
last encoding level and a nal decision about the logical state
is made.
The strategy of RG decoding can be described according to
Figure 7. At rst, the lattice is cut in small (green) tiles and
5the probability of an error occurring in all qubits included
in that tile is evaluated. After gathering the updated error
probabilities in the green tiles, the lattice is cut into bigger
(red) tiles and the error probability of all qubits included in
that tile is evaluated. This process is continued until there is
only one tile left that includes all qubits in the code.
FIG. 7. Tile segmentation that represents the levels of concatena-
tion in a concatenated code. The smallest level of concatenation
is represented by the green tiles, the next level of concatenation is
represented by the red tiles, the following level of concatenation is
represented by the blue tiles, etc.
The same approach can be applied to surface code. How-
ever, the challenge here is that the parity-checks cannot be
broken down into constant size tiles in a way that every
parity-check corresponds to a single tile. Therefore, we need
to use overlapping tiles, which will always include whole
parity-checks of the code in a single tile. The boundary qubits
that belong to neighboring tiles are treated as independent
variables on each tile and the error probability for the same
qubit is dierent depending on the tile. The way that the
error probabilities are usually calculated is by belief propa-
gation [7, 8] in the RG approach.
We decided to use the idea of overlapping tiles, but follow
a dierent approach than the RG algorithm as we will explain
in the following section.
IV. Distributed decoding with overlapping tiles
We developed a neural network based decoder that per-
forms distributed decoding based on the concept of RG de-
coders. As mentioned, the main idea behind this algorithm is
to make neural network based decoders able to successfully
decode large code distances. By restricting the decoding in
small regions (tiles) of the lattice, the decoder does not have
to explore a large error syndrome space, rather just decode
every small tile and then combine the information out of all
tiles.
The main dierence between a distributed neural network
based decoder and the RG decoder is that the former only has
one level of concatenation. Instead of moving from smaller
tile to bigger tile until the whole lattice is a single tile, we seg-
ment the lattice into small equally sized tiles that are overlap-
ping with each other, so that each tile includes whole parity-
checks of the code. Then, we obtain error information from
each individual tile and combine the information out of all
tiles to get the error information for the whole lattice. In
this case, there is no need to calculate the error probability
of all qubits and forward it to the next level of concatenation,
rather nd a way to combine the information arising from
the each tile.
In order to decode based on the distributed decoding ap-
proach, we will use the same two-module decoder as was
presented in [17]. Our decoding algorithm consists of two
modules, a classical decoding module that we call simple de-
coder and a neural network. The simple decoder provides a
naive decoding for the whole lattice, in which a chain is cre-
ated between each detection event and its closest boundary
of the same type. The corrections arising from the simple
decoder occur in the data qubits underneath the chain. An
example is provided in Figure 8, where AZ5 and ancilla AX4
have indicated the presence of an error in their proximity.
The proposed corrections of the simple decoder will be Z5,
Z11 arising from ancilla AX4 and X3, X7 arising from ancilla
AZ5.
FIG. 8. Description of the simple decoder operation for the rotated
surface code with distance 5. Detection events are presented with
the red dots. Red lines indicate which data qubits are going to be
corrected.
The simple decoder receives the error syndrome for the
whole lattice and provides a set of corrections for the whole
lattice. This is a fast process since the corrections arising
from each detection event are independent from the correc-
tions arising from other detection events, therefore can be
parallelized. However, the simple decoder cannot yield high
decoding accuracy on its own, due to its simplistic design.
That is why we also include the neural network that will
work as a supervisor to the simple decoder. More accurately,
the neural network will be trained to identify for which er-
ror syndromes the simple decoder will lead to a logical error.
In the case where a logical error will be created out of the
simple decoder corrections, the neural network will output
the appropriate logical operator that will cancel the logical
error out. As we showed in [17], the combination of these
two modules will provide high decoding performance.
In order to train the neural network, we create a training
dataset by running surface code cycles and storing the error
syndrome and the corresponding logical state of the logical
6qubit after the corrections of the simple decoder are applied.
The size of the training dataset varies based on the code dis-
tance and the error model. For more information about all
the parameters that aect the dataset, we refer the reader to
our previous work [17].
In Figure 9, we provide an example of the segmentation of
a d=5 rotated surface code into four overlapping tiles of d=3
rotated surface codes.
FIG. 9. Segmentation of a d=5 rotated surface code into four over-
lapping tiles of d=3 rotated surface codes.
As can be seen from Figure 9, each parity-check is included
in at most two tiles. The error syndrome obtained for the
whole lattice (d=5) is broken down into parts of the error syn-
drome that correspond to each small tile (d=3). The error syn-
drome out of one surface code cycle consists of 24 bits, due
to the 24 parity-checks of the d=5 code. The error syndrome
will be cut into smaller parts of the initial error syndrome
that t the d=3 tiles. Due to inclusion of the shared parity-
checks, the bits that are available out of the four d=3 tiles are
now 32. Each error syndrome of the d=3 tile corresponds to a
part of the complete error syndrome. The error probabilities
of the logical state, Prob(I), Prob(X), Prob(Z), Prob(Y ), that
are associated with the given tile are averaged and the prob-
abilities for the logical state of each tile is provided. Then,
the 4 probabilities concerning the logical state of each d=3
tile are used as the inputs of the neural network, which will
provide at the output the probabilities of the logical state for
the whole lattice. Based on the output of the neural network,
extra corrections are going to be applied in the form of the
appropriate logical operator to cancel any potential logical
error created by the simple decoder. The information con-
tained in the 32 bits of the d=3 tiles is now compressed to
16 bits that constitute the inputs of the neural network and
represent the probabilities of contribution to the logical state
out of every d=3 tile.
V. Results
In order to check whether the distributed decoding algo-
rithm can reach similar decoding performance as the other
popular decoding algorithms, we tested it against an unopti-
mized version of the Blossom algorithm [2, 3] and our previ-
ous implementation of neural network based decoder [17] for
the depolarizing error model with noiseless error syndrome
measurements.
The depolarizing error model assumes errors only on the
data qubits and perfect error syndrome measurements. Bit-
ip (X) errors, phase-ip (Z) errors and both bit- and phase-
ip (Y) errors are assumed to be generated with equal proba-
bility of p/3. Such a simplistic error model is enough to prove
that the distributed decoding algorithm that we propose can
reach similar decoding performance to other decoding algo-
rithms and that the scalability issues of neural network based
decoder are addressed.
The critical aspect of our decoder is the choice of the size
of the overlapping tiles. Since, there is only one level of con-
catenation, contrary to RG decoding, the size of the overlap-
ping tiles plays a signicant role in the algorithm. Having a
large tile size might provide better decoding, for example de-
coding a d=9 surface code with d=7 tiles might be more ben-
ecial than decoding with d=3 tiles, since there will be less
shared parity-checks and long error chains will be included
in a single tile. However, the bottleneck that will make such
a case decode poorly in our design, is the inability of the de-
coder to handle properly the error syndromes unknown to
the training dataset. Since it becomes exponentially harder
to gather all the possible error syndromes as the code dis-
tance increases, the training dataset will be an incomplete
set of all potential cases. In the case of an unknown to the
training error syndrome, the neural network will not have
any meaningful data to make a prediction making the behav-
ior of the neural network inconsistent. Such a case occurs
because there is an intermediate step between the cutting of
the error syndrome into parts and the averaging of the prob-
abilities of each part.
Based on that, we opted to always divide the lattice into
d=3 overlapping tiles, since the d=3 case only consists of 256
dierent error syndromes. This is an easily obtained com-
plete training dataset, to which any part of error syndrome
of any large distance can deconstruct to. All possible error
syndromes of the large lattice (d>3) are represented through
the d=3 overlapping tiles, without having to explicitly sample
all possible error syndromes for the large lattice.
The only downside of using d=3 tiles is that there exist
some error syndromes that are highly ambiguous to what
logical state they lead. Fortunately, these ambiguous er-
ror syndromes are not extremely frequent making the errors
arising from this shortcoming rare.
Another benet of the distributed decoding approach is
that the number of inputs required by the neural network is
decreased compared to decoding the whole lattice approach.
7The reduction of inputs of the neural network for the code
distances tested are shown in Table II.
TABLE II. Reduction in required inputs of the neural network
Code distance Old inputs New inputs
d=5 24 16
d=7 48 36
d=9 80 64
The comparison of the decoding performance between the
distributed decoding, the neural network based decoder from
[17] and unoptimized version of the Blossom algorithm for
a distance 5, 7 and 9 rotated surface code are presented in
Figure 10, 11 and 12, respectively. Each point in these graphs
has a condence interval of 99.9%.
FIG. 10. Comparison of decoding performance between the dis-
tributed decoder with four overlapping tiles of d=3 rotated surface
codes inside a d=5 rotated surface code (blue), the unoptimized ver-
sion of the Blossom algorithm (red) and the neural network based
decoder (green)
FIG. 11. Comparison of decoding performance between the dis-
tributed decoder with nine overlapping tiles of d=3 rotated surface
codes inside a d=7 rotated surface code (blue), the unoptimized ver-
sion of the Blossom algorithm (red) and the neural network based
decoder (green)
As can be seen from Figures 10, 11 and 12, the distributed
decoder can reach similar decoding performance to the com-
FIG. 12. Comparison of decoding performance between the dis-
tributed decoder with sixteen overlapping tiles of d=3 rotated sur-
face codes inside a d=9 rotated surface code (blue), the unoptimized
version of the Blossom algorithm (red) and the neural network based
decoder (green)
pared decoders for d=5, 7 and 9, respectively. In order to have
a fair comparison between the two neural network based
decoders, we used the same dataset to train both decoders,
therefore the decoding performance should be comparable.
These comparisons were used as a proof-of-concept to ver-
ify that a distributed decoding approach is feasible and what
limitations are observed.
A. Optimizing for the size of training dataset
The scalability problem that all neural network based de-
coders face is based on the exponential increase of the train-
ing samples required to eciently decode. As an extension to
our work on neural network based decoders, we propose an
alteration to our decoding algorithm in order to increase the
important training samples included in the training dataset,
without increasing the size of the dataset.
As mentioned, our decoding strategy is based on a two
module (simple decoder and neural network) approach,
where the neural network exists to increase the decoding per-
formance of the simple decoder. However, the simple decoder
can be designed in dierent ways, which will lead to dier-
ent decoding performance for dierent designs. Therefore,
an investigation of the performance of the simple decoder is
crucial before the training of the neural network.
We observed that for all code distances investigated for
the depolarizing error model, the simple decoder provided
corrections that would lead to an error free logical state (I)
~42% of the time. In those cases, the neural network would
be unnecessary, since it would output the identity operator.
Therefore, if we removed the error syndromes that the sim-
ple decoder corrects properly from the training dataset, then
the dataset could be increased even further, with more rele-
vant error syndromes. The only caveat is that another mod-
ule, named binary neural network in Figure 13, should be
included to the decoder which will predict whether the ob-
tained error syndrome will be properly corrected by the sim-
ple decoder or not. The binary logic neural network might be
implemented in a simpler way, which will make the binary
8classication task faster, instead of using a recurrent neural
network as was chosen for this design.
A owchart of the optimized algorithm with the inclusion
of the extra neural network is presented in Figure 13. We
divide the operation of the neural network from the origi-
nal design of distributed decoding, to two neural networks,
namely a binary neural network and a neural network for
distributed decoding.
FIG. 13. Description of the design ow of the optimized version of
the distributed decoder
The binary neural network will predict whether the ob-
tained error syndrome will lead to a logical error or not. The
input of the binary neural network is the obtained error syn-
drome for the whole lattice and the output will be a binary
value indicating whether extra corrections need to be applied
or not. These extra corrections will arise from the neural
network for distributed decoding. This neural network will
work similarly to the one in the original unoptimized strat-
egy described in section IV, but the training samples will be
restricted to the error syndromes that lead to a logical error.
The inputs and outputs of this neural network are previously
explained. Note that, we need to include all 4 logical states
for this neural network, because there is still a probability of
an unknown to training input to produce an error free logical
state.
The comparison of the decoding performance of this opti-
mized version of the algorithm with the unoptimized one and
the benchmarks that were used in this work for the largest
code tested (d=9) is presented in Figure 14.
As expected, the optimized version with the two neural
networks cannot achieve better decoding performance than
the unoptimized version, since we kept the same training
dataset for both designs in order to have a fair comparison.
FIG. 14. Comparison between the optimized version of the dis-
tributed decoding (blue) to the unoptimized version (red), the un-
optimized version of the Blossom algorithm (pink) and the neural
network based decoder (green)
The binary neural network has the same dataset as the un-
optimized version, but the neural network for distributed de-
coding only includes the ~58% of error syndromes that lead
to a logical error.
An important clarication is that the optimization is men-
tioned in the context of the potential increase of the train-
ing dataset and not in terms of better decoding performance.
However, the fact that we reached the same level of decod-
ing performance with both designs, suggests that we can
make these optimizations without any loss of decoding per-
formance.
VI. Conclusions
We presented a decoding algorithm that performs decod-
ing in a distributed manner that can achieve similar decoding
performance to existing decoders, like the Blossom decoder
and the neural network based decoder for d=5,7 and 9. Fur-
thermore, due to the distributed way of decoding and the de-
duction in the neural network inputs, larger codes can be po-
tentially decoded. The problem of the exponential increase
of the training dataset is mitigated through the distributed
decoding strategy, where any error syndrome can be decom-
posed to smaller d=3 tiles. However, large quantum systems
will still require large amounts of training samples. More-
over, in terms of execution time, we assume that a highly par-
allel implementation for both the simple decoder and the neu-
ral network, can potentially achieve a high speed implemen-
tation of the algorithm. Finally, we provide an alternative
version of the distributed decoding strategy that can reach
the same level of decoding performance as the original al-
gorithm. The advantage of this alternative is the capability
of using larger training datasets compared to other neural
network based decoders, making it easier to achieve better
decoding performance for higher code distances.
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