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第1章 序論 
 
1.1 研究背景 
作曲は人間の芸術的な感性や知識・経験に基づいて行われる創作行為である
が、近年の科学技術の発達と音楽市場の拡大により、人間の手に依らない自動作
曲への期待も高まっている。機械によって自動作曲するための研究は古くから
行われており、最も古いものは 1957 年にイリノイ大学で開発された初期のコン
ピュータ「ILLIAC I」を用いて生成された「弦楽四重奏のためのイリアック組
曲」と言われている[1]。この作品においては、マルコフ連鎖と乱数生成に基づ
いて音高列を生成するモジュールと、対位法と不協和回避を基にしたルールに
よって生成結果が妥当であるかを判定するモジュールとを交互に用いて楽曲が
生成されている[2]。その後、マルコフ確率場とモンテカルロ法を用いた自動作
曲などが研究されているが、近年では深層学習を用いた試みが主流になってい
る[3]。一方で、そのような手法は既存楽曲の特徴を学習した上で楽曲を生成す
るため、場合によっては原曲の模倣と見なされる可能性があり、著作権の問題が
無視できないものとなっている[4]。 
 
 
1.2 研究目的 
本研究では、深層学習の生成モデルの一種である Variational Autoencoder を
用いた自動作曲を行い、生成曲がどれほど人間の作曲したものに近い自然な楽
曲であるかどうかを評価しつつ、Variational Autoencoder による楽曲間の類似
度評価の有用性を検証することにより、楽曲の新規性を保ちながら自然な楽曲
の自動生成を目指すことを目的とする。 
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1.3 本論文の構成 
第 1 章「序論」では、本研究の研究背景、研究目的、および、本論文の構成を
述べている。第 2 章「関連研究」では、参考とした先行研究、および、用いた技
術に関して述べている。第 3 章「提案手法および実験内容」では、本研究におい
て提案する手法、および、その有用性を検証するための実験内容を述べている。
第 4 章「実験結果および考察」では、第 3 章の実験結果、および、その結果に
対する考察を述べている。第 5 章「結論」では、本研究を通してのまとめと今後
の課題を述べている。 
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第2章 関連研究 
2.1 先行研究 
近年のディープラーニングを用いた自動作曲に関する試みには、Google 社の
「Magenta」[5]や、Ji-Sung Kim 氏の「Deepjazz」[6]などが挙げられる。
「Magenta」は RNN を利用して芸術作品を創作するためのプロジェクトであ
る。自動作曲モデルには「Basic RNN」、「Lookback RNN」、「Attention RNN」
の 3 種類があり、いずれも LSTM を利用して音楽の生成を行っている。「Basic 
RNN」は最も基本的な構成のモデルであり、音が鳴り始めることを示す note-on
イベント、鳴っている音が終わることを示す note-off イベント、音が鳴り始める
ことも終わることもないことを示す noイベントの 3つの情報を持ったOne-hot 
Vector の時系列データを学習することで楽曲を生成する。「Lookback RNN」
「Attention RNN」はこれに加えて、音楽的な構造に着目した追加情報を併せて
学習することで、より自然な音楽の自動作曲を目指している。「Lookback RNN」
はメロディの繰り返しに着目し、1 小節前と 2 小節前のイベントの情報、直前の
音が 1 小節前あるいは 2 小節前の音の繰り返しであるかどうかの情報、その音
が何拍目であるかの情報を追加情報として入力する。これにより、現在のメロデ
ィが過去の繰り返しなのか新しい展開なのかを学習させ、繰り返しの曲構造を
考慮した楽曲の学習・生成を可能にする。「Attention RNN」は RNN の過去の
出力を毎回のステップで参照し、過去のどのタイミングの出力にどの程度注意
を向けるかという重みを更新しながら楽曲の学習を行う。これによって、モデル
に過去の情報を蓄えることなく曲構造を捉えることができる[7]。「Deepjazz」は
既存のジャズ音楽を入力するとオリジナルのジャズを自動作曲するというもの
であり、これも LSTM を利用して自動作曲を実現している。音楽という時系列
データを扱うため、LSTMのようなRNNを用いた研究が代表的であるが、Auto-
Encoder や GAN を用いたもの、あるいは複数のアーキテクチャを複合的に用い
たものも多く見られる。 
一方、楽曲間の類似度に関する研究では、音色やリズム、和音進行のような楽
曲を構成する要素の特徴量から「類似度」および「ありがち度」を推定する研究
[8]も見られるが、これらはいずれも定量的な評価ではない。 
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2.2 Variational Auto-Encoder 
Variational Auto-Encoder (VAE) は深層学習の生成モデルの一種である。入
力データを潜在変数に変換するエンコーダ、および潜在変数から元のデータを
復元するデコーダの２つのニューラルネットワークを備え、これらをともに学
習することによってデータを次元数の低い潜在変数へと変換し、データ量の圧
縮を可能にしている。通常の Auto-Encoder との違いは潜在変数が確率分布で表
現される点である。潜在変数 z はμを平均、σ2を分散とする正規分布に従うよ
うにサンプリングされる。これにより、潜在変数 z はμとσ2の値から潜在空間
上の座標に可視化したり、z を連続的に変化させてデコーダからの出力を連続的
に変化させたりできるようになる。VAE の構造を図 2.1.1 に示す[9]。 
 
 
図 2.2.1 VAE の構造(文献[9]より引用) 
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VAE が画像認識の分野で利用される場合、同一クラスラベルの入力画像は潜
在空間において近い場所に分布し、似た特徴を持ったクラス同士も潜在空間に
おいて近い場所に位置するという特徴を持っている。画像認識分野の一例とし
て MNIST を入力とした場合の VAE の潜在空間を図 2.1.2 に示す[10]。 
 
 
図 2.1.2 MNIST を入力とした場合の VAE の潜在空間(文献[10]より引用) 
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第3章 提案手法および実験内容 
3.1 提案手法 
提案手法は二つに分けられ、いずれも VAE の特性を利用した手法である。
各手法に関して、以下に示す。 
 
3.1.1 VAEによる自動作曲 
入力データの特徴を潜在変数に圧縮するという VAE の特性を利用した自動
作曲の手法を提案する。既存の楽曲を十分に学習した VAE の潜在変数は音楽
の特徴を有しているため、デコーダ部分を利用し、潜在変数に任意の値を入力
することで、自動作曲を行うことができると考えられる。 
 
3.1.2 VAEによる類似度評価 
似た特徴を持った入力データは潜在空間において近くに分布するという
VAE の特性を利用した楽曲間の類似度評価の手法を提案する。既存の楽曲を
十分に学習した VAE において、潜在空間の 2 変数間の距離から元の 2 楽曲間
の定量的な類似度を算出することができると考えられる。 
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3.2 使用データと前処理 
3.2.1 使用データ 
学習に用いる入力楽曲はクラシックのピアノ楽曲とする。使用楽曲のリスト
を表 3.2.1 に示す。入力楽曲及び生成曲は全て MIDI スタンダードファイルの
データ形式で扱う。MIDI スタンダードファイルは複数のチャンネルにそれぞ
れ異なる楽器やパートのデータを格納し、それらをまとめて一つのトラックと
したファイル形式である。各チャンネルは音の高さと長さ、時刻を持ったイベ
ント(音符、休符、和音)のシーケンスとして表現される。なお、MIDI ファイ
ルは全て http://piano.s20.xrea.com/midi/からダウンロードしたものを使用し
た。 
 
 
表 3.2.1 使用楽曲 
作曲者 タイトル 
J. S. バッハ カンタータ第 40 番 目覚めよと呼ぶ声あり 
小プレリュード ハ長調 
2 声のインヴェンション (第 2 番・第 8 番) 
イタリア組曲 
平均律クラヴィア集 2 (第 1 番・第 2 番・第 3 番) 
ショパン 華麗なる円舞曲 
エチュード 作品 25 (2 番・9 番) 
ノクターン (第 1 番 変ロ短調・第 7 番 嬰ハ短
調・第 8 番 変ニ長調 悲愴・第 9 番 イ短調・第
11 番 ト短調・第 12 番 ト長調) 
ポロネーズ 作品 40/1; 軍隊ポロネーズ 
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ショパン 24 の前奏曲 作品 28 (3 番・7 番・11 番・17 番・
20 番・21 番・22 番・24 番) 
ピアノソナタ第 2 番 変ロ短調 作品 35 (第 2 楽
章・第 4 楽章) 
ピアノソナタ第 3 番 イ短調 作品 58 (第 1 楽章・
第 2 楽章・第 3 楽章) 
ワルツ (第 10 番 ロ短調・第 13 番 変ニ長調・第
16 番 変イ長調) 
シューマン 蝶々 作品 2 
ダヴィット同盟舞曲集 作品 6 
フモレスケ変ロ長調 作品 20 
ノヴェレッテ 作品 21 (1 番・4 番・5 番・7 番) 
ラフマニノフ 13 の前奏曲 作品 32 (第 5 番・第 12 番) 
ピアノソナタ 第 1 番 ニ短調 作品 28 (第 1 楽章・
第 2 楽章・第 3 楽章) 
ムソルグスキー 展覧会の絵 (プロムナード・こびと) 
エリック・サティ グノシェンヌ (第 2 番・第 3 番・第 4 番・第 5 番) 
ジムノベディ 第 3 番 
リスト ハンガリー狂詩曲 第 13 番 
ハイドン 12 のメヌエット K103 (5 番・6 番・12 番) 
11 のメヌエット K176 (3 番・4 番・10 番・11 番) 
ピアノソナタ 第 17 番 変ニ長調 (第 1 楽章・第 2
楽章・第 3 楽章) 
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チャイコフスキー 四季 Op. 37a (謝肉祭[2 月]・松雪草[4 月]・五月の
歌[5 月]・舟歌[6 月]・刈入の歌[7 月]・取入の歌[8
月]・狩の歌[9 月]・秋の歌[10 月]・トロイカ[11
月]・クリスマス[12 月]) 
ブラームス 4 手のための 16 のワルツ 作品 39 (1 番・2 番・3
番・4 番・5 番・6 番・7 番・8 番・9 番・10 番・
11 番・12 番・14 番・15 番・16 番) 
 
 
 
3.2.2 移調処理 
人間の感覚として、調のみが異なる楽曲は同一の曲であるように認識すると
いう点を考慮し、全入力楽曲のメロディパートの最初の音が C となるように
移調処理を行った。また、この処理には、後に行うベクトル変換処理において
次元数を削減するという目的もある。 
 
3.2.3 楽曲テンポの量子化処理 
楽曲のテンポを考慮するため、BPMの近い入力楽曲を同一テンポと見なし、
三つのグループに分割する。BPM が 1∼90 のものを BPM=60、91∼180 のも
のを BPM=120、181 以上のものを BPM=240 と見なして処理した。これは多
くの楽曲の BPM が 30∼300 程度であることを考慮した上で、イベントを処理
するのに扱いやすい値を設定している。この処理により、BPM＝240 におけ
る 16 分音符(0.0625[s])が全入力楽曲共通の最小イベントサイズとなるため、
以降の処理においてはこのイベントサイズを基準として扱う。楽曲テンポのグ
ループ分けを模式的に表したものを以下の図 3.2.1 に示す。 
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図 3.2.1  楽曲テンポのグループ分け 
 
3.2.4 ベクトル変換処理 
以上の前処理を施した後、全入力楽曲を共通のイベントサイズ(時間)で時間
的に分割し、各時刻のイベントを One-hot ベクトルで表現したベクトルシー
ケンスに変換する。ここで各時刻のイベントは、同時刻に鳴り始めた全ての音
の高さと長さの組み合わせを羅列した文字列の値に変換する。例として、分割
するイベントサイズが 1[s]であった場合、図 2 の t=3 におけるイベントは
「E3|3  G3|2」という値で表される。ここで、t=3 以外の時刻に鳴り始めた
音が重なっていても t=3 における値には影響しないものとする。全イベント
をこのような値に変換したのち、値の種類の総数を次元数とする One-hot ベ
クトルに変換する。 
 
 
 
図 3.2.2  ベクトル変換の例 
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3.3 実験手順 
3.2 の通り使用データに対して前処理を行った後、VAE の学習を行う。続い
て、学習済みの VAE を用いて、自動作曲と生成曲の主観評価実験、ならびに類
似度評価実験を行う。各実験の手順を以下に示す。 
 
3.3.1 VAEの学習 
入力楽曲を VAE が復元できるようになるまで、パラメータ設定やネットワ
ーク構成を様々に変化させて学習する。復元したベクトルの要素の内、元のベ
クトルの要素と異なるものの割合を復元誤り率として算出し、これを参照しな
がら学習を進めるが、VAE が入力楽曲を復元できているかどうかの最終的な
判断は主観評価によって決定する。なお、楽曲の一部でも酷似していれば模倣
が疑われるという事実を考慮し、入力楽曲は 0.25[s]ずつスライドさせながら
8[s]ごとに切り出して学習を行った。以下、この 8[s]の楽曲の断片をセグメン
トと呼ぶこととする。 
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3.3.2 VAEによる自動作曲 
学習済みの VAE のデコーダ部分に対して、潜在変数を任意に設定すること
で楽曲の生成を行う。今回は、潜在空間を均等に 225 分割して抽出した潜在
変数からそれぞれ楽曲を生成し、主観的に出来が良いと思われるもの、悪いと
思われるものに対して、アンケートによる主観評価実験を行う。被験者には、
学習に使用したセグメントを含めた 4 個のセグメントをランダムな順番で聴
いてもらう。なお、どのセグメントが生成したものであるかは被験者に通知し
ない。各セグメントの試聴が終わるごとに、メロディ、ハーモニー、テンポの
3 つの観点から音楽としての自然さをそれぞれ 4 段階で評価してもらう。ここ
では「自然さ」を好き嫌いなどではなく、音楽として成立していると感じられ
る度合い、あるいは聴き心地の良さとして定義する。4 に近いほど自然である、
1 に近いほど不自然であることを意味する。セグメント①、セグメント②は出
来の良いもの、セグメント③は出来の悪いもの、セグメント④は学習に用いた
内の 1 曲で、 「ノヴェレッテ 作品 21 1 番」 の 0 分 01 秒からの 1 セグメン
トである。各観点における評価基準を表 3.3.1 に、アンケート内容を図 3.3.1
に示す。 
 
表 3.3.1 生成曲評価基準 
観点 評価基準 
メロディ 主旋律として聞こえる音が音楽的であるか、耳に馴染むか。 
ハーモニー 同時に鳴る音が協和しているか、コード進行が自然か。 
テンポ 楽曲のテンポを感じ取れるか、不自然に変化していないか。 
 
 
図 3.3.1 生成曲評価アンケート 
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3.3.3 VAEによる類似度評価 
学習に用いた楽曲の中から恣意的に選出した 8 個のセグメントを 2 個ずつ
のペア 4 組に分類し、これらを学習済みの VAE のエンコーダ部分に入力して
潜在変数に変換する。各ペアに対して潜在変数間のユークリッド距離を[0. 4]
で正規化することによって類似度を算出し、主観評価実験による類似度評価の
結果と比較することで、VAE による類似度評価の妥当性を検討する。主観評
価実験では、被験者に各セグメントをペアごとに聴いてもらい、各ペアの試聴
が終わるごとに、メロディ、ハーモニー、テンポの三つの観点から 2 曲間の類
似度を 5 段階で評価してもらう。2 を基準として 0 に近いほど似ている、4 に
近いほど似ていないことを意味する。実験に使用したセグメントの出典を表
3.3.2 に、各セグメントの選定理由を表 3.3.3 に、アンケート内容を図 3.3.2 に
示す。 
 
表 3.3.2 類似度評価実験の使用楽曲 
 出典 
ペア① 
ノヴェレッテ 作品 21 1 番 (0 分 01 秒~) 
ノヴェレッテ 作品 21 1 番 (1 分 39 秒~) 
ペア② 
展覧会の絵 こびと (0 分 39 秒∼) 
展覧会の絵 こびと (1 分 10 秒∼) 
ペア③ 
24 の前奏曲 作品 28 3 番 (0 分 0 秒~) 
ピアノソナタ第 3 番 イ短調 作品 58 第 1 楽章 (0 分 3 秒∼) 
ペア④ 
展覧会の絵 こびと (0 分 39 秒∼) 
24 の前奏曲 作品 28 3 番 (0 分 0 秒~) 
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表 3.3.3 使用セグメントの選定理由 
 選定理由 
ペア① 同一楽曲の類似フレーズ部(メロディ、ハーモニー、テンポが類似) 
ペア② 同一楽曲の異なるフレーズ部 (ハーモニー、テンポが類似) 
ペア③ 同一テンポ、異なるコード進行の 2 曲 (テンポが類似) 
ペア④ 異なるテンポ、異なるコード進行の 2 曲 (いずれも異なる) 
 
 
 
図 3.3.2 類似度評価アンケート 
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第4章 実験結果および考察 
4.1 実験結果 
4.1.1 VAEの学習の結果 
入力セグメントを十分に復元できたと判断した際の復元誤り率は 0.12152
であった。この際の各種パラメータを表 4.1.1 に、損失関数の曲線を図 4.1.1
に、ネットワーク構成を模式的に表したモデル図を図 4.1.2 に示す。 
 
表 4.1.1 学習の際の各種パラメータ 
深層学習ライブラリ 
(バックエンド) 
Keras 
(Tensorflow) 
最適化関数 RMSprop 
学習セグメント数 80348 
ベクトルの次元 20912 
ベクトル数 128 
バッチサイズ 128 
学習エポック数 256 
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図 4.1.1 損失関数 
 
 
図 4.1.2 ネットワークのモデル図 
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4.1.2 VAEによる自動作曲の結果 
主観評価による生成曲評価実験の被験者は 5 名(平均年齢 23.4 歳、標準偏差
1.77)である。5 名の平均評価値を表 4.1.2 に示す。 
 
表 4.1.2 生成曲評価実験の結果 
 平均評価値 
メロディ ハーモニー テンポ 
セグメント① 2.60 2.60 3.20 
セグメント② 2.20 2.00 2.60 
セグメント③ 1.00 1.00 1.00 
セグメント④ 3.80 4.00 4.00 
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4.1.3 VAEによる類似度評価の結果 
主観評価による類似度評価実験の被験者は 5 名(平均年齢 23.4 歳、標準偏差
1.77)である。VAE から算出した類似度と 5 名の平均評価値を以下の表 4.1.3 に
示す。なお、平均評価値の総合はメロディ、ハーモニー、テンポの平均値である。 
 
表 4.1.3 類似度評価実験の結果 
 VAE による
類似度 
平均評価値 
メロディ ハーモニー テンポ 総合 
ペア① 0.299 0.20 0.00 0.00 0.067 
ペア② 1.688 1.60 1.20 1.20 1.33 
ペア③ 1.110 2.00 2.20 1.20 1.80 
ペア④ 1.181 1.80 1.80 3.00 2.20 
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4.2 考察 
4.2.1 VAEの学習 
様々なパラメータ、ネットワーク構成で VAE の学習を行ったが、入力楽曲
を完全に復元するには至らなかった。復元誤り率は最小で 0.12152 となり、主
観的には元の楽曲はしっかり認識できるものの、随所で外れた音が入るような
復元精度であった。これはベクトルの次元に対して入力データが足りていない
ことが大きな要因であると考えられる。ただ、画像認識の分野で VAE が利用
される場合においても多くの場合、復元した画像は元の画像ほど鮮明には表現
されておらず、ぼやけたような画像になることが多い。いずれのケースも完全
には元のデータを復元しきれず、復元したデータにノイズがのってしまうこと
が原因だと考えられるが、音楽の場合、少しでも元の音とずれた音が入ると不
協和音に聞こえてしまったり音楽らしさを感じられなくなってしまったりす
るため、もっと復元精度を高める必要性がある。 
 
 
 
4.2.2 VAEによる自動作曲 
潜在空間上から均等に潜在変数を抽出し、それぞれから楽曲を生成したが、
多くの生成物はメロディやコード進行といった音楽的要素を認識できず、音楽
とは呼べないものであった。複数の楽曲を入力することによって潜在空間上に
様々な音楽の特徴が連続的に分布し、潜在変数を選択することで、その周辺に
分布する楽曲の特徴を混合したような楽曲が生成されることを期待したが、望
むような結果にはならなかった。主観的に音楽として成立しているように感じ
られた生成曲に関しても、入力楽曲のいずれかにノイズを付与したような印象
を受けた。主観評価実験の結果としては、人間の作った楽曲は概ね不自然さを
感じる点がないのに対し、生成曲の評価点はいずれも自然とは言えないもので
あった。 
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うまくいかなかった原因としては、やはりベクトルの次元数に対して入力デ
ータが足りていないため、学習しきれていないという点が考えられる。また、
メロディ、ハーモニー、テンポといった音楽理論的な要素や情報を一切区別せ
ず、全てを単一のベクトルシーケンスにまとめて学習を行ったことにより、特
徴を学習しきれなかった可能性も考えられる。 
 
 
4.2.3 VAEによる類似度評価 
VAE の潜在変数から算出した距離は、ペア①(メロディ、ハーモニー、テン
ポが類似したペア)において非常に小さく、期待した結果の通りとなったが、
その他のペアにおいては類似度が評価できているか不明瞭であった。あらゆる
音楽的な要素から総合して類似度を定量的に表現できることを期待したが、楽
曲中のあらゆる要素が酷似している部分を判別するという面では有用性があ
ると考えられる。ペア②(ハーモニー、テンポが類似したペア)において類似度
が他よりも低くなってしまった原因としては、学習の際に同時に鳴り始める音
のみを同一のベクトルに含んでおり、異なるタイミングで鳴り始めた音の重な
りを考慮していないため、ハーモニーが特徴として学習しきれていない可能性
が考えられる。主観評価実験の結果としては、総合評価値は概ねの予想通りペ
ア①<ペア②<ペア③<ペア④の順となった。実験の問題点として、移調処理に
よってハーモニーの類似度の感じ方が変化してしまう点が挙げられる。また、
類似度評価に使用したペアの数が少なく、同様の特徴を持った他の楽曲で同じ
結果が出るとは言い切れないため、より多くのペアで検証を行う必要があると
考えられる。 
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第5章 結論 
5.1 まとめ 
本研究の結果から、提案手法による自動作曲では潜在空間上の一部の変数か
らしか音楽らしい生成がされず、音楽としての自然さも人間の作る楽曲には及
ばないものであった。類似度評価に関しては、人間の主観による評価と完全には
一致しなかったものの、メロディ、ハーモニー、テンポの全ての要素が類似して
いる楽曲同士は距離が非常に小さく、酷似した楽曲を判別できる可能性が示唆
された。 
 
 
5.2 今後の課題 
VAE による自動作曲においては、あらゆる楽曲の特徴を表現できるようにす
るためにより多くの学習データが求められる。更に、パラメータ調整やネットワ
ーク構成の改善、音楽理論的な要素や情報を学習に加えるなど、より潜在空間上
に音楽の特徴を落とし込む工夫が必要である。VAE による類似度評価において
も同様の点を改善すれば更なる結果が期待できると考えられる。移調などの前
処理や主観評価実験にも見直しが必要な点が数多くあると考えられる。また、今
回は入力楽曲に対してのみ類似度評価を行い、自動作曲とは独立した実験とな
ったが、今後は両者を結びつけ、既存の楽曲との類似を回避しながら自動作曲を
行えるような更なる研究が必要である。 
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