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This dissertation studies two classes of splitting methods, Yosida methods and projection
methods, for simulating incompressible fluid flows. The former ones are algebraic splitting methods
that split the system after discretization, while the latter ones split before. Both methods are more
efficient than the exact solver as they decouple the system. Here we propose some variational forms
of these methods that improve their accuracy and preserve the efficiency.
Chapter 3 studies a new alteration of Yosida algebraic splitting methods for the Navier-
Stokes equations. By applying the usual or pressure-corrected Yosida splitting techniques to dis-
cretizations written in terms of velocity and pressure updates (un+1 − un, pn+1 − pn), we show
that the accuracy is increased by one full order in ∆t without any additional cost in the respective
methods. Proofs of the convergence results are given both in linear algebraic and finite element
frameworks. Several numerical tests are given which reveal the (sometimes dramatic) improvement
in accuracy offered by the proposed fix.
Chapter 4 analyzes the accuracy of the ‘discretize-then-split’ Yosida solver for incompressible
flow problems, when divergence-free elements are used together with grad-div stabilization (with
parameter γ ). The Yosida method uses an inexact block LU factorization to create linear algebraic
systems that are easier to solve, but at the expense of accuracy. We prove the difference between
solutions of the exact and approximated linear algebraic systems is O(γ−2) in the natural norms of
the associated finite element problems, and thus that full accuracy can be obtained by the Yosida
method if large γ is used (γ ≥ 10 is sufficient in our numerical examples). The proof is based on
transforming the Yosida inexact linear algebraic system into finite element problems, and analyzing
these problems with finite element techniques based on pointwise divergence-free subspaces and their
orthogonal complements.
Chapter 5 studies and compares fully discrete numerical approximations for the Cahn-
Hilliard- Navier-Stokes (CHNS) system of equations that enforce the divergence constraint in dif-
ferent ways, one method via penalization in a projection-type splitting scheme, and the other via
strongly divergence-free elements in a fully coupled scheme. We prove a connection between these two
approaches, and test the methods against standard ones with several numerical experiments. The
tests reveal that CHNS system solutions can be efficiently and accurately computed with penalty-
projection methods.
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Lastly, Chapter 6 investigates a flux-preserving enforcement of inhomogeneous Dirichlet
boundary condition for velocity, u |∂Ω= g for use with finite element methods for incompressible
flow problems that strongly enforce mass conservation. Typical enforcement via nodal interpolation
is not flux-preserving in general, and it can create divergence error even when divergence-free ele-
ments are used. We show with analysis and numerical tests that by slightly (and locally) changing
nodal interpolation, the enforcement recovers flux-preservation, is optimally accurate, and delivers
divergence-free solutions when used with divergence-free finite elements.
iii
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The Navier-Stokes equations (NSE) were introduced in 19th century by Claude-Louis Navier
and George Gabriel Stokes, and are critically important across the spectrum of science and engi-
neering. They are used to model fluid flows, such as those occurring in water flow through pipes and
channels, blood flow through arteries and veins, air flow around a plane, ocean currents, weather
prediction, and climate modeling. The incompressible NSE are a system of two equations describing
conservation of mass and conservation of momentum. The dimensionless form is given by
ut − ν∆u+ (u · ∇)u+∇p = f, Ω× (0, T ], (1.0.1)
∇ · u = 0, Ω× (0, T ], (1.0.2)
where Ω is an open, bounded, connected set in R2 or R3, T is the end time, u, p are the fluid
velocity and pressure respectively, f is the body force (such as gravity or buoyancy), and ν is a
positive parameter representing the fluid’s kinematic viscosity. The Reynolds number (Re) is an
important constant defined as the ratio of inertial forces to the viscous forces and used in predicting
flow patterns; Re is inversely proportional to ν. Large Re is usually associated with rough turbulent
flow, while small Re is associated with smooth laminar flow. The NSE must be equipped with
appropriate boundary and initial conditions.
For the continuous NSE, many problems remains unsolved, such as the famous well-posedness
problem. For certain discretized NSE problems, we may have solution existence and uniqueness un-
der some restrictions, but actually finding an approximated solution is still not easy. Unlike the
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Stokes problem, the NSE is a nonlinear system, and with large Re, computations often fail due
to difficulties in solving the large nonsymmetric, block linear systems that arise at each timestep.
For this reason, people often use ‘splitting methods’ to approximate discrete NSE solutions. These
methods make it easier to get answers, but reduce accuracy. However, the solutions from certain
splitting methods may preserve physical fidelity and have good numerical accuracy, if the splitting
is done carefully. In this thesis, we discuss two popular splitting methods: Yosida methods and
projection methods.
To introduce these two methods, consider a single time step of a NSE temporal discretization,
which can be written as
α
∆t
u+ U · ∇u+∇p− ν∆u = f̃ , (1.0.3)
∇ · u = 0, (1.0.4)
u|∂Ω = 0, (1.0.5)
where U , f̃ are known, and α > 0 is some constant, and for simplicity we use no-slip boundary
conditions. To be specific, for a steady NSE problem, α = 0, f̃ = f and U = uprev from the previous
iteration is a typical choice. For an unsteady problem, α = 1, f̃ = f + 1∆tu
prev, and U = uprev if
backward Euler discretization is used, or α = 32 , f̃ = f+
1
2∆t (4u
prev−upprev), and U = 2uprev−upprev
if BDF2 is used, where upprev is the two time steps back for velocity.
Applying a finite element discretization to (1.0.3)-(1.0.4) , a linear system arises taking the









where A is the contributions of mass matrix, stiffness matrix and convective term, B is the con-
tribution of pressure term, F is the contribution of the modified forcing f̃ , and G is 0 if no-slip
boundary conditions are being used. Û and P̂ are the coefficient vectors corresponding to functions
u, p respectively. Solving such a linear system directly in 2D could be very inefficient if the size
is sufficiently large (more than a million or so). It seems to be computationally infeasible to solve
this system with direct linear solver in the 3D case, even for medium-sized problems. Hence, it is
necessary to develop alternative solvers for solving such saddle point linear systems.
Performing a block LU decomposition, we observe the problem can be written equivalently
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revealing that a fundamental problem in solving this system is to resolve the subsystem with coef-
ficient matrix S := BTA−1B, known as the Schur complement matrix. If the A matrix is close to
symmetric positive definite, as it would be if ν is large or ∆t is small, then the stiffness (or mass)
matrix would dominate the (nonsymmetric) convective contributions to A arising from U · ∇u, and
solving with S becomes less difficult. However, when the convective contribution makes up a signif-
icant part of A, then solving the linear algebraic problem can be very difficult. To make matters
worse, the system must be solved many times in a single simulation; for turbulent channel flow, it is
not uncommon to need 20,000 or more of these saddle point linear system solves [43, 8]. Although
significant progress has been made in recent years for solving such linear systems, e.g. [7, 20, 6],
for many problems with small ν or anisotropic meshes, it remains very difficult to find robust and
efficient solvers, without taking excessively small timestep size.
The first popular approach we discuss, in order to circumvent this difficulty, is the algebraic
splitting method –the Yosida ‘discretize-then-split’ approach [61, 62, 58, 63]. These methods split the
linear algebraic system with an inexact block LU factorization in order to create a symmetric positive
definite (SPD) Schur complement, while preserving the momentum equation. For the classical Yosida
method, if we consider the A block to be comprised of A = Ã+N , where Ã is SPD and N includes











BT BT (A−1 − Ã−1)B
 . (1.0.6)
Here, the (approximated) Schur complement S̃ := BT Ã−1B is SPD, is generally much easier to solve
with than S, and is exactly the same at every timestep. Thus, preconditioners which are expensive
to create but are extremely fast once created, e.g. [10, 17], can be used for very efficient and robust
linear solves. In particular, we can use the conjugate gradient iterative solver for both inner and
outer solves of S̃.
An interesting and important feature of the Yosida splitting is that it does not alter the
algebraic momentum equation, only the algebraic continuity equation, which can be seen from the
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fact that the first row of the approximated block system is the same as the original. The error
arising from the Yosida approximation is manifested in the (2, 2) block, where we observe the term
BT (A−1 − Ã−1)B, instead of 0. An simple expansion of A−1 − Ã−1 from [63] reveals that
A−1 − Ã−1 = −Ã−1NÃ−1 + (Ã−1N)2Ã−1 + · · · , (1.0.7)





= O(∆t) (here M and S represents mass matrix
and stiffness matrix respectively), one can conclude that the splitting error of the classical Yosida
method is O(∆t2). An excellent idea was proposed to improve the Yosida method in [63], which is




the inexact block LU factorization with
 I A−1B
0 Q
, and choose Q so that the first term in the




achieves this goal, and
thus for 1 additional SPD Schur complement solve and 2 solves with Ã, the accuracy is increased to
O(∆t3). It is somewhat unsatisfying mathematically to have error bounds in terms of linear algebra
norms, and Chapter 4 provides the first finite element analysis in the literature for error bound with
appropriate function-space norms.
Projection methods are a ‘split-then-discretize’ approach. It was introduced by Chorin
and Temam [15, 69] in the 1960’s, and many improvements have been made since their development
[28, 59, 60, 56, 12, 40]. Typically, these methods consist of two steps. First one finds an intermediate
velocity approximation, which does not satisfy the mass conservation constraint, by a solve where A
is the coefficient matrix. Second one finds solutions by projecting the intermediate velocity from the
1st step into a divergence-free space. Utilizing Helmholtz-Hodge decomposition, the non-divergence-
free part of the intermediate velocity becomes the pressure. For instance, the classical projection
method for the backward Euler NSE (BE-NSE) scheme is as follows:
Algorithm 1.0.1 (Projection method). The projection method for BE-NSE consists of two steps:
Step 1: find ũn+1 such that
ũn+1 − un
∆t
+ (un · ∇)ũn+1 − ν∆ũn+1 = f(tn+1),
ũn+1 |∂Ω = 0.
4




∇ · un+1 = 0,
un+1 · n |∂Ω = 0.
Solving the sequential steps, after a spatial discretization, is in general much easier than
solving the unapproximated NSE linear system (1.0.3)-(1.0.4). However, the velocity solution from
Step 2 does not satisfy the original boundary condition, and thus loses physical fidelity. Of course,
some approximations are made in the splitting, and so this method introduces additional error. Also,
it is not clear whether un+1 or ũn+1 is the solution at time n+ 1, since un+1 is not divergence free
and ũn+1 does not satisfy no-slip boundary conditions.
Both Yosida and projection methods are splitting methods. Although in the same spirit
as the projection methods, Yosida methods apply splitting after the system is fully discretized, i.e.
after the matrix is built. Projection methods require artificial boundary condition that are not
physical, while Yosida methods do not. In certain settings Yosida methods are known to perform
very well, in particular when the temporal scales are smaller than the spatial scales and/or when
adaptive time-stepping is needed, or the boundary itself is not known exactly, Yosida methods can
be very effective [25, 63, 13, 4, 9, 58]. They also are used in popular codes, including the large scale,
cardiovascular simulation code lifeV (www.lifev.org).
The focus of the thesis is to present new analysis to these splitting methods, develop im-
proved methods, and then apply them to benchmark experiments. In chapter 3, we propose an
improvement to Yosida methods based on using an incremental formulation of NSE. To motivate
the method, consider further the classical Yosida method in its inexact block LU factorization,
 A B








and we note the splitting error comes from (2, 2) entry of the coefficient block matrix. If we can
build a ∆t in the unknown vector variable P̂ , we enhance the total error of O(∆t3) in this Yosida
method. The same gain of an order of ∆t can be achieved to the Yosida pressure correction method.
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In Chapter 3, we present first finite element analysis to Yosida methods in appropriate norm and
several benchmark numerical tests.
Since the Yosida methods alter mass conservation (1.0.6), Chapter 4 considers grad-div
stabilization (with parameter γ), in an appropriate discrete setting, to recover the accuracy lost in
the Yosida splitting. We prove solutions to this ‘Yosida-penalty method’ converge to the unaltered
solutions to (1.0.3)-(1.0.4) with rate O(γ−2) as γ → ∞ (independent of the mesh width h), in the
natural norms of the corresponding finite element problem. In our tests, highly accurate solutions are
obtained when γ = 1 or 10. The general idea here is that the error introduced by the Yosida splitting
is restricted to the continuity equation, and using grad-div stabilization in the momentum equation
will help to regain lost mass conservation. Also, we explore the connection between the Yosida-
penalty method and the classical iterated penalty method, and compare these methods on some
benchmark tests. If a projection method is enhanced with grad-div stabilization (called penalty-
projection method [40]) on a suitable mesh, then the coupled (i.e. unsplit) solution is recovered as
γ →∞, with convergence rate O(γ−1). In other words, this chapter completes a circle of ideas that
grad-div stabilization, when used in an appropriate discrete setting, effectively removes splitting
errors both in ‘discretize-then-split’ and ‘split-then-discretize’ methods. An interesting difference in
the Yosida-penalty result herein is that the convergence to the coupled method solution is O(γ−2).
The essential reason is that Yosida-penalty does two solves with the A matrix and one solve with an
SPD Schur complement, while the penalty-projection method does just one solve with an A matrix
and one SPD Schur complement solve. Thus, the grad-div stabilization (penalty) is applied twice in
a Yosida solve, and only once in a projection solve. However, the penalty-projection method could be
altered to do two steps of a penalty-iteration, which would make it the same cost as Yosida-penalty
and make the convergence O(γ−2).
In Chapter 5, we study projection methods on a more complicated physical model – the
Cahn-Hilliard-Navier-Stokes equations (CHNSE). This model describes a diffuse interface for the
evolution of two-phase, incompressible, immiscible flow of two fluids with equal densities. It cou-
ples two additional nonlinear equations to the NSE, which makes solving the system even harder.
We develop an extension of the projection scheme in [34] to a penalty-projection scheme, and a
related coupled scheme that strongly enforces the divergence constraint. We show that the penalty-
projection scheme solutions converge to the coupled solutions, and verify these results by several
numerical tests.
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Numerous studies show that strongly divergence-free finite element methods (FEMs) pro-
duce more accurate and physical velocity solution to incompressible flow problems than weakly
divergence-free FEMs, for instance the numerical results present in Chapter 5. However, a potential




∇ · u =
∫
∂Ω
g · n ds by the divergence theorem and the Dirichlet boundary con-
dition u |∂Ω= g, and we have zero-flux
∫
∂Ω
g · n ds = 0. But this may be numerically untrue as∫
∂Ω
gh · n ds 6= 0 where gh is an interpolation of g. In Chapter 6, we propose and study an interpo-




Throughout the thesis, it is understood by context whether a particular space is scalar or
vector valued, and so we do not distinguish notation. We consider a domain Ω ⊂ Rd (d = 2, 3) that
is open, connected, and with Lipschitz boundary ∂Ω. The L2(Ω) norm and inner product will be
denoted by ‖ · ‖ and (·, ·). All other norms and inner products will be clearly labeled.
For the natural velocity and pressure spaces for Stokes and Navier-Stokes equations (NSE),
we will use the notation
X := H10 (Ω)
d = {v ∈ H1(Ω)d : v|∂Ω = 0},
Q := L20(Ω) = {q ∈ L2(Ω) :
∫
Ω
q dx = 0}.
Lemma 2.0.1 (Poincare inequality). In the space X, the following inequality holds: there exists
CPF = CPF (Ω) > 0 such that
‖v‖ ≤ CPF ‖∇v‖, ∀v ∈ X.
This inequality allows us to define (u, v)X := (∇u,∇v) as the inner product on X, and
‖u‖X := ‖∇u‖ as the associated norm. The dual space of X will be denoted by X ′, with norm







Define the skew-symmetric, trilinear operator b∗ : X ×X ×X → R by
b∗(u, v, w) :=
1
2
(u · ∇v, w)− 1
2
(u · ∇w, v),
and recall, from e.g. [26], that there exists a constant Cs > 0 depending only on Ω such that
| b∗(u, v, w) |≤ Cs‖u‖1/2‖∇u‖1/2‖∇v‖‖∇w‖,
for every u, v, w ∈ X. By applying Poincare inequality, the above bound reduces to
| b∗(u, v, w) |≤ Cs‖∇u‖‖∇v‖‖∇w‖, ∀u, v, w ∈ X,
where we still denote the coefficient as Cs for notation simplicity.
2.0.1 Discretization preliminaries
Let τh be a conforming, shape-regular, and simplicial triangulation of Ω with h denoting the
maximum element diameter. We denote with Pk the space of degree k globally continuous piecewise
polynomials with respect to τh, and P
disc
k the space of degree k piecewise polynomials that can be
discontinuous across elements.
Throughout the thesis, we consider only discrete velocity-pressure spaces (Xh, Qh) ⊆ (X,Q)





(∇ · vh, qh)
‖qh‖‖∇vh‖
≥ β > 0. (2.0.1)
Herein, we will consider Taylor-Hood elements,
(Xh, Qh) = ([Pk]
d ∩X,Pk−1 ∩Q), 2 ≤ k, (Taylor-Hood),
and Scott-Vogelius elements
(Xh, Qh) = ([Pk]
d ∩X,P disck−1 ∩Q), 2 ≤ k ≤ d, (Scott-Vogelius),
both of which are known to be LBB stable. Scott-Vogelius elements have the added property that
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∇ · Xh ⊆ Qh, which leads to a strong enforcement of the divergence constraint. We will be clear
when we assume that ∇ ·Xh ⊆ Qh. For LBB to hold, Scott-Vogelius elements require restrictions
on the mesh and polynomial degrees, the least restrictive of which are that the meshes be created
as barycentric refinements of regular triangulations/tetrahedralizations and that k = d [2, 75].
For the projection-type scheme, we will also utilize the space Yh ⊆ Y , Yh = [Pk]d∩Y , where
Y :=
{
v ∈ L2(Ω) : ∇ · v ∈ L2(Ω) and v · n |∂Ω= 0
}
. The polynomial degree k used for Yh will be
the same as for Xh. Since Xh ⊆ Yh, if the LBB condition holds for (Xh, Qh), it must also hold for
(Yh, Qh). Indeed, for any qh ∈ Qh,
sup
vh∈Yh




(∇ · vh, qh)
‖∇vh‖
≥ β‖qh‖.
Moreover, if Qh = P
disc
k−1 ∩Q, then ∇·Yh ⊆ Qh holds since ∇· [Pk]d ⊆ P disck−1 , and functions in {∇·Yh}
must have zero mean due the no penetration boundary condition in Yh and the divergence theorem.
Thus, since we require the same polynomial degree for Xh and Yh, for this choice of pressure space
we have that ∇ ·Xh ⊆ ∇ · Yh ⊆ Qh.
Define the space of discrete divergence-free functions by
Vh := {vh ∈ Xh : (∇ · vh, qh) = 0, ∀qh ∈ Qh}.
If the finite elements that satisfy ∇ · Xh ⊆ Qh are used, such as Scott-Vogelius, Vh = {vh ∈ Xh :
∇ · vh = 0}. That is, every element in Vh is pointwise divergence-free. Such finite elements are
typically referred to as divergence-free elements.
Define Rh := V
⊥
h ⊆ Xh to be the orthogonal complement of Vh with respect to the H10 (Ω)
inner product, i.e., rh ∈ Rh if (∇rh,∇vh) = 0 holds for all vh ∈ Vh. The following lemma concerning
the norm on Rh is proven in a general case [26], and a shorter proof for our particular choice of
divergence-free elements is given in [?]. It shows the divergence norm on Rh is equivalent to the
gradient norm, with the constant being dependent on the inverse of the inf-sup constant.
Lemma 2.0.2. Let (Xh, Qh) ⊆ (X,Q) satisfy the inf-sup condition and ∇ · Xh ⊆ Qh. Then for
every rh ∈ Rh, there exists a constant β > 0, independent of mesh size h, satisfying
‖∇rh‖ ≤ β−1‖∇ · rh‖. (2.0.2)
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Finally, let us give the discrete Gronwall inequality [37] and inverse inequality:
Lemma 2.0.3. (Discrete Gronwall Lemma). Let ∆t,H, and an, bn, cn, dn (for intergers n ≥ 0) be










cn +H for l ≥ 0,


















Lemma 2.0.4 (Inverse inequality). Assume the mesh is sufficiently regular so that the inverse
inequality holds in Xh: there exists a constant Ci > 0, independent of h, satisfying
‖∇vh‖ ≤ Cih−1‖vh‖, ∀vh ∈ Xh.
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Chapter 3
Improved accuracy in algebraic
splitting methods for
Navier-Stokes equations
In this chapter we study the fully discretized single time step NSE in weak form as below:
Find (ûh, p̂h) ∈ (Xh, Qh) satisfying
α
∆t
(ûh, vh) + ν(∇ûh,∇vh)− (p̂h,∇ · vh) + (U · ∇ûh, vh) = (f̃ , vh), ∀vh ∈ Xh, (3.0.1)
(∇ · ûh, qh) = 0, ∀qh ∈ Q. (3.0.2)
Here, ν is the viscosity, ∆t is a timestep size, f̃ is a modified momentum forcing, and U is a
given solenoidal velocity field. In particular, if we consider BDF2-NSE discretization, α = 32 , U =
2unh−u
n−1






h , where u
n is the velocity solution from time tn. Recall that
solution from (3.0.1)-(3.0.2) is stable if f ∈ L2(0, T ;H−1(Ω)) and initial condition u(0, ·) ∈ L2(Ω),
it is reasonable to assume CU := ‖U‖L∞ < ∞ (throughout this thesis, the particular definition of
CU may vary, but they are all referred as a finite bound of previous velocity solution in appropriate
norm).
Consider the equivalent incremental NSE formulation: Find (δ̂u, δ̂p) ∈ (Xh, Qh) satisfying
12
for all (vh, qh) ∈ (Xh, Qh)
α
∆t
(δ̂u, vh) + (U · ∇δ̂u, vh)− (δ̂p,∇ · vh) + ν(∇δ̂u,∇vh) = ( ˜̃f, vh), (3.0.3)
(∇ · δ̂u, qh) = −(∇ · un, qh), (3.0.4)
where the modified forcing
˜̃
f = f̃ − α
∆t
un − U · ∇un + ν∆un −∇pn.
δ̂u, δ̂p are known as velocity update and pressure update respectively, and are O(∆t). Then we
recover solutions by ûh = δ̂u + u
n, p̂h = δ̂p + p
n. Clearly, (3.0.3)-(3.0.4) is equivalent to (3.0.1)-
(3.0.2), and thus they have the same solutions. Since this incremental formulation (3.0.3)-(3.0.4)
has the same structure as the original NSE (3.0.1)-(3.0.2), it arises the same coefficient clock matrix.













where F1 is the coefficient vector corresponding to the modified forcing
˜̃
f . To solve this block-LU
system, the following three-step process is employed:
1. Solve Az = F1 for z,
2. Solve BT Ã−1BδP = B
T z − F2 for δP ,
3. Solve AδU = Az −BδP for δU , and find u = δU + un, p = δP + pn.
It is called Yosida-updates (YU) method. This variable change does not require any computational
cost, that is, YU method has the same computational cost as the classical Yosida method, but get
one more order of accuracy w.r.t. ∆t.
Similarly, if we apply the Yosida pressure correction (YPC) method studied in [63] to the in-
cremental NSE formulation (3.0.3)-(3.0.4), we derive the pressure corrected Yosida-updates (YUPC)
method, which is O(∆t4) accurate and has the same computational cost as for the Yosida pressure
correction. The pressure correction method is widely applied in blood simulation since it generates
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two different pressures at each time step that leads to the time adaptive method. That is when
the error of these two pressures from YPC or YUPC is small enough, we can increase the timestep
without loss of accuracy, or vise versa. In cardiordic simulation, we typically requires the timestep
to be much smaller than the mesh size in order to the catch the dramatic velocity change when heart
pumps. With this time adaptive method, we can enhance the timestep at certain time without losing
the solutions’ physcal fidelity. We present one numerical experiment of this time-adaptive method
illustrating such advantages.
This chapter is arranged as follows: Section 3.1 analyzes the Yosida-updates method, Section
3.2 presents and analyzes the Yosida-updates pressure correction method. Section 3.3 shows several
numerical tests verifying our analytical results.
3.1 The Yosida-updates method
From the linear algebraic analysis (1.0.7) in the introduction, the assumption that δU =
O(∆t) and δP = O(∆t), together with the fact that the Yosida method produces O(∆t
2) error in
its approximations, the YU method will produce an error of O(∆t3). We now analyze the error
in terms of the associated finite element solutions in the L2(Ω) norm. Our analysis is performed
in the finite element framework, by considering the 3 steps above in their equivalent finite element
formulations, which we state in the following algorithm. Note that for simplicity of the analysis, we
consider F2 = 0 (which corresponds to assuming u
n ∈ Vh). With some additional (fairly straight-
forward) analysis, this assumption can be removed and the same results will be obtained in terms
of convergence with respect to ∆t.
Algorithm 3.1.1 (Yosida-updates (YU)). Given (un, pn) ∈ (Vh, Qh), and solenoidal U ∈ L∞(Ω),
find (uh, ph) ∈ (Xh, Qh) via the following process:
1. Find zh ∈ Xh satisfying for all vh ∈ Xh,
α
∆t
(zh, vh) + ν(∇zh,∇vh) + (U · ∇zh, vh) = ( ˜̃f, vh). (3.1.1)
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2. Find (χh, δp) ∈ (Xh, Qh) satisfying for all (vh, rh) ∈ (Xh, Qh)
α
∆t
(χh, vh) + ν(∇χh,∇vh)− (δp,∇ · vh) = 0, (3.1.2)
(∇ · χh, rh) = −(∇ · zh, rh). (3.1.3)
3. Find δu ∈ Xh satisfying for all vh ∈ Xh,
α
∆t
(δu, vh)+ν(∇δu,∇vh)+(U ·∇δu, vh) =
α
∆t
(zh, vh)+ν(∇zh,∇vh)+(U ·∇zh, vh)+(∇·vh, δp).
(3.1.4)
Finally, set uh = u
n + δu and ph = p
n + δp.
Remark 3.1.2. Algorithm 3.1.1 is for analysis purposes only, as it is a finite element formulation
that will produce the exact same linear systems as the three-step YU process.
Remark 3.1.3. Combining Steps 1 and 3 of the Yosida-updates method yields
α
∆t
(δu, vh) + ν(∇δu,∇vh) + (U · ∇δu, vh)− (δp,∇ · vh) = ( ˜̃f, vh) ∀vh ∈ Xh. (3.1.5)
Replacing
˜̃
f , uh and ph by their definitions and recombining produces
α
∆t
(uh, vh) + ν(∇uh,∇vh) + (U · ∇uh, vh)− (∇ · vh, ph) = (f̃ , vh) ∀vh ∈ Xh. (3.1.6)
Thus, the Yosida-updates solution (uh, ph) satisfies the correct weak discrete momentum equation.
There are three types of error that we discuss for the Yosida updates method: (i) the Yosida-
approximation error ‖ûh − uh‖, which compares the YU solution to the unapproximated discrete
solution; (ii) the discretization error ‖ûh−uNS‖ which compares the true solution of NS at the PDE
level to the unapproximated discrete solution; and (iii) the total error of the YU method ‖uNS−uh‖,
which compares the YU solution with the true NS solution at the PDE level. The discretization error
is well studied (see, e.g., [45, 70]), and we focus our analytical study on the Yosida-approximation
error. In our numerical tests, we consider all three types of error.
We now prove an estimate for the Yosida-approximation error. This result proves that the
approximation error made by using the YU method is O(∆t3). We omit a pressure error estimate but
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note that a pressure estimate can be proven using the usual techniques. For notational simplicity,
we assume the simple case α = 1 (which corresponds to backward Euler time stepping) throughout
this and the following section.
Theorem 3.1.1. Let (ûh, p̂h) be the solution to (3.0.1)-(3.0.2) (the exact/unaltered scheme), with
‖p̂h−pn‖ ≤ CP∆t. Let (uh, ph) be the Yosida-updates solution from Algorithm 3.1.1. The difference
between the solutions satisfies the bound










Remark 3.1.4. The O(h−3) scaling in the theorem arises from the use of the inverse inequality,
which seems necessary in the proof in order to “hide” H1 norms on the right-hand side of the
inequalities in the L2 norms on the left-hand side of the inequalities. The authors concede that there
may be an alternative analysis that could allow for a sharper treatment of h’s but are unaware of
any such techniques that would work in this case.
Our numerical tests in section 3.3 reveal there is a negative scaling of the Yosida-approximation
error with h, although only h−1/2 instead of the theorem’s h−3. However, this approximation error
was negligible compared to the discretization error, and we observed no negative effect of decreasing
h on the YU methods solutions’ total error (i.e., comparing the YU solution to the true NS solution).
Proof. Begin by writing eu := ûh − uh = δ̂u − δu and p̂h − ph = δ̂p − δp, where (ûh, p̂h) satisfy
(3.0.3)-(3.0.4). Now subtracting the momentum equation of the combined Yosida scheme (3.1.5)
from that of the coupled scheme (3.0.3) gives for all vh ∈ Xh,
1
∆t
(eu, vh) + ν(∇eu,∇vh) + (U · ∇eu, vh) = (∇ · vh, δ̂p − δp). (3.1.7)
Choosing vh = eu vanishes the nonlinear term, and using Cauchy-Schwarz and Young’s inequalities
together with the inverse inequality provides us with
1
∆t
‖eu‖2 + ν‖∇eu‖2 = (∇ · eu, δ̂p − δp)
≤ ‖∇ · eu‖‖δ̂p − δp‖






‖δ̂p − δp‖2. (3.1.8)
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‖δ̂p − δp‖. (3.1.9)




((χh + zh), vh) + ν(∇(χh + zh),∇vh)− (δp,∇ · vh) + (U · ∇zh, vh) = ( ˜̃f, vh),
(∇ · (χh + zh), rh) = 0.
Subtracting this system from the coupled scheme momentum equation (3.0.3), then setting ex :=
δ̂u − (χh + zh) provides the system
1
∆t
(ex, vh) + ν(∇ex,∇vh)− (δ̂p − δp,∇ · vh) + (U · ∇(δ̂u − zh), vh) = 0, (3.1.10)
(∇ · ex, rh) = 0. (3.1.11)




‖ex‖2 + ν‖∇ex‖2 = −(U · ∇(δ̂u − zh), ex)
≤ ‖U‖L∞‖∇(δ̂u − zh)‖‖ex‖
= CU‖∇(δ̂u − zh)‖‖ex‖,
and then applying Young’s inequality on the right hand side and reducing produces the bound
‖ex‖ ≤ ∆tCU‖∇(δ̂u − zh)‖. (3.1.12)
Next, apply the inf-sup condition to the pressure difference in (3.1.10) to reveal
β‖δ̂p − δp‖ ≤
CPF
∆t
‖ex‖+ ν‖∇ex‖+ CUCPF ‖∇(δ̂u − zh)‖,
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and then combining with (3.1.12) and using the inverse inequality we obtain






‖∇(δ̂u − zh)‖. (3.1.13)



















To finish the proof, we need to bound ‖δ̂u − zh‖. Begin by subtracting Step 1 of Yosida-
updates (3.1.1) from the coupled scheme momentum equation (3.0.3), and choose vh = δ̂u−zh. This
vanishes the nonlinear term, leaving
1
∆t
‖δ̂u − zh‖2 + ν‖∇(δ̂u − zh)‖2 = (δ̂p,∇ · (δ̂u − zh)).
Apply Cauchy-Schwarz, Young, and inverse inequalities to the right hand side to get the bound
1
∆t
‖δ̂u − zh‖2 + ν‖∇(δ̂u − zh)‖2 ≤ ‖δ̂p‖‖∇ · (δ̂u − zh)‖ ≤
1
2∆t




which reduces, with the assumption that ‖δ̂p‖ = ‖p̂h − pn‖ ≤ CP∆t, to



















which completes the proof.
Corollary 3.1.1 (Stability of YU). Suppose f̃ = f + 1∆tu
n (the backward Euler time stepping case;
similar results hold for other common time stepping schemes), and ∆t < O(h4/3) < O(h). Then the




‖uh‖2 − ‖un‖2 + ‖uh − un‖2
)
+ ν‖∇uh‖2 ≤ C(data).
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‖uh‖2 − ‖un‖2 + ‖uh − un‖2
)
+ ν‖∇uh‖2 = (f, uh) + (∇ · uh, ph).
Applying Cauchy-Schwarz and Young’s inequalities to the forcing term, and applying Cauchy-




‖uh‖2 − ‖un‖2 + ‖uh − un‖2
)









where C is independent of h and ∆t, and the last two steps apply the inverse inequality and the
convergence theorem estimate (using the ∆t < O(h) assumption). To bound ‖ph‖, we first add and
subtract the exact system pressure p̂ (which is assumed to be bounded) and then use the bounds
(3.1.13) and (3.1.15) to obtain







Combining estimates and using the assumption that ∆t < O(h4/3) < O(h), we obtain the stated
result.
3.2 The Yosida-updates pressure correction (YUPC) method
The Yosida-updates pressure correction (YUPC) method is defined by applying the pressure-














with Q = (BT Ã−1AÃ−1B)−1B̃T Ã−1B. The additional work of the YUPC method over the YU
method is the solve with Q for a second pressure-updatessolution. This amounts to two additional
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solves with Ã, and one additional solve with the SPD Yosida Schur complement. The YUPC method
is thus defined by the following 6-step procedure:
1. Solve Az = F1 for z,
2. Solve BT Ã−1Bq = BT z − F2 for q,
3. Solve Ãφh = Bq̂ for φ,
4. Solve Aφh = Ãψ for ψ,
5. Solve BT Ã−1BδP = B
Tψ for δP ,
6. Solve AδU = Az −BδP for δU .
The associated six finite element problems for YUPC, which we use for analysis purposes, are defined
in the following algorithm. We make the same assumptions here for un and U as in YU above, and
the assumptions can be removed here as well, and with some additional work the same results will
be obtained in terms of convergence with respect to ∆t.
Algorithm 3.2.1 (Yosida-updates pressure correction (YUPC) scheme). Given (un, pn) ∈ (Xh, Qh),
find (uh, ph) ∈ (Xh, Qh) via the following process:
1. Find zh ∈ Xh satisfying for all vh ∈ Xh,
1
∆t
(zh, vh) + ν(∇zh,∇vh) + (U · ∇zh, vh) = ( ˜̃f, vh). (3.2.1)
2. Find (χh, δq) ∈ (Xh, Qh) satisfying for all (vh, rh) ∈ (Xh, Qh)
1
∆t
(χh, vh) + ν(∇χh,∇vh)− (δq,∇ · vh) = 0, (3.2.2)
(∇ · χh, rh) = −(∇ · zh, rh). (3.2.3)
3. Find φh ∈ Xh satisfying for all vh ∈ Xh,
1
∆t
(φh, vh) + ν(∇φh,∇vh) = −(δq,∇ · vh). (3.2.4)
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4. Find ψh ∈ Xh satisfying for all vh ∈ Xh
1
∆t
(ψh, vh) + ν(∇ψh,∇vh) =
1
∆t
(φh, vh) + ν(∇φh,∇vh) + (U · ∇φh, vh). (3.2.5)
5. Find (µh, δp) ∈ (Xh, Qh) satisfying (vh, rh) ∈ (Xh, Qh),
1
∆t
(µh, vh) + ν(∇µh,∇vh)− (δp,∇ · vh) = 0, (3.2.6)
(∇ · µh, rh) = −(∇ · ψh, rh). (3.2.7)
6. Find δu ∈ Xh satisfying for all vh ∈ Xh,
1
∆t
(δu, vh)+ν(∇δu,∇vh)+(U ·∇δu, vh) =
1
∆t
(zh, vh)+ν(∇zh,∇vh)+(U ·∇zh, vh)+(∇·vh, δp).
(3.2.8)
Finally, set uh = u
n + δu and ph = p
n + δp.
Remark 3.2.2. Combining Steps 1 and 6, then using the definitions of
˜̃
f , δu and δp, yields
1
∆t
(uh, vh) + ν(∇uh,∇vh) + (U · ∇uh, vh)− (∇ · vh, ph) = (f̃ , vh) ∀vh ∈ Xh. (3.2.9)
Thus, the YUPC solution satisfies the correct discrete momentum equation.
We now prove a theorem for the Yosida-approximation error in YUPC (i.e., its difference
to the unapproximated discrete solution).
Theorem 3.2.1 (Convergence of YUPC). Let (ûh, p̂h) solve (3.0.1)-(3.0.2) with ‖p̂h−pn‖ ≤ CP∆t,
and (uh, ph) be the YUPC solution from (3.2.1)-(3.2.8). The difference between the solutions satisfies












Remark 3.2.3. The theorem above can be extended to the usual Yosida pressure correction method
applied to the primitive velocity and pressure variables, but the resulting error would lose a power of
∆t. All other constants would be the same except CP = ‖p̂h‖.
Remark 3.2.4. Similar to the YU (without pressure correction) case, our numerical tests in section
3.3 for YUPC revealed a negative scaling with h of the Yosida-approximation error that was much
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smaller than the theory predicted: h−3/2 instead of the theorem’s h−4 for this case. However, even
though this negative scaling with h does exist in the Yosida approximation error, this approximation
error was always much smaller than the discretization error in all of our tests and thus had a
negligible effect on the total YUPC error.
Remark 3.2.5. We observe that the YUPC algorithm produces two pressures estimates, qh := δq+p
n
and ph. The qh pressure is exactly the YU pressure, and the ph pressure is an additional order of
∆t more accurate. Adaptive time stepping is often performed in pressure correction methods by
considering the size of the difference ‖ph − qh‖, and adjusting ∆t accordingly.
Corollary 3.2.1 (Stability of YUPC). Suppose f̃ = f + 1∆tu
n (the backward Euler time stepping
case; similar results hold for other common time stepping schemes), and ∆t < O(h5/4) < O(h).




‖uh‖2 − ‖un‖2 + ‖uh − un‖2
)
+ ν‖∇uh‖2 ≤ C(data).
Proof. The result follows analogous to the YU stability result, starting from choosing vh = uh in
(3.2.9), but here we use the YUPC error bound from Theorem 3.2.1, which modifies the time step
restriction slightly.
Proof of Theorem 3.2.1. Subtracting the momentum equation created by combining YUPC steps 1
and 6, from the coupled scheme momentum equation (3.0.3), gives for all vh ∈ Xh,
1
∆t
(eu, vh) + ν(∇eu,∇vh) + (U · ∇eu, vh) = (∇ · vh, δ̂p − δp),
where eu := ûh − wh = δ̂u − δu. Choosing vh = eu vanishes the nonlinear term, and then using
Cauchy-Schwarz and Young’s inequalities together with the inverse inequality as in proof of Yosida-




‖δ̂p − δp‖. (3.2.10)
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Next, combine equations (3.2.1)-(3.2.7) to get for all (vh, rh) ∈ (Xh, Qh),
1
∆t
(µh + ψh + χh + zh, vh) + ν(∇(µh + ψh + χh + zh),∇vh)
+(U · ∇(zh − φh), vh)− (δp,∇ · vh) = 0,
(∇ · (µh + ψh + χh + zh), rh) = 0.
Subtracting this system from (3.0.3) and setting ey := δ̂u − (µh + ψh + χh + zh) provides
1
∆t
(ey, vh) + ν(∇ey,∇vh) + (U · ∇(δ̂u − zh + φh), vh)− (δ̂p − δp,∇ · vh) = 0, (3.2.11)
(∇ · ey, rh) = 0. (3.2.12)
Choosing rh = δ̂p − δp, vh = ey, and using Hölder’s inequality yields the estimate
1
∆t
‖ey‖2 + ν‖∇ey‖2 = (U · ∇(zh − φh − δ̂u), ey)
≤ ‖U‖L∞‖∇(ûh − zh + φh)‖‖ey‖
= CU‖∇(δ̂u − zh + φh)‖‖ey‖,
and then reducing produces the bound
‖ey‖ ≤ ∆tCU‖∇(δ̂u − zh + φh)‖. (3.2.13)
Next, apply the inf-sup condition to the pressure difference in (3.2.11) to first find that
β‖δ̂p − δp‖ ≤
CPF
∆t
‖ey‖+ ν‖∇ey‖+ CUCPF ‖∇(δ̂u − zh + φh)‖,
and then combine this with (3.2.13) and use the inverse inequality to obtain






‖∇(δ̂u − zh + φh)‖. (3.2.14)
Note that combining (3.2.2) and (3.2.4) and setting vh = χh + φh gives ‖∇(φh + χh)‖ = 0. Using
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this in (3.2.14) implies that






‖∇(δ̂u − zh − χh)‖. (3.2.15)
Next, combine equations (3.2.1)-(3.2.2) and then subtract from the (3.0.3) to get
1
∆t
(ex, vh) + ν(∇ex,∇vh)− (δ̂p − δq,∇ · vh) + (U · ∇(δ̂u − zh), vh) = 0, (3.2.16)
(∇ · ex, rh) = 0. (3.2.17)
where ex := δ̂u − (zh + χh).
Setting rh = δ̂p − δq, vh = ex and applying Hölder and Young’s inequalities gives
1
∆t






C2U‖∇(δ̂u − zh)‖2. (3.2.18)
To bound ‖∇(δ̂u − zh)‖, since step 1 of YU and YUPC are the same, we refer to (3.1.15) from the
YU proof to get that








and hence by the inverse inequality,





Combining (3.2.20) and (3.2.18) yields





and then using (3.2.21) in (3.2.15) (since ex = δ̂u− (zh +χh)), we obtain with the inverse inequality
that




































Although our analysis of Yosida methods is for a single step, the application is for use at
each step in a time stepping scheme. Hence all of our tests, except for convergence rate verification,
are for time dependent NSE problems, and we use the proposed methods at each time step. Our
tests employ BDF2-FE and BDF3-FE discretizations, which are defined at each time step by:







h , vh) + ((2u
n
h − un−1h ) · ∇u
n+1, vh)
−(pn+1h ,∇ · vh) + ν(∇u
n+1
h ,∇vh) = (f(t
n+1), vh), (3.3.1)
(∇ · un+1h , qh) = 0. (3.3.2)
















+ ((3unh − 3un−1h + u
n−2
h ) · ∇u
n+1
h , vh) (3.3.3)
−(pn+1h ,∇ · vh) + ν(∇u
n+1
h ,∇vh) = (f(t
n+1), vh),
(∇ · un+1h , qh) = 0. (3.3.4)
The Yosida approximations Y, YU, YPC, and YUPC are then applied to these discretiza-
tions. In our discussion below, we refer to three types of error:
Yosida-approximation error: ‖uYi − uBDFk−FE‖ (for Yi =Y, YU, YPC, YUPC),
Discretization error: ‖uNS − uBDFk−FE‖,
Total error: ‖uNS − uYi‖ (for Yi =Y, YU, YPC, YUPC).
The theory provided in the above analysis is for the Yosida-approximation error, but in practice
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the main concern is the total error. How large the Yosida-approximation error is compared to the
discretization error determines whether it affects the total error.
3.3.1 Numerical experiment 1: Convergence rate verification
We first test the predicted convergence rates of the methods with respect to the time step
size ∆t. To do so, we calculate BDF2-FE solutions using an exact solver (no Yosida approximation)
for the analytical test problem
u =
 (t+ et) cos(y)
(t+ et) sin(x)
 , p = 100 sin(x+ y)e2t,
with ν = 0.001, on the unit square, and with Dirichlet boundary conditions for velocity. We used
(P2, P1) Taylor-Hood elements on an h =
1
32 uniform mesh, varied ∆t, and took 4 timesteps. The
initial condition is the nodal interpolant of the analytical solution at t = 0.
From our analysis, we expect the YU method to be O(∆t3) and YUPC to be O(∆t4), as
approximations to the solution from the exact discrete scheme. As discussed above, similar analysis
for YU and YUPC could be done for the classical Yosida (Y) and pressure-corrected Yosida (YPC)
methods, respectively, and would produce estimates of O(∆t2) and O(∆t3). We test all four of these
methods on this problem, and calculate L2(Ω) errors and corresponding convergence rates at the
last time step. The resulting errors and rates are shown in Table 3.1, and we observe the expected
rates with respect to ∆t for all four methods.
Also shown in the last two columns of the table are the total error and discretization error for
each simulation. We observe from these results that the Yosida-approximation error for the YUPC
and YU methods is negligible compared to the discretization error and has no significant effect on
the total error, for all choices of ∆t. For the YPC method, the effect of the Yosida-approximation
error is negligible ?compared to the discretization error for ∆t < 0.116 . For the Y method, however,
the ?Yosida-approximation error is nonnegligible even for ∆t = 0.1256 : it is approximately the same
size as the discretization error and has a significant contribution to the total error.
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3.3.1.1 The negative scaling with respect to h.
The theory in sections 3.1 and 3.2 suggests a negative scaling of the Yosida-approximation
errors. We test this here using the same test problem as above, with T = 0.001,∆t = T/4, and
varying mesh widths. The results are shown in Table 3.2, and we observe that there is indeed a
negative scaling with h for the difference between the Yosida method solutions and the BDF2-FE
solution. We observe O(h−1/2) for Y and YU, and O(h−3/2) for YPC and YUPC, which are much
less than the upper bounds given in the theory above. We note that even though the theory with
respect to h does not appear sharp, in both the theory and numerical tests, the pressure correction
increases the negative scaling by a full order.
Even though there is an increase in the Yosida-approximation error with decreasing h, we
do not observe any significant effect in the total error for YU, YPC, and YUPC. That is, the error
created by these Yosida approximations is significantly smaller than the discretization error. In
particular, for all of our choices of h, the error to the NS solution in the YPC, YU, and YUPC
methods are essentially the same as for BDF2-FE. Only for the lowest order method, Y, do we
observe a negative effect on the total error when decreasing h.
3.3.2 Numerical experiment 2: Channel flow past a cylinder
Our second experiment tests YU, YUPC, Y and YPC on the benchmark problem of channel
flow past a cylinder. This problem is well-documented in [41, 64, 35], and consists of a 2.2 × 0.41
rectangular domain for the channel, and a cylinder of radius 0.05 centered at (0.2, 0.2) from the





Figure 3.1: The domain for the channel flow past a cylinder numerical experiment.
No-slip velocity boundary conditions are enforced on the cylinder and walls, and the time
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dependent inflow and outflow flow profiles are given by
u1(0, y, t) = u1(2.2, y, t) =
6
0.412
sin(π t/8)y(0.41− y) ,
u2(0, y, t) = u2(2.2, y, t) = 0.
The viscosity is taken to be ν = 10−3, no external force is present, f = 0, the flow starts from rest
at t = 0, and the simulation is run to an end time of t = 8. Quantities of interest for this flow are
lift and drag coefficients, and the t = 8 pressure drop across the cylinder. Maximum lift and drag
coefficients and the t = 8 pressure drop across the cylinder for resolved simulations are found in [41]
to be
crefd,max ∈ [2.93, 2.97], c
ref
l,max ∈ [0.47, 0.49], , ∆p(8) = 0.11161517.
The lift and drag calculations are done using global integrals, following [41].
We computed solutions using the BDF3-FE scheme with time step sizes of ∆t = 0.02, 0.01,
and 0.005, and (P2, P1) Taylor-Hood elements with Delaunay generated triangulations that provided
34,762, 61,694, and 95,738 velocity degrees of freedom (dof). Results for maximum lift and drag
coeficients, and t = 8 pressure drop statistics for BDF3-FE with no Yosida approximation, YUPC,
and YPC are given in Table 3.3. We observe all methods converge toward the reference statistics,
with YUPC and BDF3-FE providing very similar results. Since BDF3 is a third order time stepping
method, and YUPC is O(∆t4) on a single time step, it is expected (and observed) that very minor
error is created by the YUPC approximation for this discretization. The YPC method is observed
to be significantly less accurate; however, this is expected since it is predicted to be a full order of
accuracy worse than YUPC in the theory above. Figure 3.2 displays the deviation of the Yosida
methods statistics to the reference solution from [41] over times 0 ≤ t ≤ 8 for ∆t = 0.01 and using
the 61K dof mesh. From these plots we see a significant increase in accuracy of YU and YUPC over
Y and YPC. Note that for the lift coefficient, there appears to be a slight phase error in Y and YPC
that makes the error from BDF3-FE appear quite large at a fixed time.
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Figure 3.2: Shown above are derivations of the Yosida methods’ statistics (drag coefficient (top-
left), lift coefficient (top-right), and pressure drop across the cylinder (bottom)) found using the 61K
dof mesh and ∆t = 0.01 from the reference values in [41] .
3.3.3 Numerical experiment 3: Adaptive time stepping with YUPC for
channel flow past a step
Our third experiment concerns channel flow past a step. The domain for this problem is a
40× 10 rectangular channel, with a 1× 1 ‘step’ placed 5 units into the channel at the bottom. The
domain in shown in figure 3.3 below.
Figure 3.3: Shown above it the domain for the channel flow past a step numerical experiment.
The boundary conditions for this problem are no-slip on all the walls and step, zero-stress
at the outflow, and a constant-in-time parabolic inflow with max inlet velocity of 1. The initial
condition is the parabolic profile across the entire channel, and there is no external forcing, f = 0.
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Figure 3.4: Shown above is the t = 40 solution of velocity, as streamlines over speed contours, for
the flow past a step benchmark problem using the YUPC solver.
We take ν = 1/600, and for this choice the correct behavior is for eddies to form behind the step,
then detach and move down the channel, and new eddies form, and repeat [29, 46]. The tests are
run to an endtime of t = 40.
We ran this test using BDF2-FE with (P2, P
disc
1 ) Scott-Vogelius divergence-free elements, on
a barycenter refined Delaunay mesh that provided 9,378 velocity degrees of freedom. The outflow
condition is implemented with the usual ‘do-nothing’ technique. We ran the YUPC solver with
∆t = 0.01, and a plot of the t = 40 solution is shown in figure 3.4, which matches that from the
literature [46]. We note that the divergence error of the t = 40 YUPC solution was ‖∇ ·uh‖ ≈ 10−6,
which is very small even though it is nonzero.
For comparison, we also ran this test problem using YUPC with Taylor-Hood elements,
as well as BDF2-FE with no Yosida approximation and both (P2, P1) Taylor-Hood elements and
(P2, P
disc
1 ) Scott-Vogelius elements. For these three tests, we used the same mesh as above and a
fixed time step size of ∆t = 0.01. All tests produced t = 40 velocity plots that were very similar to
Figure 3.4 but yielded divergence errors that were quite different:
YUPC, TH, t = 40: ‖∇ · uh‖ = O(10−1),
no Yosida, TH, t = 40: ‖∇ · uh‖ = O(10−1),
no Yosida, SV, t = 40: ‖∇ · uh‖ = O(10−14).
Hence we observe that even though YUPC does affect the divergence error when using Scott-Vogelius
elements, it still produces a solution with very small divergence error, in particular much smaller than
is found with Taylor-Hood elements (with and without the YUPC approximation). The divergence
error found Taylor-Hood elements are approximately the same for whether YUPC approximation
is applied or is not. Taylor-Hood elements only weakly enforce the divergence error and are known
to give solutions with relatively large divergence error (see, e.g., the review paper [?]). Thus, we
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conclude in this example that it is worthwhile to use YUPC with Scott-Vogelius elements if small
divergence is desired.
To test adaptive time stepping for this problem with YUPC, we recall from above that the
YUPC algorithm produces two pressures during the solve process (pY U and pY UPC), which differ
in accuracy by O(∆t). We implement adaptive time stepping by adjusting time step size based on
‖pY U − pY UPC‖, which is a simple and cheap calculation. The test was then rerun, starting with
the same parameters as above, but now doubling the time step size each time ‖pY U −pY UPC‖ >2e-4
(such a tolerance will be problem dependent). A plot of the time step sizes used throughout this
simulation is shown in figure 3.5, and we observe that the time step is doubled 4 times, and becomes
∆t = 0.16 around time 7. The t = 40 solution plot from this computation was indistinguishable
from that obtained using ∆t = 0.01, but the total runtime was cut by over a factor of 12.





∆t ‖uBDF2FE − uY ‖ Rate ‖uNS − uY ‖ ‖uNS − uBDF2FE‖
32 4 1.8972e-03 1.8972e-03 3.1917e-04
32 8 4.2582e-04 2.1556e+00 4.6608e-04 1.8847e-04
32 16 1.0163e-04 2.0669e+00 1.4540e-04 1.0307e-04
32 32 2.4893e-05 2.0295e+00 5.9593e-05 5.3992e-05
32 64 6.1646e-06 2.0137e+00 2.8346e-05 2.7646e-05
32 128 1.5342e-06 2.0065e+00 1.4077e-05 1.3991e-05




∆t ‖uBDF2FE − uY PC‖ Rate ‖uNS − uY PC‖ ‖uNS − uBDF2FE‖
32 4 2.1979e-04 3.9322e-04 3.1917e-04
32 8 2.6669e-05 3.0429e+00 1.9094e-04 1.8847e-04
32 16 3.3073e-06 3.0114e+00 1.0316e-04 1.0307e-04
32 32 4.1335e-07 3.0002e+00 5.3996e-05 5.3992e-05
32 64 5.1726e-08 2.9984e+00 2.7646e-05 2.7646e-05
32 128 6.4715e-09 2.9987e+00 1.3991e-05 1.3991e-05




∆t ‖uBDF2FE − uY U‖ Rate ‖uNS − uY U‖ ‖uNS − uBDF2FE‖
32 4 1.1662e-05 3.2007e-04 3.1917e-04
32 8 1.3249e-06 3.1379e+00 1.8852e-04 1.8847e-04
32 16 1.5870e-07 3.0615e+00 1.0307e-04 1.0307e-04
32 32 1.9459e-08 3.0278e+00 5.3992e-05 5.3992e-05
32 64 2.4104e-09 3.0131e+00 2.7646e-05 2.7646e-05
32 128 2.9999e-10 3.0063e+00 1.3991e-05 1.3991e-05




∆t ‖uBDF2FE − uY UPC‖ Rate ‖uNS − uY UPC‖ ‖uNS − uBDF2FE‖
32 4 1.3135e-06 3.1924e-04 3.1917e-04
32 8 8.0520e-08 4.0279e+00 1.8847e-04 1.8847e-04
32 16 5.0257e-09 4.0020e+00 1.0307e-04 1.0307e-04
32 32 3.1511e-10 3.9954e+00 5.3993e-05 5.3992e-05
32 64 1.9747e-11 3.9962e+00 2.7646e-05 2.7646e-05
32 128 1.2346e-12 3.9995e+00 1.3991e-05 1.3991e-05
32 256 7.5891e-14 4.0240e+00 7.0390e-06 7.0390e-06
Table 3.1: Yosida-appproximation errors and rates for the various Yosida methods, with varying
∆t. Shown in the last two columns are the total error and discretization error.
32
1
h ‖uBDF2FE − uY ‖ Rate ‖uNS − uY ‖ ‖uNS − uBDF2FE‖
4 4.3815e-06 1.6572e-03 1.6572e-03
8 5.8960e-06 -4.2831e-01 5.0958e-04 5.0953e-04
16 7.6560e-06 -3.7685e-01 1.3842e-04 1.3819e-04
32 1.0126e-05 -4.0340e-01 3.6622e-05 3.5151e-05
64 1.3787e-05 -4.4524e-01 1.6072e-05 8.2035e-06
128 1.9383e-05 -4.9148e-01 1.9421e-05 1.5150e-06
1
h ‖uBDF2FE − uY PC‖ Rate ‖uNS − uY PC‖ ‖uNS − uBDF2FE‖
4 4.6283e-09 1.6572e-03 1.6572e-03
8 1.3390e-08 -1.5326e+00 5.0953e-04 5.0953e-04
16 3.8498e-08 -1.5236e+00 1.3819e-04 1.3819e-04
32 1.0843e-07 -1.4939e+00 3.5151e-05 3.5151e-05
64 2.9914e-07 -1.4641e+00 8.2106e-06 8.2035e-06
128 7.7578e-07 -1.3748e+00 1.7070e-06 1.5150e-06
1
h ‖uBDF2FE − uY U‖ Rate ‖uNS − uY U‖ ‖uNS − uBDF2FE‖
4 2.1834e-09 1.6572e-03 1.6572e-03
8 2.9513e-09 -4.3477e-01 5.0953e-04 5.0953e-04
16 3.8325e-09 -3.7694e-01 1.3819e-04 1.3819e-04
32 5.0677e-09 -4.0305e-01 3.5151e-05 3.5151e-05
64 6.8963e-09 -4.4449e-01 8.2106e-06 8.2035e-06
128 9.6837e-09 -4.8974e-01 1.7070e-06 1.5150e-06
1
h ‖uBDF2FE − uY UPC‖ Rate ‖uNS − uY UPC‖ ‖uNS − uBDF2FE‖
4 2.1290e-12 1.6572e-03 1.6572e-03
8 6.2470e-12 -1.5530e+00 5.0953e-04 5.0953e-04
16 1.8465e-11 -1.5636e+00 1.3819e-04 1.3819e-04
32 5.2965e-11 -1.5202e+00 3.5151e-05 3.5151e-05
64 1.4769e-10 -1.4795e+00 8.2035e-06 8.2035e-06
128 3.8550e-10 -1.3842e+00 1.5150e-06 1.5150e-06
Table 3.2: Errors and rates for Yosida methods, compared to the unapproximated BDF2-FE
solution, with varying h. Also shown in the last two columns is the error of the Yosida methods
from the analytical NS equations, and from the unapproximated BDF2-FE solution uh to analytical
NS equations.
Method DOF ∆t cd |cd − crefd | cl |cl − c
ref
l | ∆p(8) |∆p(8)−∆p(8)ref |
[41] - - 2.950918381 - 0.47787543 - -0.11161517 -
BDF3-FE 35K 0.02 2.94744 3.48e-03 0.47440 3.47e-03 -0.10465 6.97e-03
BDF3-FE 61K 0.01 2.94897 1.95e-03 0.47561 2.26e-03 -0.11021 1.41e-03
BDF3-FE 95K 0.005 2.94966 1.26e-03 0.47735 5.25e-04 -0.11142 1.91e-04
YUPC 35K 0.02 2.94740 3.52e-03 0.48027 2.39e-03 -0.10551 6.10e-03
YUPC 61K 0.01 2.94895 1.97e-03 0.47650 1.38e-03 -0.11016 1.46e-03
YUPC 95K 0.005 2.94965 1.27e-03 0.47740 4.71e-04 -0.11142 1.92e-04
YPC 35K 0.02 2.77468 1.76e-01 0.42650 5.14e-02 -0.11186 2.43e-04
YPC 61K 0.01 2.85175 9.92e-02 0.43684 4.10e-02 -0.10867 2.94e-03
YPC 95K 0.005 2.89571 5.52e-02 0.45548 2.24e-02 -0.11136 2.58e-04
Table 3.3: Maximum lift and drag and pressure drop at t = 8 for the flow past a cylinder problem,
with various solvers, meshes, and time step sizes.
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Chapter 4
On reducing the splitting error in
Yosida methods for the
Navier-Stokes equations with
grad-div stabilization
Consider the single timestep discretized Navier-Stokes equations with grad-div stabilization
on Ω ⊆ Rd (d = 2 or 3):
Algorithm 4.0.1 (Pointwise divergence free solution for NS). Find (ûh, p̂h) ∈ (Xh, Qh) satisfying
1
∆t
(ûh, vh) + (∇ûh,∇vh) + b∗(U, ûh, vh)− (p̂h,∇ · vh)
+γ(∇ · ûh,∇ · vh) = (f̃ , vh), ∀vh ∈ Xh, (4.0.1)
(∇ · ûh, qh) = 0, ∀qh ∈ Qh. (4.0.2)
where f̃ and U are known and assume CU := ‖∇U‖ <∞.
Remark 4.0.2. Algorithm 4.0.1 is relevant to both steady and unsteady problems. In the latter, Al-
gorithm 4.0.1 would be used at each timestep, with the right hand side function f changing potentially
each time.
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Remark 4.0.3. Grad-div stabilization, originally developed in [23], and critically analyzed in [55],
creates difficulties in solving with A or Ã with larger γ, since the matrix that arises from grad-div
stabilization is only symmetric positive semi-definite, with a non-trivial nullspace. However, effective
solvers have recent been developed that are successful in such cases, such as [65, 47], and see also the
discussion in section 5.1.4 in [57]. It is shown in numerous recent papers how the use of grad-div
stabilization with γ = O(1) can dramatically reduce velocity error, see e.g. [42, 36, 55, 24, 39] and
references therein; hence for the same accuracy, significantly coarser meshes can be used when grad-
div stabilization is applied. System (4.0.1)-(4.0.2) is equivalent to (3.0.1)-(3.0.2) if strong divergence-
free finite elements are used and thus we will restrict this chapter to divergence-free elements.
Homogeneous Dirichlet boundary conditions are used here for simplicity, but extension to
inhomogeneous Dirichlet boundary conditions or to partially Neumann boundary conditions can be
performed with analogous arguments.
We know that solving NSE with splitting methods is much more efficient than solving
NSE with LU decomposition. However, solutions from either Yosida methods or typical projection
methods do not preserve mass conservation. Certain recoveries are done by applying projection
methods to (4.0.1)-(4.0.2), see [40]. Herein, we study a similar strategy to the Yosida methods, and
find a connection to the iterated-penalty method.
This chapter is arranged as: Section 4.1 presents some additional preliminary setup that
is used only in this chapter. Section 4.2 introduces and analyzes the Yosida-penalty method, and
presents some numerical results. Section 4.3 explores the connection between this altered Yosida
method and the classical iterated penalty method, and compares these methods on some benchmark
tests.
4.1 Preliminaries
Here we introduce two equivalent Hilbert norms based on Navier-Stokes operators. Consider




(u, v) + ν(∇u,∇v) + b∗(U, u, v),
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The bilinear form a is easily seen to be continuous and coercive, and we denote the a-norm by




The a-norm is equivalent to the H10 norm, independent of h, as is verified easily since








(u, v) + ν(∇u,∇v).
This bilinear form is an inner product on X ×X which is continuous and coercive, and in fact for
any u ∈ X, ‖u‖a = ‖u‖ã. So a(u, v) = ã(u, v) + b∗(U, u, v). Similar result to Lemma 2.0.2 can be
derived based on ã norm. For this purpose, define the space orthogonal to Vh in the ã-inner product
to be
Rãh = {rh ∈ Xh : ã(rh, vh) = 0,∀vh ∈ Vh},
so that Xh = Vh ⊕Rãh in the sense of the ã-inner product.







> 0 such that
‖rh‖a ≤ Cã ‖∇ · rh‖ .











‖∇ · rh‖2 = C2ã‖∇ · rh‖2.
Taking square roots completes the proof.
4.2 The Yosida-penalty method
We now present, analyze and test the Yosida-penalty method. For simplicity, we restrict
to the most basic case, i.e. without the improvements such as pressure-correction methods which
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are discussed in [62, 61, 25, 63, 13]. Extension of the ideas in this section can be made to those
techniques with similar results (in terms of behavior with respect to γ), but we note that no further
improvements arise in the these methods; i.e. the convergence rate with respect to γ is the same.
Although we do not explore this analytically, we do test it numerically in this section. After pre-
senting the algorithm, we prove a convergence result based on the penalty parameter, and then give
several numerical experiments verifying the theory and showing the effectiveness of the method.
We propose the Yosida-penalty method by applying the Yosida splitting to NSE (4.0.1)-














• A is the matrix arising from a(uh, vh) + γ(∇ · uh,∇ · vh),
• Ã is the SPD matrix arising in the same manner as A, but without the nonlinear term, i.e.
from




(uh, vh) + ν(∇uh,∇vh) + γ(∇ · uh,∇ · vh),
and using the same boundary conditions which create the matrix A. Often in Yosida methods,
the viscous term is also omitted from Ã, however to get H1 bounds on the velocity error that
are independent of h, we found it helpful to keep the viscous term.
• B is the matrix arising from −(ph,∇ · vh),
• BT is the matrix arising from −(qh,∇ · uh).
Note that the construction of Ã is made together with the same boundary conditions used
to construct A, and most importantly, Ã is SPD and so is BT Ã−1B. These matrix properties are the
main advantage of Yosida methods, since we can assembly preconditioner once and use conjugate
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gradient methods for both the inner and outer solvers of the approximated Schur complement, which
will provide for more efficient and robust solves.
4.2.1 Analysis of Yosida-penalty method
We prove now that solutions of the Yosida-penalty method converge with rate O(γ−2) to
the divergence free coupled method solution (ûh, p̂h) of Algorithm 4.0.1, in the natural norms of the
finite element problems.
A key step in analysis is the identification of the approximated linear algebraic system as
finite element problems. Since the approximation is written as a block LU factorization, we identify
the individual subproblems to be solved:
Step 1 : Solve AẐ = F for Ẑ,
Step 2 : Solve BT Ã−1BP̂ = BT Ẑ for P̂ ,
Step 3 : Solve AÛ = AẐ −BP̂ for Û .
Each of these steps can be reformulated into the following equivalent finite element problems:
Step 1 : Find zh ∈ Xh satisfying for all vh ∈ Xh,
a(zh, vh) + γ(∇ · zh,∇ · vh) = (f, vh). (4.2.2)
Step 2 : Find (χh, ph) ∈ (Xh, Qh) satisfying for all (vh, rh) ∈ (Xh, Qh)
α
∆t
(χh, vh) + ν(∇χh,∇vh) + γ(∇ · χh,∇ · vh)− (ph,∇ · vh) = 0, (4.2.3)
(∇ · χh, rh) = −(∇ · zh, rh). (4.2.4)
Step 3 : Find uh ∈ Xh satisfying for all vh ∈ Xh,
a(uh, vh) + γ(∇ · uh,∇ · vh) = a(zh, vh) + γ(∇ · zh,∇ · vh) + (∇ · vh, ph). (4.2.5)
We now prove a convergence result for the Yosida-penalty solution to the solution of Al-
gorithm 4.0.1, based on the penalty parameter γ. Thus, in terms of solutions in the finite element
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spaces, the Yosida-penalty solutions are (uh,−ph − γ∇ · uh) ∈ (Xh, Qh), as the convergence result
reveals.
Theorem 4.2.1. Let (ûh, p̂h) ∈ (Xh, Qh) be the coupled method solution of Algorithm 4.0.1, and
(uh, ph) ∈ (Xh, Qh) be the Yosida method solution from (4.2.2)-(4.2.5). Denoting p̃h := ph−γ∇·wh,
the following bounds hold:
‖∇(uh − ûh)‖ ≤ O(γ−2), (4.2.6)
‖p̂h − p̃h‖ ≤ O(γ−2). (4.2.7)
Proof. The proof is split into 3 parts, which analyze the individual steps of the Yosida method. The
H1 orthogonal decomposition used in every step is based on the decomposition Xh = Vh ⊕Rãh in ã
the inner product.
Proof Step 1. Claim: a(ûh − zh, v0h) = 0, ∀v0h ∈ Vh and ‖∇ · zh‖ ≤ γ−1
√




−2C2U and CU = ‖∇U‖.
To analyze Step 1, we begin by subtracting (4.2.2) by (4.0.1), and restricting v0h ∈ Vh. This gives
a(zh − ûh, v0h) = 0, ∀v0h ∈ Vh,
Next, substituting vh = zh in (4.2.2)
‖zh‖2a + γ‖∇ · zh‖2 ≤ ‖f‖−1‖∇zh‖.
Drop the divergence term and utilize the norm equivalence,
‖∇zh‖ ≤ ν−1‖f‖−1. (4.2.8)




h ∈ Rãh ⊕ Vh and let vh = zrh in (4.2.2), then
‖zrh‖2ã + γ‖∇ · zrh‖2 = (f, zrh)− b∗(U, z0h, zrh).
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Apply Cauchy-Schwartz inequality, Lemma 4.1.1 , (4.2.8), and Young’s inequality on the RHS,
‖zrh‖2ã + γ‖∇ · zrh‖2 ≤ ‖f‖−1‖∇zrh‖+ CsCU‖∇zh‖‖∇zrh‖
≤ Cã‖f‖−1‖∇ · zrh‖+ CãCsCU‖∇zh‖‖∇ · zrh‖
≤ γ−1C2ã‖f‖2−1 + γ−1C2ãC2sC2Uν−2‖f‖2−1 +
γ
2
‖∇ · zrh‖2, (4.2.9)
which reduces






Denote σ = C2ã + C
2
sν
−2C2U and CU = ‖∇U‖, then
‖∇ · zh‖ ≤ γ−1
√
2σ‖f‖−1. (4.2.10)
Proof Step 2. Claim: ‖ph + γ∇ · zh‖ ≤ C2ãγ−1
√
2σ‖f‖−1 and ‖ph‖ ≤ (C2ã + 1)
√
2σ‖f‖−1.
To begin the analysis, since ∇ ·Xh ⊆ Qh, let rh = ∇ · (χh + zh) in (4.2.4) to obtain that
‖∇ · (zh + χh)‖ = 0. (4.2.11)
Thus we can rewrite (4.2.3) as
ã(χh, vh)− γ(∇ · zh,∇ · vh)− (ph,∇ · vh) = 0. (4.2.12)
The choice of vh = χ
0
h ∈ Vh gives immediately that ‖χ0h‖ã = 0, and thus that χh ∈ Rãh. Using this,
dividing both sides of (4.2.12) by ‖∇vh‖, applying the inf-sup condition and (4.1.1) yields
β‖ph+γ∇·zh‖ ≤











Now using Lemma 2.0.2, we find that
‖ph + γ∇ · zh‖ ≤ β−2(
α
∆t
C2PF + ν)‖∇ · χh‖ = C2ã‖∇ · χh‖,
40
and thanks to (4.2.11) and (4.2.10), we get the bound
‖ph + γ∇ · zh‖ ≤ C2ã‖∇ · χh‖





‖ph‖ ≤ ‖ph + γ∇ · zh‖+ γ‖∇ · zh‖ ≤ (C2ãγ−1 + 1)
√
2σ‖f‖−1,
Since the goal is to let γ →∞, we assume γ > 1, thus
‖ph‖ ≤ (C2ã + 1)
√
2σ‖f‖−1. (4.2.14)
Proof Step 3. (completes the proof for velocity) For step 3 analysis, we begin by choosing vh =
v0h ∈ Vh in (4.2.5), which gives
a(uh − zh, v0h) = 0,∀v0h ∈ Vh, (4.2.15)
and thus a(uh − ûh, v0h) = 0,∀v0h ∈ Vh, with the last equality coming from the step 1 analysis. Let
v0h = u
0
h − ûh ∈ Vh then
‖u0h − ûh‖2ã = −b∗(U, urh, u0h − ûh) ≤ CsCU‖∇urh‖‖∇(u0h − ûh)‖.
Utilizing norm equivalence, ‖∇(u0h − ûh)‖ ≤ ν−1CsCU‖∇urh‖. Thus
















)(1 + ν−1CsCU )‖∇urh‖.
(4.2.16)
In order to bound ‖∇(uh − ûh)‖ by γ, it is enough to show that ‖∇urh‖ ≤ O(γ−2). Next, take
vh = u
r
h in (4.2.5) and apply Cauchy-Schwarz and Young’s inequalities along with Lemma 4.1.1 to
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get
‖urh‖2ã + γ‖∇ · urh‖2 = ã(zh, urh) + (γ∇ · zrh + ph,∇ · urh) + b∗(U, zh − uh, urh)
= ã(zrh, u
r
h) + (γ∇ · zrh + ph,∇ · urh) + b∗(U, z0h − u0h, urh) + b∗(U, zrh, urh)
≤ ‖zrh‖ã‖urh‖ã + ‖γ∇ · zrh + ph‖‖∇ · urh‖+ CsCU‖∇(z0h − u0h)‖‖∇wrh‖
+CsCU‖∇zrh‖‖∇urh‖
≤ C2ã‖∇ · zrh‖‖∇ · urh‖+ ‖γ∇ · zrh + ph‖‖∇ · urh‖
+CãCsCU‖∇(z0h − u0h)‖‖∇ · urh‖+ C2ãCsCU‖∇ · zrh‖‖∇ · urh‖





U‖∇ · zrh‖2 +
γ
2
‖∇ · urh‖2. (4.2.17)
We claim ‖∇(z0h−u0h)‖ ≤ O(γ−1). First, let v0h = u0h− z0h ∈ Vh in (4.2.15) then by norm equivalence
ν‖∇(u0h − z0h)‖2 ≤ ‖u0h − z0h‖2ã ≤ CsCU‖∇(urh − zrh)‖‖∇(u0h − z0h)‖,
i.e.,
‖∇(u0h − z0h)‖ ≤ ν−1CsCU‖∇(urh − zrh)‖. (4.2.18)
Second, let vh = uh − zh in (4.2.5)
‖uh − zh‖2ã + γ‖∇ · (uh − zh)‖2 = (∇ · (uh − zh), ph).
Still use Cauchy-Schwartz inequality, Lemma 4.1.1 and (4.2.14),
‖∇(urh − zrh)‖ ≤ Cã‖∇ · (urh − zrh)‖ ≤ γ−1Cã‖ph‖ ≤ γ−1Cã(C2ã + 1)
√
2σ‖f‖−1
Combine it with (4.2.18),




Next, apply (4.2.10), (4.2.13) and (4.2.19) in (4.2.17) to obtain the estimate














‖∇ · wrh‖ ≤ 2γ−2C2ã
√










‖∇(uh − ûh)‖ ≤ 2ηγ−2C2ã
√














ν )(1 + ν
−1CsCU ) by (4.2.16) which finishes the proof for velocity.
Proof of pressure convergence
For pressure convergence, combining (4.2.2) and (4.2.5) produces
a(uh, vh) + (γ∇ · uh − ph,∇ · vh) = (f, vh) ∀vh ∈ Xh. (4.2.21)
Denoting p̃h = ph − γ∇ · uh and subtracting (4.2.21) from (4.0.1) yields
(p̂h − p̃h,∇ · vh) = ã(ûh − uh, vh) + b∗(U, ûh − uh, vh) ∀vh ∈ Xh.
Majorizing the right hand side using similar analysis as above, then applying inf-sup produces the
estimate
β‖p̂h − p̃h‖ ≤ (ν +
α
∆t
C2PF + CsCU )‖∇(ûh − uh)‖,
which reduces using (4.2.20) to
‖p̂h − p̃h‖ ≤ 2β−1(ν +
α
∆t
C2PF + CsCU )ηγ
−2C2ã
√












In this subsection, we provide several numerical experiments to test both the theory and
usefulness of the Yosida-penalty method. For our 2D tests, we use (P2, P
disc
1 ) Scott-Vogelius (SV)
elements on barycenter refined triangular meshes, which is known to be inf-sup stable [2]. In 3D,
we use (P3, P
disc
2 ) SV elements on barycenter refined tetrahedral meshes, which is known from [75]
to be inf-sup stable.
Each of our four tests shows second order convergence of the Yosida-penalty solutions as
γ → ∞ to the coupled solution under SV elements (SV solution). The first two tests are for an
analytic test problem with known solution, and are used to verify the predicted convergence rate
of 2 to the coupled solution, but also to compare the accuracy of the Yosida-penalty and pressure-
corrected Yosida-penalty solutions. The final two tests are for physically meaningful problems:
channel flow over a step, and the 3D lid-driven cavity problem. All of our tests indicate that the
Yosida-penalty method with γ ≥ 10 can have accuracy very close to that of Algorithm 4.0.1 when
no approximations are made to the linear system.
To solve the linear algebraic systems, a direct solver was used to solve with A and Ã,
including the inner solves of the Schur complements. The outer solvers for the Schur complements
used were conjugate gradient (CG) for BT Ã−1B and BICGSTAB for BTA−1B, with tolerance
1e − 10, and with the pressure mass matrix as a preconditioner. We note that since the pressure
space is discontinuous, the full pressure mass matrix was used (instead of a diagonally lumped) since
it is block diagonal with 3× 3 blocks in 2D and 10× 10 blocks in 3D. In all cases, for γ ≥ 1, 000 the
number of CG iterations 2 or 3, for 10 ≤ γ ≤ 100 it was 4 or 5, and for γ = 1, the number ranged
from 5 to 15.
4.2.2.1 Numerical experiment 1: Convergence rate verification
Our first numerical test is for the verification of the predicted convergence rates of Theorem




 , p = sin(x),
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u+ U · ∇u+∇p− ν∆u,
with U = u, α = 1, ∆t = 1 and ν = 1. The discretization used Algorithm 4.0.1 with (P2, P
disc
1 )
elements to build the linear systems, and then solved the linear systems using the Yosida-penalty
method (inexact block LU factorization (4.2.1)) using several choices of γ. A h=1/32 barycenter
refined uniform mesh was used, which is known to provide inf-sup stability for this element choice
[2]. The inhomogeneous Dirichlet boundary condition was enforced nodally using the true solution.
Results of the computations are shown in table 4.1, as the differences between the SV
solution and Yosida-penalty method solutions, in the natural norms of the problem. We observe
the theory-predicted convergence rate of 2 for both velocity and pressure, and the error (to the true
solution, shown in last column) is seen to decrease by about 2 orders of magnitude if γ is increased
from γ = 0 to γ ≥ 10; even with γ = 1 a significant reduction in error is observed.
4.2.2.2 Numerical experiment 2: Comparison of Yosida-penalty and pressure-correction
Yosida-penalty
Our next experiment compares the accuracy of the Yosida-penalty method with the pressure-
corrected Yosida-penalty method of [63]. To do this, we repeat the same experiment as above in










with Q = (BT Ã−1AÃ−1B)−1BT Ã−1B. This factorization was proven in [63] to be O(∆t3) accurate
in the velocity, instead of O(∆t2) as it is when Q = I. This gain in accuracy comes at about
double the cost, as it requires us to perform an additional solve with the SPD approximated Schur
complement, and two more solves with the SPD matrix Ã.
The results are shown in table 4.2. As γ increases, we observe the convergence rate of 2 to
the SV solution (noting the reduction in rate for γ = 10, 000 is due to already reaching the tolerance
of the linear solvers. Hence, we observe there is no improvement in convergence rate as γ increases for
the pressure-corrected Yosida-penalty method, compared to the Yosida-penalty method. However,
we do observe by comparing the error in solutions from tables 4.1 and 4.2 that for smaller values of
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γ, the pressure-corrected method is significantly more accurate, while for γ ≥ 10, the accuracy of the
methods in similar; this is expected due to the increased accuracy with respect to ∆t. A significant
increase in accuracy is still observed in the γ ≥ 10 solution compared to the γ = 0 solution in the
pressure-corrected Yosida-penalty method.
4.2.2.3 Numerical experiment 3: 2D channel flow over a step
We next test the Yosida-penalty scheme on a 2D channel flow problem past a step. The
domain is a 40× 10 rectangle, with a 1× 1 step placed five units in from the left, at the bottom of
the channel. The viscosity is set as ν = 120 , and boundary conditions are enforced as no slip on the
top and bottom walls, and along the step. At the inflow and outflow, a parabolic profile is enforced
nodally to be u|in/out. We take α = 0, and U to satisfy the same boundary conditions as u, but in
the interior satisfy U(x, y) = 〈y(10−y)25 , 0〉
T .
Solutions were computed using SV elements, and with the Yosida-penalty method with
several choices of γ. The differences between the SV solution and Yosida-penalty solutions are
shown in table 4.3, and we again observe second order convergence, as predicted by the theory.
Figure 4.1 shows plots of the velocity solutions of the schemes, as streamlines over speed contours,
and the convergence to the SV solution as γ increases is clear. Furthermore, we observe that smaller
γ (=0, 0.1, and 1) solutions do not predict the eddy behind the step, while the SV and larger γ (≥ 10)
do predict it. The smaller γ solutions also do not accurately predict the speed contours, and also
have oscillations at the outflow, due to the inaccuracy of the approximation of the Yosida-penalty
method with small penalty parameter for steady problems.
4.2.2.4 Numerical experiment 4: 3D lid driven cavity
Our final test in this section is for the 3D lid driven cavity benchmark problem for steady
Navier-Stokes equations. This is a widely used test problem, see e.g. [73] and references therein for
more detailed description and history. The domain is the unit cube, and the problem uses no forcing
f = 0, homogeneous Dirichlet boundary conditions on the bottom and side walls, and on the lid
(z = 1), the Dirichlet condition ulid = 〈1, 0, 0〉
T is enforced. We consider the 3 benchmark tests of
Re=100, 400 and 1,000 (with Re := ν−1 for this problem).
The problem is solved using a quasi-Newton method to resolve the nonlinearity, and each
linear solves was done using the Yosida-penalty method, with the same γ being used for every solve
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Figure 4.1: Shown above are plots of velocity streamlines over speed contours for varying γ Yosida-
penalty and SV solutions.
in the nonlinear iteration. We computed using (P3, P
disc
2 ) SV elements on a barycenter refined mesh
that provided 796,722 total degrees of freedom (477,282 velocity and 319,440 pressure). Solutions
from each choice of γ were compared to the SV solution, and the differences are shown in table 4.4.
Again we observe the theory-predicted second order convergence rate. Plots of the midsliceplanes
and of the centerline x-velocities are shown in figures 4.2-4.3 for the γ = 1 solution, and are in
excellent agreement with DNS results of Wong and Baker [73], which used a similar number of




















Figure 4.2: Shown above are the midsliceplane plots for the 3D driven cavity simulations at Re=100
(top), 400 (middle), and 1,000 (bottom), using the Yosida-penalty method for the linear solves with
γ = 1 (and we note that identical plots are obtained for γ =10, 100, and 1000). These plots are in
excellent agreement with results reported in [73].
4.3 Connection to the classical iterated penalty method
In the previous section, we proved a convergence result for the Yosida-penalty method
solution to the solution of the coupled system, i.e. the solution resulting from solving the exact
algebraic system. The proof was based on transforming the inexact block LU factorization into finite
element problems, and analyzing the resulting sub-problems. From the analysis, there was a clear
connection to iterated penalty methods, which solve similar problems repeatedly in an iteration that
also converges to the coupled method solution. In this sense, the Yosida-penalty method consists of
two iterated-penalty type steps and one approximated SPD approximated Schur complement solve.
It is therefore worth comparing these methods, and we do so in this section. The key difference
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1 Centerline x velocity for Re=100 driven cavity steady state
Wong/Baker
Yosida Penalty (! =1)
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1 Centerline x velocity for Re=400 driven cavity steady state
Wong/Baker
Yosida Penalty (! =1)
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1 Centerline x velocity for Re=1000 driven cavity steady state
Wong/Baker
Yosida Penalty (! =1)
Figure 4.3: Shown above are the centerline x-velocity plots for the 3D driven cavity simulations at
Re=100, 400, and 1,000, using the penalty-Yosida method with γ = 1 (and we note that identical
plots are obtained for γ =10, 100, and 1000). These plots are in excellent agreement with results
reported in [73].
between the methods is for time-dependent problems (α > 0); for steady problems, the methods
give very similar solutions, but when α > 0, the O(∆t2) accuracy of the Yosida / Yosida-penalty
method (and third order if pressure-correction step is used) provides a significant advantage over the
iterated penalty method. After first presenting the classical iterated penalty method, we formulate
new proofs based on pointwise divergence-free element spaces for (essentially) known convergence
results, and finally compare them to results from the Yosida-penalty method using the 2D flow over
a step problem used in the previous section. At the end of this section, we use the iterated penalty
results to propose and discuss an iterated-penalty projection method for unsteady NS equations,
and compare it qualitatively to the Yosida-penalty method.
Iterated penalty methods for solving Stokes and NSE problem have been used successfully
for many years, see e.g. [74, 16, 29], and analysis of iterated penalty methods is generally done by
transforming to a coupled system with artificial incompressibility / pressure regularization. Next,
we analyze the methods directly, taking advantage of the divergence-free subspace Vh and that the
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norm of its orthogonal complement in Xh is the divergence norm.
4.3.1 Iterated penalty method for the Stokes equations
For simplicity, we consider first the Stokes equations, which are given by
−ν∆u+∇p = f, ∇ · u = 0,
and equipped with homogeneous boundary conditions for velocity (for simplicity), and zero-mean
pressure. We will assume that the forcing f ∈ H−1(Ω).
The standard coupled finite element approximation algorithm for the Stokes equations is as
follows. Recall we assume that (Xh, Qh) is both LBB stable and ∇ ·Xh ⊆ Qh (e.g. Scott-Vogelius
elements).
Algorithm 4.3.1 (Pointwise divergence free solution for coupled Stokes problem).
Find (ûh, p̂h) ∈ (Xh, Qh) satisfying
ν(∇ûh,∇vh)− (p̂h,∇ · vh) = (f, vh) ∀vh ∈ Xh, (4.3.1)
(∇ · ûh, qh) = 0 ∀qh ∈ Qh. (4.3.2)
It is well known (see, e.g. [?]) that since LBB is assumed to hold for (Xh, Qh), Algorithm
4.3.1 is well posed and solutions are bounded as
‖∇ûh‖ ≤ ν−1‖f‖−1, ‖p̂h‖ ≤ 2β−1‖f‖−1. (4.3.3)
Consider now the classical iterated penalty algorithm, based on a formulation from [74] and
in the same spirit as in [48, 29, 16], but here we use exact integration in the penalty term.
Algorithm 4.3.2 (Iterated penalty method for Stokes).
Step 0: Find u0h ∈ Xh satisfying
ν(∇u0h,∇vh) + γ(∇ · u0h,∇ · vh) = (f, vh) ∀vh ∈ Xh. (4.3.4)
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Step k=1,2,... : Find ukh ∈ Xh satisfying
ν(∇ukh,∇vh) + γ(∇ · ukh,∇ · vh) = ν(∇uk−1h ,∇vh) ∀vh ∈ Xh. (4.3.5)
Observe that Algorithm 4.3.2 produces, at step k,
ν(∇ukh,∇vh) + γ(∇ · ukh,∇ · vh) = ν(∇uk−1h ,∇vh)
= ν(∇uk−2h ,∇vh)− γ(∇ · u
k−1
h ,∇ · vh)
= ...














,∇ · vh) = (f, vh) ∀vh ∈ Xh. (4.3.6)
Also, in step 0, note that by choosing vh = w
0
h, we get the bound
‖∇u0h‖ ≤ ν−1‖f‖−1. (4.3.7)
We prove now that the solution of the iterated penalty method converges linearly to the
divergence free coupled method solution.
Theorem 4.3.1. Let (ûh, p̂h) ∈ (Xh, Qh) be the coupled method solution of Algorithm 4.3.1, and
(ukh, p
k
h) ∈ (Xh, Qh), k=0,1,2,..., be the sequence of iterated penalty solutions of Algorithm 4.3.2,
with pkh := −γ
∑k
n=0 (∇ · unh). Then












Proof. In this proof, we denote ek := ukh− ûh, and the pieces of ek resulting from the H1 orthogonal
decomposition as




with ek0 ∈ Vh, ekr ∈ Rh. The orthogonal decomposition of the test function vh will be done in an
analogous manner: vh = v0 + vr. We begin by subtracting (4.3.4) from (4.3.1), and noting that
∇ · ûh = 0 to get, for all vh ∈ Xh,
ν(∇e0,∇vh) + γ(∇ · e0,∇ · vh) + (p̂h,∇ · vh) = 0.
Note that choosing vh = e
0
0 ∈ Vh implies that ‖∇e00‖ = 0. Next, subtract ν(∇ûh,∇vh) from both
sides of (4.3.5) to get, for all vh ∈ Xh,
ν(∇ek,∇vh) + γ(∇ · ek,∇ · vh) = ν(∇ek−1,∇vh). (4.3.8)
Restricting test functions to just those in the divergence free space Vh, we obtain
ν(∇ek,∇v0) = ν(∇ek−1,∇v0) ∀v0 ∈ Vh,
and by orthogonality of Vh and Rh,
(∇(ek0 − ek−10 ),∇v0) = 0 ∀v0 ∈ Vh.
Choosing v0 = e
k
0 − ek−10 now yields ‖∇(ek0 − e
k−1
0 )‖ = 0, and in turn ek0 = e
k−1
0 = ... = e
0
0. Since
e00 = 0, we have proven that e
k
0 = 0 for all k, and it now remains to prove the convergence result for
ekr . We proceed by choosing vh = e
k
r in (4.3.8), which yields after using orthogonality of Vh and Rh,
ν‖∇ekr‖2 + γ‖∇ · ekr‖2 = ν(∇ek−1r ,∇ekr ).
Using Cauchy-Schwarz, Lemma 2.0.2, and Young’s inequality on the right hand side produces
ν‖∇ekr‖2 + γ‖∇ · ekr‖2 ≤ ν‖∇ek−1r ‖‖∇ekr‖










‖∇ · ekr‖ ≤
ν
γβ2
‖∇ · ek−1r ‖.
Utilizing Lemma 2.0.2 once more, we obtain
‖∇ekr‖ ≤ β−1‖∇ · ekr‖ ≤
ν
γβ3
















Finally, applying the bounds (4.3.7) and (4.3.3) for u0h and ûh completes the proof for velocity. For
pressure, subtract (4.3.6) from (4.3.1) to get for all vh ∈ Xh,
(p̂h − pkh,∇ · vh) = ν(∇(ukh − ûh),∇vh).
Applying Cauchy Schwarz on the right hand side, dividing both sides by ‖∇vh‖ and applying the
inf-sup condition gives
‖p̂h − pkh‖ ≤ β−1ν‖∇(ukh − ûh)‖.
Now using the velocity estimate completes the proof.
4.3.2 Extension to Navier-Stokes equations
We consider next iterated penalty methods for the (steady or time dependent) NS equations.




(u, v) + ν(∇u,∇v) + b∗(U, u, v),
where U is known, and α = 0 for steady problems and α > 0 for time dependent problems. The finite
element problem of interest remains Algorithm 4.0.1, and the associated iterated penalty method
(at each timestep for the unsteady problem) reads as follows.
Algorithm 4.3.3 (Iterated penalty method for NS).
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Step 0: Find u0h ∈ Xh satisfying
a(u0h, vh) + γ(∇ · u0h,∇ · vh) = (f, vh) ∀vh ∈ Xh. (4.3.9)
Step k=1,2,... : Find ukh ∈ Xh satisfying
a(ukh, vh) + γ(∇ · ukh,∇ · vh) = a(uk−1h , vh) ∀vh ∈ Xh. (4.3.10)
We can now state a convergence result for the NS iterated penalty method.
Theorem 4.3.2. Let (ûh, p̂h) ∈ (Xh, Qh) be the coupled method solution of Algorithm 4.0.1, and
(ukh, p
k
h) ∈ (Xh, Qh), k=0,1,2,..., be the sequence of iterated penalty solutions of Algorithm 4.3.3,
with pkh := −γ
∑k
n=0 (∇ · unh). Then












Proof. This proof follows identically to the proof above for the Stokes case, after taking care to use
the a norm, the orthogonal decomposition based on the a inner product, and Lemma 4.1.1.
4.3.3 Numerical experiments
We now compare the Yosida-penalty method to the iterated penalty method, using the same
test problem as above for 2D flow over a step at Re = 20, with varying γ, first with α∆t = 0 and then
with α∆t = 1. Since the Yosida-penalty method used 2 iterated-penalty-type steps, we compare its
solution with that of the iterated penalty solution after two steps. Both of these methods are proven
herein to be O(γ−2) as γ →∞. Whether this is a ‘fair’ comparison depends strongly on whether the
cost of the SPD Schur complement solve is negligible; for larger γ and for time dependent problems,
this can be a reasonable assumption since the Schur complement is not time dependent (and so
preconditioners only need built once) and the iteration count for the Schur complement solve is
small when γ ≥ 10 (usually less than 4 or 5 iterations of CG). To quantify accuracy, we compare
solutions to the coupled method solution with the same ∆t.
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The results for α∆t = 0 are shown in table 4.5, and indicate almost identical accuracy between
the Yosida-penalty method and 2 steps of the iterated penalty method, for each γ. The results for
α
∆t = 1 are shown in table 4.6, and are much different: here, the Yosida-penalty method is one to two
orders of magnitude more accurate than the 2-step-iterated penalty method, for both the velocity
and pressure. Since the Yosida-penalty method is still a Yosida method, it enjoys the theory of [63],
where it is proven that the method is also O(∆t2). The iterated penalty method, on the other hand,
does not improve as σ increases; in fact, it gets worse, likely due to the constant Cã increasing as
α
∆t increases.
4.3.4 Iterated penalty-projection method for transient Navier-Stokes
The ideas and results of this section can be extended, although with more technical details,
to create an iterated-penalty projection method that has similar cost as Yosida-penalty, and also
converges to the coupled method solution with rate O(γ−2). Penalty-projection methods can be quite
effective when larger grad-div stabilization parameters are used [50, 40], and thus iterated-penalty
projection methods could offer similar accuracy, but trade-off smaller parameters for additional
solves. To define the projection methods, we first define an additional space for H1 velocity functions,
where only the normal component vanishes on the boundary,
Y := {v ∈ H1(Ω), v · n|∂Ω = 0}.
Let Yh ⊆ Y be a finite element space, created exactly the same as Xh, expect for the boundary
condition.




Algorithm 4.3.4 (BDF2 penalty-projection).
Step 1: Find un+1h ∈ Xh satisfying, for all χh ∈ Xh,
3
2∆t
(un+1h , χh) + b
∗(2unh − un−1h , u
n+1
h , χh) + ν(∇u
n+1
h ,∇χh) + γ(∇ · u
n+1











+ (pnh,∇ · χh).
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Step 2: Find (ũn+1h , p
n+1









h,∇ · wh) = 0, (4.3.12a)
(∇ · ũn+1h , qh) = 0. (4.3.12b)
This method converges to the Algorithm 4.0.1 solution with rate O(γ−1) (this can be shown
following techniques as in [50] for a similar scheme). However, this method is less costly than
Yosida-penalty. Step 1 involves one solve of the form Au = f , and Step 2 can be solved with a
SPD Schur complement solve, using −BTMB where M is the velocity mass matrix. We note that
if the Yosida-penalty method was used with an analogous (coupled) linearized BDF2 timestepping
scheme, then the A matrix would be the same in Yosida-penalty as it is for the Step 1 solve, but
we would need to solve two linear systems that use the A matrix, and one SPD Schur complement
solve. Hence, a more appropriate comparison of methods that are of (closer to) equal cost would be
comparing Yosida-penalty to an iterated penalty-projection method, where (4.3.14) above is split
into two steps of the penalty iteration:
Algorithm 4.3.5 (BDF2 iterated penalty-projection).
Step 1: Find ûn+1h ∈ Xh satisfying, for all χh ∈ Xh,
3
2∆t
(ûn+1h , χh) + b
∗(2unh − un−1h , û
n+1
h , χh) + ν(∇û
n+1
h ,∇χh) + γ(∇ · û
n+1











+ (pnh,∇ · χh).
Step 2: Find un+1h ∈ Xh satisfying, for all χh ∈ Xh,
3
2∆t
(un+1h , χh) + b
∗(2unh − un−1h , u
n+1
h , χh) + ν(∇u
n+1
h ,∇χh) + γ(∇ · u
n+1




(ûn+1h , χh) + b
∗(2unh − un−1h , û
n+1
h , χh) + ν(∇û
n+1
h ,∇χh).
Step 3: Find (ũn+1h , p
n+1









h,∇ · wh) = 0, (4.3.15a)
(∇ · ũn+1h , qh) = 0. (4.3.15b)
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Combining the iterated penalty analysis of this section with the analysis of [50] will (we
expect) lead to O(γ−2) convergence of the solution of Algorithm 4.3.5 to the solution of Algorithm
4.0.1. Of course, the accuracy of these methods depends on constants other than γ, most importantly
the timestep ∆t, and so for a particular finite γ, it is not clear whether a Yosida-penalty method
would be better than Algorithm 4.3.5; likely, it is problem dependent. Moreover, they way in which
these different methods ‘split’ the systems creates error in different ways. While (pressure-correction)
projection methods approximation error arises from the pressure term, the Yosida approximation
error comes from (at least) the nonlinearity, since we take N = 0 to create Ã from A (but there
are other ways to approximate). Formally, the pressure and nonlinearity are related via ∆p =
−∇ · (u · ∇u)), which can be seen by taking divergence of the NS momentum equation. Still,
knowing which terms might be dominant in a simulation can help to determine which splitting
method could be a better choice. The authors plan to explore this idea and comparisons in future
work.
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γ ‖∇(uγY − uSV )‖ rate ‖∇ · u
γ
Y ‖ rate ‖p̂
γ
Y − pSV ‖ rate ‖∇(u
γ
Y − utrue)‖
0 1.057e-02 - 9.218e-03 - 1.352e-2 - 1.057e-02
0.1 9.417e-03 - 8.146e-03 - 1.218e-2 - 9.418e-03
1 4.369e-03 0.33 3.598e-03 0.36 6.038e-3 0.31 4.371e-03
10 3.028e-04 1.16 2.259e-04 1.20 4.802e-4 1.10 3.360e-04
102 4.629e-06 1.82 3.296e-06 1.84 7.971e-6 1.78 1.456e-04
103 4.878e-08 1.98 3.446e-08 1.98 8.537e-8 1.97 1.455e-04
104 5.303e-10 1.96 3.462e-10 2.00 1.920e-9 1.65 1.455e-04
Table 4.1: Differences between the SV solution and the Yosida-penalty solutions with varying γ,
as well as the error in the Yosida-penalty method solutions.
γ ‖∇(uγY − uSV )‖ rate ‖∇ · u
γ
Y ‖ rate ‖p̂
γ
Y − pSV ‖ rate ‖∇(u
γ
Y − utrue)‖
0 2.156e-04 - 1.378e-04 - 3.783e-4 - 2.603e-04
0.1 2.000e-04 - 1.268e-04 - 3.350e-4 - 2.474e-04
1 1.161e-04 0.24 7.031e-05 0.26 2.119e-4 0.22 1.862e-04
10 1.165e-05 1.00 6.535e-06 1.03 2.669e-5 0.90 1.460e-04
102 1.994e-07 1.77 1.085e-07 1.78 4.020e-7 1.82 1.455e-04
103 2.130e-09 1.97 1.153e-09 1.97 4.319e-9 1.97 1.455e-04
104 2.016e-10 1.02 1.160e-11 2.00 1.321e-9 0.51 1.455e-04
Table 4.2: Differences between the SV solution and the pressure corrected Yosida-penalty solutions
with varying γ, as well as the error in the Yosida-penalty method solutions.
γ ‖∇(uγY − uSV )‖ rate ‖∇ · u
γ
Y ‖ rate ‖p̂
γ
Y − pSV ‖ rate
0 1.274e+00 - 8.726e-01 - 8.056e-1 -
0.1 1.026e+00 - 5.214e-01 - 7.844e-1 -
1 8.110e-01 0.10 1.828e-01 0.46 6.391e-1 0.09
10 1.440e-01 0.75 2.466e-02 0.87 1.143e-1 0.75
100 1.834e-03 1.90 3.852e-04 1.81 1.846e-3 1.79
1,000 1.854e-05 2.00 3.967e-06 1.99 1.928e-5 1.98
10,000 1.859e-07 2.00 3.978e-08 2.00 1.970e-7 1.99
Table 4.3: Differences between the SV solution and Yosida-penalty solutions with varying γ for
the flow over a step benchmark problem. A convergence rate of 2 is observed, as predicted by the
theory.
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Re γ dof ‖uSV − uγY ‖ rate ‖∇ · u
γ
Y ‖ rate
100 1 796,722 1.504e-3 - 4.370e-3 -
100 10 796,722 1.733e-5 1.94 5.021e-5 1.94
100 100 796,722 1.758e-7 1.99 5.092e-7 1.99
100 1,000 796,722 1.757e-9 2.00 5.099e-9 2.00
400 1 796,722 1.960e-3 - 3.009e-3 -
400 10 796,722 2.487e-5 1.90 3.820e-5 1.90
400 100 796,722 2.544e-7 1.99 3.914e-7 1.99
400 1,000 796,722 2.524e-9 2.00 3.923e-9 2.00
1,000 1 796,722 2.382e-3 - 2.233e-3 -
1,000 10 796,722 3.275e-5 1.86 3.014e-5 1.87
1,000 100 796,722 3.377e-7 1.99 3.108e-7 1.99
1,000 1,000 796,722 3.382e-9 2.00 3.118e-9 2.00
Table 4.4: Difference to the SV solution, and convergence rates, for the Yosida-penalty method
solutions of the 3D driven cavity tests.
γ ‖uγY − uSV ‖1 ‖u
γ
It,2 − uSV ‖1 ‖∇ · u
γ




Y − pSV ‖ ‖p̂
γ
It,2 − pSV ‖
1 8.11e-0 9.15e-1 1.83e-1 2.09e-1 6.39e-1 7.53e-1
10 1.44e-1 1.71e-1 2.47e-2 2.71e-2 1.14e-1 1.30e-1
102 1.83e-3 2.17e-3 3.85e-4 4.17e-4 1.85e-3 1.93e-3
103 1.85e-5 2.17e-5 3.97e-6 4.28e-6 1.93e-5 1.99e-5
104 1.86e-7 2.18e-7 3.98e-8 4.29e-8 1.97e-7 2.00e-7
Table 4.5: Differences between the SV solution and Yosida-penalty solutions, and 2-step-iterated-
penalty solutions, with varying γ for the flow over a step benchmark problem with α = 0.
γ ‖uγY − uSV ‖1 ‖u
γ
It,2 − uSV ‖1 ‖∇ · u
γ




Y − pSV ‖ ‖p̂
γ
It,2 − pSV ‖
1 7.27e-1 8.51e-0 5.80e-1 1.79e+0 1.24e-0 1.61e+2
10 2.41e-1 7.23e-0 1.01e-1 9.55e-1 1.58e-0 1.44e+2
102 6.41e-2 3.15e-0 1.54e-2 3.77e-1 5.99e-1 6.43e+1
103 2.19e-3 1.69e-1 5.04e-4 2.01e-2 2.09e-2 3.44e-0
104 2.64e-5 2.23e-3 6.07e-6 2.67e-4 2.53e-4 4.56e-2
Table 4.6: Differences between the SV solution and Yosida-penalty solutions, and 2-step-iterated-
penalty solutions, with varying γ for the flow over a step benchmark problem with α = 1.
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Chapter 5
Penalty-projection schemes for the
Cahn-Hilliard Navier Stokes diffuse
interface model of two phase flow,
and their connection to
divergence-free coupled schemes
5.1 Introduction
This chapter studies a two phase a diffuse interface model for the Cahn-Hilliard-Navier-
Stokes equations (CHNSE). In a domain Ω ⊂ Rd, d=2 or 3, with u representing velocity, p pressure,
µ the chemical potential, and φ the phase field variable (e.g. taking a value of 1 in the bulk of one
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fluid and -1 in the bulk of the other), the CHNSE are given in nondimensional form by [52]
φt +∇ · (φu) = ∇ · (M(φ)∇µ), (5.1.1)
µ = f ′0(φ)− ε2∆φ, (5.1.2)




∇ · u = 0, (5.1.4)
together with initial conditions u0 and φ0, and boundary conditions
u|∂Ω = 0,
∇φ · n|∂Ω = 0,
∇µ · n|∂Ω = 0.
In the system above, ν is the kinematic visocity (ν−1 = Re, the Reynolds number), ε > 0 is the
transition layer width, We is a modified Weber number (measuring the strength of the kinetic and
surface energies [44]), M(φ) is the mobility function assumed to be continuous and satisfy






2 + 14 is the homogeneous free energy density function. We note

























and without loss of generality we assume that φ has zero mean, i.e.
∫
Ω
φ dx = 0. By redefining the
pressure, we can reformulate the system
φt +∇φ · u = ∇ · (M(φ)∇µ), (5.1.5)
µ = f ′0(φ)− ε2∆φ, (5.1.6)




∇ · u = 0, (5.1.8)
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Solving (5.1.1)-(5.1.4) would be very difficult as CHNSE is a strongly coupled nonlinear
system. [34] proposed a second order projection method that decoupled pressure and divergence
constraint, but unconditional stable. Thus solving this decoupled CHNSE system can be less difficult.
Approximation is made and hence error introduces, in particular to divergence. This chapter extends
this decouple idea but preserving mass conservation when strong divergence-free elements are used.
Numerically solving the CHNSE is known to be very challenging for several reasons, includ-
ing that Navier-Stokes by itself can be difficult, and CHNSE couples additional equations to it; there
are large spatial derivatives in the small transition regions causing stiff systems; and the associated
linear systems are large and coupled which makes it difficult to even ‘get numbers’ in a reasonable
amount of time. Significant progress was recently made in [34], where a cleverly devised projection
method was developed that decouples the pressure and divergence constraint from the system, but
while still providing unconditional stability and (seemingly) second order temporal accuracy. More-
over, further decoupling of the system was done in the nonlinear iterations at each timestep, which
further decoupled the system into easily solvable pieces. This scheme was shown to perform very
well in terms of both accuracy and efficiency on a series of test problems.
The purpose of this chapter is to study an extension of the projection scheme of [34] to
a penalty-projection scheme, and a related coupled scheme that strongly enforces the divergence
constraint. Recent work in [24, 39, 49] has shown that the error caused in weak enforcement of
the divergence constraint used by typical finite element methods for fluid simulations (e.g. using
Taylor-Hood elements) is exacerbated when the forcing momentum equation has a large irrotational
component [42]. Considering the CHNSE system above, the forcing of the momentum equation
(5.1.3) is observed to be − ε
−1
Weφ∇µ. Since ε is small, we can expect the forcing to be large in
general, and moreover, since |φ| ≈ constant except in transition regions, we can expect the forcing
the be nearly irrotational in bulk flow regions. Thus, the CHNSE system seems to fit into a class
of problems where stronger enforcement of the divergence constraint can significantly help solution
accuracy. We test this theory herein and find that stronger discrete enforcement of the divergence
constraint can significantly help solution accuracy.
There are many ways of reducing the affect of poor divergence-constraint in discretizations,
including using pointwise divergence-free velocity-pressure elements (e.g. [75, 2, 53, 31, 32, 21]), and
using grad-div stabilization. With standard elements pointwise divergence-free elements completely
eliminate the problem, but come with difficulties such as larger (and discontinuous) pressure spaces,
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restrictive mesh conditions, and the need to use higher order approximating polynomials degrees;
typical finite element software packages like deal.II [5] generally do not support such elements. Grad-
div stabilization, on the other hand, is easy to implement in most software packages, and significantly
reduces the problem when the penalization parameter is chosen appropriately [39, 54, 55]. Moreover,
grad-div stabilization can be easily incorporated into projection methods (which are then called
penalty-projection methods [68]). Despite these differences, grad-div stabilization and pointwise
divergence-free elements are strongly related, and in the recent paper [50], the authors proved that
in appropriate discrete settings for simulations of single phase Navier-Stokes equations, penalty-
projection methods with large stabilization parameters behave identical to pointwise divergence-free
element solutions of coupled methods. In this chapter, we will extend the ideas of [50] for the
Navier-Stokes equations to the penalty-projection scheme for the CHNSE system.
This chapter is arranged as follows. Section 5.2 presents some preliminary results that are
particular for the CHNSE scheme. Section 5.3 studies first order schemes, both coupled and pro-
jection, and proves that with certain meshes and element choices, the grad-div stabilized projection
method will converge to the coupled method as the stabilization parameter goes to infinity. Sec-
tion 5.4 extends the work of section 5.3 to second order schemes, and present several benchmark
numerical experiments.
5.2 Mathematical Prelimilaries
Define a function space S := H1(Ω) for phase field φ and the chemical potential µ. X,Q
will be the usual velocity and pressure space as defined in Chapter 2.
We set H̊1(Ω) = H1(Ω) ∩ L20(Ω). Since (weak and strong) solutions of the Cahn-Hilliard
equation are mass conservative, that is, dt
∫
Ω
φ dx = 0, we have φ(t) ∈ H̊1(Ω) + φ0, for all t ≥ 0.
For any ψ ∈ H̊1(Ω) + φ0, there is a constant C = C(Ω) > 0, such that,
‖ψ‖ =
∥∥ψ − φ0 + φ0∥∥ ≤ ∥∥ψ − φ0∥∥+ ‖φ0‖ ≤ C‖∇ψ‖+√|Ω| · |φ0|.
We consider discrete subspaces for the phase variable Sh ⊆ S; the chemical potential,
Wh ⊆ S; the velocity, Xh ⊆ X; and the pressure, Qh ⊆ Q. For simplicity, we will take Sh = Wh =
Pk. This choice will facilitate the higher-order estimates that we will seek for the Cahn-Hilliard
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discretization [18, 19, 22]. We want the pair (Xh, Qh) to satisfy the LBB condition (2.0.1).
For the next few estimates, we need the discrete Laplacian, ∆h : Sh → S̊h := Sh ∩ L20(Ω),
which is defined as follows: for any φh ∈ Sh, ∆hφh ∈ S̊h denotes the unique solution to the problem
(∆hφh, χ) = −(∇φh,∇χ), ∀ χ ∈ Sh. (5.2.1)
Some of its properties can be found in [51]. We make important use of the following discrete Sobolev
inequalities [38, 51]:
Proposition 5.2.1. If Ω is a convex polygonal domain in Rd, d = 2, 3, and Th is a globally quasi-
uniform family of triangulations of Ω, then for all ψh ∈ Sh,





L6 + C ‖ψh‖L6 , (5.2.2)




4 + C ‖∇ψh‖ , (5.2.3)
‖∇ψh‖L6 ≤ C ‖∆hψh‖ + C ‖∇ψh‖ . (5.2.4)
for some constant C > 0 that is independent of h.
Multiple nonlinear terms show up in (5.1.5)-(5.1.8), here we define two different convection
coupling trilinear forms:
B1(ψ, v, χ) := (∇ψ · v, χ), (5.2.5)
B2(ψ, v, χ) := (∇ψ · v, χ) + (∇ · v, ψχ). (5.2.6)
The B1 trilinear form is commonly used in Cahn-Hilliard type schemes [18, 19], however, it only
allows for mass conservation if the pressure and phase spaces are the same. The B2 form is more
flexible, allowing for mass conservation even when choosing different pressure and phase spaces. We
give bounds for both forms, as even though we use B2 exclusively in this work. We show here that
the upper bounds are the same for B1 and B2, which will allow us to invoke known theory from
similar works which use the B1 trilinear form. We have the following mass conservation properties
and estimates for these trilinear forms.
Proposition 5.2.2. Assume that Sh, Xh, Qh, and Vh are defined as above, but that ∇ ·Xh ⊆ Qh
does not necessarily hold.
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1. If ψh ∈ Sh ∩Qh and vh ∈ Vh, then
B1(ψh, vh, 1) = 0.
2. If ψh ∈ Sh, vh ∈ Vh are arbitrary, then
B2(ψh, vh, 1) = 0.
3. If ψh ∈ Sh ∩Qh, χh ∈ Sh, and vh ∈ Vh, then
|B1(ψh, vh, χh)| ≤ C‖∇ψh‖ · ‖∇vh‖ · ‖∇χh‖,
and if ψh, χh ∈ Sh, and vh ∈ Vh, then




· ‖∇vh‖ · ‖∇χh‖.
4. If ψh ∈ Sh ∩Qh, χh ∈ Sh, and vh ∈ Xh, then
|B1(ψh, vh, χh)| ≤ C‖∇ψh‖ · ‖∇vh‖ · ‖χh‖H1 ,
and if ψh, χh ∈ Sh, and vh ∈ Xh, then




· ‖∇vh‖ · ‖χh‖H1 .
5. If ψh, χh ∈ Sh, vh ∈ Xh and Ω is a convex, polygonal domain, then
|B1(ψh, vh, χh)| ≤ C (‖∆hψh‖+ ‖∇ψh‖) · ‖∇vh‖ · ‖χh‖,
and
|B2(ψh, vh, χh)| ≤ C
(
‖∆hψh‖+ ‖∇ψh‖+
∣∣ψh∣∣) · ‖∇vh‖ · ‖χh‖.
Proof. (1) If ψh ∈ Sh ∩ Qh and vh ∈ Vh, then using Green’s theorem, the property that vh|∂Ω = 0
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and the discrete weak divergence-free property of Vh, we obtain
B1(ψh, vh, 1) = (∇ψh, vh) = −(ψh,∇ · vh) + (ψh, vh · n)∂Ω = 0.
(2) If ψh ∈ Sh, vh ∈ Vh, then again using Green’s theorem and the property that vh|∂Ω = 0 (but not
the discrete weak divergence-free property of Vh), we get that
B2(ψh, vh, 1) = (∇ψh, vh) + (∇ · vh, ψh) = −(ψh,∇ · vh) + (ψh, vh · n)∂Ω + (∇ · vh, ψh) = 0. (5.2.7)
(3) Suppose ψh ∈ Sh ∩Qh,χh ∈ Sh and vh ∈ Vh. By part (a),
B1(ψh, vh, χh) = B1(ψh, vh, χh − χh).
Using Hölder’s inequality, the Sobolev embedding H1(Ω) ↪→ L4(Ω), and the appropriate Poincaré
inequalities, we have
|B1(ψh, vh, χh)| ≤ ‖∇ψh‖ · ‖vh‖L4 · ‖χh − χh‖L4 ≤ C‖∇ψh‖ · ‖∇vh‖ · ‖∇χh‖.
Next, suppose ψh, χh ∈ Sh (i.e., ψh ∈ Qh need not hold) and vh ∈ Vh. By part (2),
B2(ψh, vh, χh) = B2(ψh, vh, χh − χh).
Using Hölder’s inequality, the Sobolev embedding H1(Ω) ↪→ L4(Ω), and the appropriate Poincaré
inequalities, we have





· ‖∇vh‖ · ‖∇χh‖.
(4) This case is similar to (3), except that we can’t invoke (1) or (2), since vh 6∈ Vh.
(5) Finally, suppose ψh, χh ∈ Sh, vh ∈ Xh. Then using Hölder’s inequality, the Sobolev embeddings
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∣∣φh∣∣) , ‖∇φh‖ ≤ C‖∆hφh‖, for all φh ∈ Sh,
and the estimates (5.2.2) and (5.2.3), we have
|B2(ψh, vh, χh)| ≤ ‖∇ψh‖L4 · ‖vh‖L4 · ‖χh‖+ C‖ψh‖L∞ · ‖∇vh‖ · ‖χh‖
≤ C
(














L6 + C ‖ψh‖L
6
)
· ‖∇vh‖ · ‖χh‖
≤ C
(
‖∆hψh‖ + ‖∇ψh‖ +
∣∣ψh∣∣) · ‖∇vh‖ · ‖χh‖.
The estimate for B1 is similar.
5.3 First order schemes for Cahn-Hilliard-Navier-Stokes
We will study, test, and show connections between first order coupled and penalty-projection
schemes for CHNS system. We present these schemes now.
5.3.1 A first order coupled scheme for CHNS system







h ) ∈ (Sh, Sh, Xh, Qh)














+ (∇µ̂n+1h ,∇χh) = 0,
(µ̂n+1h , ψh)− ((φ̂
n+1
h )
3, ψh) + (φ̂
n



















(∇ · ûn+1h , qh) = 0,
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for 0 ≤ k ≤ L− 1, where L = T∆t .
Following [18, 19], we can prove unconditional unique solvability, unconditional energy sta-
bility, unconditional `∞(0, T ;L∞) stability for φ̂h, and convergence for this scheme. In particular,
we can derive optimal-order error estimates for the variables in the appropriate energy norms.
Lemma 5.3.1. Suppose (Xh, Qh) ⊆ (X,Q) satisfies the inf-sup condition, ∇·Xh ⊆ Qh, and u0h ∈ Vh
and φ0h ∈ Sh. Then Algorithm 5.3.1 is uniquely solvable, and its solutions satisfy





‖∇ûnh‖2 + γ‖∇ · ûnh‖2 + ‖µ̂nh‖2H1
)
≤ C(data), (5.3.1)
where C depends on problem data, but is independent of h and ∆t. Moreover, if we assume that
Xh = X ∩ [Pk]d, Qh = Q ∩ P disck−1 , Sh = Pk, and (u, p, φ, µ) is a sufficiently regular, strong CHNS
system solution, then




‖∇(ûnh − u(tn))‖2 + ‖µ̂nh − µ(tn)‖2H1
)
≤ C(∆t2 + h2k), (5.3.2)
with C dependent on problem data, but is independent of h and ∆t.
Remark 5.3.2. Observe that the term γ‖∇ · ûnh‖2 in estimate (5.3.1) is identically zero.
Remark 5.3.3. The stability bound on ‖φ̂h‖`∞(H1) depends linearly on ε−2, and comes directly from
the energy stability of the method and our particular scaling of the energy. The scaling in [18, 22]
yields a dependence of ε−1. The higher order stability estimates may depend linearly on ε−m for
small and modestly-sized positive integer values m. Hence the estimates are singular with respect
to ε. We do not track this dependence upon ε here, but see [22] for a related discussion where the
dependences are more carefully tracked.
Proof of Lemma 5.3.1. The proofs of unique solvability, stability and convergence are long and tech-
nical, however, they follow analogously to the results for the second-order coupled scheme for CHNS
system studied in [19] and first-order coupled scheme for the Cahn-Hilliard-Stokes system studied
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in [18]. Thus, we omit the proofs, with the exception of those concerning stability, since the tools
used therein will be used in later results in this paper.
The stability proof begins with an energy-type stability estimate. Later steps in the proof
will be used to gain regularity. The constants involved in the regularity upper bounds will be inde-
pendent of h and ∆t.
Step 1: ûh ∈ `2(0, T ;H1) ∩ `∞(0, T ;L2), φ̂h ∈ `∞(0, T ;H1), and ∇µ̂h ∈ `2(0, T ;L2)
We begin the proof by picking test functions vh = εWe∆tû
n+1
h , χh = ∆tµ̂
n+1
h , qh = p̂
n+1
h , ψh =

































3, φ̂n+1h − φ̂
n






















noting that the b∗ term dropped due to the skew-symmetry property, and the pressure term dropped
thanks to the discrete mass conservation property. Next, we add the equations together, and note

























2 + ((φ̂n+1h )
3 − φ̂nh, φ̂n+1h − φ̂
n
h) = 0. (5.3.3)
From [18], we have an identity for the last term in (5.3.3),
((φ̂n+1h )





























2 + ‖φ2 − 1‖2, we can reduce (5.3.3) with the above identity







h) + εWeν∆t‖∇ûn+1h ‖
2 + ∆t‖∇µ̂n+1h ‖
2 ≤ 0. (5.3.4)
Summing over time steps gives the bound
E(ûLh , φ̂
L






‖∇µ̂nh‖2 ≤ E(û0h, φ̂0h),
which implies the stated results for ûh and ∇µ̂h, since û0h ∈ L2(Ω) and φ̂0h ∈ H1(Ω). For φ̂h we
have, for any 0 ≤ n ≤ L,
ε2‖∇φ̂nh‖2 ≤ E(ûnh, φ̂nh) ≤ E(û0h, φ̂0h) ≤ C.
Furthermore, since the scheme conserves mass, that is, φ̂nh = φ̂
0
h, we observe that






for all 0 ≤ n ≤ L. Therefore, ‖φ̂nh‖H1 ≤ C, for all 0 ≤ n ≤ L.
Step 2: ∆hφ̂h ∈ `2(0, T ;L2).
Next, choose ψh = ∆hφ̂
n+1
h in Algorithm 5.3.1, then use properties of the discrete Laplacian, then
Cauchy-Schwarz and Young’s inequalities to obtain
ε2‖∆hφ̂n+1h ‖
2 = (∇µ̂n+1h ,∇φ̂
n+1
h ) + ((φ̂
n+1
h )

















From the regularity of φ̂h already established, we have that
‖(φ̂n+1h )
3 − φ̂nh‖2 ≤ 2‖φ̂n+1h ‖
6








2 ≤ ‖∇µ̂n+1h ‖
2 + C.
Multiplying both sides by ∆t, summing over time steps, and using that ∇µ̂h ∈ `2(0, T ;L2) proves
the Step 2 result.
Step 3: µ̂h ∈ `2(0, T ;H1).
It is already established in Step 1 that∇µ̂h ∈ `2(0, T ;L2), and so it remains to show µ̂h ∈ `2(0, T ;L2).
Choose the test function ψh = µ
n+1
h in Algorithm 5.3.1 to obtain the equation
‖µ̂n+1h ‖
2 = ((φ̂n+1h )




Using Cauchy-Schwarz and Young’s inequalities, the bound on the nonlinear term from Step 2, and
the regularity of φ̂h proven in Step 1 yields
‖µ̂n+1h ‖
2 ≤ ‖(φ̂n+1h )
3 − φ̂nh‖2 + ε2‖∇φ̂n+1h ‖
2 + ‖∇µ̂n+1h ‖
2
≤ C + ‖∇µ̂n+1h ‖
2
Now multiplying both sides by ∆t, summing over time steps, and using the regularity of ∇µ̂h proven
in Step 1 provide the Step 3 result.
Step 4: ∆hφ̂h ∈ `∞(0, T ;L2) and φ̂h ∈ `∞(0, T ;L∞).
This step follows as in [18, 19]. The details are tedious and are skipped for the sake of brevity.
5.3.2 A penalty-projection scheme for the Cahn-Hilliard-Navier-Stokes
system
We also consider herein a projection method for CHNS system. The scheme is an analogue
to the projection method for the NSE: implicit pressure is removed from the coupled system, and
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is recovered in an additional step that uses a Hodge decomposition to break the velocity into a
divergence-free part and a potential part. The pressure is defined as the potential part.
Projection methods are known to be more efficient than coupled methods, since their two
steps are generally much easier to solve than the one step needed in coupled methods. However, they
are also known to be less accurate in general (although there are many ‘fixes’ available for various
settings). One method that can provide significant improvement is to add grad-div stabilization to
the method to penalize divergence error in step 1 of the projection method. When this is done,
the methods are often called ‘penalty-projection’, and are well studied for Navier-Stokes equations
[1, 11, 40, 50, 60].
The penalty-projection scheme we consider is the one associated with the coupled scheme
in Algorithm 5.3.1, and is stated below.
Algorithm 5.3.4. (Penalty-projection scheme for CHNS system) Given parameters ε, We, ν, and
∆t,


















+ (∇µn+1h ,∇χh) = 0,
(µn+1h , ψh)− ((φ
n+1
h )
3, ψh) + (φ
n





h, vh) + γ(∇ · un+1h ,∇ · vh) + ν(∇u
n+1














Step 2: Find (ūn+1h , p
n+1





h , vh)− (p
n+1
h ,∇ · vh) = 0,
(∇ · ūn+1h , qh) = 0.
Remark 5.3.5. Observe that Xh ⊆ Yh, and if ∇ · Yh ⊆ Qh (as it is if Qh = P disck−1 ∩ Q and
Yh = [Pk]
d ∩ Y ), then ‖∇ · ūn+1h ‖ = 0.
The penalty-projection scheme above is both uniquely solvable, and unconditionally stable.
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Lemma 5.3.2. Suppose (Xh, Qh) ⊆ (X,Q) satisfies the inf-sup condition, ∇ ·Xh ⊆ ∇ · Yh ⊆ Qh,
and u0h ∈ Vh and φ0h ∈ Sh. Then Algorithm 5.3.4 is uniquely solvable, and its solution satifies




‖∇unh‖2 + γ‖∇ · unh‖2 + ‖µnh‖2H1
)
≤ C(data), (5.3.5)
where C depends on problem data, but is independent of h, ∆t, and γ.
Remark 5.3.6. In this case, the term γ‖∇ · unh‖2 in estimate (5.3.5) is not identically zero.
Proof of Lemma 5.3.2. Unique solvability follows similarly to the proofs in [19, 34]. Unconditional
stability follows almost exactly as the proof of Lemma 5.3.1. The only difference is in Step 1, where
the polarization identity gives the left hand side term
‖un+1h ‖
2 − ‖ūnh‖2 + ‖un+1h − ū
n
h‖2,
while in the case of the coupled (non-projection) scheme there are no bars (projections). The third
term plays no role in the proof, and it simply gets dropped since it is positive on the left hand side.
Since the bar denotes the L2 projection, we have that
‖un+1h ‖
2 − ‖unh‖2 ≤ ‖un+1h ‖
2 − ‖ūnh‖2,
and with this small change the proof will follow the same as for Lemma 5.3.1.
We do not prove convergence of the penalty-projection scheme with respect to h and ∆t,
although for any fixed γ > 0, we do expect the reduction in temporal accuracy that projection
methods usually produce, i.e., a reduction to O(∆t1/2) accuracy with respect to the time step size.
We do not foresee any major difficulties with combining the convergence analysis of the coupled
scheme from [19] with the usual projection method analysis techniques [28, 59, 68] to obtain such a
result, but these details need to be worked out before stating them as facts.
Instead, we prove a different kind of convergence, that is perhaps more relevant to the
CHNS system. We will prove that for a fixed discretization (i.e., fixed mesh and ∆t) and for certain
discretizations of velocity-pressure spaces (such as Scott-Vogeliue elements, which as we discuss
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above are natural for this problem), as γ → ∞, the sequence of solutions produced by Algorithm
5.3.4 will converge to the solution of Algorithm 5.3.1. In practice this will mean that for γ sufficiently
large, the penalty-projection method and coupled method solutions will be very close to identical.
In our tests, even with γ = 10, there is very little difference between the solutions. Hence, in a sense,
one can achieve projection method efficiency and coupled method accuracy. Such a result has been
proven for Navier-Stokes schemes in [50], and here we extend the ideas to CHNS system.
For the convergence result that follows, we will assume that Scott-Vogelius velocity-pressure
elements are used, i.e., Xh = X ∩ [Pk]d and Qh = Q ∩ P disck−1 . This choice will provide for strongly
divergence-free solutions of the coupled scheme, and the Step 2 solution in the penalty-projection
scheme. For this element choice to be LBB stable, macro-element mesh structures are required
for low order elements; for example, if k = d, then a barycenter refinement of a quasi-uniform
triangulation is a sufficient criteria on the mesh.




[‖ûnh‖L∞ + ‖∇ûnh‖L3 + ‖µ̂nh‖H1 ] + ∆t
L∑
n=1
‖p̂nh‖2 ≤ C, (5.3.6)
with C independent of h and ∆t (and of course γ since no grad-div stabilization is used in the
coupled scheme). As discussed in [50], due to the convergence result for the coupled scheme, such
an assumption is essentially an assumption on the regularity of the true CHNS system solution, and
that h and ∆t are chosen sufficiently small.
Theorem 5.3.1. For a given set of problem data, mesh, time step ∆t > 0, and grad-div stabilization






h ) ∈ (Sh, Sh, Xh, Qh) be the solution to Algorithm 5.3.1






h ) ∈ (Sh, Sh, Xh, Qh) be the solution of Algorithm
5.3.4 (the penalty-projection scheme). Further assuming that (Xh, Qh) is a Scott-Vogelius element
pair, so that ∇·Xh ⊆ Qh, and that the coupled method solution is sufficiently regular so that (5.3.6)
holds, the difference in the solutions satisfies





(‖∇(unh − ûnh)‖2 + ‖∇(µnh − µ̂nh)‖2)
)1/2
≤ C(1 + ∆t−1/2)γ−1, (5.3.7)
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with C independent of h, ∆t, and γ. Thus on a fixed discretization, we expect first order convergence
of the penalty-projection scheme to the coupled scheme, as γ →∞.
Remark 5.3.7. The negative scaling with respect to ∆t does not appear to be removable when
obtaining the scaling with γ−1, although we do obtain a bound in (5.3.21) in the proof which is
independent of ∆t, but with scaling γ−1/2. We note that this negative scaling with respect to ∆t
was also present in a related result for Navier-Stokes schemes in [50], and a mild negative scaling
with ∆t was observed in their computations. Hence we do not expect to be able to eliminate such a
scaling in this case. However, if the Navier-Stokes nonlinear term is removed, then the analysis is
likely improvable so that the negative scaling in ∆t can be removed entirely.
Remark 5.3.8. The condition number of the penalty-projection scheme will be large if γ is large,
and will tend to ∞ as γ does, since the matrix produced by the grad-div term is singular. In our
tests, γ = 104 essentially yields numerical convergence, and so we did not take γ larger than this.
Proof of Theorem 5.3.1. Throughout the proof, C will represent a generic positive constant inde-
pendent of h,∆t, γ, and ν (but not ε). Denote
en = unh − ûnh ∈ Xh, not necessarily in Vh,
ēn = ūnh − ûnh ∈ Yh,
enφ = φ
n
h − φ̂nh ∈ Sh,
enµ = µ
n
h − µ̂nh ∈ Sh.
Begin by subtracting the coupled scheme from the penalty-projection scheme. From our assumption
of Scott-Vogelius elements, ∇·Xh ⊆ ∇·Yh ⊆ Qh, which implies that ‖∇·ûnh‖ = ‖∇·ūnh‖ = ‖∇· ēn‖ =
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h , χh) +B2(φ
n
h, e
n+1, χh) + (∇en+1µ ,∇χh) = 0, (5.3.8)
(en+1µ , ψh)− ((φ̂n+1h )
3 − (φn+1h )
3, ψh) + (e
n
φ, ψh)− ε2(∇en+1φ ,∇ψh) = 0, (5.3.9)
1
∆t
(en+1 − ēn, vh) + γ(∇ · en+1,∇ · vh) + ν(∇en+1,∇vh)
−(p̂n+1h ,∇ · vh) + b





















‖∇ · en‖2 ≤ Cγ−2, where C is independent of γ, h and ∆t.
Let χh = ∆te
n+1
µ , ψh = e
n+1


















+∆t‖∇en+1µ ‖2 = 0,





3 − (φn+1h )























‖en+1‖2 − ‖ēn‖2 + ‖en+1 − ēn‖2
)
+ γ‖∇ · en+1‖2
+ν‖∇en+1‖2 − (p̂n+1h ,∇ · e














n+1, en+1µ ) = 0.













‖en+1‖2 − ‖ēn‖2 + ‖en+1 − ēn‖2
)
+ γεWe∆t‖∇ · en+1‖2













−∆tB2(enφ, ûn+1h , e
n+1
µ )
+ ∆t(p̂n+1h ,∇ · e
n+1)− ((φ̂n+1h )
3 − (φn+1h )




We now bound the terms on the right hand side. For the first term, Hölder, Sobolev, and Young
inequalities, along with assumptions on the true velocity solution of the coupled system, produces
εWe∆t|b∗(en, ûn+1h , e
n+1)| ≤ CεWe∆t‖en‖
(





≤ CεWe∆tν−1‖en‖2 + νεWe∆t
8
‖∇en+1‖2.
Similarly for the second right hand side term, (since en+1 6∈ Vh)
∆tB2|(enφ, en+1, µ̂n+1h )| ≤ C∆t‖∇e
n







The third term on the right hand side requires some extra work. We first use the dual norm














Next we need to bound the norm on the time difference in (5.3.12). Dividing (5.3.8) by ‖∇χh‖ and




∥∥∥∥∥−1, h ≤ C‖∇ûn+1h ‖ · ∥∥∇enφ∥∥ + C‖∇en+1‖ · ‖∇φnh‖ + ‖∇en+1µ ‖. (5.3.13)

































‖∇en+1µ ‖2 + C∆t‖∇enφ‖2.
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For the pressure term, Cauchy-Schwarz and Young’s inequalities provide the bound
∆t|(p̂n+1h ,∇ · e
n+1)| ≤ γεWe∆t
2




Finally, for the last term in (5.3.11), we proceed by first using the operator norm of the time
difference,






and then using the a priori stabilities of φ̂h and φh from Lemmas 5.3.1 and 5.3.2
∥∥∥∇((φ̂n+1h )3 − (φn+1h )3)∥∥∥ ≤ 3(∥∥φn+1h ∥∥L∞2 + C ∥∥∥∇φ̂n+1h ∥∥∥L6 ∥∥∥φ̂n+1h + φn+1h ∥∥∥H1)∥∥∥∇en+1φ ∥∥∥
≤ C
∥∥∥∇en+1φ ∥∥∥ . (5.3.16)
Combining this with (5.3.13), we obtain
∣∣((φ̂n+1h )3 − (φn+1h )3, en+1φ − enφ)∣∣
≤ C∆t‖∇en+1φ ‖






















































Dropping the first order difference terms on the left hand side, noting that ‖ēn‖ ≤ ‖en‖ and the
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n = 0 differences are 0, and summing over time steps provides the estimate
ε2‖∇eLφ‖2 + εWe‖eL‖2 + γεWe ∆t
L∑
n=1




















Thanks to the Gronwall inequality, we have for ∆t sufficiently small that
ε2‖∇eLφ‖2 + εWe‖eL‖2 + γεWe ∆t
L∑
n=1











where C is a constant depending only on problem data, and it independent of γ, h, and ∆t. To
finish the proof of claim 1, we drop all terms on the left and side except the third one, and use that




‖∇ · en‖2 ≤ Cγ−2. (5.3.20)
Note that we also have the bound






‖∇enµ‖2 ≤ Cγ−1, (5.3.21)








We use the orthogonal decomposition, Xh = Vh⊕Rh, to write en := (er)n+(e0)n, where (er)n ∈ Rh
and (e0)







‖∇ · (er)n‖2 = β−2∆t
L∑
n=1

















this proof similar to Step 1, but we choose a different test function in the momentum equation:
vh = (e0)
n+1. This annihilates the pressure and grad-div terms in the momentum equation, and
reduces the viscous term due to the orthogonality. Then χh = ∆te
n+1
µ , ψh = e
n+1
φ −enφ, vh = (e0)n+1














µ ) + ∆tB2(φ
n
h, e
n+1, en+1µ ) + ∆t‖∇en+1µ ‖2 = 0,





3 − (φn+1h )











































n+1, en+1µ ) = 0.
From the skew-symmetry property of b∗, notice that
b∗(unh, e
n+1, (e0)
n+1) = b∗(unh, (er)
n+1, (e0)
n+1).
For the time derivative term in the momentum equation, we first note that
(en+1 − en, (e0)n+1) = (en+1 − en, (e0)n+1),
which follows from the projection step since (e0)












































‖en+1‖2 − ‖en‖2 + ‖en+1 − en‖2
)
+ νεWe∆t‖∇(e0)n+1‖2 + ∆t‖∇ên+1µ ‖2
= −εWe∆tb∗(en, ûn+1h , (e0)















−∆tB2(enφ, ûn+1h , e
n+1
µ )− ((φ̂n+1h )
3 − (φn+1h )




en+1 − en, (er)n+1
)
. (5.3.23)
We now bound the terms on the right hand side. Several of these terms are bounded identical
to those of Step 1, but using (e0)
n+1 instead of en+1, and we briefly state these bounds below.
Specifically, for the first, third, fifth, sixth, and seventh terms on the right hand side of (5.3.23), we
use the bounds
εWe∆t|b∗(en, ûn+1h , (e0)
n+1)| ≤ CεWe∆tν−1‖en‖2 + νεWe∆t
8
‖∇(e0)n+1‖2,


































‖∇en+1µ ‖2 + C∆t‖∇enφ‖2,
|((φ̂n+1h )
3 − (φn+1h )















For the second right hand side term, we first add and subtract ûnh in the first argument, then use
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where in the last step we used Lemmas 5.3.1 and 5.3.2 and the stability assumption on ûnh. Now













with the last step thanks to (5.3.21).
For the fourth right hand side term of (5.3.23), we use the bounds for B2 from Proposition
5.2.2, followed by the stability bounds and Young’s inequality to obtain
∆t
∣∣B2(φnh, (er)n+1, en+1µ )∣∣ ≤ C∆t(‖∇φnh‖+ |φ̄|)‖∇(er)n+1‖‖∇en+1µ ‖
≤ ∆t
8
‖∇en+1µ ‖2 + C∆t‖∇(er)n+1‖2.
It remains to bound the last right hand side term in (5.3.23). Here we utilize Cauchy-
Schwarz, Young, and the Poincare inequalities to find that
εWe
∣∣(en+1 − en, (er)n+1)∣∣ ≤ εWe
2




























































+ νεWe∆t‖∇(e0)n+1‖2 + ∆t‖∇en+1µ ‖2













1 + ν−1εWe(1 + C∆t−1/2γ−1/2) + νεWe
)
+ CC2εWe‖∇(er)n+1‖2, (5.3.25)
and after summing over time steps, and using that e0 = 0, e0φ = 0 and e
0
µ = 0, and γ ≥ O(1), we
obtain the bound












































Absorbing the constants into the C’s, but with C remaining independent of h, ∆t, and γ, and using
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the bound on (er)
n from above, we have that















1 + ∆t−1/2 + ∆t−1
)
. (5.3.27)
Now using Gronwall’s inequality, assuming ∆t is sufficiently small, yields






‖∇enµ‖2 ≤ C(1 + ∆t−1)γ−2. (5.3.28)
Combining this with the estimate for (er) completes the proof.
5.3.3 Numerical convergence of the penalty-projection scheme to the cou-
pled scheme as γ →∞
We now test the predicted convergence rates from Theorem 5.3.1 for the convergence of the
penalty-projection scheme solutions to the coupled scheme solution as γ →∞.
We choose Ω = (0, 1)2 and discretize it uniformly with a h = 1/16 uniform triangulation,
and then apply a barycenter refinement. The element choice is Sh = P2, and Scott-Vogelius velocity-
pressure elements (Xh, Qh) = (P2, P
disc
1 ), and we note this velocity-pressure pair is stable on this
mesh [2]. Initial conditions and parameters are chosen as follows, and we note these parameters
come from a test problem in [34]:
∆t = 0.005, T = 0.05, ν = 0.01, ε = 0.004, We = 25,M = 1,
u0 = 〈− sin(πx)2 sin(2πy), sin(πy)2 sin(2πx)〉,
φ0 = 0.24 cos(2πx) cos(2πy) + 0.4 cos(πx) cos(3πy).
We note that µ0 is never needed, as we solve directly for µ
n+1
h in the scheme. We impose homogeneous
Dirichlet conditions for the velocity u, and homogeneous Neumann conditions for φ and µ.
We compute solutions using the coupled scheme, Algorithm 5.3.1, and the penalty-projection
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scheme, Algorithm 5.3.4 using varying γ. The differences between the solutions are shown for each
choice of γ in Table 5.1. First order convergence is observed in u, µ, and φ in the appropriate
norms, as γ → ∞, which verifies the theorem. Observe that with γ = 104, the difference between
the coupled scheme solution and penalty-projection solution is O(10−6) in each of the variables (in
these natural norms).
5.4 Second order schemes for Cahn-Hilliard-Navier-Stokes
In this section, we extend our study to numerical scheme that are second order in time.
A coupled scheme second order (Crank-Nicolson) analogue to the first order coupled scheme of the
previous section is proposed and studied in [19]. This scheme is proven in [19] to be unconditionally
solvable, unconditionally stable, and optimally convergent in space and time. A projection method
associated with this coupled scheme is studied in [34], which is more efficient that the coupled
scheme, but less accurate. In this section, we study a relationship between the coupled scheme
in [19], and a variant of the projection method of [34] which eliminates the pressure term from
the momentum equation and uses grad-div stabilization. After stating the schemes and associated
results, we prove that as the grad-div stabilization parameter γ → ∞, solutions for the (penalty-
)projection scheme converge to the coupled method solution. In effect, this means that with large
γ, the (penalty-)projection scheme will produce the same accuracy as the coupled scheme.
5.4.1 Second order coupled and decoupled schemes for the CHNS system
The second order, Crank-Nicolson type, coupled scheme below is very similar to one studied
in [19].
Algorithm 5.4.1. (Crank-Nicolson coupled scheme for CHNS system) Given parameters ε,We, ν,
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h , χh) + (∇µ̂
n+1/2






























h , vh) + ν(∇û
n+1/2
h ,∇vh)







h , vh, µ̂
n+1/2
h ) = 0,










for v = ûh, φ̂h.
















We also study a penalty-projection scheme associated with the coupled scheme above. This
scheme is similar to that studied in [34], but here we add a grad-div stabilization term to the momen-
tum equation, and remove the pressure from the momentum equation. If no grad-div stabilization
is used, then this scheme would be much less accurate that the second order coupled scheme, since
pressure is completely removed from the momentum equation. However, we will prove that for large
grad-div stabilization parameter γ, solutions found with this scheme will have the same accuracy as
the coupled scheme.






h ) ∈ (Sh, Sh, Xh)













h , χh) + (∇µ
n+1/2














h , ψh) + (φ̃
n+1/2
h , ψh)





h, vh) + γ(∇ · u
n+1/2












h , vh, µ
n+1/2




h ) ∈ (Yh, Qh)





h , vh)− (p
n+1
h ,∇ · vh) = 0,

































Yh ⊆ Y :=
{
v ∈ L2(Ω)
∣∣ ∇ · v ∈ L2(Ω), v · n |∂Ω= 0} .
Both schemes above are uniquely solvable and unconditionally energy stable.
Lemma 5.4.1. Suppose (Xh, Qh) ⊆ (X,Q) satisfies the inf-sup condition, ∇ ·Xh ⊆ ∇ · Yh ⊆ Qh,
and u0h ∈ Vh and φ0h ∈ Sh. Then Algorithm 5.4.1 is uniquely solvable, and its solution satisfies





2 + γ‖∇ · ûn+1/2h ‖






where C depends on problem data, but is independent of h, ∆t, and γ. Likewise, Algorithm 5.4.3 is
uniquely solvable, and its solution satisfies





2 + γ‖∇ · un+1/2h ‖





where C depends on problem data, but is independent of h, ∆t, and γ.
5.4.2 Convergence of the penalty-projection method to the second order
coupled scheme
Similar to the first order coupled scheme, we need to assume some additional stability,












2 ≤ C. (5.4.3)
Remark 5.4.4. It has been shown in the recent paper [19] that, using a slightly modified Crank-
Nicholson time discretization for the Cahn-Hilliard equation in the coupled scheme (Algorithm 5.4.1),
one can obtain the unconditional stability φ̂h ∈ `∞(0, T ;L∞(Ω)), as for the first-order-in-time
coupled scheme. Using this same treatment in the decoupled scheme, one would expect to obtain
φh ∈ `∞(0, T ;L∞(Ω)), unconditionally, as well.
We are now able to state our result for the second order schemes. The proof is very similar
to that of the first order schemes, and so we omit it here for brevity.
Theorem 5.4.1. For a given set of problem data, mesh, time step ∆t > 0, and grad-div stabilization






h ) ∈ (Sh, Sh, Xh, Qh) be the solution to Algorithm 5.3.4







h ) ∈ (Sh, Sh, Xh, Qh) be the solution of Algorithm 5.4.3 (the 2nd-order penalty-
88
projection scheme). Further assuming that ∇ ·Xh ⊆ Qh, the difference in the solutions satisfies















with C dependent of ∆t, but of independent of h, and γ. Thus on a fixed discretization, we expect
first order convergence of the penalty-projection scheme to the coupled scheme, as γ →∞.
5.4.3 Numerical Experiments for second order schemes
We now give results of three numerical experiments for the second order schemes. Our first
experiment illustrates the convergence theorem, and the second experiment tests both the coupled
and the penalty-projection schemes on a shape relaxation problem. Our third test is for shape
deformation in two phase flow in a lid-driven cavity. In all our tests, we use a Newton iteration to
converge the nonlinear problems at each time step.
5.4.3.1 Numerical Experiment 1: Convergence rate verification
We now test the predicted convergence rates from Theorem 5.4.1 for the convergence of the
penalty-projection scheme solutions to the second order coupled scheme solution as γ → ∞. The
setup and discretization parameters for this problem are identical to that of the experiment above
that verifies Theorem 5.3.1.
We compute solutions using the second order coupled scheme (Algorithm 5.4.1), and the
penalty-projection scheme (Algorithm 5.4.3) using varying γ. The differences between the solutions
are shown for each choice of γ in Table 5.2. First order convergence with respect to γ is observed in
u, µ, and φ in the appropriate norms, as γ →∞, which verifies the theorem.
5.4.3.2 Numerical experiment 2: Shape relaxation
Our next experiment is for shape relaxation of an isolated shape in a two-phase flow system,
and for this test we take M(φ) := 0.1
√
(1− φ)2 + ε2. Even though our analysis assumed M = 1,
this example suggests that our conclusions should be extendible to a more practical setting. We
discretize the domain Ω = (0, 1)2 uniformly with a h = 1/16 uniform triangulation, refine around
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the small square and then apply a barycenter refinement, so that (P2, P
disc
1 ) Scott-Vogelius elements
will be stable [2]. We take ν = 0.01,∆t = 0.02,We = 200, ε = 0.005 and the initial condition to
be u(0, x) = 0, no-slip velocity boundary conditions, and zero Neumann boundary conditions for φ
and µ. The initial phase shape is a small square with side length 0.2 located in the middle of a unit
square, where we set φ0 = 1, and we set φ0 = −1 everywhere else in Ω
We test four schemes for this problem: the coupled scheme using Taylor-Hood elements,
the coupled scheme using Scott-Vogelius elements, the penalty-projection scheme (using (P2, P
disc
1 )
elements for the projection step) with γ = 104, and the projection scheme with (P2, P1) Taylor-
Hood elements and γ = 0. The simulation with the γ = 0 projection scheme failed to give results,
as the Newton solver did not converge on the first time step. The other three schemes did produce
solutions, and we show plots of their predicted phase fields in Figure 5.2. Plots are shown at t=0.1,
0.4, and 1.0, and are in good agreement with the known physical solution that the shape will become
a circle, since that is the shape that minimizes the free energy [34].
For the three schemes that produced solutions, we also plot their velocity energy 12‖uh‖
2
with time in Figure 5.1. Here we observe that the Taylor-Hood coupled solution’s velocity energy is
more than an order of magnitude larger than the other scheme’s solution. This is due to the fact that
Taylor-Hood velocity solution will be affected by irrotational forcing of the momentum equation,
while the other solutions will not, as they are divergence-free or nearly divergence-free [42]. Once
the shape has relaxed to a circle, the forcing of the momentum equation outside of the transition
region will be purely potential, and thus will only affect the Taylor-Hood velocity solution.
Figure 5.1: Plots of velocity energy 12‖uh‖
2 with time, for the coupled scheme with Scott-Vogelius
(SV) and Taylor-Hood (TH) elements, and the penalty-projection method with γ = 10, 000.
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t=0.1 t=0.4 t=1
Figure 5.2: Shown above are contour plots of the phase fields for the shape relaxation problem, for
the coupled scheme with Scott-Vogelius elements (top), coupled scheme with Taylor-Hood elements
(middle), and projection scheme with γ = 10, 000 (bottom).
5.4.3.3 Numerical experiment 3: 2D Lid driven cavity
Our final experiment is an extension of the previous numerical experiment, but here we
prescribe the velocity on the top boundary (the lid) to be 〈1, 0〉 instead of no slip, and use ν = 0.01.
The corresponds to the well known lid driven cavity problem, except here we again use the same
two-phase initial condition as the previous numerical experiment. The rest of the parameters remain
the same: ∆t = 0.02,We = 200, ε = 0.005, M = 0.1
√
(1− φ)2 + ε2. The initial velocity is taken to
be the Stokes solution for single phase Stokes with ν = 0.01.
We ran simulations with the same 4 schemes as numerical experiment 2, using the same
barycenter-refined mesh. Once again, the projection scheme with γ = 0 failed, as the nonlinear
solver did not converge on the first time step. The other three methods converged, and plots of their
velocity and phase fields are shows in figure 5.3. We observe each of the methods give essentially
the same prediction of the relaxed shape in the center of the cavity, and that each method’s phase
91
field exhibits oscillations at the top boundary. The oscillations in the penalty-projection method are
significantly smaller than that of the coupled methods. The velocity field of the penalty-projection
method qualitatively matches that of the single phase Navier-Stokes lid-driven cavity [17], which
is expected. However, both coupled schemes have significant oscillations in the velocity at the lid.
Thus, it is safe to conclude the penalty-projection scheme does the best job on this problem.
Projection method with γ = 104
Coupled method with Scott-Vogelius elements
Coupled method with Taylor-Hood elements
Figure 5.3: Shown above are contour plots of the phase fields for the shape relaxation problem, for
the projection scheme with γ = 10, 000 (top), coupled scheme with Scott-Vogelius elements (middle),
and coupled scheme with Taylor-Hood elements (bottom).
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γ ‖∇ · uγ‖0,0 rate ‖uγ − û‖0,1 rate ‖µγ − µ̂‖0,1 rate ‖uLγ − ûL‖ rate ‖∇(φLγ − φ̂L)‖ rate
0 9.16e-2 – 2.60e-2 – 5.458e-4 – 1.032e-2 – 8.697e-3 –
1 5.84e-2 – 1.51e-2 – 4.102e-4 – 7.838e-3 – 7.456e-3 –
10 1.92e-2 0.48 5.37e-3 0.45 1.526e-4 0.43 2.875e-3 0.44 3.132e-3 0.38
102 2.64e-3 0.86 7.72e-4 0.84 2.174e-5 0.85 4.045e-4 0.85 4.559e-4 0.84
103 2.75e-4 0.98 8.09e-5 0.98 2.279e-6 0.98 4.221e-5 0.98 4.778e-5 0.98
104 2.76e-5 1.00 8.123e-6 1.00 2.366e-7 0.98 4.239e-6 1.00 4.914e-6 0.99
Table 5.1: Differences between the divergence-free first-order coupled solution (denoted with hats)
and first order penalty-projection solutions with varying γ. We use the notation ‖ · ‖0,k to denote
the l2(0, T ;Hk(Ω)) norm.
γ ‖∇ · u‖ rate ‖u− û‖0,1 rate ‖φ− φ̂‖0,1 rate ‖µ− µ̂‖0,1 rate
0 1.612e-01 – 1.968e-02 – 1.103e-04 – 1.504e-04 –
1 2.039e-02 – 7.552e-03 – 9.726e-05 – 6.004e-05 –
10 2.000e-03 1.008 4.194e-03 0.255 7.932e-05 0.089 3.906e-05 0.187
102 2.732e-03 -0.136 1.302e-03 0.508 3.098e-05 0.408 1.420e-05 0.440
103 5.307e-04 0.712 1.776e-04 0.865 4.153e-06 0.873 1.890e-06 0.876
104 5.702e-05 0.969 1.842e-05 0.984 4.291e-07 0.986 1.951e-07 0.986
Table 5.2: Differences between the divergence-free second-order coupled solution (denoted with
hats) and second order penalty-projection solutions with varying γ. We use the notation ‖ · ‖0,k to
denote the l2(0, T ;Hk(Ω)) norm.
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Chapter 6
On consistent enforcement of
inhomogeneous essential boundary
conditions for incompressible flow
problems using strong enforcement
of the divergence constraint
We consider in this chapter the Stokes equations with inhomogeneous essential boundary
conditions on a domain Ω ⊂ Rd, (d=2 or 3):
−ν∆u+∇p = f, (6.0.1)
∇ · u = 0, (6.0.2)
u|∂Ω = g, (6.0.3)
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but we note our results will extend easily to the NSE and other incompressible flow problems.
Associated with (6.0.1)-(6.0.3) is the compatibility condition
∫
∂Ω
g · n = 0, , (6.0.4)




∇ · u dx =
∫
∂Ω
u · n ds =
∫
∂Ω
g · n ds.
An important recent advancement in finite element methods (FEMs) for incompressible
flow problems has been the development of numerical schemes that provide accurate and strongly
divergence-free discrete velocity solutions Although ((Pk)
d, P disck−1 ) Scott-Vogelius elements have been
known since the early 1980’s to strongly enforce the conservation of mass ∇ · uh = 0 (a.k.a. the
divergence-free constraint) due to ∇ · (Pk)d ⊆ P disck−1 [72, 71, 66, 67], only recently have they been
proven to be inf-sup stable in practical settings, i.e. when k=d=2 [2] and k=d=3 [75], on barycenter
refined triangular/tetrahedral meshes. Other strongly divergence-free constructions have also been
recently developed by Guzman and Neilan [32, 31, 33], Falk and Neilan [21], and Neilan and Sap
[53]. Strongly enforcing the divergence constraint through (strong) penalization using grad-div
stabilization has also been found to be useful in providing accurate and essentially divergence-free
solutions [14, ?].
It is well known that common FEM implementations of Stokes, Navier-Stokes, and related
problems provide only weakly divergence-free solutions, for example if Taylor-Hood elements are
used. Numerous papers have shown that even if a discrete velocity solution appears correct, it
may have very large divergence error, and therefore its physical relevance may be in question [14].
Furthermore, it is known that for weakly divergence-free FEMs, the velocity accuracy depends
on the pressure discretization error, while for strongly divergence-free FEMS, velocity accuracy is
independent of it. In certain problems where pressure is large relative to the velocity, for example in
Rayleigh-Bernard convection, solutions from strongly divergence-free methods are significantly more
accurate than those that impose the divergence-free constraint weakly [24].
When the divergence-free condition is strongly enforced, there is a potential compatibility
issue that can arise when inhomogeneous essential boundary conditions for velocity are used, i.e.
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u|∂Ω = g. In the continuous case, it is well known that the incompressibility condition ∇ · u =
0 requires the compatibility condition
∫
∂Ω
g · n ds = 0. However, in a discretization, it is very
common to nodally enforce uh|∂Ω = Ih(g), where Ih is a nodal interpolation operator. The problem
is that, in general,
∫
∂Ω
Ih(g) · n ds 6= 0, which is in conflict with enforcing the discrete velocity
uh be divergence-free. Despite this incompatibility, for inf-sup stable element choices, including
strongly divergence-free elements in settings where they are inf-sup stable, it is proven in [30] that
optimal L2 and H1 accuracy is achieved when the nodal interpolant is used for essential boundary
conditions. Thus, if optimal error in these norms is all that is desired, then there is no issue with
using the nodal interpolant. However, if the choice has been made to use strongly divergence-free
elements, then likely physical accuracy is also desired, and a price will be paid in that the solution
found with ‘divergence-free’ elements will no longer be divergence-free. If penalization with grad-
div stabilization is used to enforce the divergence constraint strongly with an inconsistent discrete
boundary condition, then we will show this causes a ‘blowup’ of the discrete pressure (of the order of
the grad-div parameter). We also mention that there are alternatives to essential boundary condition
enforcement such as using weak enforcement, see e.g. [29] and references therein, however in most
modern FEM codes such as deal.II, fenics and freefem, it is (often by far) much easier and much
more common to strongly enforce essential boundary conditions.
To address this problem of inconsistent discrete boundary conditions under a strong enforce-
ment of both the boundary condition and the divergence-free constraint, we propose a simple and
cheap modification to the usual nodal boundary interpolation. In particular, we change the value of
the nodal interpolant at just one degree of freedom on each edge (2d) or face (3d), to enforce that
the local discrete flux equals that of the true flux, i.e. so that
∫
e
uh · n dx =
∫
e
g · n dx. Such an
integral condition is mentioned by Glowinski’s famous 1984 book [27], however since divergence-free
FEMs have only recently started being used, it seems to have been largely overlooked since then.
We define and analyze this quasi-interpolant operator in section 6.1 and present a few numerical
tests in section 6.2 and section 6.3.
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6.1 A flux preserving interpolant for essential boundary con-
ditions
We restrict our discussion to H1 conforming, Lagrange finite element spaces Pk on triangles
and tetrahedra. The typical nodal interpolation operator used for essential boundary conditions, on
an edge e with nodes {x1, x2, . . . , xk+1} and assuming Pk elements, is defined by Inodalh : Rd → Pk(e)d
via
Inodalh (g)(xi) = g(xi), i = 1, 2, . . . , k + 1.
Thus Inodalh (g) is a uniquely determined degree k polynomial (in each component) on the edge/surface
e, and we note this is an easily implementable method for strongly enforcing the essential boundary
condition. When used with common FEMs for Stokes and related problems, it is known to provide
optimal asymptotic accuracy [30]. However, it is not in general an appropriate interpolant to use with
methods that strongly enforce the divergence constraint, since it is not necessarily flux preserving
in the sense that
∫
∂Ω
g · n ds = 0 does not imply that
∫
∂Ω
Inodalh (g) · n ds = 0.
The interpolant we study is flux preserving, and we define it as a minor adjustment to the
nodal interpolant. The difference is that at a single interior node on the edge (WLOG we pick x2), we
exchange 1 nodal constraint to enforce the flux preserving condition. Formally, Ifluxh : Rd → Pk(e)d,
and
Ifluxh (g)(xi) = g(xi), i = 1, 3, · · · , k + 1, (6.1.1)
Ifluxh (g)(x2) · ti = g(x2) · ti, i = 1 in 2d and i = 1, 2 in 3d, (6.1.2)∫
e
Ifluxh (g) · n ds =
∫
e
g · n ds, (6.1.3)
where n is the outward normal vector and ti are the orthogonal tangent vectors to the domain Ω
at x2. It is easily seen that the difference between I
flux
h (g) and I
nodal
h (g) is only in the normal
direction component at x2. By construction, I
flux
h (g) is flux-preserving, and we will refer to it as
the ‘flux-preserving interpolant’.
The construction of Ifluxh (g) is local to each edge, and is easily calculated. The d constraints
at x2, (6.1.2) and (6.1.3), in the standard basis can immediately be obtained by changing the basis
to {n, t1, t2}. Determining the normal component of the interpolant at x2, Ifluxh (g)(x2) · n, can be
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done in the following way: Let φ1i , · · · , φdi : Rd → Pk(e)d with i = 1, . . . , k+ 1 and dimension d be a
nodal basis that belongs to the support points xi. A typical choice is a primitive basis where φ
k
i is
only nonzero in component k (for example by using d copies of a standard Lagrange basis):
φki (xj) = δi,j · ~ek.
By distinguishing the interior support point x2, the flux preserving interpolate is defined as
Ifluxh (g)(xi) :=

















φk2(s) · n ds
.
Because Ifluxh is identical to nodal interpolation on the exterior of the boundary face, this technique
naturally extends to an interpolate Ifluxh,∂Ω using a piecewise definition.
6.1.1 Accuracy of the flux-preserving quasi-interpolant
We consider now the accuracy of Ifluxh . The nodal interpolant is well known to have optimal
accuracy in the sense that ‖(g − Inodalh (g)) · ti‖L∞(e) = O(|e|k+1) for sufficiently smooth g; we show
here that the flux-preserving interpolant also has this property. Since the accuracy of the interpolant
of a vector is comprised of the accuracy of its components, it is sufficient to consider its accuracy
only for interpolation of a scalar function. For simplicity we will analyze only the case of d = 2
(so e is an edge) and k = 2 (quadratic approximation), and it will be clear from the proofs that
extension to higher k and to d = 3 is straightforward, and we give a remark on the general result.
The flux-preserving interpolant in this case is defined as follows.
Definition 6.1.1. Given a function f : [x1, x3] → R, let x2 = x1+x32 , and I
flux
h be defined as a
quadratic polynomial determined by the three constraints
Ifluxh (f)(x1) = f(x1), I
flux
h (f)(x3) = f(x3),
∫ x3
x1





Ifluxh (f) can thus be explicitly constructed as



















xi−xj , i = 1, 2, 3.




|f(x)− Ifluxh (f)(x)| ≤ C
(
(x3 − x1)3 + (x3 − x1)4
)
Remark 6.1.2. Extension to degree k polynomial interpolation can be performed with an analogous
proof to show that accuracy of degree k+1 is achieved in the L∞ norm, provided f ∈ Ck+1([x1, xk+1]).
Remark 6.1.3. The accuracy bound immediately extends to the case of piecewise interpolation. If
f ∈ Ck+1(∂Ω) with Ω being a polygonal domain, and ∂Ω is divided into intervals with maximum
length h < 1, then
max
x∈∂Ω
|f(x)− Ifluxh,piecewise(f)(x)| ≤ Ch
k+1.
Proof of Theorem 6.1.1. Write the error in the flux preserving quasi-interplant using the construc-
tion of Ifluxh as
f(x)− Ifluxh (f)(x) = f(x)− I
nodal













(x− x1)(x− x2)(x− x3) + (f(x2)− y2) l2(x), (6.1.5)
where the last step follows from standard nodal interpolation theory (see [3]). For the second term
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on the right hand side, we use the definition of y2 from (6.1.4) and reduce, which yields





















































A calculation shows that
∫ x3
x1
l2(x)dx = − 23 (x3− x1), and the numerator in the case of quadratics is
the error in Simpson’s quadrature rule, and thus we have that [3]




with x1 < cs < x3. Combining with (6.1.5), we can now write the error as
f(x)− Ifluxh (f)(x) =
f ′′′(c(x))
6




Now using the smoothness assumptions of f , and taking the maximum of x in [x1, x3], we have the
result.
6.2 Numerical accuracy tests of flux-preserving quasi-interpolant
We now provide results from two numerical experiments, that test the proposed flux-
preserving quasi-interpolant in 1D with quadratics (which represents the boundary of a 2D domain
using P2 elements), and in 2D with cubics (which represents the boundary of a 3D domain using P3
elements).
For the 1D test, we select the function f(x) = sin(x) and the interval [0, 5]. The interval
is successively divided into n partitions with mesh width h = 5/n, and then refining the mesh
by doubling n. On each mesh, we calculate the piecewise nodal quadratic interpolant, the flux-
preserving quasi-interpolant, and their associated errors. The L∞(0, 5) errors (calculated using 1000
equally spaced points) are shown in table 6.1, and we observe third order convergence, in agreement
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with the theory.
For the 2D test, we pick the function f(x) = sin(x + y) on a domain Ω = (0, 1)2, and
approximate it with a cubic nodal and a flux-preserving quasi-interpolant. The domain is partitioned
into a conforming, uniform, triangular mesh with varying element edge length h. On each mesh,
we calculate the interpolants, and the L∞(Ω) errors (using 2502 equally spaced points), which are
shown in table 6.2. Fourth order convergence is observed, which agrees with the theory.
6.3 Numerical experiments for Stokes divergence-free finite
element methods with the flux-preserving interpolant
We now consider the finite element discretization for Stokes, together with the flux-preserving
interpolant. The usual mixed finite element formulation of the inhomogeneous Stokes equations is
defined as follows. Let (Xh, Qh) ⊂ (H10 (Ω), L20(Ω)) be finite dimensional subspaces for velocity and
pressure that satisfy the inf-sup condition. More specifically, for a triangulation τh, choose the space
of velocity test and trial functions to be
Xh = {vh ∈ C0(Ω) ∩ Pk(τh)d, vh|∂Ω = 0},
Yh = {vh ∈ C0(Ω) ∩ Pk(τh)d, vh|∂Ω = Ih(g)},
where Ih is an operator which maps g onto Pk(τh)|∂Ω. For the pressure space, we choose Qh =
L20(Ω) ∩ P disck−1 and note that this particular pair (Xh, Qh) is referred to as Scott-Vogelius elements
and is known to enforce the divergence constraint pointwise. When k = d, they are known to be
inf-sup stable on barycentric refinements of triangular/tetrahedral meshes [2, 75], which is what we
will use below.
The inhomogeneous finite element problem reads as follows: Find (uh, ph) ∈ (Yh, Qh) satis-
fying
ν(∇uh,∇vh)− (ph,∇ · vh) = (f, vh),∀vh ∈ Xh, (6.3.1)
(∇ · uh, qh) = 0,∀qh ∈ Qh. (6.3.2)
It is only possible to achieve ‖∇ · uh‖L2 = 0 if
∫
∂Ω
uh · n ds =
∫
∂Ω
Ih(g) · n ds = 0, and thus our
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interest herein will be to compare divergence error (and H1 velocity error) for the cases Ih = I
nodal
h
and Ih = I
flux
h .
For a test, we use ((P3)
3, P disc2 ) Scott-Vogelius elements on barycenter refined tetrahedral
grids to solve the Ethier-Steinman problem for the Stokes equation on Ω = (0, 1)3. The analytical
solution is chosen to be
u =

−a(eax sin(ay + dz) + eaz cos(ax+ dy))
−a(eay sin(az + dx) + eax cos(ay + dz))
−a(eaz sin(ax+ dy) + eay cos(az + dx))
 , p = sin(x+ y + z). (6.3.3)
We chose ν = a = d = 1, and calculated g = u|∂Ω and f = −ν∆u+∇p.
Solutions were found using both the flux-preserving interpolant and nodal interpolant on
the boundary, and velocity error, divergence error, and flux error are shown in Table 6.3. We observe
that the H1 velocity errors from the two methods are very similar, but the flux-preserving interpolant
delivers (essentially) zero error in the divergence and the total flux, while the nodal interpolant does
not. The nodal interpolant does deliver fourth order accuracy in the flux, since cubic interpolation
is used on each tetrahedra face on the boundary due to the use of (P3)
3 velocity elements. The flux
accuracy yields fourth order divergence accuracy as well, since choosing the zero mean test function
qh =
(































uh · n ds
∣∣∣∣ .
We note that while linear solvers from [10, 36, 7] worked well when Ih = I
flux
h , we were
unable to get any of them to converge to a residual of 1e-8 when Ih = I
nodal
h . This is not surprising,
since the linear systems are poorly conditioned since they enforce strong mass conservation with
inaccurate boundary flux (a mathematical contradiction due to the divergence theorem). Thus,
direct solvers were used when Ih = I
nodal
h , which was extremely expensive when the 307995 degree
of freedom problem was solved (which is still a very small problem in practice).
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1
h ‖f − I
nodal
h (f)‖L∞[0,5] rate ‖f − I
flux
h (f)‖L∞[0,5] rate
1 6.7970e-01 0.000 5.8748e-01 0.000
2 1.0464e-01 2.699 9.7678e-02 2.588
4 1.5279e-02 2.776 1.5265e-02 2.678
8 1.8861e-03 3.018 1.8708e-03 3.029
16 2.4270e-04 2.958 2.4224e-04 2.949
32 3.0540e-05 2.990 3.0527e-05 2.988
Table 6.1: Convergence of the nodal and flux-preserving interpolants using quadratics on an interval.
1
h ‖f − I
nodal
h (f)‖L∞(Ω) rate ‖f − I
flux
h (f)‖L∞(Ω) rate
1 5.7498e-04 - 5.0871e-04 -
2 3.5998e-05 3.998 3.1738e-05 4.003
4 2.2816e-06 3.980 2.0067e-06 3.983
8 1.4280e-07 3.998 1.2554e-07 3.999
16 8.9127e-09 4.002 7.8410e-09 4.001
32 5.5668e-10 4.001 4.8977e-10 4.001





h dof ‖∇(u− uh)‖ rate ‖∇ · uh‖ rate |
∫
∂Ω
uh · nds| rate
2 702 2.039e-01 - 4.086e-12 - 4.788e-14 -
4 5109 2.115e-02 3.269 1.227e-11 - 6.809e-14 -
8 39231 2.443e-03 3.114 2.298e-11 - 5.992e-12 -





h dof ‖∇(u− uh)‖ rate ‖∇ · uh‖ rate |
∫
∂Ω
uh · nds| rate
2 702 2.054e-01 - 2.932e-03 - 2.932e-03 -
4 5109 2.140e-02 3.263 1.804e-04 4.023 1.804e-04 4.023
8 39231 2.458e-03 3.123 1.123e-05 4.006 1.123e-05 4.006
16 307995 2.924e-04 3.071 7.014e-07 4.001 7.014e-07 4.001




In this thesis, we studied two classes of splitting methods, Yosida methods and projection
methods, for simulating incompressible fluid flows. Both methods decouple the systems arising from
a discretization of the NSE at each time step, creating easier to solve linear systems. However, errors
are introduced as approximations are made. For comparison, Yosida methods can have better results
in accuracy w.r.t. timestep size than the projection methods, but require more computational cost.
To be specific, Yosida methods take two system solves with coefficient matrix A and one SPD Schur
complement solve (that is essentially a Stokes solve), whereas projection methods cost one system
solve with A and one projection step.
Chapter 3 studied, analytically and numerically, Yosida methods applied to the NSE discrete
system written in terms of velocity-pressure update, instead of velocity and pressure. We proved (and
numerically illustrated) that applying the Yosida approximations to these change-of-variable systems
results in an increase in accuracy by a full order of ∆t, without any additional expense. Furthermore,
a variety of numerical tests were provided that showed the proposed methods (Yosida-updates and
the pressure corrected Yosida-updates) can be very accurate, and certainly more accurate than the
Yosida and Yosida pressure correction analogues, respectively, even for the delicate problem of lift
and drag prediction of flow past an obstacle. Moreover, we also provided a proof of accuracy and
stability for both the Yosida-updates and the pressure corrected Yosida-updates methods in the
finite element framework, so that errors could be represented in the natural norms of the problem
instead of linear algebra norms. To our knowledge, this is the first Yosida type analysis done in this
framework.
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In chapter 4, we have proven that in the setting where divergence free elements are LBB sta-
ble, finite element solutions of incompressible flow problems found using the Yosida-penalty method
converge to the divergence-free solution (i.e. the solution found by solving the linear system exactly),
with rate O(γ−2) as γ → ∞. The proof was based on i) using grad-div stabilization (with penalty
parameter γ) together with divergence-free elements, ii) transforming the inexact block LU factor-
ization produced by the Yosida method into a series of finite element problems, and iii) using finite
element techniques based on pointwise divergence-free subspaces and their orthogonal complements
to analyze the series of finite element problems.
Several numerical tests were given to confirm the theory, and which also suggested that
γ = 10 is sufficient in the Yosida-penalty method to achieve accuracy very close to that of the
divergence-free coupled method solution of Algorithm 4.0.1. Further, with γ ≥ 10, the number of
outer CG iterations needed to resolve linear systems with the SPD approximated Schur complement
BT Ã−1B to a tolerance of 1e − 10 was always less than 5, and decreased for larger γ. We also
observed that with smaller γ, accuracy can be increased in time dependent problems by using the
pressure-corrected Yosida-penalty method, although this alteration of the Yosida-penalty method
does not increase the convergence rate with respect to γ.
Throughout chapter 5, we have established connections between coupled schemes for Cahn-
Hilliard-Navier-Stokes and their associated penalty-projection schemes, for both first and second
order time stepping schemes. In particular, we proved that in settings where ∇ · Xh ⊆ Qh and
(Xh, Qh) is LBB-stable – obtained e.g., using Scott-Vogelius velocity-pressure elements on appro-
priate meshes – as the penalty parameter γ → ∞, the corresponding penalty-projection solutions
converge to the coupled method solutions. Thus, in practice, one can use the penalty-projection
method with large parameter γ and expect accuracy close to that of the (optimally accurate) coupled
scheme. Numerical experiments were given that illustrated the convergence theorems. Additionally,
two more numerical experiments were given that tested the penalty-projection method, and showed
its effectiveness on problems of physical interest. In fact, for the lid driven cavity shape deformation
test problem, the penalty-projection method outperformed the coupled scheme.
Chapter 6 analyzed and tested a flux-preserving boundary interpolant which is intended to
be used with strongly divergence-free elements, since boundary flux preservation is essential, and the
typically-used nodal interpolant is not flux-preserving. The flux-preserving interpolant is proven to
be optimally accurate, and numerical tests are in agreement with the findings. In numerical tests with
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divergence-free elements, the flux-preserving interpolant is shown to deliver pointwise divergence-
free solutions that are have nearly identical accuracy to those that use nodal interpolation. Note
that the flux preserving boundary condition can also be useful when the divergence constraint is
enforced strongly through penalization, i.e. with non-divergence-free elements (e.g. Taylor-Hood)
and by adding grad-div stabilization γ(∇ · uh,∇ · vh) to the momentum equation. Without flux
preservation at the boundary, the divergence error is bounded below, and thus raising γ beyond a
certain point will cause an inconsistency that manifests itself in a blowup in the discrete pressure
that scales with γ. With a consistent boundary condition, the penalization will have the well-known
intended effect of reducing the divergence error. The construction of the flux-preserving interpolant
can be implemented in exactly the same way for tensor-product polynomial spaces Qk on hexahedra.
While Pk elements require k ≥ 3 in 3d to have an interior node for the flux correction, k ≥ 2 is
enough for hexahedra. Finally, this interpolant can be extended to lower order finite element spaces
without interior unknowns on the faces, such as those studied in [76, 77], by solving a small linear
system for the unknowns corresponding to the normal flux on the boundary.
In the future, we will study Yosida splitting methods for simulating the stationary NSE
problem. The steady NSE is typically more difficult to solve than the time-dependent NSE because
it does not include the SPD mass matrix, and hence the Schur complement in the LU decomposition
of the coefficient block matrix could be far away from SPD if ν is small. The Picard iteration is a
common approach: Find (uk, pk) satisfying for all (v, q)
b∗(uk−1, uk, v) + ν(∇uk,∇v)− (pk,∇ · v) = (f, v),
(∇ · u, q) = 0,










Solving this unaltered NS system could be difficult, since Ak−1 is non-symmetric and changes over
iteration. It may even fail as the size of this system could be quite large. Applying the Yosida
approximation can avoid all these problems.
Another project for future work is employing Yosida methods to the Magnetohydrodynam-
106
ics (MHD), that describes the motion of electrically conducting incompressible fluid flow, and its
dimensionless mathematical model in a convex domain is given by
ut + u · ∇u+∇p− ν∆u−B · ∇B = f,
∇ · u = 0,
Bt + u · ∇B −B · ∇u−∇λ− νm∆B = ∇× g,
∇ ·B = 0,
where u velocity, p pressure, B magnetic field, λ Lagrange multiplier, and ν, νm are viscosity and
magnetic viscosity respectively. After fully discretization, a linear system arises that takes the form

A1 N1 C1 0
N2 A2 0 C1
CT1 0 0 0
















which is also a saddle point system. How to efficiently and stably solve the MHD system with higher
order time stepping is an open problem, and we think Yosida methods could be a good approach.
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