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$(I, V, X, \{m_{k}(\cdot)\}_{k=0}^{\infty})$
(i) $I$ $I$ $d$
(ii) 1 $V$ $V$
$V$ $\Vert\cdot\Vert$ $m(i)$ $i$
$m:Iarrow V$ $M$
$m_{0}:Iarrow V$















(i) $I=\{1,2, \ldots,N\}\subset \mathbb{N}.$
(ii) $\mathbb{R}$ ( ) $m_{0}=[m_{0}(1),m_{0}(2), \cdots,m_{0}(n)]$
(iii) $x_{0},x_{1},x_{2},$ $\ldots\in X\subset \mathbb{R}$
(iv) $L_{E}$ ( $1$ $\mathbb{R}$- $\epsilon=1$ )
(a) :
$I(m_{k},x_{k})= \{i^{*}\in I||m_{k}(i^{*})-x_{k}|=\inf_{i\in I}|m_{k}(i)-x_{k}|\}$
$(m_{k}\in M,x_{k}\in X)$ ,
$N_{1}(i)=\{j\in I||j-i|\leq 1\}(i\in I)$ .
(b) : $0\leq\alpha\leq 1.$
(c) :




Theorem 1 $L_{A}$ ($1$ $\mathbb{R}$ - $\epsilon=1$ )
$(a)$ :
$I(m_{k},x_{k})= \{i^{*}\in I||m_{k}(i^{*})-x_{k}|=\inf_{i\in I}|m_{k}(i)-x_{k}|\}$
$(m_{k}\in M,x_{k}\in X)$ ,
$N_{1}(i)=\{j\in I||j-i|\leq 1\}(i\in I)$ .
$(b)$ : $0\leq\alpha\leq 1.$
$(c)$ :
$m_{k+1}(i)=\{\begin{array}{l}(1-\alpha)m_{k}(i)+\alpha x_{k} if i\in_{i^{*}\in I(}\bigcup_{m_{k},x_{k)}}N_{1}(i^{*}) ,k=0,1,2, \ldots.m_{k}(i) if i\not\in_{i^{*}\in I(}\bigcup_{m_{k}x_{k})},N_{1}(i^{*}) ,\end{array}$
(i) $m_{k}$ $I$ $m_{k+1}$ $I$





Theorem 2 $L_{m}$ ($1$ $\mathbb{R}$ - $\epsilon=1$)
$(a)$ :
$J(m_{k},x_{k})= \min\{i^{*}\in I||m_{k}(i^{*})-x_{k}|=\inf_{i\in I}|m_{k}(i)-x_{k}|\}$
$(m_{k}\in M,x_{k}\in X)$ ,
$N_{1}(i)=\{j\in I||j-i|\leq 1\}(i\in I)$ .
$\min$
$(b)$ : $0\leq\alpha\leq 1.$
$(c)$ :
$m_{k+1}(i)=\{\begin{array}{l}(1-\alpha)m_{k}(i)+\alpha x_{k} if i\in N_{1}(J(m_{k}, x_{k})) ,k=0,1,2, \ldots.m_{k}(i) if i\not\in N_{1}(J(m_{k}, x_{k})) ,\end{array}$
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(i) $m_{k}$ $I$ $m_{k+1}$ $I$





Theorem 3 $L_{E}(\epsilon=1)$ $\alpha$
$I(m_{k},x_{k})= \{i^{*}\in I||m_{k}(i^{*})-x_{k}|=\inf_{i\in I}|m_{k}(i)-x_{k}|\},$
$i_{m}= \min I(m_{k},x_{k})$ ,






$i_{m}=i_{M}=1$ $m_{k}(i_{m}-1)=x,$ $i_{m}=i_{M}=N$ $m_{k}(i_{m}+1)=x$
$0$ $\min$ $\alpha_{0}$
$\min I(m_{k},x_{k}),\max I(m_{k},x_{k})$
(i) $m_{k}$ $I$ $m_{k+1}$ $I$









$\alpha_{0}=0\cdot 5$ 300 1000
15000 1
1 2 9, 0
12000
value
1: ( $k$ : 300 1000 15000 )
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