Abstract-Studies of massive MIMO in wireless communications have recently attracted significant attention. Here we study the benefits of very large arrays in space-time adaptive processing (STAP) for radar by analyzing the performance of a reduced-dimension separable STAP algorithm that exploits the large-array assumption. In particular, we begin by studying the behavior of the algorithm for clairvoyant interference covariance matrices with orthogonality assumptions on the steering vectors, and show that in the asymptotic sense this simplified scheme performs as well as the fully adaptive STAP method. We then appeal to random matrix theory to analyze performance when the covariance matrix is estimated using secondary data.
I. INTRODUCTION
Recently, considerable attention has been focused on "massive" multiple-input multiple-output (MIMO) systems in wireless communications, in which base stations are equipped with a very large number of antennas in order to dramatically improve system capacity. The resulting capacity gains can often be achieved with relatively simple signal processing, due to the asymptotic orthogonality of the wireless channels. Hence massive MIMO is regarded as a promising technology for the next generation of wireless communication systems. Correspondingly, the benefits of very large arrays can also be exploited in other areas as well, such as space-time adaptive processing (STAP) [1] . In this paper, we analyze the performance of a particular reduced-dimension separable STAP algorithm for large arrays taking the effect of finite secondary data support into account. We study the performance of the algorithm for clairvoyant interference covariance matrices with orthogonality assumptions on the steering vectors, and show that in the asymptotic sense this scheme performs as well as the fully adaptive STAP method. Then we use random matrix theory to analyze the signal-to-interference-plus-noise ratio (SINR) as a function of the number of training samples when the covariance matrix is estimated using secondary data.
So-called "fully adaptive" STAP methods [2] have very high complexity when large arrays are employed, and thus one often resorts to reduced-dimension or reduced-rank algorithms [1] - [4] in order to achieve a reasonable trade-off between performance and complexity. Many other reduced complexity approaches have been proposed over the years, including the eigencanceler [5] , [6] , iterative methods such as [7] , the multistage Wiener filter [8] , [9] , and parametric clutter modeling [10] . Here we focus on a simple method that exploits the large array assumption to separate the spatial and temporal interference cancellation, and analyze its performance using random matrix theory [11] , which has been found to be a useful tool in the analysis of very large wireless communication systems. Recently, it has also been applied to the study of STAP algorithms and other sample covariance matrix problems [12] . For example, the authors of [13] studied STAP in amplitude heterogeneous clutter environments, where the power of the interference in the secondary data is different from that in the range bin of detection. A closed-form expression of the SINR loss was given, and the asymptotic performance was clearly established using random matrix theory. In [14] , the authors studied the asymptotic SINR loss of knowledge-aided STAP algorithms for cases involving either accurate or inaccurate a priori knowledge.
II. SYSTEM MODEL The system model is depicted in Fig. 1 , in which a platform is moving parallel to the x-axis and a target is located anywhere in space and moving in an arbitrary direction. Angles θ and φ respectively represent the elevation and azimuth angles of the target relative to the airborne platform. The platform is assumed to be equipped with an antenna array of N elements, and the transmitter on the platform is assumed to emit M pulses per coherent processing interval (CPI). For a given range gate, the received data at pulse m is denoted by
T , the STAP detection problem is defined by the two hypotheses
where χ t is the signal due to the target, χ c is due to clutter, and χ n represents other noise and interference. The terms χ c and χ n are assumed to be random vectors with covariance matrices R c and R n , respectively. The detection statistic for fully adaptive STAP is z = w H χ, where w = R −1 v t is the weighting vector, R is the sum of R c and R n , and v t is the target steering vector. The post-processing SINR at the platform determines the overall detection performance. From [1] , the general SINR expression is 
where σ 2 is the noise power per element, and ξ t is the singlepulse signal-to-noise ratio (SNR) for a single antenna element at the receive side.
The fully adaptive STAP algorithm is often prohibitively costly to implement since the dimensionality of R is M N , which makes calculation of matrix inverse difficult even for a system with a moderate number of antennas. In this paper, we consider the performance of a simple separable STAP algorithm that effectively exploits the benefits of very large antenna arrays. In this approach, the received data are first processed by a spatial-only non-adaptive beamformer f , followed by an adaptive filter in the temporal domain. Processing with the spatial-only filter leads to the transformed data vector
where I is the identity matrix, and ⊗ denotes the Kronecker product. Letting F = I ⊗ f , the transformed covariance matrix isR
Similarly, the transformed target steering vector isṽ t = F H v t . For simplicity we assume f is a normalized vector, i.e., f = 1, and thus it is obvious that F H F = (I ⊗ f ) H (I ⊗ f ) = I. For the reduced-dimension algorithm, the detection statistic isz
wherew =R −1ṽ
The SINR of this algorithm can be calculated from (2) and is
In practice, matrix R can only be estimated using secondary data. LettingR denote the estimate, the weighting vector is
and from (2) we know the corresponding SINR is given by
The most frequently used method to estimate R is sample matrix inversion (SMI). The estimated covariance matrix iŝ R = 
III. VERY LARGE ARRAY ANALYSIS FOR 2D ARRAYS
In this section, we analyze the performance of the reduceddimension algorithm for very large planar arrays, and compare it to the fully adaptive STAP algorithm. We can expect that an enormous amount of antenna elements in a two-dimensional array configuration results in extremely narrow beams, which leads to very high discrimination of the target from the clutter and interference as shown in Fig. 2 ; in essence, as long as the target is elevated above the ground, its steering vector will be asymptotically orthogonal to any clutter patch in the same range bin. Hence this system can separate the target from nearby clutter patches even when they are very close in the azimuth or elevation domain. As a result, we will show that the performance of the simple separable algorithm is asymptotically equal to that of the fully adaptive algorithm. A closed-form expression for the asymptotic SINR is also given at the end of the section, which can be used to quickly estimate the required number of antenna elements for a given performance target in STAP system designs.
A. Rectangular Array Model
We assume that a P by Q rectangular array is used, and the notation used here is similar to that adopted in [15] , [16] . The target spatial frequency is ϑ t = pϑ x + qϑ z , where ϑ x = d x /λ 0 cos θ t sin φ t and ϑ z = d z /λ 0 sin θ t . The target Doppler frequency is t = 2v t f r /λ 0 , and the target steering vector is
where
. . . The target signal, χ t , is equal to α t v t ( t , ϑ x , ϑ z ), where α t is the complex amplitude. 
B. Orthogonality Assumption
The analysis in this section relies on the fact that as the number of antenna elements goes to infinity, the produced beams towards different spatial directions are asymptotically orthogonal. Letβ =
be the normalized versions of β, α and v, respectively. For an arbitrary steering vector pairv i andv j , i = j, the inner product of the two vectors is equal to
and the inner products of the corresponding normalized spatial steering vectors are
It is easy to show that lim N →∞
n=0 e jnθ is non-zero only when θ = 0. In other words, the two spatial steering vectors are non-orthogonal only when they correspond to the same angle. Due to the structure of the full inner products in (11), the same claim applies to the full steering vector case, namely that v i and v j are orthogonal as long as their angles do not coincide, and this orthogonality is independent of their temporal relationship.
C. SINR Performance Analysis
The signal reflected from the target is in general contaminated by clutter. We will analyze the SINR performance of the reduced-dimension STAP algorithm under the orthogonality assumption discussed above. Without loss of generality, we assume there is no ranging ambiguity. Thus the clutter interference covariance matrix is
where N c is the total number of clutter patches. The noise covariance matrix is assumed to be R n = σ 2 I, so we have
We want to find an analytic expression for (7) when the number of antenna elements is infinity. The calculation of the SINR in (7), v With the help of these vectors, the covariance matrix in (13) can be further eigen-decomposed as
Hence the square root of R is
and clearly 
For purpose of comparison, we also see that the asymptotic SINR of the fully adaptive STAP is given by
It is clear that the SINR of the proposed separable STAP algorithm is exactly the same as that of the fully adaptive algorithm when the number of antenna elements is infinity, but the separable scheme has a much lower computational complexity, since only an M × M rather than an M N × M N matrix must be inverted.
IV. SECONDARY SAMPLE SIZE ANALYSIS
The number of secondary data samples used to estimate R has a great impact on the performance of the system. In this section we study the SINR scaling law as a function of the secondary data support. As part of this analysis, we propose the following new theorem based on random matrix theory. which gives the SINR scaling law as a function of the secondary data support.
V. SIMULATIONS
Some simulations are included here to verify the theoretical results obtained in the previous sections. The simulated system is equipped with a planar array, and a constant gamma model is considered for the clutter patches [1] . The number of transmitted pulses is 4 for Fig. 3 and 4, and 8 for Fig. 5 . In Fig. 3 , the antenna configuration is 3 × Q, where Q grows from 14 to 110. In Fig. 4 , a 3 × 110 rectangular array is used, while in Fig. 5 it is 2 × 73. The other simulation parameters can be found in Table I . Fig. 3 shows the change in SINR as a function of the number of total antenna elements. It can be observed that the performance of the fully adaptive STAP algorithm is always very close to the theoretical upper bound, while the performance of the reduced-dimension separable STAP algorithm is rather poor when the number of antenna elements is small, but it improves and eventually approaches the fully adaptive STAP algorithm as N grows large. Fig. 4 shows the SINR change as a function of the target speed for a fixed number of antenna elements. When the target is relatively stationary, the fully adaptive algorithm exhibits almost no SINR loss, while the loss of the separable algorithm is less than 2dB. Fig. 5 shows two SINR curves; one of them is obtained by using SMI and estimating the interference and noise covariance matrix R, while the other corresponds to the scaling law of (20) predicted by Theorem 1. Although the simulated curve fluctuates, it matches the theoretical curve well when then number of samples is large enough.
VI. CONCLUSION
In this paper, we have analyzed the performance of a reduced-dimension separable STAP algorithm under the assumption of a very large number of antennas. We showed that the performance loss incurred by the separable algorithm vanishes as the number of antenna elements grow. We also analyzed the performance of the algorithm when it is implemented with a sample covariance estimate, and we found a scaling law that accurately mirrors performance as a function of the number antennas. 
