Abstract. This paper presents an uni ed algorithm for solving systems of matrix and block linear equations. Solving a system of block linear equations will be interpreted as a matrix interpolation problem. This new approach gives us a general algorithm called the matrix recursive interpolation algorithm (mria), which includes block direct methods. The orthogonal version of the mria will be given and denoted by omria. We will also show how to choose two free parameters in the mria for obtaining known and new block direct methods.
INTRODUCTION
Block projection methods for solving linear systems 2, 17, 22] or handling eingenvalue problems 7, 13, 19, 20] have been developped these last years. In fact, many applications in areas such as electromagnetics and chemistry require the solution of multiple linear systems with the same coe cient matrix and di erent right hand sides. Instead of using a method for each system, with a single right-hand side, it is more interesting to use a block version and to generate simultaneously iterates for all the systems.
In the present paper, only block direct methods for solving linear systems will be considered. The matrix A of the linear systems, will be partitionned into blocks that will be used to derive a block version of the method considered. We will rst derive a general matrix recursive interpolation algorithm (mria) 16] and give some of its properties. In the case of an orthogonal projection, we give a corresponding version of the mria that will be called orthogonal matrix recursive interpolation algorithm (omria). These two algorithms, will be used to obtain some known block direct methods such as the block bordering method 6, 8] , the block formulation of the reinforcement method 8], the block Huang method 10], the block formulation of the Sloboda method 23], the block formulation of the unscaled ABS algorithm 1], the block generalized formulation of the Purcell method 8, 9, 14] , the block LU-factorization 8, 9] and the block QR-factorization 8, 9] . This paper is organized as follows: in section 2, we recall the Schur complements and the matrix Sylvester identity and we also give the formulation and brie y the construction of the mria and prove some of its properties. We also study an important particular case of this algorithm: the orthogonal version of the mria. Section 3 is concerned with application of the mria to systems of block linear equations. We show how to choose the free parameters in the mria for obtaining known block direct methods and a block formulation of other known methods.
MATRIX RECURSIVE INTERPOLATION ALGORITHM : MRIA
In 4], Brezinski proposed two algorithms, called the recursive interpolation algoritm (ria) and the recursive projection algoritm (rpa). These algorithms have been used for implementing some vector sequence transformations which are expressed as a ratio of two determinants 4, 5] . They are also connected to other methods used in numerical analysis 3, 5] . These algorithms have been also applied for implementing some vector extrapolation methods for solving systems of linear and nonlinear equations 11, 12, 14, 15, 21] . In this section we will give the formulation of the mria and we will recall some of its properties and use projectors for giving some new properties. A particular class of this algorithm will be also studied. For constructing the mria we need some properties of the Schur complements and the matrix Sylvester identity. We will recall them; for more details, see 3, 8, 9, 18 
If the matrices A and M are nonsingular, then we have
We will use the Schur complement and the matrix Sylvester identity for obtaining the mria.
Formulation of the mria
Let X be an n p complex matrix, and for i = 1; :::; q, let U i and Z i be n n i complex matrices. We assume that n 1 +:::+n q n. Let us consider the following matrix interpolation problem.
Let X o be an arbitrary n p complex matrix. For k q nd the matrix X k such that
and for j = 1; :::; k Z j X k = Z j X; (2:7) where Z is the adjoint matrix of Z. Let us now show brie y how to solve this problem (for more details see 16] From (2.12) and (2.13) we get the matrix recursive interpolation algorithm (mria) which is described as follows. Remark that the mria, which depends on two arbitrary matrices Z m and U m , is well de ned if and only if the matrices Z m G m?1;m are nonsingular for m = 1; :::; k. We will see that this condition is satis ed if and only if D k is a block strongly nonsingular matrix. Now we will give some of its properties.
Some Properties of the mria
We will recall some properties of the mria, and we will use projectors for giving some new properties. We will also study an important particular case of the mria. Proof. This proposition will be proved by induction. For m = 1 we haveQ 0 Proof.
(1) of the proposition follows immediately from (2.22) and the fact that Z i = HG i?1;i for i = 1; :::; m. (2) follows from (1) of the proposition. (3) and (4) follow by using (2.24), (2.25) and (2) of the proposition. As H is an Hermitian matrix and Z i = HG i?1;i then (5) of the proposition follows immediately. For proving (6) and (7) we use (2.24), (2.25) and (5) of the proposition.Z mG m will be a block diagonal matrix, becauseZ mG m =G m HG m will be an Hermitian and block lower triangular matrix. (9) follows from (2.25), (7) of the proposition and the fact that G i;j = 0 for i j. Let In the formulation of the mria, we have assumed that D k is a block strongly nonsingular matrix (i.e. the matrices Z m G m?1;m are nonsingular), in general this condition is not satis ed and the mria will be fail down. For avoiding this di culty we can use a block pivoting strategy.
APPLICATION: BLOCK DIRECT METHODS
Let us consider the linear matrix system AX = B (3:1) where A is an n n complex nonsingular matrix and B is a given n p complex matrix. X is the unique and the exact n p complex matrix solution of (3.1). Let us consider the block linear system associated to (3. 3) for obtaining the solution of the system (3.1), this method will be called an implicit block direct method. In this class, we nd the implicit block Sloboda method, the implicit block Huang method, the block LUfactorization 8,9], the block QR-factorization 8,9] and others. Now, we will specify the choices of U m and Z m for obtaining these methods and we will also give a new formulation for some of them. For m = 1; :::; q, we set A m = A m;1 ; :::; A m;q ] ,Ã m = A 1;m ; :::; A q;m ] , respectively the mth block row and the mth block column of A and by E m the n n m matrices such that I = E 1 ; :::; E q ].
Explicit block direct methods
We mean by an explicit block direct method, any algorithm obtained from the mria by choosing Z m directly from the system (3.1) such that X m can be computed from X m?1 . In the following subsections, we will give some block methods which are particular cases of the mria. 
The implicit block direct methods
We mean by an implicit block direct method any procedure obtained from the mria by choosing Z m directly from the system (3.1) and using the block lower triangular matrix Z qG q (see Proposition 2.3) for obtaning the solution of (3.1). Let us give the implicit block direct methods corresponding to the explicit block direct methods reviewed above. We will also give the block LU-factorization and the block QR-factorization. 
The implicit block QR-factorization
It is well known that for any nonsingular block matrix A = Ã 1 ; :::;Ã q ], there exists a block orthogonal matrix Q = Q 1 ; :::; Q q ] (i.e. Q Q is a block diagonal) and a block upper unit triangular matrix R = (R i;j ) such that A = QR 8, 9] . This factorization can be obtained by the block Gram-Schmidt process 8,9], which is described as follows = Q m+1 : From (8) and (9) of Proposition 2.5, the matrixZ qG q =G qG q = Q Q is a block diagonal matrix and R =Z qŨ q =G q A is a block upper triangular matrix. Then the result follows.
Remark that, from Proposition 2.5 and Remark 2.2, the choice Z m = U m =Ã m gives also the block QR-factorization of A. The version given directly by the auxiliarly matrices G m?1;m in the omria is called the modi ed block Gram-Schmidt process. These matrices can be unitary and the so-called normalized block Gram-Schmidt process is obtained.
In Table 1 we summarize the results about the identi cation of the mria with the various methods discussed in this paper. 
