Context. The extreme brightness of gamma-ray burst (GRB) afterglows and their simple spectral shape make them ideal beacons to study the interstellar medium of their host galaxies through absorption line spectroscopy at almost any redshift. Aims. We describe the distribution of rest-frame equivalent widths (EWs) of the most prominent absorption features in GRB afterglow spectra, providing the means to compare individual spectra to the sample and identify its peculiarities. Methods. Using 69 low-resolution GRB afterglow spectra, we conduct a study of the rest-frame EWs distribution of features with an average rest-frame EW larger than 0.5 Å. To compare an individual GRB with the sample, we develop EW diagrams as a graphical tool, and we give a catalogue with diagrams for the 69 spectra. We introduce a line strength parameter (LS P) that allows us to quantify the strength of the absorption features in a GRB spectrum as compared to the sample by a single number. Using the distributions of EWs of single-species features, we derive the distribution of their column densities by a curve of growth (CoG) fit. Results. We find correlations between the LS P and the extinction of the GRB, the UV brightness of the host galaxies and the neutral hydrogen column density. However, we see no significant evolution of the LS P with the redshift. There is a weak correlation between the ionisation of the absorbers and the energy of the GRB, indicating that, either the GRB event is responsible for part of the ionisation, or that galaxies with high-ionisation media produce more energetic GRBs. Spectral features in GRB spectra are, on average, 2.5 times stronger than those seen in QSO intervening damped Lyman-α (DLA) systems and slightly more ionised. In particular we find a larger excess in the EW of C ivλλ1549 relative to QSO DLAs, which could be related to an excess of Wolf-Rayet stars in the environments of GRBs. From the CoG fitting we obtain an average number of components in the absorption features of GRBs of 6.00 +1.00 −1.25 . The most extreme ionisation ratios in our sample are found for GRBs with low neutral hydrogen column density, which could be related to ionisation by the GRB emission.
Introduction
Long gamma-ray burst afterglows (GRBs) shine, during the first hours, as the most luminous objects that can be detected in the Universe (Kann et al. 2007; Racusin et al. 2008) . They have been observed at almost any redshift, from nearby (GRB 980425 was the nearest one, at z = 0.008, Galama et al. 1998 ) to the very distant Universe (GRB 090429B is the current record-holder with a photometric redshift of z = 9.4, Cucchiara et al. 2011 , GRB 090423 being the furthest spectroscopically confirmed at z = 8.2, Tanvir et al. 2009; Salvaterra et al. 2009 ). Their optical spectra are normally well reproduced by a clean, simple powerlaw, making them ideal beacons to probe the material in the line of sight of the GRBs. Using optical spectroscopy it is possible to study the dust extinction, that introduces a curvature in the spectra (see e.g. Kann et al. 2010; Schady et al. 2010; Zafar et al. 2011) , we can learn about intervening systems, located between the host galaxy of the GRB and the observer (Prochter et al. 2006; Tejos et al. 2007; Vergani et al. 2009 ) or about the material located within the host galaxy itself (Vreeswijk et al. 2007; D'Elia et al. 2009 ).
Most of the knowledge that we currently have about the interstellar medium (ISM) of GRBs comes from the study of individual events. However, as the samples of GRB afterglows become larger, much can be gained from statistical studies. This however, does not come without complications: Due to the very wide range of redshifts, very different rest-frame wavelength ranges are probed and tools need to be developed for their common study. Furthermore, the large samples of GRB afterglows are dominated by low resolution spectra. In these spectra, the line profiles cannot be fitted to derive column densities and the different components that form each feature cannot be resolved. This means that we can only measure equivalent widths (EW) of the lines, which limits the information that can be extracted from a single spectrum. However, we can attempt to derive some of the information contained in these spectra through the use of statistical analysis of large samples.
In this paper, we use 69 low resolution optical spectra to study the absorption features created by material within the GRB host galaxies. In particular we look at the distribution of the restframe EWs of the most prominent lines found in GRB afterglow spectra. Based on this, we devise observational tools to easily evaluate the different types of environments that host GRBs and understand their properties and diversity.
The paper is structured as follows: Section 2 presents the sample, the methods used and the biases and limitations of our study, section 3 presents the results of the analysis, section 4 discusses the results and finally, section 5 gives our conclusions.
Sample and method
This work is based on the sample presented by Fynbo et al. (2009) selecting those spectra with known redshifts and a resolution 300 < R < 2000, to have data of similar characteristics. The selection criteria of this sample, first proposed by Jakobsson et al. (2006b) and later refined by Fynbo et al. (2009) were chosen to achieve a high degree of completeness and to be as independent as possible of the optical properties of the afterglow: (1) burst duration longer than 2 s, (2) precise localisation, normally provided in X-rays by Swift/XRT, and distributed within 12 hr of the burst, to allow a rapid follow-up, (3) small Galactic extinction (A V < 0.5 mag), (4) favourable declination for optical follow-up observations (-70 • < δ < +70
• ), and a distance between the sun and the field of more than 55
• , to allow at least 1 hr of observations to secure spectroscopy.
We add 8 further low-resolution spectra to those presented by Fynbo et al. (2009) , obtained after the publication but with similar criteria, as detailed in Appendix II of the online material. The total sample comprises 69 spectra. This includes 7 spectra that were part of the sample of Fynbo et al. (2009) but that did not meet all the criteria outlined in the previous paragraph.
This study analyses the distribution of rest-frame EWs, which is only possible for the most prominent absorption features in GRB afterglow spectra (the number of detections is still too small for faint features). Our sample is limited to those absorption features that have a rest-frame EW of at least 0.5 Å in the composite spectrum presented by Christensen et al. (2011) , which add to a total of 22 features. Some lines produced by transitions from excited fine structure and metastable states are known to vary during the evolution of the GRB and would introduce a further uncertainty in the results, so we exclude them from our analysis. Using the same argument, we exclude from our dataset the line at 2186.96 Å that Christensen et al. (2011) identify as due to Mn i, as we believe that it is actually not due to this species but most probably to a transition from a fine structure line or a metastable state. This is supported by the fact that it is only seen in spectra with many other fine structure features and that it is detected only in early spectra. Furthermore, other Mn i lines that should have been simultaneously detected are not present in the composite spectrum.
We use the EW measurements provided by Fynbo et al. (2009) , together with the 8 other unpublished spectra, and complement them with detection limits that we calculate for each feature in the individual spectra. To obtain the detection limits we use the individual spectra with their corresponding error spectra and measure the uncertainty at the location of the features over a wavelength span equivalent to the instrumental resolution, which is determined by the width of the slit (with this we assume that the lines are unresolved with our resolution, which is generally the case). The limits presented in this work are 3-σ. We excluded from the analysis the regions of the spectra that were affected by strong telluric features. Tables 1 and 2 display the rest-frame EWs and limits for the lines in each spectrum.
EW histogram fitting
Using the data described above we build histograms of EWs in a logarithmic scale (see Fig. 1 for an example). To consider the EW uncertainties, we do not give all the weight of the measurement to a single bin, but instead we use a gaussian distribution to distribute the weight over the different bins according to the uncertainty of the measurement. For the detection limits, we distribute the weight evenly over all the possible values below the 3-σ limit in linear space. Fig. 1 . EW distribution of the SiII feature at 1527Å. The thick black line histogram indicates only detections, whereas the dotted histogram includes also the limits. The red line is the best fit of the complete histogram with a lognormal distribution and the dashed blue line is a physical fit as described in Section 3.4. In green we show a histogram of EWs in a sample of DLA systems (see Section 3.3) and its lognormal fit. Similar histograms for all the lines in the sample can be found in Fig. B .1 of the online material.
In contrast with the work published by Christensen et al. (2011) , where the EWs are weighted with the signal to noise ratio of the individual spectra to get a typical GRB spectrum, our aim is to study the actual distribution, independently of the signal to noise ratio of the spectra. To give a statistical value to the distributions that we obtain, as a first order approximation, we fit the histograms (detections plus limits) to a log-normal distribution. This gives us a typical EW value for the line and a standard deviation in the logarithmic space. The results of these fits are displayed in Table 3 . The table includes also the number of detections and limits for each of the features in our sample. Figure 2 shows these results graphically, including information on the ionisation potential of each transition (see Table 4 ).
On the fitting function
In our study we assume that the column density of each individual species is described by a log-normal distribution. However, this does not directly imply that the distribution of EWs will also have a similar distribution. The column densities will be convolved with the curve of growth (CoG), distorting the original distribution. In this section we simulate the effect of a log-normal distribution convolved with typical CoG using Monte Carlo simulations. Figure 3 shows how a log-normal histogram of column densities for Si iiλ1527 with log (N/cm −2 ) = 14.5 ± 1.0 randomly generated (5000 tests) is transformed into a distribution of EWs. To do this, we also consider a random distribution of particle velocities following a log-normal distribution with Table 3 . The area of the dots are proportional to the ionisation potential of each species. We mark in orange the low ionisation lines (< 10 eV), in blue the high ionisation lines (> 30 eV) and in black the intermediate lines and the blend of O i/Si iiλ1302,1304. In green we plot the average EWs for quasar intervening DLAs for a subsample of lines (see Sect. 3.3). a In some cases this line is blended with a fine structure transition of the same species. This can be significant in early spectra, as the fine structure line is normally excited by the prompt GRB emission. log (b/kms −1 ) = 1.1±0.3 (equivalent to 12.6 km s −1 ). We can see how, in the border between the linear and the saturated regime, where we find the features studied in this paper, the histogram has a tail to lower values of EWs and is truncated for high EWs due to the effect of saturation. This is similar to what we see in Fig. 1 and Fig. B .1 for most of the lines in our sample.
This implies that using log-normal distributions to fit the EW histograms is not an accurate physical description. However, due to the limited size of the sample, and the fact that the tail of the distribution towards low EWs is not well sampled in most of the cases (it is mainly populated by detection limits), we use the lognormal distribution as a first degree approximation. Furthermore, the use of such a simple fitting function allows us to perform an efficient and model independent observational analysis. In section 3.4 we attempt to use a more complex fit of the data to derive statistical distributions of column densities.
Biases and limitations
When using this sample, we must be aware that there are observational biases that limit the statistical value of the study, even if the data were obtained using criteria designed to minimise them. Within the sample criteria, there were cases for which a spectrum could not be obtained and/or the redshift was not constrained. These missing data will be dominated by faint afterglows, probably due to high extinctions, or by low density environments, which produce weaker features. The biases of this sample, which includes ∼1/3 of the bursts meeting the observational criteria during the period of the study, are explained in detail by Fynbo et al. (2009) .
For the spectra with a large amount of limits as compared to line detections, the way in which we treat the limits will affect our fits. We have chosen to give equal probability in the linear space to all the possible values below the 3-σ limits as this is the less model-dependent method. Fig. 3 . Convolution of a log-normal distribution of column densities of Si iiλ1527, randomly generated, with a CoG to a distribution of EWs. We have assumed a distribution with log (N/cm −2 ) = 14.5 ± 1.0 and also a log-normal distribution of particle velocities with log (b/kms −1 ) = 1.1 ± 0.3 (equivalent to 12.6 km s On the other hand, there are limitations on the study of EWs in low resolution spectra as compared to determining the column densities of material with Voigt profile fitting in high resolution spectra. In most of the cases, the lines that we are studying are in the saturated regime, where the strength of the lines are not linearly related with the amount of material, so line ratios must be handled with care. In this sense, the study of the EWs of individual bursts can give us an idea of the environment within GRB host galaxies, but a quantitative description can be more challenging (see section 3.4).
Finally, one must be cautious when studying some of the individual features due to blending of several species. The most prominent case in our sample is the feature at 1303 Å produced by the blend of O iλ1302.17, Si iiλ1304.37 and O i*λ1304.86. Both O iλ1302.17 and Si iiλ1304.37 are intense features that cannot be disentangled at our resolution and that add similar contributions, whereas O i*λ1304.86 is only important in some very early spectra. In a similar way the two Zn ii features are blended with Cr ii. Although in most cases the Zn ii is dominant, the contribution of Cr ii cannot be neglected. In the case of early spectra, some Fe ii features as well as C ii can be blended with fine structure transitions of the same species. These fine structure transitions can be induced by the radiation from the prompt GRB emission and in consequence have an EW that can vary with time. These features are disregarded in the physical fit performed in Sect. 3.4. In Table 3 we indicate the lines that are affected by blends with other lines.
Results

EW diagrams
By comparing an individual spectrum with the sample of EW distributions, one can understand the general characteristics of the GRB environment. To do this in an effective way, we create comparative EW diagrams, where the EWs of an individual burst are plotted together with the average and standard deviations of the sample, which are the same as shown in Fig. 2 (See Fig. 4 for some examples and Fig. C .1 of the online material for the complete catalogue of EW diagrams).
These diagrams are useful to quickly estimate the strength of the absorption features as compared to the sample as well as to identify environments with unusual characteristics. Independently of the strength of the features, the relative line strengths should be similar to the sample average if the composition of GRB host galaxies is uniform. An EW diagram that does not follow the shape of the average diagram (see the 3 bottom panels of Fig. 4) , immediately tells us that the environment of the GRB has peculiarities. As an example, GRB 060526, second from the bottom of Fig. 4 , shows very low EWs for highly ionised species, such as Si iv, C iv or Al iii as compared to their lower ionised transitions Si ii, C ii and Al ii. For GRB 070411 the behaviour is the opposite.
As EW diagrams can easily reveal anomalous feature strengths, they are also a useful tool to identify faulty measurements, features that are affected by contamination of intervening material, artefacts in the data, etc. In fact, while writing this paper we have identified several such cases, allowing us to revise the data and, when possible, correct the measurements.
Line Strength Parameter
Comparative studies of spectra over a wide range of redshifts can be a difficult task, as the spectral features can fall at very different wavelengths in the observer frame. To study the line strengths of the different bursts, independently of the wavelength range covered, we define the line strength parameter (LS P hereafter) as:
where EW i is the equivalent width for each of the individual detected lines in the spectrum, log EW i the central equivalent width obtained from the fits in Sect. 3, σ log EW,i is the standard deviation (both shown in Table 3 ) and N the total number of lines used to calculate the LS P. This parameter measures the strength of the absorption features of a spectrum as compared to the average GRB spectrum. A value of zero would mean that the absorption features in the spectrum have the same strength as the average spectrum. Positive values indicate bursts with stronger than average lines, and equal to 1.0 if the deviation is equivalent to 1-σ. In the same way a negative value implies weak lines. In Table 5 we display the LS P for each of the GRBs considered in the sample. We also calculate the standard deviation (of the summation values in Eq. 1) for each of the GRBs that indicates how different is the distribution of line strengths with respect to the average of GRBs. In the case of a spectrum where we only have detection limits, we use the strongest limit given by a single line to calculate a limit value for the LS P.
The distribution of LS Ps can be fitted by a gaussian with an average value of LS P = −0.03 and a standard deviation Fig. 2 ), whereas the dotted lines indicate the standard deviations over and under this value. Gray regions mark the range where there is no spectral coverage or it is affected by strong telluric features. Each panel shows examples of individual bursts: GRB 060210, an afterglow with strong lines; GRB 070125, with weak features; GRB 060526, with a very weakly ionised environment; GRB 070411, with very high ionisation.
of σ LS P = 0.72. The average LSP is not centred on zero but slightly below, as the distribution of EWs is not fitted by a perfect gaussian but has a tail towards lower values (see Sect. 2.2). These values can be used to calculate the percentile of line strength that corresponds to a specific afterglow (see Fig. 5 ) through the following formula:
To extract further information, we calculate two additional LS Ps, separately using just high-, or low-ionised species. In this way we can see if the behaviour is different for high ionisation and low ionised environments. The higher ionisation lines could be more closely associated with star forming regions, such as the ones that produce GRBs, whereas the lower ionisation species would be more representative of the overall galaxy. For the lowionisation LS P we use the lines of species with ionisation potential lower than 10 eV and for the high-ionisation LS P those that have potentials higher than 30 eV, as shown in Table 4 . Both low-ionisation LS P (LS P L ) and high-ionisation LS P (LS P H ) are displayed in Table 5 .
Comparison with quasar DLAs
In general, GRBs are produced in environments with large amounts of neutral gas, with neutral hydrogen column densities that lie in the damped Lyman-α (DLA) regime. In this section we measure the rest-frame EWs of a sample of intervening DLA systems in quasar spectra in a similar way to what we have done for GRBs. We have used the original QSO-DLA sample from Noterdaeme et al. (2009) based on the Sloan Digital Sky Survey Data Release 7 (SDSS-DR7) database of QSO spectra. These authors automatically searched for DLA lines, refining their Lyα fits whenever metal lines are detected redward of the Lyα forest. We have selected all systems from their list with log (N H i /cm −2 ) > 20 and redshifts in the range 2.2 < z < 3.2, located at least 5000 km s −1 from a background QSO with R < 21. To simplify the analysis we have limited the comparison to the following spectral features: C iiλ1335, Si ivλ1403, Si iiλ1527, C ivλ1549, Al iiλ1671 and Al iiiλ1855.
In Fig. 1 and Fig. C .1 of the Appendix we show the histograms of the EWs for GRBs and in the cases of the lines where we have DLA data, we also represent additional histograms with DLA data in green. The DLA histograms have been scaled down to match the smaller number of GRBs so that the histograms can be plotted together. Similar measurements to the ones displayed in Table 3 are given for DLAs in Table 6 . It is immediately clear that the features produced by quasar intervening DLAs are weaker. We find that the EWs of GRB absorption features are, on average, 2.5 ± 0.6 times larger than the DLAs. The excess of material in the line of sight of GRBs as compared to DLAs has been already described (Savaglio et al. 2003; Jakobsson et al. 2006a) and is interpreted as due to the different impact parameters: The material generating the DLA absorptions are produced as the line of sight to the quasar intercepts the intervening galaxy, which is statistically more probable to happen in the outskirts of the galaxy Fynbo et al. 2008; Pontzen et al. 2010 ). On the other hand, GRBs are produced inside the most luminous regions (Bloom et al. 2002; Fruchter et al. 2006; Svensson et al. 2010 ) of star forming galaxies (Christensen et al. 2004 ), implying that the light will have to interact with much more material before escaping the host galaxy. However, we note that all the lines in our DLA sample are between 2.3 and 2.9 times weaker than the ones in the GRB sample except for one. In the case of C iv, the GRB lines are 3.4 times stronger than those found in DLAs. This excess of C iv could be indicative of an excess of Wolf-Rayet stars (Berger et al. 2006 ) in the GRB host galaxies, as compared to QSO DLAs.
For comparison, we have plotted, in Fig. 2 , the average EWs measured for DLAs (in green) together with the values for GRBs. 
Physical fit of the EW distributions
In this section we attempt to fit the distributions of EWs that we have obtained, using CoGs to derive the actual distribution of column densities of each species. We use only features that are produced by single species (we exclude the O i/Si ii, Zn ii/Cr ii and Si ii/S ii line blends, as well as the C ii and Fe ii that can be blended with fine structure lines, but we include doublets of the same species such as C iv, Mg ii).
The fit is determined from the distribution of EWs of all the features simultaneously. To do this, we must make some assumptions: (1) The distribution of column densities is described by a log-normal distribution (characterised by log N and σ log N ).
(2) The distribution of particle velocities is described by a lognormal distribution (characterised by log b and σ log b ). (3) The material producing the features is located in a series of clumps, the same for all the species, this will create a specific number of components.
To limit the amount of free parameters we will assume that the distribution of particle velocities has log (b/km s −1 ) = 1.1 (equivalent to 12.6 km s −1 ) and σ log (b/km s −1 ) = 0.3. This is estimated from the values derived from line profile fitting in 10 GRB afterglows (with a total of 66 velocity components) observed with high spectral resolution using UVES at the Very Large Telescope (see The fitting code that we have created compares the EW histograms to models created in a similar way to what was shown in section 2.2. The models are computed for varying column density distributions and varying number of components. The method searches for minimum χ 2 values within an allowed range of parameters.
To simultaneously use as much information as possible, we fit all the features that we have in our sample together. The results of the fits are displayed in Table 7 . The distributions giving the best fits, obtained by this method are shown in Fig. 1 and Fig. C.1 as dashed blue lines. From these results we obtain that the typical number of components generating absorption lines is 6.00 +1.25 −1.00 . Within our sample, the most abundant species that are detected in the host galaxies of GRBs are C iv and Si ii, with Ca ii and Mg i being the least common.
Discussion
Ionisation ratios
Using the elements of our sample that have different states of ionisation, we can derive equivalent width ratios that will give indicative measures of the typical degrees of ionisation of each element in GRB host galaxies. This can be used to compare with the environments probed in quasar intervening DLA systems or to identify peculiar GRB environments that depart from the typical values.
We first compare Si ivλ1403 with Si iiλ1527. These two lines have the advantage of being separated by only 124 Å in the restframe, so that they are normally covered in a single spectrum. Figure 7 shows the values of Si ivλ1403 vs. Si iiλ1527 for both GRBs (red dots) and QSO intervening DLAs (green squares). The average ratio of the detections (limits are not considered here) are shown with a dashed line (red for GRBs, green for DLAs), and dotted lines represent the standard deviations. At a first glance we see that GRBs seem to have higher ratios of Si ivλ1403/Si iiλ1527. However, when we plot the ratio of the distributions from Table 3 (dashed-dotted line), where limits are considered, we see that it lies below the average value and that it is almost identical to the one from intervening DLAs. In the case of the DLAs the average value of the detections and the distribution are consistent. This implies that the previous average value is biased by non-detections of Si ivλ1403, which is usually weaker than Si iiλ1527. This does not seem to be so significant for the DLA systems, as the two ratios match.
The ratio between C ivλ1549 and C iiλ1335 can be a better estimator of the ionisation as, being both very strong features, it provides a large number of detections (Fig. 8) . Furthermore, among the ionisation ratios given here, this one has the lowest dispersion in strength of the features, making the ionisation outliers stand out more clearly. Finally, the ionisation potential of CIV is the highest of our sample (see Table 4 ). In this case the average ratios of the detections and the ratio of the distribution average are consistent, meaning that the detection limits are not strongly affecting the results.
In the case of the Al iiiλ1855 and Al iiλ1671 ratio, the ionisation potentials are not as extreme as in the previous cases, mean- Table 8 for a summary of the line ratios. ing that moderate star formation can account for the excitation of Al to these levels (see Fig. 9 ). Fig. 9 . Al iiiλ1855 vs. Al iiλ1671. The colour coding is the same as in Fig. 7 .
In Fig. 10 we plot the ratio of the two more extreme ionised species in our sample, C ivλ1549 and Si ivλ14032. Berger et al. Fig. 10 . C ivλ1549 vs. Si ivλ1403. The colour coding is the same as in Fig. 7 . (2006) suggest that a Wolf-Rayet outflow model would produce absorbers rich in carbon and low in silicon, making the C iv/Si iv a good tracer these kind of massive stars. In fact, this ratio shows a more significant difference with the DLA systems. This indicates a possible excess of Wolf-Rayet stars in the environments of GRBs, consistent with the models that explain long GRBs as the collapse of massive stars.
The fits to all these line ratios are given in Table 8 . Finally we plot both the ionisation ratios (EW of the highestionised species over the EW of the lowest-ionised species) of carbon and silicon in Fig. 11 . The ratios of both C and Si and allow us to easily separate highly-ionised (at the top right of the figure) and low-ionised environments (at the lower left) from the average values found in GRBs (centre). It is curious to see that the 4 GRBs with highest ionisation, GRBs 050908, 060124, 080810 and 070411 all have very low neutral hydrogen column densities, with log (N H i /cm −2 ) < 20 (see also Sect. 4.2.3). This relation between high ionisation environments and low column density of neutral hydrogen was already noted by Jakobsson et al. (2006a) and later modelled by Thöne et al. (2011) . In these very ionised spectra, the photons emitted by the GRB itself or of an environment rich in Wolf-Rayet stars would ionise the hydrogen. In the case of GRB 090426, the amount of absorbing H i was seen to decrease during the hours that followed the GRB (Thöne et al. 2011) , supporting the hypothesis of the ionising GRB.
On the other side, bursts like GRBs 060526 and 060707 show very low ionisation. Given that GRBs are supposed to happen in strong star forming regions, we would expect ionised en- vironments. As a consequence, these bursts with very low ionisation might be mostly probing material that is in the line of sight but unrelated to the star forming regions where GRBs are produced. Many GRBs cannot be included in plots like the one in Fig. 11 because of the lack of several of the species in the spectrum. In these cases we can study the ionisation of the GRB environment by using the LS P L and LS P H . Fig. 12 compares them and shows how some extreme environments, with very low or very high ionisation levels stand out.
LS P correlations
In the following paragraphs we study correlations (or the lack of them) between the strength of the absorption features (through the LS P) and several properties of the GRB and its host galaxy environment. For each case we use parametric (Pearson's r correlation coefficient) and non-parametric tests (Spearsman's ρ) to determine the strength of the correlations.
LS P vs. Observation time
As a first check, we study how the LSP correlates with the time after the GRB (rest frame) in which the observation was performed. Christensen et al. (2011) find a decrease in the strength of several absorption features of our sample when they compare two composite spectra with average times of 0.4 and 5 hr after the burst. Our data shows no significant correlation of the LSP with time, as shown in Fig. 13 . We find correlation coefficients of r = −0.015 (for a sample of 65 data points) and ρ = −0.03, implying a probability of correlation of 0.21 (0.3σ). 
LS P vs. Extinction
We here compare the LS P with the extinction, parametrized by A V , the equivalent extinction in the rest-frame V-band. A V is usually derived from SED fitting of power-laws with a superposed extinction law. When available, we use the extinction determined by Zafar et al. (2011) , using Kann et al. (2010) and Schady et al. (2010) for other cases.
When a GRB is seen through more material in its host galaxy, the absorption features in the spectrum show higher EWs. Furthermore, if the presence of this material is correlated with the presence of dust, the spectrum would also be more extinguished. This is precisely what we see in Fig. 14 where the LS P increases with increasing extinction. We obtain correlation coefficients of r = 0.52 (for a sample of 36 data points) and ρ = 0.63, indicating a probability of correlation of 0.99997 (3.7σ). A linear fit to the data gives LS P = (0.98 ± 0.28)A V + (0.59 ± 0.20).
LS P vs. N H,O
As the amount of material producing the absorption features increases in the line of sight, together with the increase of the LS P, we would expect to see an increase in the column density of neutral hydrogen, measured through the fitting of the absorption Lyα feature. Figure 15 (top) plots the LS P as a function of the Lyα-derived column density of neutral hydrogen, N H,O (from Fynbo et al. 2009 ). Unfortunately, this is only possible to measure from the ground for GRBs with redshift larger than z ∼2, when the 1215 Å feature is redshifted into the visible range. Although there is some tendency to find higher N H in large LS P spectra, there is a great dispersion, pointing to a large dispersion in the metallicities of GRB environments or independent regions generating the absorptions. Correlation coefficients of r = 0.32 (for a sample of 27 data points) and −2 ) − (3.98 ± 2.39). However, we note that the fit is constrained by those GRBs with log (N H i /cm −2 ) < 20. If we exclude those bursts the fit is unconstrained. It is interesting to see how the plot changes when we consider separately the LS P L and LS P H . Figure 15 (bottom) shows that GRBs with column densities log (N H i,O /cm −2 ) < 20 present extreme ionisation states, showing predominantly very highly ionised environments, although there is also the case of a very low ionised burst. The relation of low neutral hydrogen column densities and high-ionisation has been already seen before (Jakobsson et al. 2006a; Campana et al. 2010; Thöne et al. 2011 ) and interpreted as due to the ionisation of hydrogen in the near GRB environment (Lazzati et al. 2001; Watson et al. 2007 ).
LS P vs. N H,X
Using X-ray measurements we can also obtain an estimate of the column density of neutral hydrogen (N H,X ) by fitting the spectrum of the X-ray afterglow with a power law and an extinction curve (Campana et al. 2010 ). However, this extinction is not directly caused by hydrogen but by metals, so it is very dependent on the composition of the host galaxy. The relation between the extinction and N H is well known for the Milky Way, but the uncertainty is large in GRB host galaxies (Watson & Jakobsson 2012) . Comparing the LS P with the X-ray derived N H (Fig. 16) shows a correlation but with large dispersion. We obtain correlation coefficients of r = 0.39 (for a sample of 44 data points) and ρ = 0.40, indicating a probability of correlation of 0.993 (2.6σ). A linear fit gives LS P = (0.48 ± 0.17) log (N H,X /cm −2 ) − (10.51±3.74). In this case we find no significant difference when considering the low-and high-ionised LS Ps. 
LS P vs. Redshift
Thanks to the very broad redshift distribution of GRBs, they can help to answer questions related to the evolution of galaxies and their star formation history. In this section we look for a possible evolution of the LS P with the redshift. Figure 17 shows a large dispersion in the LS Ps but no significant evolution. A linear fit to the dataset returns a slope of 0.02 ± 0.08, consistent with no redshift evolution. We obtain correlation coefficients of r = 0.016 (for a sample of 69 data points) and ρ = 0.06, indicating a very low correlation probability of 0.41 (0.5σ).
It has been shown that DLAs show a significant evolution of their metallicity with redshift (Wolfe et al. 2005) , with lower metallicities for high redshifts. For lower metallicities, one would expect to see, on average, weaker absorption features due to metal lines. For GRBs, this evolution is shallower (Fynbo et al. 2006; Thöne et al. 2012) , so that it only becomes significant at very high-redshift. In our sample there are only 2 GRBs at z > 5 and, in those cases, we only have limits for their LS P. Although this could be indicative of a lower LS P, the sample is not big enough for a high-z study. 
Ionisation vs. E iso
Here we compare the ionisation of the GRB environment, characterised by the difference between the high-ionisation LS P (LS P H ) with the low-ionisation LS P (LS P L ), with the isotropic equivalent energy release in γ-rays of the GRB (Butler et al. 2007; Sakamoto et al. 2011 ). Fig. 18 shows that the ionisation grows with E iso , with correlation coefficients of r = 0.35 (for a sample of 35 data points) and ρ = 0.30, indicating a correlation probability of 0.
(1.7σ). A linear fit gives (LS
Although this correlation is weak, it gives a hint of an interesting effect: It could mean that part of the ionisation that we see in afterglow spectra are due to the GRB, or that highly ionised hosts (probably due to intense star formation) produce more energetic GRBs. Part of the dispersion of this correlation can be caused by using the isotropic equivalent energy (where we assume that the energy is emitted isotropically) instead of the beaming-corrected energy (which is the real energy that is released through jets). Unfortunately, we do not have enough data to perform a study with the beaming-corrected energy. Fig. 18 . Relation of the ionisation, characterised by LS P H − LS P L with E iso . The shaded region indicates the uncertainty in the slope of the linear fit.
LS P vs. host galaxy absolute magnitude
In this section we compare the LS P with the absolute host magnitude at a rest-frame wavelength of 1700 Å. These data are obtained from Schulze et al. (in prep.) , using the observations from the TOUGH sample 1 (Hjorth et al. 2012, Malesani in prep.) , the GHostS sample 2 and the Keck GRB host project imaging catalog 3 . Figure 19 shows the fit of the LS P versus host absolute magnitude comparison. In spite of the dispersion, there is a clear correlation that follows LS P = (−0.27 ± 0.08)M host,1700 − (5.02 ± 1.59). We obtain correlation coefficients of r = −0.62 (for a sample of 19 data points) and ρ = −0.64, indicating a probability of correlation of 0.997 (2.7σ).
Larger, more luminous host galaxies, contain more material, and should produce, on average, stronger lines in the spectra of GRBs that they host. Due to the random location of the GRB within the galaxy, the relation between the strength of the lines and the host magnitude will have an intrinsic dispersion, which is also seen in the plot. We have done a similar exercise for LS P L and LS P H looking for differences in the correlation, which could be indicative of different locations for lower and higher ionised species within the host, such as a higher ionisation near the GRB, but found no significant difference. 
LS P vs. galaxy offset
In this final section we compare the LS P with the projected offset of the GRB afterglow with respect to the centroid of the host galaxy. The offset values have been obtained from Malesani et al. (2012 in prep.) . Figure 20 shows, in its lower panel, the LS P versus the offset, using a colour coding for each object, where redder dots imply higher extinction and bluer ones lower extinction. Those objects for which there is no reliable extinction measurement are coloured black. The top panel shows the histogram of offsets, where we can see that the median offset is 1.16 kpc, similar to the value of 1.3 kpc obtained by Bloom et al. (2002) for an HST sample.
If the GRBs could happen at any position within the host galaxy, we would expect that the maximum LS P would decline as the offset increases, whereas the minimum LS P would be limited by the detectability of lines and would not depend on the offset. In Fig. 20 we see that the first statement is matched, but the second is not. We see how the minimum value of the LS P increases as we increase the offset. A possible explanation to this, is that GRBs only occur within limited areas of the host galaxies (e.g. the most prolific star forming regions). In this case there would be additional material, producing the minimum LS P in an extended region of the galaxy where no GRBs would form. Due to a projection effect, the minimum LS P value produced by this extended region of the host is higher for larger offsets, as depicted in Fig. 21 for a very simplified example. Figure 20 also shows how the bursts at the top of the distribution, which are the ones located behind most of the host galaxy material are also the ones that show the highest extinction, as one would expect. We have also considered if other biases would produce the increase in the minimum LS P with the offset, like having fainter afterglows at higher offsets, differences in the host galaxies, etc. Although we have not found evidence of any significant bias, we cannot discard other effects.
Summary and conclusions
We have used 69 low-resolution optical spectra of GRB afterglows, covering the redshift range 0.12 < z < 6.7, to perform a statistical study of the rest-frame equivalent widths of strong absorption features. 61 of those spectra come from the sample presented by Fynbo et al. (2009) while the measurements of the other 8 are presented in this paper. The study includes 22 spectral features produced by 12 different atomic species. To obtain a consistent statistical analysis we include in our sample both detections and detection limits of these spectral features. A summary of the observations is presented in Tables 1 and 2 . This collection of observations is used for the following: Fig. 21 . Cartoon showing a limited region of the host in which the GRBs are generated (dark circle) and the effect that an extended region surrounding the previous (or the lack of it) would have in the distribution of LS Ps as a function of the galaxy offsets. We indicate how the 'range' of intervening material from the inner region is reduced as the offset increases, while the the 'minimum' material, given by the extended region increases with the offset.
-For each spectral feature we calculate the average EW and its standard deviation, from which we obtain a picture of the typical GRB afterglow spectrum and the range of variations that can be expected. -Using these values we propose the use of the EW diagrams as graphical tools to compare an individual GRB to the sample and give a catalogue with all our 69 spectra. -As compared with a sample of quasar intervening DLA spectra, we find the GRB absorbers to be, on average, 2.5 times stronger and slightly more ionised. The difference of line strength is more significant in the case of the C iv that is 3.4 times stronger in GRBs. There is also an excess in the C ivλ1549/Si ivλ1403 ratio. This excess of C iv can be related to the existence of an excess of Wolf-Rayet stars in the environment of GRBs, consistent with the massive star origin of the explosions. -We introduce the LS P as an overall measurement of the strength of the absorption features in a GRB spectrum relative to the sample as a single number. We give the distribution of LS Ps so that one can derive, for a specific spectrum the percentile of line strength in which it lies. Similar LS Ps are obtained for each GRB afterglow spectrum considering only low-and highly-ionised species respectively. -We find correlations between the LS P and the extinction of the GRB, the hydrogen column density and the brightness of the host. However, the LS P is independent of the redshift and the time at which the observation was performed. -There is a correlation between the ionisation of the absorbers in the GRB afterglow spectrum and the energy of the γ-ray emission, indicating that, either the GRB event is responsible for part of the ionisation, or galaxies with higher ionisation (i.e. stronger star formation) produce more energetic GRBs. -When comparing the LS P with the projected offset between the host and the afterglow, we detect a decay in the maximum value as the afterglow lies further away from the galaxy, as it would be expected. However, we also detect an increase in the minimum LS P, which could be due to an observational bias that we did not consider, but also due to a geometric effect that could provide information on the structure of the host galaxy. Larger samples will be needed to confirm this. -Using the distributions of EWs of single species features we use a CoG fitting method to derive the distribution of their column densities and the number of components that make those features. For this we assume that the distribution of velocities of the absorbing atoms is described by log (b/km s −1 ) = 1.1 and σ log (b/km s −1 ) = 0.3, as derived from line profile fitting of a sample of high resolution GRB spectra. From the fit we obtain that the average number of components that produce features in GRB afterglow spectra is 6.00 +1.00 −1.25 . The column densities of each of the species are given in Table 7 .
-The most extreme ionisation ratios in our sample are found for GRBs with low neutral hydrogen column density. Whether this is due to ionisation by the GRB emission will have to be determined in further detailed studies. 
< 0.71 < 0.59 0.92 ± 0.22 1.09 ± 0.12 2.40 ± 0.11 0.83 ± 0.10 1.56 ± 0.09 3.60 ± 0.11 0.90 ± 0.08 Appendix A: Additional spectra
In this section we present further spectra complementing the sample of Fynbo et al. (2009) , analysed in an equivalent way.
A.1. GRB 081007
This spectrum has not yet been published. It was a 2700s exposure obtained with FORS2 at the VLT using the 300I grating. It shows evidence of 2 emission lines (see Table A .1 and Fig. A.1 ) at a redshift of z = 0.530, in agreement of the redshift suggested by Berger et al. (2008) . The lack of [O iii]λ5008 is probably due to contamination by a sky line. 
A.2. GRB 081008
The data presented here (see Table A .2 and Fig. A .2) were initially published as a GCN circular (D'Avanzo et al. 2008 ) and later in a more detailed study (D'Elia et al. 2011 ). The observation was performed using FORS2 at the VLT with the 600B grating and consisted of 3×900 s exposure. We obtain a redshift of 1.969±0.001, consistent with the value determined by D' Elia et al. (2011) . From the fit of the Lyα absorption, we determine a neutral hydrogen column density of log (N H i /cm −2 ) = 21.59 ± 0.10. 
A.3. GRB 090102
The spectrum presented here (see Table A .3 and Fig. A. 3) has only been published in a GCN (de Ugarte Postigo et al. 2009d ).
The spectrum an exposure time of 2700s and was obtained with AlFOSC at the 2.5m NOT telescope. From the absorption features we determine a redshift of 1.548±0.001. Table A. 3. GRB 090102 (z = 1.548). Observed-frame equivalent widths.
A.4. GRB 090516
The spectrum of GRB 090516 (see Table A 
A.5. GRB 090519
This spectrum has been only reported in a GCN circular (Thöne et al. 2009 ). It was obtained with FORS2 at the VLT and grism 300V with an exposure time of 3×1800s. The spectrum has low signal to noise ratio and shows no absorption features (see Fig. A .5) and the redshift is determined by the identification of the Lyman break as well as broad absorptions of Lyα and Lyβ.
A.6. GRB 090529
These data have been only reported in a GCN (Malesani et al. 2009 ). The spectrum is a 2×1800 s exposure obtained using FORS2 with grism 300V at the VLT. From a limited amount of absorption features (see Table A .5 and Fig. A.6 ) we determine a redshift of 2.624±0.003.
A.7. GRB 090812
The data presented here (see Table A .6 and Fig. A.7) have previously been published only in the GCN circulars (de Ugarte Postigo et al. 2009a) . It is a FORS2 spectrum from the VLT, which shows multiple absorption features at a common redshift of 2.4521±0.0010. From the Lyα absorption we determine a neutral hydrogen column density of log (N H i /cm −2 ) = 22.30 ± 0.10. 
