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1. INTRODUCTION 
Throughout  his paper we suppose that  X is a real Banach space, X* is its dual space, (., .) is 
the pairing of X and X* .  D(T)  and R(T)  denote the domain and the range of T, respectively. 
Let T, A : X --* X,  g :X  --~ X* be three mappings, and ¢ : X* --* l:t t2 {+oo} a proper convex 
lower semicontinuous function. The so called %ariational inclusion problem" V IP  (T, A, g, ¢) in 
Banach space is for any given f • X to find an u • X such that  
g(u) • D(0¢), 
(Tu  - Au  - f ,  v - g(u))  >_ ¢(g(u)) - ¢(v), Vv • X*, 
(1.1) 
where 0¢  denotes the subdifferential of ¢. 
Now we consider some special cases of V IP  (T, A, g, ¢) (1.1). 
1. If X is a Hilbert space H, then (1.1) is equivalent o find an u E X for given f E H such 
that  
g(u) e D(0¢) ,  
(Tu  - Au  - f ,  v - 9(u))  >_ ¢(g(u)) - ¢(v), V v • g .  (1.2) 
Equat ion (1.2) is said to be variational inclusion problem in Hilbert space which has 
been studied in [1-6,9]. 
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2. If X is a Hilbert space and ¢ = Sk, where K is a nonempty closed convex subset of H and 
~g is the indicator function of K,  i.e., 
f 0, x • K, 
5g(x) 
+oC, x q~ K. 
Then the variational inclusion problem (1.1) is equivalent to find u • K for given f such 
that 
g(u) • g 
(Tu - Au - f ,  v - g(u)) > O, Vv • g .  (1.3) 
Equation (1.3) is said to be the strongly nonlinear quasi-variational inequality problem 
which was studied in [7,8,10,11]. The purpose of this paper is to introduce and study the 
existence and uniqueness of solutions and the convergence problem of Mann and Ishikawa 
iterative processes for a class of accretive type variational inclusions in Banach spaces. 
The results presented in this paper extend and improve the corresponding results in [1-9]. 
2. PREL IMINARIES  
A mapping J : X ~ 2 X* is said to be a normalized uality mapping, if it is defined by 
J (x)  = {f • X* :  (x, f )  = Ilxll" Ilfll, Ilfll = Ilxll}, x • x .  
For any x • X it follows from Hahn-Banach theorem that J (x)  ~ O. This implies that D(J )  = X.  
For any f • J (x),  it is called the supported function of x. If x0 • Sx = {x • X : [Ixll -- 1} and 
at x0 there exists a unique supported function, then X is said to be smooth at x0. If X has a 
unique supported function at every point of Sx ,  then X is said to be a smooth Banach space. A 
Banach space X is said to be uniformly smooth, if its smooth modulus 
pN(T)=sup{I ( I Ix+Yl I+I Ix - -y l I ) - - I :x ,  yeN,  Ilxll =1, IlYll <T} ,  r>0 
satisfies: (PX (~))/~ -~ 0(~ -~ 0). 
Prom the above definition it is easy to know the folowing conclusion holds. 
DEFINITION 2.1. A mapping T : D(T)C X --* X is said to be accretive, i f /or  any x ,y  • D(T),  
there exists j ( x  - y) • J (x  - y) such that 
(Tx - Ty, j (x  - y)) >_ O. 
A mapping T : D(T) c X ~ X is said to be strongly accretive, i f  there exists a constant 
k • (0, 1) such that for all x, y • D(T)  there exists j (x  - y) • J (x  - y) satisfying 
(Tx -  Ty, j (x -  y)) > k .  [ Ix -  y[I 2. 
The constant k in above inequality is called the strongly accretive constant. 
PROPOSITION 2.1. Let X be a real smooth Banach space, T : X --* X a strongly accretive 
mapping, k • (0, 1) the strongly accretive constant of T and let S : X --* X be an accretive 
mapping. Then T + S : X --* X is also a strongly accretive mapping with the strongly accretive 
constant k. 
PROOF. Since X is smooth, the normalized duality mapping J : X ~ 2 X" is single valued. 
Hence, for any x, y • X we have 
((T + S)x  - (T + S)y, J (x  - y)) = (Tz - Ty, J (x  - y)) + ( (Sz - Sy, J (x  - y)) 
> k.llx - YlIL 
The conclusion is proved. 
In the sequel, we shall use the following lemmas. 
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LEMMA 2.1. (See [12].) Let X be a real Banach space, then for any x, y E 
inequality holds: 
[Ix + yl[2 _< [[x[12 + 2(y , j (x  + y)>, Vj (x  + y) e J (x  + y). 
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Then an --* O(n --* +c¢). 
LEMMA 2.3. Let X be a real reflex/ve Banac space, then the following conclusions are equvalent 
to each other: 
(i) x* E X is a solution of variational inclusion problem (1.1); 
(ii) x* E X is a fixed point of the mapping S : X ~ 2 x :  
S(z)  = f - (Tz  - Ax  + O¢(g(x)) + x; 
(iii) x* E X is a solution of equation f e Tx  - Ax  + O¢(g(x)). 
PROOF. 
(I)==~(III). If x* is a solution of the variational inclusion problem (1.1), then g(x*) E D(0¢) and 
<Tx* -Ax*  - f ,v -g (x* )> >_ ¢(g (x*)) - ¢(v), VvE X*. 
By the definition of subdifferential of ¢ it follows from the above expression that 
f + Ax* - Tx* E 0¢ (g (x*)). (2.1) 
This implies that z* is a solution of equation f E Tx  - Ax  + O¢(g(x)). 
(HI) ~ (I 0. Adding x* to both sides of (2.1) we have 
x* e f - (Tx* - Ax * + 0¢ (g (x*))) + x* = Sx*. (2.2) 
This implies that x* is a fixed point of S in X. 
( I I )~ (I). From (2.2) we have f - (Tz* - Ax*) E O¢(g(x*)), hence from the definition of 0¢, it 
follows that 
¢(v) - ¢(g(z*))  >_ ( f  - (Tx* - Ax* ) ,v -  g(x*)>, VvE  X*, 
where 
an+l <_ (1  - tn)an + bn + an, 
i.e., 
(Tx* - Ax* - f ,  v - g(x*)) ~_ ¢(g(x*)) - ¢(v), Vv E X*. 
This implies that x* is a solution of the variational inclusion problem (1.1). This completes 
the proof. 
Vn > ~,o, 
LEMMA 2.2. (See [13].) Let {an}, {bn}, {an} be three sequences of nonnegative numbers atisfy- 
ing the following conditions: there exists no such that 
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3.  MAIN  RESULTS 
THEOREM 3.1. Let X be a real uniformly smooth Banach space, T, A : X -~ X,  g : X --* X* be 
three continuous mappings and ¢ : X* --* R U {+oo} be a function with a continuous G~teaux 
differential 0¢ and satisfying the following conditions: 
(i) T-  A : X --* X is a strongly accretive mapping with strongly accretive constant k • (0, 1); 
(ii) ¢ o g : X --~ X is accretive. 
For any given f • X ,  define a mapping S : X --* X by 
Sx = f - (Tx - Ax + O¢(g(x))) + x. 
I f  the range R( S) of S is bounded, then for any given Xo • X the following Ishikawa iterative 
sequence {Xn } defined by 
Xn+l = (1 - an)Xn + c~nSyn, 
n = 0 ,1 ,2 , . . .  (3.1) 
Yn = (1 - /3n)zn + 13nSz,~, 
converges strongly to the unique solution of variational inclusion (1.1), where {an} and {13n } are 
the sequences in [0,1] satisfying the following conditions: 
oo  
~n ~ 0, ~n ~ 0, ~ ~n = o0. (3.2) 
n----0 
PROOF. 
PART (I). First we prove that  the variational inclusion problem (1.1) has a unique solution. 
From Conditions (i), (ii), and Proposit ion 2.1, the mapping T - A + a¢  o g : X --* X is a 
strongly accretive continuous mapping with a strongly accretive constant k • (0, 1). By a well- 
known result of Morales [9], T -  A + 0¢ o g is surjective. Therefore, for any given f • X,  equation 
f = (T - A + a¢  o g)(x) has a solution x*. Since X is reflexive, by Lemma 2.3, we know that  
this x* is a solution of variational inclusion (1.1), and it is also a fixed point of S, i.e., x* = Sx*. 
Next, we prove that  x* is the unique solution of variational inclusion (1.1) in X.  Suppose the 
contrary, u* • X is also a solution of (1.1), therefore, u* is also a fixed point of S. Hence, we 
have 
tlx* - u*ll ~ 
= (x* -u* , J (x*  -u* ) )  
= <sx*  - su* ,  J (~* - ~*)) 
= ( f  - (T - A + 0¢ o g) (x*) + x* - ( f  - (T - A + (9¢ o g)) (u*) + u*, J (z* - u*)) 
= I[x* - u* [[5 _ ( (T  - A + 0¢  o g) (x*)  - (T  - A + 0¢  o g) (u* ) ,  J (z*  - u*) )  
< IIx* - u*ll 2 - k IIx* - u*ll ~ • 
Since k • (0, 1), this implies that  [Ix* - u*H 2 = 0. Hence x* = u*. This proves that  x* is the 
unique solution of (1.1). 
PART ( I I ) .  Next we prove that  the Ishikawa iterative sequence {Xn} converges trongly to x*. 
Since the range R(S) of S is bounded, let 
M = sup  { l lSx  - x*ll + Ilxo - x*ll : x • x ) .  
Now we prove that  for all n > 0 
(3.3) 
]lxn - x*lI _< M, Iiyn - x*lI _< M. (3.4) 
Mann and Ishikawa Iterative Aprroximation 
In fact, for n = 0 it follows from (3.3) that  IIx0 - x* II -< M. Therefore, we have 
I l y0  - ~* I I  
Suppose (3.4) is true for n = k > 
tl=k+~ - =*11 = 
IlYk+1 - =*11 = 
Hence (3.4) is proved. 
= I1(1 - ~)  (xo - x* )  + ~.  (Sxo  - x*) l l  
< (1 - ~) I l xo  - x*l l  + ~n IlSxo - x*l l  
<M.  
O, then for n = k + 1, we have 
I1(1 - ~k)  (xk - =*)  + ak (Syk - x*) l l  
(1 - ak) I I=k  - =*11 + '~k  I lSyk - =*11 
M,  
t1(1 - ~k+l )  (Xk+l  - x* )  + ~k+l  (Sxk+l  - x*) l l  
(1 - i l k+ l ) I l xk+l  - =*11 + ~k+l  I IS=k+l  - x*l l  
M.  
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Besides since the normalized duality mapping J is single-valued, it follows from (3.1) and 
Lemma 2.1 that  
IIx,~+, - x*ll 2 = I1(1 - a,~) (xn  - x* )  + ~,,  (Syn  - x*)112 
<_ (1 - a~) 2 Ilxn - x*ll 2 + 2a~ (Syn - x*, J (xn+l - x*))  
(3.5) 
= (1 - an)  2 llxn - x*ll 2 + 2a~ (Syn - x*, J (Yn - x*)) 
+ 2an (Syn - z*,  J (zn+l  - z*)  - J (y~ - x* ) ) .  
First, we consider the second term on the right side of (3.5) 
(Sy~ - x*, J (Yn - x*)) = (Sy~ - Sx* ,  J (y~ - x*)) 
= ( f  - (T  - A + 0¢  o g)(Yn) + Yn - ( f  - (T  - A + 0¢  o g)) (z*) + x*, J (Yn - x*)) 
= ]lYn - z* II 2 - ( (T  - A + 0¢  o g)(y~) - (T  - A + 0¢  o g) (x* ) ,  g (y~ - x*))  
_< (1 - k)]IY,~ - x*H 2 
(since T -  A + 0¢ o g is a strongly accretive mapping with a strongly accretive constant k E (0, 1)). 
On the other hand, from (3.1) and Lemma 2.1 we have 
Ilyn - x* l l  2 -- I1(1 - Zn) (xn - x* )  +/~,,  (Sxn - x*) l l  2 
_< (1 - ~,~)~ I1~,~ - x* l l  2 + 2~,, (s~,~ - z* ,  J (yn - x* ) )  
_< IIx,-, - x*ll  ~ + 2Z,~ I l Sx , ,  - x* l l .  Ilyn - x*]l 
<_ IIx,~ - x* l l  2 + 2 ,~nM 2. 
Subst i tut ing the above expression into preceding expression we have 
(Syn  - x*, J (v ,~ - x* ) )  <_ (1 - k) {11=~ - =*11 = + 2f lnM2} • (3.6) 
Now we consider the third term on the right side of (3.5). Let 
en : = ](Sy~ - x* , J  (xn+l - z*)  - J (yn - x*))l  
< M.  I I J (Xn+l - x*) - g (yn  - x*)tJ. 
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Since 
Xn+l - x* - (yn - x*) = xn+l  - yn 
(3.7) 
-- (Zn - an)zn  + anSyn -- ZnSxn.  
Again since {xn}, {Syn}, {Sxn} are all bounded, and a,~ -~ 0,/~n -~ 0 (n -~ co) hence, from (3.7) 
we have 
xn+l  - x*  - (yn - x* )  --* 0, (n  ~ 0).  
By the un i fo rmly  cont inu i ty  of J we know that  ][J(xn+l - x*) - J(Yn - x*)[[ ~ 0(n ~ oo). 
Therefore,  we have 
en --* 0. (3.8)  
And so f rom (3.5), (3.6), and  (3.8) we have 
[Ixn+l - z*[[ 2 _< [(1 - an) 2 + 2an(1  - k)] [[xn - x*[[ 2 + 2an [(1 - k ) .  2/3nM 2 + en]. 
2 2ank) Ilxn x*ll ~ + 2an [(1 - k)2~3nM 2 + en] (3.9) = ( l+a  n - 
= [1 - ank  + an(an  - k)] l lxn - x*lt ~ + 2a ,  [(1 - k)213nM 2 + en] .  
Since an  --* 0 (n ---* oo), there  exists  an no such that  for n > n0, an  < k. Hence for any  n _> no, 
f rom (3.9) we have 
Ilxn+l -x* l l  ~ _< (1 - ank) tlxn -x* l l  2 +2an [(1 -k)2/3nM2+en]. (3.10) 
Letting ]lxn - x*ll 2 = an, ank = tn, 2an[(1 - k)21~nM 2 + en] = bn, and an = 0, then  (3.10) can 
be wr i t ten  as fol lows 
an+l <_ (1 - tn)an + bn, 
and {an}, {bn}, {c~}, and {tn} sat is fy all cond i t ions  in Lemma 2.2. Hence we know that  an -~ 0, 
i.e., xn --* x*(n --* oo). 
Th is  completes  the proof.  
In Theorem 3.1, if j3n = 0, n = 0, 1 ,2 , . . . ,  and so Yn = xn, Vn >_ O, and Xn+l = (1 - an)x,~ + 
anSx,~, n > O. Therefore,  we have the  fol lowing result .  
THEOREM 3.2. Let  X,  T, A, ¢, S, and g satisfy all conditions in Theorem 3.1. Then for any 
given f e X ,  the variational inclusion problem (1.1) has a unique solution in X ,  and for any 
given xo C X the Mann iterative sequence {xn} defined by 
xn+l = (1 - an)Xn + anSXn, n > 0, 
where the sequence {an} satisfies the conditions in Theorem 3.1, converges strongly to the unique 
solution of the variational inclusion problem (1.1). 
THEOREM 3.3.  Let X be a real Banach space, g : X ~ X* a mapping and T, A : X ~ X two 
uniformly continuous mappings uch that  the mapping T - A is strongly accretive with strongly 
accretive constant k E (0, 1). For any  given f E X ,  define a mapping S : X ~ X as [ollows: 
S(x) = f - (T - A)(x) + x. (3.11) 
H the range R(S) of S is bounded, then for any given xo 6 X the Ishikawa iterative sequence 
{Xn} defined by 
xn+l  = (1 - an)x~ + a~Syn, 
Vn_>0,  
yn = (1 - Zn)Xn + PnSXn,  
converges trongly to the unique solution o[ the following variational inequality: 
(Tx - Ax  - f ,  v - g(x)) >_ O, Vv e X,  (3.12) 
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where {an}, {Gin} are the sequences satisfying the same conditions given in Theorem 3.1. 
PROOF. Since T - A : X --* X is a strongly accretive and uniformly continuous mapping, T - A 
is surjective. Hence, for any given f E X, equation: f = (T  - A )x  has a unique solution x* 
in X, and so z* is the unique fixed point of S in X. In addition, it is easy to know that x* is also 
a unique solution of variational inequality (3.12). Since the range R(S)  of S is bounded, letting 
M = sup {t lSx - z*ll + IIz0 - z*l l :  z e x} ;  
and by the same method given in Theorem 3.1, we can prove that 
IIx. - =*11 _< M, Ilyn - x*ll _< M, Vn > 0. 
Therefore, by Lemma 2.1, for any j (Xn+l - x*) E J (xn+l  - x*) we have 
I I x , ,+x - x* l l  = = I1(1 - a . )  ( zn  - z* )  + an  (Syn - z* ) l l  = 
_< (1 - a,~) 2 Ilxn -- =*11 = + 2an (Sy.  -- =* , j  (Xn+ 1 - -  X*)) 
(3 .13)  
= (1 - a . )  2 tl=n - x* l l  2 + 2a ,  (SXn+l  - x* , j  (Xn+l  -- X* ) )  
+ 2an (Syn - Sxn+l , j  (zn+l - z* ) ) .  
Next, we consider the second term on the right side of (3.13) we have 
(SXn+l - z* , j  (x,~+l - x*)) 
= (Szn+l  - Sz* , j  ( z .+ l  - z* ) )  
= ( f  - (T  - A ) (xn+a)  + xn+x - ( f  - (T  - A )  (x*)  + x*)  , j  (Xn+l  -- X* ) )  (3.14) 
= I l xn+l  -- x* l l  = - ( (T  - A) (xn+x)  - (T  - A)  (x* ) , j  (xn+ 1 - -  X*)> 
__< (1  - k)IIx,,+l - x* l l  = 
Now we consider the third term on the right side of (3.13). Letting 
hn = I (Sy ,  - Sz ,+ I , j  (Xn+l - x*))l 
then we have 
Since 
hn < M.  I lSy. - SXn+l l l .  (3.15) 
yn - Zn+l  = (1 - fn )zn  + fnSXn -- (1 -- a . )Zn  -- anSyn  
= (an  -- fn )zn  + f .Szn  + anSyn.  
Since {xn}, {Sx,} ,  {Syn} are all bounded and an --+ 0, fn --* 0, therefore, Yn - Xn+l --* O(n --* 
oo). Since T and A both are uniformly continuous, and so S is also uniformly continuous. 
Therefore, Syn - Sxn+l  ~ O(n ~ oo). This implies that 
hn ~ 0, (n -~ oc). (3.16) 
It follows from (3.13), (3.14), and (3.16) that 
IIx~+l - x*]l 2 < (1 - an) 2 IIz, - x*ll 2 + 2an(1 - k)IlXn+l - -  Z* l l  2 -~- 2a~hn. 
Simplifying, we have 
(1 - o l . )  2 2anhn (3.17) 
HXn+l - -  X*I[2 ~-~ 1 - -  2an(1 - k) " I]x" - x*l12 + 1 - 2an(1 - k)' 
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Since 
(1 - an)  2 = 1 - 2k - an  
1 - 2an(1 - k) 1 - 2an(1 - k) an  
and (2k -  an) / (1  -2an(1  -k ) )  --~ 2k(n  --* co), therefore, there exists n l  such that  for any n > n l  
the following holds: 
2k - an 
>k .  
1 - 2an(1  - k )  
Hence, for any n >_ n l  from (3.17) we have 
I lXn+~ -- X*I I  ~ --< (1 --  k '~n) I Ix , ' ,  - x* l l  ~ + 
2anhn 
1 - 2~n( I  - k)" 
Lett ing [[Xn - x*[[ 2 -- an, kan  = tn, bn = (2anhn) / (1  - 2an(1 - k)),c,~ = O, we have 
an+l  _< (1 - tn)an + bn, Vn  >_ n l  
and they satisfy all conditions in Lemma 2.2. Therefore, an --* 0(n --~ co), i.e., Xn --~ x* (n  --~ oo). 
This completes the proof. 
REFERENCES 
1. S.S. Chang et al., The study of algorithms and convergence for generalized multivalued quasi-variational 
inclusions, Topological Methods in Nonlinear Anal. (to appear). 
2. S.S. Chang, Variational Inequality and Complementarity Problem Theory and Applications, Shanghai Sci- 
entific and Technological Literature Publishing House, (1991). 
3. X.P. Ding, Perturbed proximal point algorithms for generalized quasi-variational inclusions, J. Math. Anal. 
Appl. 210, 88-101, (1997). 
4. X.P. Ding, Generalized strongly nonlinear quasi-variationsl inequalities, J. Math. Anal. Appl. 173, 577-587, 
(1993). 
5. A. Hassouni and A. Moudafi, A perturbed algorithms for variational inclusions, J. Math. Anal. Appl. 185, 
706-721, (1994). 
6. K.l=t. Kazmi, Mann and Ishikawa type perturbed iterative algorithms for generalized quasi-variational inclu- 
sions, J. Math. Anal. Appl. 209, 572-584, (1997). 
7. A.H. Siddiqi and Q.H. Ansari, General strongly nonlinear variational inequalities, J. Math. Anal. Appl. 166, 
386-392, (1992). 
8. A.H. Siddiqi, Q.H. Ansari and K.R. Kazmi, On nonlinear variational inequalities, Indian J. Pure Appl. Math. 
25, 969-973, (1994). 
9. L.C. Zeng, Iterative algorithms for finding approximate solutions for general strongly nonlinear variational 
inequalities, J. Math. Anal. Appl. 187, 352-360, (1994). 
10. M.A. Noor, General variational inequalities, J. Math. Lett. 1, 119-122, (1988). 
11. M.A. Noor, An iterative algorithm for variational inequalities, J. Math. Anal. Appl. 158, 446-455, (1991). 
12. S.S. Chang, On Chidume's open questions and approximate solutions for multivalued strongly accretive 
mapping equations in Banach spaces, J. Math. Anal. Appl. 216, 94-111, (1997). 
13. L.S. Liu, Ishikawa and Mann iterative processes with errors for nonlinear strongly accretive mappings in 
Banach spaces, J. Math. Anal. Appl. 194, 114-125, (1995). 
14. C. Morales, Surjectivity theorems for multivalued mappings of accretive type, Comment. Math. Univ. Coro- 
lina. 26, (1985). 
