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ABSTRACT
The interannual variability of the Indian Ocean (IO), with a particular focus on the eect of
the South Tropical Atlantic (STA) teleconnection is investigated using both Regional Ocean
Modeling System (ROMS), and output from ve dierent models chosen within the CMIP3
(Coupled Model Intercomparison Project version 3) ensemble of coupled general circulation
models (CGCMs). ROMS successfully reproduces many fundamental characteristics of the
IO variability. It is found that the IO internal variability plays an important role along
the equator and in the western IO. The internal variability also contributes signicantly
to the annual and interannual variability of the basin. Furthermore, an analysis of the
Sea Surface Temperature (SST) from a 24-year monthly-forced model run suggests that the
prominent phenomena aecting the interannual variability of the Indian Ocean are the El-
Ni~no Southern Oscillation (ENSO), which is a remote forcing to the basin and the Indian
Ocean Dipole (IOD) mode, which is caused by both internal and remote forcing. During
an ENSO year, the tropical IO gradually warms. Whereas, IOD is characterized by a zonal
temperature gradient in the tropical IO. Moreover, a series of recent papers showed that not
only the ENSO and IOD aect the Indian Ocean variability but also SST anomalies in the
STA modulate the interannual variability of the African and Indian monsoon rainfall, as well
as the IO SST. Physically, such a teleconnection can be explained by a simple Gill-Matsuno
mechanism. In this work, we used ROMS coupled with the NPZD (Nutrient-Phytoplankton-
Zooplankton-Detritus) ecosystem model to analyze for the rst time the eect of the tropical
Atlantic SSTs anomaly on the IO physics and ecosystem variability. A cold (warm) SST
anomaly in the tropical Atlantic area triggers a strengthening (weakening) of the Somali jet
and therefore cold (warm) SST anomaly in the northern IO during boreal summer. Overall
the response found in this study conrms the STA eect onto the IO identied in previous
studies using idealized experiments with an atmospheric General Circulation Model and
observational data.
Along with the SST anomaly, changes in thermocline depth due to the upwelling/downwelling
favorable winds are seen in the Findlater jet area, the Sri-Lankan region and western Bay
of Bengal. The shoaling (deepening) of the thermocline is accompanied by an increase (de-
crease) in phytoplankton concentration at the surface.
An investigation of how CGCMs represent the STA-IO teleconnection is also carried
out. Four out of the ve models display a teleconnection between STA and the Indian
region which is generally weaker than in the observations. With a suite of atmospheric-only
GCM integrations, it is shown that the dierences in amplitude and pattern are due to
strong biases and reduced variabilities of the CGCMs over the tropical Atlantic. In addition,
dierent physical parameterizations used in the models contribute to the weakening of the
signal.
Key Words: Indian Ocean, interannual variability, teleconnection, South Tropical At-
lantic, ROMS, coupled models.
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ABSTRACT
La variabilita interannuale dell'Oceano Indiano (OI), con particolare attenzione agli eetti
delle teleconnessioni dall'Atlantico SubTropicale (AST), e stata studiata tramite l'utilizzo sia
del modello oceanico regionale Regional Ocean Modeling System (ROMS) che con i risultati
tratti da cinque diversi modelli accoppiati di circolazione generale (MACGs) che fanno parte
del progetto CMIP3 (Coupled Model Intercomaprison Project version 3).
Il modello ROMS e capace di riprodurre fedelmente molti aspetti fondamentali della
variabilita del OI e si e dimostrato che la variabilita interna del OI ha un ruolo importante
lungo l'Equatore e nella parte occidentale del OI, e che la variabilita interna contribuisce
signicativamente alla variabilita annuale ed interannuale del bacino.
Inoltre, l'analisi della Temperatura Oceanica Superciale (TOS) di una simulazione
forzata mensilmente per un periodo di 24 anni ha rivelato che la variabilita interannuale
e principalmente determinata da due fenomeni: il Ni~no - Southern Oscillation (ENSO), che
e un forzante esterno al bacino, e il modo Dipolo del OI (DOI), che puo essere determinato
sia da forzanti interni che esterni.
L'OI tropicale si surriscalda gradualmente nel corso di un anno che vede la presenza di
ENSO. Al contrario, il periodo in cui il DOI e presente, e caratterizzato da un gradiente
zonale di temperatura nella parte tropicale del OI.
Inoltre, studi recenti hanno confermato che l'ENSO e il DOI non sono i soli ad avere
una particolare inuenza sulla variabilita del OI, ma che anche le anomalie di TOS nel AST
modulano sia la variabilita interannuale delle piogge dei monsoni africani e indiani sia la
stessa TOS del OI. Questa teleconnessione puo essere spiegata sicamente dal meccanismo
di Gill-Matsuno.
In questo studio, e per la prima volta, si e utilizzato il modello ROMS accoppiato al
modello di ecosistema NPZD (Nutriente-Fitoplancton-Zooplancton-Detrito) per analizzare
l'eetto delle anomalie di TOS dell'Atlantico tropicale sulla variabilita della sica e degli
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ecosistemi del OI.
Anomalie fredde (calde) di TOS nella zona dell'Atlantico tropicale scaturiscono un raf-
forzamento (indebolimento) del jet Somalo, generando quindi anomalie fredde (calde) della
TOS nella parte Nord del OI durante l'estate boreale.
In generale, i risultati di questo studio confermano l'eetto del ATS sul OI precedente-
mente identicato attraverso simulazioni idealizzate con modelli di circolazione generale e
dati osservazionali.
Simultaneamente alle anomalie di TOS si osservano cambi nella profondita del termoclino
dovuti a venti che favoreggiano l'aoramento o sprofondamento delle acque nell'area del jet
di Findlater, la regione di Sri-Lanka e la parte occidentale della baia di Bengal.
La diminuzione (incremento) della profondita del termoclino e accompagnata da un au-
mento (diminuzione) della concentrazione di toplancton in supercie.
Abbiamo inoltre studiato la rappresentazione della teleconnessione ATS-OI nei MACGs,
riscontrando che quattro dei cinque modelli simulano una teleconnessione fra il ATS e il OI
piu debole di quella osservata. Abbiamo dimostrato grazie ad una serie di simulazioni con
un modello atmosferico di circolazione globale che le dierenze in amplitudine e forma sono
dovute a forti errori di rappresentazione dell'Atlantico tropicale e della sua variabilita nei
MACGs. Inoltre il segnale nei modelli e ulteriormente ridotto dovuto alle diverse parametriz-
zazioni di processi sici non risolti.
Key Words: Oceano Indiano,variabilita interannuale , teleconnessione, Atlantico Sub-
Tropicale , ROMS, modelli accoppiati.
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1. INTRODUCTION
1.1 Historical context and motivation
The interannual variability of the tropical Indian Ocean (IO) has become a major topic in
tropical climate research since the discovery that it has a much larger impact on climate
variability than previously thought (see review by Schott et al, 2009). By performing an
ocean-atmosphere analysis in the tropical IO for the past 40 years, Huang and Kinter (2000,
2001) showed that equatorial oceanic dynamics accompanied by in situ air-sea interaction
are the important factors in forming the basin-wide pattern of the interannual uctuation in
the tropical IO. They also found that this IO uctuation is highly connected to the El-Ni~no
Southern Oscillation (ENSO) phenomenon in the tropical Pacic. The main interannual
variation of sea surface temperature (SST) in the tropical IO is a basin-wide warming signal
associated with ENSO (Saji et al.,1999; Behera et al., 2000; Venzke et al., 2000): SST
increases over the whole basin from late boreal winter of an El-Ni~no year to the next spring
(see, e.g., Pan and Oort, 1990; Nigam and Shen, 1993; Kawamura, 1994; Tourre and White,
1995; Lanzante, 1996; Nicholson, 1997; Klein et al., 1999; Venzke et al., 2000, Allan et
al., 2001; Huang and Kinter 2002; Liu and Alexander, 2007). Observational and modeling
studies show that the basin-scale warming appears as the rst empirical orthogonal function
(EOF) of IO SST variability. Klein et al., (1999) mentioned that generally the warming is
caused by ENSO-induced changes in surface heat uxes, especially the wind-induced latent
heat and cloud solar radiation uxes. A suppression of the atmospheric convection therefore
occurs over the IO, which results in an increase in solar radiation, thereby contributing to
IO warming. Moreover, Lau and Nath (2000, 2003) showed that during early boreal summer
of an El-Ni~no year, the eastward shift of major equatorial convection toward the central
Pacic forces anomalous anticyclonic circulation extending from the western Pacic to the
Indian basin. As a consequence, Indian monsoon rainfall during June-July-August tends to
be below normal in an El-Ni~no year (Rassmusson and Carpenter 1983; Shukla and Paolino
1983; Parthasarathy and Pant 1985; Shukla 1987; Webster and Yang 1992; Webster et al.,
1998; Krishnamurthy and Goswami 2000). The weakened monsoon circulation and reduced
cloud cover over the northern tropical Indian Ocean contribute to the increase in surface heat
ux into the ocean (Shukla 1987), a conclusion consistent with that of Klein et al. (1999).
The second EOF mode of IO SST variability is the so-called Indian Ocean Dipole (IOD;
Behera et al., 1999; Vinayachandran et al., 1999; Yu and Rienecker, 1999; Saji et al., 1999;
Webster et al., 1999; Chambers et al., 1999; Xie et al., 2002). A positive IOD event starts
with anomalous SST cooling along the Sumatra-Java coast in the eastern Indian Ocean
during May-June. According to Li et al, (2003), the processes that cause SST changes
during IOD events in the eastern and western tropical IO may dier signicantly from ENSO.
The southeasterly surface wind anomalies over the southeastern Indian Ocean seem to be
responsible for the formation of cold SST anomalies (Hong et al., 2008). The southeasterlies
o-Sumatra are strengthened during IOD years, causing anomalous surface latent heat uxes
and vertical temperature advection (Li et al., 2002; Li and Wang, 2003). The eastern IO
cooling is primarily induced by these processes and strongly regulated by the seasonal-
dependent thermodynamic air-sea feedback, whereas the warming in the western Indian
Ocean is caused by both local and remote forcing (Li et al., 2003). On the other hand, Saji
et al. (1999) argued that the formation of the zonal asymmetry or east-west dipole is due
primarily to positive air-sea feedback involving the anomalous SST gradient, surface winds
and precipitation within the Indian Ocean, a coupled interaction like the one proposed for
ENSO development (Bjerknes, 1969). The anomalous zonal SST gradient then intensies the
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rainy season over East Africa from October to November (see e.g., Hastenrath et al., 1993;
Jury et al., 2002; Black et al., 2003; Clark et al., 2003). During September and October,
the equatorial easterly wind anomalies in the central and eastern IO are associated with
weak southeast trade winds. Therefore, an anomalous anticyclonic wind curl occurs south
of the equator, causing the thermocline to deepen in a region near 10S (Huang and Kinter
2000, 2001, 2002; Rao et al., 2002; Xie et al., 2002). This deepening propagates westward as
a Rossby wave, generating warm SST anomalies in the southwestern basin several months
later. Furthermore, it has been shown that ENSO is a major forcing for IOD events (e.g.
Annamalai et al., 2003; Bracco et al., 2005). ENSO strongly conditions the initiation and
evolution of the IOD. During ENSO, the atmospheric bridge over the Indo-Pacic basin
insures the initialization of the IOD mode in late spring, modifying the Walker circulation
and generating anomalous winds that favor upwelling or downwelling o Sumatra.
In addition to the variability linked to ENSO and the IOD, recent studies have found that
climatic variations in the tropical Atlantic can signicantly impact the IO, possibly modu-
lating the Indian summer monsoon and its correlation with ENSO (Kucharski et al. 2007,
2008; Wang et al., 2009; Losada et al. 2010). The physical mechanism by which heating
anomalies in the Gulf of Guinea interconnect to Africa and the IO basin has been investi-
gated by Kucharski et al. (2009), who analyzed reanalysis data and carried out numerical
experiments with an idealized atmospheric general circulation model (AGCM). Figure 1.1
presents a schematic that summarizes the salient features of this mechanism for a positive
tropical Atlantic SST anomaly and vice versa for a negative one. The atmosphere responds
to an anomaly localized in the south tropical Atlantic, developing a Gill-Matsuno-type (Gill,
1980) quadrupole in eddy streamfunction in which Kelvin and Rossby waves transport the
signal respectively to the east and to the west. The response to a warm (cold) SST anomaly
in the tropical Atlantic is rising motion and an upper-level divergence (convergence) in the
equatorial Atlantic/African region. The compensating upper-level convergence (divergence)
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is located in the central-western Pacic. The response is baroclinic with opposite anomalies
at low levels. In the gradient of the upper-level divergence centers a pair of upper-level
cyclones (anticyclones) develops in the subtropical regions from 20 to 30 both north and
south of the equator because of Sverdrup balance (e.g. Hoskins and Rodwell, 2001, Chen,
2003, Kucharski et al., 2010). At low-levels, a pair of anticyclones (cyclones) develops due
to the same mechanism, leading to a high (low) surface pressure anomaly over India that
triggers in turn an anomalous low level divergence (convergence) and a decrease (increase)
of rainfall. Further, at upper levels, a warm (cold) tropical Atlantic SST anomaly leads to
westerly (easterly) wind anomalies in the Indian Ocean region. At low levels, on the other
hand, the Somali jet is weakened (strengthened). Nonlinear interactions with the mean mon-
soon circulation cause a further enforcement of the Kelvin-wave response. Xie et al.(2009)
also proposed a similar mechanism, so called Ekman-induced Kelvin wave divergence, to
physically describe the inuence of the Indian Ocean SST on the subtropical western Pacic
precipitation. As shown in Kucharski et al. (2007, 2008), the remotely forced response of
the atmospheric circulation over the Indian basin to the south tropical Atlantic SST modu-
lates the stronger and quasi-linear ENSO { Indian Summer monsoon relationship, according
to which a weaker than normal monsoon precedes peak El-Ni~no conditions and vice versa
during summers preceding La Nina events (Turner et al, 2007).
In addition to the IOD, ENSO and south tropical Atlantic climatic impacts, Wiggert at
al. (2009) and McCreary et al. (2009) showed how the IOD/ENSO phenomena aect the
biogeochemical and ecological environment of the IO basin, particularly during the 1997{1998
event. Since the global monitoring of phytoplankton distributions through the use of satellite-
based ocean color measurements and the Sea-viewing Wide Field of view Sensor (SeaWiFS)
were launched only in September 1997, observational records of ecosystem variability are not
long enough to allow statistically signicant analysis for interannual variability. However,
SeaWifs data cover several individual, interannual events that show noticeable biophysical
4
interactions.
During 1997{1998 IOD/ENSO event, the upwelling along the Sumatran coast was ac-
companied with an introduction of nutrients into the euphotic zone and a prominent phyto-
plankton blooms along Java/Sumatra coast (Wiggert et al., 2009). The bloom extended from
northern Sumatra to southwestern Bay of Bengal in response to the shallowing of the thermo-
cline throughout the region (Murtugudde et al., 1999; Vinayachandran and Mathew, 2003).
High chlorophyll concentrations were also observed to extend westward along the equator in
November 1997 ( Murtugudde at al., 1999, Vinayachandran and Mathew, 2003). Moreover
surface chlorophyll concentrations in the Arabian Sea during the 1997/1998 northeasterly
monsoon (NEM) were signicantly lower than the typical concentrations established in the
SeaWiFS measurements obtained during subsequent NEM periods (Wiggert et al., 2000,
2002), but their relationship to changes in the physical environment are not clear. McCreary
et al.(2009) mentioned that similar changes to biological responses likely happen in other
ENSO and IOD events.
1.2 Present research
Despite the recent scientic advancements, the role of the ocean dynamics in the interannual
variability of the IO, the causes of the internal and forced variability seen in the IO and
the consequences of these modes of variability on the marine ecosystem are not yet fully
understood.
In this study we use a regional ocean model (ROMS) congured in the northwester IO
and we focus on the interannual variability in this region and in particular on the inuence
that the South Tropical Atlantic teleconnection exerts on the ocean dynamics. Observed
interannual uctuations in the IO have been analyzed by Chambers et al. (1999) and Rao
et al (2002) based on TOPEX/Poseidon sea surface height(SSH) measurements from 1993
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Fig. 1.1: Schematic of the South Tropical Atlantic teleconnection mechanism.
to 1998 and by Feng et al.-(2001) using subsurface temperature collected from XBT sections
across the IO since 1980.
A substantial part of this thesis work involves analyzing the relationship between the
interannual variability in the IO with that in the other basins, particularly with the south
tropical Atlantic (STA). For this purpose, we investigate basic characteristics of the modes
of variability in the IO and we will then proceed to examine their connection with the other
basins. A number of studies have focused on the IO-ENSO teleconnection, so here we will
focus more on the response of the IO to the south tropical Atlantic forcing. For this goal,
we analyze how anomalies in the STA region aect the IO circulations, and assess their
consequences on ecosystem variability. The latter teleconnection has a greater emphasis in
this thesis, given that this analysis is one of the rst to examine the ocean's response to
the STA-IO teleconnection. Since SSTs in the Indian basin are known to be an important
source of summer climate predictability over Africa and the Asian countries, understanding
the ocean response to the STA anomaly therefore has implications for seasonal predictability
in those remote regions. In addition, motivated by the biological importance of the Northern
IO (Smith et al., 1998) and the use of the region as a laboratory for studying oceanic response
to strong atmospheric forcing (Lee et al., 1999), we extended our analysis to the eect of the
STA forcing on the Northern IO marine ecosystem.
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1.3 Organization and key ndings
In Chapter 2, the data and models used in this study are described. Chapter 3 is devoted to
the study of the seasonal dynamics of the IO currents and their sensitivity to atmospheric
mechanical forcing. We show that overall, the model captures well the circulation of the IO
such as the seasonal cycle and the mean circulation reversal depending on the season. The
annual cycle of the wind stress forcing with the corresponding SST response is also discussed
in this chapter. We nd that the internal variability of IO is mainly in the area of high
eddy kinetic energy and contributes an important fraction of the annual cycle. Furthermore,
the dominant modes of IO interannual variability are investigated showing that the model
depicts well the impact of ENSO and IOD as the two major modes.
The importance of the STA atmospheric teleconnection shown in the literature suggests
us to analyze the implication of the STA anomaly on the dynamics of the Indian Ocean. In
Chapter 4, regional simulations using ROMS coupled with an NPZD ecosystem model and
congured for the Indian Ocean basin are used to analyze for the rst time the eect of the
tropical Atlantic SST anomalies on IO circulation and ecosystem variability.
By forcing the ocean model with wind and surface heat ux anomalies induced by the
South Tropical Atlantic from May-September and superimposed to the atmospheric clima-
tological forcing elds, we nd that warm (cold) STA anomalies enhance the downwelling
(upwelling) along the East-African coast, in the Somali jet region and also in the Red Sea,
from July to October (JASO). SST changes reach 0.2-0:3C and the cooling/warming signals
extend to the subsurface. Changes in SST in the northern hemisphere are mainly due to
wind forcing, which induces upwelling/downwelling favorable winds, and also due to changes
in surface heat uxes. South of the equator, a decrease in SST is found during September
due to the negative surface heat uxes induced by the STA forcing . We also nd that
changes in circulation have signicant impacts on the northwestern IO marine ecosystem.
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Due to the enhanced downwelling (upwelling) around the Somali jet, a decrease (increase)
on phytoplankton bloom is found corresponding to the warming (cooling) of the STA region.
In general, the response found in the northern hemisphere conrms the STA eect on the
IO identied in the previous studies using an AGCM and observational data.
In chapter 5, the output from ve dierent coupled general circulation models (CGCMs)
from the CMIP3 (Coupled Model Intercomparison Project version 3) are analyzed to study
how well they simulate the impact of STA-induced atmospheric forcing on the Indian and
African regions. Using a correlation-regression technique, it is found that four out of the ve
models display a teleconnection between the STA and Indian regions, which is consistent with
rainfall observations. This teleconnection is also noticed in the ensemble mean of the ve
models. Over Africa, however, the signicant changes in rainfall displayed in the observation
are properly caught by only one of the CGCMs. Additionally, none of the models reproduces
the symmetric wind response over the IO equator. All the models also have signicant biases
in the surface pressure eld response. Nonetheless, the overall response, particularly over the
southern hemisphere, is indicative of the Gill-Matsuno-type mechanism identied in previous
studies using idealized experiments with atmospheric GCMs and observational data.
Overall the amplitude of the coupled model responses to the south tropical Atlantic
anomalies is weaker than in the observations. It is shown that the amplitude dierence is
not only due to the strong bias of the CGCMs in the tropical Atlantic but also to the dierent
physical parameterizations used in models .
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2. DATA AND MODEL DESCRIPTION
2.1 Data
In this study, we use the HadISST reanalysis (Rayner et al., 2003) as proxy for observed
SST; CMAP (Center Merged Analysis of Precipitation; Xie and Arkin, 1997), and CRU
(Climate Research Unit; New et al.,1999) data as observed precipitation; NCEP/NCAR
(National Centers for Environmental Prediction/National Center for Atmospheric research;
Kalnay et al., 1996) and HadSLP2 (Hadley Center sea level pressure dataset 2; Allan
and Ansell, 2006) as surface pressure datasets, and NCEP/NCAR data as proxy for ob-
served winds and precipitation over the ocean when CMAP is not available. For the ob-
served sea surface height anomaly, we used the AVISO satellite maps. These maps merge
data from TOPEX/POSEIDON or JASON-1+ERS-1/2 and Envisat satellites to produce
sea level anomalies from January 1993 to December 2008 on a 0:33  0:33 resolution
(http://www.jason.oceanobs.com). Moreover, SeaWifs data are utilized as observed surface
chlorophyll concentration (http://oceancolor.gsfc.nasa.gov/SeaWiFS/).
For the ocean model experiments, the model is forced by data from NCEP/NCAR. Here,
we use the NCEP/NCAR wind stress, surface heat uxes, short wave radiation and surface
water uxes (evaporation minus precipitation) elds from 1950{2007. The resolution is
2:5 x 2:5, and has quite signicant biases along the coastal regions compared to satellite-
retrieved data. Despite this inconsistency, the analysis of the modeled sea surface height
(SSH) eld from the model output shows that the model agrees well with the observation.
In addition, the 3-d variables needed to specify solutions at the open boundaries of the basin
Tab. 2.1: List of models analysed in this study. Resolution and number of members for each
ensemble are also indicated.
Model # of Members Resolution References
GFDL-CM2.1 3 2:5  2L24 Delworth et al. 2006
MPI-ECHAM5 3 T63L31 Jungclaus et al, 2006
MRI 5 T42 Yukimoto et al, 2001
UKMO-HadCM3 1 3:75  2:5L19 Gordon et al, 2000
NCAR-PCM1 4 T42L18 Washington et al, 2000
(temperature, salinity and velocities) are taken from the Simple Ocean Data Assimilation
(SODA) product. SODA consists of a reconstruction of historical global ocean climate
variability for sea surface height, temperature, salinity and ocean currents (Carton et al.,
2000, 2008).
2.2 Models from CMIP3
The data from CMIP3 ensemble for the XX century analyzed in Chapter 5 are summarized in
Table 2.1. We focus on the models with the most realistic monsoon climatology according to
the analysis in Annamalai et al. (2007). Those models are the GFDL-CM2.1, of which there
are three ensemble members, the MPI-ECHAM5 model (3 members), the MRI (5 members),
the HadCM3 from the UK Met Oce (1 member only) and the NCAR-PCM1 model (4
members). Only the atmospheric monthly means have been utilized to investigate the STA
atmospheric response. All the analysis extend to the 1950-2000 time period, focusing on
June to September (JJAS) season.
2.3 The ICTP-AGCM model
The AGCM used for the sensitivity experiments in Chapter 5 is the ICTP AGCM (Molteni
et al., 2003, Kucharski et al., 2006). It is based on a hydrostatic spectral dynamical core
(Held and Suarez, 1994), and uses the vorticity-divergence form described by Bourke (1974).
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The AGCM is congured with 8 vertical (sigma) levels and with a spectral truncation at
total wavenumber T30. The model includes physically based parameterizations of large-
scale condensation, shallow and deep convection, short-wave and long-wave radiation, surface
uxes of momentum, heat, moisture, and vertical diusion. Convection is represented by a
mass-ux scheme that is activated where conditional instability is present, and boundary-
layer uxes are obtained by stability-dependent bulk formulae. Land and ice temperature
anomalies are determined by a simple one-layer thermodynamic model.
We conduct two sets of experiments with the ICTP AGCM: A control run, where the
ICTP AGCM is forced with observed SST from 1950 to 2000, and a set of sensitivity
experiment(ENSCLIM), in which the AGCM is forced by the climatological SST derived
from the ve CMIP3 ensembles and the observed SST anomalies are superimposed for the
1950-2000 period. The aim of the sensitivity experiments is to isolate the eects of the
modeled SST bias on the STA teleconnection pattern.
2.4 The Regional Ocean Modeling System (ROMS)
2.4.1 Model formulation
In this section, we describe the Regional Ocean Modeling System (ROMS { Haidvogel et al.,
2000; Shchepetkin and McWilliams, 2005) used for the ocean simulations presented in this
work. ROMS evolved from S-Coordinates Rutgers University Model (SCRUM). It is a three-
dimensional (3-d), free-surface, eddy-resolving primitive equation ocean model, which has
been widely used by scientic community for a diverse range of applications (e.g., Haidvogel
et al., 2000; Marchesiello et al., 2003; Peliz et al., 2003; Dinniman et al., 2003; Budgell, 2005;
Di Lorenzo, 2005; Warner et al., 2005a, b; Wilkin et al., 2005). The primitive equations used
in Cartesian coordinates are the following:
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 momentum balance
@u
@t
+ ~v:u  fv =  @
@x
+ Fu +Du; (2.1)
@v
@t
+ ~v:v + fu =  @
@y
+ Fv +Dv; (2.2)
 evolution of temperature and salinity
@T
@t
+ ~v:T = FT +DT ; (2.3)
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+ ~v:S = FS +DS; (2.4)
 equation of state
 = (T; S; P ); (2.5)
 hydrostatic approximation
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 continuity equation
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@z
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where (u; v; w) are the 3-d velocity components, T the potential temperature, S the salinity,
 the density,  the dynamic pressure, f the Coriolis parameter, g the acceleration of gravity,
D the diusive terms and F the forcing terms.
The model uses orthogonal curvilinear coordinates in the horizontal and terrain-following,
vertical coordinates (-coordinates) described in detail in the next subsection. The equations
are solved by using a split-explicit time-stepping scheme in order to separate the barotropic
and baroclinic components of the momentum equations with internal and external time steps.
The algorithms that comprise ROMS computational nonlinear kernel are described in detail
in Shchepetkin and McWilliams (2003, 2005).
Only a few studies have been published that apply ROMS to the Indian Ocean. A small
number of recent investigations focus on ecosystem variability, particularly in the Arabian
Sea, the Bay of Bengal, and the south Indian Ocean with the Agulhas current (e.g. P.
N. Vinayachandran, 2006; Rouault et al, 2009). From the available studies, however, it is
clear that ROMS successfully simulates the main features of IO circulation. Ratnam et al,
(2009) analyzed the simulation of the Indian Monsoon in a solution to ROMS coupled with
a regional atmospheric model, nding that the model captures well the main features of the
Indian monsoon and develops a more realistic, spatial and temporal, rainfall distribution
compared to the corresponding atmosphere-only model.
Figure 2.1 shows the extent of the model basin (red box). Specically, the model is
congured over the northwestern IO region (31E-95E; 19S-31N) with a 20-km horizontal
resolution and 30 vertical terrain-following layers, 8 of which are located in the upper 300
meters of the water column to represent the mixed-layer processes better.
2.4.2 The -coordinate system
In the vertical, the primitive equations are discretized over variable topography using stretched
terrain-following coordinates (Song and Haidvogel, 1994). The stretched coordinates allow
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Fig. 2.1: Studied domain delimitation.
to have higher resolution in specic areas of interest, such as the thermocline and bottom-
boundary layers. From Song and Haidvogel (1994), the change of coordinates from Cartesian
to -coordinates ( 1    0) can be written as follows:
z = (1 + s) + hc + (h  hc)C() (2.8)
C() = (1  b)sinh(s)
sinh(s)
+ b
tanh[s( +
1
2
)]  tanh(1
2
s)
2 tanh(1
2
s)
; (2.9)
where:
hc is the depth limit within which we choose higher vertical resolution;
s is the -coordinate surface control parameter, (0 < s < 20). Higher s implies higher
near surface vertical resolution; and
b is the -coordinate bottom control parameter, (0 < b < 1).
Here the -coordinate is characterized by
 = 0 for z = (x; y) = sea surface height.
 =  1 for z = h(x; y) = bottom bathymetry.
Figure 2.2 illustrates two dierent conguration of -surfaces: one with higher resolution
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at the surface (s; b) = (7; 1) and one with uniform resolution (s; b) = (0:001; 0). In the
model simulations, we use s = 5 and b = 0:4, with hc  10m.
Fig. 2.2: ROMS Arakawa C grid (left) and two examples of -surface with (s; b) = (7; 1) and
(s; b) = (0:001; 0) (from Combes, 2010)
Using the transformation @
@z
= 1
Hz
@
@s
,(where Hz(x; y; s) represents the thickness of the
-surfaces), the vertical boundary conditions are given in Table 2.2 where xs (x; y; t) and
xb (x; y; t) are the surface wind stress and bottom stress, QT the surface heat ux and E P
the surface water ux (Evaporation-Precipitation).
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3. CLIMATOLOGY AND DOMINANT MODES OF VARIABILITY IN
THE INDIAN OCEAN
The IO is characterized by both local and non-local modes of variability. It is almost conned
in the tropics and bounded by the Asian countries which implies that waves can traverse
the basin in a few months. This is unique to the Indian Ocean. In addition, there is a
growing evidence that SST changes in IO region play a key role in shaping the surrounding
climate. Recent model studies suggest that IO SST modulates atmospheric convection and
circulation, exerting a signicant inuence on ENSO.
The present chapter aims to identify the dominant modes of variability, both internal
and forced, in the IO basin. In the rst section, an overview of the climatological and
interannual wind stresses with the corresponding surface circulation is discussed. The second
section describes the IO SST response to climatological and monthly varying forcings. The
dominant modes of SST variability are also examined in section 2.
3.1 Wind and surface current
3.1.1 Mean and annual cycle
The monsoon cycle obtained from the climatological wind-stress elds (NCEP/NCAR) in
the IO is shown in Figure 3.1 (the gure shows patterns for every two months of the year).
During boreal winter in the northern hemisphere, the winds are directed southwestward,
away from the Asian continent and causing northeasterly wind stresses over the Arabian Sea
and Bay of Bengal. During summer, stresses are southwesterly both over these two areas.
Moreover, there is a continuation of the southern-hemisphere trade winds into the Arabian
Sea in the form of a narrow atmospheric jet, the Findlater Jet (Findlater, 1971) Jet. South
of 10S, the wind direction remains southeasterly throughout the year.
Fig. 3.1: Wind stress climatology (N:m 2) from NCEP/NCAR.
The wind-forcing pattern over the equatorial Indian Ocean is very dierent from the
patterns in the other equatorial oceans. From April-June and October-November, there are
semi-annual eastward winds over the equator. These winds generate a weak, annual-mean,
westerly wind stress along the equator, in marked contrast to the equatorial westerlies present
in the other tropical oceans.
From April-May, weak winds occur o Somalia. In the following months, the onset of the
summer monsoon over the Arabian Sea takes place. The monsoon onset may occur in several
ways: It may be characterized by an abrupt change from the weak pre-monsoonal winds into
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the fully developed southwest monsoon in early to mid-June; it can develop slowly, extending
over several weeks; or multiple onsets may take place with the monsoon dying o for interim
phases after the rst onset (Fieux and Stommel, 1977). The Southwest Monsoon is fully
developed by late July, and then goes through break phases, which can be associated with
the 40{60 day Madden and Julian oscillation.
Overall, the summer monsoon winds that dominate in the annual-mean and the annual
mean momentum stresses over the Arabian Sea are anticyclonic (Figure 3.2).
Fig. 3.2: Annual mean wind stress (N:m 2) from NCEP/NCAR.
Figure 3.3 shows the curl eld corresponding to the seasonal wind-stress reversals. The
changes in the curl consist of large reversals from season to season particularly in the northern
hemisphere. During the summer monsoon, anticyclonic curl is shown over the Arabian Sea
and equatorial Indian Ocean (especially north of 15S). The maximum curl occurs over the
central Arabian Sea, to the right of the Findlater Jet axis. The curl then reverses to cyclonic
during winter. The mean curl is anticyclonic over the Indian Ocean north of about 15S,
with the exception of small areas around Madagascar and India (Figure 3.4).
Figures 3.5 and 3.6 show schematic diagrams of the near-surface currents during the
winter and summer monsoon periods respectively, as observed from ship-drift climatology
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Fig. 3.3: Climatology of wind stress curl (N:m 3)from NCEP/NCAR.
Fig. 3.4: Mean wind stress curl from (N:m 3) NCEP/NCAR.
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Fig. 3.5: A schematic representation of identied current branches during winter Monsoon, includ-
ing some choke point transport numbers. Current branches indicated are the South Equa-
torial Current (SEC), South Equatorial Countercurrent (SECC), Northeast and Southeast
Madagascar Current (NEMC and SEMC), East African Coast Current (EACC), Somali
Current (SC), Southern Gyre (SG) and Great Whirl (GW) and associated upwelling
wedges, Socotra Eddy (SE), Ras al Hadd Jet (RHJ) and upwelling wedges o Oman,
West Indian Coast Current (WICC), Laccadive High and Low (LH and LL), East Indian
Coast Current (EICC), Southwest and Northeast Monsoon Current (SMC and NMC),
South Java Current (JC) and Leeuwin Current (LC) (from Schott and McCreary, 2001)
(Cutler and Swallow, 1984) and from drifters (Molinari et al., 1990; Shenoi, Saji and Almeida,
1999). The existence of the seasonally reversing currents has been known for a long time
(Warren, 1966). However, many dierent interpretations of the monsoon currents have been
proposed (see, for example, the contrasting discussions in Hastenrath and Greischar, 1991
and Wyrtki, 1973b).
Earlier studies (e.g. Defant, 1961; Hastenrath and Greischar 1991) argued that the
monsoon currents are due to direct Ekman forcing by the monsoon winds. Subsequently,
Murty et al (1992) noted the importance of forcing by the local wind-stress curl. Finally,
based on the pioneering studies of Matsuno (1966), Moore (1968), and Lighthill (1969) who
noted the existence of fast-propagating baroclinic waves in the tropics, the idea that IO
currents can be remotely forced began to be appreciated. (Cane, 1980; Potemra, Luther,
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Fig. 3.6: The same as gure 3.7 but during summer monsoon (from Schott and McCreary, 2001).
and OBrien, 1991; Yu, OBrien, and Yang, 1991; Perigaud and Delecluse, 1992; McCreary et
al. 1993, 1996; Jensen, 1993; Shankar et al. 1996; Vinayachandran et al. 1996; Shankar and
Shetye, 1997; Shankar, 1998, 2000; Vinayachandran and Yamagata, 1998; Han, 1999; Han
et al. 1999, 2001; Han and McCreary, 2001). In addition, Shankar et al.(2002), stated that
the Winter Monsoon Current is primarily a geostrophic current modulated by Ekman drift
whereas the Summer Monsoon Current is dominated by the Ekman drift at the surface but
has a more complicated vertical structure compared to the winter monsoon current.
Figure 3.7 shows the monthly mean surface current from the model output. It compares
well with observations: the southern hemisphere is mainly characterized by the westward
South Equatorial Current (SEC) that splits into the Northeast and Southeast Madagascar
Current(NEMC and SEMC). In the northern hemisphere, the current reversal is simulated
well by the model. During the winter monsoon season, the Somali current ows southward
and supplies water for the South Equatorial Countercurrent which exists the whole year
(McCreary et al., 1993). Also the Northeast Monsoon Current (NMC) ows westward during
this season. In contrast during boreal summer, the Somali current appears as a single gyre.
It should appear as a set of closed recirculation cells as in Figure 3.6, but in the model the
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Fig. 3.7: Indian Ocean surface current (m:s 1)from ROMS
smaller cells are not well represented. However, the map of the Eddy Kinetic Energy (EKE)
(Figure 3.8) conrms the presence of high variability along the eastern African coast during
summer, in agreement with the observation. Figure 3.8a shows the mean EKE from May
to September. Strong EKE is found along the coast of Africa and the Great Whirl. These
patterns are seen also in the monthly mean EKE (Figure 3.8b). In addition, the set of closed
recirculation cells in the surface current schematic is evident in the EKE signal during the
month of July. Furthermore, the SMC ows from the Arabian Sea to the Bay of Bengal.
3.1.2 Interannual wind
Interannual changes in wind-stress in the IO are mainly seen in the equatorial region, and
they are of signicant amplitude (e.g., Barnet, 1983; Reverdin Cadet and Gutzler, 1986).
Here, we choose the region within 1S-1N and 60E-90E (from Schott and McCreary, 2001)
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(a)
(b)
Fig. 3.8: Eddy Kinetic Energy (m2:s 2) during summer (a) Annual amplitude (b) monthly ampli-
tude from April to September. In (b) the region is zoomed to the African coast region.
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Fig. 3.9: Time series of the zonal wind stress (N:m 2) anomaly (in red) and mean annual cycle (in
blue) from NCEP/NCAR.
to investigate the mean seasonal cycles and anomalies of the wind stress. From Figure 3.9,
1994 and 1997 are two years with strikingly large westward anomalies in the 1980-2004 zonal
wind time series; the rst period coincides with a weak El-Ni~no, and the latter with the so-
called "monster" El-Ni~no. Additionally, the gure illustrates that the zonal equatorial stress
anomalies, responsible for driving anomalous equatorial surface currents and undercurrents,
have a magnitude similar to that of the mean annual cycle itself. In contrast, the meridional
equatorial anomalies are much smaller than the seasonal cycle (Figure 3.10).
3.2 Sea surface temperature
The strength of the SST variability can be estimated by the standard deviation of monthly
SSTs (Figure 3.11). Equatorial region of enhanced SST variability is clearly shown in the
central to eastern equatorial Pacic. It is related to the El-Ni~no{like ocean-atmosphere
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Fig. 3.10: Time series of the meridional wind stress (N:m 2) anomaly (in red) and mean annual
cycle (in blue) from NCEP/NCAR
interaction. In addition, we can see enhanced variability in the coastal regions on the eastern
sides of the Pacic and Atlantic, which is related to coastal upwelling variability. Some
coastal variability is also seen in the Indian Ocean, near Java and Sumatra and along the
African and Arabian coasts. Outside these regions, the tropical SST variability is signicantly
weaker, with the variability generally increasing towards high latitudes.
Away from the coasts, the tropical Indian Ocean has weak SST variability, almost ho-
mogenous, with no specic structure. It is the ocean basin with the weakest SST variability.
However, it should be noted that the weak SST anomaly amplitudes does not necessarily
mean that the tropical IO SSTs are not important for global climate. Much warmer IO mean
state would favor stronger atmospheric responses due to non-linearities in the latent heat
release (Dommenget, 2010).
Figures 3.12 a,b show the mean temperature eld of the tropical oceans for the warmest
(boreal spring) and coldest season (boreal summer) of the Indian Ocean SST. It is shown
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that both the Pacic and the Atlantic Ocean have a pronounced east to west temperature
gradient, caused by the eastern boundary and equatorial upwelling cold tongues. In contrast,
the Indian Ocean mean SST is much more uniformly warm with the warmest temperature
on the equator and at the eastern boundaries, but with some colder upwelling regions at
the western boundary (most pronounced in the boreal summer season). Along with the cold
tongues in the Pacic and the Atlantic Ocean goes enhanced SST variability as measured by
the standard deviation of the SST anomalies (see Figure 3.11). This characteristic feature is
clearly missing in the Indian Ocean. In the following subsections, we will show how ROMS
represents the SST annual mean and interannual variability in the IO.
Fig. 3.11: Standard deviation of monthly SST anomalies from HadISST data. Units are in degree
C.
3.2.1 Annual mean
To analyze the internal variability of the IO basin SST, we perform an experiment with
ROMS, driven by NCEP monthly climatological wind and heat uxes. The fact that the
atmospheric forcings are climatological enables us to identify unambiguously the eect of the
internal oceanic variability on the SST. Figure 3.13a displays the standard deviation of the
interannual monthly mean SST anomalies. High SST variability is seen along the eastern
coast of Africa and the western part of the Bay of Bengal. A comparison of Figures 3.8
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(a)
(b)
Fig. 3.12: Mean SST from HadISST data (a) during boreal spring (b) During boreal summer. Units
are in degree C.
and 3.13a shows , not surprisingly, that the largest internal variability is found in area of
high EKE. In addition, the comparison of Figure 3.13a and b displays that in the western
IO, mesoscale variability explains a substantial part of the observed interannual variability.
Kindle and Thompson (1989) have studied the interannual variability of the dynamic elds in
the western IO. Wirth et al. (2002) quantied this eect to explain the observed interannual
variability in the position of the Great Whirl. In both studies, the interannual variabilities
in the western IO are the result of the nonlinearities of the ow eld, and are not due to the
variability in the forcing elds.
The mesoscale energy in the Bay of Bengal was explained by Vinayachandran and Ya-
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magata (1998) as the result of barotropic instability of the Wyrtki Jet and the Southwest
Monsoon Current. These instabilities generate vortices that travel northwestward, and then
stall and decay at the eastern coast of India. Along the coast of Africa, the mesoscale was
analyzed by Kindle and Thompson (1989). The barotropic instabilities of the seasonally
reversing Somali current and the East African coastal current create large gyres that can be
seen along the Somali coast. Jochum and Murtugudde (2005) mentioned that the internal
variability of SST introduced by these mesoscale eddy elds along the coast of Somalia and
two coasts of India are only of local importance.
By using an Ocean GCM, Waliser et al. (2003, 2004) found that in the central equatorial
IO and the Bay of Bengal, the rectication of the Madden-Julian oscillation onto the SST
produces interannual SST anomalies of about 0.3oC, which is comparable to the observed
interannual variability. Interestingly, these are the areas where we nd signicant internal
variability. Figure 3.14 shows the standard deviation of the interannual monthly mean SST
anomalies divided by standard deviation of the annual cycle. This gure suggests that in
large areas of IO, particularly in the equatorial IO, the Bay of Bengal and the Somali jet
region, the internal variability represents a signicant fraction of the annual cycle.
3.2.2 SST interannual variability
Our approach to analyze the interannual mode of SST variability in the tropical Indian
Ocean is to derive the major SST patterns using statistical methods. We performed an
experiment with ROMS forced by NCEP monthly varying atmospheric elds for the period
of 1978-2002, then an Empirical Orthogonal Function (EOF) analysis of the SST was carried
out to nd the dominant modes. In this section, we used the monthly data after removing
the seasonal cycle.
Figure 3.15a shows the rst mode of SST EOF analysis (EOF1), explaining 30.5% of
the total variation of anomalous Indian Ocean SSTs. EOF1 is characterized by a basin
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wide warming, a structure that is consistent with those from the historical SST analyses
(e.g. Hastenrath et al. 1993; Huang and Kinter 2002; Hendon 2003; Krishnamurthy and
Kirtman, 2003; Wang et al., 2003) and the observations. This leading mode is indicative
of either the general warming of the IO over the last 30 years due to global warming or
an ENSO{induced pattern in which strong SST anomalies in the equatorial Pacic lead in
general to basin wide SST anomalies of the same sign in the tropical IO. The warming signal
is particularly strong in the southern Arabian sea and relatively weak in the eastern part of
the basin.
The ENSO impact in the Indian Ocean can rst be roughly estimated by the correlation
with Ni~no3 index (area average of the SST anomaly within 150oW{90oW and 5oN{5oS).
Here the correlation is shown for winter and fall seasons and SST anomalies are taken from
HadISST data. The correlation pattern in the IO in winter time is very similar to EOF1:
positive SST anomalies over the whole basin (Figure 3.16a) with the strongest signal seen
over the Bay of Bengal and in the western part of the basin, and relatively weak anomalie
in the eastern part. During fall, the ENSO response consist of a dipole{like pattern with
warming in most of the tropical IO and cooling in the southeast (Figure 3.16b). These
signals suggest that the IO does not uniformly warm up during ENSO (e.g., Rasmusson
and Carpenter 1982; Krishnamurthy and Kirtman, 2003). Rather, at the onset stages of El-
Ni~no (June-August), the eastern equatorial IO is typically anomalously cold and the western
tropical IO warms up. Subsequently, the cold anomaly in the eastern IO rapidly changes
sign as El-Ni~no matures during December{January, hence, resulting in a basin-scale warm
anomaly. In fact, Tourre and White (1995) showed that between one-third and one-half of
the observed IO interannual variability is a result of ENSO.
The time series from the SST PC1 show some signicant interannual variability (Figure
3.15b). However, the correlation between PC-1 and Ni~no3 index is relatively weak (corre-
lation coecient r=0.23) compared to the observations (r=0.6), which means that a large
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part of the variance in this mode is unaccounted for ENSO.
The weak correlation between PC-1 and Ni~no3 (Ni~no3 index is taken from HadISST
data) can be a result of the fact that the boundary condition used in this experiment is
taken from the climatology. Indeed, to study the eect of ENSO on IO variability, one
should consider the presence of the Indonesian throughow which transports Pacic waters
into IO and has been shown to be relevant in the IO response to ENSO forcing (Bracco et
al., 2005). In addition, some coupled eects are possibly missing in our analysis (Yeh et al.,
2007). Nonetheless, most of the big El-Ni~no events are well represented in PC-1 time series
(e.g., 1982-1983, 1994-1995, 1997-1998).
The second EOF (EOF2) is displayed in Figure 3.17a. It represents about 10% of the
variance. EOF2 exhibits a cooling in the eastern part of the basin, mainly south of the
equator and a warming in the western part. The zonal dipole depicted in EOF2 is a char-
acteristic of the positive phase of the Indian Ocean Dipole mode (IOD) which has been a
focus of recent studies in the IO variability (e.g. Yu and Rienecker, 1999; Saji et al., 1999;
Webster et al., 1999; Chambers et al., 1999; Xie et al., 2002).
Figure 3.17b shows the time series of SST PC-2 (blue), superimposed with the IOD index
(dened by the dierence between SST in the western 50oE-70oE and 10oS-10oN and eastern
90oE-110oE and 10oS-0 equatorial Indian Ocean and taken from HadISST data). PC-2 shows
a very strong interannual variability. It depicts as well most of the IOD events, especially the
events co-occurring with El-Ni~no events. However, IOD events can occur without El-Ni~no.
Occasionally large IOD events, such as the one in 1998, are not evident in PC-2 time series.
Nonetheless, the correlation coecient between PC-2 and IOD index is 0.32, stronger than
what is found between PC-1 and Ni~no3.
In brief, the model depicts the two prominent interannual modes of IO variability. Nev-
ertheless, the correlation of the PCs with Ni~no3 and IOD indexes, respectively, are relatively
weak compared to previous studies and the observation. ENSO and IOD are coupled ocean-
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atmosphere phenomena, therefore to investigate deeply the IO response to ENSO and IOD,
an ocean-atmosphere coupled model is needed. It is beyond the scope of this work to sys-
tematically explore the IO response to these two phenomena, but the uncoupled model along
with the choice of boundary conditions appear to be the main reason behind this deciency.
Moreover, a number of studies have already shown the mechanisms and the dynamics of
these two important modes.
Recently, the impact of the tropical Atlantic on the IO interannual variability was found.
It has, indeed, lesser signicance and is not displayed in the rst EOF modes of IO variability.
However it has been shown to be of some importance (e.g. Kucharski et al. 2007, 2008; Wang
et al., 2009; Losada et al. 2010). In the next two chapters, we will focus on the impact of
the tropical Atlantic on the IO interannual variability, particularly on the upper-ocean and
marine ecosystem response to the Atlantic forcing.
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(a)
(b)
Fig. 3.13: Standard deviation of the interannual monthly mean SST anomalies (a) for the model
which is driven by climatological forcing, therefore, the result here is the result of internal
variability, (b) from HadISST. Units are in degree C.
32
Fig. 3.14: Standard deviation of the interannual monthly mean SST anomalies divided by standard
deviation of annual cycle from ROMS output.
(a) (b)
Fig. 3.15: First mode of SSTa-EOF from ROMS. It explains 30.5% of the total variance. (a) EOF1
spatial pattern from ROMS, (b) PC1 time series from ROMS (blue) and Ni~no3 index
from HadISST (in red). Units are in degree C.
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(a)
(b)
Fig. 3.16: IO-SST and NINO3 correlation coecient during (a) winter and (b) fall. SST anomalies
are from HadISST
34
(a) (b)
Fig. 3.17: Second mode of SSTa-EOF from ROMS. It explains 10% of the total variance. (a) EOF2
spatial pattern from ROMS, (b) PC2 time series from ROMS (blue) and IOD index-from
HadISST (in red). Units are in degree C.
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4. INDIAN OCEAN RESPONSE TO TROPICAL ATLANTIC FORCING
4.1 Introduction
In previous works by Kucharski et al.(2007, 2008) and Losada et al.(2010) (also see Chapter
1), the inuence of the tropical Atlantic on IO region has been discussed and analyzed using
observations and coupled general circulation models. The focus of these studies, however,
was mainly on the atmospheric bridge from the Atlantic to the IO region. In response to
atmospheric teleconnections, a weak but signicant cooling of the surface IO is observed in
response to a cold tropical Atlantic anomaly (and viceversa for warm anomalies). Indeed
Wang et al (2009) suggested that a warm (cold) anomaly in the STA region induces low-
level easterly (westerly) wind anomalies in the western tropical IO that trigger a decrease
(increase) in evaporation and ocean downwelling (upwelling) along the northeastern coast of
Africa.
Our goal in this chapter is to analyze the implication of forcing the Indian Ocean with
the STA-induced wind and heat-ux anomalies. Specically, using ROMS we investigate the
responses of IO circulations and the marine ecosystem to STA-induced forcings.
We nd that cold (warm) anomalies in the STA region enhance upwelling (downwelling)
from July to October (JASO) along the East-African coast, in the Somali jet region and
also in the Red Sea, while warming is recorded in May and June. We also show that the
STA anomaly has a signicant impact on the northwestern IO marine ecosystem. Due to the
enhanced upwelling (downwelling) caused by variations in the Somali jet, an increase (de-
crease) in phytoplankton concentrations is found in correspondence to the cooling (warming)
of the STA region.
The chapter is organized as follows. In section 4.2, we describe our experimental design.
Model validation with respect to the observations is provided in section 4.3. Analysis of
results follows in section 4.4. Section 5.5 privides a summary and conclusions.
4.2 Experimental design
Both the physical and biological components of ROMS are used in the analysis. The phys-
ical model is described in Chapter 2. The biological model has four components (NPZD):
nutrients (N), phytoplankton (P ), zooplankton (Z) and detritus (D) (Powell et al., 2006).
The NPZD model simulates the autotrophic growth of phytoplankton controlled by light,
a single macronutrient, with grazing by one group of zooplankton. The four components are
expressed in terms of nitrogen concentration. Initial and open boundary conditions for
the nutrient are extracted from the nitrate eld (NO3) of the World Ocean Atlas (WOA)
available at http://www.nodc.noaa.gov. The other components are set to constants both
initially and at the open boundaries. The NPZD parameters are kept at their values as in
McCreary et al. (1996b).
We discuss two solutions:
CLIM-ECO : forced by monthly climatological wind stress and heat uxes from NCEP/NCAR
(Kalnay et al., 1996). This run is initialized from the equilibrium state of CLIM run in Chap-
ter3. The solution is integrated for 30years after a 10-year spin-up period.
REG-ECO : as in CLIM-ECO, except the IO wind stresses and heat uxes in response to
STA anomalies during May{September (MJJAS) are added to the climatological forcing.
The STA index used to determine the IO forcing is dened as the negative area average
of SST in the STA region (30W -10E and 20S-0, Huang et al., 2004). We perform a linear
regression of the STA index onto the wind stresses and heat uxes for MJJAS, a period when
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Fig. 4.1: Regression of the wind stress eld (N:m 2)from NCEP-NCAR (1950-2000) onto the STA
index from May to September.
the STA teleconnection signal is signicant (Kucharski et al., 2007,2008). In this study, the
regression of the STA index onto one eld is dened as the covariance of the normalized
STA index with the respective eld divided by the STA standard deviation. The resulting
anomalous forcing elds are shown in Figures 4.1 and 4.2. To derive the forcing used in
REG-ECO, we then add the regressed signals to the MJJAS climatological wind stresses
and heat uxes.
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Fig. 4.2: Regression of the surface heat uxes eld from NCEP-NCAR (1950-2000) onto the STA
index from May to September. Units are in W:m 2.
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4.3 Model validation
4.3.1 Ocean circulation
To evaluate our physical model results, we compare the CLIM-ECO sea surface height anoma-
lies (SSHa) eld (Figure 4.3a) to the climatological anomaly eld determined from AVISO
satellite maps (Figure 4.3b). Both AVISO and ROMS show that the SSH variability in
the Indian Ocean is strongly linked to the reversing monsoons. There is a high variability
in the southeastern Arabian sea during northeast monsoon (December-February; DJF) in
correspondence to the Laccadive high (Bruce et al., 1994). Also the DJF period is charac-
terized by negative SSHa in the Somali jet region and the central Arabian sea. Overall, the
major patterns such as the westward propagation of the Laccadive high, the generation of
small eddies along the coasts of India are depicted well by the model. However the model
underestimates SSHa in the northern IO.
During the boreal-spring intermonsoon season (March-April), the location of the band of
high variability across the Arabian sea is located more in the north in the model compared
to AVISO. Although the observed high SSHa values present along the eastern coast of Africa
during March are not evident in the model, they are along the eastern and western coasts of
India.
In May, the major patterns of SSHa are caught by the model, but with weaker intensity
than in AVISO. An exception is seen in the eastern equatorial region where the high SSHa
pattern is not represented at all by ROMS.
The model reproduces most observed SSHa features during summer (June-August; JJA),
including the formation of the Great Whirl in the Somali region, as well as the Laccadive
low that develops in the same location as Laccadive high during the opposite monsoon. The
positive SSHa in the Arabian sea is however underestimated on average by about 0.1m in
average on June. During September and October, the westward propagation of the low
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(a)
Fig. 4.3: Monthly SSH anomalies (a) from ROMS output and (b) from AVISO . Units are in meter.
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(b)
Fig. 4.3: Monthly SSH anomalies (a) from ROMS output and (b) from AVISO. Units are in meter.
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SSHa from the southwestern coast of India is well represented in the ROMS output, but the
November anomaly is underestimated in the southern hemisphere.
In summary, ROMS represents patterns of SSH variability in the Indian Ocean quite well
during the monsoon and the fall inter-monsoon season, but major features during spring
inter-monsoon are not clearly depicted.
4.3.2 Biological properties
To assess the ability of the NPZD model to reproduce the dominant chlorophyll patterns in
the observations, we compare the chlorophyll concentration from our NPZD output (CLIM-
ECO) with the seasonal climatological chlorophyll-a from SeaWiFS during 1998-2009. Sim-
ulated concentrations are obtained by multiplying the output phytoplankton nitrogen con-
centrations by a Chl:N ratio of 1.325gChlmolN 1 which is derived from a C:N Redeld ratio
of 106:16molCmolN 1 and C:Chl ratio of 60:1gCgChl 1 (Fiechter et al., 2009).
During winter, the model and observation (Figure 4.4) show a chlorophyll bloom in
the northern hemisphere due to entrainment, which is forced primarily by surface cooling
(McCreary et al., 2009). However chlorophyll is underestimated in the northern Arabian
sea, and it remains much lower than SeaWiFS in the central part of the Arabian Sea and
in the Bay of Bengal. In addition a band of high chlorophyll concentration is found in the
western equatorial region that is not observed. During spring, the model depicts well the
average concentration in the northern hemisphere. The band of chlorophyll bloom along the
equatorial region is still seen but with a weaker concentration than during winter. During
summer, the chlorophyll concentration along the coast of Somali and Oman due to the
summer monsoon is successfully represented by the model output. Along the coasts of India
and Sri-Lanka, blooms occur only during summer, in agreement with the observations. The
Sri-Lankan bloom arises from upwelling-favorable winds in the Bay of Bengal, which lift the
thermocline along the west coast via the propagation of coastal Kelvin waves (McCreary
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Fig. 4.4: Seasonal Chl-a climatology (a) from CLIM-ECO (b) from SeaWiFS. Units are in
mg/m 3. Spring: April-June; Summer: July-September; Fall: October-December; Win-
ter: January-March.
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et al., 2009). During fall, chlorophyll is underestimated in the northern Arabian sea, with
the maximum bloom shifted toward the south along the Omani coast. Additionally no
chlorophyll is found along the coast of India, this is in disagreement with the observations.
In brief, the evaluation of our simulated chlorophyll with the observation suggests that
the model captures the large-scale pattern and their seasonal evolution reasonably well. The
model reproduces the observed phytoplankton distribution in spring-summer far better than
fall-winter. Since in this study we mainly focus on the summer season, for the purpose of
this work we dismiss this deciency.
4.4 Results
4.4.1 Physical response to STA forcing
4.4.1.1 SST anomalies
During May, REG-ECO is forced with northeasterly wind anomalies in the western Arabian
Sea and weak northwesterly in the eastern part (Figure 4.1a), and the surface heat-ux
anomalies consist of warm signals other most of the basin (Figure 4.2a). As a result, a weak
warming in REG-ECO is seen in the Somali jet region and the Bay of Bengal (Figure 4.5a).
The temperature dierences reach 0:1C. In June, the forcing in the central and western
Arabian sea is again characterized by a northearsterly wind anomaly with stronger intensity
than in May (Figure 4.1b). This time the positive surface heat ux forcing is limited to
the northern hemisphere in the western part of the basin (Figure 4.2b). The atmospheric
forcing triggers a warming of the SST along the eastern coast of Africa, extending to the
coast of Oman and the central Arabian sea (Figure 4.5b). The maximum increase is seen in
the Somali jet region and reaches 0:15C. A warming (around 0:1C) is also found near Sri
Lanka region. Figure 4.1c shows that July is mainly characterized by the reversal of the wind
stress anomaly forcing. In the northern Arabian sea, the forcing consists of southwesterly
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wind anomalies SST decrease of up to 0:15C is therefore seen in the north western part of
the Arabian sea. South of 10N , the wind forcing is relatively weak in the western part of the
basin with a northeasterly wind anomaly seen along the Somali coast, that triggers a small
but noticeable SST increase of about 0:1C (Figure 4.5c). During August, the wind forcing
anomaly is fully reversed with respect to May and June. The north-western IO is mainly
forced by southwesterly wind with negative surface heat uxes in the south Arabian sea
(Figures 4.1d and 4.2d). These forcings cause negative SST anomalies to appear in southern
Arabian sea and the whole western IO (Figure 4.2d). The decrease reaches 0:3C in the
Somali jet area and along the coast of Oman. During September, the forcing in the northern
hemisphere is the same as in August but with weaker wind intensity (Figures 4.1e and 4.2e).
The SST response is therefore negative in the Arabian sea and in the Bay of Bengal (Figure
4.5e). The Arabian sea cold anomalies are found in the entire western basin due to the SW
alongshore winds.
The presence of cold SST signals over the Arabian sea and Bay of Bengal extends until
October (Figure 4.5d).The cold SST pattern propagates to the northern Arabian sea, de-
creases in amplitude (to a maximum of 0:2C), and weakens further in November (less than
0:1C). Interestingly, the pattern in the southern hemisphere turns signicantly positive
during October but the signal eventually disappears during the following months.
For the rst two months (May and June), the forcing in the Arabian sea is similar, in
shape, to the northeasterly monsoon and consists of a downwelling favorable alongshore wind
at the African coast. As mentioned by Lee et al., (2000), alongshore winds drive coastal
upwelling/downwelling at the boundary. The increase in temperature along the coast of
Oman and East-Africa can be therefore interpreted as results of the downwelling system due
to the northeasterly alongshore wind accompanied with the positive surface heat ux. The
fact that the winds are parallel to the coast allows the downwelling system to be stronger.
It is noteworthy that a simple correlation-regression of the STA index onto observed
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IO SST from the HadISST data (Figure 4.6) shows a western equatorial cooling of about
0:1   0:15C during May and June, contrary to the model output. The cause for this
disagreement may be our imposing the anomalies on climatological conditions starting in
May. Alternatively, the cooling seen in the observations may be a residual of pre-existing
anomalies. An attempt to asses this issue is to assume a decay time of the April anomaly of
3 months and subtracting the damped-April-anomaly from May-September anomaly in the
HadISST data. The corresponding results depict the warming in the Arabian sea on May
and June, as well as the cooling on July-October (Figure 4.7). However, this assumption still
needs further verication and investigation. In the following, we will focus on the months of
July to October for which model and observed signals are consistent.
For July, southwesterly wind anomalies in the northern Arabian sea favor an upwelling
system along Omani coast and causing cold SST anomalies. For August and September, the
STA forcing projects on the southwesterly monsoon and strengthens the upwelling favorable
winds. The STA forcing and responses in the IO are much weaker than the monsoonal
ones, but act analogously: the southwesterly wind enhances the upwelling along the coasts
of Africa and Oman where the decrease in surface temperature reaches 0:3C. The upwelled
water then expands further to the central Arabian sea due to lateral advection (Young and
Kindle, 1994 and Keen et al.,1997). Over the eastern Arabian sea and the Bay of Bengal, the
cooling is primarily due to negative surface heat ux forcing. In the southern hemisphere the
SST response is negative up to 0:1C. By forcing the REG run only with the surface heat
uxes south of 10S, the decrease of the SST in the southern hemisphere remains unchanged.
Therefore, the response in the south is mainly due to change in surface heat uxes.
Overall, the response of the IO SST in late summer to the STA forcing is consistent with
observations and coupled GCMs (see next chapter). Cold SST anomalies in the STA triggers
westerly wind stress anomalies in the northwestern Indian Ocean, which in turn strengthen
the Somali jet and cause negative SST anomalies mainly in the north-western IO.
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Fig. 4.5: SST dierence between REG and CLIM for May-October. Units are in degree C.
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(a) (b)
(c) (d)
(e) (f)
Fig. 4.6: SST-IO response to STA forcing from HadISST(1950-2000). Units are in degree C
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(a) (b)
(c) (d)
(e) (f)
Fig. 4.7: SST-IO response to STA forcing from HadISST(1950-2000) after scaling. Units are in
degree C
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4.4.1.2 Thermocline-depth anomalies
A further conrmation of the mechanisms that cause changes in SST over some region of
IO is shown by the thermocline-depth anomalies (Figure 4.8). It is noteworthy that these
anomalies impact the SST only when the thermocline is suciently close to the surface such
as the 5S 10S IO thermocline ridge, where the thermocline is quite shallow due to Ekman
pumping associated with Southeast Trades. Another is on the western ank of the Findlater
jet, and also the Sri-Lankan region (McCreary et al., 1993; Yokoi et al., 2008; Hermes and
Reason, 2008).
In this work, the 20C isotherm depth (Z20) is used as a proxy for thermocline depth.
Here, negative dierence indicates that Z20 in REG-ECO is shallower than that in CLIM-
ECO and vice versa. During July (Figure 4.8a), a weak shoaling of Z20 is seen in the Somali
jet region, along the Omani coast, around Sri-Lanka and the western Bay of Bengal. The
Z20 shoaling in these regions becomes more pronounced during August and September then
weakens in October. Away from the coast, particularly in the southern Arabian sea, sinking
of Z20 is depicted from July to September. Furthermore, sinking is also displayed along the
eastern coast of Africa between 5N and 5S. Overall, there are no signicant Z20 changes
in the southern hemisphere except around the coast of Madagascar.
The anomalies in the western Arabian sea and around the southern tip of India are
consistent with the SST cooling shown in Figure 4.5. In the former region, change in Z20
is the primary cause of the SST cooling, given the thermocline is already shallow. Whereas
both surface heat ux and Z20 anomalies contribute to cool the SST in southern Indian
coast. Although the Z20 anomaly in western Bay of Bengal is important, the cold SST in
that region is not primarily caused by the change in Z20 due to the deep thermocline.
In brief, by forcing the IO with the STA related wind anomalies, a deepening of the
thermocline which triggers a sinking motion and thus an increase of the SST is seen during
May and June in the coastal northern IO. In August and September, on the other hand, the
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Fig. 4.8: Thermocline depth dierence between REG and CLIM for July-October. Units are in
meter.
southwesterly wind anomaly induces a shoaling of the thermocline and therefore upwelling
with a consequent decrease in SST mainly along the eastern African, Oman and the Sri-
Lankan region where the thermocline itself is already shallow.
4.4.1.3 Coastal upwelling anomalies
To show the distribution of the temperature dierence in the vertical, we present a prole
of the temperature along 10N (Figure 4.9). Negative dierence means REG-ECO is colder
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than CLIM-ECO and vice versa for a positive dierence.
In July (Figure 4.9a), corresponding to the beginning of upward motion due to STA
forcing, cold water starts to upwell from the subsurface at the Somali coast. As a result,
cold SST anomaly is seen at the surface. During August and September ( Figures 4.9b-4.9c),
the upwelling becomes stronger and cold water from around 200m depth is upwelled at the
surface. The upwelled water then expands to the central Arabian sea due to lateral advection
(Young and Kindle (1994) and Keen et al.(1997)). The same phenomenon but with weaker
intensity is seen around Sri Lanka: cold water upwells near the coast, and expands in the
surrounding area.
The cold temperature over the Bay of Bengal area occur in a relatively shallow water.
That conrms the inability of the Z20 anomaly on changing the surface temperature due
to the deep thermocline over the Bay. Cold waters depicted in the Bay of Bengal area are
therefore caused by the surface heat ux forcing.
4.4.2 Ecological response to STA forcing
As discussed in Section 5.4.1, cold SSTa in the STA region weakens (strengthens) the Somali
jet and also the ocean upwelling during May-June (July-October). Because upwelled water
is generally nutrient-rich and often associated with biological productivity, here we analyze
how the anomalous downwelling/upwelling aects the biology, focusing on the phytoplankton
response. Figure 4.10 shows dierences between the surface phytoplankton in REG-ECO
and CLIM-ECO for July{October. In July (Figure 4.10a), an enhanced bloom appears
along the Somali and Omani coasts with phytoplankton concentration increasing by up to
0:4mmolNO3:m 3. Interestingly, the growth in phytoplankton is also seen along the east and
southern coast of the India, especially around the Sri-Lankan region. This increase becomes
more prominent during August and September (Figure 4.10b-4.10c), when the maximum
concentration dierence (up to 1mmolNO3:m 3) is seen along Omani coast. Moreover,
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Fig. 4.9: Vertical prole of the temperature dierence between REG and CLIM at 10N for May-
September. Units are in degree C.
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Fig. 4.10: Surface phytoplankton concentration dierence between REG-ECO and CLIM-ECO for
May-September. Units are in mmolNO3:m 3.
the high concentration propagates to the central Arabian sea during these two months. In
October, when the STA teleconnection begins to fade, the increase in phytoplankton is still
seen along the coast, but it is weaker compared to the previous two months.
To gain a clearer idea on the signicance of these concentration changes, we performed
a coupled-run forced by the monthly wind stress from NCEP/NCAR during 1980{1990. A
map of the standard deviation of the surface phytoplankton concentration (Figure 4.11)
shows a high variability along the Omani coast and in the Somali-jet area. A comparison
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Fig. 4.11: Annual standard deviation of the surface phytoplankton concentration. Units are in
mmolNO3:m 3
of Figures 4.10 and 4.11 shows that the change in phytoplankton due to the STA forc-
ing (0:4mmolNO3:m 3 to 1mmolNO3:m 3) represents around 10% to 25% of the annual
variance in the two regions.
As discussed by McCreary et al. (2009), a region is biologically important either because
upwelling is active or because anomalous forcing can thicken the mixed layer or raise the
thermocline enough to allow subsurface (thermocline) waters, with their elevated nutrient
concentrations to be entrained into the surface layer. Due to the southwesterly wind anoma-
lies, upwelling is enhanced along the Omani and Somali coasts during August and September,
thereby shoaling the thermocline and bringing more nutrient-rich, subsurface-waters into the
euphotic zone to intensify the bloom. The increase in the central Arabian sea and central
Bay of Bengal is due to the advection of the upwelled nutrient rich water from the coast
(Young and Kindle, 1994; Keen et al., 1997; Kindle et al., 2002) or to entrainment, in regions
where the mixed layer thickens (McCreary et al., 2009).
To conrm the impact of the upwelling/downwelling mechanism due to the STA forcing in
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Fig. 4.12: Region delimitation for the time series in Figure 4.13.
the ecosystem, we calculated the time series of the anomalies of phytoplankton concentrations
in three dierent areas: near the Somali jet region (region 1-Figure 4.12), along the Omani
coast (region 2-Figure 4.12), and near the western coast of the Bay of Bengal (region3-
Figure 4.12). These areas comprise the maximum changes seen in SSTs and thermocline
(Z20) anomalies.
In the three regions, the maximum Z20 dierences occur in May and the minimum dif-
ferences in September ; a similar time dependence occurs for phytoplankton concentrations
(Figure 4.13a, 4.13b, 4.13c). The magnitude of changes in phytoplankton concentration de-
pends on the region. In all time series, however, phytoplankton anomalies during September
are as strong as they are in July and August, they are still signicant in October, and they
decay in November and December.
In the Somali area (Figure 4.13a), Z20 in REG-ECO begins to deepen compared to CLIM-
ECO in May, in response to the downwelling-favorable winds. In June, the Z20 anomalies
reach around 1m. Not surprisingly, the phytoplankton response in May and June consists
in a concentration decrease nearly up to -0.2mmol:m 3. During the wind reversal period
(July), the Z20 dierence is relatively small (less than 1m). Nevertheless, an increase in
chlorophyll concentration of 0.2mmol:m 3 is seen.
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(a)
Fig. 4.13: Time series of (a-1; b-1; c-1) surface phytoplankton (mmolNO3:m 3) and (a-2; b-2;
c-2) thermocline dierence (in m) between REG-ECO and CLIM-ECO in the (a) Somali
region; (b) Oman region and (c) Bengal region.
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(b)
Fig. 4.13: Time series of (a-1; b-1; c-1) surface phytoplankton (mmolNO3:m 3) and (a-2; b-2;
c-2) thermocline dierence (in m) between REG-ECO and CLIM-ECO in the (a) Somali
region; (b) Oman region and (c) Bengal region.
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(c)
Fig. 4.13: Time series of (a-1; b-1; c-1) surface phytoplankton (mmolNO3:m 3) and (a-2; b-2;
c-2) thermocline dierence (in m) between REG-ECO and CLIM-ECO in the (a) Somali
region; (b) Oman region and (c) Bengal region.
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In response to the southwesterly wind, the minimum dierence in Z20 peaks in August
and September (< 3m) and starts to increase on October. The shoaling of the Z20 is
responsible for the increase in phytoplankton concentration that attains its maximum in
September (0.4mmol:m 3). After September, the Z20 and phytoplankton response becomes
weak.
In the Omani region (Figure 4.13b), the Z20 dierence oscillation is between 3m (May)
and -3m (September), a larger change than along the Somali coast. Similarly, the change in
phytoplankton concentration is stronger, the maximum increase is reaching 0.9mmolN:m 3
in September and the minimum peak is at 0.2mmolN:m 3 (June).
Concerning Bengal (Figure 4.13c), the changes in thermocline depth evolve dierently
compared to the other two regions. A deepening exceeding 3m is modeled in May, followed by
a gradual shoaling that attains 3.5m at its maximum in September. However, phytoplankton
concentrations do not follow the Z20 anomalies. No signicant changes are seen until June,
when a positive concentration anomaly is detected. Such anomaly grows to 0.2 mmolN:m 3
(reached in September) and then decays. The Bay of Bengal bloom is weaker compared to
that of Somali and Omani region because the Bay lacks a strong upwelling system (McCreary
et al., 2009).
Overall, the enhancement of phytoplankton bloom depends on the state of the thermo-
cline anomaly. Due to the coastal upwelling, nutrient-rich and cold water is brought up to
the surface, causing an increase in phytoplankton concentration. The opposite happens dur-
ing a coastal downwelling, when warm, nutrient poor surface waters ll the euphotic layer
inhibiting the biological productivity.
The vertical distribution of the dierence in phytoplankton concentration along 10N (Fig-
ure 4.14) shows that changes mainly occur in the rst 80m. The prole conrms the presence
of upwelled water with high concentration of phytoplankton near the coast of Africa and Sri-
Lanka. The bloom anomalies in the Bay of Bengal are mainly shown in the subsurface, which
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Fig. 4.14: Vertical prole of the Phytoplankton concentration dierence between REG-ECO and
CLIM-ECO along 10N. Units are in mmolNO3:m 3
is in agreement with Vinayachandran et al., (2005) and McCreary et al., (2009) ndings.
4.5 Summary and Conclusion
In this chapter we analyzed how a regional ocean model represents the impacts of STA-
induced wind and heat-ux anomalies in the IO. During May and June, we found that a
cold STA SST anomaly causes a weakening of the Somali jet, a downward vertical motion in
the eastern coast of Africa, and thus an increase of about 0:2C in the SST at the western
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part of the IO. Such warming is not seen in the SST reanalysis data. On the other hand,
during July{October the ROMS model output is consistent with the HadISST reanalysis; it
is also consistent with previous studies using an AGCM only model or an AGCM coupled
regionally in the IO (Kucharski et al. 2007, 2008; Losada et al. 2010) and with the CGCM
simulations discussed in Chapter 6. During this season, a cold STA SST anomaly leads to
an increased Somali jet, upward vertical motion along the eastern coast of Africa, and hence
upwelling of cold, nutrient-rich water to the surface. The SST over the northern Indian Ocean
therefore decreases about 0:3C on average. A shoaling of the thermocline depth of around
4m is found along the Somali and Omani coasts, and also in the western Bay of Bengal. The
shoaling of the thermocline is accompanied by an increase in phytoplankton concentration
in these regions. In addition, a decrease in SST is depicted in the southern hemisphere
for September. It is worth mentioning that in the AGCMs and CGCMs simulations, no
signicant signal has been found in the southern hemisphere. The signal seen in ROMS in
the southern hemisphere is due to the surface heat ux anomalies. It is possible that ROMS
over responds to changes in the heat uxes, possibly due to a poor mixed-layer representation.
Further work is necessary to assess this possibility. Indeed by setting the additional wind
forcing south of the equator to zero and keeping the same surface heat uxes, the cold SST
in the south remains unchanged in the model output.
This investigation represents the rst eort to understand how the Indian Ocean and its
marine ecosystem respond to the variability in the South Tropical Atlantic. We think this
may have important implications for seasonal and interannual predictability.
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5. SOUTH TROPICAL ATLANTIC TELECONNECTION IN AR4
COUPLED MODELS
5.1 Introduction
The aim of this chapter is to analyze the representation of the tropical Atlantic teleconnection
to global climate in state-of-the-art coupled general circulation models, focusing mainly on
the Indian region and atmospheric parameters since the details of the oceanic response has
been analyzed in the previous chapter. For this goal, the output of ve dierent models
selected from the AR4 coupled GCMs run for the XX century are investigated by using
simple correlation-regression techniques. Only the atmospheric data are used in the analysis
as we focus on the atmospheric response of the south tropical Atlantic variability. As shown
by Stockdale et al (2006) and Richter and Xie (2008), the tropical Atlantic is a region where
coupled models have very strong biases. Despite that deciency, four out of the ve models
that we analyzed are capable of correctly reproducing the rainfall response over India. The
rainfall response over Africa, on the other hand, is barely caught by the models, except for
one that shows a strong precipitation anomaly over the Sahelian region. Nonetheless, the
surface pressure and the high-level wind signals are consistent, at least south of the Equator,
with a Gill-Matsuno type response as in the idealized AGCM runs in Kucharski et al. (2009).
The role of SST bias in the coupled models in the Tropical Atlantic is further investigated
with a series of AGCM-only runs.
In section 5.2 we introduce the observational and model data used in this study. Results
follow in section 5.3. Section 5.4 contains summary and conclusions.
5.2 Observational evidence and Models description
5.2.1 South Tropical Atlantic teleconnection in the observation
We rst analyze global SST teleconnections, because the interference of SST anomalies
in regions other than the south tropical Atlantic (in particular from the ENSO region)
may inuence the results. Indeed, the SST variability in the tropical Atlantic has been
often viewed as linked to ENSO (Zebiak, 1993; Latif and Grotzner 2000; Handoh et al.
2006, Saravanan and Chang, 1999, 2000, Chang et al., 2006), but it may also occur as an
independent mode of variability, particularly in the south tropical Atlantic (Eneld and
Mayer, 1997, Huang et al., 2004, Hu and Huang, 2007). Here, we dene the South Tropical
Atlantic (STA) index as the negative area average of the SST anomaly in the STA region (
30W{10E and 20S{0) as in Huang et al. (2004). To test the existence of an ENSO-STA
relation, for the period of 1950{2000 we perform a lead-lag correlation analysis between STA
and NINO3.4 index (area averaged of SST anomaly within 190E{240E, 5S{5N) focusing
on June{September (JJAS).
The HadISST data-set displays no statistically signicant correlation between the two
indexes for a lead-lag of 7 months or less (Figure 5.1a, shaded area). A barely statistically
signicant correlation of 0.3 is achieved for the NI~NO34 index preceding the STA one by 8
months. This property is in agreement with the studies by Eneld and Mayer (1997) and
Saravanan and Chang (1999, 2000) who also pointed out the independence of those two
modes of variability.
Figure 5.1b shows the global SST regression map onto the STA index in the HadISST data
for 1950-2000. Because some of the coupled models overemphasize the impact of ENSO in the
areas surrounding the Pacic, and because the goal of the work is to isolate teleconnections
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the STA to the African continent and IO, we compute the regressions after removing the
linear eect of ENSO on the tropical Atlantic. Following Kucharski et al. (2008), we dene
SSTres(t) = SST (t)  SSTENSO(t) (5.1)
where
SSTENSO(t) = b NINO3:4(t) (5.2)
and b is a constant determined by least square tting. The reader should bear in mind that
time-lagged and non-linear teleconnections with ENSO cannot be excluded using this linear
relationship. While this operation does not change in any signicant way the regression
maps for observed quantities, it does aect few of the climate model outputs, as we discuss
below. We the determine a "ltered" STA index from SSTres, and dene the regression of
the ltered STA index onto any eld to be the covariance of the normalized STA index with
the eld divided by the STA standard deviation.
In the HadISST regression only a weak signal is seen in the Pacic, centered in the warm
pool (shaded areas in the regression maps represent the regions where the anomalies are
statistically signicant at the 5% level according to t-test), conrming that the STA mode is
linearly independent of ENSO. On the other hand, a statistically signicant negative signal is
seen in the Indian Ocean, supporting our results from the previous section and a recent SST
analysis by Wang et al.(2009): During the 1950{2000 period, cold (warm) SST anomalies in
the STA region induce low{level westerly (easterly) wind anomalies in the western tropical
Indian Ocean that in turn locally aect SST.
Figures 5.1c-e illustrate the rainfall response to STA anomalies, showing the regression of
NCEP rainfall onto the STA index over the 1950-2000 period (panel c), the regression using
CMAP data (panel d), and the response over land using the CRU data-set for 1950-2000
(panel e). The common response to negative SST anomalies in the STA region in the three
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data-sets is a decrease in precipitation over the Gulf of Guinea coast, an increase over the
Sahel and India and a decrease in the equatorial Indian Ocean. The STA inuences on the
Sahelian and Indian rainfalls have been reproduced in idealized AGCM models (Vizy and
Cook, 2001, Giannini et al., 2003; Kucharski et al., 2007; Kucharski et al., 2008) and it can
be explained by a simple Gill-Matsuno-type mechanism (Kucharski et al., 2009).
Figures 5.1f and 5.1g show the surface pressure (SP) response to STA anomalies using
HadSLP2 and NCEP-NCAR reanalysis data respectively. In both data-sets a negative SP
anomaly is centered between the eastern portion of the Arabian peninsula and north and
central India. A cyclone develops at low levels over the eastern IO (Figure 5.1h) and it
advects moist from south-west over the Indian subcontinent, strengthening precipitation
there. The response at higher levels is baroclinic and of opposite sign in the wind eld
(Figure 5.1i). An equatorial easterly wind is accompanied by a pair of anticyclones in the
southern and northern subtropics centered near 50oE, 25oS and 50oE, 30oN. This pattern
is consistent with the Gill-Matsuno mechanism for the teleconnection and is in agreement
with the upper-level velocity potential and streamfunction responses shown in Kucharski et
al. (2009) in AGCM-only integrations.
5.2.2 Model climatologies
In this section, we analyze how the STA teleconnection is reproduced by ve models chosen
from the coupled GCMs participating in the CMIP3 ensemble for the XX century (Table
2.1). We focus on the models with the most realistic monsoon climatology according to
the analysis in Annamalai et al.(2007). GFDL-CM2.1 (with 3 ensemble members), MPI-
ECHAM5 model (3 members), MRI (5 members), HadCM3 from the UK Met Oce (1
member only) and the NCAR-PCM1 model (4 members). Only the atmospheric monthly
means have been utilized to investigate the STA atmospheric response. All the analysis
extend over 1950-2000 time period, focusing on the JJAS season.
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(a) (b)
(c) (d)
(e)
Fig. 5.1: Continued
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(f) (g)
(h) (i)
Fig. 5.1: (a) Plot of the lagged correlation coecient between the JJAS STA index and the (lagged)
4-months average NI~NO34 index for the HadISST data set. Negative lags indicate that
NI~NO34 is leading STA, positive lags that STA is leading the NI~NO34 index. White areas
indicate where the correlation is statistically signicant at the 5% level; the shaded ones
where the correlations is not signicant. (b) SST regression onto the STA index using
HadISST. Units are K. (c)-(e) Precipitation regression map onto the STA index using
NCEP, CMAP and CRU, respectively. Units are mm day 1. (f)-(g) Surface Pressure
regression onto the STA index for HADSLP and NCEP-NCAR reanalysis, respectively.
Units are hPa. (h) Near Surface and (i) 200hPa wind regression onto the STA index using
NCEP-NCAR reanalysis. Units are m s 1. All analysis are performed over the 1950-2000
period. Shaded areas in the regression maps indicate anomalies statistically signicant at
the 5% level according to a t-test.
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Compared to HadISST, the JJAS-SST climatology for the models generally show a warm
bias over the southeastern equatorial Atlantic and a cold bias in the western part (Figure
5.2). This bias causes the modeled Atlantic equatorial zonal SST gradient during JJAS to
be eastward, rather than westward as observed. The tropical Atlantic bias is less than 2oC
for MRI (Figure 5.2d), while it reaches 4-6oC for the other four models. Focusing on the
SST climatology in the Indian Ocean, all models show colder SST than the observations,
except for HADCM3 (Figure 5.2c) which has strong positive SST bias. In MRI and NCAR-
CM1, the bias near the Indian peninsula is signicantly stronger than 1oC and spreads over
most of the basin (Figure 5.2d,5.2e). Nevertheless, all ve models depict reasonably well
the main features of climatological precipitation and low{level winds for the Indian and
Asian monsoon system (Figure 5.3a-e to be compared with Figure 5.3f showing the NCEP-
NCAR reanalysis). The only exception is a signicant overestimation of Sahel rainfall in the
NCAR-PCM1 model (Figure 5.3e).
5.3 Results
5.3.1 CMIP3 analysis
5.3.1.1 SST response
We begin by performing a lead lag-correlation between STA and NI~NO34 for the various
models and investigating the regressed response of the SSTs in the tropical band to a cold
STA anomaly. Here and in the following shaded patterns in the regression maps represent
the 5% statistical signicance level. The regression maps are calculated using the ensemble
mean for each coupled model, and the level of statistical signicance varies between models,
given the dierent number of members available for each center.
In the GFDL model, a weak and predominantly non{signicant correlation between the
two indexes is recovered (Figure 5.4a). The correlation coecient (CC) for each of the
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(a) (b)
(c) (d)
(e)
Fig. 5.2: SST biases in JJAS for the model ensemble averages. (a) GFDL-CM21; (b)MPI-
ECHAM5; (c)HADCM3; (d)MRI; and (e)NCAR-PCM1.
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(a) (b)
(c) (d)
(e) (f)
Fig. 5.3: Precipitation and 925hPa wind climatology in JJAS for (a) GFDL-CM21; (b)MPI-
ECHAM5; (c)HADCM3; (d)MRI; and (e)NCAR-PCM1. Panel (f) displays the observed
climatology for comparison; it is derived using CMAP for precipitation and NCEP-NCAR
reanalysis for near surface winds. Units are mm day 1 for precipitation and m s 1 for
winds
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GFDL ensemble members varies from -0.2 to 0.3 as in the observations. The correlation
map for the ensemble mean, obtained after linearly removing the ENSO signal as described
above, displays a region of weak cooling in the eastern Pacic south of the Equator but is
missing the teleconnection to IO SSTs in the Indian Ocean and to the western Pacic warm
pool. In contrast, MPI-ECHAM5 displays lead-lag correlations opposite to those in the
observations, and with statistically signicant values (up to CC=-0.4) for NI~NO34 preceding
STA anomalies by about 2{4 months (Figure 5.4c). As a result, the SST response in this
model displays a strong signal in the Pacic despite removing the linear contribution of ENSO
at zero-lag (Figure 5.4d). MPI-ECHAM5 has also a strong response in the Indian Ocean,
concentrated in the western part of the basin, of the same sign of the observed signal but
of greater amplitude. In the MRI ensemble (Figure 5.4e), for three members the correlation
between ENSO and STA indexes are non signicant at all lags and for the remaining two
are weak and signicant only for ENSO preceding the STA anomalies by two months at
most. The SST regression map for the ensemble mean shows regions of signicant cooling
in good agreement with the observations (Figure 5.4f). HadCM3 has a correlation between
ENSO and STA that reaches almost -0.3 at zero lag, but the ENSO eect is removed in
the regression map (Figures 5.4g and 5.4h). On the other hand, the model does not display
any correlation to the STA anomalies in the tropical Pacic and Indian Oceans. Finally,
the NCAR-PCM1 ensemble has overall non signicant or very weak lead-lag correlations
(Figure 5.4i) while the regression map for the ensemble mean shows signicant cooling along
the western coast of South{America and in the central Pacic south of the Equator (Figure
5.4j).
It is worth noting, although only two models display a signicant correlation between
STA and IO SST anomalies, the STA-SST regression map calculated for the ensemble mean
of all the CMIP3 runs used in this study shows a cold SST anomaly in both the STA region
and western IO in agreement with the observations (Figure 5.9a).
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(a) (b)
(c) (d)
(e) (f)
Fig. 5.4: Continued
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(g) (h)
(i) (j)
Fig. 5.4: Plot of the lagged correlation coecient between the JJAS STA index and the (lagged)
4-months average NI~NO34 index as in Fig. 1a for (a) GFDL-CM2.1, (c) MPI-ECHAM5,
(e) MRI, (g)HADCM3, (i) NCAR models. White areas indicate where the correlation
is statistically signicant at the 5% level; the shaded ones where the correlations is not
signicant. Dierent curves indicate dierent ensemble members. (b) Ensemble averages
of SST regression onto the STA index for the (b) GFDL-CM2.1, (d) MPI-ECHAM5, (f)
MRI, (h)HADCM3, (j) NCAR models. Units are K. All regressions are performed over
the 1950-2000 period. Shaded areas indicate anomalies statistically signicant at the 5%
level in the ensemble average.
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5.3.1.2 Precipitation
Regarding precipitation patterns, we rst analyze the response to STA SST anomalies over
Africa. The GFDL model (Figure 5.5a) shows a rainfall decrease on the Gulf of Guinea,
extending to 20N , with a band of positive anomaly centered near 10N . A strong rainfall
increase is seen also over the Sahel. These patterns are consistent with the observations,
except that the rainfall increase in the Sahel extends to far to the south ( to around 5S).
Nonetheless, the GFDL model reproduce well the interannual variability of the Sahel rainfall
in the XX century (Biasutti et al., 2006). MPI-ECHAM5 (Figure 5.5b) shows as well as
a precipitation decrease in the Gulf of Guinea accompanied by increased rainfall further
north. The anomaly over the Sahel, however, is limited to a very small region and it reaches
at most 0.1 standard deviations. Similarly for HADCM3 (Figure 5.5c), the response to
the STA cooling in the Sahel region is weak, and is accompanied by a strong negative
precipitation anomaly extending between 5N and 15S in the Gulf of Guinea. The rainfall
increase (decrease) along the Atlantic cost extends too far to the north (south) compared to
the observations. In contrast, MRI (Figure 5.5d) does not reproduce the rainfall decrease
over the Gulf of Guinea, and the dry anomaly is seen further west, over the ocean. The
Sahel region shows a weak rainfall decrease. Finally, the NCAR-PCM1 model (Figure 5e)
displays a dierent response to cold SST anomalies in the STA region compared to the
observations and the other models. The precipitation patterns along the coast of West-
Africa is shifted southward, so that a positive anomaly extends to the Gulf of Guinea and
a negative anomaly is seen below the equator. A signicant decrease of precipitation is also
seen over the Sahel, contrary to the observed signal. Except for the MRI and NCAR-PCM1
models, the precipitation patterns over Africa are consistent with a Gill-Matsuno response
to heat anomalies in the tropical Atlantic (e.g., Vizy and Cook (2001) and Giannini et al.
(2003).
Moving to the Indian region, the patterns from GFDL, MPI-ECHAM5, HADCM3 are
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(a) (b)
(c) (d)
(e)
Fig. 5.5: Ensemble average of precipitation regression onto the STA index over 1950-2000 for the
(a) GFDL-CM21, (b)MPI-ECHAM5, (c)MRI, (d)HADCM3, and (e)NCAR-PCM1 mod-
els. Shaded areas represent anomalies that are statistically signicant at the 5% level;
Green/dark grey and yellow (light grey) indicate positive and negative anomalies, respec-
tively. Units are mm/day.
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in agreement with the observed strengthening of the Indian monsoon in response to a cold
STA SST anomaly.
These three models are consistent with the ndings in Kucharski et al. (2007, 2008,
2009), where only an idealized AGCM, eventually coupled to a mixed layer ocean model
in the Indian basin, was used. The precipitation response over India and its surrounding
is weaker for MRI compared to the above three models and the observations. The rainfall
increase is limited to a small region in the eastern Indian peninsula and the equatorial rainfall
decrease extends to the southern part of India. The NCAR-PCM1 does not reproduce the
precipitation response over India at all, even though it shows a rainfall pattern similar to
MPI-ECHAM5 and HADCM3 in the equatorial Indian Ocean.
Overall, the rainfall regression in the ensemble mean (Figure 5.9b) resembles the observed
one over India and Africa, although the signal is weaker. The modeled signal is stronger
than observed over the south-eastern IO. Interestingly, the CMIP3 ensemble mean conrms
the nding by Kucharski et al. (2009) of a symmetric structure north and south of the
equator in the Indian ocean region as a response to the STA SST anomaly. A precipitation
increase is seen from 10N    30N and 20S    5S, whereas a decrease is seen in the
equatorial Indian Ocean. As already mentioned, the physical mechanism by which cold SSTa
on the STA region cause rainfall anomalies over Africa and India is a simple Gill-Matsuno-
type response (Kucharski et al., 2009): A cooling (warming) over the south tropical Atlantic
triggers a northeastward pressure gradient, together with northeastward surface winds, over
Africa and the Indian basin. Therefore a low{level divergence combined with a decreased
rainfall is found over western equatorial Africa, and a low level convergence with increased
rainfall occupies the eastern part of the continent and the Indian Ocean.
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5.3.1.3 Surface pressure
To conclude our investigation, we perform a simple regression analysis to investigate the
surface pressure (SP) and low- and upper-level wind response in the coupled GCMs.
Figure 5.6a displays the SP response in the GFDL model. It shows a region of high SP
in the tropical Atlantic and low SP in the western Indian basin, extending over almost to
the entire tropical area. By comparing it to panel 6.1f and 6.1g determined from HADSLP
and NCEP-NCAR reanalysis data, respectively, the modeled anomaly is shifted southward.
The SP response in the GFDL model is accompanied with a very weak westerly 925-hPa
wind anomaly (Figure 5.7a) over Africa and by an anticyclonic pattern in the Arabian sea.
The SP response for MPI-ECHAM5 (Figure 5.6b) is positive over western Africa, and
negative in the southeastern Indian Ocean and over Saudi Arabia, extending further east.
The equatorial Indian Ocean has no signicant signal as it is in NCEP-NCAR model (panel
e). Nevertheless, MPI-ECHAM5 shows the signature of a westerly equatorial 925-hPa wind
anomaly over Africa (Figure 5.7b), and a cyclonic pattern corresponding to the increase in
precipitation in the western part of Bay of Bengal. The low-level convergence associated to
the rainfall increase over India is not evident. Additionally, the low level wind response for
this model is stronger than in GFDL one. Furthermore, a comparison of the 925hPa wind
anomaly in MPI-ECHAM5 and NCEP-NCAR models versus the observed signal (Figure
5.1h) reveals a large dierence near Indonesia where the modeled and the observed wind
anomalies have opposite direction. In addition, the cyclonic pattern in the southern Indian
Ocean is shifted to the east in both models.
For HadCM3 (Figure 5.6c), a decrease in SP is seen over the southwestern Indian Ocean.
In contrast to the observation, a positive SP anomaly is found over the Asian continent
accompanied by a strong easterly low level wind (Figure 5.7c) over China, the Bay of Bengal
and India. A cyclonic pattern is present only in the south Indian Ocean, as in MPI-ECHAM5.
Concerning MRI and NCAR-PCM1 (Figure 5.6d and 5.6e), a signicant SP signal is
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seen near Australia and in the north Indian region with no response in the equatorial Indian
Ocean. The SP signal over East Africa is relatively weak compared to the observations. The
low{level wind patterns show a southwesterly anomaly over Africa and in the western Indian
basin consistent with the observations. In addition, a weak low{level wind convergence
corresponding to the rainfall increase is seen south of the Bay of Bengal. In the southern
Indian Ocean, the cyclonic pattern is again displaced to the east as for MPI-ECHAM5 and
HadCM3 (Figure 5.7d and 5.7e). Thus, there is a northwesterly, rather than southeasterly,
wind anomaly near Indonesia.
In the CMIP3 ensemble{mean response (Figure 5.9c-d), a negative SP anomaly and a
corresponding low{level wind cyclone are seen over the south-east IO. The SP anomaly in the
northern part of the Indian basin is relatively weak compared to NCEP reanalysis, whereas
the southwesterly wind anomaly in the eastern coast of Africa and the cyclonic pattern over
the central Bay of Bengal are clearly evident in the ensemble mean.
5.3.1.4 Winds
It is important to notice that in Figure 5.7 and Figure 5.9d the scale used to visualize the
wind anomalies is twice as large as in the observations (Figure 5.1h). In all models the
surface wind response is signicantly weaker than observed.
In Figure 5.8, we show the 200-hPa wind response to cold SST anomalies in the STA
region. Most coupled models display an equatorial easterly upper level wind response as
in the observations. A notable exception is the GFDL model (Figure 5.8a), which shows
equatorial wind anomalies of opposite direction. The pair of anticyclones is evident only
in the HADCM3 model. The remaining models show only the southern anticyclone, while
the northern one is missing. This is conrmed by the upper{level wind response in the
CMIP3 ensemble mean (Figure 5.9e) where an anticyclone pattern is shown only in the
south around 50oE, 25oS. In the northern Indian Ocean, the CMIP3 ensemble mean (Figure
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(a) (b)
(c) (d)
(e)
Fig. 5.6: Ensemble regression of surface pressure onto STA for the (a) GFDL-CM21, (b)MPI-
ECHAM5, (c)MRI, (d)HADCM3, and (e)NCAR-PCM1 models. Shaded areas present
the statistical signicant anomalies at the 5% level. Blue (dark grey) and yellow (light
grey) indicate respectively the negative and positive anomalies. Units are hPa.
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(a) (b)
(c) (d)
(e)
Fig. 5.7: Ensemble regression maps of near surface wind onto the STA index for the (a) GFDL-
CM21, (b)MPI-ECHAM5, (c)MRI, (d)HADCM3, and (e)NCAR-PCM1 models. Units
are m/s
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5.9e) does not show the upper-level anticyclone, but the zonal wind shear is nevertheless
clearly anticyclonic. The upper-level wind response is in better agreement with the observed
signal as far as amplitude, except for the GFDL model in which the intensity of the anomalies
(of opposite sign than observed) is much reduced.
In summary, the CMIP3 coupled models reproduce at least to some extent the STA-Indian
Monsoon teleconnection. However, not all the "ingredients" of the Gill-Matsuno mechanism
are clearly shown by all models as a response to STA SST anomalies. The precipitation
signals over India and Africa are well represented by the CMIP3 ensemble mean but low
and upper level winds in the eastern IO and the surface pressure patterns barely resemble
observations. In addition, the model STA response in the southern Indian Ocean is much
stronger compared to the north, but almost symmetric in the observations. Overall, the
modeled teleconnection is too weak compared to the observation and the low level wind
direction in the south-east Indian Ocean basin is opposite to the observed one. It is likely
that the strong STA SST bias, common to most of the coupled models, is at least partially
responsible for such a weak teleconnection signal.
5.3.2 Sensitivity experiments
We further investigate the eect of the SST bias in the tropical Atlantic on the STA tele-
connection by performing a set of idealized experiments using the ICTP AGCM (for details
on the parameterizations used see Molteni, 2003). We conduct two sets of experiments: a
control run in which the ICTP AGCM is forced with observed SST from 1950 to 2000, and
a sensitivity experiment, where the AGCM is forced by SST consisting of the climatolog-
ical SST eld derived from the CMIP3 ensembles plus observed SST anomalies over the
1950-2000 period. The aim is to isolate the eect of the modeled SST bias on the STA
teleconnection pattern.
Here again, we present a simple correlation-regression analysis to compare the STA re-
83
(a) (b)
(c) (d)
(e)
Fig. 5.8: Ensemble regression maps of the 200 hPa wind eld onto the STA index for the (a) GFDL-
CM21, (b)MPI-ECHAM5, (c)MRI, (d)HADCM3, and (e)NCAR-PCM1 models. Units are
m/s.
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(a)
(b) (c)
(d) (e)
Fig. 5.9: CMIP3 multi-model ensemble mean regression of (a) SST; (b) Precipitation; (c) Surface
pressure; (d) 925 hPa wind; and (e) 200 hPa wind onto the STA index. Shaded areas
represent the anomalies that are statistically signicant at the 5% level. Units are K, mm
day 1, hPa, m s 1 for SST, precipitation, surface pressure and wind, respectively.
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(a) (b)
(c)
Fig. 5.10: Regression maps of (a) Precipitation; (b) Surface pressure; (c) 200 hPa wind regression
onto the STA index for the CNTRL ensemble. Units are K, mm day 1, hPa, m s 1 for
SST, precipitation, surface pressure and wind, respectively.
sponse from the ensemble mean (ENS) of the sensitivity runs and the control run (CTRL).
Figures 5.10 and 5.11 show the STA response in (a) precipitation, (b) surface pressure, (c)
200hPa wind for CTRL and ENS respectively. In the CTRL run, the precipitation signal
consists of a decrease over the Coast of Guinea and an increase in the Sahel and Indian
region, and the symmetrical rainfall increase pattern in the Indian ocean region is depicted.
The SP signal shows a positive SP anomaly over western coast of Africa and a maximum
negative anomaly over the Indian region, and the pair of anticyclone patterns is shown in
the upper-level wind response is also shown. These signals conrm the presence of a Gill-
Matsuno teleconnection and are in good agreement with the observations.
By using the CMIP3 climatologies to represent background SST, the ICTP AGCM dis-
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(a) (b)
(c)
Fig. 5.11: Regression maps of (a) Precipitation; (b) Surface pressure; (c) 200 hPa wind regression
onto the STA index for the ENS ensemble. Units are K, mm day 1, hPa, m s 1 for SST,
precipitation, surface pressure and wind, respectively.
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plays a response to STA anomalies closer to the observed one than the CMIP3 ensemble
mean. However, compared to the CTRL run, in ENS the rainfall response in the At-
lantic/west African region is substantially shifted to the south, leading to a change of sign
in the rainfall anomalies along the Guinea coast. The southward shift is also noticed in the
Indian region although it is weaker than that over western Africa. Again, the rainfall signal
in the northern Indian region has the opposite sign compared to the control simulation. The
SP response for ENS is weaker than for CTRL, and a signicant negative anomaly is shown
over eastern India. Finally, only the upper level anticyclonic pattern around 5W, 20S is
depicted by the model.
Overall, even if the ICTP AGCM does not closely resemble the CMIP3 responses to STA
SST anomalies, it is shown that the teleconnection signals are weaker in the north and are
shifted toward the south compared to the control run. Therefore, SST biases in the STA
region are partially responsible for the inability of the coupled models to properly reproduce
Gill-Matsuno teleconnection in the northern Indian Ocean.
We also tested the role of coupled model errors in land temperatures in causing the
dierences between the AGCM-only runs forced by CMIP3 SST and the coupled model
outputs. We performed another ensemble where both the land temperature and the SST
climatologies used to force the ICTP-AGCM were taken from the CMIP3 models. We did
not notice any signicant change of the teleconnection into the Indian Ocean (not shown)
when errors in the land climatologies were taken into account compared to ENS.
A comparison between the sensitivity experiments and the CMIP3 model output suggests
therefore that inter-model dierences (e.g. parameterization of surface uxes, boundary
layer scheme, convection scheme) play an important role in the representation of this simple
teleconnection.
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5.4 Discussion and Summary
In this chapter we document how state-of-the-art coupled models, and in particular ve
models within the CMIP3 ensemble, represent the teleconnection between the south tropical
Atlantic and the Indian Ocean basin. We found that four out of ve models analyzed, as well
as their ensemble mean display a teleconnection consistent with observations. Specically, a
cold (warm) STA SST anomaly leads to an increased (decreased) Somali jet, an upper-level
easterly (westerly) equatorial wind anomaly with the tendency for anticyclonic (cyclonic)
shear in the subtropical regions. Rainfall over India and in the southern Indian Ocean is
increased (decreased), whereas in the equatorial Indian Ocean it is decreased (increased).
Finally, over the Indian Ocean a small, but statistically signicant cooling of the SST in the
western side of the basin is also seen.
On the other hand, the amplitude of the CMIP3 response to a STA anomaly in vari-
ous elds, from rainfall to upper and lower winds, is small compared to the observed one
and to the response found in the AGCM-only simulations. One possible explanation for
this tendency is the presence of large SST biases in the CMIP3 simulations, especially in
the tropical Atlantic region. Indeed, when an AGCM that correctly reproduces the Gill-
Matsuno response if forced by observed SSTs, is forced by climatological SST from the
CMIP3 ensemble and observed SST anomalies, the rainfall signal in the Indian region is
reduced, shifted to the south and of opposite sign in northern India, and the surface pressure
and upper-level wind responses weaken, particularly in the northern hemisphere. This re-
sult is partially consistent with the CMIP3 ensemble output. However, there are still many
intra-model dierences that are not accounted for, which are related to the dierent physical
parameterizations used.
We think it is important to document how the state-of-the-art CMIP3 models reproduce
this simple teleconnection mechanisms within the broader context of understanding and
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predicting climate variability. A proper representation of teleconnections in the tropics in
coupled models may help increasing our condence in the climate change projections provided
by the same models.
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6. SUMMARY AND CONCLUSION
Interannual variability of the tropical Indian Ocean (IO) including its impact on the climate
of surrounding area and on the marine ecosystem are analyzed. Without a doubt, the most
prominent modes of variability of the IO which are well-studied in the past decade are the
IO response to ENSO forcing and the Indian Ocean Dipole (IOD). The ENSO response
is characterized by the existence of warm SST anomaly over the whole IO basin. Whereas
positive (negative) IOD events are identied by cool (warm) SST anomalies in the eastern IO
and warm (cool) SST anomalies in the western part of the basin. The impact of the tropical
Atlantic had less attention until the past few years when it was found that anomalies in
the south tropical Atlantic exhibits a signicant response in the IO basin. In this work, we
have used the Regional Ocean Modeling System (ROMS) to rst investigate the IO internal
variability. We then used the same model to study the dominant mode of the IO interannual
variability and to analyze the ocean response to the tropical Atlantic forcing. The last part
of this work was to investigate how state-of-the art, coupled model represents the IO-STA
teleconnection. Detailed conclusions are already given at the end of each chapter. Here we
summarize the main ndings in our study and the modeling challenges that remain.
ROMS with climatological forcing has been used to study the internal variability of
the IO. In most of the domain, the internal variability appears to be negligible, compared
to annual and interannual variability. The exception is the western IO, where internal
variability explains a signicant part of the observed interannual SST variability. These
strong variabilities are found where the eddy kinetic energy is high. This suggests that the
eddies make a net contribution to the mixed layer heat budget.
By forcing ROMS with the monthly wind stress from NCEP/NCAR reanalysis, ENSO-
induced pattern and IOD-pattern are found as the rst two dominant modes of IO interannual
variability. However, the correlation between the rst principal component (PC1) and the
Ni~no3 index remains weak, due to the climatological boundary condition used in the study
and also to the uncoupled model. The correlation between PC2 and the IOD index is
however higher than the former correlation (though still weak compared to the observation
and some previous studies). Further investigation, with coupled ocean-atmosphere model
should be done in order to improve the ENSO and IOD signals given that these are coupled
ocean-atmosphere phenomena.
One of the important goals of this study was to investigate the IO response to the STA
SST anomaly. By forcing the IO with the wind stress and surface heat uxes response to
STA-SST anomaly, we found that cold STA SST anomaly strengthens the Somali jet during
summer season, which triggers in turn cold SST anomaly in the northern IO. The shoaling of
the thermocline due to the upwelling favorable-wind along the horn of Africa and the coast of
Omania causes a signicant increase in surface phytoplankton concentration in the southern
Arabian sea. It is worth to mention here that this investigation represents the rst eort to
understand how the Indian Ocean and its marine ecosystem respond to the variability in the
South Tropical Atlantic.
The STA-IO teleconnection is also depicted by fully coupled models. In particular, four
out of the ve models chosen from CMIP3 ensemble, as well as the ensemble mean display
a teleconnection which is consistent with the previous studies and the observation. However
the amplitude of the CMIP3 response to a STA anomaly in various elds is weak compared
to the observed one and to the response found in the AGCM-only simulations. The STA-
SST bias in the coupled models is one of the factors that render the investigation of STA-
IO teleconnection challenging. However, a representation of teleconnections in the tropics
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in coupled models may help increasing our condence in the climate change projections
provided by the same models.
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