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Abstract. In this result, we develop the techniques of [KriSch1] and [BouWa] in order to
determine a class of stable perturbations for a minimal mass soliton solution of a saturated,
focusing nonlinear Schro¨dinger equation{
iut + ∆u+ β(|u|2)u = 0
u(0, x) = u0(x),
in R3. By projecting into a subspace of the continuous spectrum of H as in [Schlag1],
[KriSch1], we are able to use a contraction mapping similar to that from [BouWa] in order
to show that there exist solutions of the form
eiλmint(Rmin + eiHtφ+ w(x, t)),
where eiHtφ + w(x, t) disperses as t → ∞. Hence, we have long time persistance of a
soliton of minimal mass despite the fact that these solutions are shown to be nonlinearly
unstable in [ComPel].
1. Introduction
In this result, we develop the dipsersive estimates used to prove stability of solitons for
a focusing, saturated nonlinear Schro¨dinger equation (NLS) in R× Rd:
iut + ∆u+ β(|u|2)u = 0
u(0, x) = u0(x),
where β : R→ R, β(s) ≥ 0 for all s ∈ R, β has a specific structure outlined in the following
definitions:
Definition 1.1. Saturated nonlinearities of type 1 are of the form
β(s) = s
q
2
s
p−q
2
1 + s
p−q
2
,(1.1)
where p > 2 + 4
d
and 4
d
> q > 0 for d ≥ 3 and ∞ > p > 2 + 4
d
> 4
d
> q > 0 for d < 3.
Definition 1.2. Saturated nonlinearities of type 2 are of the form
β(s) =
s
(1 + s)
2−q
2
,(1.2)
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where 4
d
> q > 0, d > 2.
Remark 1.1. In both cases, for |u| large, the behavior is L2 subcritical and for |u| small,
the behavior is L2 supercritical. For Definition 1.1, p is chosen much larger than the L2
critical exponent, 4
d
in order to allow sufficient regularity when linearizing the equation.
In the sequel, we assume that u0 ∈ H1 and |x|u0 ∈ L2, or in other words, u0 has finite
variance. For this initial data, from the spatial and phase invariance of NLS, we have many
the following conserved quantities:
Conservation of Mass (or Charge):
Q(u) =
1
2
∫
Rn
|u|2dx = 1
2
∫
Rd
|u0|2dx,
and
Conservation of Energy:
E(u) =
∫
Rd
|∇u|2dx−
∫
Rd
G(|u|2)dx =
∫
Rd
|∇u0|2dx−
∫
Rd
G(|u0|2)dx,
where
G(t) =
∫ t
0
β(s)ds.
We also have the pseudoconformal conservation law:
‖(x+ 2it∇)u‖2L2 − 4t2
∫
Rd
G(|u|2)dx = ‖xφ‖2L2 −
∫ t
0
θ(s)ds,(1.3)
where
θ(s) =
∫
Rd
(4(d+ 2)G(|u|2)− 4dβ(|u|2)|u|2)dx.
Note that (x+ 2it∇) is the Hamilton flow of the linear Schro¨dinger equation, so the above
identity relates how the solution to the nonlinear equation is effected by the linear flow.
Detailed proofs of these conservation laws can be arrived at easily using energy estimates
or Noether’s Theorem, which relates conservation laws to symmetries of an equation. Global
well-posedness in L2 of (NLS) with β of type 1 or 2 for finite variance initial data follows
from standard theory for L2 subcritical monomial nonlinearities. Proofs of the above results
can be found in numerous excellent references for (NLS), including [Caz] and [SulSul].
Acknowledgments. This paper is a result of a thesis done under the direction of
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not exist without his assistance. The work was supported by Graduate Fellowships from
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2. Soliton Solutions
A soliton solution is of the form
u(t, x) = eiλtRλ(x)
where λ > 0 and Rλ(x) is a positive, radially symmetric, exponentially decaying solution
of the equation:
∆Rλ − λRλ + β(Rλ)Rλ = 0.(2.1)
With this type of nonlinearity, soliton solutions exist and are known to be unique. Existence
of solitary waves for nonlinearities of the type presented in Definitions 1.1 and 1.2 is proved
by in [BerLion] by minimizing the functional
T (u) =
∫
|∇u|2dx
with respect to the functional
V (u) =
∫
[G(|u|2)− λ
2
|u|2]dx.
Then, using a minimizing sequence and Schwarz symmetrization, one sees the existence
of the nonnegative, spherically symmetric, decreasing soliton solution. For uniqueness,
see [McCleod], where a shooting method is implemented to show that the desired soliton
behavior only occurs for one particular initial value.
An important fact is that Qλ = Q(Rλ) and Eλ = E(Rλ) are differentiable with respect
to λ. This fact can be determined from the early works of Shatah, namely [Shatah1],
[Shatah2]. By differentiating Equation (2.1), Q and E with respect to λ, we have
∂λEλ = −λ∂λQλ.
Numerics show that if we plot Qλ with respect to λ, we get a curve that goes to ∞
as λ → 0,∞ and has a global minimum at some λ = λ0 > 0, see Figure 1. We will
explore this in detail in a subsequent numerical work [Mar-num]. Variational techniques
developed in [GrilShaStr] and [ShatStr1] tell us that when δ(λ) = Eλ + λQλ is convex, or
δ′′(λ) > 0, we are guaranteed stability under small perturbations, while for δ′′(λ) < 0 we are
guaranteed that the soliton is unstable under small perturbations. For brief reference on
this subject, see [SulSul], Chapter 4. For nonlinear instability at a minimum, see [ComPel].
For notational purposes, we refer to a minimal mass soliton as Rmin.
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Figure 1. Plots of the soliton curves (Q(λ) with respect to λ) for a sub-
critical nonlinearity (d = 1, p = 3), supercritical nonlinearity (d = 3, p = 3),
critical nonlinearity (d = 1, p = 5), saturated nonlinearity of type 1 ( p = 7,
q = 3) in R, saturated nonlinearity of type 1 in 3d (p = 4, q = 2), saturated
nonlinearity of type 2 in R3 (q = 2). The curves for the monomial nonlinear-
ities are found analytically, while the curves for the saturated nonlinearities
are found numerically.
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3. Linearization about a Soliton
Let us write down the form of NLS linearized about a soliton solution. First of all, we
assume we have a solution ψ = eiλt(Rλ + φ(x, t)). For simplicity, set R = Rλ. Inserting
this into the equation we know that since φ is a soliton solution we have
i(φ)t + ∆(φ) = −β(R2)φ− 2β′(R2)R2Re(φ) +O(φ2),(3.1)
by splitting φ up into its real and imaginary parts, then doing a Taylor Expansion. Hence,
if φ = u+ iv, we get
∂t
(
u
v
)
= H
(
u
v
)
,(3.2)
where
H =
(
0 L−
−L+ 0
)
,(3.3)
where
L− = −∆ + λ− β(Rλ)
and
L+ = −∆ + λ− β(Rλ)− 2β′(R2λ)R2λ.
Definition 3.1. A Hamiltonian, H is called admissible if the following hold:
1) There are no embedded eigenvalues in the essential spectrum,
2) The only real eigenvalue in [−λ, λ] is 0,
3) The values ±λ are not resonances.
Definition 3.2. Let (NLS) be taken with nonlinearity β. We call β admissible if there
exists a minimal mass soliton, Rmin, for (NLS) and the Hamiltonian, H, resulting from
linearization about Rmin is admissible in terms of Definition 3.1.
The spectral properties we need for the linearized Hamiltonian equation in order to prove
stability results are precisely those from Definition 3.1. Notationally, we refer to Pd and Pc
as the projections onto the discrete spectrum of H and onto the continuous spectrum of H
respectively.
Analysis of these spectral conditions will be done both numerically and analytically in
the forthcoming work [Mar-spec].
4. Review of Dispersive Estimates
We review here the disersive estimates from [Mar-lin]. Let S be the Schwartz class of
functions. Then, we have the following results:
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Theorem 1. Given an admissible Hamiltonian H, Pc the projection on the continuous
spectrum of H, for initial data φ ∈ S, we have
‖eitHPcφ‖L∞ ≤ t− d2 .
Theorem 2. Let H be an admissible Hamiltonian as defined above. Let φ˜ξ be the associated
distorted Fourier basis. Assume ~ψ ∈ L1,M and
∂αξ ∂
β
|ξ|~Ψ(0) = 0,(4.1)
for multi-indices α, β such that |α|+ |β| = 0, 1, 2, . . . , 2M , where
~Ψ(ξ) =
∫
y
φ˜ξ(y)~ψ(y)dy.
Then,
‖e−c|x|eitHPc ~ψ‖L∞ ≤ Ct− d2−M‖~ψ‖L1,M ,(4.2)
for any c > 0.
From Theorems 1 and 2, we have the following results:
Theorem 3 (Erdogan-Schlag,Bourgain). Let Pc and Pd be projections onto the continuous
and discrete spectrum of H respectively. Then,
(i) ‖eitHPcφ‖H1 ≤ C‖φ‖H1
(ii) ‖eitH(Pcφ)‖Hs ≤ C‖φ‖Hs
(iii) ‖eitH(Pdφ)‖Hs ≤ C(1 + |t|3)
∫
e−c|x||φ(x)|dx
(iv) ‖|x|αeitH(Pcφ)‖L2 ≤ C(‖|x|αφ‖L2 + (1 + |t|α)‖φ‖Hα)
(v) ‖|x|αeitH(Pdφ)‖L2 ≤ C(1 + |t|3)
∫
|φ|e−c|x|dx.
Theorem 4. For p and p′ such that 1
p
+ 1
p′ = 1, with 2 ≤ p ≤ ∞, and t 6= 0, the
transformation eiHt maps continuously Lp
′
(Rd) into Lp(Rd) and
‖eiHtφ‖Lp . 1|t|d( 12− 1p )
‖φ‖Lp′ .(4.3)
Theorem 5 (Schlag). For every φ ∈ L2 and every admissible pair (q, r), the function
t→ eiHtφ belongs to Lq(R, Lr(Rd))∩C(R, L2(Rd)), and there exists a constant C depending
only on q such that
‖eiHtφ‖Lq(R,Lr(Rd)) ≤ C‖φ‖L2 .(4.4)
STABLE PERTURBATIONS FOR A MINIMAL MASS SOLITON 7
It should be noted that similar estimates to those in Theorems 1 and 2 were proven in
the works [ES1] and [BouWa], where in the first the techniques used were more along the
lines of resolvent estimates and in the second the fact that the nonlinearities of interest
were of even integer powers was crucial to the argument. However, from the scattering
theory point of view taken in [Mar-lin], we are able to define the orthogonality condition
(4.1) in order to generalize the results and more easily prove the weighted estimates.
5. Main Results
To begin, we define the function space
PA1 = {φ ∈ L2|‖φ‖HA <∞, ‖|x|Aφ‖L2 <∞,
∫
xαφ(x)dx = 0 for |α| ≤ 2A},
with norm given by
‖φ‖PA1 =
(‖φ‖2HA + ‖|x|Aφ‖2L2) 12 .
We similarly define the function space
PA2 = {φ ∈ PcH|‖φ‖HA <∞, ‖|x|Aφ‖L2 <∞, condition (4.1) is satisfied for j ≤ A},
with norm given by
‖φ‖PA2 =
(‖φ‖2HA + ‖|x|Aφ‖2L2) 12 .
In this result, we seek to prove that minimal mass solitons for nonlinear Schro¨dinger
equations in three dimensions have stable perturbations for long times. These minimal
solitons are unstable as discussed below. The main goal of this thesis is to prove the
following three theorems:
Theorem 6. Take the equation in R× R3{
iut + ∆u+ β(|u|2)u = 0
u(0, x) = u0(x),
(5.1)
where β is an admissible saturated nonlinearity of type 1. For any φ ∈ PA1 , Equation (5.1)
has a solution u for t ∈ [1
δ
,∞) of the form
u(x, t) = Rmin + v(t) = Rmin + e
i∆tφ+ w(x, t),
where Rmin is the minimal mass soliton in Definition 3.1 and ‖w(·, t)‖H2 → 0 as t → ∞.
For Equation (5.1) in R3 of type 1, we have A > 13
2
.
Theorem 7. Take Equation (5.1), where β is an admissible saturated nonlinearity of type
1. For any φ ∈ PA1 , Equation (5.1) has a solution u for t ∈ [1δ ,∞) of the form
u(x, t) = Rmin + v(t) = Rmin + e
iHtφ+ w(x, t),
where Rmin is the minimal mass soliton in Definition 3.1 and ‖w(·, t)‖L2 → 0 as t → ∞.
In this theorem, for Equation (5.1) in R3 of type 1, we have A > 5
2
.
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Theorem 8. Given Equation (5.1), where β is an admissible saturated nonlinearity of type
2, for any φ = Pcφ ∈ W 2,1 ∩ H2 with ‖φ‖W 2,1∩H2 < δ < 1, Equation (5.1) has a solution
for t ∈ [0, ( 1
2δ
) 1
4 ) of the form
u(x, t) = Rmin + v(t) = Rmin + e
iHtφ+ w(x, t),
where Rmin is the minimal mass soliton in Definition 3.1 and
u(x, 0) = Rmin + φ.
Remark 5.1. In Theorems 6 and 7, the stable perturbations can be shown to live on a
finite codimension manifold for p large enough compared to d. This will be explored further
below.
The class of functions PAi for i = 1, 2 will be developed throughout the course of this
work. They will result from projecting onto a distorted Fourier basis for the linearized
problem. For a further discussion these topics and the notion of distorted Fourier basis,
see [Mar-lin] and the refences contained within.
6. Preliminaries
We wish to construct a contraction argument similar to that presented in [BouWa] in
the case where we have a more general nonlinearity. In particular, we have the equation{
iut + ∆u+ F (|u|2)u = 0,
u(0, x) = u0(x),
where F is chosen to be of type 1 or type 2.
Many estimates that hold for the L2 critical equation hold at that soliton because they
share the property that ∂λQ(uλ) = 0 where λ is the soliton parameter and Q is the L
2
mass. As this is a minimal mass soliton, there are many possible perturbations. One could
perturb onto the manifold of stable solitons, onto the manifold of unstable solitons, or in
fact, reduce the L2 energy so that solitons no longer formed. Unfortunately, due to a lack
of scaling and general difficulties, very little is known about stable perturbations to such
a soliton. Also, it is a major question whether or not we have dispersion and scattering
for initial data with L2 mass below the minimal soliton mass. We hope to address this in
future work, but for now we wish to prove the existence of stable solutions to the minimal
mass soliton. We may assume that the minimal mass soliton occurs at λ0 = 1. In other
words, if R is the desired soliton, we seek a solution of the form
u = Reit + zφe
it + weit,
where w ∈ C([1
δ
,∞];X) and ‖w‖X ≤ 1tN for some normed space X and some large N to
be determined. The goal is to solve this problem for z solving both
izt + ∆z = 0,
z(0, x) = φ(x),
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as well as
izt +Hz = 0,
z(0, x) = φ(x),
for H the matrix Hamiltonian that results from linearizing about the minimal mass soliton.
To begin, we run through the contraction argument assuming that we are using the linear
Schrodinger operator, ei∆t, and the space X = XA defined by
XA = {φ|‖φ‖HA + ‖(1 + |x|)Aφ‖L2 <∞}.
Let v0 = zφe
−it and let u(x, t) = eit(R + v) for v = w + v0. Then, v must satisfy
ivt + ∆v − v + [F (|R + v|2)(R + v)− F (R2)R] = 0,
or
ivt + ∆v − v + (F (R2) + F ′(R2)R2)v + (F ′(R2)R2)v¯ +O(|v|2) = 0.
Since i(v0)t + ∆(v0)− v0 = 0, we have
iwt + ∆w − w + [F (|R + v0 + w|2)(R + v0 + w)− F (R2)R] = 0.
Let
f0 = F (|R + v0|2)(R + v0)− F (R2)R,
a = [F (|R + v0|2) + F ′(|R + v0|2)|R + v0|2]− [F (R2) + F ′(R2)R2],
b = F ′(|R + v0|2)(R + v0)2 − F ′(R2)R2,
G(w) = F (|R + v0 + w|2)(R + v0 + w)− F (|R + v0|2)(R + v0)
− [F (|R + v0|2) + F ′(|R + v0|2)|R + v0|2]w − F ′(|R + v0|2)(R + v0)2w¯.
Then, we have
iwt + ∆w − w + (F (R2) + F ′(R2)R2)w + F ′(R2)R2w¯ + f0 + aw + bw¯ +G(w) = 0.
In other words, we have
iwt −Hw + aw + bw¯ + f0 +G(w) = 0,
where G is at least quadratic in w and f0 is linear in v0.
To see this, note that for nonlinearities of type 1, we have
F (x) =
x
p
2
1 + x
p−q
2
F ′(x) =
x
p
2
−1(p
2
+ q
2
x
p−q
2 )
(1 + x
p−q
2 )2
F ′′(x) =
x
p
2
−2(p
2
(p
2
− 1) + (pq − q2
4
− q
2
− p2
2
)x
p−q
2 + ( q
2
4
− q
2
)xp−q)
(1 + x
p−q
2 )3
,
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and for type 2,
F (x) =
x
(1 + x)
2−q
2
F ′(x) =
1 + q
2
x
(1 + x)2−
q
2
F ′′(x) =
(q − 2) +
(
q2
4
− q
2
)
x
(1 + x)3−
q
2
.
Note that in both cases, F ∈ C1 and in the second case, F ∈ C∞. However, we can
define G(z, z¯) = F (|R + z|2)(R + z). This is C2 at z = 0 in both cases. To see this, note
∂zG = F
′(|R + z|2)(R + z)(R + z¯) + F (|R + z|2)
∂z¯G = F
′(|R + z|2)(R + z)2
∂zzG = 2F
′(|R + z|2)(R + z¯) + F ′′(|R + z|2)(R + z)(R + z¯)2
∂z¯z¯G = F
′′(|R + z|2)(R + z)3
∂zz¯G = 2F
′(|R + z|2)(R + z) + F ′′(|R + z|2)(R + z)2(R + z¯),
hence at z = 0, the terms resulting in exponential growth from F ′′ are controlled. In the
resulting Taylor expansion, we see
G(z, z′) = F (R2)R + F ′(R2)R2z¯ + (F ′(R2)R2 + F (R2))z +O(|R + z|p−1|z|2).
Let us make the assumption that we are working with type 1 nonlinearities with 10
3
<
p < ∞. The author believes that similar results should hold even if p is not restricted
to allow more regularity of the nonlinearity, however for the expansions in the sequel to
be accurate, we must restrict the nonlinearities to have sufficient regularity, as well as to
provide sufficient decay in t.
Let us explore the behaviors of the the above functions. For simplicity, let v0 = v1 + iv2.
To begin,
|f0| = |F (R2 + 2Rv1 + v21 + v22)(R + v0)− F (R2)R|
. |[F (R2)R +O(|R + v0|p|v0|)− F (R2)R|
. O(Rp|v0|) +O(|v0|p+1)|.
A similar calculation gives that
|a| . O(Rp−1|v0|) +O(|v0|p),
and similarly for b, we have
|b| . O(Rp−1|v0|) +O(|v0|p).
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Finally, we have
|G| . O(|w|2).
Hence, we solve the integral equation for w
w(t) = −i
∫ ∞
t
ei(τ−t)H [f0 + aw + bw¯ +G(w)]dτ.
We would like to see that ‖w(t)‖XA ≤ 1tM for some M to be determined in order to show
that we have a stable manifold of perturbations on the function space XA. However, we
are actually only able to prove ‖w(t)‖X0 ≤ 1tM , where XA ⊂ X0. The resulting effects of
this will appear later in Section 11.
7. Contraction Argument
Making the assumption that ∫
xβφ(x)dx = 0,
for the multi-index |β| = 0, 1, 2, ..., 2M for M to be determined, we have by Taylor expand-
ing the exponential in the fundamental solution that
zφ(x, t) = O
(
1
tM+
d
2
)
where |x| . 1.
We have that
‖Dαv0‖L∞ ≤ C
t
d
2
p
,
|e−c|x|Dαv0(x, t)| < C
tN
,
for t and N large and the range of α’s to be determined. In general, we explore low
regularity perturbations but are in need of L∞ bounds, so α will be small, but positive.
Then, we have for s in some range to be determined
‖(Rv0)(t)‖Hs ≤ C
tM+
d
2
,
and hence, we have to check that for our space XA,
‖f0‖XA ≤ C
t
d
2
(p+1)
.
where p is determined by the supercritical power in the nonlinearity and we have assumed
the moments condition above for all |β| ≤ 2M . In particular, note that γ > 4
d
, hence these
terms have at least quadratic decay in t of the L∞ norm.
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We also have
|a| = O(Rp−1|v0|+O(|v0|p)),
hence
|Dαa(x, t)| ≤ C
t
d
2
p
,
|e−c|x|Dαa(x, t)| ≤ C
tM+
d
2
.
Similarly,
|Dαb(x, t)| ≤ C
t
d
2
p
,
|e−c|x|Dαb(x, t)| ≤ C
tM+
d
2
.
Now, we look at the integral formulation of the equation for w
w(t) = −i
∫ ∞
t
ei(τ−t)HPd[f0 + aw + bw¯ +G(w)](τ)dτ(7.1)
+ −i
∫ ∞
t
ei(τ−t)HPc[f0 + aw + bw¯ +G(w)](τ)dτ,(7.2)
where PS projects onto the singular part of the spectrum and PM projects onto the discrete
part of the spectrum.
Since we are interested in minimal regularity perturbations, we first want to see that
‖w(t)‖H2 ≤ 1
tN1
,
for t ≥ 1
δ
and N1 to be determined.
To do this, we will discuss Equations (7.1) and (7.2) separately.
From the following Corollary in [Mar-lin],
‖PceitHf‖L2 . ‖f‖L2 ,
we have
‖(7.1)‖H2 ≤
∫ ∞
t
[1 + (τ − t)3]
{∫
|f0 + aw + bw¯ +G(w)](x, τ)|e−c|x|dx
}
dt
≤
∫ ∞
t
[1 + (τ − t)3][ C
τM+
d
2
+
C
τM+
d
2
‖w(τ)‖H2 + C‖w(τ)‖2H2 ]dτ.
Hence, by assuming M , N1 large enough and using a bootstrapping argument
‖(7.1)‖H2 ≤
∫ ∞
t
[1 + (τ − t)3]
[
C
τ 2N1
]
dτ <
C
t2N1−4
<
Cδ
tN1
.
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For the second part of this argument, we see
‖(7.2)‖H2 ≤
∫ ∞
t
‖f0 + aw + bw¯ +G(w)](τ)‖H2dτ
≤
∫ ∞
t
{
C
τ
d
2
p
+
C
τ
d
2
p
‖w(τ)‖H2 + C‖w(τ)‖2H2
}
dτ
≤
∫ ∞
t
{
C
τ
d
2
p
+
C
τN1+
d
2
p
+
C
τ 2N1
}
dτ
≤ C
tN1+1
≤ Cδ
tN1
,
provided d
2
p is large enough.
We are also be able to show
‖w‖L2(|x|Adx) ≤ CtN2
for t > 1
δ
and N2 to be determined. Then, we will have the desired contraction argument
for the linear perturbation.
From the necessary dispersive estimate given by
‖|x|αeitH(PSφ)‖L2 ≤ C(1 + |t|3)
∫
|φ|e−c|x|dx,
the estimate for Equation (7.1) follows immediately from the Hs argument.
For Equation (7.2), we need the following estimate
‖|x|αeitH(PMφ)‖L2 ≤ C‖|x|αφ‖L2 + C(1 + |t|α)‖φ‖Hα .
Then,
‖(7.2)‖L2(|x|Adx) ≤ C
∫ ∞
t
‖[f0 + aw + bw¯ +G(w)](τ)‖L2(|x|Adx)dτ(7.3)
+
∫ ∞
t
(1 + |t− τ |A)‖[f0 + aw + bw¯ +G(w)](τ)‖HAdτ.(7.4)
Again, we look at each integral separately. For Equation (7.3),
(7.3) ≤
∫ ∞
t
{
C
τ 2N
+
C
τ 2
‖w(τ)‖L2(|x|Adx) + C‖w(τ)‖L∞‖w(τ)‖L2(|x|Adx)
}
dτ
<
{
C
τ 2N
+
C
τ 2+N1
+
C
τN+N1
}
dτ
<
C
tN1+1
<
Cδ
tN1
.
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For (7.4),
(7.4) ≤ C
∫ ∞
t
[(1 + (τ − t)A]
{
C
τ
d
2
p+A
+ C‖w(τ)‖2HA
}
dτ
≤ C
∫ ∞
t
τA
{
C
τ 2N2
+
C
τ
d
2
p
}
dτ
≤ C
t2N2−A−1
<
Cδ
tN2
,
for N2, p sufficiently large.
Hence, the contraction argument goes through and we have the desired bound on ‖w‖X .
8. Optimization for LS
We seek optimal values for the spaces and decay in the case where the perturbation
solves the linear Schrodinger equation.
To begin, allow A and M to be arbitrary for now and we will select them later. Assume
that φ ∈ XA and that the first 2M moments of φ vanish. By writing the linear solution in
integral form, we see that
‖Dαv0‖L∞ ≤ C
t
d
2
,
|e−c|x|Dαv0(x, t)| ≤ C
t
d
2
+M
,
for α < M .
To gain in time decay for the linear Schro¨dinger equation, we make the assumption that∫
xαφ(x)dx = 0,(8.1)
where α is a multi-index where |α| ≤ M for M to be determined below. Note that the
function space PA1 in Section 6 is determined by functions φ ∈ XA coupled with taking
moments conditions for |α| ≤ A.
Lemma 8.1. Since R ∈ S,
‖(Rv0)(t)‖Hs ≤ C
tM
.
Proof. We have
‖(Rv0)(t)‖L2 ≤ ‖〈x〉−Nv0‖L∞‖〈x〉NR‖L∞ .
Hence, using the principal of nonstationary phase away from the origin and the moments
condition near the origin in the fundamental solution for linear Schro¨dinger, we gain in
time decay. Note that in order to gain in time decay away from the origin, it is essential
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that we have the weight in order to control all of the terms resulting from integrating by
parts. The higher derivative terms follow similarly.

Lemma 8.2. For f0 described above for v0 = e
i∆tφ, we have
‖f0‖H2 ≤ C
t
d
2
p
and
‖e−c|x|f0‖L∞ ≤ C
t(
d
2
+M)p
.
Proof. The O(Rv0) term is controlled by similar analysis to that in 8.1. Hence, we concern
ourselves with the O(|v0|p+1) term. To that end, we have
‖vp+10 ‖L2 ≤ ‖v0‖pL∞‖v0‖L2 .
Consequently, we have
‖vp+10 ‖L2 . 〈t〉−
d
2
p.

Once again, since the decay rate is determined by the number of moments for the linear
equation,
|e−c|x|Dαa(x, t)| ≤ C
tM+
d
2
,
|e−c|x|Dαb(x, t)| ≤ C
tM+
d
2
.
As we desire to work with low regularity perturbations, let us simply assume that
‖w‖2H2 . t−N . Now, we must choose A and M optimally for the contraction argument
to work. From Equation (7.1), we require that
2N − 4 ≥ N,
d
2
+M − 4 ≥ N,
where the moments condition is determined by the O(v0R
p) term. So, we gather that N > 4
and M > 8− d
2
. The number of moments necessary will depend upon the the dimension d.
In R3, we have M > 13
2
.
From Equation (7.2), we have only one more requirement
d
2
p− 1 > N.
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At this stage, we see that given N > 4, we need p > 10
3
. Clearly, the restrictions on p lessen
as d gets large. In particular, we cannot show the existence of stable perturbations for min-
imal mass solitons of NLS equations with nonlinearities of type 2 in R3. A variation of this
argument will be explored later to show long time stability under restricted perturbations.
9. Linearization Scheme for H-LS perturbations
Again, let
u = Reit + zφe
it + weit,
except now we have
izt +Hz = 0,(9.1)
z(0, x) = φ(x),(9.2)
where H is linear operator resulting from linearizing about the minimal mass soliton. We
refer to Equation (9.1) as the Hlinear Schro¨dinger equation (H-LS).
Now, let v0 = zφe
−it. Again, we have the same equation,
ivt + ∆v − v + F (|R + v|2)(R + v)− F (R2)R = 0,
where u(x, t) = eit(R + v).
However, since
i(v0)t + ∆v0 − v0 + [F (R2) + F ′(R2)R2]v0 + F ′(R2)R2v0 = 0,
we have
iwt + ∆w − w + [F (|R + v0 + w|2)(R + v0 + w)− F (R2)R− (F (R2) + F ′(R2)R2)v0
− F ′(R2)R2v0] = 0.
Hence, let
f0 = F (|R + v0|2)(R + v0)− F (R2)R− (F (R2) + F ′(R2)R2)v0 − F ′(R2)R2v0,
a = [F (|R + v0|2) + F ′(|R + v0|2)|R + v0|2]− [F (R2) + F ′(R2)R2],
b = F ′(|R + v0|2)(R + v0)2 − F ′(R2)R2,
G(w) = F (|R + v0 + w|2)(R + v0 + w)− F (|R + v0|2)(R + v0)
− [F (|R + v0|2) + F ′(|R + v0|2)|R + v0|2]w − F ′(|R + v0|2)(R + v0)2w¯.
Hence, we now have
|f0| . O(Rp|v0|2) +O(|v0|p+1)|,
|a| . O(Rp−1|v0|) +O(|v0|p),
|b| . O(Rp−1|v0|) +O(|v0|p)
|G| . O(|w|2).
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Notice that since the linear terms in v0 have been removed from f0, we expect to require
fewer moments conditions for the contraction argument to hold.
10. Optimization for H-LS
In the scheme where we solve the linear perturbation using H, we have now introduced
gain in the f0 term. Specifically, we now have
|f0| . O(R|v0|2) +O(|v0|p+1).
For the H-LS case, we use the moment conditions derived in [Mar-lin] in order to gain
decay in time locally in space. Note that the function space PA2 in Theorem 7 is determined
by functions φ ∈ XA coupled with taking moments conditions for |β| ≤ A.
Lemma 10.1. Since R ∈ S, if v0 satisfies the first M moments conditions from [Mar-lin]
‖(Rv0)(t)‖Hs ≤ C
t
d
2
+M
.
Proof. We have
‖(Rv0)(t)‖L2 ≤ ‖〈x〉−Nv0‖L∞‖〈x〉NR‖L∞ .
Hence, using the principal of nonstationary phase away from the origin and the moments
condition near the origin on
eiHtPcφ = Q−1eitWQφ,(10.1)
as derived in [Mar-lin], we gain in time decay. Note that in order to gain in time decay
away from the origin, it is essential that we have the weight in order to control all of the
terms resulting from integrating by parts. The higher derivative terms follow similarly.

Lemma 10.2. For f0 described above for v0 = e
iHtφ, we have
‖f0‖XA ≤
C
t
d
2
p
,
for s < M .
Proof. The O(Rv0) term is controlled by similar analysis to that in 10.1. Hence, we concern
ourselves with the O(|v0|p+1) term. To that end, we have
‖vp+10 ‖L2 ≤ ‖v0‖pL∞‖v0‖L2 .
Using a similar analysis from Lemma 8.2 on Equation (10.1), we have
‖vp+10 ‖L2 . 〈t〉
d
2
p
using the L2 boundedness results for eiHt.

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Now, since we are dealing with nonlinearities with minimal smoothness, we wish to run
the contraction argument with minimal assumptions on w(x, t). Then, we assume
‖w(x, t)‖L2 < 1
tN
,
for some N to be determined. Then,
w(t) = −i
∫ ∞
t
ei(τ−t)HPd[f0 + aw + bw¯ +G(w)](τ)dτ(10.2)
+ −i
∫ ∞
t
ei(τ−t)HPc[f0 + aw + bw¯ +G(w)](τ)dτ,(10.3)
where Pd projects onto the discrete part of the spectrum and Pc projects onto the continuous
part of the spectrum. So, using the dispersive estimates, we have
‖(10.2)‖H2 ≤ ‖
∫ ∞
t
ei(τ−t)HPS[f0 + aw + bw¯ +G(w)](τ)dτ‖H2
≤
∫ ∞
t
[1 + (τ − t)3]
{∫
|f0 + aw + bw¯G(w)](x, t)e−c|x|dx
}
dτ
≤
∫ ∞
t
[1 + (τ − t)3]
{∫
|f0 + aw + bw¯G(w)](x, t)e−c|x|dx
}
dτ
.
∫ ∞
t
[1 + (τ − t)3]
{
1
τ 2N
+
1
τN
‖w(τ)‖L2 + ‖w(τ)‖2L2
}
dτ
. 1
t(
d
2
+M)2−4 +
1
t(
d
2
+M)p+N−4 +
1
t2N−4
,
‖(10.3)‖L2 ≤ ‖
∫ ∞
t
ei(τ−t)HPM [f0 + aw + bw¯ +G(w)](τ)dτ‖L2
≤
∫ ∞
t
‖
∫
|f0 + aw + bw¯G(w)](x, t)e−c|x|dx‖L2dτ
≤
{
1
τ
d
2
p
+
1
τN
‖w(τ)‖H2 + ‖w(τ)‖2H2
}
. 1
t2N−1
+
1
tM+N−1
+
1
t2M−1
.
Hence, we require once again that that 2N − 4 ≥ N , but the moments condition is deter-
mined now by the O(v20R
p−1) term, so we have
d+ 2M − 4 > 4.
In R3 that M > 5
2
, or M > 2. The condition on p however does not change whatsoever,
therefore are again only considering nonlinearities of type 1 with p > 10
3
.
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11. Manifolds of Perturbations
From Theorems 6 and 7, we would like to know that our perturbative solution actually
lives on a finite codimension submanifold. Specifically, given spaces X1, X2 with X1 ⊂ X2
and norms ‖ · ‖X1 , ‖ · ‖X2 respectively, we require a finite codimension subset S ⊂ X1 and
a map Ψ : B ∩ S → X2 where
B = {φ ∈ X1|‖φ‖X1 < δ} .
For Theorems 6 and 7 above, we have
Ψ(φ) = w(t0).(11.1)
Lemma 11.1. For the map Ψ defined by (11.1), we have
‖Ψ(φ)‖X2 . ‖φ‖2X1 , φ ∈ B ∩ S,(11.2)
‖Ψ(φ1)−Ψ(φ2)‖X2 . δ‖φ1 − φ2‖X1 , φ1, φ2 ∈ B ∩ S,(11.3)
where
X1 = L
2(|x|3+dx) ∩H2,(11.4)
X2 = H
2,(11.5)
and
S = {φ ∈ H2|φ = Pcφ, φ ∈ PA2 }(11.6)
for some A > 2.
Remark 11.1. In Lemma 11.1, Equation (11.2) shows that the tangent space at 0 of the
stable submanifold, M, is the space S, while Equation (11.3) shows that M is given by a
Lipschitz parametrization.
Remark 11.2. The codimension of S will be at most 2d + 4 since H1 × H1 = Ng(H) ⊕
{Ng(H∗)}⊥ and Ng(H) = 2d + 4. It is possible that the size of S can be improved beyond
this codimension, which the author will explore in future work.
Proof of Lemma 11.1. Let us first prove (11.2). Assume that ‖w‖X2 ≤ ‖φ‖2X1 . Then,
‖w‖X2 ≤
∫ ∞
t0
(1 + (t0 − τ)3)
[∫
v20e
−c|x|dx+
∫
v20e
−c|x|dx+
∫
v20e
−c|x|dx
]
dτ
+
∫ ∞
t0
[‖f0‖X2 + ‖aw‖X2 + ‖bw¯‖X2 + ‖G(w)‖X2 ] dτ
. t−0 ‖φ‖2X1
using our assumptions as well as the decay of ‖w‖H2 from the proof of Theorem 7. Hence,
taking t0 to be large, the result follows.
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Now, for (11.3), we have
w1 − w2 =
∫ ∞
t0
eiH(τ−t0)[(f 10 − f 20 ) + a(w1 − w2) + b(w¯1 − w¯2) + (G(w1)−G(w2))]dτ.
Since
|G(w1)−G(w2)| ∼ |w1 + w2||w1 − w2|
and
|f 10 − f 20 | ∼ R|φ1 + φ2||φ1 − φ2|+ (|φ1|p + |φ2|p)|φ1 − φ2|,
the result follows from a similar continuity argument to that above using (11.2). 
Remark 11.3. Note that for p large enough in type 1 nonlinearities, using the dispersive
estimates (iv), (v) from Theorem 3 and the fact that
‖φ‖L1 ≤ C()‖φ〈x〉d+‖,
we can take X1 = X2 = X
d+ to have a true manifold of perturbations.
12. Long Time Analysis for Type 2 Nonlinearities
For NLS with saturated nonlinearities of type 2, we can no longer do the global scattering
analysis from above. Instead, we have Theorem 8:
Theorem 9. Given Equation (5.1), where β is an admissible saturated nonlinearity of type
2, for any φ = Pcφ ∈ W 2,1 ∩ H2 with ‖φ‖W 2,1∩H2 < δ < 1, Equation (5.1) has a solution
for t ∈ [0, (2δ)− 14 ) of the form
u(x, t) = Rmin + v(t) = Rmin + e
iHtφ+ w(x, t),
where
u(x, 0) = Rmin + φ.
Proof. Instead of the scattering point of view, we look at solving for the perturbation
forward in time. Namely, we have
w(t) = i
∫ t
0
eiH(t−τ)[f0 + aw + bw¯ +G(w)](τ)dτ
= i
∫ t
0
eiH(t−τ)Pd[f0 + aw + bw¯ +G(w)](τ)dτ
+ i
∫ t
0
eiH(t−τ)Pc[f0 + aw + bw¯ +G(w)](τ)dτ.
Let us assume that
‖w‖L∞[0,T ]H2 < δ.(12.1)
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Then
‖w‖L∞[0,T ]H2 .
∥∥∥∥∫ t
0
[1 + (t− τ)3]
(∫
f0e
−c|x|dx+
∫
awe−c|x|dx
+
∫
bw¯e−c|x|dx+
∫
G(w)e−c|x|dx
)
dτ
+
∫ t
0
[‖f0‖H2 + ‖aw‖H2 + ‖bw¯‖H2 + ‖G(w)‖H2 ]dτ
∥∥∥∥
L∞t [0,T ]
.
∥∥∥∥∫ t
0
[1 + (t− τ)3]
(
〈τ〉−3( d2 )‖φ‖3L1
+ 〈τ〉−( d2 )‖w‖H2‖φ‖L1 + ‖w‖2H2
)
dτ
+
∫ t
0
[〈τ〉−d‖φ‖2L1‖φ‖H2 + 〈τ〉−
d
2‖φ‖L1‖w‖H2 + ‖w‖2H2 ]dτ
∥∥∥∥
L∞t [0,T ]
. T 4‖w‖2L∞[0,T ]H2 + T
5
2‖φ‖2L1‖w‖L∞[0,T ]H2 + T−
1
2‖φ‖3L1
. δ
2
‖w‖L∞[0,T ]H2 + δ3+ 18 .
Hence, by a continuity argument, w exists on [0, T ] with ‖w‖L∞[0,T ]H2 ≤ δ3+ 18 . 
Remark 12.1. Since we assume ‖φ‖L1 ≤ δ, there exists a δ0 independent of φ such that
after each time step T , the initial perturbation φ(T ) is of size δ < δ0 in W
2,1 ∩H2. Hence,
we can continue this iteration from T to NT for any N > 0. Thus, there exists a small
perturbative solution of the minimal mass soliton, however we are unable to show the lower
order terms disperse as t→∞. If by using the ideal scaling of ‖w‖ ≤ δ3+, then we see we
have existence on a time scale of T ≈ δ− 34− and ‖w‖ . δ3+ 38+. Once again, due to the gain
in ‖w‖, this argument can be continued for all t, though we cannot prove dispersion of w.
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