Abstract. We study some conformal curvature flows related to prescribed curvature problems on a smooth compact Riemannian manifold (M, g 0 ) with or without boundary, which is of negative (generalized) Yamabe constant, including scalar curvature flow and conformal mean curvature flow. Using such flows, we show that there exists a unique conformal metric of g 0 such that its scalar curvature in the interior or mean curvature curvature on the boundary is equal to any prescribed negative smooth function, which partially recovers the results of Kazdan-Warner, Aubin and Escobar. We also study the soliton to some Yamabe-type flow on a compact manifold with smooth boundary.
Introduction
The Uniformization Theorem says that on a compact surface (M, g 0 ) without boundary, there exists a Riemannian metric g conformal to g 0 such that its Gaussian curvature is a constant. The Yamabe problem [36] is a generalization of the Uniformization Theorem: On a compact n-dimensional Riemannian manifold (M, g 0 ) without boundary, find a conformal metric g such that its scalar curvature R g is a constant. This was solved by a series of works by Trudinger [35] , Aubin [3] and Schoen [30] .
Another approach has been introduced to tackle the Yamabe problem, namely, the Yamabe flow, which is defined as the evolution of the metric g = g(t):
where
is the average of the scalar curvature R g . The Yamabe flow was studied by Chow [16] , Ye [37] , Schwetlick and Struwe [31] . Brendle [6, 7] showed that the Yamabe flow exists for all time and converges to a metric of constant scalar curvature for any arbitrary initial energy, up to a technical assumption depending on the Positive Mass Theorem in higher dimensions. As a generalization of Yamabe problem, one wants to know which function can be realized as the scalar curvature of some conformal metric. More precisely, given a function f on a compact n-dimensional Riemannian manifold (M, g 0 ) without boundary, can we find a conformal metric g such that R g = f ? This prescribed scalar curvature problem has been studied extensively, see [26, 28, 29] and references therein. Especially, the problem has attracted a lot of attention when (M, g 0 ) is the n-dimensional standard sphere S n , which is the so-called Kazdan-Warner's problem for n ≥ 3 and Nirenberg's problem for n = 2. See [9, 11, 12, 13, 33] . In order to study the problem, recently the first author and Xu [15] defined the scalar curvature flow, which is a natural generation of Yamabe flow above, as follows:
where α = α(t) is given by
In Section 2, we study the scalar curvature flow on a compact Riemannian manifold (M, g 0 ) without boundary, which is of negative Yamabe constant. We start with this simple case in order to demonstrate the basic ideas of the flow approach. In particular, we recover [4, Theorem 6.7] in the flow setting. In [29] , Kazdan and Warner proved that any function in M which is negative somewhere can be prescribed to be the scalar curvature R g of some metric g which is conformally equivalent to g 0 , i.e. g can be written as g = ϕ * (u The Yamabe problem can also be proposed on a compact n-dimensional Riemannian manifold (M, g 0 ) with smooth boundary ∂M . There are two possible cases. In the first case, we try to find a conformal metric which has constant scalar curvature in M and vanishing mean curvature on the boundary ∂M . In the second case, we look for a conformal metric with vanishing scalar curvature in M and constant mean curvature on ∂M . These have been studied by Escobar in [18, 22] . See also [1, 8, 24, 25] .
In [5] , the corresponding flow was introduced by Brendle to study the Yamabe problem on manifolds with boundary. In the first case, one starts with an initial metric g 0 such that H g0 = 0 on ∂M , and then deforms the metric by the Yamabe flow ∂g ∂t = −(R g − R g )g in M with the boundary condition H g = 0 on ∂M.
In the second case, one assumes that the initial metric satisfies R g0 = 0 in M , and then deforms the metric by the Yamabe-type flow ∂g ∂t = −(H g − H g )g on ∂M with the condition R g = 0 in M.
is the average of the mean curvature H g . We remark that these flows are also studied in [1] and [17] . In Section 5, we study the soliton of the unnormalized version of these flows. In particular, we prove that the compact soliton of these flows must be the trivial one, see Theorems 5.1 and 5.2.
As for closed manifolds, one can study the problem of prescribing curvature for manifolds with boundary. Again there are two possible cases. In the first case, we try to find a conformal metric with scalar curvature being equal to a prescribed function in M and with vanishing mean curvature on the boundary ∂M . In the second case, we look for a conformal metric with vanishing scalar curvature in M such that its mean curvature is equal to a prescribed function on ∂M . See [2, 10, 20, 21] and the references therein for the results in these directions.
We use the flow method to study these problems on a compact Riemannian manifold (M, g 0 ) with boundary ∂M which is of negative Yamabe constant. In the first case, we start with a metric g 0 satisfying
Then, given a negative smooth function f in M , we introduce the scalar curvature flow with boundary
In Section 3, using this flow, we prove the following: For the definition of Y (M, ∂M, g 0 ), one may refer to (3.1) below. In the second case, one assumes that the initial metric g 0 satisfies
Then, given a negative smooth function h on ∂M , we consider conformal mean curvature flow:
Here dA g denotes the volume form of the metric g restricted to ∂M . In Section 4, using this conformal mean curvature flow, we prove the following: The definition of Q(M, ∂M, g 0 ) is given in (4.1) below, and we remark that Q(M, ∂M, g 0 ) could be −∞ (cf. [19] Various types of maximum principle play an important role in the proofs of all the aforementioned conformal curvature flows. While Theorems 1.2 and 1.3 can also be proved relatively easily using the method of sub-solutions and super-solutions, it is interesting to understand how the flow method can be adapted to tackle these problems. Another reason why we study such prescribed curvature problem in the negative Yamabe case is to demonstrate the main ideas and the advantage of geometric flow approach. On the other hand, our methods can be applied to some more complicated cases, which are left to our future work. 
Closed manifold with prescribed negative scalar curvature candidates
The purpose of this section is to prove Theorem 1.1. Suppose that (M, g 0 ) is a closed manifold of dimension n ≥ 3. Assume that the Yamabe constant is negative, i.e.
Y (M, g 0 ) < 0. Then we can find a metric conformal to g 0 with negative scalar curvature in M . On account of the solution to the Yamabe problem, we can assume that
Given a negative smooth function f on M , consider the evolution equation of the metric g = g(t), t ≥ 0, given by
where α = α(t) satisfies
Here dV g denotes the volume form of the metric g in M . Since the equation preserves the conformal structure, we can write g = u 4 n−2 g 0 , which implies that
Here ∆ g0 is the Laplacian of the metric g 0 . Hence, let g = u(t)
We define
In this section we assume initial metric has negative energy, that is E[u 0 ] < 0. The standard quasilinear parabolic theory guarantees the short time existence of (2.6).
Let Vol(M, g 0 ) = M dV g0 . Then we have the following:
where we have used (2.3) and (2.5). This implies that
for t ≥ 0, as required.
£
It follows from (2.4) that E(u) can be written as
Therefore, by (2.3) and (2.8), we have
We also define the functional 
Proof. It follows from (2.9) and (2.10) that (2.14)
. Therefore, by (2.14), Proposition 2.1 and Lemma 2.2, we have
Combining (2.9) and (2.12), we obtain
From (2.9), Proposition 2.1 and the above estimates, we get
This proves the assertion.
Lemma 2.4. There exists a uniform constant α 3 < 0 such that
for all t ≥ 0.
Proof. Differentiating (2.9) with respect to t and using (2.11), we have
Hence, by Young's inequality and Lemma 2.3, we have
Thus, we obtain
by (2.12). This proves the assertion.
Proposition 2.5. The scalar curvature satisfies the evolution equation
Proof. Proposition 2.5 follows from differentiating (2.4) and applying (2.5).
Lemma 2.6. The scalar curvature has a uniform lower bound, explicitly, Proof. Denote by
By Proposition 2.5 and the definition of γ, we have
We also note that
It follows by maximum principle of parabolic equations that (αf − R g )(t) ≤ γ for all t ≥ 0. This completes the proof.
Lemma 2.7. Under the flow (2.5), u(t) satisfies
where α 2 is the constant in Lemma 2.3.
For abbreviation, we denote by C the constant on the right hand side of (2.15). By contradiction, we suppose that
at t = 0. We may assume that t 0 is the smallest t which satisfies (2.16). Then we have (2.17)
Since M is compact, we may assume
Therefore, at (x 0 , t 0 ), we have
where the first inequality follows from (2.17), the second equality follows from (2.6), the second inequality follows from (2.19), the third inequality follows from Lemma 2.3 and f < 0, and the last inequality follows from (2.18). This contradicts the assumption that ǫ > 0.
Therefore, we have F (x, t) > C and Lemma 2.7 follows from letting ǫ → 0. £
where α 1 is the constant in Lemma 2.3.
For abbreviation, we denote C to be the constant on the right-hand side of (2.20) . By contradiction, we suppose that
at t = 0. We may assume that t * is the smallest t which satisfies (2.21). Then we have (2.22)
Note that F (x * , t * ) = C implies that
Therefore, at (x * , t * ), we have
where the first inequality follows from (2.22), the second equality follows from (2.6), the second inequality follows from (2.24), the third inequality follows from Lemma 2.3 and f < 0, and the last inequality follows from (2.23). This contradicts the assumption that ǫ > 0. Therefore, we have F (x, t) < C and Lemma 2.8 follows by letting ǫ → 0.
The following asymptotic behaviors of R g(t) is not necessary for asymptotic convergence of the flow. Proposition 2.9. For p ≥ 2 and any fixed T > 0, there exists a constant C > 0 independent of T such that
Moreover, if the flow (2.5) globally exists for all time t ≥ 0, there holds
Proof. In the negative case, since u(t) is uniformly bounded below and above by Lemmas 2.7 and 2.8, we can apply Sobolev embedding £ Therefore, from Lemmas 2.7, 2.8 and Proposition 2.9, we conclude that for any p ≥ 2, R g(t) L p (M,g0) is uniformly bounded for all t ≥ 0. Using a standard argument in [6, Proposition 2.6], we show that u is Hölder continuous with respect to x and t. An alternative way of proving the Hölder estimate of u is to apply the parabolic De Giorgi-Nash-Moser or Krylov-Sofonov estimates (cf. [14, ) to the flow equation (2.6) directly without using Proposition 2.9. Next a standard parabolic bootstrap argument gives that all higher derivatives of u(t, x) are uniformly bounded. Thus for any given sequence {t i ; i ∈ AE} with t i → ∞ as i → ∞ with fixed initial datum, up to a subsequence of
Notice that two norms of L 2 (M, g(t)) and L 2 (M, g 0 ) are equivalent due to Lemmas 2.7 and 2.8.
. Since E f (u) is real analytic, SimonLojasiewicz inequality [32, Theorem 3] gives that there exists θ ∈ (0,
for all sufficiently large t. For brevity, we set
By Lemmas 2.7, 2.8 and 2.2, we have
for all sufficiently large T . Using [27, Lemma 4.1], we get
This estimate not only implies the asymptotic uniqueness of the flow for any given initial datum, also implies the limit lim t→∞ α(t) = α ∞ exists. Therefore, we conclude the flow metric converges to a smooth metric g ∞ = u 4 n−2 ∞ g 0 with its scalar curvature
by (2.13). This proves Theorem 1.1.
3. Compact manifold with prescribed negative scalar curvature candidates and vanishing mean curvature
In this section, we prove Theorem 1.2. As in Theorem 1.2, we assume that (M, g 0 ) is a compact Riemannian manifold with smooth boundary ∂M of dimension n ≥ 3 and has negative generalized Yamabe constant, i.e.
Then we can find a metric conformal to g 0 with negative scalar curvature in M and vanishing mean curvature on ∂M . See [5, Lemma 2.1] for the proof. Therefore, without loss of generality, we can assume that
Since the equation preserves the conformal structure, we can write g = u 4 n−2 g 0 , which implies that
Here ∆ g0 is the Laplacian of the metric g 0 and ∂ ∂ν0 is the normal derivative with respect to the outward unit normal ν 0 with respect to g 0 . Hence, if the flow metric
By (3.5), (3.6), and integration by parts, E(u) can be written as
(3.9)
In this section, we assume the initial metric has negative energy, that is E[u 0 ] < 0. The standard quasilinear parabolic theory guarantees that this equation has a solution on a small time interval. Let Vol(M, g 0 ) = M dV g0 . Then we have the following:
We omit the proof of Proposition 3.1 since it is the same as the proof of Proposition 2.1.
It follows from (3.4) and (3.9) that
We also define the functional
Proof. The proof is the same as the one of Lemma 2.2 except we have to take care of the boundary term when we do the integration by parts. More precisely, we have
and the second term vanishes thanks to (3.6) . And all the other steps are the same as the one of Lemma 2.2. This proves the assertion.
By assumption,
which implies together with (3.3), (3.9), and Proposition 3.1 that
by Proposition 3.1, it follows (3.11) and (3.12) that
for some constant C independent of t. On the other hand, combining this with Lemma 3.2, we have
where C is a constant depending only on f and the initial data, which implies that
Lemma 3.3. There exists two positive constants α 1 and α 2 , depending on f and the initial data, such that
We omit the proof of Lemma 3.3 since it is essentially the same as the proof of Lemma 2.3.
Proposition 3.4. The scalar curvature satisfies the evolution problem (3.14)
Proof. The evolution of R g follows from differentiating (3.5) and applying (3.6). Next taking 
where α 2 is the constant in Lemma 3.3.
The proof of Lemma 3.5 is omitted since it is the same as the proof of Lemma 2.7. Lemma 3.6. Under the flow (3.6), u(t) satisfies
for all t ≥ 0, where α 1 is the constant in Lemma 3.3.
The proof of Lemma 3.6 is omitted since it is the same as the proof of Lemma 2.8. 
The following asymptotic behaviors of R g(t) is not necessary for asymptotic convergence of the flow (3.3). 
Moreover, if the flow (3.6) globally exists for all time t ≥ 0, there holds
Proof. Thanks to the vanishing Neumann condition of αf −R g and uniform bounds of u, all the boundary terms coming from integration by parts vanish when we compute . So we also can follow such arguments there to give the desired estimates.
As in section 2, we can now conclude that u is Hölder continuous. More precisely, it follows from Lemmas 3.5, 3.6 and Proposition 3.8 that for any p ≥ 2, R g(t) L p (M,g0) is uniformly bounded for all t ≥ 0. Using a standard argument in [6, Proposition 2.6], we can show that u is Hölder continuous with respect to x and t. Another way to get Hölder estimate of u is to apply De Giorgi-Nash-Moser or Krylov-Sofonov estimates (cf. [14, ) to the flow equation (3.7) directly without using Proposition 3.8.
Next a standard parabolic bootstrap argument gives that all higher derivatives of u(t, x) are uniformly bounded. Thus for any given sequence {t i ; i ∈ AE} with t i → ∞ as i → ∞ with fixed initial datum, up to a subsequence of {u i = u(t i )}, u i converges in C k (M ) to some positive smooth function u ∞ for any k ∈ AE. By applying Simon-Lojasiewicz inequality argument to the above E f (v) andM(v), we can improve sequential convergence of the flow (3.3) to its asymptotic convergence. Moreover, we can obtain
The above estimate guarantees the asymptotic uniqueness of the flow (3.3) and asymptotic convergence of α(t). Let α ∞ = lim t→∞ α(t), then the limiting metric
∞ g 0 has scalar curvature R g∞ = α ∞ f in M by (3.13) and H g∞ = 0 on ∂M by (3.3) . This proves Theorem 1.2.
4.
Compact manifold with vanishing scalar curvature and prescribed negative mean curvature candidates
The goal of this section to provide the proof of Theorem 1.3. Let (M, g 0 ) be a n-dimensional compact manifold with smooth boundary ∂M . In this section we assume the generalized Yamabe constant Q(M, ∂M ) is negative and finite, i.e.
Together with Proposition 1.4 in [18] , up to a conformal change of g 0 , we may assume
Given a negative smooth function h on ∂M , consider the evolution equation of the metric g = g(t), t ≥ 0, given by
Here dA g denotes the volume form of the metric g restricted to ∂M . If we write g = u 4 n−2 g 0 , then Proof. Note that
where we have used (4.3) and (4.5). This proves the assertion.
£
Define the functional
where dV g0 denotes the volume form of the metric g 0 in M . By (4.4), (4.5) and integration by parts, E(u) can be written as
(4.8)
It follows from (4.8) that (4.3) can be written as
Also, define
.
From now on, we assume the initial metric has negative energy, that is E[u 0 ] < 0.
Lemma 4.2. We have
Proof. From (4.4), (4.5) and integration by parts, we have
(4.12)
Hence,
by (4.9). This proves the assertion.
Recall that,
which implies together with (4.2), (4.8) and Lemma 4.1 that
by Lemma 4.1, it follows (4.10) and (4.13) that
for some constant C independent of t. On the other hand, combining this with Lemma 4.2, we have
where C is a constant depending only on h and the initial data, which implies that (4.14)
Proposition 4.3. The mean curvature satisfies the evolution equation
where ∂ ∂νg is the normal derivative with respect to the outward unit normal ν g with respect to g. Moreover, we extend the function αh−H g on ∂M to M by the following way:
Proof. Denote by B g = 2(n−1) n−2 ∂ ∂vg + H g the boundary operator, then it is not hard to verify that B g0 (uϕ) = u n n−2 B g (ϕ) for any ϕ ∈ C ∞ (M ). From (4.4) and (4.5), a direct computation yields
Suppose the function αf − H g can be extended from ∂M to the interior M in some way. Denote by L g = −
4(n−1)
n−2 ∆ g + R g the conformal Laplacian. Notice that R g0 = 0 by assumption and R g(t) = 0 by flow equation (4.2), differentiate the equation
by the conformal invariance of L g . Thus we should extend αh − H g in the natural way that ∆ g(t) (αh − H g ) = 0 in M. This completes the proof. Proof. It follows from (4.9) and (4.10) that
Therefore, by (4.16), Lemmas 4.1, 4.2, we have (0))
Combining (4.9) and (4.13), we obtain
Vol(∂M, g (0))
£
Lemma 4.5. Under the flow (4.5), u(t) satisfies
where α 2 is the constant in Lemma 4.4.
Proof. For ǫ > 0, define F (x, t) = u(x, t) n n−2 + ǫ(1 + t). For abbreviation, we denote by C the constant on the right-hand side of (4.17) . By contradiction, we suppose that
for some x ∈ ∂M and t = t 0 . Then
at t = 0. We may assume that t 0 is the smallest t which satisfies (4.18). Then we have (4.19)
Note that F (x 0 , t 0 ) = C implies that
Since ∂M is compact, we may assume F (x 0 , t 0 ) = min ∂M F (x, t 0 ). From (4.5), it follows from Maximum Principle for uniformly elliptic equations (see [23] for example) that u(·, t 0 ) achieves its global minimum point in M , and so does
and then at (x 0 , t 0 )
where the first inequality follows from (4.19), the second equality follows from (4.6), the second inequality follows from (4.21), the third inequality follows from Lemma 4.4 and h < 0, and the last inequality follows from (4.20) . This contradicts the assumption that ǫ > 0. Therefore, we have F (x, t) > C and Lemma 4.5 follows from letting ǫ tends to zero. Proof. For ǫ > 0, define F (x, t) = u(x, t) n n−2 − ǫ(1 + t). For abbreviation, we denote by C the constant on the right-hand side of (4.22) . By contradiction, we suppose that
for some x ∈ ∂M and t = t * . Then t * > 0 because F = u(0) n n−2 − ǫ < sup ∂M u(0) n n−2 at t = 0. We may assume that t * is the smallest t which satisfies (4.23). Then we have (4.24)
F (x, t) < C for t ∈ [0, t * ), F (x, t * ) ≤ C, and F (x * , t * ) = C for some x * ∈ ∂M.
Since ∂M is compact, we may assume F (x * , t * ) = max ∂M F (x, t * ). From (4.5), it follows from Maximum Principle for uniformly elliptic equations (see [23] for example) that u(·, t * ) achieves its global maximum point in M , and so does
and at (x * , t * )
where the first inequality follows from (4.24), the second equality follows from (4.6), the second inequality follows from (4.26), the third inequality follows from Lemma 4.4 and h < 0, and the last inequality follows from (4.25) . This contradicts the assumption that ǫ > 0. Therefore, we have F (x, t) < C on ∂M and the desired assertion follows by letting ǫ → 0. 
Using some slightly modified arguments of [5, Proposition 3.5], we can establish the short time existence of the flow (4.2). Proof. It suffices to prove that the initial value problem (4.6) has a unique solution on a small time interval. To show this, for m ≥ 1, we define a map F :
be the unique solution of the linear initial boundary value problem
We claim that the map F has a fixed point. To prove this, we consider another functionφ satisfying 27) and ∆ g0 (φ −φ) = 0 in M and φ −φ = 0 for t = 0. Note that α can be viewed as a functional of u, since
by (4.3) and (4.4). It is not hard to verify that
Sinceφ is bounded in W m+1,2 (∂M × [0, T ], dA g0 ) and u is uniformly bounded from above and below, from Lemma 4.7 we conclude that
by (4.27) and (4.28). Hence, if T is sufficiently small, then by Sobolev embedding theorem we have
By the contraction mapping principle, the map F has a fixed point. From this, the assertion follows. 
Lemma 4.9. There exists a uniform constant α 3 > 0 such that
Proof. It follows from (4.9) and (4.12) that
By Young's inequality and (4.29), we obtain
as required.
Lemma 4.10. Under the flow (4.5), the mean curvature H g has a uniform lower bound, more explicitly,
on ∂M , for all t ≥ 0, where α 1 , α 3 are given in Lemmas 4.4, 4.9, respectively. Proof. For ǫ > 0, define H(x, t) = (αh − H g ) − ǫ(1 + t). By contradiction, we suppose that
for some x ∈ ∂M and t = t * . Then t * > 0 because H(x, 0) = (αh − H g )(x, 0) − ǫ < max x∈∂M (αh − H g )(x, 0) ≤ γ at t = 0. We may assume that t * is the smallest t which satisfies (4.30). Then we have H(x, t) < γ for t ∈ [0, t * ), H(x, t * ) ≤ γ, and H(x * , t * ) = γ for some x * ∈ ∂M.
Note that H(x * , t * ) = γ implies that
Since ∂M is compact, we may assume H(x * , t * ) = max ∂M H(x, t * ). Since αh−H g is harmonic in M by (4.15), it follows from Maximum Principle for uniformly elliptic equations (see [23] for example) that H(·, t * ) achieves its global maximum point in M , that is
Therefore, at (x * , t * ), from Lemma 4.9 we have
which contradicts the assumption that ǫ > 0. Therefore, we have H(x, t) < γ on ∂M and the desired assertion follows by letting ǫ → 0. £ Proposition 4.11. There holds
Moreover, there exists a uniform constant α 4 > 0 such that
where we have used (4.29) and Proposition 4.3. We are going to estimate each of the terms on the right hand side of (4.31). Since
by Lemma 4.1 and the fact that h < 0, the final term can be estimated as
by Lemmas 4.4-4.6. The first term can be written as
by integration by parts and Proposition 4.3. Since h < 0, the third term is nonpositive, i.e.
(4.34)
Combining (4.32) and (4.33), we can rewrite (4.31) as
Using the trace theorem (see [34, Proposition 27] ) and the fact that u is uniformly bounded by Lemmas 4.5-4.6, we obtain
where C is a constant independent of t.
Hence it follows from (4.35), (4.36), Lemma 4.1, Hölder's inequality and Sobolev embedding theorem that
(4.37)
In particular, for p = 2 and n ≥ 3, the second term can be estimated by Lemma 4.10 as follows:
Thus, it follows from (4.37) with p = 2 that
Together with (4.14), a similar argument in the proof of [15, Lemma 3.1] yields
Combining the above estimate with the expression (4.29) of α t , we obtain the second assertion.
Lemma 4.12. Along the flow (4.5), αh − H g L n−1 (∂M,dAg) is uniformly bounded.
Proof. From (4.31) with p = n − 1, the uniform bound of α t by Lemma 4.9 and Proposition 4.11, and Sobolev embedding theorem, one has
By Hölder's inequality and Lemma 4.1, one has
Hence, we obtain
(n−1) 2 n−2
For brevity, set
n−1 and F (t) = αh − H g n−1
Then, there holds 0 < f (t) ≤ CF (t) by Hölder's inequality and Lemma 4.1. From (4.39), Young's inequality, one has
where θ = 1 n−1 ∈ (0, 1). Therefore, we conclude from the above differential inequality that f (t) = αh − H g n−1 n−1 is uniformly bounded for all t ≥ 0. As a byproduct of this estimate and , we obtain 
then the above inequality implies that
From this, we obtain Combining with (4.40) , we conclude that G(t) is uniformly bounded, that is αh − H g (n−1) 2 n−2 is uniformly bounded for all t ≥ 0. £ Proposition 4.14. For all p > 2, there exists a constant C such that
Proof. From (4.37), Lemma 4.13 and Hölder's inequality, we have
It is easy to verify that 0 < (1 − θ)(p + 1) < p, thus set
Thus, the above inequality indicates that
Therefore, from the above inequality, a similar argument in the proof of Lemma 4.12 yields the desired estimate.
Proof. We are going to use [5, Lemma 3.2] , which says that if φ is a harmonic function in M with respect to the metric g 0 , then we have the estimate
p is the L p -norm of a function f defined on ∂M with respect to g 0 . Since u is harmonic in M with respect to the metric g 0 by (4.5), we can apply (4.41) to get
where the first equality follows from (4.4), and the second inequality follows from the fact that u is uniformly bounded for all t ≥ 0 by Lemmas 4.5 and 4.6, and the final inequality follows from Lemma 4.4, Propositions 4.11 and 4.14. This proves the assertion.
We are going to apply Lemma 4.7 to prove the following:
Proposition 4.16. Given r ≥ 1 and u 0 ∈ W r,2 (∂M, dA g0 ), u is uniformly bounded in W r,2 (∂M, dA g0 ) for all t ≥ 0.
Proof. We will prove Proposition 4.16 by induction on r. It follows from Proposition 4.15 that Proposition 4.16 is true for r = 1. Now suppose the assertion is true for the values less than or equal to r − 1. Then − .
Since E h (u) is real analytic, Simon-Lojasiewicz inequality [32, Theorem 3] gives that there exists θ ∈ (0, 
Yamabe solitons on compact manifolds with boundary
In this section, let (M, g 0 ) be a n-dimensional compact Riemannian manifold with smooth boundary ∂M , where n ≥ 3. We study the compact solitons to two conformal flows on (M n , g 0 ). of (5.13), where σ = σ(t) is a smooth function and {ψ = ψ t } is a 1-parameter family of diffeomorphisms of M such that σ(0) = 1 and ψ 0 = id M .
