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LOCAL MONOMIALIZATION OF TRANSCENDENTAL
EXTENSIONS
STEVEN DALE CUTKOSKY
1. Introduction
Suppose that R ⊂ S are local domains such that S dominates R. We will say that
R ⊂ S is monomial if R and S are regular and there are regular system of parameters
(x1, . . . , xm) in R and (y1, . . . , yn) in S, there are units δ1, . . . , δm in S and an m×n
matrix A of natural numbers such that A has maximal rank m and
x1 = y
a11
1 · · · y
a1n
n δ1
...
xm = y
am1
1 · · · y
amn
n δm.
If R is of equicharacteristic zero, and R ⊂ S is monomial then there is a finite
e´tale extension S → S, obtained by extracting roots of the δi, such that R ⊂ S is
monomial, with all δi = 1 in the above system of equations.
The condition of being monomial is very special. If R and S are localizations
of polynomial rings over a field, the variables of R will be related to those of S by
polynomials, which are of course in general definitely not monomial if R and S have
dimension greater than 1.
In this paper, we prove a very general theorem (Theorem 1.1) showing that when
R ⊂ S are essentially of finite type over a field of characteristic zero, they are in fact
very close to being monomial. Before we precisely state our result, we will explain
the philosophy behind it.
1.1. Monoidal transforms, valuations rings and birational local algebra. A
particular example of a monomial extension is a monoidal transform of a regular local
ring. Suppose that R is a regular local ring, and that P ⊂ R is a regular prime; that
is, R/P is a regular local ring. Let f be a nonzero element of P , and suppose that m
is a prime ideal of R[Pf ] that contracts to the maximal ideal of R. Let R1 = R[
P
f ]m.
R→ R1 is called a monoidal transform. A monoidal transform takes on a particularly
simple form if R contains an algebraically closed field isomorphic to its residue field
and m is a maximal ideal of R[Pf ]. Then there are systems of regular parameters
(x1, . . . , xm) in R and (y1, . . . , ym) in R1, such that
xi =
{
yiyr for 1 ≤ i ≤ r − 1
yi for r < i ≤ dim R
where r = height (P ).
Of course, if we iterate monoidal transforms, the composition will in general not
be monomial.
A monoidal transform is just a local ring of the blowup X = proj(⊕n≥0P
n) of
P , which is proper over spec(R). It has many local rings which dominate R. The
whole blowup scheme contains all information about R, but it focuses attention on
partially supported by NSF.
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some infinitesimal properties of R at its maximal ideal. If we want to interpret this
in terms of local algebra, we immediately reach a difficulty. Some local rings in X
may be more interesting than others, but there is in general no well defined way to
pick out a most important local ring. We will state the problem precisely.
Suppose that K is a field. If R is a Noetherian local domain with quotient field K,
and I is an ideal of R, we want to determine a unique local ring R1 of the proper R
scheme X = proj(⊕n≥0I
n) which dominates R.
There is a solution to this problem through valuation theory. We fix a valuation
ν of K such that its valuation ring V dominates R. We choose f ∈ R such that
ν(f) = min {ν(f) | f ∈ I}. R[ If ] is contained in V , and if we let m = mV ∩ R[
I
f ],
where mV is the maximal ideal of V , then R1 = R[
I
f ]m is the unique local ring of the
blowup X of I which is dominated by the valuation ν. If I is a regular prime, we say
that R→ R1 is a monoidal transform along ν.
For this approach to be meaningful, we must consider all types of valuations which
dominate R. As an example, suppose that R is an excellent, normal two dimensional
local ring. If we blow up the maximal ideal of R and normalize the resulting scheme,
there will only be isolated singularities. If the scheme is not regular, we can take R1
to be the local ring of one of the singular points. Now we blow up the maximal ideal
of R1 and normalize. If this scheme is not regular, we can take R2 to be the local ring
of a singular point. We can iterate this procedure, and obtain a birational sequence
of normal local rings
R→ R1 → R2 → · · ·
which continues as long as the normalization of the blowup of the maximal ideal of
Ri is singular.
This problem can be easily interpreted in valuation theory. If the sequence is
infinite, then we can consider the subring ∪∞i=0Ri of the quotient field K of R. There
exists a valuation ring V of K which dominates R. In fact, since we are in dimension
two, ∪∞i=0Ri is a valuation ring. The valuation ring dominates each Ri in the above
sequence. In general, ∪∞i=0Ri is not Noetherian, so we are forced to consider general
valuations, whose value groups are much larger than Z. For instance, even on an
algebraic function field of dimension two, there are valuations with value group Q
(c.f. Example 3, Section 15, Chapter VI [34]).
The problem of resolution of singularities is formulated in local birational algebra
as local uniformization. Suppose that R is a local domain with quotient field K, and
V is a valuation ring of K which dominates R. The problem of local uniformization
is to find a sequence of monoidal transforms R → R′ of R along V such that R′ is a
regular local ring.
Local uniformization was originally proven in all dimensions for local rings essen-
tially of finite type over a field of characteristic 0 by Zariski [31], [32]. Of course this is
now also a consequence of Hironaka’s general theorems on resolution of singularities
in characteristic 0 [22]. Local uniformization is known to be true for excellent local
rings of dimension two, ([31], [1], [23], [25]), and resolution of singularities is known
for excellent surfaces of dimension two. Local uniformization is known for local rings
which are essentially of finite type over an algebraically closed field of characteristic
p 6= 2, 3 or 5 [5]. Recently there has been meaningful progress in local uniformization
in higher dimensions over fields of positive characteristic ([10], [21],[24],[28],[29]).
For varieties of dimension ≤ 3, Local Uniformization implies resolution of singular-
ities ([33], [5]), but the validity of this implication is unknown in higher dimensions.
1.2. Local Monomialization. We now state the problem of monomialization of our
extension of local rings R ⊂ S in birational local algebra.
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Suppose that R ⊂ S is a local homomorphism of local rings essentially of finite
type over a field k and that V is a valuation ring of the quotient field K of S, such
that V dominates S. Then we can ask if there are sequences of monoidal transforms
R→ R′ and S → S′ along V such that V dominates S′, S′ dominates R′, and R→ R′
is a monomial mapping.
R′ → S′ ⊂ V
↑ ↑
R → S
We completely answer this question in the affirmative when k has characteristic 0
in Theorem 1.1. Notations are as in Section 2
Theorem 1.1. Suppose that k is a field of characteristic zero, K → K∗ is a (possibly
transcendental) extension of algebraic function fields over k. Suppose that ν∗ is a
valuation of K∗ which is trivial on k. Suppose that R is an algebraic local ring of
K, S is an algebraic local ring of K∗ such that S dominates R and ν∗ dominates S.
Then there exist sequences of monoidal transforms R→ R′ and S → S′ along ν∗ such
that R′ and S′ are regular local rings, S′ dominates R′, there exist regular parameters
(y1, . . . , yn) in S
′, (x1, . . . , xm) in R
′, units δ1, . . . , δm ∈ S
′ and an m × n matrix
(cij) of nonnegative integers such that (cij) has rank m, and
xi =
n∏
j=1
y
cij
j δi (1)
for 1 ≤ i ≤ m.
The case when the field extension K → K∗ is finite is solved in Theorem 1.1 of our
paper [12].
The standard theorems on resolution of singularities allow one to easily find R′ and
S′ such that (1) holds, but, in general, the essential condition that (aij) has maximal
rank m will not hold. It is for this reason that we must construct the sequence of
monoidal transforms R → R′, even if R is regular. The difficulty of the proof of the
Theorem is to achieve this condition.
It is an interesting open problem to prove Theorem 1.1 in positive characteristic,
even in dimension 2 ([18], [19]).
In [13] and [19] we use Theorem 1.1 [12], which is the finite field extensionK → K∗
case of Theorem 1.1 to prove very strong results in the ramification theory of general
valuations on characteristic zero algebraic function fields, such as Abhyankar’s “ Weak
local simultaneous resolution conjecture”. It is expected that Theorem 1.1 can be
used to extend this ramification theory to arbitrary extensions of characteristic zero
algebraic function fields.
We will make a few comments here about the proof of Theorem 1.1. Our starting
point is the proof for finite extensions K → K∗ of our paper [12]. An overview of the
proof (in the finite field extension case) can be found in Section 1.3 of [12].
Some parts of this proof generalize readily to the case when K∗ is transcendental
over K. For these parts, we give here the modified statements, and indicate the
changes which must be made in the original proofs. However, there are some parts
of the proof which are quite different. The really new ingrediants in the proof are
given in the critical sections 6 and 7 of this paper. As in the proof for the case when
K → K∗ is finite, we reduce to the case when V ∗ has rank 1. Since V = V ∗ ∩ K
then has rank ≤ 1, and we can assume that V is nontrivial, we are reduced to the
case when V has rank 1 also. Two new complexities arise in the case when K∗ is
transcendental over K. The rational rank of a valuation ν is the dimension of the Q
vector space Γν ⊗Q, where Γν is the valuation group of ν. We have an inequality
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r = ratrank (ν) ≤ s = ratrank (ν∗). If K∗ is finite over K this is an equality. The
case when r = ratrank (ν) < s = ratrank (ν∗) is significantly more difficult. It is
addressed in Section 7. The second major new complexity lies in the extension of
residue fields of valuations. If k(V ∗) is the residue field of V ∗ and k(V ) is the residue
field of V , then we have trdeg k(V )k(V
∗) ≤ trdeg KK
∗. Thus k(V ∗) is algebraic
(though not generally finite) over k(V ) if K∗ is finite over K. The new arguments
which are required to handle the case when k(V ∗) is transcendental over k(V ) are in
Sections 6 and 7.
1.3. Monomialization of morphisms of varieties. We discuss an application of
our Theorem 1.1 to proper morphisms of varieties, and the problem of monomializa-
tion of morphisms of varieties.
Definition 1.2. Suppose that Φ : X → Y is a dominant morphism of nonsingular
integral finite type k schemes. Φ is monomial if for every p ∈ X there exist regular
parameters (y1, . . . , ym) in OY,Φ(p), and an e´tale cover U of an affine neighborhood
of p, uniformizing parameters (x1, . . . , xn) on U and a matrix aij such that
y1 = x
a11
1 · · ·x
a1n
n
...
ym = x
am1
1 · · ·x
amn
n
We do not assume that X and Y are separated in the above definition. Since Φ is
dominant, the matrix (aij) must have maximal rank m.
A quasi-complete variety over a field k is an integral finite type k-scheme which
satisfies the existence part of the valuative criterion for properness (Hironaka, Chapter
0, Section 6 of [22] and Chapter 8 of [12]).
The construction of a monomialization by quasi-complete varieties follows from
Theorem 1.1.
Theorem 1.3. Let k be a field of characteristic zero, Φ : X → Y a dominant
morphism of proper k-varieties. Then there are birational morphisms of nonsingular
quasi-complete k-varieties α : X1 → X and β : Y1 → Y , and a monomial morphism
Ψ : X1 → Y1 such that the diagram
X1
Ψ
→ Y1
↓ ↓
X Φ→ Y
commutes and α and β are locally products of blow ups of nonsingular subvarieties.
That is, for every z ∈ X1, there exist affine neighborhoods V1 of z, V of x = α(z),
such that α : V1 → V is a finite product of monoidal transforms, and there exist affine
neighborhoods W1 of Ψ(z), W of y = β(Ψ(z)), such that β : W1 → W is a finite
product of monoidal transforms.
A monoidal transform of a nonsingular k-scheme S is the map T → S induced by
an open subset T of Proj(⊕In), where I is the ideal sheaf of a nonsingular subvariety
of S.
The case of Theorem 1.3 when X → Y is generically finite is proven in Theorem
1.2 of our paper [12].
The proof of Theorem 1.3 in general follows from Theorem 1.1, by patching a finite
number of local solutions, as in the proof of Theorem 1.2 [12]. The resulting schemes
may not be separated.
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It is an extremely interesting question to determine if the conclusions of Theorem
1.3 hold, but with the stronger conditions that α and β are products of monoidal
transforms on proper varieties X1 and Y1.
The strongest known result on monomialization is our theorem below.
Theorem 1.4. (Theorem 18.21, [15]) Suppose that Φ : X → S is a dominant mor-
phism from a 3 fold X to a surface S (over an algebraically closed field k of char-
acteristic zero). Then there exist sequences of blow ups of nonsingular subvarieties
X1 → X and S1 → S such that the induced map Φ1 : X1 → S1 is a monomial
morphism.
A generalization of this result to prove monomialization of strongly prepared mor-
phisms from N -folds to surfaces appears in the paper [17] with Olga Kashcheyeva.
The author would like to thank the Mathematical Sciences Research Institute for
its hospitality while this manuscript was being prepared.
2. Notations
We will denote the maximal ideal of a local ring R by m(R). If R contains a field k,
we will denote its residue field by k(R). We will denote the quotient field of a domain
R by Q(R). Suppose that R ⊂ S is an inclusion of local rings. We will say that R
dominates S if m(S)∩R = m(R). Suppose that K is an algebraic function field over
a field k. We will say that a local ring R with quotient field K is an algebraic local
ring of K if R is essentially of finite type over k. If R is a local ring, Rˆ will denote
the completion of R at its maximal ideal. If L1 and L2 are 2 subfields of a field M ,
then L1 ∗ L2 will denote the subfield of M generated by L1 and L2.
Good introductions to the valuation theory which we require in this paper can be
found in Chapter VI of [34] and in [4]. A valuation ν of K will be called a k-valuation
if ν(k) = 0. We will denote by Vν the associated valuation ring, which necessarily
contains k. A valuation ring V of K will be called a k-valuation ring if k ⊂ V . The
value group of a valuation ν with valuation ring V will be denoted by Γν or ΓV . We
will abuse notation by denoting the valuation ν, which is a homorphism of the group
of units of K, as a function on K. If R is a subring of Vν then the center of ν (the
center of Vν) on R is the prime ideal R ∩m(Vν). If R is a Noetherian subring of Vν
and I ⊂ R is an ideal, we will write ν(I) = ρ if ρ = min {ν(f) | f ∈ I}.
We will review the concept of composite valuations. For details, we refer to Section
10 of Chapter II of [4] and Section 10, Chapter VI [34]. If ν is a valuation of rank
greater than 1, then ν is a composite valuation. That is, there are valuations w and
ν where w is a valuation of K and ν is a valuation of the residue field of Vw such
that if π : Vw → k(Vw) is the residue map, then Vv = π
−1(Vν). For f ∈ Vw such
that π(f) 6= 0 we have ν(f) = ν(π(f)). This gives us an inclusion of value groups
Γν ⊂ Γν . Γν is an isolated subgroup of Γν . There exists a prime ideal p in Vν such
that Vw = (Vν)p. For f ∈ K, w(f) is the residue of ν(f) in Γw = Γν/Γν . We say that
ν is the composite of w and ν and write ν = w ◦ ν.
Suppose that R is a local domain. A monoidal transform R → R1 is a birational
extension of local domains such that R1 = R[
P
x ]m where P is a regular prime ideal of
R, 0 6= x ∈ P and m is a prime ideal of R[Px ] such that m ∩ R = m(R). R → R1 is
called a quadratic transform if P = m(R).
If R is regular, and R → R1 is a monodial transform, then there exists a regular
sustem of parameters (x1, . . . , xn) in R and r ≤ n such that
R1 = R
[
x2
x1
, . . . ,
xr
x1
]
m
.
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Suppose that ν is a valuation of the quotient field R with valuation ring Vν which
dominates R. Then R→ R1 is a monoidal transform along ν (along Vν) if ν dominates
R1.
3. valuations
Lemma 3.1. Suppose that K is a field containing a subfield k, t1, . . . , tα are al-
gebraically independent over K and ν is a k-valuation of K with valuation ring V .
Then there exists a unique extension ν of ν to K(t1, . . . , tα), such that ν(f) = ν(f)
for f ∈ K, ν(ti) = 0, and if V is the valuation ring of ν, then the images of t1, . . . , tα
in k(V ) are algebraically independent over k(V ).
Proof. For I = (i1, . . . , iα) ∈ N
α, let tI = ti11 . . . t
iα
α . If
0 6= h =
∑
I∈Nα
fIt
I ∈ K[t1, . . . , tα]
with fI ∈ K, define
ν(f) = min{ν(fI) | fI 6= 0}.
This induces an extension of ν as desired. We will verify that ν(fg) = ν(f)+ ν(g) for
f =
∑
I
fIt
I , g =
∑
J
gjt
J ∈ K[t1, . . . , tα].
fg =
∑
A
( ∑
I+J=A
fIhJ
)
tA.
For each A,
ν
( ∑
I+J=A
fIgJ
)
≥ min {ν(fI) + ν(gJ) | I + J = A} ≥ ν(f) + ν(g).
Let I0 be such that ν(fI0) > ν(fI) if I < I0 (in the Lex order) and ν(fI) ≥ ν(fI0)) if
I > I0. Similarily, let J0 be such that ν(gJ0) > ν(gJ ) if J < J0 and ν(gJ) ≥ ν(gJ0))
if J > J0. Let A0 = I0 + J0. Then
ν(
∑
I+J=A0
fIgJ) = ν(fI0gJ0) = ν(f) + ν(g).
Thus ν(fg) = ν(f) + ν(g).
Suppose that ν is an extension of ν with the desired properties. If h =
∑
fIt
I ∈
K[t1, . . . , tα] with fI ∈ K, let fJ be such that ν(fJ ) = min{ν(fI)}. If ν(h) > ν(fJ),
then ν(
∑
I
fI
fJ
tI) > 0 so that
[
∑ fI
fJ
tJ ] = 0 in k(V ),
where [β] denotes the class of β ∈ V in k(V ). But by assumption, [t1], . . . , [tα] are
algebraically independent in k(V ) over k(V ). This is a contradiction. 
Lemma 3.2. Suppose that K is a field containing a subfield k, t1, . . . , tα are analyti-
cally independent over K and ν is a k-valuation of K with valuation ring V . Suppose
that R is a noetherian local domain with quotient field K such that V dominates R.
Then there exists a unique extension ν of ν to Q(R[[t1 . . . , tα]]) such that ν(f) = ν(f)
for f ∈ K, ν(ti) = 0 for 1 ≤ i ≤ α, and if V is the valuation ring of ν, then the
images of t1, . . . , tα ∈ k(V ) are analytically independent over k(V ).
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Proof. For a series
f =
∑
aIt
I ∈ R[[t1, . . . , tα]]
with aI ∈ R, we define
ν(f) = min {ν(fI) | fI ∈ R}.
We first verify that ν is well defined. Suppose that
min {ν(f) | fI ∈ R}
does not exist. Then there exists an infinite descending chain of values
a1 > a2 > a3 > · · · > 0
and fi ∈ R such that ν(fi) = ai for all positive integers i. Let Ii be the R ideal
Ii = {g ∈ R | ν(g) ≥ ai}.
Then we have an infinite strictly ascending chain of ideals in R,
I1 ⊂ I2 ⊂ · · · ,
a contradiction to the assumption that R is Noetherian.
As in the proof of Lemma 3.1, ν induces an extension of ν as desired. As in the
proof of Lemma 3.1, ν is unique. 
4. Rational Rank 1 Valuations
Suppose that k is a field of characteristic 0 andK → K∗ is an extension of algebraic
function fields over k. Suppose that ν∗ is a rank 1 k-valuation of K∗ with valuation
ring V ∗. Let ν = ν∗ | K with valuation ring V = V ∗ ∩ K. Necessarily, ν has rank
≤ 1 (c.f. Lemma 9.3 and the discussion following Lemma 9.3). Assume that ν has
rank 1 and that k(V ) is algebraic over k.
Let r = ratrank ν, s = ratrank ν∗ be the respective rational ranks. Let m =
trdegkK, n = trdegkK
∗ − trdegkk(V
∗). We necessarily have m ≤ n, r ≤ m, s ≤ n
and r ≤ s.
Suppose that R is an algebraic local ring of K, S is an algebraic local ring of
K∗ such that R and S are regular, S dominates R, and V ∗ dominates S (so that V
dominates R).
Suppose that trdegkk(S) = trdegkk(V
∗). Further suppose that t1, . . . , tα ∈ S are
such that their residues in k(V ∗) are a transcendence basis of k(V ∗) over k(V ). We
then have that the residues of t1, . . . tα in k(S) are also a transcendence basis of k(S)
over k(R).
We define a monoidal transform sequence (MTS) as in Definition 3.1 of [12] and
define a uniformizing transform sequence (UTS), a rational uniformizing transform
sequence (RUTS) and a UTS along a valuation as in Definition 3.2 [12].
We also define, for our R with quotient field K and extension ring S with quotient
field K∗ a compatable UTS (CUTS), a compatable RUTS (CRUTS) and a CUTS
along ν∗ as on page 29 of [12]. Of course, in a CUTS (R,R
′′
n, Tn) and (S,U
′′
n, Un),
we now have that the quotient field of U
′′
i is a finitely generated extension field of the
quotient field of T
′′
i for all i, as opposed to the much stronger condition of being a
finite extension, which holds in [12].
Lemma 3.3 of page 29 of [12] on the compatability of a CRUTS and its associated
MTS is valid in our extended setting. The same proof holds.
Suppose that (R, T
′′
, T ) and (S,U
′′
, U) is a CUTS along ν∗. When there is no
danger of confusion, we will denote by ν∗ our extension of ν∗ to the quotient field
of U
′′
which dominates U
′′
, ν our extension of ν to the quotient field of T
′′
which
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dominates T
′′
, ν˜∗ our extension of ν∗ to the quotient field of U which dominates U ,
and ν˜ our extension of ν to the quotient field of T which dominates T .
For f ∈ U , we will write ν∗(f) < ∞ to mean ν˜∗(f) ∈ Γν∗ . For f ∈ T , ν(f) < ∞
will mean ν˜∗(f) ∈ Γν .
Let pU = {f ∈ U | ν
∗(f) = ∞}, pT = {f ∈ T | ν(f) = ∞}. Our extension of ν
∗
to Q(U/pU ) and of ν to Q(T/pT ) are canonical and have value groups Γν∗ and Γν
respectively. Note that we have natural embeddings T
′′
⊂ T/pT and U
′′
⊂ U/pU . We
will in general not be concerned with precise values of elements in Q(U) and Q(T )
which have infinite value.
5. Perron Transforms
In this section, assumptions and notations will be as in Section 4.
We define a UTS T → T (1) of type I and a UTS T → T (1) of type IIr along ν,
using the “Algorithm of Perron” [32] as in section 4.1 of [12]. Since our notations
are a little different, we summarize the final forms of the transformations here. We
assume (as in section 4.1 of [12]) that T
′′
has regular parameters (x1, . . . , xm) such
that ν(x1), . . . , ν(xr) is a rational basis of Γν ⊗Q.
We first state the equations defining a UTS T → T (1) of type I. T
′′
(1) = T
′
(1)
has regular parameters (x1(1), . . . , xm(1)) such that
x1 = x1(1)
a11 · · ·xr(1)
a1r
...
xr = x1(1)
ar1 · · ·xr(1)
arr
and xi = xi(1) for r < i ≤ m. The matrix A = (aij) of natural numbers is computed
using Perron’s algorithm. We have Det(A) = ±1, and ν(x1(1)), . . . , ν(xr(1)) are a
rational basis of Γν ⊗Q.
We now state the equations defining a UTS T → T (1) of type IIr with 0 < r ≤
m− r. T
′′
(1) has regular parameters (x1(1), . . . , xm(1)) such that
x1 = x1(1)
a11 · · ·xr(1)
a1rca1,r+1
...
xr = x1(1)
ar1 · · ·xr(1)
arrcar,r+1
xr+r = x1(1)
ar+1,1 · · ·xr(1)
ar+1,r(xr+r(1) + 1)c
ar+1,r+1
and xi = xi(1) for r < i ≤ m and i 6= r + r. We have that c ∈ k(T (1)) and A = (aij)
is a matrix of natural numbers such that Det(A) = ±1. ν(x1(1)), . . . , ν(xr(1)) are a
rational basis of Γν ⊗Q.
We define UTSs U → U(1) along ν∗ in a similar way. Starting with regular
parameters (y1, . . . , yn) in U
′′
such that ν∗(y1) . . . , ν
∗(ys) are a rational basis of
Γν∗ ⊗Q, we define a UTS U → U(1) of type I so that U
′′
(1) = U
′
(1) has regular
parameters (y1(1), . . . , yn(1)) such that
y1 = y1(1)
b11 · · · ys(1)
b1s
...
ys = y1(1)
bs1 · · · ys(1)
bss
and yi = yi(1) for s < i ≤ n. We have that B = (bij) is a matrix of natural numbers
such that Det(B) = ±1 and ν∗(y1(1)), . . . , ν
∗(ys(1)) are a rational basis of Γν∗ ⊗Q.
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We define a UTS U → U(1) of type IIr with 0 < r ≤ n − s so that U
′′
(1) has
regular parameters (y1(1), . . . , yn(1)) such that
y1 = y1(1)
b11 · · · ys(1)
b1sdb1,s+1
...
ys = y1(1)
bs1 · · · ys(1)
bssdbs,s+1
ys+r = y1(1)
bs+1,1 · · · ys(1)
bs+1,s(ys+r(1) + d)d
bs+1,s+1
and yi = yi(1) for s < i ≤ n and i 6= s + r. We have d ∈ k(U(1)) and B = (bij) is a
matrix of natural numbers such that Det(B) = ±1 and ν∗(y1(1)), . . . , ν
∗(ys(1)) are
a rational basis of Γν∗ ⊗Q.
Lemma 5.1. Suppose that (R, T
′′
, T ) and (S,U
′′
, U) is a CUTS along ν∗, T
′′
has
regular parameters (x1, . . . , xm) and U
′′
has regular parameters (y1, . . . , yn), related
by
x1 = y
c11
1 · · · y
c1s
s α1
...
xr = y
cr1
1 · · · z
crs
s αr
such that α1, . . . , αr ∈ k(U), ν(x1), . . . , ν(xr) are rationally independent, ν
∗(y1), . . . , ν
∗(ys)
are rationally independent and (cij) has rank r. Suppose that T → T (1) is a UTS
of type I along ν, such that T
′
(1) = T
′′
(1) has regular parameters (x1(1), . . . , xm(1))
with
x1 = x1(1)
a11 · · ·xr(1)
a1r
...
xr = x1(1)
ar1 · · ·xr(1)
ar,r .
Then there exists a UTS of type I along ν∗, U → U(1) such that (R, T
′′
(1), T (1))
and (S,U
′′
(1), U(1)) is a CUTS along ν∗ and U
′
(1) = U
′′
(1) has regular parameters
(y1(1), . . . , yn(1)) with
y1 = y1(1)
b11 · · · ys(1)
b1s
...
ys = y1(1)
bs1 · · · ys(1)
bss
and
x1(1) = y1(1)
c11(1) · · · ys(1)
c1s(1)α1(1)
...
xr(1) = y1(1)
cr1(1) · · · ys(1)
crs(1)αr(1)
where α1(1), . . . , αr(1) ∈ k(U(1)) are products of integral powers of the αi, ν(x1(1)), . . . , ν(xr(1))
are rationally independent, ν∗(y1(1)), . . . , ν
∗(ys(1)) are rationally independent and
(cij(1)) has rank r.
Lemma 5.1 is a minor extension of Lemma 4.3 [12]. The same proof is valid, after
replacing s in Lemma 4.3 with r and s as necessary.
Lemma 5.2. Suppose that (R, T
′′
, T ) and (S,U
′′
, U) is a CUTS along ν∗, T
′′
has
regular parameters (x1, . . . , xm) and U
′′
has regular parameters (y1, . . . , yn) with
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x1 = y
c11
1 · · · y
c1s
s α1
...
xr = y
cr1
1 · · · z
crs
s αr
xr+1 = ys+1
...
xr+l = ys+l
(2)
such that α1, . . . , αr ∈ k(U), ν(x1), . . . , ν(xr) are rationally independent, ν
∗(y1), . . . , ν
∗(ys)
are rationally independent and (cij) has rank r.
Suppose that T → T (1) is a UTS of type IIr along ν, with r ≤ l, such that T
′′
(1)
has regular parameters (x1(1), . . . , xm(1)) with
x1 = x1(1)
a11 · · ·xr(1)
a1rca1,r+1
...
xr = x1(1)
ar1 · · ·xr(1)
ar,rcar,r+1
xr+r = x1(1)
ar+1,1 · · ·xr(1)
ar+1,r(xr+r(1) + 1)c
ar+1,r+1 .
Then there exists a UTS of type IIr (followed by a UTS of type I) along ν
∗, U → U(1),
such that (R, T
′′
(1), T (1)) and (S,U
′′
(1), U(1)) is a CUTS along ν∗ and U
′′
(1) has
regular parameters (y1(1), . . . , yn(1)) with
y1 = y1(1)
b11 · · · ys(1)
b1sdb1s+1
...
ys = y1(1)
bs1 · · · ys(1)
bssdbs,s+1
ys+r = y1(1)
bs+1,1 · · · ys(1)
bs+1,s(ys+r(1) + 1)d
bs+1,s+1
and
x1(1) = y1(1)
c11(1) · · · ys(1)
c1s(1)α1(1)
...
xr(1) = y1(1)
cr1(1) · · · ys(1)
crs(1)αr(1)
xr+1(1) = ys+1
...
xr+l = ys+l
where α1(1), . . . , αr(1) ∈ k(U(1)), ν(x1(1)), . . . , ν(xr(1)) are rationally independent,
ν∗(y1(1)), . . . , ν
∗(ys(1)) are rationally independent and (cij(1)) has rank r.
Lemma 5.2 is a simple variation of Lemma 4.4 [12].
Lemma 5.3. Suppose that (R, T
′′
, T ) and (S,U
′′
, U) is a CUTS along ν∗, T
′′
has
regular parameters (x1, . . . , xm) and U
′′
has regular parameters (y1, . . . , yn) such that
x1 = y
c11
1 · · · y
c1s
s α1
...
xr = y
cr1
1 · · · z
crs
s αr
xr+1 = ys+1
...
xr+l = ys+l
xr+l+1 = y
d1
1 · · · y
ds
s ys+l+1
(3)
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such that α1, . . . , αr ∈ k(U), ν(x1), . . . , ν(xr) are rationally independent, ν
∗(y1), . . . , ν
∗(ys)
are rationally independent and (cij) has rank r.
Suppose that T → T (1) is a UTS of type IIl+1 along ν, such that T
′′
(1) has regular
parameters (x1(1), . . . , xm(1)) with
x1 = x1(1)
a11 · · ·xr(1)
a1rca1,r+1
...
xr = x1(1)
ar1 · · ·xr(1)
ar,rcar,r+1
xr+l+1 = x1(1)
ar+1,1 · · ·xr(1)
ar,r+1(xr+l+1(1) + 1)c
ar+1,r+1
Then there exists a UTS of type IIl+1 (followed by a UTS of type I) along ν
∗ U →
U(1) such that (R, T
′′
(1), T (1)) and (S,U
′′
(1), U(1)) is a CUTS along ν∗ and U
′′
(1)
has regular parameters (y1(1), . . . , yn(1)) with
y1 = y1(1)
b11 · · · ys(1)
b1sdb1s+1
...
ys = y1(1)
bs1 · · · ys(1)
bssdbs,s+1
ys+l+1 = y1(1)
bs+1,1 · · · ys(1)
bs+1,s(ys+l+1(1) + 1)d
bs+1,s+1
and
x1(1) = y1(1)
c11(1) · · · ys(1)
c1s(1)α1(1)
...
xr(1) = y1(1)
cr1(1) · · · ys(1)
crs(1)αr(1)
xr+1(1) = ys+1
...
xr+l = ys+l
xr+l+1 = ys+l+1
where α1(1), . . . , αr(1) ∈ k(U(1)), ν(x1(1)), . . . , ν(xr(1)) are rationally independent,
ν∗(y1(1)), . . . , ν
∗(ys(1)) are rationally independent and (cij(1)) has rank r.
Lemma 5.3 is a simple variation of Lemma 4.5 [12].
Lemma 5.4. Suppose that (R, T
′′
, T ) and (S,U
′′
, U) is a CUTS along ν∗, T
′′
has
regular parameters (x1, . . . , xm) and U
′′
has regular parameters (y1, . . . , yn) such that
x1 = y
c11
1 · · · y
c1s
s α1
...
xr = y
cr1
1 · · · y
crs
s αr
xr+1 = ys+1
...
xr+l = ys+l
xr+l+1 = y
d1
1 · · · y
ds
s δ
such that δ ∈ U
′′
is a unit, α1, . . . , αr ∈ k(U), ν(x1), . . . , ν(xr) are rationally inde-
pendent, ν∗(y1), . . . , ν
∗(ys) are rationally independent and (cij) has rank r.
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Suppose that T → T (1) is a UTS of type IIl+1 along ν, such that T
′′
(1) has regular
parameters (x1(1), . . . , xm(1)) with
x1 = x1(1)
a11 · · ·xr(1)
a1rca1,r+1
...
xr = x1(1)
ar1 · · ·xr(1)
ar,rcar,r+1
xr+l+1 = x1(1)
ar+1,1 · · ·xr(1)
ar,r+1(xr+l+1(1) + 1)c
ar+1,r+1 .
Then there exists a UTS of type I along ν∗ U → U(1) such that (R, T
′′
(1), T (1)) and
(S,U
′′
(1), U(1)) is a CUTS along ν∗ and U
′
(1) has regular parameters (yˆ1(1), . . . , yˆn(1))
with
y1 = yˆ1(1)
b11 · · · yˆs(1)
b1s
...
ys = yˆ1(1)
bs1 · · · yˆs(1)
bss
and U
′′
(1) has regular parameters (y1(1), . . . , yn(1)) such that yi(1) = ǫiyˆi(1) for
1 ≤ i ≤ s for some units ǫi ∈ U
′′
(1),
x1(1) = y1(1)
c11(1) · · · ys(1)
c1s(1)α1(1)
...
xr(1) = y1(1)
cr1(1) · · · ys(1)
crs(1)αr(1)
xr+1(1) = ys+1
...
xr+l = ys+l
where α1(1), . . . , αr(1) ∈ k(U(1)), ν(x1(1)), . . . , ν(xr(1)) are rationally independent,
ν∗(y1(1)), . . . , ν
∗(ys(1)) are rationally independent and (cij(1)) has rank r.
Lemma 5.4 is a simple variation of Lemma 4.6 [12]. The last two lines of page 45
[12] must be replaced with the following lines:
After possibly interchanging yˆ1(1), . . . , yˆs(1), we may assume that if
C˜ =
 c11(1) · · · c1r(1)... ...
cr1(1) · · · crr(1)

then Det(C˜) 6= 0. Set (eij) = C˜
−1, and set
ǫi =
{
δei11 · · · δ
eir
r (
δl+1
c )
−γ1ei1−···−γreir for 1 ≤ i ≤ r,
1 for r < i ≤ s
6. UTSs of form m
In this section, assumptions and notations will be as in Section 4.
Definition 6.1. Suppose that (R, T
′′
, T ) is a UTS along ν, such that T
′′
contains
a subfield isomorphic to k(c0) for some c0 ∈ T
′′
and T
′′
has regular parameters
(z1, . . . , zm)
Suppose that 0 ≤ m ≤ m− r. We will say that a UTS along ν
T → T (1)→ · · · → T (t) (4)
is of form m if for 0 ≤ α ≤ t, T
′′
(α) has regular parameters
(z1(α), . . . , zm(α)) and (z˜
′
1(α), . . . , z˜
′
m(α)),
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where zi(0) = zi for 1 ≤ i ≤ m, T
′′
(α) contains a subfield isomorphic to k(c0, . . . , cα)
and there are polynomials
Pi,α ∈ k(c0, . . . , cα)[z1(α), . . . , zi−1(α)] for r + 1 ≤ i ≤ r +m
such that
z˜
′
i(α) =
{
zi(α)− Pi,α if r + 1 ≤ i ≤ r +m
zi(α) otherwise
Each T (α)→ T (α+ 1) will either be of type I or of type IIr with 1 ≤ r ≤ r +m.
In a transformation T (α) → T (α + 1) of type I, T
′′
(α + 1) will have regular
parameters (z1(α+ 1), . . . , zm(α + 1)) defined by
z˜
′
1(α) = z1(α+ 1)
a11(α+1) · · · zr(α+ 1)
a1r(α+1)
...
z˜
′
r(α) = z1(α+ 1)
ar1(α+1) · · · zr(α+ 1)
arr(α+1).
and cα+1 is defined to be 1. In a transformation T (α) → T (α + 1) of type IIr
(1 ≤ r ≤ r +m) T
′′
(α + 1) will have regular parameters (z1(α + 1), . . . , zm(α + 1))
defined by
z˜
′
1(α) = z1(α+ 1)
a11(α+1) · · · zr(α+ 1)
a1r(α+1)c
a1r+1(α+1)
α+1
...
z˜
′
r(α) = z1(α+ 1)
ar1(α+1) · · · zr(α+ 1)
arr(α+1)c
ar,r+1(α+1)
α+1
z˜
′
s+r(α) = z1(α+ 1)
ar+1,1(α+1) · · · zr(α+ 1)
ar+1,r(α+1)
·(zr+r(α+ 1) + 1)c
ar+1,r+1(α+1)
α+1
Theorem 6.2. Suppose that (R, T
′′
, T ) is a UTS along ν, such that T
′′
contains
a subfield isomorphic to k(c0) for some c0 ∈ T
′′
and T
′′
has regular parameters
(z1, . . . , zm).
(A1): Suppose that 0 ≤ m ≤ m − r. Then there exists a UTS (4) of form m
such that
pm(i) = {f ∈ k(T (i))[[z1(i), . . . , zr+m(i)]] | ν(f) =∞}
has the form
pm(t) = (zr(1)(t)−Qr(1)(z1(t), . . . , zr(1)−1), . . . , zr(m˜)(t)−Qr(m˜)(z1(t), . . . , zr(m˜)−1))
(5)
for some 0 ≤ m˜ ≤ m and r < r(1) < r(2) < · · · < r(m˜) ≤ r +m, where Qr(i)
are power series with coefficients in k(c0, . . . , ct)
(A2): Suppose that L is a finite extension field of k(c0)(t1, . . . , tβ), with 0 ≤ β ≤
α (For the definition of t1, . . . tα see section 4). Suppose that ν
′ is an extension
of ν˜ to Q(L[[z1, . . . , zr+m]]) such that ν
′ dominates L[[z1, . . . , zr+m]]. h ∈
L[[z1, . . . , zr+m]] for some 0 ≤ m with r+m ≤ m and ν(h) <∞. Then there
exists a UTS (4), of form m, such that (5) holds in T (t) and
h = z1(t)
d1 · · · zr(t)
dru
where u ∈ L(c1, . . . , ct)[[z1(t), . . . , zr+m(t)]] is a unit power series.
If h ∈ L[z1, . . . , zr+m], then u ∈ L(c1, . . . , ct)[z1(t), . . . , zr+m(t)].
(A3): Suppose that L is a finite extension field of k(c0)(t1, . . . , tβ) with 0 ≤ β ≤
α (For the definition of t1, . . . tα see section 4). Suppose that ν
′ is an extension
of ν˜ to Q(L[[z1, . . . , zr+m]]) such that ν
′ dominates L[[z1, . . . , zr+m]]. h ∈
L[[z1, . . . , zr+m]] for some 0 < m with r +m ≤ m, ν(h) = ∞ and A > 0 is
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given. Then there exists a UTS (4), of form m, such that (5) holds in T (t)
and
h = z1(t)
d1 · · · zr(t)
drΣ
where ν(z1(t)
d1 · · · zr(t)
dr ) > A and Σ ∈ L(c1, . . . , ct)[[z1(t), . . . , zr+m]].
If h ∈ L[z1, . . . , zr+m], then Σ ∈ L(c1, . . . , ct)[z1(t), . . . , zr+m(t)].
Proof. (A1), (A2), (A3) replace (53), (54) and (55) of the proof of Theorem 4.7 [12].
We observe that (A1) is trivial for m = 0 since p0 = (0). The proof of (A2) when
m = 0 follows from the “Proof of (54) for m = s” on page 50 of the proof of Theorem
4.7 [12].
We will now establish (A1), (A2) and (A3) by proving the following inductive
statements.
A(m′): (A1), (A2) and (A3) for m ≤ m′ imply (A1) for m = m′.
B(m′): (A2), (A3) for m < m′ and (A1) for m = m′ imply (A2) and (A3) for
m = m′.
The “Proof of A(m) (s < m)” on pages 51-55 of [12] proves A(m′) for 0 < m′.
We now give the proof of B(m′) for m′ > 0. By assumption, there exists a UTS
T → T (t) satisfying (A1) for m = m′. After replacing T
′′
with T
′′
(t) and replacing
c0 with a primitive element of k(c0, . . . , ct) over k, we may assume that
pm′ = (zr(1) −Qr(1)(z1, . . . , zr(1)−1), . . . , zr(m˜′) −Qr(m˜′)(z1, . . . , zr(m˜′)−1))
where the Qr(i) are power series with coefficients in k(c0).
Let R = L[[z1, . . . , zr+m′ ]]. Let
p = {f ∈ R | ν(f) =∞}.
Let
pm′ = pm′ ∩ k(c0)[[z1, . . . , zr+m′ ]].
We first establish the following formula:
p = pm′R. (6)
We first prove the identity (6) when L = k(c0)(t1, . . . , tβ) for β with 0 ≤ β ≤ α.
Let
R˜ = k(c0)[[z1, . . . , zr+m′ ]]/pm′ .
Let a ∈ p. Suppose thatN > 0 is given. Chevalley’s Theorem (Theorem 13, Section
5, Chapter VIII [34]) implies there exists M such that g ∈ R˜ and ν(g) > M implies
g ∈ m(R˜)N . There also exists N0 ≥ N such that Ω ∈ m(R)
N0 implies ν(Ω) > M .
Write a = H + Ω with H ∈ k(c0)(t1, . . . , tβ)[z1, . . . , zr+m′ ] and Ω ∈ m(R)
N0 . Then
ν(H) = ν(Ω) > M . There exists 0 6= h ∈ k(c0)[t1, . . . , tβ ] such that
hH =
∑
I=(i1,... ,iβ)
αI t
i1
1 · · · t
iβ
β
is a polynomial with all αI ∈ k(c0)[z1, . . . , zr+m′ ]. Thus ν(αI) > M for all I (by
Lemma 3.1). Let α˜I be the residue of αI in R˜. α˜I ∈ m(R˜)
N for all I implies
αI ∈ pm′ +m(k(c0)[[z1, . . . , zr′m ]])
N
for all I so that a ∈ pm′R+m(R)
N . Since this is true for all N ,
a ∈ ∩N>0
(
pm′R+m(R)
N
)
= pm′R.
(6) is thus established when L = k(c0)(t1, . . . , tβ).
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Now suppose that L is a finite extension of k(c0)(t1, . . . , tβ). LetM = k(c0)(t1, . . . , tβ)
and let M ′ be a Galois closure of L over M . Let G be the Galois group of M ′ over
M . Suppose that a ∈ p. Set
g =
∏
σ∈G
σ(a) ∈M [[z1, . . . , zr+m′ ]].
ν(g) = ∞ since a | g in L[[z1, . . . , zr+m′ ]]. Thus g ∈ pm′M
′[[z1, . . . , zr+m′ ]] which
is a prime ideal invariant under G. Thus there exists σ ∈ G such that σ(a) ∈
pm′M
′[[z1, . . . , zr+m′ ]]. Necessarily we then have that
a ∈ (pm′M
′[[z1, . . . , zr+m′ ]]) ∩ L[[z1, . . . , zr+m′ ]] = pm′L[[z1, . . . , zr+m′ ]].
(6) is now established.
Now suppose that h ∈ L[[z1, . . . , zr+m′ ]] and ν(h) <∞. LetM = k(c0)(t1, . . . , tβ)
and let M ′ be a Galois closure of L over M . Let G be the Galois group of M ′ over
M . Set
g =
∏
σ∈G
σ(h) ∈M [[z1, . . . , zr+m′ ]].
It follows from (6) that ν(g) <∞. We will construct a UTS (4) so that
g = uz1(t)
e1 · · · z
er
r (t)
where u is a unit power series in k(c0, . . . , ct, t1, . . . , tβ)[[z1(t), . . . , zr+m′(t)]] and h ∈
L(c1, . . . , ct)[[z1(t), . . . , zr+m′(t)]]. Since h | g in L(c1, . . . , ct)[[z1(t), . . . , zr+m′(t)]],
we will have that h has the desired form in L(c1, . . . , ct)[[z1(t), . . . , zr+m′(t)]].
We now follow the argument of the proof of Theorem 4.7 [12] as modified to fit
our notation, from “Set g = zd11 · · · z
dr
r g0” on the 17th line of the “Proof of B(m)” of
page 55 of [12] to the fourth line from the last on page 56, ending with “ν(σd−1) =
ν(zr+m′)”. We must substitute k(c0, . . . , cα, t1, . . . , tβ) for k(c0, . . . , cα), r +m
′ for
m and r for s in the proof, and for “(54), (55) for m < m” on line 5 of page 56 [12]
we must substitute “(A2), (A3) for m < m′”.
We now argue as follows. σd is a unit. Let
R = k(c0, . . . , cα+2)(t1, . . . , tβ)[[z1(α+ 2), . . . , zr+m′(α+ 2)]].
Let α˜d be the residue of σd = ud in k(c0)(t1, . . . , tβ), α˜d−1 be the residue of ud−1
in k(c0, . . . , cα+2)(t1, . . . , tβ). After replacing g0 with
1
α˜d
g0, we may assume that
α˜d = 1. We have
λdrα˜d + λd−1α˜d−1 = 0, (7)
by the argument of page 53 of [12], where λd, λd−1 ∈ k(c0, . . . , cα+2). Set τ =
ν(σd−1) = ν(zr+m′) <∞. Write
σd−1 =
∑
ν(z
i1
1 ···z
i
r+m′−1
r+m′−1
)≤τ
gIz
i1
1 · · · z
ir+m′−1
r+m′−1 +
∑
ν(z
i1
1 ···z
i
r+m′−1
r+m′−1
)>τ
gIz
i1
1 · · · z
ir+m′−1
r+m′−1
with gI ∈ k(c0)(t1, . . . , tβ) for all I = (i1, . . . , ir+m′−1). Set
Ω =
∑
ν(z
i1
1 ···z
i
r+m′−1
r+m′−1
)≤τ
gIz
i1
1 · · · z
ir+m′−1
r+m′−1.
We have ν(Ω) = ν(σd−1). There exists 0 6= h ∈ k(c0)(t1, . . . , tβ) such that hgI ∈
k(c0)[t1, . . . , tβ ] for all gI in the finite sum Ω. Thus we have
hΩ =
∑
J=(j1,... ,jβ)
ΨJ t
j1
1 · · · t
jβ
β
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with all ΨJ ∈ k(c0)[z1, . . . , zr+m′−1]. By Lemma 3.1,
ν(Ω) = min{ν(ΨJ)}.
σd−1
zr+m′
has residue −rα˜d = −r in k(V )(t1, . . . , tβ) ⊂ k(V
∗) (by the argument of page
53 of [12]). Let [
ΨJ
zr+m′
]
be the residue of ΨJzr+m′
in k(V ).
In k(V (t1, . . . , tβ)), we have
−rh =
∑
J
[
ΨJ
zr+m′
]
tj11 · · · t
jβ
β .
Since 0 6= h ∈ k(c0)(t1, . . . , tβ) and the t
j1
1 · · · t
jβ
β are linearly independent over
k(V ), we have that [
ΨJ
zr+m′
]
∈ k(c0) for all J
and [
ΨJ0
zr+m′
]
6= 0 for some J0.
Let c =
[
zr+m′
ΨJ0
]
. Set
z′r+m′ = zr+m′ − cΨJ0 ∈ k(c0)[z1, . . . , zr+m′ ].
We have
ν(z′r+m′) > ν(zr+m′).
We further have
ν(g0) ≥ ν(z
r
r+m′) ≥ ν(zr+m′)
since zrr+m′ is a minimal value term of g0.
Now we finish the proof as on lines 1 - 16 of page 57 of [12]. On line 7 of page 57
we must replace “Pm,0 ∈ k(c0)[z1, . . . , zm−1]” with “Pm′,0 ∈ k(c0)[z1, . . . , zr+m′−1]”.
on line 11 we must replace “u is a unit power series with coefficients in k(c0, . . . , ct)”
with “u is a unit power series with coefficients in k(c0, . . . , ct)(t1, . . . , tβ)”. (53) on
line 12 must be replaced with (A1). This concludes the proof of Case 1, ν(h) <∞ of
the proof of B(m′).
The proof of B(m′), when ν(h) = ∞ is only a slight modification of the proof of
case 2 on page 57 of [12]. We must replace (53) on line 17 with (A1) and replace
“σi ∈ k(T )[[z1, . . . , zm]]” with “σi ∈ L[[z1, . . . , zr+m′ ]]” on line 21 of page 57.
The final statements that h ∈ L[z1, . . . , zr+m] imply h ∈ L(c1, . . . , ct)[z1(t), . . . , zr+m(t)]
follow since z1, . . . , zr+m ∈ k(c1, . . . , ct)[z1(t), . . . , zr+m(t)] by the definition of a
UTS of form m. 
Lemma 6.3. Suppose that
T → T (1)→ · · · → T (t)
is a UTS of form m as in (4) of Definition 6.1. Let
Ai = k(T (i))[[z1(i), . . . , zr+m(i)]],
and let
σ(i) = dim Ai/pm(i)
where pm(i) is defined by (A1) of Theorem 6.2. Then
σ(i+ 1) ≤ σ(i)
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for 0 ≤ i ≤ t− 1.
Proof. There exists an ideal q ⊂ Ai, 0 6= λ ∈ q and a maximal ideal n in Ai[
q
n ] such
that
Ai+1 = (Ai[
q
λ
]n) .̂
Let
p˜ = ∪∞j=1
(
pm(i)Ai[
q
λ
]n : q
jAi[
q
λ
]n
)
,
the strict transform of pm(i) in Ai[
q
λ ]n. q 6⊂ pm(i) implies ν(f) = ∞ if f ∈ p˜. Thus
p˜ ⊂ pm(i+ 1).
Ai/pm(i)→ Ai[
q
λ
]n/p˜
is birational (c.f. [22]) and the residue field extension is finite, so by the dimension
formula (c.f. Theorem 15.6 [26]) σ(i) = dim Ai[
q
λ ]n/p˜. Thus σ(i) = dim Ai+1/p˜Ai+1
since completion is flat (c.f. Theorem 8.14 [26]) and by Theorem 15.1 [26]. We thus
have
σ(i) ≥ dim Ai+1/pm(i+ 1) = σ(i + 1).

7. CUTS of form m
Let assumptions and notations be as in Section 4 throughout this section. Sup-
pose that (R, T
′′
, T ) and (S,U
′′
, U) is a CUTS along ν∗, T
′′
has regular parameters
(x1, . . . , xm) and U
′′
has regular parameters (y1, . . . , yn) with
x1 = y
c11
1 · · · y
c1s
s φ1
...
xr = y
cr1
1 · · · y
crs
s φr
xr+1 = ys+1
...
xr+l = ys+l
(8)
such that φ1, . . . , φr ∈ k(U), ν(x1), . . . , ν(xr) are rationally independent,
ν∗(y1), . . . , ν
∗(ys) are rationally independent and (cij) has rank r.
Let C = (C1, . . . , Cs) be the r × s matrix (cij) of (8). Multiplication by C defines
a linear map Φ : Qr → Qs, Φ(v) = vC. Φ is 1-1 since C has rank r.
Suppose that we have a CUTS as in (8), and that f ∈ k(U)[[y1, . . . , ys+l]].
For Λ ∈ Zs, let [Λ] denote the class of Λ in Zs/(QrC) ∩ Zs. f has a unique
expression
f =
∑
[Λ]∈Zs/(QrC)∩Zs
h[Λ] (9)
where
h[Λ] =
∑
α∈Ns|[α]=[Λ]
gαy
α1
1 · · · y
αs
s (10)
and gα ∈ k(U)[[ys+1, . . . , ys+l]].
Set G = Φ−1(Zs). For Λ = (λ1, . . . , λs) ∈ N
s, define
PΛ = {v ∈ Q
r | vCi + λi ≥ 0 for 1 ≤ i ≤ s}.
For Λ ∈ Ns, we have
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h[Λ] = y
λ1
1 · · · y
λs
s
 ∑
v=(v1,... ,vr)∈G∩PΛ
φ−v11 · · ·φ
−vr
r x
v1
1 · · ·x
vr
r gv
 (11)
where each gv ∈ k(U)[[xr+1, . . . , xr+l]]. Here we have reindexed the gα = gΦ(v)+Λ in
(10) as gv. Let
H = {v ∈ Zr | vCi ≥ 0 for 1 ≤ i ≤ s},
I = {v ∈ G | vCi ≥ 0 for 1 ≤ i ≤ s}
and for Λ = (λ1, . . . , λs) ∈ N
s,
MΛ = {v ∈ G | vCi + λi ≥ 0 for 1 ≤ i ≤ s}.
PΛ is a rational polyhedral set in Q
r whose associated cone is
σ = {v ∈ Qr | vCi = 0 for 1 ≤ i ≤ s} = {0}.
Let W = Qr. G is a lattice in W . Thus PΛ is strongly convex and MΛ = PΛ ∩ G
is a finitely generated module over the semigroup I (c.f. Theorem 7.1 [16]). Let
n = [G : Zr]. We have nx ∈ H for all x ∈ I. Gordon’s Lemma (c.f. proposition
1, page 12 [20]) implies that H and I are finitely generated semigroups. There exist
w1, . . . , wm ∈ I which generate I as a semi-group. Then the finite set
{a1w1 + · · ·+ amwm | ai ∈ N and 0 ≤ ai < n for 1 ≤ i ≤ m}
generate I as an H module. We have then that MΛ is a finitely generated module
over the semigroup H . Thus there exist v1, . . . .va ∈ H and u1, . . . , ub ∈ MΛ such
that if v = (v1, . . . , vr) ∈MΛ = G ∩ PΛ, then
v = ui +
a∑
j=1
njvj
for some 1 ≤ i ≤ b and n1, . . . , na ∈ N. Thus,
xv11 · · ·x
vr
r = x
ui,1
1 · · ·x
ui,r
r
a∏
j=1
(x
vj,1
1 · · ·x
vj,r
r )
nj
where ui = (ui,1, . . . , ui,r) and vj = (vj,1, . . . , vj,r) for 1 ≤ j ≤ a. Since each vj ∈ H ,
ν(x
vj,1
1 · · ·x
vj,r
r ) ≥ 0. Thus there exists by Lemma 4.2 [12] and Lemma 5.1 a CUTS
of type I along ν∗
U → U(1)
↑ ↑
T → T (1)
(12)
such that
x
vj,1
1 · · ·x
vj,r
r = x1(1)
v(1)j,1 · · ·xr(1)
v(1)j,r
with vj(1) = (v(1)j,1, . . . , v(1)j,r) ∈ N
r for 1 ≤ j ≤ a.
We then have expressions for all Λ = (λ1, . . . , λs) ∈ N
s, where u1, . . . , ub ∈ Q
r
depend on Λ,
h[Λ] = y1(1)
λ1(1) · · · ys(1)
λs(1)
 b∑
i=1
φ
−ui,1
1 · · ·φ
−ui,r
r x1(1)
ui,1(1) · · ·xr(1)
ui,r(1)gi

(13)
with gi ∈ k(U)[[x1(1), . . . , xr+l(1)]],
y1(1)
λ1(1) · · · ys(1)
λs(1) = yλ11 · · · y
λs
s
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and
x1(1)
ui,1(1) · · ·xr(1)
ui,r(1) = x
ui,1
1 · · ·x
ui,r
r
for 1 ≤ i ≤ b.
Remark 7.1. If Λ = 0, we have ν(x
ui,1
1 · · ·x
ui,r
r ) ≥ 0 for 1 ≤ i ≤ b, so we can
construct our CUTS (12) so that ui(1) ∈ Q
r
+ for 1 ≤ i ≤ b. Thus if d is a common
denominator of the coefficients of the ui, then ui(1) ∈
1
dN
r for 1 ≤ i ≤ b, and we
have
h[Λ] = h0 ∈ k(U)[φ
1
d
1 , . . . φ
1
d
r ][[x1(1)
1
d , . . . , xr(1)
1
d , xr+1(1), . . . , xr+l(1)]].
(14)
Lemma 7.2. Suppose that h ∈ k(U)[[x1, . . . , xm]] ⊂ U is such that ν
∗(h) <∞. Then
ν∗(h) ∈ Γν ⊗Q.
Proof. Recall that t1, . . . , tα is a transcendence basis of k(U) over k(T ). Let A =
k(U)[[x1, . . . , xm]], B = k(T )(t1, . . . , tα)[[x1, . . . , xm]]. We will first assume that
h ∈ B. Since ν∗(h) <∞, there exists s > 0 such that ν∗(m(B)s) > ν∗(h). We have
h = f + g
with f ∈ k(T )(t1, . . . , tα)[x1, . . . , xm] and g ∈ m(B)
s. ν∗(h) = ν∗(f). There exists
0 6= a ∈ k(T )[t1, . . . , tα] such that we have a finite expansion
af =
∑
I=(i1,... ,iα)∈N
α
aIt
i1
1 · · · t
iα
α
with aI ∈ k(T )[x1, . . . , xr+l]. By Lemma 3.1,
ν∗(h) = ν∗(f) = min {ν(aI) | aI 6= 0} ∈ Γν .
Since A is a finite extension of B, we have ν∗(h) ∈ Γν⊗Q if h ∈ B, by the Corollary
to Lemma 3, Section 11, Chapter VI [34].

Lemma 7.3. (1) Suppose that Λ ∈ Ns and ν∗(h[Λ]) <∞. Then we have
ν∗
(
h[Λ]
yλ11 · · · y
λs
s
)
∈ Γν ⊗Q.
In particular, ν∗(h[Λ]) ∈ Γν ⊗Q implies [Λ] = 0.
(2) In the expansion (9), for Λ1,Λ2 ∈ N
s, suppose that
ν∗(h[Λ1]) = ν
∗(h[Λ2]) <∞.
Then [Λ1] = [Λ2].
Proof. For Λ ∈ Ns such that ν∗(hΛ]) <∞, consider the expansion (13) of h[Λ].
There exists w = (w1, . . . , wr) ∈ N
r such that w + ui ∈ Q
r
+ for 1 ≤ i ≤ b.
Let d be a common denominator of the coefficients ui for 1 ≤ i ≤ b. Let
A = k(U)[φ
1
d
1 , . . . , φ
1
d
r ][[x1(1)
1
d , . . . , xr(1)
1
d , xr+1(1), . . . , xr+l(1)]].
Set
f =
h[Λ]
yλ11 · · · y
λs
s
xw11 · · ·x
wr
r ∈ A.
If we restrict ν˜∗ to Q(k(U)[[y1(1), . . . , ys+l(1)]]), extend it to the finite extension
Q(k(U)[φ
1
d
1 , . . . , φ
1
d
r ][y1(1)
1
d , . . . , ys(1)
1
d , ys+1(1), . . . , ys+l(1)]]) so that it dominates
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k(U)[φ
1
d
1 , . . . , φ
1
d
r ][y1(1)
1
d , . . . , ys(1)
1
d , ys+1(1), . . . , ys+l(1)]] and restrict to A, we get
a valuation ν′ on Q(A) which extends ν˜ restricted to Q(k(T )[[x1(1), . . . , xr+l(1)]]).
By Lemma 7.2 and the Corollary to Lemma 3, Section 11, Chapter VI [34], we have
ν′(f) ∈ Γν ⊗Q. Thus, we have
ν∗(
h[Λ]
yλ11 · · · y
λs
s
) ∈ Γν ⊗Q.
We now compare ν∗(h[Λ1]) and ν
∗(h[Λ2]).
ν∗
(
h[Λ1]
h[Λ2]
)
= ν∗
 h[Λ1]
y
λ11
1 · · · y
λ1
s
s
− ν∗
 h[Λ2]
y
λ21
1 · · · y
λ2
s
s
+ ν∗
yλ111 · · · yλ1ss
y
λ21
1 · · · y
λ2
s
s

where Λ1 = (λ
1
1, . . . , λ
1
s), Λ2 = (λ
2
1, . . . , λ
2
s). Thus ν
∗(h[Λ1]) = ν
∗(h[Λ2]) <∞ implies
ν∗
yλ111 · · · yλ1ss
y
λ21
1 · · · y
λ2
s
s
 ∈ Γν ⊗Q,
so that
(λ11 − λ
2
1)ν
∗(y1) + · · ·+ (λ
1
s − λ
2
s)ν
∗(ys) ∈ Γν ⊗Q.
Thus, there exists (a1, . . . , ar) ∈ Q
r such that
(λ11 − λ
2
1)ν
∗(y1) + · · ·+ (λ
1
s − λ
2
s)ν
∗(ys) = a1ν(x1) + · · ·+ arν(xr).
Substituting from (8), we get
(a1, . . . , ar)C = (λ
1
1 − λ
2
1, . . . , λ
1
s − λ
2
s)
and thus
Λ1 − Λ2 ∈ Φ(Q
r) ∩ Zs.

Remark 7.4. In the expansion (9), Let Λ0 ∈ N
s be such that
ν∗(h[Λ0]) = min{ν
∗(h[Λ]) | Λ ∈ N
s}.
This minimum exists since U is Noetherian. Then, by Lemma 7.3,
ν∗(f) = ν∗(h[Λ0]).
Lemma 7.5. With the notation of (8), assume that f ∈ T
′′
and
f ∈ k(U)[[y1, . . . , ys+l]].
Then
f ∈ k(T )[[x1, . . . , xr+l]].
Proof. Let h[Λ0] be the minimum value term of f in the expansion (9), so that
ν∗(f) = ν∗(h[Λ0])
(by Remark 7.4). Since f ∈ T
′′
, we have ν∗(f) <∞. Since
ν∗(h[Λ0]) = ν(f) ∈ Γν ,
we have [Λ0] = 0 by Lemma 7.3. Thus by Remark 7.1, there exists a CUTS of type I
U → U(1)
↑ ↑
T → T (1)
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and d, a positive integer, such that
h[Λ0] = h0 ∈ A = k(U)[φ
1
d
1 , . . . , φ
1
d
r ][[x1(1)
1
d , . . . , xr(1)
1
d , xr+1(1), . . . , xr+l(1)]].
Suppose that f 6= h0. Then there exists Λ1 6∈ (Q
rC) ∩ Zs in the expansion of f in
(9), such that the minimal value term of f − h0 is h[Λ1]. Write Λ1 = (λ
1
1, . . . , λ
1
s).
Consider the k-derivation
∂ =
s∑
i=1
eiyi
∂yi
∂yi
on U
′′
(and on U) where ei ∈ Q are chosen so that
s∑
i=1
eicji = 0 for 1 ≤ j ≤ r
and
s∑
i=1
eiλ
1
i 6= 0.
We have
∂(yb11 · · · y
bn
n ) = (b1e1 + · · ·+ bses)y
b1
1 · · · y
bn
n
for all monomials yb11 · · · y
bn
n . From (10), we see that
∂(h[Λ]) =
∑
α∈Ns|[α]=[Λ] gα∂(y
α1
1 · · · y
αs
s )
=
∑
(α1e1 + · · ·+ αses)gαy
α1
1 · · · y
αs
s
= (λ1e1 + · · ·+ λses)h[Λ].
In particular, ∂(h[Λ0]) = 0 and
∂(h[Λ1]) = (λ
1
1α1 + · · ·+ λ
1
sαs)h[Λ1] 6= 0.
Thus
∂(f − h0) =
∑
[Λ] 6=0
(λ1e1 + · · ·+ λses)h[Λ]
has value
ν∗(∂(f − h0)) = ν
∗(h[Λ1]).
But ∂ is a derivation of U
′′
, so that ∂(f − h0) = ∂(f) ∈ U
′′
has finite value, and
ν∗(h[Λ1]) = ν
∗(∂(f − h0)) <∞.
Thus ν∗(h[Λ1]) 6∈ Γν ⊗Q, by Lemma 7.3, but ν
∗(h[Λ1]) = ν
∗(f − h0) ∈ Γν ⊗Q, by
Lemma 7.2, since
f − h0 ∈ k(U)[φ
1
d
1 , . . . , φ
1
d
r ][[x1(1)
1
d , . . . , xr(1)
1
d , xr+1(1), . . . , xm(1)]]
which is a finite extension of k(U)[[x1(1), . . . , xm(1)]], a contradiction. Thus f = h0.
We have
f ∈ A ∩ k(T )[[x1, . . . , xm]] = k(T )[[x1, . . . , xr+l]].

Theorem 7.6. Suppose that (R, T
′′
, T ) and (S,U
′′
, U) is a CUTS along ν∗, such
that T
′′
contains a subfield isomorphic to k(c0) for some c0 ∈ T
′′
and U
′′
contains
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a subfield isomorphic to k(U). T
′′
has regular parameters (z1, . . . , zm) and U
′′
has
regular parameters (w1, . . . , wn) with
z1 = w
c11
1 · · ·w
c1s
s φ1
...
zr = w
cr1
1 · · ·w
crs
s φr
zr+1 = ws+1
...
zr+l = ws+l
such that φ1, . . . , φr ∈ k(U), ν(z1), . . . , ν(zr) are rationally independent, ν
∗(w1), . . . , ν
∗(ws)
are rationally independent and (cij) has rank r.
Suppose that one of the following three conditions hold.
f ∈ k(U)[[w1, . . . , ws+m]] for some m such that 0 ≤ m ≤ n− s with ν
∗(f) <∞.
(15)
f ∈ k(U)[[w1, . . . , ws+m]] for some m such that 0 < m ≤ n− s with ν
∗(f) =∞ and A > 0 is given.
(16)
f ∈
(
k(U)[[w1, . . . , ws+m]]− k(U)[[w1, . . . , ws+l]]
)
∩ U
′′
for some m such that l < m ≤ n− s.
(17)
Then there exists a CUTS along ν∗ (R, T
′′
(t), T (t)) and (S,U
′′
(t), U(t))
U = U(0) → U(1) → · · · → U(t)
↑ ↑ ↑
T = T (0) → T (1) → · · · → T (t)
(18)
such that U
′′
(t) has regular parameters (w1(t), . . . , wn(t)).
In case (15) we have
f = w1(t)
d1 · · ·ws(t)
dsu
where u ∈ k(U(t))[[w1(t), . . . , ws+m(t)]] is a unit power series.
In case (16) we have
f = w1(t)
d1 · · ·ws(t)
dsΣ
where Σ ∈ k(U(t))[[w1(t), . . . , ws+m(t)]], ν
∗(w1(t)
d1 · · ·ws(t)
ds) > A.
In case (17) we have
f = P + w1(t)
d1 · · ·ws(t)
dsH
for some powerseries P ∈ k(U(t))[[w1(t), . . . , ws+l(t)]],
H = u(ws+m(t) + w1(t)
g1 · · ·ws(t)
gsΣ)
where u ∈ k(U(t))[[w1(t), . . . , ws+m(t)]] is a unit, Σ ∈ k(U(t))[[w1(t), . . . , ws+m−1(t)]]
and ν∗(ws+m(t)) ≤ ν
∗(w1(t)
g1 · · ·ws(t)
gs).
(18) will be such that T
′′
(α) has regular parameters
(z1(α), . . . , zm(α)) and (z˜
′
1(α), . . . , z˜
′
m(α)),
U
′′
(α) has regular parameters
(w1(α), . . . , wn(α)) and (w˜
′
1(α), . . . , w˜
′
n(α))
where zi(0) = zi for 1 ≤ i ≤ m and wi(0) = wi for 1 ≤ i ≤ n. (18) will consist of
three types of CUTS.
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(M1): T (α)→ T (α+ 1) and U(α)→ U(α+ 1) are of type I.
(M2): T (α) → T (α + 1) is of type IIr, 1 ≤ r ≤ min {l,m}, and U(α) →
U(α+1) is a transformation of type IIr followed by a transformation of type
I.
(M3): T (α) = T (α+1) and U(α)→ U(α+1) is of type IIr with l+1 ≤ r ≤ m.
T
′′
(α) contains a subfield isomorphic to k(c0, . . . , cα) and U
′′
(α) contains a subfield
isomorphic to k(U(α)).
We will find polynomials Pi,α so that the variables will be related by:
z˜
′
i(α) =
{
zi(α)− Pi,α if r + 1 ≤ i ≤ r + min {l,m}
zi(α) otherwise
w˜
′
i(α) =
 z˜i−s+r(α) if s+ 1 ≤ i ≤ s+ lwi(α)− Pi,α if s+ l + 1 ≤ i ≤ s+m
wi(α) otherwise
We will have Pi,α ∈ k(c0, . . . , cα)[z1(α), . . . , zi−1(α)] if i ≤ r + l,
Pi,α ∈ k(U(α))[w1(α), . . . , wi−1(α)]
if i > s+ l. For all α we will have
z1(α) = w1(α)
c11(α) · · ·ws(α)
c1s(α)φ1(α)
...
zr(α) = w1(α)
cr1(α) · · ·w
crs
s φr(α)
zr+1(α) = ws+1(α)
...
zr+l(α) = ws+l(α)
(19)
and
z˜
′
1(α) = w˜
′
1(α)
c11(α) · · · w˜
′
s(α)
c1s(α)φ1(α)
...
z˜
′
r(α) = w˜
′
1(α)
cr1(α) · · · w˜
′
s(α)
crs(α)φr(α)
z˜
′
r+1(α) = w˜
′
s+1(α)
...
z˜
′
r+l(α) = w˜
′
s+l(α)
(20)
where φ1(α), . . . , φr(α) ∈ k(U(α)). ν(z1(α)), . . . , ν(zr(α)) are rationally indepen-
dent, ν∗(w1(α)), . . . , ν
∗(ws(α)) are rationally independent and (cij(α)) has rank r
for 1 ≤ α ≤ t.
In a transformation T (α) → T (α + 1) of type I, T
′′
(α + 1) will have regular
parameters (z1(α+ 1), . . . , zm(α + 1)) defined by
z˜
′
1(α) = z1(α+ 1)
a11(α+1) · · · zr(α+ 1)
a1r(α+1)
...
z˜
′
r(α) = z1(α+ 1)
ar1(α+1) · · · zr(α+ 1)
arr(α+1).
(21)
and cα+1 is defined to be 1. In a transformation T (α) → T (α + 1) of type IIr
(1 ≤ r ≤ min {l,m}) T
′′
(α+1) will have regular parameters (z1(α+1), . . . , zm(α+1))
24 STEVEN DALE CUTKOSKY
defined by
z˜
′
1(α) = z1(α+ 1)
a11(α+1) · · · zr(α+ 1)
a1r(α+1)c
a1r+1(α+1)
α+1
...
z˜
′
r(α) = z1(α+ 1)
ar1(α+1) · · · zr(α+ 1)
arr(α+1)c
ar,r+1(α+1)
α+1
z˜
′
r+r(α) = z1(α+ 1)
ar+1,1(α+1) · · · zr(α+ 1)
ar+1,r(α+1)
·(zr+r(α + 1) + 1)c
ar+1,r+1(α+1)
α+1
(22)
In a transformation U(α)→ U(α+1) of type I U
′′
(α+1) will have regular parameters
(w1(α+ 1), . . . , wn(α+ 1)) defined by
w˜
′
1(α) = w1(α + 1)
b11(α+1) · · ·ws(α+ 1)
b1s(α+1)
...
w˜
′
s(α) = w1(α + 1)
bs1(α+1) · · ·ws(α+ 1)
bss(α+1).
(23)
In a transformation U(α) → U(α + 1) of type IIr (1 ≤ r ≤ m) U
′′
(α + 1) will have
regular parameters (w1(α+ 1), . . . , wn(α+ 1)) defined by
w˜
′
1(α) = w1(α+ 1)
b11(α+1) · · ·ws(α+ 1)
b1s(α+1)d
b1s+1(α+1)
α+1
...
w˜
′
s(α) = w1(α+ 1)
bs1(α+1) · · ·ws(α+ 1)
bss(α+1)d
bs,s+1(α+1)
α+1
w˜
′
s+r(α) = w1(α+ 1)
bs+1,1(α+1) · · ·ws(α + 1)
bs+1,s(α+1)
·(ws+r(α+ 1) + 1)d
bs+1,s+1(α+1)
α+1
(24)
We will call a CUTS as in (18) a CUTS of form m. Observe that the UTS T → T (t)
is a UTS of form min {l,m}.
Proof. We will first assume that f satisfies (15) or (16) with 0 ≤ m ≤ l.
By (A1) of Theorem 6.2, after performing a CUTS of form m, we may assume that
pm = (zr(1) −Qr(1)(z1, . . . , zr(1)−1), . . . , zr(m˜) −Qr(m˜)(z1, . . . , zr(m˜)−1)
(25)
where the coefficients of Qr(i) are in k(c0). We have that f ∈ k(U)[[w1, . . . , ws+m]].
Given a CUTS (18), define σ(i) as in Lemma 6.3 for the UTS
T → · · · → T (t).
If σ(i) drops during the course of the proof, we can start the corresponding algo-
rithm again with this smaller value of σ(i). Eventually σ(i) must stablize, so we may
assume that σ(i) is constant throughout the proof.
We have the expansion
f =
∑
[Λ]∈Zs/(QrC)∩Zs
h[Λ]
of (9). Let Λ0 ∈ N
s be such that
ν∗(h[Λ0]) = min{ν
∗(h[Λ]) | h[Λ] 6= 0}.
By Remark 7.4, ν∗(f) = ν∗(h[Λ0]). We either have ν
∗(f) < ∞ and ν∗(h[Λ]) >
ν∗(h[Λ0]) if [Λ] 6= [Λ0] (by Lemma 7.3) or ν
∗(f) = ∞ and ν∗(h[Λ]) = ∞ for all [Λ].
Let I be the ideal
I = (h[Λ] | [Λ] 6= [Λ0]) ⊂ k(U)[[w1, . . . , ws+m]].
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Let h[Λ1], . . . , h[Λβ ] be generators of I. We will construct a CUTS along ν
∗ of form m
U → U(α)
↑ ↑
T → T (α)
such that
h[Λi] = w1(α)
bi1 · · ·ws(α)
bi
sψi
for 0 ≤ i ≤ β, with ψi ∈ U(α). If ν
∗(h[Λi]) <∞, ψi will be a unit.
If ν∗(f) <∞, so that f satisfies the conditions of (15), then set
B = ν∗(f) = ν∗(h[Λ0]).
If ν∗(h[Λi]) =∞, we will have ν
∗(w1(α)
bi1 · · ·ws(α)
bi
s) > B.
If ν∗(f) =∞, so that f satisfies the conditions of (16), we will have
ν∗(w1(α)
bi1 · · ·ws(α)
bi
s ) > A
for all i. In this case ν∗(h[Λi]) =∞ for 0 ≤ i ≤ β.
Assume that the above CUTS has been constructed. There exists (by Lemma 4.2
[12]) a CUTS of type (M1) along ν∗
U(α) → U(α+ 1)
↑ ↑
T (α) = T (α+ 1)
such that if ν∗(f) < ∞, then for 1 ≤ i ≤ β, h[Λ0] divides h[Λi] in U(α + 1). If
ν∗(f) =∞, then there exists w1(α+ 1)
a1 · · ·ws(α+ 1)
as such that
ν∗(w1(α+ 1)
a1 · · ·ws(α+ 1)
as) > A
and w1(α + 1)
a1 · · ·ws(α + 1)
as divides h[Λi] for 0 ≤ i ≤ β in U(α + 1). Thus the
conclusions of the theorem hold for f satisfying the conditions (15) or (16) with
0 ≤ m ≤ l.
We are thus reduced to proving the theorem (with our assumption that f satisfies
(15) or (16) and 0 ≤ m ≤ l) when f = h[Λ] for some Λ ∈ N
s. Assume that f has this
form. There exists a CUTS along ν∗ (using Lemma 5.1)
U → U(1)
↑ ↑
T → T (1)
of type (M1) such that there is an expression of the form of (13),
h[Λ] = w1(1)
λ1(1) · · ·ws(1)
λs(1)
 b∑
i=1
z1(1)
ui,1 · · · zr(1)
ui,rgi
 ,
d ∈ N with ui = (ui,1, . . . , ui,r) ∈
1
dZ
r for 1 ≤ i ≤ b , gi ∈ k(U)[φ
1
d
1 , . . . , φ
1
d
r ][[z1(1), . . . , zr+m(1)]],
and
wλ11 · · ·w
λs
s = w
λ1(1)
1 · · ·ws(1)
λs(1).
Set L′ = k(U)[φ
1
d
1 , . . . , φ
1
d
r ]. There exists a1, . . . , ar ∈ N such that
aj + ui,j ≥ 0
for 1 ≤ j ≤ r and 1 ≤ i ≤ b. Set
δ =
h[Λ]z1(1)
a1 · · · zr(1)
ar
w1(1)λ1(1) · · ·ws(1)λs(1)
∈ L′[[z1(1)
1
d , . . . , zr(1)
1
d , zr+1(1), . . . , zr+m(1)]]
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and let
σ = ν(z1(1)
a1 · · · zr(1)
ar ).
Let ω be a primitive d-th root of unity (in an algebraic closure of L′). Set
δj1,... ,jr = δ(ω
j1z1(1)
1
d , . . . , ωjrzr(1)
1
d , zr+1(1), . . . , zr+m(1))
∈ B1 = L
′[ω][[z1(1)
1
d , . . . , zr(1)
1
d , zr+1(1), . . . , zr+m(1)]].
Set
ǫ =
d∏
j1,... ,jr=1
δj1,... ,jr ∈ A1 = L
′[[z1(1), . . . , zr+m(1)]].
Identify ν∗ with an extension of (a restriction of ν∗ to Q(F )) which dominates B1.
We will now prove that
ν∗(h[Λ]) =∞⇔ ν
∗(δ) =∞⇔ ν∗(ǫ) =∞.
We certainly have that
ν∗(h[Λ]) =∞⇔ ν
∗(δ) =∞.
ν∗(δ) =∞⇒ ν∗(ǫ) =∞ since δ | ǫ in B1.
Suppose that ν∗(ǫ) = ∞ and ν∗(δ) < ∞. We will derive a contradiction. pm has
the form of (25) and T → T (1) of type I implies q = pmk(T (1))[[z1(1), . . . , zr+m(1)]]
is a prime which is a complete intersection of height m˜ = m − σ(0). As q ⊂ pm(1)
and since, by assumption, σ(1) = σ(0), so that pm(1) is a prime ideal of the same
height, we must have q = pm(1).
By (6),
pA1 = {a ∈ A1 | ν
∗(a) =∞} = pm(1)A1.
Since A1 → B1 is finite and pm(1)B1 is a prime ideal,
pB1 = {a ∈ B1 | ν
∗(a) =∞} = pm(1)B1.
Since B1 is Galois over A1, the automorphisms of B1 over A1 fix pB1 and δ | ǫ in
B1, so that some conjugate of δ is in pB1 , we have δ ∈ pB1 . Thus ν
∗(δ) = ∞, a
contradiction. We have completed the verification that
ν∗(h[Λ]) =∞⇔ ν
∗(δ)⇔ ν∗(ǫ) =∞.
We now continue with our proof of the theorem for h[Λ] satisfying (15) or (16)
when m ≤ l.
By (A2) and (A3) of Theorem 6.2 and Lemma 4.2 of [12] there exists a UTS
T (1)→ T (2) of form m along ν such that
ǫ = z1(2)
g1 · · · zr(2)
grΣ
where
Σ ∈ C = L′ ∗ k(T (2))[[z1(2), . . . , zr+m(2)]]
with Σ a unit in C if ν∗(h[Λ]) <∞ and
ν(z1(2)
g1 · · · zr(2)
gr ) > dr(A+ σ)
if ν∗(h[Λ]) =∞.
We can further assume that zi(2) does not divide Σ if 1 ≤ i ≤ r. We have
expressions
z1(1) = z1(2)
a11 · · · zr(2)
a1rb1
...
zr(1) = z1(2)
ar1 · · · zr(2)
arrbr
with b1, . . . , br ∈ k(T (2)) and there exist polynomials
ai ∈ k(T (2))[z1(2), . . . , zr+m(2)] for r + 1 ≤ i ≤ r +m
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such that zi(1) = ai for r+1 ≤ i ≤ r+m. Thus there exists a series in indeterminates
x1, . . . , x2r+m
δ′ ∈ L′ ∗ k(T (2))[[x1, . . . , x2r+m]]
such that
δj1···jr = δ
′(ωj1z1(2)
a11
d · · · zr(2)
a1r
d b
1
d
1 , · · · , ω
jrz1(2)
a
r1
d · · · zr(2)
a
rr
d b
1
d
r , z1(2), . . . , zr+m(2))
for 1 ≤ j1, . . . , jr ≤ d. Let
D = L′ ∗ k(T (2))[ω, b
1
dr
1 , . . . , b
1
dr
r ][[z1(2)
1
dr , . . . , zr(2)
1
dr , zr+1(2), . . . , zr+m(2)]].
We have δj1···jr ∈ D for all j1, . . . , jr. Since for any natural numbers a1, . . . , ar we
have
z1(2)
a1
dr · · · zr(2)
a
r
dr | δj1···jr ⇔ z1(2)
a1
dr · · · zr(2)
a
r
dr | δ
in D, we have
z1(2)
g1
dr · · · zr(2)
g
r
dr | δ
in D, so that we have a factorization
δ = z1(2)
g1
dr · · · zr(2)
g
r
dr δ′′
where δ′′ ∈ D is such that zi(2)
1
dr does not divide δ′′ for 1 ≤ i ≤ r and if ν∗(h[Λ]) <∞,
δ′′ is a unit.
T (1)→ T (2) extends to a CUTS of form m
U(1) → U(2)
↑ ↑
T (1) → T (2)
by Lemma 5.1 and 5.2.
z1(1)
a1 · · · zr(1)
arh[Λ] = w1(1)
λ1(1) · · ·ws(1)
λs(1)δ
= w1(1)
λ1(1) · · ·ws(1)
λs(1)z1(2)
g1
dr · · · zr(2)
g
r
dr δ′′
in
E = L′∗k(U(2))[ω, b
1
dr
1 , . . . , b
1
dr
r , φ1(1)
1
dr , . . . , φr(1)
1
dr ][[w1(2)
1
dr , . . . , wr(2)
1
dr , wr+1(2), . . . , wr+m(2)]].
Since we necessarily have that
z1(1)
a1 · · · zr(1)
ar | w1(1)
λ1(1) · · ·ws(1)
λs(1)z1(2)
g1
dr · · · zr(2)
g
r
dr
in E, there exist φ ∈ k(U(2))[φ1(1)
1
dr , . . . , φr(1)
1
dr ] and e1, . . . , er ∈ N such that
w1(1)
λ1(1) · · ·ws(1)
λs(1)z1(2)
g1
dr · · · zr(2)
g
r
dr
z1(1)a1 · · · zr(1)ar
= w1(2)
e1
dr · · ·wr(2)
e
r
dr φ.
We thus have that
f1 =
e1
dr
, . . . , fr =
er
dr
∈ N
and δ′′′ = φδ′′ ∈ U(2) since h[Λ] ∈ U(2). Thus
h[Λ] = w1(2)
f1 · · ·wr(2)
fr δ′′′
in U(2). If ν∗(h[Λ]) < ∞, we have that δ
′′′ is a unit, and if ν∗(h[Λ]) = ∞, we have
that
ν∗(w1(2)
f1 · · ·wr(2)
fr ) = ν∗(w1(1)
λ1(1) · · ·ws(1)
λs(1))− ν∗(z1(1)
a1 · · · zr(1)
ar )
+ν∗(z1(2)
g1
dr · · · zr(2)
g
r
dr )
> 1
dr
[dr(A+ σ)]− σ = A.
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This concludes the proof of the analysis of f satisfying (15) or (16) when m ≤ l.
The proof of the theorem when f satisfies (15) or (16) with m > l is, with some
obvious notational changes, the same as Case 2 of pages 59 -61 of [12]. The induction
on line 9 of page 60 [12] is now on m in the conclusions of Theorem 7.6 of this paper.
The proof of the theorem when f satisfies (17) is the same, with obvious notational
changes, and after replacing references to (42), (43) and (44) of [12] with (15) and (16)
and (17) of this theorem, as “the proof when (44) holds” on pages 61-65 of [12]. 
Theorem 7.7. Suppose that (R, T
′′
, T ) and (S,U
′′
, U) is a CUTS along ν∗, such
that T
′′
contains the subfield k(c0) for some c0 ∈ T
′′
and U
′′
contains a subfield
isomorphic to k(U). T
′′
has regular parameters (z1, . . . , zm) and U
′′
has regular
parameters (w1, . . . , wn) with
z1 = w
c11
1 · · ·w
c1s
s φ1
...
zr = w
cr1
1 · · ·w
crs
s φr
zr+1 = ws+1
...
zr+l = ws+l
such that φ1, . . . , φr ∈ k(U), ν(z1), . . . , ν(zr) are rationally independent, ν
∗(w1), . . . , ν
∗(ws)
are rationally independent and (cij) has rank r.
Suppose that m > l and f ∈ T
′′
is such that
f = P + wd11 · · ·w
ds
s H (26)
for some powerseries P ∈ k(U)[[w1, . . . , ws+l]],
H = u(ws+m + w
g1
1 · · ·w
gs
s Σ)
where u ∈ k(U)[[w1, . . . , ws+m]] is a unit, Σ ∈ k(U)[[w1, . . . , ws+m−1]] and
ν∗(wg11 · · ·w
gs
s ) ≥ ν
∗(ws+m).
Then there exists a CUTS of form m along ν∗ (R, T
′′
(t), T (t)) and (S,U
′′
(t), U (t))
U = U(0) → U(1) → · · · → U(t)
↑ ↑ ↑
T = T (0) → T (1) → · · · → T (t)
(27)
such that T
′′
(i) contains a subfield isomorphic to k(c0, . . . , ci) and U
′′
(i) contains
a subfield isomorphic to k(U(i)). T
′′
(i) has regular parameters (z1(i), . . . , zm(i)) and
U
′′
has regular parameters (w1(i), . . . , wn(i)) with
z1(i) = w1(i)
c11(i) · · ·ws(i)
c1s(i)φ1(i)
...
zr(i) = w1(i)
cr1(i) · · ·ws(i)
crs(i)φr(i)
zr+1(i) = ws+1(i)
...
zr+l(i) = ws+l(i)
such that φ1(i), . . . , φr(i) ∈ k(U(i)), ν(z1(i)), . . . , ν(zr(i)) are rationally independent,
ν∗(w1(i)), . . . , ν
∗(ws(i)) are rationally independent and (cij(i)) has rank r for 1 ≤ i ≤
t.
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We further have that
f = P + w1(t)
d1 · · ·ws(t)
dsH
with P ∈ k(U(t))[w1(t), . . . , ws+l(t)], and there exists a finite extension L of the
algebraic closure of k(T (t)) in k(U(t)), and a positive integer d, such that
P ∈ L[z1(t)
1
d , . . . , zr(1)
1
d , zr+1(1), . . . , zr+l(1)],
H = u(ws+m(t) + w1(t)
g1 · · ·ws(t)
gsΣ)
where u ∈ k(U(t))[[w1(t), . . . , ws+m(t)]] is a unit, Σ ∈ k(U(t))[[w1(t), . . . , ws+m−1(t)]]
and ν∗(w1(t)
g1 · · ·ws(t)
gs) ≥ ν∗(ws+m(t)).
Proof. Set ρ = ν∗(wd11 · · ·w
ds
s ). There is an expression
P =
∑
Λ∈Zs/(QrC)∩Zs
h[Λ] (28)
of the form (9). We can rewrite as
P =
∑
ν∗(h[Λ])≤ρ
h[Λ] +Ω
with ν∗(Ω) > ρ. For each of the finitely many Λ with ν∗(h[Λ]) ≤ ρ (c.f. Lemma 2.3
[12]), we can further write
h[Λ] = h[Λ] +Ω[Λ]
with ν∗(Ω[Λ]) > ρ and h[Λ] ∈ k(U)[w1, . . . , ws+l] of the form (10). Set
P 1 =
∑
h[Λ],
P 2 =
∑
Ω[Λ] +Ω,
P = P 1 + P 2.
Observe that ν∗(h[Λ]) = ν
∗(h[Λ]) ≤ ρ for all Λ in the (finite) sum P 1, and ν
∗(P 2) > ρ.
By Theorem 7.6 applied to P 2 in equations (16) or (17) and by Lemma 4.2 [12],
there exists a CUTS (R, T
′′
(1), T (1)) and (S,U
′′
(1), U(1)) along ν∗ of form l
U → U(1)
↑ ↑
T → T (1)
such that P 2 = w1(1)
e1 · · ·ws(1)
esΦ with Φ ∈ k(U(1))[[w1(1), . . . , ws+l(1)]], and
wd11 · · ·w
ds
s = w1(1)
d1(1) · · ·ws(1)
ds(1)
with ei > di(1) for all i. Thus
f = P 1 + w1(1)
d1(1) · · ·ws(1)
ds(1)Ω′
where
Ω′ ∈ m(k(U(1))[[w1(1), . . . , ws+m(1)]]
and
∂Ω′
∂ws+m
6∈ m
(
k(U(1))[[w1(1), . . . , ws+m(1)]]
)
.
By the implicit function theorem (the case s=1 of the Weierstrass Preparation The-
orem, Corollary 1 to Theorem 5, Section 1, Chapter VII [34]),
Ω′ = u′(ws+m(1) + Σ)
with u′ ∈ k(U(1))[[w1(1), . . . , ws+m(1)]] a unit, Σ ∈ k(U(1))[[w1(1), . . . , ws+m−1(1)]].
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After replacing ws+m(1) = ws+m with ws+m +Ψ with
Ψ ∈ k(U(1))[w1(1), . . . , ws+m−1(1)] ⊂ U
′′
(1),
we may assume that
Σ ∈ (w1(1), . . . , ws+m−1(1))
B
where B is arbitrarily large. If ν∗(Ω′) <∞, we can choose B so large that
ν∗(Ω′) = ν∗(ws+m(1)) < ν
∗(Σ).
If ν∗(Ω′) = ∞, we have ν∗(Σ) = ν∗(ws+m(1)) < ∞. Then by cases (15) and (16) of
Theorem 7.6, we can perform a CUTS of the form m− 1,
U(1) → U(2)
↑ ↑
T (1) → T (2)
to get
f = P 1 + w1(2)
d1(2) · · ·w
ds(2)
s H
′
where
H ′ = u′(ws+m(2) + w1(2)
g1(2) · · ·ws(1)
gs(2)Σ′)
with u′ a unit and ν∗(w1(1)
g1(2) · · ·ws(1)
gs(2)) ≥ ν∗(ws+m(2)).
Thus we may assume that in (26), P ∈ k(U)[w1, . . . , ws+l], and
P =
∑
[Λ]∈Zs/QrC∩Zs
h[Λ]
with ν∗(h[Λ]) ≤ ρ for all Λ.
Recall that ν∗(f) <∞ since f ∈ T
′′
. If P = 0 we have proven the Theorem. Thus
we may assume that P 6= 0. There exists Λ0 such that ν
∗(f) = ν∗(P ) = ν∗(h[Λ0])
where Λ0 is such that
ν∗(h[Λ0]) = min {ν
∗(h[Λ])}
by Remark 7.4. Thus [Λ0] = 0 by Lemma 7.3. By Remark 7.1, there exists a CUTS
of type (M1),
U → U(1)
↑ ↑
T → T (1)
and d ∈ N, such that
h0 = h[Λ0] ∈ k(U)[φ
1
d
1 , . . . , φ
1
d
r ][z1(1)
1
d , . . . , zr(1)
1
d , zr+1(1), . . . , zr+l(1)].
Let
A1 = k(U)[φ
1
d
1 , . . . , φ
1
d
r ][[w1(1)
1
d , . . . , ws(1)
1
d , ws+1(1), . . . , wn(1)]].
Extend ν˜∗ to the finite extension Q(A1) so that it dominates A1. Let
B1 = T (1)
′′ ⊗k k(t1, . . . , tα).
Let ν′ = ν˜∗ | Q(B1). By Lemma 3.1, ν
′ is a rank one valuation with value group Γν ,
since it extends the rank 1 valuation ν | Q(T (1)′′).
Let k′ be the algebraic closure of k in T (1)′′, and let
C = T (1)′′ ⊗k′ k(U(1))[φ
1
d
1 , . . . , φ
1
d
r , z
1
d
1 , . . . , z
1
d
r ].
Let νˆ be the restriction to Q(C) of an extension of ν˜∗ to Q(A1). νˆ dominates C.
Since C is finite over B1, νˆ has rank 1 and Γνˆ ⊂ Γν ⊗Q.
If P 6= h0, then there exists h[Λ1] such that Λ1 6∈ Q
rC ∩ Zs and
ν∗(f − h0) = ν
∗(h[Λ1]).
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f − h0 ∈ C implies
ν∗(f − h0) ∈ Γν ⊗Q. (29)
But
ν∗(h[Λ1]) 6∈ Γν ⊗Q
by Lemma 7.3, since Λ1 6∈ Q
rC ∩ Zs, a contradiction.
Thus we may assume that in (26), P ∈ k(U)[w1, . . . , ws+l] is such that
P ∈ k(U)[φ
1
d
1 , . . . , φ
1
d
r ][z
1
d
1 , . . . , z
1
d
r , zr+1, . . . , zr+l] (30)
and ν∗(P ) ≤ ρ.
Recall that t1, . . . , tα is a transcendence basis of k(U) over k(T ). Write
P =
∑
aIw
b1(I)
1 · · ·w
bs+l(I)
s+l (31)
with aI ∈ k(U). Let aI1 , . . . , aIγ be the (finitely many) nonzero terms in the sum.
Let A be the integral closure of
k(T )[t1, . . . , tα, aI1 , . . . , aIγ , φ1,
1
φ1
, . . . , φr,
1
φr
]
in k(U). There exists an algebraic regular local ring B of k(U) such that B dominates
A, and the residue field of B is finite over k(T ) (c.f. Theorem 2.9 [12]).
Let (v1, . . . , vα) be a regular system of parameters in B. We have an inclusion
B → Bˆ = L1[[v1, . . . , vα]]
where L1 = k(B) is a finite extension of k(T ).
After reindexing w1, . . . , ws, we may assume that the matrix
C =
 c11 · · · c1r... ...
cr1 · · · crr

has positive determinant e = det(C). Let
B = (bij) =
1
de
adjC =
1
d
C
−1
.
Let
ψi = φ
bi1
1 · · ·φ
bir
r
for 1 ≤ i ≤ r, and let
w˜i =
{
ψdi wi 1 ≤ i ≤ r
wi r < i ≤ s.
We then have equations
z1 = w˜
c11
1 · · · w˜
c1s
s
...
zr = w˜
cr1
1 · · · w˜
crs
s
zr+1 = ws+1
...
zr+l = ws+l.
ψdei ∈ k(U) for 1 ≤ i ≤ r. ψ
de
i ∈ Bˆ has residue 0 6= λi ∈ L1. Let L
′′ =
L1[λ
1
de
1 , . . . , λ
1
de
r ], E = L
′′[[v1, . . . , vα]]. Since
ψdei
λi
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has residue 1 in E, there exists a de-th root σi of
ψdei
λi
in E, with residue 1 in L′′ for 1 ≤ i ≤ r. Thus ψi = λ
1
de
i σi ∈ E for 1 ≤ i ≤ r. Note
that
ψci11 · · ·ψ
cir
r = φ
1
d
i
for 1 ≤ i ≤ r, so that we have natural inclusions
k(U) ⊂ k(U)[φ
1
d
1 , . . . , φ
1
d
r ] ⊂ k(U)[ψ1, . . . , ψr] ⊂ Q(E).
Let τ1, . . . , τα ∈ R+ be rationally independent. Let ν be the L
′′-valuation on the
quotient field of E defined by ν(vi) = τi for 1 ≤ i ≤ α. Let
A2 = Q(E)[w
1
d
1 , . . . , w
1
d
s , ws+1, · · · , wn]
(w
1
d
1 ,... ,w
1
d
s
,ws+1,··· ,wn)
.
Let w be an extension of ν∗ to Q(A2) which dominates A2. Any element of A2 is a
quotient of elements of the form g = xa with 0 6= a ∈ L
′′[[v1, . . . , vα]] and
x ∈ L′′[[v1, . . . , vα]][w
1
d
1 , . . . , w
1
d
s , ws+1, . . . , wn]
= L′′[w
1
d
1 , . . . , w
1
d
s , ws+1, . . . , wn][[v1, . . . , vα]].
We have that the value group of w | Q(L′′[w
1
d
1 , . . . , w
1
d
s , ws+1, . . . , wn]) is contained
in Γν∗ ⊗Q and thus w(g) = w(x) ∈ Γν∗ ⊗Q by Lemma 3.2. We further have that
k(Vw) is an algebraic extension of Q(E). We thus have Γw ⊂ Γν∗ ⊗ Q. Identify ν
with an extension of ν to k(Vw). Let ν˜
′ be the composite w ◦ ν of w and ν.
ν˜′(v1), . . . , ν˜
′(vα), ν˜
′(w˜1), . . . , ν˜
′(w˜s)
is a rational basis of Γν˜′ ⊗Q. We have an equality
Q(E)[w
1
d
1 , . . . , w
1
d
s , ws+1, . . . , wn] = Q(E)[w˜
1
d
1 , . . . , w˜
1
d
s , ws+1, . . . , wn].
Let F = k(T )[z1, . . . , zm], G = L
′′[z
1
d
1 , . . . , z
1
d
r , zr+1, . . . , zm]. The restriction of
w to Q(F ) is the restriction of ν˜ to Q(F ) so w | Q(F ) has residue field which is an
algebraic extension of k(T ).
Now Q(G) is finite over Q(F ), so that the restriction of w to Q(G) has a residue
field which is an algebraic extension of k(T ).
Thus if h ∈ Q(G) is such that w(h) = 0, then if [h] is the residue class of h in
k(Vw), we have that [h] is contained in the algebraic closure M of k(T ) in k(Vw), and
thus by Lemma 1, Section 11, Chapter VI [34], ν([h]) = 0, since ν is a k(T ) valuation.
For I = (i1, . . . , iα) ∈ N
α, let vI denote vi11 · · · v
iα
α . By (30) and (31), there is a
series expansion
P =
∑
I
gIv
I
with each
gI ∈ L
′′[z
1
d
1 , . . . , z
1
d
r , zr+1, . . . , zr+l].
Suppose that ν˜′(gIv
I) = ν˜′(gJv
J ). Then
ν˜′(
gI
gJ
) = ν˜′(
vJ
vI
)
so that w( gIgJ ) = 0. Thus
ν˜′(
gI
gJ
) = ν(
gI
gJ
) = 0
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since gIgJ ∈ Q(G). We have ν(
vJ
vI ) = 0, so that I = J . Thus
ν˜′(gIv
I) = ν˜′(gJv
J)⇔ I = J. (32)
Let N = k(T )[z1, . . . , zm]. We will now establish that if 0 6= h ∈ Q(N), then
ν˜′(h) ∈ Qν˜′(z1) + · · ·+Qν˜
′(zr). (33)
To establish (33), we first observe that since ν(h) < ∞, there is a UTS T → T 1
along ν, such that T 1 has regular parameters (z1(1), . . . , zm(1)) and
h = z1(1)
a1 · · · zr(1)
aru
where a1, . . . , ar ∈ Z, u ∈ T 1 is a unit, and
z1 = z1(1)
b11 · · · zr(1)
b1rc1
...
zr = z1(1)
br1 · · · zr(1)
brcr
with bij ∈ N for all i, j, Det (bij) 6= 0 and c1, . . . , cr ∈ k(T 1).
We identify ν˜′ with an extension of ν˜′ to Q(Aˆ2) which dominates Aˆ2. Now T → T 1
is also a UTS along ν˜′ since the center of ν˜′ on a UTS of T must be the center of ν.
We thus have that
ν˜′(h) = ν˜′(z1(1)
a1 · · · zr(1)
ar ) + ν(u)
= ν˜′(z1(1)
a1 · · · zr(1)
ar ) ∈ Qν˜′(z1) + · · ·+Qν˜
′(zr)
Here ν(u) = 0 since ν(u) = 0 and k(Vν) is algebraic over k. We have thus established
(33).
Since Q(G) is a finite extension of Q(N), we have that
ν˜′(h) ∈ Qν˜′(z1) + · · ·+Qν˜
′(zr) if 0 6= h ∈ Q(G).
Since L′′[z
1
d
1 , . . . , z
1
d
r , zr+1, . . . , zr+l][[v1, . . . , vα]] is a Noetherian ring, there exists
I0 such that
ν˜′(gI0v
I0) = min {ν˜′(gIv
I) | gI 6= 0}.
We necessarily have that ν˜′(P ) = ν˜′(gI0v
I0) by (32). Thus
ν˜′(P ) ∈ Qν˜′(z1) + · · ·+Qν˜
′(zr)
if and only if I0 = 0.
Write P = P1 + P2 where
P1 =
∑
w(gI)≤ρ
gIv
I ,
P2 =
∑
w(fgI )>ρ
gIv
I
(each sum is possibly infinite). If P1 6= 0, let I0 be such that ν˜
′(tI0gI0) = ν˜
′(P1).
Then ν˜′(vI0gI0) = ν(f) ∈ Γν ⊗Q implies
ν˜′(vI0 ) ∈ Qν˜′(z1) + · · ·+Qν˜
′(zr) ⊂ ν˜
′(w˜1)Q+ · · ·+ ν˜
′(w˜s)Q
which implies I0 = 0. Thus v
I0gI0 = gI0 ∈ L
′′[z
1
d
1 , . . . , z
1
d
r , zr+1, . . . , zr+l]. Now
ν(f − gI0) ∈ Γν ⊗Q implies P1 = gI0 .
In the sum P2, let g1, . . . , gβ be generators of the ideal
(gI | P2 =
∑
gIv
I) ⊂ L′′[z
1
d
1 , . . . , z
1
d
r , zz+1, . . . , zr+l].
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Let ω be a primitive dth root of unity. Let
dj =
d∏
i1,... ,ir=1
gj(ω
i1z
1
d
1 , . . . , ω
irz
1
d
r , zr+1, . . . , zr+l) ∈ L
′′[z1, . . . , zr+l]
for 1 ≤ j ≤ β. The dj are of the form of (A2) of Theorem 6.2 with m = l.
Now apply Theorem 6.2 to dj for 1 ≤ j ≤ β (and Lemmas 5.1 and 5.2) to construct
a CUTS of form l along ν∗,
T (1) → U(1)
↑ ↑
T → U
(34)
so that for 1 ≤ j ≤ β,
dj = z1(1)
e1(j) · · · zr(1)
er(j)uj
with uj a unit in k(T (1)) ∗ L
′′[z1(1), . . . , zr+l(1)]. We have
z1 = z1(1)
a11 · · · zr(1)
ar1c1
...
zr = z1(1)
a11 · · · zr(1)
arrcr
for some c1, . . . , cr ∈ k(T (1)).
We have
P1 ∈ D = L
′′ ∗ k(T (1))[c
1
d
1 , . . . , c
1
d
r ][z1(1)
1
d , . . . , zr(1)
1
d , zr+1(1), . . . , zr+l(1)].
gj divides dj in D implies gj = w1(1)
e1(j) · · ·ws(1)
es(j)fj in
M = L′′∗k(U(1))[c
1
d
1 , . . . , c
1
d
r , φ1(1)
1
d , . . . , φr(1)
1
d ][w1(1)
1
d , . . . , ws(1)
1
d , ws+1(1), . . . , ws+l(1)]
for 1 ≤ j ≤ d where fj is a unit, ei(j) ∈
1
dN, and ν
∗(w1(1)
e1(j) · · ·ws(1)
es(j)) > ρ for
all 1 ≤ j ≤ β, where ν∗ is identified with an extension of ν∗ to Q(M) which dominates
M .
There exists a CUTS of type (M1) along ν∗
U(1) → U(2)
↑ ↑
T (1) = T (2)
so that if
wd11 · · ·w
ds
s = w1(2)
d1(2) · · ·ws(2)
ds(2),
w1(2)
d1(2)+1 · · ·ws(2)
ds(2)+1 divides P2 in
F = L′′∗k(U(2))[c
1
d
1 , . . . , c
1
d
r , φ1(1)
1
d , . . . , φr(1)
1
d ][w1(2)
1
d , . . . , ws(2)
1
d , ws+1(2), . . . , wn(2)].
P = P1 + w1(2)
d1(2)+1 · · ·ws(2)
ds(2)+1Φ
with
P1 ∈ F
′ = L′′ ∗ k(T (2))[c
1
d
1 , . . . , c
1
d
r ][z1(2)
1
d , . . . , zr(2)
1
d , zr+1(2), . . . , zr+l(2)].
We can thus rewrite this equation to get
P = P˜1 + w1(2)
d1(2)+1 · · ·ws(2)
ds(2)+1Φ˜
with P˜1 ∈ F
′, Φ˜ ∈ F and where w1(2)
d1(2)+1 · · ·ws(2)
ds(2)+1 does not divide any
monomial in the expansion of P˜1 in F .
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Comparing with the extension of the expansion of P in k(U(2))[[w1(2), . . . , ws+l(2)]]
to the expansion in Fˆ , we see that
Φ˜ ∈ k(U(2))[[w1(2), . . . , ws+l(2)]] ∩ F = k(U(2))[w1(2), . . . , ws+l(2)]
and
P˜1 ∈ k(U(2))[[w1(2), . . . , ws+l(2)]]∩F
′ ⊂ L[z1(2)
1
d , . . . , zr(2)
1
d , zr+1(2), . . . , zr+l(2)]
where L is a finite extension of the algebraic closure of k(T (2)) in k(U(2)). As in
the first part of this proof, we can make a change of variables in ws+m(2) to get the
conclusions of the theorem. 
8. Conclusion of the proof for rank 1 valuations
In this section, assumptions and notations will be as in Section 4.
Theorem 8.1. Suppose that T ′′(0) ⊂ Rˆ is a regular local ring, essentially of finite type
over R such that the quotient field of T ′′(0) is finite over K, U ′′(0) ⊂ Sˆ is a regular
local ring, essentially of finite type over S such that the quotient field of U ′′(0) is finite
over K∗, U ′′(0) dominates T ′′(0), T ′′(0) contains a subfield isomorphic to k(c0), for
some c0 ∈ k(T
′′(0)), U ′′(0) contains a subfield isomorphic to k(U ′′(0)). Suppose that
R has regular parameters (x1, . . . , xm), S has regular parameters (y1, . . . , yn), T
′′(0)
has regular parameters (x˜1, . . . , x˜m) and U
′′(0) has regular parameters (y˜1, . . . , y˜n)
such that
x˜1 = y˜
c11
1 · · · y˜
c1s
s φ1
...
x˜r = y˜
cr1
1 · · · y˜
crs
s φr
x˜r+1 = y˜s+1
...
x˜r+l = y˜s+l
where φ1, . . . , φr ∈ k(U
′′(0)), ν(x˜1), . . . , ν(x˜r) are rationally independent, ν
∗(y˜1), . . . , ν
∗(y˜s)
are rationally independent and (cij) has rank r.
Suppose that there exists an algebraic regular local ring R˜ ⊂ R such that (x1, . . . , xr+l)
are regular parameters in R˜, k(R˜) ∼= k(c0) and
xi =
{
γix˜i 1 ≤ i ≤ r + l
xi r + l < i ≤ m
with γi ∈ k(c0)[[x1, . . . , xr+l]∩T
′′(0) for 1 ≤ i ≤ r+ l and γi ≡ 1 mod (x1, . . . , xr+l),
there exist γyi ∈ U
′′(0) such that yi = γ
y
i y˜i, γ
y
i ≡ 1 mod m(U
′′(0)) for 1 ≤ i ≤ n.
Suppose that one of the following three conditions holds
f ∈ k(U ′′(0))[[y˜1, . . . , y˜s+m]] for some m with l ≤ m ≤ n− s and ν
∗(f) <∞.
(35)
f ∈ k(U ′′(0))[[y˜1, . . . , y˜s+m]] for some m with l < m ≤ n− s, ν
∗(f) =∞, and A ∈ N is given.
(36)
f ∈ U ′′(0)− k(U ′′(0))[[y˜1, . . . , y˜s+l]]. (37)
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Then there exists a positive integer N0 such that for N ≥ N0, we can construct a
CRUTS along ν∗ (R, T ′′(t), T (t)) and (S,U ′′(t), U(t)) with associated MTSs
S → S(t)
↑ ↑
R → R(t)
such that the following holds. T ′′(t) contains a subfield isomorphic to k(c0, . . . , ct),
U ′′(t) contains a subfield isomorphic to k(U(t)), R(t) has regular parameters (x1(t), . . . , xm(t)),
T ′′(t) has regular parameters (x˜1(t), . . . , x˜m(t)), S(t) has regular parameters (y1(1), . . . , yn(t)),
U ′′(t) has regular parameters (y˜1(t), . . . y˜n(t)) such that
xi(t) =
{
γi(t)x˜i(t) 1 ≤ i ≤ r + l
x˜i(t) r + l < i ≤ m
where γi(t) ∈ k(c0, . . . , ct)[[x1(t), . . . , xr+l(t)]] are units such that
γi(t) ≡ 1 mod (x1(t), . . . , xr+l(t)).
In particular,
k(c0, . . . , ct)[[x1(t), . . . , xr+l(t)]] = k(c0, . . . , ct)[[x˜1(t), . . . , x˜r+l(t)]].
For 1 ≤ i ≤ n there exists γyi (t) ∈ U
′′(t) such that yi(t=γ
y
i (t)y˜i(t),
γyi (t) ≡ 1 mod m(U
′′(t)).
x˜1(t) = y˜1(t)
c11(t) · · · y˜s(t)
c1s(t)φ1(t)
...
x˜r(t) = y˜1(t)
cr1 · · · y˜
crs
s φr(t)
x˜r+1(t) = y˜s+1(t)
...
x˜r+l = y˜s+l(t)
(38)
φ1(t), . . . φr(t) ∈ k(U(t)), ν(x˜1(t)), . . . , ν(x˜r(t)) are rationally independent,
ν∗(y˜1(t)), . . . , ν
∗(y˜s(t)) are rationally independent and (cij(t)) has rank r. There
exists an algebraic regular local ring R˜(t) ⊂ R(t) such that (x1(t), . . . , xr+l) are reg-
ular parameters in R˜(t) and k(R˜(t)) ∼= k(c0, . . . , ct). Furthermore, xi(t) = xi for
r+ l+1 ≤ i ≤ m, yi(t) = yi for s+m+1 ≤ i ≤ n, so that the CRUTS is of the form
m where s+m = n in case (37). Set nt,l = m(k(U(t))[[y˜1(t), . . . , y˜s+l(t)]]).
In case (35) we have
f ≡ y˜1(t)
d1 · · · y˜s(t)
dsu mod m(U(t))N (39)
where u ∈ k(U(t))[[y˜1(t), . . . , y˜s+m(t)]] is a unit power series. Further, if f ∈
k(U)[[y˜1, . . . , y˜s+l]], then
f ≡ y˜1(t)
d1 · · · y˜s(t)
dsu mod nNt,l
where u ∈ k(U(t))[[y˜1(t), . . . , y˜s+l(t)]] is a unit power series.
In case (36) we have
f ≡ y˜1(t)
d1 · · · y˜s(t)
dsΣ mod m(U(t))N (40)
where Σ ∈ k(U(t))[[y˜1(t), . . . , y˜s+m(t)]] and ν
∗(y˜1(t)
d1 · · · y˜
ds
s (t)) > A. Further, if
f ∈ k(U)[[y˜1, . . . , y˜s+l]], then
f ≡ y˜1(t)
d1 · · · y˜s(t)
dsΣ mod nNt,l
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where Σ ∈ k(U(t))[[y˜1(t), . . . , y˜s+l(t)]] and ν
∗(y˜1(t)
d1 · · · y˜
ds
s (t)) > A.
In case (37) we have
f ≡ P + y˜1(t)
d1 · · · y˜s(t)
dsH mod m(U(t))N (41)
where P ∈ k(U(t))[y˜1(t), . . . y˜s+l(t)] and there exists a finite extension L of the alge-
braic closure of k(T (t)) in k(U(t)) and a positive integer d such that
P ∈ L[x˜1(t)
1
d , . . . , x˜r(t)
1
d , x˜r+1(t), . . . , x˜r+l(t)],
H = u(y˜s+l+1(t) + y˜1(t)
g1 · · · y˜s(t)
gsΣ)
where u ∈ U(t) is a unit series, Σ ∈ k(U(t))[[y˜1(t), . . . y˜s+l(t), y˜s+l+2(t), . . . , y˜n(t)]]
and ν∗(y˜s+l+1(t)) ≤ ν
∗(y˜1(t)
g1 · · · y˜s(t)
gs).
We further have that ν∗(m(U(t)) is a constant which is independent of N for
N ≥ N0.
Proof. The proof is essentially the same as the proof of Theorem 4.8 [12], with
some modification of notation. On page 67, line 2 of the proof, “By Theorem 4.7
there is a CUTS” should be replaced with “By Theorems 7.6 and 7.7 there is a
CUTS”. On page 67, line 7 of the proof in [12], “notation of Theorem 4.7” should
be “notation of Theorems 7.6 and 7.7”. On page 67, line 18 of the proof, replace
“P ∈ k(U(t))[[w1(t), . . . , wl(t)]]” with “P ∈ k(U(t))[w1(t), . . . , ws+l(t)] and there ex-
ists a finite extension L of the algebraic closure of k(T (t)) in k(U(t)), and a positive
integer d such that
P ∈ L[z1(t)
1
d , . . . , zr(t)
1
d , zr+1(1), . . . , zr+l(1)].”
All later references in this proof to Theorem 4.7 and to equations (46), (48), (49),
(50) and (51) should be replaced with references to Theorem 7.6, (19), (21), (22), (23)
and (24) of this paper. References to Lemma 4.4 should be replaced with references
to Lemma 5.2 of this paper.
The independence of ν∗(m(U(t)) = min{ν∗(f) | f ∈ m(U(t))} of N follows from
(A3) of page 83 of the proof of Theorem 4.8 in [12]. 
Theorem 8.2. Suppose that T ′′(0) ⊂ Rˆ is a regular local ring, essentially of finite type
over R such that the quotient field of T ′′(0) is finite over K, U ′′(0) ⊂ Sˆ is a regular
local ring, essentially of finite type over S such that the quotient field of U ′′(0) is finite
over K∗, U ′′(0) dominates T ′′(0), T ′′(0) contains a subfield isomorphic to k(c0) for
some c0 ∈ k(T
′′(0)), U ′′(0) contains a subfield isomorphic to k(U ′′(0)). Suppose that
R has regular parameters (x1, . . . , xm), S has regular parameters (y1, . . . , yn), T
′′(0)
has regular parameters (x1, . . . , xm) and U
′′(0) has regular parameters (y1, . . . , yn)
such that
x1 = y
c11
1 · · · y
c1s
s φ1
...
xr = y
cr1
1 · · · y
crs
s φr
xr+1 = ys+1
...
xr+l = ys+l
where φ1, . . . , φr ∈ k(U
′′(0)), ν(x1), . . . , ν(xr) are rationally independent, ν
∗(y1), . . . , ν
∗(ys)
are rationally independent and (cij) has rank r.
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Suppose that there exists an algebraic regular local ring R˜ ⊂ R such that (x1, . . . , xr+l)
are regular parameters in R˜, k(R˜) ∼= k(c0) and
xi =
{
γixi 1 ≤ i ≤ r + l
xi r + l < i ≤ m
with γi ∈ k(c0)[[x1, . . . , xr+l]∩T
′′(0) for 1 ≤ i ≤ r+ l and γi ≡ 1 mod (x1, . . . , xr+l),
there exist γyi ∈ U
′′(0) such that yi = γ
y
i yi, γ
y
i ≡ 1 mod m(U
′′(0)) for 1 ≤ i ≤ n.
Further, suppose that
xr+l+1 = P + y
d1
1 · · · y
ds
s H +Ω
where P ∈ k(U ′′(0))[y1, . . . , ys+l] and P ∈ L[x
1
d
1 , . . . , x
1
d
r , xr+1, . . . , xs+l], where d
is a positive integer, L is a finite extension of the algebraic closure of k(T ′′(0)) in
k(U ′′(0)),
H = u(ys+l+1 + y
g1
1 · · · y
gs
s Σ)
where u ∈ U ′′(0)̂ is a unit,
Σ ∈ k(U ′′(0))[[y1, . . . , ys+l, ys+l+2, . . . , yn]],
ν∗(ys+l+1) ≤ ν(y
g1
1 · · · y
gs
s ) and
Ω ∈ m(U ′′(0))N with Nν∗(m(U ′′(0))) > ν∗(yd11 · · · y
ds
s ys+l+1).
Then there exists a CRUTS along ν (R, T ′′(t), T (t)) and (S,U ′′(t), U(t)) with as-
sociated MTSs
S → S(t′)
↑ ↑
R → R(t′)
such that the following holds. T ′′(t′) contains a subfield isomorphic to k(c0, . . . , ct′),
U ′′(t′) contains a subfield isomorphic to k(U(t′)), R(t′) has regular parameters (x1(t
′), . . . , xm(t
′)),
T ′′(t′) has regular parameters (x˜1(t
′), . . . , x˜m(t
′)), S(t′) has regular parameters (y1(t
′), . . . , yn(t
′)),
U ′′(t′) has regular parameters (y˜1(t
′), . . . y˜n(t
′)) where
x˜1(t
′) = y˜1(t
′)c11(t
′) · · · y˜s(t
′)c1s(t
′)φ1(t
′)
...
x˜r(t
′) = y˜1(t
′)cr1(t
′) · · · y˜s(t
′)crsφr(t
′)
x˜r+1(t
′) = y˜s+1(t
′)
...
x˜r+l(t
′) = y˜s+l(t
′)
xr+l+1(t
′) = x˜r+l+1(t
′) = P + y˜1(t
′)d1(t
′) · · · y˜s(t
′)ds(t
′)H
where P ∈ k(U(t′))[y˜1(t
′), . . . , y˜s+l(t
′)] and
P ∈ L′[x˜1(t
′)
1
d , . . . , x˜r(t
′)
1
d , x˜r+1(t
′), . . . , x˜r+l(t
′)],
where L′ is a finite extension of the algebraic closure of k(T (t′)) in k(U(t′)), H ∈
k(U(t′))[[y˜1(t
′), . . . , y˜n(t
′)]] is such that
mult H(0, . . . , 0, y˜s+l+1(t
′), 0, . . . , 0) = 1,
φ1(t
′), . . . φr(t
′) ∈ k(U(t′)), ν(x˜1(t
′)), . . . , ν(x˜r(t
′)) are rationally independent,
ν∗(y˜1(t
′)), . . . , ν∗(y˜s(t
′)) are rationally independent and (cij(t
′)) has rank r. There
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exists an algebraic regular local ring R˜(t′) ⊂ R(t′) such that (x1(t
′), . . . , xr+l(t
′)) are
regular parameters in R˜(t′) and k(R˜(t′)) ∼= k(c0, . . . , ct′).
xi(t
′) =
{
γi(t
′)x˜i(t
′) 1 ≤ i ≤ r + l
x˜i(t
′) r + l < i ≤ m
with γi(t
′) ∈ k(c0, . . . , ct′)[[x1(t
′), . . . , xr+l(t
′)]] ∩ T ′′(t′) units for 1 ≤ i ≤ r + l, such
that
γi(t
′) ≡ 1 mod (x1(t
′), . . . , xr+l(t
′))
and for 1 ≤ i ≤ n there exists γyi (t
′) ∈ U ′′(t′) such that yi(t
′) = γyi (t
′)y˜i(t
′),
γyi (t
′) ≡ 1 mod m(U ′′(t′)).
The proof of Theorem 8.2 is similar to the proof of Theorem 4.9 of [12].
Theorem 8.3. Let n0,l = m(k(U
′′(0))[[y1, . . . , ys+l]] in the assumptions of Theorem
8.2.
(1) If Ω ∈ nN0,l in the assumptions of Theorem 8.2, then a sequence of MTSs of
type (M2) and a MTS of type (M1) (so that the CRUTS along ν∗ is of form l)
are sufficient to transform xr+l+1 into the form of the conclusions of Theorem
8.2.
(2) Suppose that
g = yd11 · · · y
ds
s u+Ω
where u ∈ k(U ′′(0))[[y1, . . . , ys+l]] is a unit power series and Ω ∈ n
N
0,l with
Nν∗(n0,l) > ν(y
d1
1 · · · y
ds
s ). Then a sequence of MTSs of type (M2) and a
MTS of type (M1) (so that the CRUTS along ν∗ is of form l) are sufficient
to transform g into the form
g = y1(t
′)d1(t
′) · · · ys(t
′)ds(t
′)u
where u ∈ k(U ′′(t′))[[y1(t
′), . . . ys+l(t
′)]] is a unit power series.
(3) Suppose that
g = yd11 · · · y
ds
s Σ+ Ω
where Σ ∈ k(U ′′(0))[[y1, . . . , ys+l]], ν
∗(yd11 · · · y
ds
s ) > A and Ω ∈ n
N
0,l with
Nν∗(n0,l) > ν(y
d1
1 · · · y
ds
s ). Then a sequence of MTSs of type (M2) and a
MTS of type (M1) (so that the CRUTS along ν∗ is of form l) are sufficient
to transform g into the form
g = y1(t
′)d1(t
′) · · · ys(t
′)ds(t
′)Σ
where Σ ∈ k(U ′′(t′))[[y1(t
′), . . . ys+l]] and ν
∗(y1(t
′)d1(t
′) · · · ys(t
′)ds(t
′)) > A
(4) Suppose that
g = yd11 · · · y
ds
s u+Ω
where u ∈ k(U ′′(0))[[y1, . . . , ys+l]] is a unit power series and Ω ∈ m(U(0))
N
with Nν∗(m(U ′′(0))) > ν∗(yd11 · · · y
ds
s ). Then there exists a CRUTS along ν
∗
as in the conclusions of Theorem 8.2 such that
g = y1(t
′)d1(t
′) · · · ys(t
′)ds(t
′)u
where u ∈ k(U(t′))[[y1(t
′), . . . ys+l]] is a unit power series.
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(5) Suppose that
g = yd11 · · · y
ds
s Σ+ Ω
where Σ ∈ k(U ′′(0))[[y1, . . . , ys+l]], ν
∗(yd11 · · · y
ds
s ) > A and Ω ∈ m(U(0))
N
with Nν∗(m(U ′′(0))) > ν∗(yd11 · · · y
ds
s ). Then there exists a CRUTS along ν
∗
as in the conclusions of Theorem 8.2 such that
g = y1(t
′)d1(t
′) · · · ys(t
′)ds(t
′)Σ
where Σ ∈ k(U(t′))[[y1(t
′), . . . ys+l]] and ν
∗(y1(t
′)d1(t
′) · · · ys(t
′)ds(t
′)) > A.
Theorem 8.3 and its proof is a modification of the statement and proof of Theorem
4.10 of [12].
Theorem 8.4. Suppose that T ′′(0) ⊂ Rˆ is a regular local ring, essentially of finite type
over R such that the quotient field of T ′′(0) is finite over K, U ′′(0) ⊂ Sˆ is a regular
local ring, essentially of finite type over S such that the quotient field of U ′′(0) is finite
over K∗, U ′′(0) dominates T ′′(0), T ′′(0) contains a subfield isomorphic to k(c0) for
some c0 ∈ k(T
′′(0)), U ′′(0) contains a subfield isomorphic to k(U ′′(0)). Suppose that
R has regular parameters (x1, . . . , xm), S has regular parameters (y1, . . . , yn), T
′′(0)
has regular parameters (x1, . . . , xm) and U
′′(0) has regular parameters (y1, . . . , yn)
such that
x1 = y˜
c11
1 · · · y
c1s
s φ1
...
xr = y
cr1
1 · · · y
crs
s φr
xr+1 = ys+1
...
xr+l = ys+l
where φ1, . . . , φr ∈ k(U
′′(0)), ν(x1), . . . , ν(xr) are rationally independent, ν
∗(y1), . . . , ν
∗(ys)
are rationally independent and (cij) has rank r. Further suppose that l < m− r.
Suppose that there exists an algebraic regular local ring R˜ ⊂ R such that (x1, . . . , xr+l)
are regular parameters in R˜, k(R˜) ∼= k(c0) and
xi =
{
γixi 1 ≤ i ≤ r + l
xi r + l < i ≤ m
with γi ∈ k(c0)[[x1, . . . , xr+l]]∩T
′′(0) for 1 ≤ i ≤ r+ l and γi ≡ 1 mod (x1, . . . , xr+l),
there exist γyi ∈ U
′′(0) such that yi = γ
y
i yi, γ
y
i ≡ 1 mod m(U
′′(0)) for 1 ≤ i ≤ n.
Then there exists a CRUTS along ν∗ (R, T ′′(t), T (t)) and (S,U ′′(t), U(t)) with
associated MTSs
S → S(t)
↑ ↑
R → R(t)
such that the following holds. T ′′(t) contains a subfield isomorphic to k(c0, . . . , ct),
U ′′(t) contains a subfield isomorphic to k(U(t)), R(t) has regular parameters (x1(t), . . . , xm(t)),
S(t) has regular parameters (y1(t), . . . , yn(t)), T
′′(t) has regular parameters (x˜1(t), . . . , x˜m(t)),
U ′′(t) has regular parameters (y˜1(t), . . . y˜n(t)) where
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x˜1(t) = y˜1(t)
c11(t) · · · y˜s(t)
c1s(t)φ1(t)
...
x˜r(t) = y˜1(t)
cr1(t) · · · y˜s(t)
crs(t)φr(t)
x˜r+l(t) = y˜s+1(t)
...
x˜r+l+1(t) = y˜s+l+1(t)
such that φ1(t), . . . φr(t) ∈ k(U(t)), ν(x˜1(t)), . . . , ν(x˜r(t)) are rationally independent,
ν∗(y˜1(t)), . . . , ν
∗(y˜s(t)) are rationally independent and (cij(t)) has rank r.
xi(t) = x˜i(t) for 1 ≤ i ≤ m.
For 1 ≤ i ≤ n there exists γyi (t) ∈ U
′′(t) such that yi(t) = γ
y
i (t)y˜i(t),
γyi (t) ≡ 1 mod m(U
′′(t)).
Proof. The proof of this theorem is similar to that of Theorem 4.11 [12]. References
to Theorems 4.8, 4.9 and 4.10 must be replaced with references to Theorems 8.1, 8.2,
8.3 of this paper. The argument of Lines 11-13 of page 95 [12], “By Theorem 2.12
. . . . . . mult Σ(0, . . . , 0, yl+1, 0 . . . , 0) = 1”, must be replaced with:
“By Lemma 7.5 and Theorem 8.1 (with f = xr+l+1 in (37)) and Theorem 8.2, we
may assume that
xr+l+1 = xr+l+1 = P + y
d1
1 · · · y
ds
s Σ0
where P ∈ k(U ′′(0))[y1, . . . , yr+l] and P ∈ L[x
1
d
1 , . . . , x
1
d
r , xr+1, . . . , xr+l], with L a
finite extension of the algebraic closure of k(T ′′(0)) in k(U ′′(0)), d a natural number.
Σ0 is a series with mult Σ(0, . . . , 0, yr+l+1, 0 . . . , 0) = 1”.
On lines 21-31 of page 95 [12], “Suppose that ν(P ) < ∞ . . . . . .
g ∈ k(c0)[[x1(1), . . . , xl(1)]][xl+1]” must be replaced with:
“Suppose that ν∗(P ) <∞. Let ω be a primitive dth root of unity in an algebraic
closure of L. Set
g′ =
d∏
i1,... ,ir=1
(xr+l+1 − P (ω
i1x
1
d
1 , . . . , ω
irx
1
d
r , xr+1, . . . , xr+l)).
g′ ∈ L[x1, . . . , xr+l, xr+l+1].
Let G be the Galois group of a Galois closure of L over k(c0). We can define
g =
∏
τ∈G
τ(g′)
where G acts on the coefficients of g′.
g ∈ k(c0)[x1, . . . , xr+l, xr+l+1].
′′
On page 97, lines 8-20 of [12], “Set (eij) = . . . . . . xl(α+1) = y˜l(α+1)” should be
replaced with: “After possibly interchanging y˜1(α+1), . . . , y˜s(α+1), we may assume
that Det(C˜) 6= 0 where
C˜ =
 c11(α+ 1) · · · c1r(α + 1)... ...
cr1 · · · crr(α+ 1)

Set (eij) = C˜
−1, d = Det(C˜). We can replace y˜i(α+ 1) with
y˜i(α+ 1)γ1(α + 1)
ei1 · · · γr(α+ 1)
eir
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for 1 ≤ i ≤ r, y˜i(α + 1) with y˜i(α + 1)γi(α + 1) for s + 1 ≤ i ≤ s + l and replace
U ′′(α+ 1) with U ′′(α+ 1)[γ1(α+ 1)
1
d , . . . , γr(α+ 1)
1
d ]q where
q = m(U(α+ 1)) ∩
(
U ′′(α+ 1)[γ1(α+ 1)
1
d , . . . , γr(α+ 1)
1
d ]
)
to get
x1(α + 1) = y˜1(α+ 1)
c11(α+1) · · · y˜s(α+ 1)
c1s(α+1)φ1(α+ 1)
...
xr(α+ 1) = y˜1(α+ 1)
cr1(α+1) · · · y˜s(α+ 1)
crs(α+1)φr(α+ 1)
...
xr+1(α+ 1) = y˜s+1(α+ 1)
xr+l(α+ 1) = y˜s+l(α+ 1)”
On page 98, line 18 to page 99 line 8, “By construction, . . . . . . x∗s(α + 2) =
yˆ1(α + 2)
cs1(α+2) · · · yˆs(α + 2)
css(α+2)ψs” should be replaced with “By construction
there are positive integers fij such that
x∗1(α+ 2) = y1(α+ 2)
f11 · · · ys(α+ 2)
f1sγe1,r+1τe1,r+1
·φ1(α+ 1)
e11 · · ·φr(α+ 1)
e1r
...
x∗r(α+ 2) = y1(α+ 2)
fr1 · · · ys(α+ 2)
frsγer,r+1τer,r+1
·φ1(α+ 1)
er1 · · ·φr(α+ 1)
err
x∗r+l+1(α+ 2) + cα+2 = y1(α+ 2)
fr+1,1 · · · ys(α+ 2)
fr+1,sγer+1,r+1τer+1,r+1
·φ1(α+ 1)
er+1,1 · · ·φr(α+ 1)
er+1,r
in S(α+ 2)̂ . ν(x∗r+1(α + 2) + cα+2) = 0 implies
fr+1,1 = · · · = fr+1,s = 0.
Set
ω˜ = φ1(α+ 1)
er+1,1 · · ·φr(α+ 1)
er+1,rτer+1,r+1 ∈ k(U(α+ 1)).
Substituting
γ = Pα+1 + y˜1(α+ 1)
ǫ1(α+1) · · · y˜s(α+ 1)
ǫs(α+1)Σα+1
we have
x∗r+l+1(α+ 2) + cα+2 = ω˜(Pα+1 + y˜1(α+ 1)
ǫ1(α+1) · · · y˜s(α+ 1)
ǫs(α+1)Σα+1)
er+1,r+1
= Q0(y1(α+ 2), . . . , ys+l(α+ 2))
+y1(α+ 2)
ǫ1(α+2) · · · ys(α+ 2)
ǫs(α+2)Λ0(y1(α+ 2), . . . , yn(α+ 2))
where Q0 is a unit series and
mult Λ0(0, . . . , 0, ys+l+1(α+ 2), 0, . . . , 0) = 1.
The r × s matrix (fij) with 1 ≤ i ≤ r, 1 ≤ j ≤ s, has rank r, so after possibly
reindexing y1(α+ 2), . . . , ys(α+ 2), we may assume that f11 · · · f1r... ...
fr1 · · · frr

has rank r. Define αi ∈ Q by α1...
αr
 =
 f11 · · · f1r... ...
fr1 · · · frr

−1 −e1,r+1...
−er,r+1

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and set
yˆi(α+ 2) =
{
γ−αiyi(α + 2) for 1 ≤ i ≤ r
yi(α+ 2) for r < i
to get
x∗1(α+ 2) = yˆ1(α + 2)
c11(α+2) · · · yˆs(α+ 2)
c1s(α+2)ψ1
...
x∗r(α+ 2) = yˆ1(α + 2)
cr1(α+2) · · · yˆs(α+ 2)
crs(α+2)ψr
where cij(α+2) = fij , (yˆ1(α+2), . . . , yˆi(α+2)) are regular parameters in S(α+2) ,̂
ψ1, . . . , ψr ∈ k(S(α+ 2)).”
On page 107, lines 3-12 substitute for “x1(t) = . . . . . . i = l+ 1” the following:
“x1(t
′) = y1(t
′)c11(t
′) . . . ys(t
′)c1s(t
′)τ1(t
′)
...
xr(t
′) = y1(t
′)cr1(t
′) . . . ys(t
′)crs(t
′)τr(t
′)
xr+1(t
′) = ys+1(t
′)
...
xr+l(t
′) = ys+l(t
′)
xr+l+1(t
′) = y1(t
′)d1(t
′) · · · ys(t
′)ds(t
′)ys+l+1(t
′)
Let φi(t
′) be the residue of τi(t
′) in k(S(t′)),
τ i =
τi(t
′)
φi(t′)
.
After possibly reindexing y1(t
′), . . . , ys(t
′), we may assume that
C˜ =
 c11(t
′) · · · c1r(t
′)
...
...
cr1(t
′) · · · crr(t
′)

has rank r. Let (eij) = C˜
−1. Define
yi(t
′) =

τei11 · · · τ
eir
r yi(t
′) if 1 ≤ i ≤ r
yi(t
′) if r < i, i 6= s+ l + 1
τ
−e11d1(t
′)−···−er1dr(t
′)
1 · · · τ
−e1rd1(t
′)−···−errdr(t
′)
r ys+l+1(t
′) if i = r + l + 1′′

9. Monomialization
Theorem 9.1. Suppose that k is a field of characteristic zero, K → K∗ is a (possibly
transcendental) extension of algebraic function fields over k. Suppose that ν∗ is a
rank 1 valuation of K∗ which is trivial on k. Suppose that R is an algebraic local ring
of K, S is an algebraic local ring of K∗ such that S dominates R and ν∗ dominates
S. Let ν = ν∗ | K,
s = ratrank ν∗ ≥ r = ratrank ν.
Then there exist sequences of monoidal transforms R→ R′ and S → S′ along ν∗ such
that R′ and S′ are regular local rings, S′ dominates R′, there exist regular parameters
(y′1, . . . , y
′
n) in S
′, (x′1, . . . , x
′
m) in R
′, where
n = trdegkK
∗ − trdegkk(V
∗),
m = trdegkK − trdegkk(V ),
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ν(x′1), . . . , ν(x
′
r) is a rational basis of Γν ⊗Q, ν
∗(y′1), . . . , ν
∗(y′s) is a rational basis
of Γν∗ ⊗Q, there are units δ1, . . . , δr ∈ S
′ and an r × s matrix (cij) of nonnegative
integers such that (cij) has rank r, and
x′1 = (y
′
1)
c11 · · · (y′s)
c1sδ1
...
x′r = (y
′
1)
cr1 · · · (y′s)
crsδr
x′r+1 = y
′
s+1
...
x′m = y
′
s+m−r.
Proof. k(V ) and k(V ∗) have finite transcendence degree over k by Theorem 1 [2]
or Appendix 2 [34]. We have rank ν ≤ rank ν∗ = 1. By Hironaka’s theorems
on resolution, resolution of singularities Theorem Im,n2 [22] (c.f. Theorem 2.9 [12])
and resolution of indeterminancy (c.f. Theorem 2.6 [C1], the statement and proof of
Theorem 2.6 are valid if R is not regular) we can assume that R and S are regular
local rings.
By resolution of indeterminancy (c.f. Theorem 2.6 [12]) and Theorem 2.7 [12],
applied to a lift to V of a transcendence basis of k(V ) over k, and Theorem 2.7 [12]
applied to a lift to V ∗ of a transcendence basis of k(V ∗) over k, there exist MTSs
along ν∗ R → R(1) and S → S(1) such that R(1) and S(1) are regular local rings,
V ∗ dominates S(1), S(1) dominates R(1) and
trdegk(R(1))k(V ) = 0,
trdegk(S(1))k(V
∗) = 0.
First assume that rank ν = 1. Let {t1, . . . , tβ} be a lift of a transcendence basis
of k(R(1)) over k to R(1). Let L = k(t1, . . . , tβ) ⊂ R(1). By replacing k with L, we
may assume that
trdegkk(R(1)) = trdegkk(V ) = 0.
There exist f1, . . . , fr ∈ K such that ν(f1), . . . , ν(fr) are positive and rationally
independent. By Theorem 2.7 [12], there exists a MTS R(1) → R(2) along ν such
that f1, . . . , fr ∈ R(2). By Theorem 2.5 [12], there exists a MTS R(2)→ R(3) along
ν such that f1 · · · fr is a SNC divisor in R(3). Thus R(3) has regular parameters
(x1(3), . . . , xm(3)) such that ν(x1(3)), . . . , ν(xr(3)) are a rational basis of Γν ⊗Q.
By Theorem 2.6, there exists a MTS S(1) → S(2) along ν∗ such that S(2) domi-
nates R(3).
As in the construct of R(1)→ R(3) there exists a MTS S(2)→ S(3) along ν∗ such
that S(3) has regular parameters (y1(3), . . . , yn(3)) such that ν
∗(y1(3)), . . . , ν
∗(ys(3))
are a rational basis of Γν∗ ⊗Q.
By (35) of Theorem 8.1, with the R, S, f , m, l of the hypothesis of that theorem
set to R = S(3) and S = S(3), f = x1(3) · · ·xr(3), m = n − s, l = 0, and by (4) of
Theorem 8.3, there exists a MTS S(3)→ S(4) along ν∗ such that
xi(3) = y1(4)
ci1 · · · ys(4)
cisψi
where ψi ∈ S(4) are units for 1 ≤ i ≤ r, ν
∗(y1(4)), . . . , ν
∗(ys(4)) are a rational basis
of Γν∗ ⊗Q, and rank (cij) = r.
After possibly permuting the first s variables yi(4), we may assume that the matrix
C˜ =
 c11 · · · c1r... ...
cr1 · · · crr

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has nonzero determinant.
Let φi be the residue of ψi in k(S(4)). For 1 ≤ i ≤ r, set
ǫi =
r∏
j=1
(
ψj
φj
)eij
where (eij) = C˜
−1, a matrix with rational coefficients. We have ǫj ∈ S(4)̂ for
1 ≤ j ≤ r.
Set
yj(4) =
{
ǫjyj(4) 1 ≤ j ≤ r
yj(4) r < j
we have
xi(3) =
s∏
j=1
yj(4)
cijφi
for 1 ≤ i ≤ r.
In the notation of Theorem 8.4, set R = R(3), T ′′(0) = R(3), xi = xi(3) for
1 ≤ i ≤ m, xi = xi(3) for 1 ≤ i ≤ m, c0 = 1, R˜ = k[x1(3), . . . , xr(3)]q where
q = m(R(3)) ∩ k[x1(3), . . . , xr(3)], γi = 1 for 1 ≤ i ≤ r. Set S = S(4), U
′′(0) =
S(4)[d0, ǫ1, . . . , ǫr]p where k(d0) ∼= k(S(4)), p = m(S(4) )̂ ∩ S(4)[d0, ǫ1, . . . , ǫr], yi =
yi(4) for 1 ≤ i ≤ n, yi = yi(4) for 1 ≤ i ≤ n.
Then the assumptions of Theorem 8.4 are satisfied with l = 0. By induction on l
in Theorem 8.4, we construct the desired MTSs, and finish the proof of the Theorem
when rank ν = 1.
If rank ν = 0, then ν is trivial, so that V = K, R = K and r = 0. We can then
construct a MTS S → S′ along ν∗ as in the first part of the proof, so that S′ has a
regular system of parameters (y′1, . . . , y
′
n) such that ν
∗(y′1), . . . , ν
∗(y′s) is a rational
basis of Γν∗⊗Q and reach the conclusions of the theorem (see Remark 9.2 below). 
Remark 9.2. The degenerate case of Theorem 9.1 is when ν is trivial on K. This
case can only occur if K∗ is transcendental over K. When ν is trivial, V = K, so we
must have that R = K. The conclusions of Theorem 9.1 are in this case that there
exists a sequence of monoidal transforms S → S′ along ν∗ such that S′ is a regular
local ring (which contains K), and there exist regular parameters (y′1, . . . , y
′
n) in S
′,
where
n = trdegkK
∗ − trdegkk(V
∗),
such that ν∗(y′1), . . . , ν
∗(y′n) is a rational basis of Γν∗ ⊗Q.
We now introduce notation that will be used in the proof of Theorem 9.5. Suppose
that k is a field of characteristic zero,K → K∗ is a (possibly transcendental) extension
of algebraic function fields over k. Suppose that ν∗ is a valuation of K∗ of arbitrary
(but necessarily finite) rank which is trivial on k. Suppose that R is an algebraic
local ring of K, S is an algebraic local ring of K∗ such that S dominates R and ν∗
dominates S. Let ν = ν∗ | K. Let V ∗ be the valuation rings of ν∗ and V be the
valuation ring of ν.
Lemma 9.3. Suppose that p is a prime ideal of V . Then there exists a prime ideal
q of V ∗ such that q ∩ V = p.
Proof. By Theorem 15 of Section 10, Chapter VI [34], there exists an isolated sub-
group ∆ of Γν such that
p = {a ∈ K | ν(a) = β for some β ∈ Γν −∆ with β ≥ 0} ∪ {0}.
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Set
∆∗ = {β ∈ Γν∗ || β |≤| α | for some α ∈ ∆}.
∆∗ is an isolated subgroup of Γν∗ . Theorem 15 of Section 10, Chapter VI [34] implies
that
q ∈ {a ∈ K | ν(a) = β for some β ∈ Γν∗ −∆
∗ with β ≥ 0} ∪ {0}
is a prime ideal of V ∗.
(Γν∗ −∆
∗) ∩ Γν = Γν −∆
implies q ∩ V = p. 
Let β = rank V . The primes of V are a finite chain
0 = p0 ⊂ · · · ⊂ pβ ⊂ V.
Note that if β = 0 then V = K. The primes of V ∗ are a finite chain
0 = q0,1 ⊂ · · · ⊂ q0,σ(0) ⊂ q1,1 ⊂ · · · ⊂ qβ,σ(β)
where pi = qi,j ∩ V for 1 ≤ j ≤ σ(i).
The isolated subgroups of Γν are a chain
0 = Γβ ⊂ · · · ⊂ Γ0 = Γν .
There is a corresponding chain of isolated subgroups of Γν∗
0 = Γβ,σ(β) ⊂ · · · ⊂ Γ0,1 = Γν∗ .
For i ≤ j, ν induces a valuation on the field (V/pi)pi with valuation ring (V/pi)pj
and value group Γi/Γj. If j = i + 1 then Γi/Γj has rank 1. For i < j, 1 ≤ a ≤ σ(i)
and 1 ≤ b ≤ σ(j), ν∗ induces a valuation on the field (V ∗/qi,a)qi,a with valuation ring
(V ∗/qi,a)qj,b and value group Γi,a/Γj,b. If i = j and 1 ≤ a ≤ b ≤ σ(i), ν
∗ induces a
valuation on the field (V ∗/qi,a)qi,a with valuation ring (V
∗/qi,a)qi,b and value group
Γi,a/Γi,b.
We have dominant inclusions of valuation rings
(V/pi)pj → (V
∗/qia)qjb
if i < j, 1 ≤ a ≤ σ(i), 1 ≤ b ≤ σ(j) which induce inclusions of valuation groups
Γi/Γj → Γi,a/Γj,b.
We also have dominant inclusions of valuation rings
(V/pi)pi → (V
∗/qia)qib
if i = j, 1 ≤ a ≤ b ≤ σ(i). Note that the value group of the field (V/pi)pi is Γi/Γi = 0.
Lemma 9.4. There exist MTSs along ν∗
R′ → S′
↑ ↑
R → S
such that R′ and S′ are regular,
trdegk(R′
pi∩R
′
)k(Vpi) = 0
for all i and
trdegk(S′
qij∩S
′
)k(V
∗
qij ) = 0
for all i, j.
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Proof. By Hironaka’s theorem on resolution of singularities (Theorem Im,n2 [22] or
Theorem 2.9 [12]) and resolution of indeterminancy (c.f. Theorem 2.6 [12], the state-
ment and proof are valid if R is not regular) we can assume that R and S are regular
local rings.
For all i, Vpi is a valuation ring of K dominating Rpi∩R. Thus
trdeg(R/pi∩R)pi∩R(V/pi)pi <∞
by Theorem 1 [2] or Appendix 2 [34]. We can lift transcendence bases of (V/pi)pi
over (R/pi ∩ R)pi∩R for 1 ≤ i ≤ β to t1, . . . , ta ∈ V . After possibly replacing the ti
with 1ti , we have ν(ti) ≥ 0 for all ti.
By Theorem 2.7 [12], there exists a MTS R→ R′ along ν such that ti ∈ R
′ for all
i. Let p′i = R
′ ∩ pi. Then
trdeg(R′/p′
i
)p′
i
(V/pi)pi = 0 for 1 ≤ i ≤ β.
By Theorem 2.6 [12], there exists a MTS S → S′′ along ν∗ such that S′′ dominates R′.
As argued above for R, there exists a MTS S′′ → S′ along ν∗ such that if q′ij = S
′∩qij ,
then
trdeg(S′/q′
ij
)q′
ij
(V ∗/qij)qij = 0 for all i, j.

Theorem 9.5. Let notation be as above. Suppose that R and S are regular,
trdegk(Rpi∩R)k(Vpi) = 0
for all i and
trdegk(Sqij∩S)k(V
∗
qij ) = 0
for all i, j. Suppose that the rank 1 valuation groups Γi−1/Γi has rational rank ri for
1 ≤ i ≤ β, Γi−1,σ(i−1)/Γi,1 have rational rank si = si1 for 1 ≤ i ≤ β and Γi,a−1/Γi,a
have rational rank sia for 1 ≤ i ≤ β and 2 ≤ a ≤ σ(i).
Set ti = dim(R/pi−1 ∩R)pi∩R for 1 ≤ i ≤ β, so that
m = dim R = t1 + · · ·+ tβ .
Set
tij =

0 if i = 0, j = 1
dim (S/qi−1,σ(i−1) ∩ S)qi,1∩S if 1 ≤ i ≤ β, j = 1
dim (S/qi,j−1 ∩ S)qi,j∩S if 0 ≤ i ≤ β, 2 ≤ j ≤ σ(i).
For 1 ≤ i ≤ β set
ti = ti,1 + · · ·+ ti,σ(i) = dim (S/qi−1,σ(i−1) ∩ S)qiσ(i)∩S ,
and set
t0 = t0,1 + · · ·+ t0,σ(0) = dim Sq0,σ(0)∩S
so that n = dim S = t0 + · · ·+ tβ.
Then there exist sequences of monoidal transforms R → R′ and S → S′ such that
V ∗ dominates S′, S′ dominates R′, R′ has regular parameters (z1, . . . , zm), S
′ has
regular parameters (w1, . . . , wn) and there are units δj ∈ S
′ such that
pi ∩R
′ = (z1, . . . , zt1+···+ti)
for 1 ≤ i ≤ β and
qij ∩ S
′ = (w1, . . . , wt0+···+ti−1+ti,1+···+ti,j )
for 0 ≤ i ≤ β and 1 ≤ j ≤ σ(i).
ν(zt1+···+ti−1+1), · · · , ν(zt1+···+ti−1+ri)
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is a rational basis of Γi−1/Γi ⊗Q for 1 ≤ i ≤ β,
ν∗(wt0+···+ti−1+1), . . . , ν
∗(wt0+···+ti−1+si)
is a rational basis of Γi−1,σ(i−1)/Γi,1 ⊗Q for 1 ≤ i ≤ β and
ν∗(wt0+···+ti−1+ti,1+···+ti,j−1+1), . . . , ν
∗(wt0+···+ti−1+ti,1+···+ti,j+si,j )
is a rational basis of Γi,j−1/Γi,j ⊗Q for 0 ≤ i ≤ β and 2 ≤ j ≤ σ(i). Furthermore
z1 = w
g11(1)
t0+1
· · ·w
g1s1(1)
t0+s1
w
h
1,t0+t1,1+1
(1)
t0+t1,1+1
· · ·w
h1,n(1)
n δ1
...
zr1 = w
gr1,1(1)
t0+1
· · ·w
gr1,s1(1)
t0+s1
w
h
t1 ,t0+t1,1+1
(1)
t0+t1,1+1
· · ·w
hr1,n(1)
n δr1
zr1+1 = wt0+s1+1w
h
r1+1,t0+t1,1+1
(1)
t0+t1,1+1
· · ·w
hr1+1,n(1)
n δr1+1
...
zt1 = wt0+s1+t1−r1w
h
t1 ,t0+t1,1+1
(1)
t0+t1,1+1
· · ·w
ht1,n(1)
n δt1
zt1+1 = w
g1,1(2)
t0+t1+1
· · ·w
g1,s2(2)
t0+t1+s2
w
h
1,t0+t1+t2,1+1
(2)
t0+t1+t2,1+1
· · ·w
h1,n(2)
n δt1+1
...
zt1+r2 = w
gr2,1(2)
t0+t1+1
· · ·w
gr2,s2 (2)
t0+t1+s2
w
h
r2,t0+t1+t2,1+1
(2)
t0+t1+t2,1+1
· · ·w
hr2,n(2)
n δt1+r2
zt1+r2+1 = wt0+t1+s2+1w
h
r2+1,t0+t1+t2,1+1
(2)
t0+t1+t2,1+1
· · ·w
hr2+1,n(2)
n δt1+r2+1
...
zt1+t2 = wt0+t0+t2+s2−r2w
h
t2,t0+t1+t2,1+1
(2)
t0+t1+t2,1+1
· · ·w
ht2,n(2)
n δt1+t2
...
zt0+···+tβ−1+1 = w
g11(β)
t0+···+tβ−1+1
· · ·w
g1,sβ (β)
t0+···+tβ−1+sβ
w
h
1,t0+···+tβ,1+1
(β)
t0+···+tβ,1+1
· · ·w
h1,n(β)
n δt1+···+tβ−1+1
...
zt1+···+tβ−1+rβ = w
grβ,1(β)
t0+···+tβ−1+1
· · ·w
grβ,sβ (β)
t0+···+tβ−1+sβ
w
h
rβ,t0+···+tβ,1+1
(β)
t0+···+tβ,1+1
· · ·w
hrβ,n(β)
n δt1+···+tβ−1+rβ
zt1+···+tβ−1+rβ+1 = wt0+···+tβ−1+sβ+1w
h
rβ+1,t0+···+tβ,1+1
(β)
t0+···+tβ,1+1
· · ·w
hrβ+1,n(β)
n δt1+···+tβ−1+rβ+1
zt1+···+tβ = wt0+···+tβ−1+tβ+sβ−rβw
h
tβ ,t0+···+tβ,1+1
(β)
t0+···+tβ,1+1
· · ·w
htβ ,n(β)
n δt1+···+tβ
Where
rank

g11(i) · · · g1si(i)
...
...
gri1(i)
... grisi(i)
 = ri
for 1 ≤ i ≤ β.
Proof. We prove the theorem by induction on rank V ∗. If rank V ∗ = 1, then the
theorem is immediate from Theorem 9.1.
By induction on γ = rank V ∗, we may assume that the theorem is true whenever
rank V ∗ = γ − 1. We are reduced to proving the theorem in the following two cases.
Case 1: σ(β) = 1
Case 2: σ(β) > 1.
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Suppose that we are in Case 1. Then V ∗/qβ−1,σ(β−1) is a rank 1 valuation ring
which dominates the rank 1 valuation ring V/pβ−1. V
∗/qβ−1,σ(β−1) has rational rank
sβ and V/pβ−1 has rational rank rβ.
The proof of Theorem 9.5 in case 1 follows from the proof of Theorem 5.3 [12]
with some changes in notation and references to supporting lemmas and theorems.
We must replace r with β, pr−1(i) with pβ−1 ∩ R(i) and qr−1(i) with qβ−1,σ(β−1) ∩
S(i) throughout the proof. Then R(i)pβ−1(i) has a system of λ = t1 + · · · + tβ−1
regular parameters, while S(i)qβ−1(i) has a system of λ = t0 + · · ·+ tβ−1 ≥ λ regular
parameters.
References to Theorems 4.8, 4.10 and 5.1 of [12] must be replaced with references
to Theorems 8.1, 8.3 and 9.1 of this paper.
Now suppose that we are Case 2, σ(β) > 1. Then V ∗/qβ,σ(β)−1 is a rank 1, rational
rank sβ,σ(β) valuation ring which dominates the rank 0 valuation ring V/pβ. That is,
V/pβ is a field. The proof in Case 2 is thus a substantial simplification of the proof
in Case 1. 
The proof of Theorem 1.1 is now an immediate corollary.
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