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The driving force behind this thesis is the problem of computing the endomorphism
ring Endk(A) of a given abelian variety A defined over a finite field k. Computing
the endomorphism ring of A gives information about the isomorphism class of A
within its isogeny class because isomorphic varieties must have isomorphic endo-
morphism rings. Computing endomorphism rings also has potential applications
to cryptography. In hyperelliptic curve cryptography, one needs to construct a hy-
perelliptic curve over a finite field such that its Jacobian has a specified number
of points. In the genus two case, Eisenträger and Lauter developed a method for
constructing such curves by using the Chinese Remainder Theorem [1]. Their CRT
method requires checking whether or not the endomorphism ring of a Jacobian of
a genus 2 curve is the full ring of integers in a CM field. A follow-up paper by
Freeman and Lauter gave a probabilistic algorithm for determining whether the en-
domorphism ring of a Jacobian is the full ring of integers [2]. A general algorithm
for computing the endomorphism ring of an abelian variety over a finite would be a
natural extension of their work.
David Kohel explored this problem in [3] when A is an ordinary elliptic curve
by using the graph of l-isogenies between elliptic curves in the same isogeny class as
A. He discovered that the graph of l-isogenies has the general shape of a volcano,
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where the elliptic curves with maximal endomorphism ring form the rim at the top
and the elliptic curves with minimal endomorphism ring form the base. Kohel was
able to develop an algorithm that computed the endomorphism ring by exploiting
the structure of this graph. This graph is often referred to as the “isogeny volcano”
and it has found a number of applications beyond simply computing the endomor-
phism ring. For example, Sutherland was able to use isogeny volcanos to compute
specializations of modular polynomials [4].
More recently Bisson and Sutherland have developed other algorithms for cal-
culating the endomorphism ring of A when A is an ordinary elliptic curve [5]. Their
algorithms search for relations in the ideal class group to compute the conductor of
Endk(A). Thus the algorithms of Bisson and Sutherland, like Kohel’s algorithm, rely
on the fact that Endk(A) is some order in the quadratic imaginary field Q⊗Endk(A).
Orders in quadratic imaginary fields are completely determined by their conductor,
or equivalently, by their index in the ring of integers. The algorithms of Kohel,
Bisson, and Sutherland calculate this index and thus determine Endk(A).
For higher dimensional abelian varieties, we will restrict ourselves to the case
where Q⊗Endk(A) is a field. In general, the index of Endk(A) in the ring of integers
does not necessarily determine the order Endk(A). This means that an algorithm
that computes the index of Endk(A) in the ring of integers will not be sufficient to
pin down the endomorphism ring of A, a difficulty not encountered in the case of
ordinary elliptic curves. We do not resolve this difficulty in this thesis but rather
attempt to narrow down the possible orders that Endk(A) can be inside the ring
of integers. It is known [6, 3.5] that Endk(A) must contain Z[π, π̄] and so we will
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focus on the index of Z[π, π̄] in the ring of integers. Specifically we will look at the
question of the maximality or non-maximality of Z[π, π̄] at p.
We will show that the maximality or non-maximality of Z[π, π̄] at p is con-
nected with the p-rank of the abelian variety and the splitting behavior of p in the
CM field Q⊗Endk(A). We prove a theorem that completely describes the relation-
ship between the splitting behavior of p and the p-rank and then use this theorem to
work out all possible splitting behaviors in the cases of abelian varieties defined over
Fp up to dimension four. We also note that recent work of Zaytsev has significant
overlap with this portion of the thesis. Zaytsev has been looking at the more general
question of the isomorphism type of A[p] as a finite group scheme. He is able to
connect the splitting behavior of p in E with the first truncated Barsotti-Tate group
scheme A[p] for abelian varieties up to dimension three [7].
We use the classification of the possible splitting behaviors of p to examine
when p divides the index [OE : Z[π, π̄]]. If A is an absolutely simple abelian surface,
then we prove that p does not divide this index for p ≥ 17. This allows us to prove
that Endk(A) is maximal at p for p ≥ 3. For higher dimensional abelian varieties, we
find sufficient conditions on the p-rank and the splitting behavior of p to guarantee
that Z[π, π̄] is non-maximal at p.
We also briefly explore the problem of explicitly describing intermediate rings
R between Z[π, π̄] and the maximal order such that [R : Z[π, π̄]] is divisible by p. It
is not completely clear which of these intermediate rings can arise as the endomor-
phism ring of an abelian variety. Waterhouse and Nakamura have provided some
results that guarantee the maximality of the endomorphism ring at p under certain
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hypotheses [6, 5.3], [8]. However, they both make the rather strong assumption that
Endk(A) contains the maximal order of the totally real subfield of index two. If a
general algorithm for computing the endomorphism ring of an abelian variety over
a finite field is to be developed, then it seems that we need to know more about the
possible intermediate subrings. In this thesis we give the explicit structure of some
intermediate subrings for abelian 3-folds with p-rank r(A) = 1. Under a certain
hypothesis relating the coefficients of the characteristic polynomial of Frobenius, we
show that there is always an intermediate subring with index p. Using numerical




The goals of this background chapter are (1) to introduce the notation used through-
out the thesis, and (2) state definitions and results with the aim of making this thesis
reasonably self-contained. We also hope that this background section will be illu-
minating by clearly showing how the the new results that we prove fit into the
growing body of theory on endomorphism rings of abelian varieties over finite fields.
Throughout this chapter, known results are stated without proof but citations are
always provided.
2.1 Abelian Varieties
We begin with a short review of the theory of abelian varieties over finite fields (see
[9] for a general reference). Let A be an abelian variety of dimension g defined over
the finite field k := Fq where q = pn. We will often assume that A is absolutely sim-
ple, which just means that A is simple and when we extend scalars to the algebraic
closure k̄ we have that A×k k̄ is also simple. If k′ is an extension of k contained in
k̄, then A(k′) denotes the set of points on A with coordinates in k′.
Since A is an abelian variety there is an addition morphism A×A→ A defined
over k that makes A(k′) into an abelian group for every extension k′ of k. For any
positive integer m, A(k′)[m] will denote the m-torsion elements of the abelian group
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A(k′). If m ∈ N is relatively prime to p, then A(k̄)[m] ' (Z/mZ)2g. Thus for
any prime l 6= p we have A(k̄)[ld] ' (Z/ldZ)2g. Multiplication by l induces a map
A(k̄)[ld] → A(k̄)[ld−1]. The Tate Module is the inverse limit Tl(A) := lim←−A(k̄)[l
d].
Tl(A) is therefore a free Zl-module of rank 2g. On the other hand, A(k̄)[p] '
(Z/pZ)r(A) for some 0 ≤ r(A) ≤ g. The integer r(A) is the p-rank of A. Every
integer from 0 to g arises as the p-rank of some abelian variety over k of dimension
g. If r(A) = g then A is said to be ordinary.
A morphism of abelian varieties ϕ : A1 → A2 is a morphism of varieties which
is defined over k and is also compatible with the addition maps of A1 and A2. In
particular ϕ : A1(k
′)→ A2(k′) is a homomorphism of groups. If dim(A1) = dim(A2),
then an isogeny ϕ : A1 → A2 is a morphism of abelian varieties with finite kernel.
An endomorphism of A is a morphism of abelian varieties from A to A. For example,
for every integer m > 0 there is a multiplication-by-m endomorphism [m] : A → A
which takes a point P ∈ A(k̄) to [m](P ) := P+P+· · ·+P , the m-fold sum. Another
example is the map [−1](P ) := −P which sends P to its additive inverse. Composing
these two endomorphisms allows us to treat the integers Z as endomorphisms of
A. Since A is defined over the finite field k = Fq, there is also a distinguished
endomorphism F : A → A induced by the q-th power Frobenius automorphism
of the field k̄. We call F the Frobenius endomorphism of A. It is known that
an endomorphism ϕ of A defined over k̄ is actually defined over k if and only if
Fϕ = ϕF . We denote the set of endomorphism of A defined over k by Endk(A).
Under composition and point-wise addition, Endk(A) becomes a ring which we call
the endomorphism ring of A.
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If l 6= p is a prime, then F induces a linear transformation on the Tate module
Tl(A). One way to define the characteristic polynomial of F is to take the character-
istic polynomial of the linear transformation that F induces on Tl(A). However, it is
then far from clear that this is a polynomial with integer coefficients independent of
the prime l. Thus we will instead use an alternative definition of the characteristic
polynomial due to Weil. In order to describe this alternative, we need to give some
more definitions.
For an abelian variety A over k, the function field k(A) is the field of rational
functions from A to P1(k). Let α : A1 → A2 be a morphism of abelian varieties and
let ψ ∈ k(A2). Then we can define α∗(ψ) := ψ◦α ∈ k(A1). Thus α∗ : k(A2) ↪→ k(A1)
allows us to identify k(A2) with a subfield of k(A1). If α 6= 0 and [k(A1) : α∗k(A2)]
is finite, then the degree of α is [k(A1) : α
∗k(A2)]. By convention, we define the
degree of the zero morphism to be 0. For example, deg[n] = n2g and degF = q (see
[9] I.7.2 and II.1.2). To define the characteristic polynomial of an endomorphism we
use the following theorem:
Theorem 2.1 ([9] Theorem I.10.9). Let α ∈ Endk(A). There is a unique monic
polynomial Pα ∈ Z[x] of degree 2g such that Pα(r) = deg(α− r) for all r ∈ Z.
The characteristic polynomial of the endomorphism α is the monic polynomial
Pα ∈ Z[x]. In this thesis we let f ∈ Z[x] be the characteristic polynomial of the
Frobenius endomorphism F . We will often assume that f is irreducible. In such
cases we will identify a root π of f with the Frobenius endomorphism F and then
by abuse of language will call the root π the Frobenius endomorphism.
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For any isogeny α : A → B there is an isogeny ᾱ : B → A called the dual
isogeny such that ᾱα = [degα]A and αᾱ = [degα]B. Thus the relation “A is
isogenous to B” is an equivalence relation on abelian varieties over k. The isogeny
class of A is the set of abelian varieties over k that are isogenous to A. Tate
discovered a remarkable connection between the characteristic polynomial f of the
Frobenius endomorphism and the isogeny class of the abelian variety:
Theorem 2.2 ([10] Theorem 1). Let A and B be abelian varieties over a finite field
k, and let fA and fB be the characteristic polynomials of their Frobenius endomor-
phisms relative to k. Then
(b) The following are equivalent:
(b1) B is k-isogenous to an abelian subvariety of A defined over k.
(b3) fB divides fA.
(c) The following are equivalent:
(c1) A and B are k-isogenous.
(c2) fA = fB.
(c4) |A(k′)| = |B(k′)| for every finite extension k′ of k.
Remark 2.3. To keep this introductory section brief we have only stated some of the
parts of the original theorem in [10] but have enumerated these selections using the
original enumeration given in [10].
For the sake of completeness of this introduction we include the following
well-known theorem:
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Theorem 2.4 ([9] Theorem II.1.1). Let A be an abelian variety over the finite field
k, let f be the characteristic polynomial of the Frobenius endomorphism, and let km
be the field extension of k of degree m. Write f(x) =
∏2g
i=1(x−ai) for ai ∈ C. Then
(a) #A(km) =
∏2g
i=1(1− ami ) for all m ≥ 1, and
(b) (Riemann hypothesis) |ai| = q
1
2 .
A Weil q-number is a complex number π ∈ C such that if ϕ : Q(π) ↪→ C is an
embedding of fields, then |ϕ(π)| = q 12 . A Weil polynomial is a polynomial in Z[x]
whose roots are all Weil q-numbers. Two Weil q-numbers π1 and π2 are considered
equivalent if they have the same minimal polynomial, or equivalently if there is an
isomorphism ϕ : Q(π1)
∼−→ Q(π2) such that ϕ(π1) = π2. By the Riemann hypothesis,
the characteristic polynomial of Frobenius is a Weil polynomial. The converse is also
true, due to Tate and Honda:
Theorem 2.5 ([11] Theorem 1). There is a bijection between the set of isogeny
classes of simple abelian varieties over k and the equivalence classes of Weil q-
numbers. The bijection is given by associating to a simple abelian variety A over k
a root of the characteristic polynomial of Frobenius.
2.2 Endomorphism Rings
We begin by stating some fundamental results in the theory of endomorphism rings
of abelian varieties.
Theorem 2.6 ([9] I.10.6, I.10.15). For abelian varieties A and B over k, the set
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Homk(A,B) of morphisms of abelian varieties from A to B is a finitely generated
torsion-free Z-module with rank at most 4 dim(A) dim(B). In particular Endk(A) is
a finitely generated torsion-free Z-module with rank at most 4 dim(A)2.
Theorem 2.7 ([10] Theorem 2). Let A be an abelian variety of dimension g over
a finite field k. Let F be the Frobenius endomorphism of A relative to k and f its
characteristic polynomial.
(a) The algebra E := Q[F ] is the center of the semisimple algebra S = Q ⊗
Endk(A).
(b) We have
2g ≤ [S : Q] ≤ (2g)2
(c) The following are equivalent:
(c1) [S : Q] = 2g.
(c2) f has no multiple root.
(c3) S = E.
(c4) S is commutative.
(d) The following are equivalent:
(d1) [S : Q] = (2g)2.
(d2) f is a power of a linear polynomial.
(d3) E = Q.
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(d4) S is isomorphic to the algebra of g by g matrices over the quaternion
algebra Dp over Q which is ramified only at p and ∞.
(d5) A is k-isogenous to the g-th power of a supersingular elliptic curve, all of
whose endomorphisms are defined over k.
(e) A is k-isogenous to a power of a k-simple abelian variety if and only if f is a
power of a Q-irreducible polynomial P . When this is the case S is a central
simple algebra over E which splits at all finite primes v of E not dividing
p = char(k), but does not split at any real prime of E.
We will usually be dealing with simple abelian varieties. In these cases Theo-
rem 2.7(e) will apply and thus f = he for some irreducible polynomial h ∈ Z[x]. The
polynomial h will be a Weil polynomial (Theorem 2.4) with root π. Furthermore,
[S : E] = e2 (see [11, p.142] and also [12, Ch. IV]) hence the endomorphism ring of
a simple abelian variety is commutative if and only if e = 1.
Theorem 2.5 says that a root π of a Weil polynomial h determines an isogeny
class of simple abelian varieties. But isogenous abelian varieties have isomorphic
endomorphism rings after tensoring with Q, so we would like to be able to determine
this ring S from the given root π. We do this by first calculating the local invariants
of the central simple algebra S over the field E = Q(π). Theorem 2.7(e) states that
we get a local invariant of 1
2
at every real place of E and that S splits at every finite










where fv is the degree of the residue field at v. The exponent e is the least common
multiple of the denominators of the local invariants of the central simple algebra
S. Since we are assuming that our abelian varieties are simple, every nonzero
endomorphism of A is an isogeny. Recall that every isogeny α has a dual ᾱ ∈
Endk(A) such that αᾱ = [degα] ∈ Z. Thus when we formally extend scalars to form
S = Q⊗Endk(A) we see that any nonzero endomorphism α has inverse [degα]−1⊗ᾱ.
Thus we get that S is a central division algebra over E. This means that the local
invariants uniquely determine S ([12] VIII.4.2), hence we have recovered S from π.
We now sketch the structure of Weil q-numbers as described in detail in [6,
Ch. 2]. First suppose that there is a real prime of E. Then π = ±√q. If n is even
then π ∈ Z, E = Q, S is the quaternion algebra over Q ramified only at p and ∞,
and A is a supersingular elliptic curve with all endomorphisms defined over k. If n
is odd then E = Q(√p), S is the quaternion algebra over Q(√p) ramified only at
the two infinite places, and A is a simple abelian surface. If E does not have a real
prime, then let β = π + π̄ = π + q
π
. Then K = Q(β) is a totally real subfield and π
satisfies X2− βX + q, hence E is a quadratic imaginary extension of K. That is, E
is a CM field with totally real subfield K = Q(π + q/π). In this thesis we will deal
with this latter case almost exclusively.
2.3 Subrings of Q⊗ Endk(A)
This section will be dealing with the question of which subrings of Q ⊗ Endk(A)
arise as endomorphism rings of abelian varieties. We will always assume that A is
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simple. We do not yet require that Endk(A) be commutative. Thus Q ⊗ Endk(A)
will be a central division algebra over E = Q(π), and Endk(A) is commutative if
and only if E = Q⊗ Endk(A).
2.3.1 Elliptic Curves
When dealing with an elliptic curve C we know that π ∈ Endk(C). Furthermore the
characteristic polynomial of Frobenius is X2−βX+q and β = p+1−#E(k), hence
β ∈ Z. In particular, π̄ = β−π ∈ Z[π]. Therefore any subring of Q⊗Endk(C) that
arises as the endomorphism ring of an elliptic curve contains at a minimum Z[π] =
Z[π, π̄]. Waterhouse fully analyzed which subrings between Z[π] and Q⊗ Endk(C)
arise as the endomorphism rings of elliptic curves:
Theorem 2.8 ([6] 4.2). Let S be the endomorphism algebra of an isogeny class of
elliptic curves. The orders in S which are endomorphism rings of curves in the
isogeny class are as follows:
(a) If the curves are supersingular with all endomorphisms defined over k, the
maximal orders.
(b) If the curves are not supersingular, all orders containing Z[π].
(c) If the curves are supersingular with not all endomorphisms defined over k, the
orders which contain Z[π] and are maximal at p.
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2.3.2 The Theorems of Waterhouse and Nakamura
Now let A be a simple abelian variety of dimension g > 1 with commutative endo-
morphism ring. By Theorem 2.7(c) we have that E = Q(π) = Q ⊗ Endk(A). It is
still true that π̄ ∈ Endk(A), but in general β = π + π̄ will not be an integer. As
a consequence, we should expect Z[π, π̄] to strictly contain Z[π]. This means that
Z[π, π̄] ⊆ Endk(A) will have to serve as our lower bound for possible endomorphism
rings instead of the simpler ring Z[π]. The task now is to analyze which subrings
between Z[π, π̄] and the ring of integers OE may be the endomorphism ring of A.
One way to begin is to choose a prime l 6= p and then localize to getRl := Zl⊗R
contained in El := Ql ⊗ E. In the proof of Theorem 2.8, Waterhouse found the
following result:
Porism 2.9 ([6] 4.3). Let E be the endomorphism algebra of an isogeny class of
simple abelian varieties and assume E is commutative. Let R be any order in E
containing Z[π, π̄]. Then there is a variety A in the isogeny class with Endk(A)l = Rl
for all primes l 6= p.
This just leaves us to deal with subrings between Z[π, π̄] and OE whose index
in OE is divisible by p. By analyzing invariant sublattices of the Dieudonné module
Tp(A) and their corresponding orders, Waterhouse was able to prove the following
theorem:
Theorem 2.10 ([6] 5.3). Let A be a simple variety with E commutative. Let K be
the totally real subfield of index 2 in E, and assume that p splits completely in K.
Assume also that R = Endk(A) ⊆ OE contains the ring of integers OK of K. Then
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R is maximal at p.
This result was strengthened in a follow-up paper by Nakamura [8, Thm. 1].
Nakamura’s theorem also assumes that Endk(A) contains OK , but he weakens the
hypothesis that p splits completely in K. The hypothesis that he assumes in its
place is a bit technical and so we do not reproduce the theorem here but instead
refer the interested reader to the original article [8].
2.4 Newton Polygons
2.4.1 Definitions and Properties
Let h(x) = xd + ad−1x
d−1 + · · · + a1x + a0 ∈ Z[x]. Let l be a prime and consider
the set Sh := {(0, ordl a0), (1, ordl a1), . . . , (d − 1, ordl ad−1), (d, 0)} of points in the
plane. The Newton Polygon Npl(h) is the lower convex hull of the points in Sh.
That is, Npl(h) is the highest convex sequence of connected line segments connecting
(0, ordl a0) to (d, 0) such that all the points in Sh lie on or above this sequence of line
segments. Npl(h) may be constructed as follows: start with a vertical line ` drawn
through (0, ordl a0) and rotate ` about this point counterclockwise until ` touches
another point in Sh. In fact, ` may now touch several points in Sh, so we draw
the line segment joining (0, ordl a0) to the last such point (i1, ordl ai1) in Sh that `
currently touches. This line segment is the first segment of Npl(h). Next we rotate
` further about (i1, ordl ai1) until ` hits a further point in Sh. As before, ` may be
touching more than one point in Sh, so we draw the segment joining (i1, ordl ai1) to
the last such point (i2, ordl ai2) in Sh that ` currently touches. This line segment is
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the second segment of Npl(h). We repeat this process of rotating ` about the point
(ij, ordl aij) counterclockwise until we hit another point in Sh and then drawing a
line segment from (ij, ordl aij) to the furthest point (ij+1, ordl aij+1) that ` currently
touches to get the next line segment of Npl(h).
For example, let f(x) = x6 + 3x5 + 5x4 + 5x3 + 25x2 + 75x + 125. Then the
Newton polygon Np5(f) is




We have the following standard result:
Lemma 2.11 ([13], IV Lemma 4). Let F be the splitting field of h in C and let
L be a prime of OF lying over l. Let h(x) = (x − α1)(x − α2) · · · (x − αd) be the
factorization of h in F . Let v be the extension of ordl to F induced by the prime
L and let λi = −v(αi). If λ is the slope of a segment of Npl(h) having horizontal
length m, then precisely m of the λi are equal to λ.
When the characteristic polynomial of Frobenius f is irreducible, we have
designated π to be some chosen root of f . When we need to enumerate the complete
set of roots of f in C we will use both {α1, . . . , α2g} and {π1, π̄1, . . . , πg, π̄g}. We
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then let βi := πi + π̄i and likewise β := π + π̄. Thus βi and β are totally real and
K = Q(β). We let E ′ be the splitting field of f in C and let K ′ be Q(β1, β2, . . . , βg),
the Galois closure of K in C. With this notation we have:
Theorem 2.12 ([14] Proposition 3.1).
(a) r(A) is the sum of the multiplicities of the non-zero roots of the (mod p)-
reduced characteristic polynomial f .
(b) r(A) = #{αi /∈P|1 ≤ i ≤ 2g} where P is a prime ideal over p in the ring of
integers of E ′.
(c) r(A) = #{βi /∈P|1 ≤ i ≤ g} where P is a prime ideal over p in the ring of
integers of K ′.
Putting these last two results together easily yields:
Corollary 2.13. r(A) is the length of the zero-slope segment of Npp(f).
We next state a result which will be expanded into a more general theorem in
this thesis:
Theorem 2.14 ([14] Proposition 3.2). Let A/Fq be an Fq-simple abelian variety.
Then:
(a) A is ordinary (i.e. r(A) = g) if and only if the ideals (π) and (π̄) (equivalently
the ideals (π + π̄), (p)) are relatively prime in E.
(b) r(A) = 0 if and only if every prime P|(p) divides (π) in E (equivalently,
divides (π + π̄)).
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(c) A is k̄-isogenous to a power of a supersingular elliptic curve if and only if
(π) = (π̄).
If A is an abelian variety and f the characteristic polynomial of Frobenius,
then A is supersingular if Npp(f) is just a single line segment. An abelian variety
is supersingular if and only if A ×k k̄ falls under case (d5) of Theorem 2.7 over k̄
[15, 4.2]. If A is an elliptic curve or abelian surface, then supersingular is equivalent
to r(A) = 0. When q = p, this can be seen by examining the possible Newton
polygons. The characteristic polynomial of Frobenius f is a Weil polynomial, and




2 if A is an abelian surface (see Section 2.5). It is then easy
to see that, if Npp(f) has a vertex, then it also has a zero-slope segment. However,
when g ≥ 3, such Newton Polygons are possible. For example consider the Weil
polynomial f(x) = x6 − 5x5 + 15x4 − 35x3 + 75x2 − 125x + 125 for p = 5. We see
that Np5(f) has no zero-slope segment, yet it is not a single line segment because
of the vertex at (3, 1). Thus for g ≥ 3, supersingular is not equivalent to r(A) = 0.
2.4.2 Newton Polygons and Local Invariants
The Newton polygon can be helpful when calculating the local invariants. Let f be
an irreducible Weil polynomial, π a root of f , and E = Q(π). Let p be a prime in
OE over p, and let vp be the corresponding valuation. Recall from equation (2.1)




[Ep : Qp] (mod 1)
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Figure 2.1: Newton Polygon for f




This formula can be rewritten if we introduce some new notation. Let Qp be
a fixed algebraic closure of Qp and let α1, . . . , α2g be the roots of f in Qp. Each
completed field Ep can be embedded into Qp in dp := [Ep : Qp] different ways because
Ep is separable over Qp. Each embedding of Ep into Qp sends π to one of the roots
αi of f . It is known that the valuation vp on Qp extends uniquely to a valuation on
Qp. If ϕi : Ep ↪→ Qp is an embedding, then we take vp to be normalized so that it
agrees with the pullback of vp via ϕi. That is, for all x ∈ Ep, we have that
vp(x) = vp(ϕi(x)).
In particular we have that vp(π) = vp(ϕi(π)).






Each fp corresponds to a Gal(Qp/Qp)-conjugacy class of roots of f [16, Thm. II.2],
fp is irreducible in Zp[x], and f =
∏
fp. Let πp be a representative of the Galois
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In this new equation, we get that ip ≡ vp(πp)dpn (mod 1). We can now see clearly
the connection with Newton polygons. The negatives of the slopes of the segments
of the Newton polygon will correspond to the numbers vp(πp) in the numerators of
the local invariants. For example, consider the irreducible Weil polynomial f(x) =
x2 + px + p4. This polynomial has no real roots, hence the only non-integer local
invariants must come from primes over p. The Newton polygon Npp(f) has two
segments with slopes −3 and −1. These two segments each have horizontal length
one, so therefore f = (x− α1)(x− α2) where x− α1 and x− α2 are the irreducible
factors of f in Zp[x]. In particular, we get two primes p1 and p2 over p. Without
loss of generality we may assume that fp1(x) = x− α1, fp2(x) = x− α2, vp(α1) = 3,







least common multiple of the denominators of the local invariants is 4, hence the
polynomial (x2+px+p4)4 is the characteristic polynomial of a simple abelian variety
of dimension 4 defined over Fp4 with non-commutative endomorphism ring.
2.5 Classification of Weil polynomials
Weil polynomials corresponding to the characteristic polynomial of Frobenius of a
simple abelian variety A have been classified when A is an elliptic curve, an abelian
surface, or an abelian 3- or 4-fold. Classification of Weil polynomials is usually a two-
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step process. The first step is determining the Weil polynomials of a given degree.
Such a polynomial h then has an exponent e which is completely determined by h
(see Section 2.2). The second step is to find conditions on the coefficients of h that
cause e to have the property that deg he = 2g, where g is the dimension of the class
of abelian varieties under investigation (in our case g = 1, 2, 3 or 4). The resulting
polynomial h will then have the property that he is the characteristic polynomial
of Frobenius for an isogeny class of simple abelian varieties of dimension g. In this
thesis we will only be dealing with the case where Endk(A) is commutative, which
corresponds to e = 1.
A preliminary observation to the classification of Weil polynomials is to recall
Theorem 2.4, which says that the characteristic polynomial of Frobenius f is always
a Weil polynomial. In particular, if f has no real root, then over the real numbers




(x2 − βix+ q).
If we expand this product, we see that the coefficients of f have a symmetry. In
particular, we get that f is of the form
f(x) = x2g + a1x
2g−1 + a2x
2g−2 + · · ·+ agxg + ag−1qxg−1 + ag−2q2xg−2 + · · ·+ qg.
2.5.1 Elliptic Curves
The classification of Weil polynomials corresponding to elliptic curves is due to
Waterhouse:
Theorem 2.15 ([6] 4.1). Let k = Fq where q = pn. The isogeny classes of ellip-
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tic curves defined over k are in one-to-one correspondence with rational integers β
having |β| ≤ 2√q and satisfying one of the following conditions:
(a) (β, p) = 1;
(b) If n is even : β = ±2√q;
(c) If n is even and p 6≡ 1 (mod 3) : β = ±√q;
(d) If n is odd and p = 2 or 3 : β = ±pn+12 ;
(e) If either (i) n is odd or (ii) n is even and p 6≡ 1 (mod 4) : β = 0;
The first of these are not supersingular; the second are supersingular and have all
their endomorphisms defined over k; the rest are supersingular but do not have all
their endomorphisms defined over k.
Remark 2.16. The corresponding characteristic polynomial of Frobenius is always
he = x2 − βx + q. Cases (a) and (c)-(e) have h irreducible and e = 1 while in case
(b) we get h(x) = x ±√q and e = 2. The condition |β| ≤ 2√q ensures that h is a
Weil polynomial while the conditions (a) and (c)-(e) ensure that the local invariants
determined by h yield e = 1.
2.5.2 Abelian Surfaces
The classification of Weil polynomials of abelian surfaces is primarily due to Rück.
He proved the following theorem:
Theorem 2.17 ([17] 1.1). The set of irreducible Weil polynomials f(X) of degree




2 + a1qX + q
2 where the integers a1 and a2 satisfy the following
conditions:




q − 2q < a2 < a21/4 + 2q,
(b) a21 − 4a2 + 8q is not a square in Z,
(c) one of the following conditions is satisfied:
(i) vp(a1) = 0, vp(a2) ≥ n/2 and (a2 + 2q)2 − 4qa21 is not a square in Zp .
(ii) vp(a2) = 0.
(iii) vp(a1) ≥ n/2, vp(a2) ≥ n and h(X) has no root in Zp.
Remark 2.18. Condition (a) ensures that f is a Weil polynomial, condition (b) makes
f irreducible, and condition (c) ensures that e = 1. The three cases (i), (ii), and
(iii) in (c) correspond to surfaces with p-rank 1, 2, and 0, respectively.
We now look at the possibility that f = h2 or f = h4 for h an irreducible Weil
polynomial. If f = h4, then h is linear and thus h has a real root. The case when h
has a real root has already been discussed in the closing paragraph of Section 2 of
this chapter. This leaves the case where f = h2 for h an irreducible Weil quadratic
polynomial with no real root. Let h(x) = x2 − βx + q, let π be a root, and let
E = Q(π). In order to guarantee that h has no real root we need |β| < 2√q. We
also need to get e = 2, where e is the least common multiple of the denominators
of the local invariants. In particular, we need the local invariants for the primes
of OE over p to be equal to 12 . If the Newton polygon Npp(h) has a vertex at
(1, vp(β)), then vp(β) <
n
2
. Examining the slopes of the Newton polygon we get that
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, a contradiction. Therefore, (1, vp(β)) cannot be a
vertex of Npp(h). But this means that Npp(h) is just a single line segment, hence h
corresponds to a supersingular abelian variety. However, no supersingular abelian
variety is absolutely simple [15, 4.2], so we ignore this case.
2.5.3 Abelian 3-folds
The classification of Weil polynomials of abelian 3-folds is primarily due to Haloui.
First we remark that if f = he is the characteristic polynomial of Frobenius corre-
sponding to an isogeny class of simple abelian 3-folds, then f does not have a real
root. This is due to the analysis of Weil q-numbers given at the end of section 2.2.
Such Weil q-numbers always correspond to either a supersingular elliptic curve or
an abelian surface. Thus if f has a real root, the corresponding abelian 3-fold is not
simple. This allows us to eliminate the cases e = 2 and e = 6, so either e = 1 and
f is irreducible or else f = h3.
The first theorem in the classification of abelian 3-folds will simply assume
that the characteristic polynomial of Frobenius f does not have a real root. Thus
the roots of f occur as pairs of complex conjugate Weil q-numbers and so f must





2x + q3. We have the
following result due to Haloui:






Then f is a Weil polynomial with no real root if and only if the following conditions
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hold:
















+ qa1 − 227(a
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Next we state conditions for when such an f is irreducible:











− qa1 + a3,
∆ = s2 − 4
27





Then f(x) is irreducible over Q if and only if ∆ 6= 0 and u is not a cube in Q(
√
∆).
Last we give conditions that ensure e = 1:






be an irreducible Weil q-polynomial. Then f is the characteristic polynomial of an
abelian 3-fold if and only if one of the following conditions holds:
(a) vp(a3) = 0,
(b) vp(a2) = 0, vp(a3) ≥ n/2, and f has no root of valuation n/2 in Qp,
(c) vp(a1) = 0, vp(a2) ≥ n/2, vp(a3) ≥ n, and f has no root of valuation n/2 in
Qp,
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(d) vp(a1) ≥ n/3, vp(a2) ≥ 2n/3, vp(a3) = n and f has no root in Qp,
(e) vp(a1) ≥ n/2, vp(a2) ≥ n, vp(a3) ≥ 3n/2, and f has no root in Qp nor factor
of degree three in Zp[x].
The p-ranks of abelian varieties in (a)-(e) are respectively 3,2,1,0, and 0. The abelian
varieties in case (e) are supersingular.
The case where e = 3 is dealt with in [19]. We will not be dealing with this
case so we omit the statement of the theorem.
2.5.4 Abelian 4-folds
The classification of abelian 4-folds is due to Haloui, Singh and Xing. However, there
are errors in the draft of the paper of Haloui and Singh ([20]) that was placed in the
arXiv. Thus the statement of the theorems in this thesis will not exactly match those
found in [20]. Since we are primarily interested in Weil polynomials corresponding
to simple abelian varieties, we may again restrict to Weil polynomials that do not
have any real roots. We already know that the general form for the characteristic








3x+ q4. We have the following theorem:





















































is a set of three real numbers so let γ1 ≤ γ2 ≤ γ3 be the three elements of S arranged
from least to greatest. Then f is a Weil polynomial with no real root if and only if
the following conditions hold:

























+ qa1 − (−23r2)










q|qa1 + a3| − 2qa2 − 2q2 < a4,
(f) γ1 − r′4 ≤ a4 ≤ γ2 − r′4.
The next theorem assumes that f is irreducible and then finds conditions that
force e = 1:








3x+ q4 be an irreducible Weil polynomial. Then f is the characteristic
polynomial of an abelian 4-fold if and only if one of the following conditions holds:
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(a) vp(a4) = 0,
(b) vp(a3) = 0, vp(a4) ≥ n/2, and f has no root of valuation n/2 in Qp,
(c) vp(a2) = 0, vp(a3) ≥ n/2, vp(a4) ≥ n, and f has no root of valuation n/2 in
Qp,
(d) vp(a1) = 0, vp(a2) ≥ n/2, vp(a3) ≥ n, vp(a4) ≥ 2n, and f has no root of
valuation n/2 nor factor of degree three in Qp,
(e) vp(a1) = 0, vp(a2) ≥ n/3, vp(a3) ≥ 2n/3, vp(a4) = n, and f has no root of
valuation n/3 or 2n/3 in Qp,
(f) vp(a1) ≥ n/3, vp(a2) ≥ 2n/3, vp(a3) = n, vp(a4) ≥ 3n/2, and f has no root in
Qp,
(g) vp(a1) ≥ n/4, vp(a2) ≥ n/2, vp(a3) = 3n/4, vp(a4) = n, and f has no root in
Qp nor factor of degree 2 or 3 in Qp,
(h) vp(a1) ≥ n/2, vp(a2) ≥ n, vp(a3) = 3n/2, vp(a4) ≥ 2n, and f has no root in
Qp nor factor of degree 3 in Qp.
The p-ranks of abelian varieties in cases (a)-(h) are 4,3,2,1,1,0,0, and 0. The abelian
varieties in case (h) are supersingular.
The other possibilities are e = 2 and e = 4, both of which are worked out




The splitting of p and the p-rank
Proposition 3.1. Let f ∈ Z[x] be a monic irreducible polynomial of degree d with
roots α1, α2, . . . , αd. Let E
′ = Q(α1, . . . , αd) and let p ∈ Z be a prime. Let α be a
fixed root of f , let P0 be a fixed prime over p in E ′, let a = ordP0(α), and let N be
the number of roots of f with P0-adic valuation equal to a. Then
N = d
(
#{P : P divides p and ordP(α) = a}
#{P : P divides p}
)
(3.1)
where P runs through the primes of E ′.
Proof. Let G = Gal(E ′/Q), H ≤ G the stabilizer of α, and D ≤ G the stabilizer
of P0. G acts transitively on the roots of f so we may pick elements τi ∈ G with
the property that τi(αi) = α. Suppose that τ ∈ Hτi ∩Hτj. Then τ = hτi for some
h ∈ H and thus τ(αi) = h(τi(αi)) = h(α) = α, and likewise τ(αj) = α. But τ is an
isomorphism and f has distinct roots, so i = j. Thus {Hτi : 1 ≤ i ≤ d} are the right
cosets of H. By relabeling if necessary we may assume without loss of generality
that
(i) ordP0(α1) = ordP0(α2) = · · · = ordP0(αN) = a
(ii) ordP0(αi) 6= a if i > N .
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Thus we now get
#{P : P | p, ordP(α) = a}
#{P : P | p}
=
#{τ(P0) : ordτ(P0)(α) = a, τ ∈ G}
[G : D]
=
#{τ : ordτ(P0)(α) = a}/|D|
[G : D]
=
#{τ : ordP0(τ−1(α)) = a}
|G|
=








= N · |H|
|G|





Remark 3.2. The Newton polygon Npp(f) of f in the above theorem will have a
segment of length N with slope a/e where e is the ramification index of p in E ′.
Normally we think of the Newton polygon as a local object due to the choice of a
prime P0 over p. However, the right hand side of (3.1) is determined with the global
data. Thus this theorem provides a kind of dual way to view the Newton polygon.
Instead of fixing a particular prime P0, we may instead fix the root α and compute
the right hand side of (3.1).
Theorem 3.3. Let A be a simple abelian variety over k with commutative endo-
morphism ring, r(A) the p-rank of A, f the characteristic polynomial of Frobenius,
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π a root of f in C, and β = π + π̄. Let E = Q(π) and K = Q(β). Let E ′ be the
Galois closure of E in C and let K ′ be the Galois closure of K in C. Then we have
r(A) = 2g
(
#{P : P divides p and π /∈P}
#{P : P divides p}
)
(3.2)
where P runs through the primes of E ′, and
r(A) = g
(
#{P : P divides p and β /∈ P}
#{P : P divides p}
)
. (3.3)
where P runs through the primes of K ′.
Proof. Equation (3.2) follows immediately from Corollary 2.13 and the above re-
mark. Equation (3.3) will follow from (3.2). First we observe that K ′ and E ′ are
both Galois over Q and so the splitting behavior of the prime P in E ′ is independent
of the choice P . In other words, if one prime P over p in K ′ is split/ramified/inert
in E ′, then all primes over p in K ′ are split/ramified/inert in E ′.
Suppose that P is ramified or inert in E ′ and P is the prime in E ′ over P .
This is equivalent to having Pc = P. We have that ππ̄ = q ∈P and P is prime,
so either π ∈ P or π̄ ∈ P. If π̄ ∈ P, then taking conjugates gives π ∈ Pc = P.
Thus we must have that π, π̄ ∈ P, and therefore we also must have β ∈ P . As
shown above, this behavior is independent of the choice of prime P , so we get that
π ∈P for all primes P over p in E ′ and that β ∈ P for all primes P over p in K ′.
In particular,
#{P : P divides p and π /∈P} = #{P : P divides p and β /∈ P} = 0.
Thus (3.3) agrees with (3.3) in this case, namely r(A) = 0.
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Suppose that P is a prime in K ′ which does not contain β. Then the argu-
ment in the previous paragraph shows that we must have that P splits in E ′, and
consequently all primes in K ′ over p split in E ′. Let P and Pc be the distinct
primes in E ′ that lie over P . We know that π must lie in at least one of {P,Pc},
so without loss of generality we may assume that π ∈P and by taking conjugates
we also get that π̄ ∈ Pc. As β = π + π̄ and β /∈ P by assumption, it follows that
π /∈Pc. Thus
#{P : P divides P and π /∈P} = 1.
Now suppose that there is a prime P in E ′ such that π /∈P. But ππ̄ = q ∈P,
hence π̄ ∈ P. Taking conjugates gives π ∈ Pc. Let P = P ∩ OK . Then we have
that β /∈ P and
#{P : P divides P and π /∈P} = 1.
Putting this together with the previous paragraph gives
#{P : P divides p and π /∈P} = #{P : P divides p and β /∈ P}.
Since every prime in K ′ splits in E ′, the denominator in (3.3) is half the value of
the denominator in (3.2). Thus the formula in (3.3) follows from (3.2).
Proposition 3.4. Let f , E ′, and α be as in Proposition 3.1. Let E = Q(α) and let
P1, . . . ,Ps be the primes of E over p. For each Pi let ei be the ramification index
of Pi over p and fi the degree of the extension of residue fields for Pi over p. Let
e be the ramification index of p in the Galois extension E ′ and let a/e be a slope of
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Proof. We already have that E ′ is the Galois closure of E in C. Let gi denote the
number of primes in E ′ that lie over Pi. Since E ′ is Galois over Q, it is also Galois
over E. Thus we can let ai be the ramification index of Pi in E ′ and let bi be the
degree of the extension of residue fields with respect to Pi. As E ′ is Galois over E
we get that
[E ′ : E] = a1b1g1 = a2b2g2 = · · · = asbsgs. (3.5)
Now let m be the degree of the extension of residue fields with respect to p in E ′.
We then have that aiei = e and bifi = m for all 1 ≤ i ≤ s. Thus dividing (3.5)






= · · · = gs
esfs
.
We now turn to Proposition 3.1. With our notation, #{P : P | p} =
∑s
i=1 gi.







If we define Si := {P : P |Pi}, then gi = |Si|. Putting it all together we get
N = d
(
#{P : P | p, ordP(α) = a}




#{P : P divides Pi for some i ∈ Sa}










































Remark 3.5. This gives a refinement of the relation d =
∑s
i=1 eifi.
Theorem 3.6. Let A be a simple abelian variety of dimension g defined over the
finite field k = Fq for q = pn. Let r(A) denote the p-rank of the abelian group A(k̄)[p].
Let f ∈ Z[x] be the characteristic polynomial of the Frobenius endomorphism of A
and suppose that f is irreducible. Let π be a root of f , β = π + π̄, E = Q(π),
K = Q(β). For each prime P in K over p and P in E over p, let e(P ) and e(P)
be the ramification index of P and P over p, respectively, and let f(P ) and f(P) be











e(P )f(P ) (3.7)
where the sum ranges over the primes in K over p not containing β.
Proof. (3.6) follows from Proposition 3.4 by letting α = π and a = 0. The proof
of (3.7) follows from the fact that any prime P of K that does not contain β must
split in E as P and Pc. But E is quadratic over K, so if P splits then we get
that e(P ) = e(P) = e(Pc) and f(P ) = f(P) = f(Pc). Exactly one of {P,Pc}
does not contain π and thus every summand in (3.7) appears in (3.6). Conversely, if
π /∈P for some P, then Pc 6= P and π ∈Pc. Furthermore, if we let P = P∩OK ,
then e(P ) = e(P) and f(P ) = f(P) because E is quadratic over K and P splits in
E. Since β = π + π̄, π /∈P, and π̄ ∈P, we see that β /∈ P . Thus every summand
in (3.6) appears in (3.7), hence (3.6) and (3.7) have the same summands.
Remark 3.7.
(a) Equation (3.7) is easily seen to be qualitatively correct because g = [K : Q] =∑
P e(P )f(P ). Thus r(A) must lie between 0 and g, as required.
(b) This theorem extends Theorem 2.14, which was only able to determine the
extremes, either r(A) = 0 or r(A) = g.
Example 3.8. (Elliptic Curves) Let C be an elliptic curve over k with Q⊗Endk(C)
commutative. Then E = Q(π) is a quadratic imaginary extension of Q. Suppose
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that in OE we get a factorization (p) = PPc. Then we must have that (π) =
P i(Pc)n−i. The two local invariants are therefore i/n and (n − i)/n. In order for
these to be integers, we must have i ∈ {0, n}. Thus, only one of {P,Pc} contains
π and so equation (3.6) gives r(C) = 1. If p is inert or ramifies in E, then there is
only one prime P in E over p and it must contain π. Thus (3.6) gives r(C) = 0.
Example 3.9. (Abelian Surfaces) This example is contained in the proof of [14, Thm.
3.7] but we present it here in light of Theorem 3.6 which gives the calculations a
slightly different flavor than that found in [14]. Let A/k be an absolutely simple
abelian variety of dimension 2. Then the factorization of (p) in E can only be one
of the following cases:
a) (p) = P21 (P
c
1)
2 (p ramifies in K)
b) (p) = P1Pc1 (p is inert in K)
c) (p) = P1Pc1P
s
2 , 1 ≤ s ≤ 2 (p splits completely in K but not in E)
d) (p) = P1Pc1P2P
c
2 (p splits completely in E)
Note that cases like (p) = P4 are not possible. If (p) = P4, then (π) =
P2 and (π̄) = P2. Thus (π) = (π̄), hence A is supersingular, contradicting the
hypothesis that A is absolutely simple.




0 ≤ i ≤ 2n. The local invariants i/n and (2n − i)/n are integers if and only if
i ∈ {0, n, 2n}. The case i = n is not possible because then (π) = (π̄) and A would




Without loss of generality we may assume that (π) = (P1)2n. The sum in (3.6) only
contains one summand corresponding to Pc1. For P
c
1 we have e1 = 2 and f1 = 1
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and thus r(A) = 2 by Theorem 3.6.
In case b), in order for the local invariants integers, it must be that (π) is Pn1
or (Pc1)
n. Without loss of generality assume (π) = (P1)n. Since p is inert in K it
follows that e1 = 1 and f1 = 2 for the prime Pc1 and therefore r(A) = 2.





nPsn/22 . Without loss of
generality assume that (π) = (P1)nP
sn/2
2 . Thus P
c
1 is the only prime over p in E
that does not contain π. We have that e1 = 1 and f1 = 1 for Pc1 and so r(A) = 1.













all primes in E over p we have that ei = fi = 1. In every one of the four cases for
the factorization of (π) we see that π is not contained in exactly two primes of the
primes of E over p and thus r(A) = 2.
Example 3.10. (Abelian 3-folds) The case of abelian 3-folds can be handled similarly
to that of abelian surfaces if one is patient enough to enumerate all possible splitting
behaviors of p inK and E. We will not do this exhaustively here, but we will hit upon
some highlights. For an example of such an analysis, suppose that A is defined over
k = Fp. Suppose that (p) = P1P 22 in K and suppose that P1 splits in E into P1 and
Pc1. Suppose also that P2 is inert in E, and let P2 be the unique prime in E lying
over P2. Then it must be that (π) is P1P2 or Pc1P2. Without loss of generality
assume that it is the first case. Then β /∈ P1 and β ∈ P2. Therefore by Theorem
3.6 we get that r(A) = 1. An example of an abelian 3-fold with this behavior is the
isogeny class corresponding to the Weil polynomial f(x) = x6−3x5+10x3−75x+125.
One difference between abelian surfaces and abelian 3-folds is that the splitting
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of p completely determines r(A) for an abelian surface, but for abelian 3-folds the
splitting of p is not quite strong enough. We also need to know the factorization of
(π) into primes in E. For example, let f1(x) = x
6 − 5x5 + 17x4 − 47x3 + 85x2 −
125x+ 125 and let f2(x) = x
6 − 4x5 + 10x4 − 25x3 + 50x2 − 100x+ 125. These are
the characteristic polynomials for the Frobenius endomorphisms of non-isogenous
absolutely simple abelian 3-folds A1 and A2 defined over k = F5. In both cases we
see that (p) factors as P1P
2







2 in E. However, in the case
of A1, we see that (π1) = P1P22 while in the case of A2, we get (π2) = P1P2P
c
2.
It follows that β1 /∈ P1, P2 while β2 /∈ P1, β ∈ P2. Applying formula (3.7) we see
that r(A1) = 3 and so A1 is ordinary while r(A2) = 1.
Now let f(x) = x6−5x5+15x4−35x3+75x2−125x+125. Then (p) = P3(Pc)3
in E and p is totally ramified in K. In this case (π) = P2Pc and (π̄) = P(Pc)2.
Thus π lies in every prime of E over p and so r(A) = 0, but (π) 6= (π̄) and therefore
A is not supersingular. A case such as this is impossible for surfaces.
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Chapter 4
The Index [OE : Z[π, π̄]]
In this section we study the p-part of [OE : Z[π, π̄]]. By Porism 2.9, this is the
more interesting part. We know that Endk(A) always contains Z[π, π̄], so if Z[π, π̄]
is maximal at p then so is Endk(A). First we study the case of elliptic curves and
abelian surfaces to motivate the idea that the splitting behavior of p in E can be
used to prove the maximality or non-maximality of Z[π, π̄] at p. We then consider
the case of higher dimensional abelian varieties.
4.1 Elliptic Curves
Let C be an elliptic curve defined over k = Fq and assume that Q ⊗ Endk(C) is a
quadratic imaginary extension of Q. Let f(x) = x2 − βx + q be the characteristic
polynomial of Frobenius, π a root of f , and E = Q(π). In this case β = π + π̄ ∈ Z
and therefore Z[π] = Z[π, π̄], thus we restrict ourselves to studying [OE : Z[π]]. Since
f is quadratic, its discriminant is f ′(π)2 and by definition this is the same as the
discriminant of the free Z-module Z[π], denoted ∆E/Q(Z[π]) (see [16, III §3] for basic
facts about discriminants). Therefore, ∆E/Q(Z[π]) = f ′(π)2 = (2π−β)2 = (π− π̄)2.
If r(C) = 1, then by Example 3.8 we get that p splits in E into distinct primes P
and Pc. Without loss of generality π ∈P, π /∈Pc and therefore π − π̄ /∈P and
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π − π̄ /∈Pc. Putting these together we get that p - ∆E/Q(Z[π]). But
∆E/Q(Z[π]) = [OE : Z[π]]2∆E/Q(OE)
so if p does not divide the left hand side, then neither can it divide [OE : Z[π]].
Therefore, Z[π] is maximal at p.
On the other hand, if r(A) = 0, then it is true that Endk(C) is maximal at
p, but Z[π] need not be maximal at p (see [6, 4.2] and the example that follows).




then this π corresponds to a supersingular elliptic
curve over F9 which does not have all its endomorphisms defined over the base field.




] and thus is not maximal at 3. If we try
to duplicate the proof of the previous paragraph we can see where that argument
breaks down. In this example we note that 3 ramifies as P2 in E and π, π̄ ∈ P.
Thus ∆E/Q(Z[π]) = (π − π̄)2 ∈ (P2 ∩ Z) = (3). Since ∆E/Q(Z[π]) is not prime to
p we cannot conclude that [OE : Z[π]] is prime to p. Therefore we see that in the
case of elliptic curves the splitting behavior of p in E strongly affects whether or
not Z[π] is maximal at p. This will be the motivation for the way we will study
[OE : Z[π, π̄]].
4.2 Abelian Surfaces
We begin by proving a general fact that will hold in higher dimensions.
Lemma 4.1. Let A be any simple abelian variety of dimension g defined over k = Fq.
Let f be the characteristic polynomial of Frobenius, π a root of f , β = π + π̄, and
K = Q(β). Then [OK [π] : Z[π, π̄]] = [OK : Z[β]]2.
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Proof. Let {α0, α2, . . . , αg−1} be a Z-basis for OK . We also have that {βi : 0 ≤ i ≤




cijαj, 0 ≤ i ≤ g − 1.
Let M be the g × g matrix with ij-entry cij. Next we observe that π satisfies a
monic quadratic polynomial over OK , hence the set S = {1, π} is an OK-basis for
OK [π]. Actually, π is quadratic over the integral domain Z[β], hence S is also a
Z[β]-basis for Z[β][π]. But Z[π, π̄] = Z[β][π], hence S is a Z[β]-basis for Z[π, π̄].
Thus we get that B1 := {αiπs : 0 ≤ i ≤ g− 1, 0 ≤ s ≤ 1} is a Z-basis for OK [π] and







s, s ∈ {0, 1}.




[OK [π] : Z[π, π̄]] = (detM)2 = [OK : Z[β]]2.
Theorem 4.2. Let A be an absolutely simple abelian surface defined over the finite
field k = Fq with Q⊗Endk(A) a field. Let π be a root of the characteristic polynomial
of the Frobenius endomorphism of A, let β = π + π̄, E = Q(π), and K = Q(β).
(a) If q = p, then [OE : Z[π, π̄]] is not divisible by p for p > 13.
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(b) If r(A) = 2, then p does not divide [OE : OK [π]].
(c) If r(A) = 1, then p does not divide [OK [π] : Z[π, π̄]].
Proof. Part (a) for when A is ordinary has already been dealt with by Freeman and
Lauter in [2]. We we will prove it in a slightly different manner, namely we will use
our knowledge of the connection between r(A) and the possible factorizations of p
in E.
We will prove (b) first, so assume that A is ordinary. We then have that









where the second line follows from the relative discriminant formula [21, III.2.10].
We can deal with the numerator as follows: as above, OK [π] has an OK-basis
composed of {1, π}. This allows us to calculate





= (π − π̄)2.
Thus the numerator becomes NK/Q((π − π̄)2). Since A is ordinary, the principal
ideals (π) and (π̄) in OE are relatively prime by Theorem 2.14(a). Therefore, for
every prime P in E over p we have that exactly one of {ordP(π), ordP(π̄)} is
nonzero. It then follows that the principal ideals (π − π̄) and (p) are relatively
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prime. Thus the numerator NK/Q((π − π̄)2) is not divisible by p. We therefore
conclude that p cannot divide [OE : OK [π]]. Thus, if p does divide [OE : Z[π, π̄]]
then p must divide [OK [π] : Z[π, π̄]] = [Ok : Z[β]]2. This proves part (b).
Assume in addition that q = p. If σ1, σ2 : K ↪→ R are the two real embeddings
of K, then the fact that π is a Weil p-number gives us the Hasse bound
|σiβ| = |σi(π + π̄)| ≤ |π|+ |π̄| = 2
√
p
where equality holds if and only if π = π̄. But if π = π̄, then A is not absolutely
simple, contradicting our hypothesis. Thus, we may assume that |σiβ| < 2
√
p. Next,
since K is a quadratic extension of Q, we have that β is quadratic over Z, hence






≤ (|σ1β|+ |σ2β|)2 < 16p
Because K is a real quadratic extension, we also know that ∆K/Q(OK) ≥ 5. There-
fore, if p divides [OE : Z[π, π̄]], we get







The only p for which this could hold are p ≤ 3. This proves part (a) for when A is
ordinary.
Now drop the two assumptions that A is ordinary and q = p, and suppose
instead that r(A) = 1. From Example 3.9, the only possible splitting of p for
r(A) = 1 is pOK = P1P2 and pOE = P1Pc1Ps2 for 1 ≤ s ≤ 2. Furthermore we may
assume without loss of generality that (π) = Pn1 P
ns/2





particular, we get that β /∈ P1, β ∈ P2. Next we observe that K is Galois over Q
because it is a quadratic extension, hence P1 and P2 are Galois conjugate. Therefore,
by relabeling the real embeddings σ1 and σ2 if necessary, we get that
P1 - (σ1β) P2 | (σ1β)
P1 | (σ2β) P2 - (σ2β)
.
Therefore we conclude that the principal ideals (σ2β − σ1β) and (p) are relatively
prime. In the previous paragraph we calculated
∆K/Q(Z[β]) = (σ2β − σ1β)2
Putting these two facts together we see that p - ∆K/Q(Z[β]). As
∆K/Q(Z[β]) = [OK : Z[β]]2∆K/Q(OK)
we see that if p cannot divide the left hand side, then neither can it divide [OK : Z[β]].
Therefore, if p does divide [OE : Z[π, π̄]], then p divides [OE : OK [π]]. This proves
(c).
Now assume in addition that q = p and that p divides [OE : Z[π, π̄]]. By part
(c), we get that p divides [OE : OK [π]]. Because π is a Weil p-number, we get that
|σi(π− π̄)2| ≤ 4p, with equality holding if and only if π = −π̄. However, if π = −π̄,
then A would not be absolutely simple. Thus we may assume that |σi(π− π̄)2| < 4p.
This gives us the following estimate:
|NK/Q((π − π̄)2)| = |σ1(π − π̄)2σ2(π − π̄)2| < (4p)(4p) = 16p2.
From the previous paragraph, we observe that q = p and r(A) = 1 implies that
s = 2, thus pOK = P1P2 and pOE = P1Pc1P22 . This means that P1 splits in E and
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P2 ramifies in E. In particular, P2 will divide ∆E/K(OE). Taking norms from K to
Q, we see that NK/Q(∆E/K(OE)) ≥ p. Using the relative discriminant formula, we
get the inequality













The only primes p that can satisfy this inequality are those for which p ≤ 13. This
proves (a) for when r(A) = 1. Since r(A) = 0 implies that A is not absolutely
simple, we have completed the proof of (a).
Corollary 4.3. Let A be an abelian surface as in Theorem 4.2 defined over Fp for
p > 2. Then Endk(A) is maximal at p.
Proof. For p > 13 this follows immediately from the theorem. For 3 ≤ p ≤ 13, a
computer system such as Magma can enumerate all possible Weil polynomials by
using Theorem 2.17 and then check that Z[π, π̄] is maximal at p for each one.
Example 4.4. If q 6= p, then it is possible to have p divide [OE : Z[π, π̄]], as hinted at
by parts (b) and (c) of the theorem. For example, let f1(x) = x
4+x3+19x2+25x+625
and let π1 be a root of f1(x). Then f1(x) corresponds to an isogeny class of ordinary
abelian varieties and Z[π1, π̄1] has index 25 inside the ring of integers of Q(π1).
Let f2(x) = x
4 + x3 + 5x2 + 25x + 625 and let π2 be a root of f2(x). Then f2(x)
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corresponds to an isogeny class of abelian varieties with p-rank one and Z[π2, π̄2]
has index 15 inside the ring of integers of Q(π2).
Remark 4.5. As in the case of elliptic curves, the splitting behavior of p in K and E
is what enables the proof to work. This provides further evidence that the splitting
behavior of p in E for higher dimensional varieties will influence whether or not
[OE : Z[π, π̄]] is divisible by p.
4.3 Higher dimensional abelian varieties
Throughout this subsection A will be an absolutely simple abelian variety of dimen-
sion g ≥ 3 with commutative endomorphism ring. We let f be the characteristic
polynomial of Frobenius, π a root of f , β = π + π̄, E = Q(π), and K = Q(β).
Proposition 4.6. Let q = p for p ≥ 3. If there exists a prime P in K over p with
ramification index e such that β ∈ P and e ≥ 2, then p divides [OE : OK [π]].
Proof. We already have that




The only way p can appear in the denominator is if some prime P of K ramifies
in E. E is a quadratic extension of K, hence any prime of K that ramifies in E
has ramification index equal to two. Since p > 2, it follows that all primes over p
in K that ramify in E are tamely ramified. Thus, if P is a prime over p in K that
ramifies in E, then P divides ∆E/K(OE) exactly once [22, I.5 Thm. 2]. These are
the only such primes of K over p that divide ∆E/K(OE).
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Next we examine what power of P can divide the principal ideal ((π − π̄)2)
and we get three cases:
case 1: P is ramified in E. Let P be the prime in E that lies over P and let e
be the ramification index of P over p. We know that ππ̄ = p and that ordP(p) = 2e.
Furthermore Pc = P and thus it must be that π, π̄ ∈ Pe. Therefore (π − π̄)2 ∈
(P2e ∩ OK) = P e.
case 2: P splits in E. Let POE = PPc. Then ordP(y) = ordP (y) for every
y ∈ K because P is not ramified over P . Thus we get that
ordP ((π − π̄)2) = ordP((π − π̄)2) ≥ 2 min{ordP(π), ordP(π̄)}.
case 3: P is inert in E. Let P be the prime in E over P and let e be the
ramification index of P over p. Then by an argument analogous to that of case 1
we get π, π̄ ∈Pe/2 and thus (π − π̄)2 ∈ P e.
Consider the fractional ideal I = ((π − π̄)2)/∆E/K(OE) in K. The analysis
done so far is summarized as follows:
ordP (I) ≥

e− 1 if P ramifies in E
2 min{ordP(π), ordP(π̄)} if P splits in E
e if P is inert in E
(4.1)
It follows that ordP (I) ≥ 0 for all primes P over p. Therefore ordp(NK/Q(I)) ≥ 0
and strict inequality will hold if ordP (I) > 0 for some P . Suppose now that we have
a prime P with β ∈ P and e ≥ 2. If P ramifies or is inert then we get ordP (I) > 0
from (4.1). If P splits, then the additional hypothesis β ∈ P implies that π ∈ P
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and π ∈Pc, or equivalently, ordP(π) > 0 and ordP(π̄) > 0. Thus we see from (4.1)
that ordP (I) > 0 in all cases, hence p divides [OE : OK [π]].
Proposition 4.7. If q = p, p ≥ 3, and p splits completely in K, then [OE : OK [π]]
is not divisible by p.
Proof. Let I be the fractional ideal defined in the proof of Proposition 4.6. It will
be sufficient to prove that ordP (I) = 0 for all primes P over p in K. Suppose that
P is inert in E, with P the unique prime of E lying over P . Then we have that
Pc = P, so in particular ordP(π) = ordP(π̄). Because p splits completely in K,
we know that the ramification index of P over p is one. Thus we get
1 = ordP (p) = ordP (ππ̄) = ordP(ππ̄) = 2 ordP(π).
But this is a contradiction because ordP(π) must be an integer. Therefore, P either
splits in E or ramifies in E.
Suppose that P splits in E into P and Pc. If π is in both P and Pc, then
ordP(π) > 0 and ordP(π̄) > 0. Thus we get
1 = ordP (p) = ordP (ππ̄) = ordP(ππ̄) > 2
a contradiction. Therefore, by relabeling if necessary, we may assume that π ∈P,
π /∈Pc. It then follows that
ordP ((π − π̄)2) = ordP((π − π̄)2) = 2 min{ordP(π), ordP(π̄)} = 0.
In particular, we get that ordP (I) = 0.
Suppose P ramifies in E. Let P be the unique prime of E that lies over P .




β) over Qp for some β ∈ Zp with vp(β) = 1 [16, II Prop. 12]. Thus we
may represent π as x+y
√
β where x, y ∈ Qp. In E we have that ordP(π) = ordP(π̄),
hence vp(π) = vp(π̄) when we identify π and π̄ with their images in Ew. This gives
us the equation







Since vp(x) and vp(y) are either integers or ∞, the only possible way this equation
holds is if ordp(x) > 0 and ordp(y) = 0. Next we note that complex conjugation
on E fixes P, hence complex conjugation on E extends to be the nontrivial field
automorphism of Ew over Qp. This means that the image of π̄ in Ew is given by
x− y
√
β. With this identification of π and π̄ in Ew, we get that
ordP ((π − π̄)2) = vp((π − π̄)2) = vp(4y2β) = 1.
Because P is tamely ramified in E, it follows that P divides ∆E/K(OE) exactly once
[22, I.5 Thm. 2], and thus
ordP (I) = ordP ((π − π̄)2)− ordP (∆E/K(OE)) = 0.
Therefore, in all cases, ordP (I) = 0, hence [OE : OK [π]] = NK/Q(I) is not divisible
by p.
Remark 4.8. This result partially proves Theorem 2.10. However, Proposition 4.7
is false when q = pn for n > 1. For example, let f be the Weil polynomial f(x) =
x6−23x5 +247x4−1565x3 +6175x2−14375x+15625, let π be a root of f , β = π+ π̄,
E = Q(π), and K = Q(β). Then 5 splits completely in K, but [OE : OK [π]] = 5.
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This example seems to contradict a remark in [6]. Remark 1 immediately after
[6, 5.3] claims that any order containing OK [π] is an order arising from an abelian
variety. In particular, R := OK [π] is a ring containing OK [π] and so, according
to the remark, should correspond to the endomorphism ring of an abelian variety.
However, Theorem 2.10 says that R must also be maximal at p. But we have that
[OE : R] = 5, so it seems that either the remark is false, or else 2.10 is false. We
suspect that it is the remark that is false.
Proposition 4.9. Assume that p > g and also assume that A is not ordinary. Let
P1, . . . , Ps be the primes in K over p. Let ei be the ramification index of Pi over p
and let fi be the residue class degree of Pi. Since A is not ordinary, β ∈ Pi for some
1 ≤ i ≤ s. Let emax = max{ei : β ∈ Pi}. If






then p divides [OK [π] : Z[π, π̄]].
Proof. By Lemma 4.1 we have [OK [π] : Z[π, π̄]] = [OK : Z[β]]2 so we focus on




Looking first at the denominator, we know that Pi is tamely ramified in K (as p > g
by hypothesis) and thus P ei−1i appears in the different DK/Q and no higher power








This is the term in the right hand side of (4.2).
50
Next we compute a lower bound on the power of p that divides ∆K/Q(Z[β]).
Let K ′ be the Galois closure of K in C. For each Pi that contains β and for Pi
a prime of K ′ that lies over Pi, we see that β ∈ Pe/eii where e is the ramification
index of p in K ′. In particular, β ∈ Pe/emaxi . The power e/emax is independent of
the prime Pi and is also independent of the choice of a Galois conjugate of β, by
which we mean the following: let β1, . . . , βg be the Galois conjugates of β and let
P be a prime of K ′. If βi ∈P, then βi ∈Pe/emax .
By the definition of discriminant we have ∆K/Q(Z[β]) =
∏
i<j(βj − βi)2. Let
P be a prime of K ′ over p and let SP = {(i, j) : i < j, βi ∈P, βj ∈P}. Then by
the last paragraph, we have that ordP((βj−βi)2) ≥ 2e/emax for all pairs (i, j) ∈ SP .
In particular,






Now we calculate |SP |. By Theorem 2.12 we know that exactly r(A) of the
Galois conjugates of β are not contained in P. By relabeling we may assume that
βi /∈P if i ≤ r(A) and βi ∈P if i > r(A). Thus SP = {(i, j) : r(A) < i < j ≤ g}.





(g − r(A))(g − r(A)− 1)
2
.
Thus we get the estimate






e(g − r(A))(g − r(A)− 1)
emax
.
Since p has ramification index e in K ′, we get that
ordp(∆K/Q(Z[β])) = (1/e) ordP(∆K/Q(Z[β])) ≥




Thus we see that the power of p dividing ∆K/Q(Z[β]) is at least the left hand side
of (4.2). Therefore, if (4.2) holds, then p divides [OK : Z[β]].
Theorem 4.10. Let A be an absolutely simple abelian variety of dimension g ≥ 3
defined over the finite field k = Fp with p > g. Let r(A) denote the p-rank of
the abelian group A(k̄)[p]. Let f ∈ Z[x] be the characteristic polynomial of the
Frobenius endomorphism of A and suppose that f is irreducible. Let π be a root of
f , β = π + π̄, E = Q(π), and K = Q(β). Let P1, P2, . . . , Ps be the primes in K
over p and f1, . . . , fs the degrees of the extensions of the finite fields corresponding
to these primes. If
r(A) < g − 1
2
1 +




then p divides [OE : Z[π, π̄]].
Proof. First let us assume that A is not ordinary. Let ei be the ramification index of
Pi over p. If β is in some Pi and ei > 1, then p divides [OE : Z[π, π̄]] by Proposition
4.6. Therefore without loss of generality we may assume that if β ∈ Pi, then ei = 1.
Because A is not ordinary, we must have β ∈ Pi for some 1 ≤ i ≤ s. Thus emax = 1,
where emax is defined in Proposition 4.9. Therefore (4.2) becomes




Solving for r(A) by using the quadratic formula gives two roots:




√√√√1 + 4(g − s∑
i=1
fi
) , γ2 = g + 1
2
1 +




But we know that r(A) ≤ g, so r(A) > γ2 is impossible. Therefore, if (4.3) holds,
then Proposition 4.9 applies and we get that p divides [OE : Z[π, π̄]]. The case
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where A is ordinary is vacuous because, if r(A) = g, then (4.3) will never hold. This
completes the proof.
Corollary 4.11. If K/Q is such that p is unramified in K and r(A) < g − 1, then
p divides [OE : Z[π, π̄]].
Proof. In this case
∑s
i=1 fi = g so (4.3) becomes r(A) < g − 1.
Example 4.12. Let p = 5, k = Fp, f(x) = x8− 8x7 + 30x6− 75x5 + 165x4− 375x3 +
750x2 − 1000x + 625, and let A be an abelian variety in the isogeny class of f .
Then g = 4 and K is a degree 4 totally real field. By Corollary 2.13, r(A) = 1.
Alternatively we look at the splitting behavior of 5 in K and see that (p) factors as
P1P
3
2 and e1 = 1, f1 = 1, e2 = 3, f2 = 1. We also see that β /∈ P1, β ∈ P2 and thus
by (3.7) we get r(A) = 1. The right hand side of (4.3) is 2 and thus Theorem 4.10
implies that Z[π, π̄] is not maximal at 5. We can check this by directly calculating
the index and get [OE : Z[π, π̄]] = 5.
Example 4.13. It is possible to get some other interesting corollaries if one picks
lower bounds on s. For example, if we let r := R(A) and assume that s ≥ r + 2,
then r + 2 becomes a lower bound on the sum
∑s
i=1 fi. Solving (4.4) leads to the
inequality
0 < (g − r)(g − r − 1)− g + r + 2 = (g − (r + 1))2 + 1
which is always true. Therefore, if s ≥ r + 2, then p divides [OE : Z[π, π̄]].
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Chapter 5
Subrings of CM Fields of Degree 6 Corresponding to Abelian 3-folds
of p-rank 1
This section explores what possible subrings could lie between Z[π, π̄] and OE. As
already mentioned, subrings R containing Z[π, π̄] such that [R : Z[π, π̄]] is a power
of p are the more interesting cases. Theorem 4.10 suggests that it will be easier to
find examples where p divides [OE : Z[π, π̄]] if r(A) is small. The case r(A) = 0 is
somewhat special, so instead we will work with abelian varieties with r(A) = 1.
Throughout this section we let p be a prime and f(x) = x6 +ax5 + bx4 + cx3 +
pbx2 + p2ax + p3 be an irreducible Weil polynomial corresponding to an abelian
variety A defined over k = Fp with g = 3 and r(A) = 1. Thus (a, p) = 1 and p
divides b and c, so there are integers b1, c1 such that b = pb1 and c = pc1. Let π be
a root of f and let E := Q(π) ' End0k(A). Then E is a CM field of degree 6, and
let OE be the ring of integers of E and let T = Z[π, π̄] ⊂ OE.
Theorem 5.1. Let f(x) = x6 + ax5 + bx4 + cx3 + pbx2 + p2ax+ p3 be an irreducible
Weil polynomial corresponding to a simple abelian variety of dimension 3 defined
over Fp. Assume further that r(A) = 1, hence (a, p) = 1, b = b1p, and c = c1p
for some b1, c1 ∈ Z. Let π be a root of f , E = Q(π), T = Z[π, π̄], and OE be the
ring of integers of E. If c1 ≡ 2a (mod p), then there are subrings R1, R2 such that
T ( R1 ( R2 ⊂ OE and p = [R1 : T ] = [R2 : R1]. In particular, p2 | [OE : T ].
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where y ≡ 1 + b1 − a1c1 (mod p) and where a1 ∈ Z is a multiplicative inverse of
a modulo p. We then define R2 := Z〈v1, v2, v3, v4, v5, v6〉 to be the Z-span of these
elements, R1 := Z〈v1, v2, v3, v4, pv5, v6〉, and R0 := Z〈v1, v2, v3, v4, pv5, pv6〉. We now
claim the following:
(a) R0, R1, and R2 are rings, and since they are also finitely generated Z-modules
they are therefore subrings of OE.
(b) T = R0.
We prove (a) by explicitly calculating the multiplication table for R2 which will
be produced below. We define k1, k2 to be the integers such that y = 1+b1−a1c1+k1p
and c1 = 2a+k2p. Before stating the results we will briefly describe how the table was
computed. Let M be the change of basis matrix from the basis {1, π, π2, π3, π4, π5}
to {v1, v2, v3, v4, v5, v6}. M may be calculated by a computer algebra system. The
products vivj are calculated directly and then the higher powers of π are reduced
using the relation given by f(π) = 0. Then M is applied to change coordinates.
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Doing this gives the following table:
v22 = v3
v2v3 = −av3 + pv6
v2v4 = −pv1 − av2 − b1v3
v2v5 =
(
−ak1 + k2(aa1 − 1) + 2a(aa1−1)p
)
v3
+v4 + (1− 2aa1 + k1p− a1k2p)v6
v2v6 = −av2 + (−1 + 2aa1 − b1 − k1p+ a1k2p)v3 + pv5
v24 = b1pv1 + (a(−1 + b1)− k2p)v2 + (1− 2aa1 + b21 + k1p− a1k2p)v3
−av4 − pv5
v4v5 = −av1 + (−1 + 2aa1 − b1 + p(−k1 + a1k2))v2
+
(
b1(ak1 + k2 − aa1k2) + 2ab1(1−aa1)p
)
v3
−b1v4 − av5 + (−1− b1 + 2aa1b1 + pb1(a1k2 − k1))v6
v4v6 = a(−1 + b1)v2 + (−1 + b1(1− 2aa1 + b1 + k1p− a1k2p))v3
−b1pv5 − av6
v25 = see below










+(1− 2aa1 + p(k1 − a1k2))v4 + (−a− k2p)v5
+b1(2(aa1 − 1) + p(−k1 + a1k2))v6
v26 = −pv1 + a(−1 + b1)v2 + b1((−2aa1 + b1) + p(k1 − a1k2))v3
+av4 − b1pv5 + (−2a− k2p)v6
The product v25 is somewhat more complicated than the other products. We
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get that v25 =
∑6
i=1 λivi where
λ1 = −2 + 4aa1 − b1 + 2p(−k1 + a1k2)
λ2 = −4a
(




− ap(k1 − a1k2)2
λ3 = −3k1 + 12aa1k1 − 12a2(a1)2k1 − 3b1k1 + 4aa1b1k1
+b21k1 + a
2k21 + 3a1k2 − 12a(a1)2k2 + 12a2(a1)3k2
+3a1b1k2 − 4a(a1)2b1k2 − a1b21k2 + 2ak1k2







+p(−3 + 6aa1 − b1)(k1 − a1k2)2 − p2(k1 − a1k2)3
λ4 = −k2
λ5 = 1 + 4aa1(−1 + aa1)− b1 + 2p(k1 − a1k2)(1− 2aa1)
+p2(k1 − a1k2)2
λ6 = −4ak1 + 4a2a1k1 − 2k2 + 8aa1k2 − 4a2(a1)2k2 − 4a(1−aa1)
2
p
+p(−ak21 − 2k1k2 + 2aa1k1k2 + 2a1k22 − a(a1)2k22)
By examining the multiplication table we see that all terms with a power of p
in the denominator evaluate to an integer because an appropriate power of (1−aa1)
appears as a factor of the numerator. Note also that once we have that all products
v2vi ∈ R2, then it follows that all products v3vi ∈ R2 because v3 = v22 so there is no
need to compute the products of v3. Thus we see that vivj ∈ R2 for all 1 ≤ i, j ≤ 6.
Furthermore, the multiplication tables for R0 and R1 are easily deduced from the
multiplication table for R2. Examining those multiplication tables reveals that R0
and R1 are also both rings, proving (a).
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To prove (b), we first note that v1, v2, v3, pv6 ∈ T trivially. Thus to show
R0 ⊆ T we just have to write v4 and pv5 as polynomials in π and π̄ with coefficients
in Z. The relations f(π) = f(π̄) = 0 and ππ̄ = p allow us to write π̄k as a polynomial
in {1, π, π2, π3, π4, π5} with Q-coefficients for 1 ≤ k ≤ 5. For v4 we can easily get









j, xi, yj ∈ Z.
Numerical evidence suggested that x5, y2, y3, y4 can all be set to 0. This leaves a
system of seven variables and six equations. Using the Solve function of a computer
algebra system we can solve for all variables in terms of y5, and then to make the
solutions integers we may take y5 = (a1)
3. This yields the following solution:
x0 = (a1)
3p(−a3(−2 + b1) + a(1 + b1(−5 + 2b1) + ak2)p− 2b1k2p2)
x1 = a− 2a4(a1)3 − a2(a1)3(5− 5b1 + ak2)p
−(a1)3(−1 + b21 − 2a(−2 + b1)k2)p2 − (a1)3k22p3
x2 = 1− (aa1)3(−1 + b1) + b1 + aa1(−2 + (a1)2(−1 + b1(−3 + 2b1))p)
+p(k1 − a1k2(1 + (a1)2b1p))
x3 = a
2(a1)
3(−1 + 2b1) + a(1−(aa1)
3)
p
− (a1)3(b1 + ak2)p




y1 = −(a1)3(a4 + a2(4− 3b1)p+ (−1 + b1)b1p2 + 2ak2p2)
y5 = (a1)
3
Thus R0 ⊆ T . To show T ⊆ R0 we note that since R0 is a ring containing π, it also
contains all powers of the π. Thus it suffices to show that π̄ ∈ R0. We do this by
the simple observation that π̄ = −av1 − b1v2 − v4 ∈ R0. Therefore T = R0.
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Example 5.2. It is not too difficult to find Weil polynomials that satisfy the hy-
potheses of Theorem 5.1. The following are examples of such polynomials:
x6 + 3x5 + 5x4 + 5x3 + 25x2 + 75x+ 125
x6 + 2x5 − 5x3 + 50x+ 125
x6 + x5 − 15x3 + 25x+ 125
x6 + 4x5 + 7x4 + 7x3 + 49x2 + 196x+ 343
x6 + 6x5 + 11x4 + 11x3 + 121x2 + 726 + 1331
x6 − 4x5 + 33x3 − 484 + 1331
x6 − 5x5 + 39x3 − 845 + 2197
x6 − 4x5 + 65x3 − 676x+ 2197
Remark 5.3. A natural question is whether p has the same splitting behavior in
all these examples. The answer is no, which we can see by examining the first two
polynomials in the above example. Let f1(x) = x
6+3x5+5x4+5x3+25x2+75x+125
and f2(x) = x
6+2x5−5x3+50x+125. For i = 1, 2, let πi be a root of fi, Ei = Q(πi),


























Example 5.4. It need not be the case that R2 = OE. For example, if p = 7 and
f(x) = x6−3x5 +7x3−147x+343, then the hypotheses of Theorem 5.1 are satisfied.
However, in this case we get that [OE : Z[π, π̄]] = 73 and so R2 is properly contained
in OE.
Conjecture 5.5. Let f , T , R1, and R2 be as in Theorem 5.1. Then R1 is the only
ring that lies properly between T and R2.
This conjecture is based upon numerical evidence. Using the notation of The-
orem 5.1 and its proof, let us ask what are the possible subrings that lie between T
and R2. We have that T = Z〈v1, v2, v3, v4, pv5, pv6〉 and R2 = Z〈v1, v2, v3, v4, v5, v6〉
as Z-modules. Thus the intermediate Z-modules may be enumerated as follows:
Mi = Z〈v1, v2, v3, v4, pv5, iv5 + v6〉 for 0 ≤ i ≤ p− 1
Mp = Z〈v1, v2, v3, v4, v5, pv6〉
We want to know which of these Z-modules are actually closed under multiplication.
What we will actually do is let Si be the ring generated by the generators of Mi for
0 ≤ i ≤ p. We then look to see which Si have the property that Si 6= R2. This can
be done easily with Magma. All of the polynomials listed in Example 5.2 have the
property that S0 6= R2 and Si = R2 for 1 ≤ i ≤ p. Evidence like this is the basis for
the conjecture.
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If this conjecture holds, then it may find applications in computing endomor-
phism rings. If A is an abelian variety satisfying the hypotheses of the conjecture
and [OE : T ] = p2, then Endk(A) is either T , R1, or R2. One might pick an element
r ∈ R1 such that r /∈ T and then try to see if r is an endomorphism of A. If it is
not, then Endk(A) = T . Otherwise, pick a new r such that r ∈ R2, r /∈ R1 and then





Let A be an absolutely simple abelian variety defined over k = Fp with commutative
endomorphism ring. Let f be the characteristic polynomial of Frobenius, π a root of
f , β = π + π̄, E = Q(π), and K = Q(β). In this appendix we work out all possible
cases for the splitting behavior of p in the tower of fields Q ⊂ K ⊂ E for abelian
3- and 4-folds. For each type of splitting, we give the possible factorizations of the
principal ideal (π). It is then possible to apply Theorem 3.6 to find r(A).
The tables are organized into three columns. The first column is a diagram
showing the way that p splits in the tower of fields. The second column contains all
possible factorizations of (π) for that particular diagram, and the last column gives
the value of r(A) for the given factorization of (π). For example, one row of the
table reads













The diagram tells us that pOK = P 31 , so p is totally ramified in K. We then
get that P1OE = p1pc1, hence P1 splits in E. There are two possible ways that (π)
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might factor in E. One possibility is that (π) = p31. By using Theorem 3.6 we then
get that r(A) = 3 hence A is ordinary. The other possibility is that (π) = p21p
c
1. In
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