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Short Cocircuits in Binary Matroids 
ROBERT E. BIXBY· AND WILLIAM H. CUNNINGHAMt 
Given a simple graph G having vertex set V, it is obvious that for any spanning tree T, there is 
an edge of Twhose fundamental cutset has size at most !VI - I. We extend this result to matroids. 
Call a cocircuit of a matroid M short if its size is at most the rank of M. Then we prove that for 
any simple binary matroid M having no Fano minor, and for any basis of M, there is a fundamental 
cocircuit which is short. This theorem gives a simple necessary condition for a matrix to be totally 
unimodular. 
1. INTRODUCTION 
Let M be a simple matroid having rank r ~ I. We are interested in the short cocircuits, 
that is, cocircuits having at most r elements. First, we can observe that not all such matroids 
have short cocircuits. It is possible to construct non-binary simple matroids for which 
all cocircuits are arbitrarily large for fixed r. Even a simple binary matroid of rank r 
can have all cocircuits of cardinality 2,-1. The smallest badly-behaved matroids arising 
in these ways are the minimal non-binary matroid ul, whose bases are all 2-element 
subsets of a 4-element set, and the Fano matroid F7 which is represented over the binary 
field by 
If M is the polygon-matroid of a simple connected graph G = (V, E) (the hypothesis of 
connection is merely for convenience), then r = I VI - I, and it is easy to see that there are 
many cocircuits (minimal cutsets) of size at most r, namely those consisting of stars of 
vertices. In particular, among the c?circuits which are generated by any spanning tree T, 
at least one will be short. Second, every element of M will be an element of at least one short 
cocircuit. Let ff be the class of matroids having no minor isomorphic to either of the small 
matroids ul, F7 introduced above. In more usual parlance, let ff be the class of binary 
matroids having no Fano minor. It is well known that the polygon-matroids of graphs are 
contained in this class. The main results of this paper, Theorems I and 2 below, generalize 
to ff the properties of polygon-matroids mentioned above. Their proofs use the charac-
terization of members of ff which is provided by Seymour's powerful results [9]. Theorem 
I was used in [3] to improve the efficiency of a certain matroid algorithm. 
THEOREM I. Let M E ff be simple and non-null and let B be a basis of M. Then there is 
a short B-fundamental cocircuit of M. 
THEOREM 2. Let ME ff be simple and let e be an element of M. Then there is a short 
cocircuit of M containing e. 
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It is well known that fF contains the class of regular matroids, which is equal to the class 
of real matroids arising from totally unimodular matrices. (A totally unimodular matrix is 
one for which every square submatrix has determinant 0 or 1 or - 1. Such matrices are of 
interest in integer linear programming and elsewhere.) 
Using Theorem 1, it is fairly easy to derive Theorem 3 below. The details are in Section 5. 
THEOREM 3. Let A be a totally unimodular matrix having r rows and no two linearly 
dependent columns. Then A has a row containing at most r nonzero entries. 
There is a similar necessary condition for total unimodularity, due to Heller [6], stating 
that, under the hypotheses of Theorem 3, A has at most r(r + 1)/2 columns. In Section 5 
we will give a proof of a stronger form of Heller's theorem and compare the two results. 
We also describe a connection between Theorem 2 and matroid flows. 
2. PRELIMINARIES 
We assume a basic familarity with graph theory and matroid theory (see [2] and [11]). Let 
G = (V, E) be a graph. G is simple ifit has no loops or parallel edges. Let X s; V. We write 
y(X) = {e E E: e has both ends in X}. Let v E V. We write st(v) = {e E E: v is an end of e}. 
Let M; be a non-null matroid on E; (all matroids considered in this paper are assumed 
non-null) with family of circuits re;(i = 1,2). Where E, II E2 = 0, the direct sum (I-sum) 
of M, and M2 is the matroid on E, u E2 with circuits re, u re2. Where {e} = E, II E2, 
IE, I ~ 3 ~ IE21, and e is neither a loop nor a co loop of M" M2, we define the 2-sum M 
of M, and M2 to be the matroid on (E, u E2) - {e} with circuits. 
re(M) = re; u re~ u {(C, u C2) - {e}: C, E ret, C2 E ren 
where re; = {C E re: e ¢ C}, ref' = rei - re;(i = 1, 2). 
The definitions of direct sum and 2-sum are fairly standard (especially the direct sum). 
The following for 3-sum is less so. We follow Seymour [9] with only slight modification. Let 
M, and M2 be binary matroids (above, there is no such restriction), and let Z = E, II E2. 
Assume IE,I ~ 6 ~ IE21, IZI = 3, Z E re, II re2 and Z contains no cocircuit of M, or M2. 
Let ~; be the family of cycles of M;(i = 1, 2), that is, the family of disjoint unions of 
members of rei' including the empty union. The 3-sum of M, and M2 is then the binary 
matroid on (E, u E2 ) - Z with cycles 
{C, 6. C2 : C; E ~;(i = 1,2), (C, 6. C2 ) II Z = 0}. 
where C, 6. C2 == (C, - C2 ) U (C2 - C,). 
Let M be a matroid on E with rank function r. For an integer k ~ 1, a partition {S, T} 
of E is a (Tutte) k-separation of M if lSI ~ k ~ ITI and r(S) + r(T) ~ r(E) + k - 1. 
A matroid is called n-connected, n ~ 2, if it has no k-separation for k < n. 2-connected 
matroids are called nonseparable. We will be particularly interested in 3-connectivity. For 
simple matroids (no loops or parallel elements), 3-connectivity in graphs and polygon 
matroids are equivalent notions. 
The Fano matroid F7 is defined in the Introduction. F7* is the dual of F7. A matroid is 
regular if it is binary and has no F7 or Fl minor. The following is an easy consequence of 
Seymour's theory of splitters [9]. 
THEOREM 4. Let M be a 3-connected binary matroid with no F7 minor. Then M = F7* or 
M is regular. 
Let RIO be the simple binary matroid represented by the 5 x 10 binary matrix in which 
every column has exactly three 1 's (and two O's). Define a circuit C of a connected matroid 
M to be nonseparating if M /C is nonseparable. The main theorem of [9] readily yields the 
following result. 
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THEOREM 5. Let M be regular, 3-connected not graphic or cographic, and not RIO' Then 
where Z = E(M.) n E(M2), M is the 3-sum of matroids M. and M2 with the following 
properties: 
(a) M. is simple; 
(b) M2 is graphic or cographic; 
(c) r(M.) < r(M) > r(M2); 
(d) each element of Z is parallel to at most one other element in M 2, and deleting these 
elements yields a 3-connected matroid in which Z is a nonseparating circuit. 
3. PROOF OF THEOREM 1 
We say that a matroid M has property P if for every basis B of M, there is a short 
B-fundamental cocircuit. 
We begin by showing that the theorem follows easily by induction on r(M) in the case 
when M is either 1- or 2-sum decomposable. This is the content of Proposition 1 or 2, 
respectively. 
PROPOSITION 1. If M is the direct sum of matroids M. , M2 each having P, then M has P. 
PROOF. Let M j be on Ej(i = 1,2). Then for any basis B of E, Bj = B n Ej is a basis of 
Mj(i = 1, 2). Moreover, every Bj-fundamental cocircuit of M j is a B-fundamental cocircuit 
of M. The result follows. 
PROPOSITION 2. If M is a simple nonseparable matroid, and is the 2-sum of nonseparable 
matroids M. and M 2, each of whose simplifications has P, then M has P. 
PROOF. Assume that M is on·E and Mj is on E j u {e} (i = 1,2). Note that 
r(M) > r(MI ), r(M2) since M is simple. For a -basis B of M, we may assume that 
B. = B n EI is a basis of M. and that B2 = (B n E2) u {e} is a basis of M 2. We also may 
assume that M2 is simple and that M. has at most one two-element circuit and that that 
circuit, if it exists, contains e. If there existsf E B n E2 such that the (B2,f)-cocircuit Dfof 
M2 has cardinality at most r(M2), then we are finished, because Dfis also the (B,f)-cocircuit 
of M. Therefore since M2 has P, we may assume that the (B2' e)-cocircuit De has cardinality 
at most r(M2)' Since the simplification of M. has P, we may choose an elementf E BI such 
that the (BI' f)-cocircuit Df of MI has cardinality at most r(M.) + 1. If e f/: Df , we are 
finished, because Df is also the (B, f)-cocircuit of M, and r(MI) < r(M). Otherwise, the 
(B,f)-cocircuit of Mis (Df u De) - {e}. Its cardinality is IDfl + IDel - 2 ~ r(MI) + 
r(M2) - 1 = r(M), as required. 
PROPOSITION 3. F7* has P. 
PROOF. All cocircuits of F7* have cardinality no greater than 4 = r. 
PROPOSITION 4. RIO has P. 
PROOF. It is not hard to see that for every basis B of RIO (there are really only two kinds) 
at most one of the B-fundamental cocircuits has cardinality more than 4. 
In view of Propositions 1-4 and Seymour's results, to prove Theorem 1 by induction it 
would seem that we need only analogs for bond- and polygon-matroids of Proposition 3 
or 4 and an analog for the 3-sum of Proposition I and 2. However, the latter result does 
not appear to be easy to come by, and the actual proof uses somewhat more specialized 
results (Propositions 5, 6, 7) on bond- and polygon-matroids. We begin by stating these 
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results, then use them to prove Theorem 1 by induction (this is fairly easy), and finally 
return to the proof of the propositions. We say that a matroid M has P2 if for every basis 
B of M, at least 2 of the B-fundamental cocircuits are short. 
PROPOSITION 5. Let M be a 3-connected bond- or polygon-matroid such that r(M) ~ 2. 
Then M has P2. 
PROPOSITION 6. Let M be a 3-connected bond- or polygon-matroid, let B be a basis of M 
and let {el , e2, e3} be a nonseparating circuit of M, such that e2 E B, el , e3 ¢ B. If every short 
B-fundamental cocircuit meets {eb e2, e3}' then the (B, e2)-cocircuit is short. 
PROPOSITION 7. Let M be a 3-connected bond- or polygon-matroid, let B be a basis of M, 
and let {e l , e2, e3} be a nonseparating circuit of M that is disjoint from B. If all short 
B-fundamental cocircuits contain e2, then one of them also contains el . 
PROOF OF THEOREM 1. The proof is by induction on the rank. The result is true for 
matroids having rank at most two. If M is not 3-connected then M has a direct sum or 
2-sum expression whose parts are isomorphic to minors of M, and therefore are members 
of ~. Therefore, we can conclude from Propositions 1 and 2 and the induction hypothesis 
that M has P. 
Thus we may assume that Mis 3-connected. If M is isomorphic to F1, then M has P by 
Proposition 3. Otherwise, it follows from Theorem 4 that M has no F7 or F1 minor. If M 
is isomorphic to RIO or is a bond-matroid or a polygon-matroid, then M has P by 
Propositions 4 and 5. Otherwise, apply Theorem 5 to obtain M as a 3-sum of matroids M l , 
M2 on E j U {eb e2, e3}(i = 1,2), respectively, where E l , E2 are disjoint. Assume (a)-(d) of 
Theorem 5 hold. Then any cocircuit in the simplification of M2 having cardinality at most 
r(M2) and meeting {el , e2' e3} meets it in exactly 2 elements, and so gives rise to a cocircuit 
of M2 of cardinality at most r(M2) + 2. 
Let B be any basis of M. There are three cases. 
Case 1: IB Il Ell = r(El). Then Bl = B Il El is a basis of MI. If there is a Bl-funda-
mental cocircuit of cardinality no more than r(Ml ) which does not meet {eb e2, e3}, then 
this is also a B-fundamental cocircuit of M, and we are done. Otherwise, there must be a 
cocircuit, say the (B l , g)-cocircuit Dg , meeting {eb e2' e3} in exactly two elements, 
say el, e2 E Dg • Now B2 = (B Il E2) U {e2, e3} is a basis of M 2. If the (B2,f)-cocircuit has 
cardinality at most r(M2) for any f E B2 - {e2, e3}, then this is also the (B, f)-cocircuit 
of M, and we are done. Otherwise, it follows from Proposition 5 that both the (B2' e2)-
cocircuit D2 and the (B2, e3)-cocircuit of M2 have cardinality at most r(M2) + 2. Then 
the (B, g)-cocircuit of M is Dg t-, D2 , and it has cardinality at most IDgl + ID21 - 4 ~ 
r(Ml) + r(M2) - 2 = r(M), as required. 
Case 2: IB Il Ell = r(El ) - l. Then we may assume that Bl = (B Il E l) U {ed is 
a basis of M l , that B2 = (B Il E2) u {eJ is a basis of M 2, and that e3 is in both the 
(Bl' el )-cocircuit and the (B2, e2)-cocircuit. If there exists a Bl-fundamental cocircuit of 
cardinality no more than r(Ml), and not meeting {el , e2, e3}, we are done. Otherwise there 
is such a cocircuit D containing el or e3 (perhaps both). If there exists a B2-fundamental 
cocircuit of cardinality at most r(M2) not meeting {e l , e2, e3} we are done. Otherwise, by 
Proposition 5, there are at least two B2-fundamental cocircuits of cardinality at most 
r(M2) + 2, each containing exactly two of el , e2, e3. Since e2 E B2, at least one of these 
cocircuits D', contains el and e3. Therefore, either D t-, D' is a B-fundamental cocircuit of 
cardinality at most r(M), in which case we are done, or D does not contain both el and e3. 
In the latter case it must be that e2, e3 E D. But then, by Proposition 6 (applied to the 
simplification of M2)' the (B2' e2)-cocircuit D" has cardinality at most r(M2) + 2, and so 
D t-, D" is a B-fundamental cocircuit of cardinality at most r(M). 
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Case 3: IH nEIl = r(EI) - 2. Then HI = (H n EI) u {el, e2}, B; = (H n E I) u {el> e3} 
and Hr = (H n E I) U {e2' e3} are all bases of MI' As before, we can assume that all 
fundamental cocircuits of cardinality at most r(MI ) for any of these bases, contain two of 
el' e2, e3· Without loss of generality, we can assume that the (HI' el )-cocircuit has cardinality 
no more than r(MI)' If the (H;, el) cocircuit does not, then the (H;, e3)-cocircuit does, and 
so does the (Hr, e3)-cocircuit (because it is equal to the (HI, el )-cocircuit.) Thus, two such 
cocircuits contain one of el , e2, e3; we can assume that the (HI' el)-cocircuit D and the 
(H;, el )-cocircuit D' both have cardinality at most r(MI)' As before, we can assume 
that no H2 -fundamental cocircuit of M2 having cardinality bounded by r(M2), misses 
{el' e2, e3}' Hence, by Proposition 7, there is a H2-fundamental cocircuit D" containing el 
and having cardinality at most r(M2) #- 2. It follows that either D f., D" or D' f., D" is the 
desired cocircuit of M. 
We turn now to the proofs of Propositions 5, 6, 7. We make use of three lemmas. 
LEMMA 1. Suppose graph G has odd edge-connectivity and DI , D2 are minimum cardinality 
edge-cuts. Let (XI' X2), (Yt, Yz) be the vertex partitions of G determined by DI and D2, 
respectively. Then for some i, j, :r; £; X;. 
Let G = (V, E) be a 3-connected, 3-regular graph with spanning tree T. Let w be a 
distinguished vertex of G. In the remainder of this section, an edge e E E - T is called 
removable if there are tree edges It, A incident to distinct ends of e and not incident to w. 
Let G' be obtained by deleting e and contracting {It ,A}. Note that G' is 3-regular, and that 
T' = T - {It ,A} is a spanning tree of G'. Clearly the rank of the bond-matroid of G' is 
one less than that of G. G is called reducible if e,1t ,A exist as above and G' is 3-connected. 
Finally, we define a short polygon in G to be one having at most WI/2 + 1 edges. 
LEMMA 2. Assume every short fundamental polygon of G contains w. Then every short 
fundamental polygon of G' contains w. Moreover, if there is a short fundamental polygon of 
G' meeting the star ofw in two edges, then there is a short fundamen tal polygon ofG meeting 
these same two edges. 
PROOF. Let C'beashortfundamentalpolygonofG'with C' n st(w) = X#- 0. Then 
there is a fundamental polygon CofGsuch that C - {1t,A} = C'.IfICl ~ IC'I + 1we 
are done. Otherwise, C = C' u {It, A}. Then e is a chord of C, and there are distinct poly-
gons CI , C2 £; C u {e} such that CI u C2 = C u {e}. Note that ICt!, IC2 1 ~ ICI - 1, 
since G has no parallel edges. 
Assume X £; CI (e does not meet w). Now, either CI is the required fundamental 
polygon, or C2 is a short fundamental polygon not passing through w, the latter being a 
contradiction. An entirely analogous argument shows that G' has no short fundamental 
polygon missing w. 
LEMMA 3. Assume G is irreducible, I VI ~ 8, and every short fundamental polygon of G 
meets w. Let Z £; E be such that IZI ~ 2, and Z does not form a triangle together with a 
single edge of T. Then if there is a removable e rj Z, there is a removable e rj Z as in Figure 1, 
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PROOF. Let e ¢ Z be removable. Let e E D, IDI = 3, where D is a non-star disconnect-
ing set of edges determining the vertex partition (X, X') (D exists since G is irreducible). 
Assume W E X' and IXI is as small as possible subject to the above conditions. Note that 
the three edges of D are vertex disjoint because G is 3-connected and 3-regular. 
We begin with some calculations based on IXI: 
IXI ~ 7: Then 
ly(X) - T - ZI ~ 31XI
2 
- 3 - (IXI 
IXI = 5: Then 
1) _ 2 ~ IXI - 5 ~ 1 
2 
31XI - 3 
ly(X) - TI ~ 2 - (IXI - 1) ~ 2 
which gives a fundamental polygon of no more than size four in y(X), unless Tn y(X) is 
disconnected. But in this case 
31XI - 3 ly(X) - T - ZI ~ 2 - (IXI - 2) - 2 ~ 1. 
IXI = 3: ly(X) - TI = 1 gives a short fundamental polygon in y(X), and 
ly(X) - TI = 3 leaves an end of e unspanned by T. Hence y(X) is a triangle containing 
exactly one tree-edge; it follows from our assumption on Z that 
ly(X) - T - ZI ~ 1. 
By Lemma 1 and the minimality of lXI, there is no removable edge e' ¢ Z contained in 
y(X). Hence, by the above calculation, there is an edge JED incident to w in X', and two 
non-tree edges in y(X). Let u be the end ofJin X. Now clearly y(X - u) n Tis connected, 
otherwise T is not connected. Hence, 
3(1XI - 1) - 4 
ly(X - u) - TI ~ - (lXI - 2) 2 
IXI - 3 
2 
and all the elements of y(X - u) - T are removable. SO IXI ::::; 7. But IXI 
short fundamental polygon. Hence IXI = 3, and the result is proved. 
5, 7 gives a 
We are now prepared to prove Propositions 5, 6, 7. Since in each case the proofs are easy 
for polygon-matroids, we restrict ourselves, at the outset, to bond-matroids. 
PROOF OF PROPOSITION 6. We begin here with a simple observation that will also be 
applied in the proofs of Propositions 5, 7,12, 13 and 14. Suppose G has a vertex v of degree 
greater than 3. Then split v into two vertices v' and v" each of degree at least 2. Join v' and 
v" by a new edge; B is still a basis of M (i.e., the new edge may be added to the spanning 
tree E - B), and it is readily verified that this operation preserves 3-connectivity. In 
particular, if a single edge-contraction in a 2-connected, 3-separable graph produces a 
3-connected graph, then this edge was in a 2-edge cutset. But by construction this cutset is 
not a star, and so, after contraction, we obtain a 2-vertex disconnecting set in G, a 
contradiction. Thus, the new graph is 3-connected. It is now easy to see that the proposition 
holds for the original graph if and only if it holds for the expanded one. Continuing this 
process, we are reduced to proving the proposition for 3-connected, 3-regular graphs. 
Suppose M is a minimal counterexample and is the bond-matroid of a 3-regular 
3-connected graph G. Let WE V be such that st(w) = {e" e2, e3}' By Lemma 2, Gis 
irreducible. By Lemma 3 there can be at most one removable edge; otherwise, T is not 
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connected. But there can obviously be no more than three non-tree, non-removable edges. 
Thus a simple counting argument shows I VI ~ 6. If I VI = 6, using Lemma 3 we readily 
























Both of the configurations in Figure 2 have short fundamental polygons missing w, a 
contradiction. If /VI = 4 we obtain the graph in Figure 3. As the conclusion of the 











PROOF OF PROPOSITION 7. As in the proof of Proposition 6, we may assume G is 
3-connected, 3-regular, irreducible, and st(w) = {e l , e2, e3}. Now, in the current situation 
(w is incident to three rather than two tree-edges, as in Proposition 6) Lemma 2 implies there 
are at most 2 removable edges. Now there can be at most four non-tree, non-removable 
edges, and so we readily see that /VI = 10. 
Consider the case I VI = 10. Then from Lemma 2 we deduce the configuration in Figure 
4, where e and e' are distinct removable edges and u has degree at least two in T. Now the 
fundamental polygons C, C' for e and e', respectively, do not contain w, and so are not 
short. But ITI = 9, and T has only six edges that don't meet w. Hence all of them are in 
both C and C" and so form a path. This is impossible since e and e' are distinct, and not 
parallel. This proves /VI # 10. 
e e' 
FIGURE 4 
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The remaining cases for I VI ~ 8 are straightforward, and are left to the reader. We note 
in this connection, that I VI = 8 leads to a contradiction, as above, but that I VI = 4,6 do 
lead to graphs that satisfy the hypotheses of the proposition. 
PROOF OF PROPOSITION 5. Again we reduce to the 3-regular case. Now if G has no more 
than one short fundamental polygon, then clearly T has a vertex that (perhaps vacuously) 
satisfies the hypotheses of Proposition 6 and 7. Proposition 7 immediately gives two short 
fundamental polygons, so we may assume that it is Proposition 6 that applies. But then any 
vertex of the e2-fundamental polygon is again a candidate for Proposition 6 or 7. This 
completes the proof. 
4. PROOF OF THEOREM 2 
Theorem 2 is proved in a manner similar to Theorem I. Again we use Seymour's results, 
and again the hard parts are the results which are needed for bond matroids. But these 
graph theoretic results are considerably easier to prove than the corresponding results of 
Section 3. These results (and, indeed, Theorem 2) seem to be related to flows in binary 
matroids. In Section 5 we indicate how Theorem 2 might be derived from Seymour's 
max-flow min-cut theorem for members of :F, provided that an easy-to-state conjecture on 
flows could be proved. 
We begin with a string of results analogous to Propositions I through 5. We say that a 
matroid M has property Q if every element of M is contained in a short cocircuit of M. 
PROPOSITION 8. If M is the direct sum ofmatroids M" M2 each having Q, then M has Q. 
PROOF. Each cocircuit of M, or M2 is a cocircuit of M and r(M) = r(M,) + r(M2). 
PROPOSITION 9. If M is a simple nonseparable matroid, and is the 2-sum of nonseparable 
matroids M" M2 each of whose simplifications has Q, then M has Q. 
PROOF. Assume that M is on E and that M; is on E; u {e} (i = I, 2). Letfbe a fixed 
element of E. We may assume that fEE" that M2 is simple, that M, has at most one 
2-element circuit, and that that circuit, if it exists, contains e. Since the simplification of 
M, has Q,f is contained in a cocircuit Df of M, having cardinality at most r(M,) + 1. If 
e ¢ Df then we are done, because Df is a cocircuit of M, and r(M,) ~ r(M) - 1. Otherwise, 
since M2 has Q, we can choose a cocircuit D of M2 with e E D and IDel ~ r(M2). 
Then D = (Df u De) - {e} is a cocircuit of M containing J, and its cardinality is 
IDfl + IDel - 2 ~ r(M,) + r(M2) - 1 = r(M). 
The truth of the next two propositions is easily checked. 
PROPOSITION 10. F7* has Q. 
PROPOSITION 11. RIO has Q. 
As was the case for Theorem 1, carrying out a proof of Theorem 2 by induction, using 
Seymour's results and the fact (Proposition 12 below) that simple bond- and polygon-
matroids have Q, does not seem to be easy. Instead, we prove, in addition to Proposition 
12, somewhat stronger results (Proposition 13 and 14) for bond- and polygon-matroids. We 
begin by stating these results, and using them to prove Theorem 2, postponing their proofs 
till later. 
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PROPOSITION 12. Let M be a 3-connected bond- or polygon-matroid. Then M has Q. 
PROPOSITION 13. Let M be a 3-connected bond- or polygon-matroid, and let {el' eh e3} 
be a nonseparating circuit of M. Then M has a short cocircuit containing any pair of elements 
of {el, eh e3}' 
PROPOSITION 14. Let M be a 3-connected bond- or polygon-matroid, let {el , eh e3} be a 
nonseparating circuit of M, and let e be an element of M not in {e l , e2, e3}' Then there is a 
short cocircuit of M containing e and disjoint from {el' e2, e3}' 
PROOF OF THEOREM 2. The proof is by induction on the rank of M. The result is true 
for matroids having rank not more than 2. If M is not 3-connected, then M has a direct sum 
or 2-sum expression whose parts are isomorphic to minors of M, and therefore are members 
of :? Moreover, since M is simple, the matroids into which it decomposes have smaller 
rank than M. Therefore, we can conclude from Propositions 8 and 9 and the induction 
hypothesis that M has Q. 
Thus we may assume that M is 3-connected. If M is isomorphic to F7*, then M has Q by 
Proposition 10. Otherwise, it follows from Theorem 4 that M has no F7 or n minor. If M 
is isomorphic to RIO, or is a bond- or polygon-matroid, then M has Q by Propositions 11 
and 12. Otherwise, applying Theorem 5, we have that M is a 3-sum of M
" 
M2 such that 
M, is a regular matroid having smaller rank than M, and M2 is a bond- or polygon-matroid 
having rank at least 3. Let M; be on E; u {el, e2, e3} (i = 1,2), where E, (') E2 = 0. We 
may assume that M, is simple, and that any 2-element circuit of M2 contains exactly one 
of el, e2, e3 (and so each is in at most one 2-element circuit). Therefore, any short cocircuit 
in the simplification of M2 and meeting {e l , e2, e3}, meets it in exactly two elements, and 
so gives rise to a cocircuit of M of cardinality at most r(M2) + 2. 
Let e be any element of M. There are two cases: 
Case 1: e EEl' Then since M, has Q by the induction hypothesis, there exists a cocircuit 
De of MI such that IDel ~ r(Md and e E De. If De (') {el, e2, e3} = 0, then De is a short 
cocircuit of M containing e, and we are done. Otherwise, we may assume that el , e2 E De. 
By Proposition 13, there is a short cocircuit of the simplification of M2 containing e l and 
e2' This gives rise to a cocircuit D of M2 containing el and e2 and having cardinality at most 
r(M2) + 2. Therefore, D' = (De U D) - {el, ez} is a cocircuit of M containing e, and 
ID'I = IDe I + IDI - 4 ~ r(MI) + r(M2) - 2 = r(M), as required. 
Case 2. e E E2. Then by Proposition 14 there is a short cocircuit D in the simplification of 
M2 containing e and disjoint from {el, e2' e3}' D is then a short cocircuit of M, and we are 
done. 
Now we prove Propositions 12, 13, 14. Since the truth of these is easy to check for 
polygon-matroids, we restrict attention to bond-matroids. The proofs of Propositions 13 
and 14 both use the following graph decomposition. Let G = (V, E) be 3-regular and 
3-connected, let W E V and let D be a 3-edge cutset of G which is not the star of a vertex. 
Let (XI' X2 ) be the vertex-partition of G associated with D, where W E XI, and let 
G;(i = 1, 2) be the graph obtained from G by contracting the edges of y(X3_;), with 
the new vertex of G; being called v. Then each of GI , G2 is 3-regular, 3-connected, and 
smaller than G. 
PROOF OF PROPOSITION 13. Let M be the bond-matroid of a graph G. The usual 
argument allows us to assume that G is 3-regular. Let W denote the vertex of G incident with 
el , e2, e3. We call an edge e removable if there is a path having edge sequence II , e, e2 such 
that {II, e, h} (') {e l , e2, e3} = 0· Then we consider the graph G' obtained from G by 
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deleting e and contracting); and};. If G' is also 3-connected, then G is reducible. Suppose 
that G is a minimal counterexample to the proposition, and there is no short cocircuit 
containing el and e2' Then it is easy to check that G has more than four vertices, and hence 
that G has a removable edge. Suppose that G is reducible, via the path);, e,};. Then we 
may assume there is a short cocircuit D in the bond-matroid of G' containing el and ez. Such 
a cocircuit must arise from a polygon in G using both); and};. But then, since G can have 
no multiple edge, e together with part of this polygon gives a short cocircuit in Musing el 
and ez, a contradiction. 
We conclude that G is not reducible, so e is contained in a 3-edge cutset C which is not 
the star of a vertex. Let {GI, Gz} be the associated decomposition of G. Then there is a 
polygon in GI having at most (I XI I + 3)/2 edges and containing e l and ez. If the polygon 
does not use v, then it is a polygon in G and we have a contradiction. Otherwise, suppose 
that the edges a, bEe are in the polygon. Then there is a polygon in Gz of length at most 
(IXzl + 3)/2 and containing a and b. Pasting together these two polygons, we obtain a 
polygon in G of length at most (IXII + IX21 + 2)/2 = WI/2 + 1, a contradiction. The 
proof is complete. 
PROOF OF PROPOSITION 14. Let M be the bond-matroid of G. We may assume that Gis 
3-regular. Let w be the vertex incident with el, e2, e3 ' Now we call an edge e' removable if 
there is a path having edge-sequence);, e' ,}; with {el' e2, eh e} n {); , e',};} = 0 . Let G' 
be the graph obtained from G by deleting e' and contracting J. and};. If G' is also 
3-connected, then G is reducible. If G is a minimal counterexample to the proposition, it is 
easy to check that W(G)I ~ 6, and hence that G has a removable edge e'. It is also easy 
to check that G cannot be reducible. Hence there is a 3-edge cutset C containing e' which 
is not the star of a vertex. Let {GI, G2 } be the associated decomposition of G. 
Suppose first that e is an edge of G1 • Then there is a polygon in GI of length at most 
(I XI I + 3)/2 not containing w. If this polygon is also not through v, it is a polygon in G and 
we have a contradiction. Otherwise, let a, b be the edges of C contained in the polygon. By 
Proposition 13 there is a polygon in G2 containing a and b and having length at most 
(lX21 + 3)/2. Pasting these two polygons together gives a polygon containing e, disjoint from 
{e l , e2 ' e3 } and having length at most (IXd + IX21 + 2)/2 = WI/2 + I, a contradiction. 
Now suppose that e E y(X2 ) . Then there is a polygon in G2 containing e and not through 
v having length at most (lX21 + 3)/2. But this is a polygon in G and it is not through w, 
a contradiction. The proof is complete. 
PROOF OF PROPOSITION 12. As before, it is enough to treat bond-matroids of 3-regular 
graphs. But then we can choose the star of any vertex to play the role of {e l , e2 , e3} in 
Proposition 14, and the proof is finished. 
5. SoME REMARKS 
MATROID FLOWS 
For a matroid M on E and e E E, an e-path is a set P s;;; E - {e} such that P u {e} is 
a circuit of M, and an e-cut is a set Q s;;; E - {e} such that Q u {e} is a cocircuit of M. 
An e-flow of amount k is a collection of k mutually disjoint e-paths. It is easy to see that 
the amount of any e-flow cannot exceed the cardinality of any e-cut. Thus we have the 
following consequence of Theorem 2. 
THEOREM 6. Let M E !F be simple and let e E E. If there is an e-flow of amount k, then 
r(M) ~ k + I. 
Short cocircuits in binary matroids 223 
On the other hand, the max-flow min-cut theorem implies that, if M is regular, then there 
exists an e-flow having amount equal to the cardinality of some e-cut. Thus an independent 
proof of Theorem 6 would, together with this well-known result, give a different proof of 
(the hard part of) Theorem 2. In view of recent results of Tseng and Truemper [10], it seems 
reasonable to conjecture that if e is an element of a simple binary matroid M having no 
Fano minor using e, then e is in some short cocircuit of M. 
TOTALLY UNIMODULAR MATRICES 
Here we verify that Theorem 3 on total unimodularity is indeed a corollary of Theorem 
1. If a matrix A is totally unimodular, then the matrix D = (IIX), where X is obtained by 
from A by replacing non-zero entries by binary ones, represents a regular matroid over the 
binary field. If this matroid is not simple, it is because a column of 1 is already present in 
A, in which case we can drop it from I, or because two columns of A are not linearly 
independent, or because two columns of A which are linearly independent have their 
non-zero entries in the same rows. But in the latter case, any square non-singular submatrix 
of A of size two taken from these two columns has determinant 2 or - 2, a contradiction. 
It follows that, if A has no two linearly dependent columns, then we can construct a binary 
matrix of the form D from it by removing minus signs and (possibly) adding columns. The 
matroid M of D over the binary field will be simple and regular and the rows of D will be 
the incidence vectors of the fundamental cocircuits with respect to some basis of M. 
Therefore, applying Theorem 1, we have a proof of Theorem 3. 
HELLER'S THEOREM AND EXTENSIONS 
Heller [6] proved the following analogue of Theorem 3. 
THEOREM 7. Let A be a totally unimodular matrix having r rows, no zero column, and no 
two linearly dependent columns. Then A has at most r(r + 1)/2 columns. 
It is perhaps not surprising that Heller's theorem can be strengthened. This result seems 
to be due to U. S. R. Murty [7]. 
THEOREM 8. Let A = (I, B) be a binary representative matrix for a member M of g; such 
that M is simple and has rank r. Then A has at most r(r + 1)/2 columns. 
In fact Theorem 8 can be strengthened further by weakening the hypothesis that MEg;, 
to 'A has no Fano submatrix'. In this form, the result becomes a theorem on {O, 1 }-matrices 
rather than binary matroids. Equivalently, it is a theorem on hypergraphs. The hypergraph 
corresponding to the matrix A has a vertex for each row and an edge for each column not 
in the identity matrix; the edge contains precisely the vertices corresponding to the row,s in 
which its column has a 1. A hypergraph is simple if its edges are distinct and each has 
cardinality at least 2. The further strengthening of Theorems 7 and 8, together with a 
remarkably easy proof, can now be given. This result seems to be well known; it follows, 
for example, from results of Sauer [8] and Anstee and Murty [1]. 
THEOREM 9. A simple hypergraph having r vertices and more than G) edges, has 4 edges 
E I , E 2 , E 3 , E4 and 3 vertices VI' V 2 , V3 such that Vi ¢ Ei for all i and Vi E E j for all i =F j. 
PROOF. The theorem is true for r less than 3, trivially. If the theorem is not true in 
general we can choose a counterexample having r as small as possible; say it is H = (V, c&'). 
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Choose VI E V, and consider the hypergraph obtained by deleting VI from all edges contain-
ing it, and then 'simplifying'; the theorem must be true for this hypergraph, so it has no 
more than ('21) edges. Let $' be the set of edges E E Iff such that VI E E and E - {VI} is 
a singleton or another element of $. Then we have G) + I ~ 1$1 ~ ('21) + 11ff'1, so 
1$'1 ~ r. 
Since 1$'1 ~ r and IV - {vdl = r - 1, there exist subsets V" of V - {vd and $" of 
$' such that the sets {V" 11 E: E E Iff "} are all distinct and each V E V" is in at least two 
of them. (To obtain V" and $", successively delete from V - {vd elements contained in 
at most one edge in $', and delete the edge, if any.) Let E4 be a member of Iff" such that 
E4 11 V" has maximum cardinality. (Then IE4 11 V"I ~ 2, because 1$"1 > IV"I.) Choose 
E3 E $" such that E3 11 E4 11 V" is maximal. Choose V3 E V" 11 (E4 - E3)' (V3 exists, 
by the choice of E4 and the simplicity of the given hypergraph.) Choose E2 E $" - {E4} 
such that V3 E E2. Choose V2 E V" 11 «E3 11 E4) - E2)' (This is nonempty by choice 
of E3') Choose EI to be E4 - {vd. The chosen vertices and edges have the requested 
properties. 
All of the above results are best possible. For example the complete graph on r vertices 
shows that the number G) of Theorem 9 cannot be improved upon. Similar examples 
for Theorems 7 and 8 can be constructed from this one. A remarkable fact about 
Theorem 9 is that the minimum number of edges needed to force a 'triangle' (edges E I , E2 , 
E3 (but not necessarily E4) and vertices VI' V2' V3 as in the statement), remains the same: 
G) + 1. 
In view of the strengthening of Theorem 8 to Theorem 9, one might ask whether Theorem 
1 can be similarly improved. That is, suppose that we have a (binary) representative matrix 
A = (I, B) for a member M of §, and that M is simple and A has r rows and at least r + I 
ones per row. Must A have a Fano submatrix? In hypergraph terminology, does the 
conclusion of Theorem 9 hold for any simple hypergraph having r vertices, with each vertex 
an element of at least r edges? This strengthening of Theorem I, once conjectured by the 
second author, is very far from being true. Counterexamples have been given by Grossman 
[5] and Frankl [4]. They show that in fact the lower bound on the minimum degree cannot 
be replaced by any linear function of r. (On the other hand the result of Sauer [8] shows 
that there is a large enough quadratic function.) Frankl's construction goes as follows~ Let 
V = {vo, VI' ... , V3n - 3} and let the edges be sets of the form {Vi' Vi+ I' ... , vi+ j } for any 
i and I ~ j ~ n - 1 (indices taken modulo 3n - 2). Then every vertex is in 
2 + 3 + ... + n edges; for n ~ 5, this will exceed I VI = 3n - 2. But this hypergraph 
does not even have a triangle. 
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