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Abstract
The work we present herein deals with the design of a non linear observer with linear error
dynamics, with application to the estimation of the stiffness of variable stiffness mechanical
systems. The focus is on systems whose stiffness is an unknown non linear function of the
others variables of the mechanical system. The presence of an unobservability condition
(when the mechanical system does not move) leads to analyze an extension of the observer
linearization method to systems that may succumb to unobservability. In these cases the error
is demonstrated to be marginally stable, under suitable assumptions. The exploitation of this
technique permits to overcome some assumptions present in previous works in literature,
such as assumptions on signals and the knowledge of models for stiffness. Furthermore
the presented method is quite general and possibly applicable to several systems, not only
mechanical ones. In light of that it can applied both in estimating the stiffness of Variable
Stiffness Actuators (VSA) and of the human arm, with some modifications. The former
case is discussed in the present work and some numerical and experimental results reported,
while the latter is deferred to future works. However some hints about the second case of
application are introduced and discussed in brevity.
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Chapter 1
Introduction
The characterization of the motion both of human limbs and soft robots [1, 2] undergoes
to more than the knowledge of only position and velocity, in fact fundamental is the knowl-
edge of their interaction with the environment. These natural and artificial systems are, in
fact, able to change their impedance (or equivalently stiffness, see next section for definition)
to adapt to external conditions, due their physical or control properties. When soft robots, or
humans, interact with the environment the problem of controlling the equilibrium position is
not a well-posed problem [1, 3], since such a variable indeed depends on the stiffness 1.
Both for human limbs and for soft robots, an accurate measure of their mechanical stiff-
ness is an important goal to be reached. The latter is argument of several fields of study, both
for scientific and diagnostic aims [4]. On the other hand in the case of soft robots the interest
in measuring stiffness would lead to enhance control strategies, which up to the present are
mainly open-loop [5]. These control schemes are, as clear, prone to model errors, mainly
obtained with off-line identification techniques. In the case of linear stiffness off-line tech-
niques may lead to accurate descriptions, while in the non linear case, which is the case of
the most part of soft actuators and human arm, they may not be so exhaustive. Furthermore,
more than for other mechanical components, springs are quite prone to degradation, due to
repetitive stress. It means that, if exploiting open-loop techniques, the identification should
be repeated every time the control is performed. Since, generally, identification techniques
need for long observation times, this approach could be very expensive and not appropriate.
1We remark that the equilibrium position is the reference, in terms of position, that a possible external
controller commands to the mechanical system. In the case of actuator it is the reference prescribed by the
control system, while for the human arm it could be the position prescribed to the end effector (EE), e.g. the
hand, by the brain.
1
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Figure 1.1: QBmove (courtesy of qb robotics)
The best way to implement close-loop control strategies, greatly enhancing the perfor-
mances of open-loop ones, is obtaining an online measure of stiffness. Unfortunately, by
definition, such a quantity is a differential relation and not a physical quantity, thus no sen-
sors can be exploited to measure it directly. This problem mainly leads to design innovative
techniques for the estimation of stiffness. Several methods have been presented in literature
with this aim, generally divided into methods for the estimation of the stiffness of Variable
Stiffness Actuators (VSAs) (figure 1.1) [6, 7, 8] and for the one of the human arm [9, 10, 11].
In the following, as in [12], we focus on the problem of designing a non invasive method with
possible application both to VSAs and to the human arm (figure 1.2). Differently from the
existing techniques, to our knowledge we apply a more general theory, with possible applica-
tion to any non linear system. It mean that the design procedure is general, without focus on
a particular example, leading to a more flexible method. This means the proposed method to
be more suitable to further extension then, with slight differences, applicable to both VSAs
and human arm stiffness estimation.
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Figure 1.2: Biometric (courtesy of Grioli and Bicchi [12])
By exploiting the observer linearization approach [13, 14, 15], our aim was to overcome
some of the assumptions in previous works in literature. In particular, with respect to [12, 8],
to overcome the need for the derivatives of the measures, leading to numerical advantage.
As well-known numerical derivation should be avoided when dealing with measures of real
systems. In fact they are generally affected by noises, and deriving these signals may increase
the effect of these noises, worsening the information. On the other hand we do not assume
any model for the stiffness, in contrast with [9] (figure 1.4), and avoid the observer gain to
depend on the estimated parameters [6]. Furthermore the proposed technique, as in [12, 8, 6],
does not need to inject perturbations to the system during task executions for measuring
stiffness, in contrast to [28, 11] (figure 1.3).
Figure 1.3: Stiffness Reconstruction with Antagonistic Manipulator (courtesy of Gomi and
Kawato [28])
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We also avoid, in contrast with [18, 7], the need for persistently exciting signals which
are, in our opinion, proper for identification techniques more than for observers. Such an
assumption, however, could be realistic in the case of VSAs, where signals are imposed
by a user-defined control strategy, but not realistic when dealing with the human arm. The
only way the latter case could be implemented on human arm is injecting perturbations to
the system by mean of an antagonistic manipulator, solution belonging to the method in
[28]. Beyond of the need of an antagonistic manipulator, which we would avoid, the method
in [28] as the further drawback to give a local information about stiffness. In fact their
procedure provide for perturbing the arm in some configuration, during the user motion.
Therefore this method is not totally able to estimate stiffness in every configuration of the
arm, but only when the perturbation is applied. Furthermore, in our opinion, the usage of an
external antagonistic manipulator is a more expensive solution with respect of the only usage
of sensors for position and torque.
Figure 1.4: Tele-Impedence Control (courtesy of Ajoudani [9])
The problem faced, when a model for stiffness is not known, is indeed unobservable
when the mechanical system velocity is null (it indeed depends on the definition of stiffness,
see next section for explaination) therefore, on the base of previous works on the argument,
the observer linearization problem can not be solved. However, as discussed in chapter 2, we
analyze a possible extension of this method to unobservable cases, under suitable assump-
tions. This possible generalization is drawn on the bases of what happens in linear control
theory, i.e. an observer for systems with some unobservable components of the state can be
build with no restriction. Under assumption of at least marginal stability of the unobservable
dynamics, the designed observer leads to at least marginal stability of the error on such dy-
namics. We are therefore interested in a generalization to non linear systems, with some clear
difference. The observer proposed is based on a smooth switch between coordinates charts,
defined under conditions of unobservability and observability respectively. By exploiting
the proposed switch we obtain global stability for the observable components almost every-
where, stability of the unobservable dynamics when the system is “far enough” from the
unobservbility condition and marginal stability of these dynamics under condition of unob-
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servability. The proposed technique permits to avoid singularities, occurring by applying the
method in [19], occurring in conditions of unobservability. On the other hand the considered
systems are not suitable for the application of the method described in [19, 14, 13], due to
their properties. Therefore we propose a slightly different approximated approach, which
leads to practical convergence of the errors and not actually asymptotical. This approach to
the observer linearization was first taken into account in [15], with the usage of the higher or-
der sliding mode technique, leading to asymptotical convergence. However, in our opinion,
their assumptions are too restrictive and they force to use a particular method for designing
gains. In here we provide a practical stability for the error, i.e. convergence of the error to a
compact set, but we weaken their hypothesis and leave the freedom in choosing the way of
defining gains.
The present work discusses about the application of the proposed method to two exam-
ples: a mass-spring-damping mechanical system (chapter 3), with numerical analysis, and
a VSA [2, 1], reporting some experimental results (chapter 4). Both numerically and ex-
perimentally we compared the proposed method to the ones in [12, 6]. These comparisons
underline the strength of the method over the others, and its precision in estimating stiffness.
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1.1 Problem Statement
In the present section we describe the problem faced in the rest of the present work, fo-
cusing the concept of Variable Stiffness Mechanical Systems and on the interest in obtaining
a measure of their stiffness. In [1] the concept of stiffness is well-defined, based on the defi-
nition of impedance: “ Mechanical impedance is a dynamic relation which generates a force
(in time) as a function of a displacement (in time).[...] Stiffness is the differential relation
between infinitesimal differences in force and position”. This concept can be expressed in
terms of equations as follows
σ(q,ν) =
∂ s(q,ν)
∂q
, (1.1)
where σ , s and q are referred to as stiffness, impedance and displacement, respectively
while ν represents further variables of the system or external inputs. Such a differential re-
lation may be linear or not, depending on the system under analysis. It is quite clear that
the former is a special case of the problem faced and can be solved off-line via identifica-
tion techniques [16], with less complications arising by exploiting on-line methods, namely
observers (e.g. [17]).
In figures 1.5 and 1.6 we report two examples of variable stiffness mechanical systems, a
single mass-spring-damping system (figure 1.5) and a simplified model of a Variable Stiffness
Actuator (VSA) [8]. In this work we focus our attention in estimating the stiffness of both
systems, through simulations for the former (chapter 3) and experimentally for the latter
(chapter 4).
m τ
b
s (q−qr , ν)
q
Figure 1.5: Mass-Spring-Damping Example
Several works in literature dealt with the design of observers both for the stiffness of
VSAs [8, 7, 18, 6] and of the human arm [9, 11, 10], with different approaches for each case.
However, despite of the great difference in complexity and properties of the mechanical
systems, the problem of measuring stiffness presents several similarities. Driven by the idea
of designing a scalable technique for both robots and humans [12], we face the problem
CHAPTER 1. INTRODUCTION 7
of designing a non-invasive method for stiffness reconstruction, with general application.
However, in contrast to [12], we do not need to measure the component of the force due to
the only spring, but we are able to observe stiffness by measuring the global force acting
on the system. Despite of the apparently slight difference between these to methods of
measuring force, the latter can be easily applied to the human arm, while the latter is hardly
generalizable to this case.
To this end we consider the generalized dynamic equation of a mechanical system
B(q)q¨+C(q, q˙)q˙+G(q)+S(q,ν) = τ, (1.2)
where B(q) is matrix of inertia, C(q, q˙) the Coriolis component, G(q) embodies gravity fac-
tors, S(q,ν) stands for the impedance and τ for the generalized forces.
Shaft
VSA
qrs(q−qr ,ν)τ
q
Figure 1.6: Simplified Model of VSA
In order to clarify our intent, let simplify the problem, then focus on the single-spring
mechanical system in figure 1.5, whose dynamical equilibrium is
mq¨+bq˙+ s(q,ν) = τ,
where m and b are constant known parameters referring to the mass and damping respec-
tively. Let derive this equation with respect to time, in order to obtain a direct expression for
stiffness, according to equation 1.1
m˙˙q˙ +bq¨+σ q˙+ sν ν˙ = τ˙, (1.3)
where sν =
∂ s(q,ν)
∂ν . From equation 1.3 we can easily obtain a non linear state space repre-
sentation of the system, as discussed in chapter 3. Directly, and indeed, by the definition
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of stiffness in equation 1.1 it clearly comes out that such a quantity is not defined when the
mechanical system does not evolve (i.e. when the velocity is null). It directly comes out, as
will be clarified in chapter 3, that in this condition the system is not observable2. The most of
the non linear observers, to our knowledge, suffer of this condition, leading to unpredictable
behaviors (e.g. instability of errors, singularities etc.). The presence of such an unobservabil-
ity condition is probably the fact that makes the problem of observing stiffness so complex,
since it is not avoidable in any way (we can not make the system velocity always non null,
nor assume it to be). Therefore the faced problem should be carefully handled, in particular
due to the lack of knowledge of a stiffness model. When assuming a known evolution for
stiffness, despite of the modeling errors, the condition of unobservability does not come out,
since we may know the stiffness as an analytical relation with respect of the other variables
of the system. The avoidance of a model for stiffness, therefore, complicates the problem
but, on the other hand eliminates problems arising from model errors and makes the method
much more scalable. On the other hand, it is not so easy to find a method which is robust to
any kind of unknown dynamics, both theoretically and practically. We focused our attention
on a class of non linear observers which, beyond other interesting properties, are proved to
be robust toward unknown dynamics, under suitable assumptions. These assumptions are
however perfectly matched by the systems of interest, thus they do not represent any sort of
limit for our aim.
To the mechanical system in equation 1.3 (with some generalization also to the one in
equation 1.2) we apply a general technique for non linear observers design: the observer
linearization method [19, 14, 13, 20]. The application of such a method, with our aim,
undergoes only to the knowledge of the positions of the mass/shaft (or arm posture), of the
equilibrium reference (see figures 1.5 and 1.6) and the torque the former exchanges with
the environment. All these quantities are easily measurable in the case of VSA, while when
applying the presented technique to the human arm we meet some differences and limits. The
two main differences in this case are the lack of measure for the equilibrium reference or the
internal forces and the difficulty in obtaining a linear measure of the joint positions. The
latter problem can be however simply overcome through a kinematic observer for position,
possibly based in Inertial Measurement Units (IMUs), as in [21]. The former limit may be
avoided by the exploitation of Unknown Input Observers (UIOs) [22, 23]. The solution to
these problems is however deferred to future works on the argument.
2Once defined the non linear model of the system, one can easily check the observability codistribution rank
condition [14].
Chapter 2
Observer Linearization
In the present section we introduce the problem of designing a nonlinear observer with
linear error dynamics, which will be exploited in the rest of our work as stiffness observer.
The main advantage, when exploiting observers of this type, is the possibility of designing
observer gains with the usage of well-known techniques for linear systems. These methods
can be hardly generalized to nonlinear systems, or sometimes only for specific cases and en-
vironments. Many works have dealt with the design of observers with linear error dynamics
[14, 13, 24, 25, 20, 15], mainly assuming the system under analysis to be observable. In
most of the works we refer to, the unobservable dynamics can not be linearized, due to the
made assumptions. Therefore the dynamics related to unobservable states, namely the zero
dynamics, are not taken into account in the linearization process. On the other hand many of
the processes present in nature, at least in particular conditions, present unobservable states.
In [26] local unobservability was taken into account, proving that a smooth observer can be
designed when the eigenvalues related to the zero dynamics are stable. In the present work,
by exploiting change of coordinate charts, our aim is to generalize their results in a non
approximated way and assuming at least marginal stability for these dynamics. The general-
ization of the observer linearization problem is here presented on the base of some results in
[15], furthermore the error convergence is proved by exploiting the Lyapunov Stability Cri-
terion [27]. We take into account the linearization by output injection proposed in [19, 14],
however its application depends on the properties of the target system, therefore in here we
consider an approximated approach to deal with high order derivatives.
Consider the autonomous linear system{
x˙ = Ax, x ∈ Rn
y = Cx, y ∈ Rl . (2.1)
It is quite known that an observer with dynamics z˙ = Az−G(y−Cz) achieves to an error
dynamics
e˙ = x˙− z˙ = (A+GC)e,
9
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whose stability depends on the choice of G and on the observability properties of the
system. In particular let O = (C CA CA2 · · ·CAn−1)T , we known that the components of
the error generated by the vectors in img{O} can be made asymptotically stable, while the
behavior of the ones in ker{O} can not be made stable. Let introduce the results in [19] and
following works in literature, by considering the autonomous nonlinear system{
ξ˙ = f (ξ ), ξ ∈ Rn
y = h(ξ ), y ∈ Rl . (2.2)
In [19] they search for a coordinate change x=ψ(ξ ) under which the system in equation
2.2 evolves as {
x˙ = Ax+β (y), x ∈ Rn
y = Cx, y ∈ Rl , (2.3)
solving the problem for l=1. The solution to general output dimension can be found in [14],
however for the sake of simplicity we analyze the solution for single output. Equivalently
to the linear case, the observer with dynamics z˙ = (A+GC)z+ β (y) achieves to an error
dynamics
e˙ = x˙− z˙ = (A+GC)e.
Let introduce some basics about the solution in [19] with the purpose of describing the
method and clarify our intent, then search for the solution to the following problem.
Problem 1. Find if exists a bijective coordinate change x = ψ(ξ ) under which the system in
equation 2.2 evolves as the one in equation 2.3.
The problem posed is solvable under the assumption of observability which, according
to [19] for non linear systems, is equivalent to the following.
Assumption 1. In a neighborhood U of ξ0 the observability condition, i.e. Lkf dh,k =
1,2, . . . ,n−1 are linearly indipendent, holds.
The solution to problem 1 is described and proved in the following theorem.
Theorem 1 (Krener & Isidori [19]). The nonlinear system in equation 2.2 is equivalent to the
one in equation 2.3 under coordinate change x =ψ(ξ ), ψ(ξ0) = 0, iff f (ξ0) = 0, h(ξ0) = 0,
assumption 1 holds, and there exists a vector field g such that
a) LgLkf h =
{
0 0≤ k < n−1
1 k = n
;
b) [g,adkf g] = 0, k = 1,3, . . . ,2n−1;
c) [adkf g,ad
l
f g] = 0, 0 < k+ l ≤ 2n
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where, for Jacobi Identity, b) is equivalent to c).
Proof. Suppose g exists. For assumption 1 the solution to a) is unique and for b) the vector
fields g, ad f g, ad2f g, . . . , ad
n−1
f g commute, then span R
n. Let chose the local coordinate
x(ξ ), x(ξ0) = 0 with frame
∂
∂xn−k
= (−1)kadkf g,
therefore
∂h
∂xn−k
=
k
∑
i=0
(−1)k
(
k
i
)
Lif LgL
k−1
f h =
{
0, 0≤ k < n−1
1, k = n−1 ,
thus h linearly depends on x, in particular
y = (1 0 · · ·0)T =Cx.
Let f = ∑ni=1 fi
∂
∂xi
then, by definition,
[
f ,
∂
∂xn−k
]
=
[
f ,(−1)kadkf g
]
= (−1)kadk+1f g =−
∂
∂xn−k−1
, 0≤ k < n−1,
and in local frame [
f ,
∂
∂xn−k
]
=
n
∑
i=1
∂ fi
∂xn−k
∂
∂xi
,
then
∂ fi
∂xn−k
=
{
1, i = n− k−1
0, otherwise
.
Recall c) then [
∂
∂xn−k
,
[
f ,
∂
∂xn−k
]]
=
[
(−1)kadkf g,(−1)ladl+1f g
]
= 0,
and in local frame [
∂
∂xn−k
,
[
f ,
∂
∂xn−k
]]
=
n
∑
i=1
∂ 2 f
∂xn−k∂xn−l
∂
∂xi
,
therefore
∂ 2 f
∂xn−k∂xn−l
= 0.
It proves, since f (ξ0) = 0, that
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f (x) =

1 0 . . . 0
0 1 . . . 0
...
...
. . . 0
0 0 · · · 1
0 0 · · · 0

x+β (y). (2.4)
On the other hand suppose the change of coordinates exists, and let B ∈ Rn×1 satisfies
CA jB =
{
1, 0≤ k < n−1
0, k = n−1
If we define define y j = L
j−1
f h and take into account equation 2.4 we obtain
y j =CA jx+α j(y1, . . . ,y j),
for some α j. Furthermore LBh = LBy1 =CB = 0 and for induction
LBL
j
f h = LBy j+1 =CA
jB+
j
∑
i=1
∂α j
∂yi
LByi =CA jB,
and for analogy with a) we conclude that g is given by B in the coordinates x. Furthermore
ad jf g = [Ax+β (y),(−1) j−1A j−1B]
= (−1) j(A jB+ ∂β (y)
∂y
CA j−1B)
=
{
(−1) jA jB, j < n
(−1)nAnB+ ∂β (y)∂y , j = n−1
.
Since A jB⊥ AiB, f or i 6= j, the relation b) holds in the x coordinates.
Also if the introduced method leads to great advantages, it can be applied only to a class
of non linear systems and it is not general. Other authors [13, 24] tried a generalization
to a wider class of systems, however the application to the case of interest was found to
be impossible. For our purpose let consider the system in equation 2.2 and search for a
coordinate change, namely x=ψ(ξ ), which evolves in a pseudo-linear fashion, in particular{
x˙ = Ax+∆(x), x ∈ Rn
y = Cx, y ∈ Rl , (2.5)
where ∆(x) is assumed to be Lipschitz, which is
||∆(x)|| ≤ γ||x||.
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Equivalently to the linear case we can build the observer with dynamics z˙ = Az−G(y−
Cz), and obtain the following error dynamics
e˙ = x˙− z˙ = (A+GC)e+∆(x).
We prove in following sections to be able to neglect the non linear dynamics under suit-
able hypothesis.
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2.1 The Observer Linearization Framework
In the present section we introduce the scenario of the faced problem, introducing the ob-
server linearization problem [14] from our point of view. Since it is quite clear, according to
our knowledge, that a unique linear map well-defined both during observable and unobserv-
able conditions is hard to be found1, the proposed method undergoes to a forced definition
of, at least, two linearazing maps.
In the following let p ∈ M be the configuration of the system and M smooth manifold
under the diffeomorphism ω : UM ⊂M→UΞ ⊂ Rn. Assume the dynamics of the system in
the coordinate chart (UM, ω) evolves as in equation 2.2. Consider two further coordinate
charts (VM, Φ) and (WM, Ψ) with Φ : VM→VX ⊂ Rn and Ψ : WM→VY ⊂ Rn.
Definition 1. The coordinate charts (VM, Φ) and (WM, Ψ) are compatible if there exists for
points in VM ∩WM a diffeomorphic coordinate change Θ=Φ◦Ψ.
For assumption M is smooth under ω and assume that it is smooth also under the atlas
Γ = {(VM,Φ),(WM,Ψ)}. It is worth noting that it means also that the atlas Γ and the chart
(UM, ω) are compatible, thus they are related by a diffeomorphism. Consider two diffeomor-
phisms φ : UΞ→VX and ψ : UΞ→WY , we are interest in their smooth combination in order
to obtain a smooth coordinate change θ : UX →VZ ∪WΞ.
Lemma 1. Given two compatible coordinate charts (VM, Φ) and (WM, Ψ), under every
combination (VM ∪WM, Θ), in which Θ : VM ∪WM → Rl is diffeomorphic, M is smooth, if it
is smooth on the atlas Γ= {(VM,Φ),(WM,Ψ)}.
With reference to several works in literature [14, 13, 24, 15], let now introduce the some
notation and recall some basics about their point of view about the observer linearization
problem.
Let introduce some notation useful for next analysis, in particular for a scalar function
λ (z) : Rn→ R define its gradient
dλ (z) =
∂λ (z)
∂ z
=
(
∂λ (z)
∂ z1
∂λ (z)
∂ z2
· · · ∂λ (z)
∂ zn
)
and its Lie Derivative with respect of a vector field γ(z) : Rn→ Rn as
Lkγ(z)λ (z) =
∂Lk−1γ(z)λ (z)
∂ z
γ(z),
with L0γ(z)λ (z) = λ (z). If the function Λ(z) = col{λi(z), i = 1, . . . , p} is a collection of
scalar functions λi(z), we define its Lie Derivative as
[
Lkγ(z)Λ(z)
]
i j
=
∂Lk−1γ(z)λi(z)
∂ z j
γ j(z), i = 1, . . . , p, j = 1, . . . ,n.
1In order to point it out, try to define a classical first order linearization of a process with this property.
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In the following we will particularly refer to definition of the problem in [13], whose
assumptions are weaker than in other works to our knowledge. It is worth nothing however
that results and directives for solving the problem are similar to the other works we refer to.
Consider the dynamical system in equation 2.2 and let h(ξ ) = col{h1(ξ ),h2(ξ ), . . . ,hm(ξ )},
with hi(ξ ), i = 1,2, . . . ,m scalar function. Let r1,r2, . . . ,rm denote the observability indices
of the pair ( f (ξ ),h(ξ )), which is (r1,r2, . . . ,rm) is a m-uplet of integers defined as: ri =
card
{
m j ≥ i, j ≥ 0
}
where m j = rank
{
D j
}− rank{D j−1} with
Dk = span
{
dL jf hi;1≤ i≤ m,0≤ j ≤ k
}
and m0 =m= rank{D0}. The assumptions in [13]
can be summarized by the following one.
Assumption 2. The observability indices (ri)1≤i≤m are constant and such that ∑mi=1 ri = n
and the pair ( f (ξ ),h(ξ )) satisfies the observabilty rank condition which is rank{O} = n,
with
O= span
{
dLk−1f h : j = 1,2, . . . ,m, k = 1,2, . . . ,r j
}
. (2.6)
It is clear that assumption 2 excludes the systems that may succumb to non observabil-
ity conditions. For these systems clearly this assumption does not hold and, to overcome
this limit, we are forced to different assumptions. First of all let introduce a generaliza-
tion of assumption 2, underlining that actually it does not prevent the linearization but per-
mits observer error convergence. Consider the state space to be subdivided into l subspaces
Ξ≡⋃li=1Ξi and define the observability codistribution
Oi = span
{
dLk−1f h : j = 1,2, . . . ,m, k = 1,2, . . . ,r j, ξ ∈ Ξi
}
. (2.7)
Assumption 3. Every dynamics of the system in equation 2.2 belongs to at least one of the
codistributions Oi.
It is quite clear that the made assumption does not need for the system complete ob-
servability, such as for observability indices to be constant on Ξ. It is quite immediate, by
recalling some results of the first part of the present section that for every Mi, manifold
omeomorphic to Ξi, we may be able to define a coordinate chart and coordinate changes
between the subspaces. Consider a partition of the non linear state dynamics in equation 2.2
as follows
f (ξ ) =
d
∑
i=1
f i(ξ )
∂
∂χi
+
n
∑
j=d+1
f j(ξ )
∂
∂ηi
, (2.8)
where χ is referred to as the completely observable components and η the non observable
components of the state.
The dynamics of η are generally referred to as zero dynamics [14], since related to the
zeros of the system. As will be proved in next section, the following assumption would make
us able to define a linearization of the form in equation 2.5, for the system in equation 2.2.
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Assumption 4. The vectors of the observability distribution, with reference to equation 2.10,
O= {Li
f
dh, i = 1,2, . . . ,d < n} are linearly indipendent in a neighborhood of ξ0.
After the introduction to the scenario about the general problem of observer linearization
and the drawing of fundamental assumptions, let focus on the specific problem we are facing,
in our conception. Consider then the following problem, whose solution is presented and
discussed in next section.
Problem 2. Consider the autonomous nonlinear system in equation 2.2 and its observability
codistribution O(ξ ), defined as in equation 2.6. Suppose there exist l different conditions on
the state x ∈ Rn for which rank{O(ξ )} < n. Therefore search for l changes of coordinate
ψi : UXi ⊂ Rn →WΞi ⊂ Rn, i = 1,2, . . . , l, in which the system dynamically evolves as in
equation 2.5. We refer to this problem as observer linearization problem, generalization of
the problem posed by previous works in literature to systems with zero dynamics.
The main results in solving problem 2 and the directives for designing the observer with
linear error dynamics are presented in next section. As far as the authors are aware the results
therein has never been presented in literature before.
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2.2 Main Results
The main results obtained in our work in solving problem 2 are here presented, by mainly
exploiting assumption 4 in previous section. Assumption 3 is actually not of particular in-
terest when solving the linearization problem but important to prove the error convergence,
which is argument of next section. In order to simplify the following discussions and for
sake of clarity we will consider, without loss of generality, systems that present only one
unobservability condition. Furthermore, as discussed in chapter 3, this is the condition of
the systems we deal with. This means that there exists unique ξ0 ∈ Ξ, with Ξ state space,
for which rank{∆(ξ0)} < n. Furthermore we restrict in finding a solution to the problem
during unobservability condition, without formally proving the existence when the system
is observable. In fact it is elegantly demonstrated in [19, 13, 24] under assumption 2 and is
trivial nothing that assumption 3 is not restrictive.
In here we will focus on systems of the form 2.2, partitioned as follows
χ˙ = f (χ)+g(χ,η), χ ∈ Rn−d
η˙ = l(χ,η), η ∈ Rd
y = h(χ,η), y ∈ Rm
, (2.9)
where f (χ), g(χ,η), l(χ,η) are smooth vector fields and h(χ,η)= col{hi(χ,η), i = 1,2, . . .m},
with hi(χ,η) scalar function. In 2.9, with global state ξ = (χ η)T , ∂∂χ ∈ O(ξ0) denote the
observable dynamics of the state (χ) and ∂∂η ∈O⊥(ξ0) the zero dynamics, where “⊥” stands
for the orthogonal space or vector. Furthermore let
f (χ,η) =
(
f (χ)+g(χ,η)
0
)
and f (χ,η) =
(
0
l(χ,η)
)
, (2.10)
where dimensions are clearly inherit with those in equation 2.9. First of all we prove, by
exploiting the results in [15], that a coordinate change ψ˜(x) for the system in equation 2.9,
under assumption 4, is equivalent to ψ(x) for the nominal system{
ξ˙ = f (ξ ) ξ ∈ Rn
y = h(ξ ), y ∈ Rm . (2.11)
Consider the system total degree r= n−d and the relative degrees ri, such that∑li=1 ri = r
and define the coordinate change defined on the system in equation 2.11 as
ψ(ξ ) =

ψ1(ξ )
ψ2(ξ )
...
ψ l(ξ )
 , ψ i(ξ ) =

hi(ξ )
L f (ξ )hi(ξ )
...
Lri−1
f (ξ )hi(ξ )
 . (2.12)
Equivalently, by considering the partition in 2.10 for the system in equation 2.9, define
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the map
ψ˜(ξ ) =

ψ˜1(ξ )
ψ˜2(ξ )
...
ψ˜l(ξ )
 , ψ˜i(ξ ) =

hi(ξ )
L f (ξ )hi(ξ )+L f (ξ )hi(ξ )
...
Lri−1
f (ξ )hi(ξ )+L f (ξ )L
ri−1
f (ξ )hi(ξ )
 . (2.13)
Lemma 2. Consider the system in equation 2.9 and the one in equation 2.11 and the changes
of coordinates respectively related in equations 2.13 and 2.12. When assumption 4 holds
those changes of coordinate are equivalent.
Proof. It is trivial noting that this lemma directly comes out from the given definition of zero
dynamics. In fact for definition
f (ξ ) =
n
∑
i=1
f i
∂
∂ηi
,
and ∂∂ηi ∈ O⊥(ξ ). If, for sake of clarity we define with M(ξ ) the the matrix row-wise
composed by the covectors in O(ξ ) we clearly obtain
M(ξ ) f (ξ ) = 0,
which row-wise is equivalent to
dLkf (ξ )hi(ξ ) f (ξ ) = L f (ξ )L
k
f (ξ )hi(ξ ) = 0, i = 1,2, . . . , l, k = 0,2, . . . ,ri−1.
With the coordinate change ψ we have not solved the problem, clearly, since such a
change is not bijective. In fact we have found a coordinate change with dimension equal to
the number of observable components of the state, not for the whole state. In the following
we present the main results of the present work, which are a generalization of the works
in [26, 20] to systems with zero dynamics and not in the Siegel’s Domain. Let consider an
extension to the coordinate chart in equation 2.12, defined as
ψ(ξ ) =

ψ(ξ )
ψ
1
(ξ )
ψ
2
(ξ )
...
ψ
d
(ξ )

(2.14)
where ψ
i
, i = 1,2, . . . , p are unknowns, solution of the following system of partial dif-
ferential equations (PDEs)
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∂ψ(ξ )
∂ξ
f ′(ξ ) = Aψ(ξ )+∆(ξ ), (2.15)
where
A =
(
A 0
0 0
)
with f ′(ξ )= f (ξ )+ f (ξ ), A in companion canonical form and ∆=( 0 · · ·0︸ ︷︷ ︸
d−1 times
Ld
f i
h 0 · · ·0︸ ︷︷ ︸
n−d times
)T .
The following lemma summarizes the obtained results and proves that a particular solution
to problem 2, which is equivalent to solve the system of PDEs in equation 2.15, exists and is
provided.
Lemma 3. Consider the autonomous system in equation 2.2, under the partition 2.10, with
f ′(ξ0) = 0 and h(ξ0) = 0, and let assumption 4 hold, then
1. for the globally observable components of the state, χ ∈ Rd , a bijective coordinate
change
ψ(ξ ) = (h(ξ ) L f h(ξ ) · · · Ld−1f h(ξ ))
exists in ξ0 ∈ Ξ⊆ Rn.
2. in a neighborhood of ξ0 ∈ Rn
ψ(ξ ) =
(
ψ(ξ )
ψ(ξ )
)
=
(
ψ(ξ )
η
)
(2.16)
is a particular bijective solution to the observer linearization problem.
The solution in the former assertion leads to a linearized system in Brunowsky Canonical
Form while, directly from the latter we obtain the dynamics η to evolve as η˙ = 0, then
marginally stable.
Proof. By the results in [19] implication 1 clearly holds under the made assumption.
Implication 2 is due to the results in [15], from which the following equivalence, when
linearizing the system, holds
η˙ =
n
∑
i=d+1
f i
∂
∂ηi
≡ 0.
It is clear that in the coordinates x = ψ(ξ ) the system evolves linearly, in particular as
x˙ = Ax+∆(x),
where
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A =
(
A 0
0 0
)
, ∆(x) =

0
0
Ld
f i
h
0
 ,
with A in companion canonical form.
Note that, in a neighborhood of ξ0, dψ , Jacobian matrix of ψ , is row-wise composed by
the vectors in O, and then rank{dψ} = rank{O} = d. Furthermore, for definition, we have
that ∂∂η ∈ span{O⊥}, which implies clearly that ∂∂η ∈ ker{dψ}, then dψ is full rank. Since
the Jacobian matrix of ψ(x) is full rank it follows that the solution in 2.16 is bijective.
The present section has presented the basic results about the generalization to the ob-
server linearization problem we have resumed in problem 2, providing a linear coordinate
map for systems during unobservabilty condition, under suitable hypothesis (see assump-
tion 4). In the following section we provide our main results about error convergence and
discuss about the further assumption 3, of fundamental importance for the observer error of
convergence.
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2.3 Observer Error Convergence
In previous section we presented the solution to the observer linearization problem (prob-
lem 2) for systems which may succumb to unobservable conditions. We did not take into
account solutions with output injection [19, 14, 13], since they do not apply to the case of
interest. On the other hand we tried an approximated approach, by assuming some dynam-
ics not to be linearizable, but assumed to be Lypschitz. Furthermore the coordinate change
exploited for linearization should have the property of varying between observable and un-
observable condition, thus the solution is not unique as for the completely observable case.
Both these considerations are taken into account in the present section and the stability is
proved by exploiting the Lyapunov Stability Criterion.
First of all we prove the stability of the error committed by an observer of the form
z˙ = A+G(y−Cz) applied to systems of the form in equation 2.5.
Theorem 2. Consider the error dynamics e˙ = (A+GC)e+∆(x) = Fe+∆(x) and assume
∆(x) Lipschitz. Let Q = QT > 0 and solve the Lyapunov equation PF +FT P =−Q for P. If
F is Hurwitz, ∃P > 0 and V (e) = eT Pe satisfying
λmin(P) ≤ V (e) ≤ λmax(P)
∂V (e)
∂e Fe = −eT Qe ≤ −λmin(Q)||e||2∣∣∣∣∣∣∂V (e)∂e ∣∣∣∣∣∣ = ||2eT P|| ≤ 2λmax(P)||e||.
.
Therefore
V˙ (e) =
∂V
∂e
Fe+
∂V
∂e
∆(x)≤−λmin(Q)||e||2+2λmax(P)γ||x|| ||e||,
and the error convergence is ensured for
||e|| ≥ 2λmax(P)γ||x||
λmin(Q)
In the present report we did not take into account the completely observable case, since
it is clearly analyzed by previous works and furthermore is a particular case of what dis-
cussed herein, by imposing d = n. However, the exploitation of the only unobservable map,
described before, does not ensure the error convergence for any ξ0. In fact we face two prob-
lems: a coordinate change defined when the system is locally observable leads to numerical
singularities when approaching to the condition of unobservability, while the proposed one
does not provide stability of errors on the zero dynamics. We then propose a smooth change
of coordinate changes, switching between observable and unobservable change of coordi-
nates, on the base of the system evolution. In particular let ψ(ξ ) the unobservable change
of coordinates and φ(ξ ) the observable one, then we define a global coordinate change θ(ξ )
whose adjoint is defined as
dθ(ξ ) = δ (ξ )dφ(ξ )+(1−δ (ξ ))dψ(ξ ), (2.17)
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where δ : Rn→ [0,1] ∈ R. The function δ (ξ ) is defined to be equal to 1 when the sys-
tem is “far” from the unobservability condition and δ ∈ [0,1) when the system evolves in
a neighborhood of such condition. This coordinate change permits to ensure stability when
linearizing “enough far” from the condition of unobservability, while obtaining marginal sta-
bility of the error when “near” the unobservable condition. This is ensured by the following
lemma, under suitable hypothesis.
Lemma 4. Assume that the adjoint of coordinate change θ(ξ ), in equation 2.17 is full-rank
∀ξ ∈ Ξ or equivalently θ(ξ ) to be bijective. Furthermore assume the unobservable dynam-
ics to be at least marginally stable. The observer designed on the linearized representations,
obtained under coordinate changes φ(ξ ) and ψ(ξ ), satisfies under θ(ξ ) the following prop-
erties:
1. convergence of the whole state, when the system evolution does not succumb to unob-
servability conditions;
2. the error on the observable components of the state is always stable.
3. at least marginal error convergence for the non observable components.
Proof. We should demonstrate that for general δ ∈ (0,1) we obtain marginal error conver-
gence. It is trivial demonstrating that for δ = 1 the error is stable (preposition(1)), with some
restrictions due to lemma 2. On the other hand for δ = 0 we obtain marginal error on the non
observable components and stable on the observable ones (prepositions (2) and (3)). Con-
sider two local coordinate changes for the system under analysis x1 = φ(ξ ) and x2 = ψ(ξ ),
and design respectively two linear observers with dynamics
z˙1 = A1z1+G1(y−Cz1), and z˙2 = A2z2+G2(y−Cz2),
and y is the output of the real system. The dynamics of the errors (ei = xi− zi) are then
respectively
e˙1 = (A1+G1C)e1 = F1e1, and e˙2 = (A2+G2C)e2 = F2e2.
Assume z1 to be designed under conditions of local observability, and z2 under condition
of unobservability. Consider the non linear system in equation 2.2 and build a nonlinear
observer with dynamics
˙ˆξ = f (ξˆ )+g(ξˆ )(y−h(ξˆ )),
where g(ξˆ ), dθ−1(δG1+(1−δ )G2), with dynamics of the error
˙˜ξ = f (ξ )− f (ξˆ )−g(ξˆ )(h(ξ )−h(ξˆ )).
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In linear coordinates it follows
e˙ = dθ ˙˜ξ
= dθ( f (ξ )− f (ξˆ ))−dθg(ξˆ )(h(ξ )−h(ξˆ ))
= (δdφ +(1−δ )dψ)( f (ξ )− f (ξˆ ))− (δG1+(1−δ )G2)(h(ξ )−h(ξˆ ))
= δA1e1+(1−δ )A2e2−δG1Ce1+(1−δ )G2Ce2
= δ (A1+G1C)e1+(1−δ )(A2+G2C)e2
= δF1e1+(1−δ )F2e2, (2.18)
where F1 have all negative eigenvalues and F2 have non positive eigenvalues. The errors of
the linearized systems are related to the global error e by the following relations
e1 = φ ◦θ−1(e) = φ ′(e) and e2 = ψ ◦θ−1(e) = ψ ′(e).
For the sake of simplicity, and without loss of generality, let analyze the case for ξ ∈R2 and
with η ∈R, where η is the unobservable dynamics. Since, by definition, the pair (Ai,C), i=
1,2 is in canonical normal form, and by choosing
G1 = G2 ,
(
g1
g2
)
we obtain
F1 =
(
g1 1
g2 0
)
, F2 =
(
g1 0
g2 0
)
.
The error evolves then as
e˙ =
˙(
e′
e′′
)
=
(
g1e′1+δe
′′
1
g2e′1
)
, (2.19)
where we exploited the partition ei = (e′i,e′′i )T . Recall that, by definition,
e1 ,
(
h(θ−1(e))
L f (θ−1(e))h(θ−1(e))
)
,
therefore e′′1 = e˙
′
1. Furthermore the first component of φ , ψ and θ correspond, by definition,
then
e˙′1 = e˙
′.
Therefore, from equation 2.19, we infer
e˙ =
(
g1e′+δ e˙′
g2e′
)
.
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Consider the extended representation for the error e = (e˙′, e′, e′′)T = (e′, e′′, e′′′), which
evolves as
e˙ =
 e
′′
g1e′′+δe′
g2e′′
=
 0 1 0δ g1 0
0 g2 0
e, F(e) e.
Since δ depends on e, we apply the Lyapunov Stability Criterion, by firstly considering the
linearization in a neighborhood of e = 0,
F ′ , F(e)|e=0 =
 0 1 0δ g1 0
0 g2 0

Consider the Lyapunov function
V (e) = eT Pe,
with
P,

δ(2g22+1)
2g1(g22+1)
2 − (δ−g
2
1)(2g
2
2+1)
2δg1(g22+1)
2 − 12δ
δg32
2g1(g22+1)
2 − (δ−g
2
1)g
3
2
2δg1(g22+1)
2
− 1
2δ
1
2δg1
− 12g1 0
δg32
2g1(g22+1)
2 − (δ−g
2
1)g
3
2
2δg1(g22+1)
2 0
(δ−g21)g22
2δg1(g22+1)
2 − δg
2
2
2g1(g22+1)
2
 ,
solution of the Lyapunov Equation
PF ′+F ′T P =−Q, (2.20)
where
Q =
(
I2 0
0 0
)
,
with I2 ∈R2 identity matrix. We remark that, due to the presence of marginally stable dynam-
ics, the Lyapunov equation 2.20 does not admit a unique solution. In fact, by conjecturing
e′′′ to be marginally stable, we chose the element [Q]33 equal to zero. By deriving V (e) with
respect to time, in the non linear case, we obtain
V˙ (e) = eT (PF(e)+FT (e)P),−eT Q(δ )e,
with
Q(δ ) =

−δ
δ
(δ−1)(δ−δ )
2δg1
0
(δ−1)(δ−δ )
2δg1
−1 0
0 0 0

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and
eig{Q} =
0,
1
2
−
√
δ
4
g12(δ −δ )2
(
δ
2−2δ +g12+1
)
δ
3
g12
− δ
δ
−1
 ,
1
2

√
δ
4
g12(δ −δ )2
(
δ
2−2δ +g12+1
)
δ
3
g12
− δ
δ
−1

 .
We infer that, under suitable conditions on g1, since δ ∈ (0,1), we obtain two of the eigen-
values of Q(e) to be negative, proving assertions (2) and (3) of the lemma. In particular, by
recalling that g1 > 0, we should ensure
0 < g21 <
(
δ +δ
δ −δ
)2
− (δ 2−2δ +1),
then once δ is defined we can find a suitable choice for g1 to ensure stability for the observ-
able component (assertion (2)). The null eigenvalue is in fact, by the choice of Q, related
to the unobservable component of the error, then marginally stable for δ ∈ (0,1) (assertion
(3)).
The method described in here is more general of the ones proposed for solving the prob-
lem of observing stiffness, therefore it is quite flexible for any further extension. We will
practically analyze, through the example in next chapter, its robustness toward unknown dy-
namics, in the case of interest the stiffness itself. This property was first underlined in [15]
and exploited in the following for our purpose.
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2.4 Conclusions
The aim of the present chapter was to give a solution to the observer linearization prob-
lem, largely investigated in literature [14, 13, 24, 25, 20, 15, 26]. The results therein, to our
knowledge, do not take into account systems that may succumb to unobservability which, for
non linear systems, is not a global property. It means that nonlinear systems may be “enough
far” from unobservability condition, such as evolving “enough near” to such a condition. It
is quite immediate for someone to conclude that the observabilty properties of these systems
may be enhanced by adding or modifying the measured variables, but actually some systems
present unmeasurable or derived variables for which sensors do not exist.
Based on the fact that first order linearization of systems in neighborhoods of unobserv-
able conditions exists[27], we investigated the possibility of finding an exact linearization in
the same case. This search has been already faced in [26] but, in our opinion the assumptions
therein are too strong. By taking into account some results about the linearization of systems
with unknown dynamics presented in [15], we proposed a different solution which, when
output injection may be exploited, has the further advantage to be exact and not approxi-
mated in any way. Such a solution can not be applied globally as discussed in section 2.3,
but we demonstrated that a smooth switch between coordinate charts do not compromise the
error stability. As clear and impossible to overcome, the error on zero-dynamics, related to
unobservability, do not converge but leads however to marginally stable errors, when those
dynamics are at least stable.
In the present work, since the systems of interest do not match the conditions in [19,
14, 13], we were forced to different assumption, i.e. the high order derivatives of measures
to be Lypschitz. This assumption is not so strong in our case, however does not ensure
asymptotical stability, but a practical one. It means we are able to demonstrate that the error
converges to a compact set, not to a value.
The generalization of the observer linearization problem to the unobservable case, pro-
posed herein, permits easy and direct application of the well-known techniques for linear
systems to non linear ones. The interest of further research on that field may lead to weaker
assumptions and more robust algorithms with the aim of easier application to real systems.
Furthermore future works may exploit techniques as the hybrid control to handle the change
of coordinates, in order to enhance the results obtained with the smooth change here pro-
posed.
Chapter 3
Single Spring: Simulation Example
The aim of the present chapter is to provide some numerical results, through simulations,
arising from the usage of the observer described in chapter 2 on a variable stiffness mechan-
ical system. The description about the design of the non linear observer with linear error
dynamics is presented on a simple example, already present in [12] dealing with the design
of stiffness observers.
In the present chapter we define the mechanical system we deal with and describe the
advantages of the usage of the proposed observer over the ones in [12, 18, 7, 6]. In partic-
ular, our aim was to overcome some of the assumptions therein. In fact, despite of the fact
that such assumptions may hold in the case of estimating the stiffness of Variable Stiffness
Actuators(VSAs), they may not when dealing with the human arm. One of the assumptions
of the cited works is the persistent excitation of inputs [18, 7], which is quite restrictive in the
case of human arm stiffness estimation. In fact, actually the only way to impose persistent
exciting signals to the human arm is the usage of an antagonistic manipulator, as proposed
in the works [28, 11, 10]. On the other hand our aim was to provide a real time global es-
timation without the usage of any external aid, like manipulators. In this sense, since the
proposed observer belongs to a deterministic domain, as described in previous chapter, the
error convergence is ensured in this sense. It means that the convergence is only related to
the stability of the error dynamics, which holds in the case that the dynamics of the real
system are within the bandwidth of the observer. In this sense, the observer itself is tuned in
order to “capture” all the dynamics of the real system.
Over the methods in [18, 7] our method does not need of any parametrization for the stiff-
ness, which is treated as a completely unknown dynamics. In these works the reconstruction
of the stiffness of the mechanical system has been treated as a parametric estimation, forcing
the persistent excitation assumption. By exploiting the results on robustness of the observer
linearization technique toward unknown dynamics, described in [15], we show to be able to
define an observer without the need of any information about stiffness. Furthermore, in con-
trast to [12] we do not need for the derivative of the force and position, which is a numerical
advantage, as clear.
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m τ
b
s (q−qr , ν)
q
Figure 3.1: Variable Stiffness Mechanical System: Single Spring
In the present chapter we define the model we are dealing with in section 3.1 and describe
the observer design in 3.2, then provide the numerical results in section 3.3. Furthermore
some conclusions are drawn in section 3.4 about the results herein.
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3.1 Single Spring Model
In order to describe the application of the observer with linear error dynamics, proposed
in chapter 2, for a variable stiffness mechanical system, we present a simple example. In here
the mechanical system is described and the interest about the usage of the proposed observer
is justified by underlining some properties of the system we are dealing with.
The aim of the present section is to provide some numerical results, through simulations,
arising from the usage of the observer described in section 2 on a variable stiffness mechan-
ical system. The description about the design of the non linear observer with linear error
dynamics is presented on a simple example, already present in [12], dealing with the design
of stiffness observers.
Consider the mass-spring-damping system in figure 3.1, where the mass (m) and damping
(b) are constant and assumed known, while the stiffness model is unknown. The aim is to ob-
serve the stiffness of such a system, referred to as σ , by measuring the known displacement,
namely q, and the force τ acting on the mass due to the interaction with the environment
(consider a force sensor to be placed between the mass and the applied force). The possi-
bility of measuring force in this way is one of the advantages of the proposed method, in
fact in [12] the authors considered to measure the force exerted by the spring. Despite of the
possibility of obtaining such a measure in the case we are dealing with, or when measuring
a VSA stiffness, when dealing with the human arm this measure is hard to be obtained.
Consider the mechanical system dynamical equilibrium,
mq¨+bq˙+ s(q,ν) = τ, (3.1)
where ν is referred to as a further input for stiffness external regulation. By deriving
equation 3.1 with respect to time we obtain the following
m˙˙q˙ +bq¨+σ q˙+ sν ν˙ = τ˙, (3.2)
where σ = ∂ s∂q is the stiffness and sν =
∂ s
∂ν . Write the derived mechanical equilibrium in
equation 3.2 in the affine to control form, assuming that the stiffness depends only on q (i.e.
ν = const), {
ξ˙ = f (ξ ) = f (ξ )+ f˜ (ξ )
y = h(ξ )
, (3.3)
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where
ξ =

τ
q
q˙
q¨
˙˙q˙
σ

is the system state,
y =
(
τ
q
)
the output. In the case of interest
f (ξ ) =

mξ5+bξ4+ξ3ξ6
ξ3
ξ4
ξ5
0
0

,
f˜ (ξ ) =

0
0
0
0
0
f˜σ

,
with f˜σ unknown stiffness dynamics.
In order to solve the problem we exploit the results about robustness toward unknown
dynamics in [15].
Assumption 5. Consider the system in equation 3.3 and ri the i-th output relative degree, as
defined in section 2.1, then let the following hold
L f L
j−2
f˜
hi = 0, ∀i = 1,2, . . . ,m, ∀ j = 2,3, . . .ri−2 (3.4)
Under assumption 5 the work in [15] demonstrates the following lemma, whose proof is
not reported because easily comes out from the results therein.
Lemma 5 (Davila et al. [15]). Consider the system in equation 3.3 and let assumption 5
hold. Therefore, from the point of view of searching for a linearizing coordinate chart of the
form in equation 2.5 at page 12, the system in equation 3.3 is equivalent to the following one
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{
ξ˙ = f (ξ )
y = h(ξ )
, (3.5)
referred to as nominal system.
The results of the previous lemma permit to define a suitable coordinate change z= θ(ξ )
for the system under analysis, despite of the presence of unknown dynamics and inputs.
Furthermore, as discussed in next section, the observer proposed in the chapter 2 is able to
overcome the problem of unobservability arising, in the system under analysis, when velocity
is null. The possibility, under the hypothesis in section 2.1, of defining a linearizing map
also during unobservability conditions permits the method not to succumb to any numerical
singularity, thus leading to a quite accurate reconstruction of the stiffness.
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3.2 Observer Design
In the present section we discuss about the application of the proposed observer to the
single spring variable stiffness mechanical system, described in previous section in equation
3.1. By underlining that assumption 5 holds, in this case, we take into account the results in
lemma 5. Therefore the observer is designed on the base of the nominal system in equation
3.5. Furthermore the model and observer we describe here will be exploited in order to
estimate the stiffness of a Variable Stiffness Actuator (VSA), argument of next section. This
possibility underlines the strength of the proposed method in its possible application, with
only few modifications, to a wide class of non linear systems.
Consider the following change of coordinates
φ(ξ ) =

h1(ξ )
L f (ξ )h1(ξ )
h2(ξ )
L f (ξ )h2(ξ )
L2f (ξ )h2(ξ )
L3f (ξ )h2(ξ )

(3.6)
and assume L2f (ξ )h1(ξ ) Lipshitz. According to the results in chapter 2, in the coordinate
chart in equation 3.6 the system evolves as in equation 2.5 at page 12. By computing the
Jacobian matrix of φ(ξ ) it is clear that the condition ξ3 = 0 leads to unobservability. Recall,
in fact, that the Jacobian matrix of φ(ξ ) is row-wise composed by the vectors of the observ-
ability codistribution. Therefore we propose, as described in previous chapter, to define the
following maps
φ ′(ξ ) =
(
φ(ξ )
0
)
and ψ(ξ ) =
(
φ(ξ )
ξ6
)
.
The rightmost leads to error convergence “enough far” from the unobservability condition,
while the leftmost one is a solution when the system is unobservable. In fact, as easily
notable, the system in equation 3.3 matches with assumption 5. In this case the existence
of solution during unobservability is proved by lemma 3, therefore we define the coordinate
change θ(ξ ) such that
dθ(ξ ) = δ (ξ )dφ(ξ ) +(1−δ (ξ ))dψ(ξ ),
Jacobian matrix of θ(ξ ), where δ (ξ ) is chosen how described in section 2.3. Through
the coordinate changes φ(ξ ) and ψ(ξ ) we can build two linear observers, as described in
previous section, respectively with stable and marginally stable errors with dynamics
e˙1 = (A1+G1C), and, e˙2 = (A2+G2C).
CHAPTER 3. SINGLE SPRING: SIMULATION EXAMPLE 33
Under the smooth transition between the changes of coordinates (θ(ξ )), defined in previous
section, we define G = δG1+(1−δ )G2 and build the nonlinear observer with dynamics
˙ˆξ = f (ξˆ )+g(ξˆ )(y−h(ξˆ )),
where ξˆ is the observed state, y is the real system output and
g(ξˆ ) = dθ(ξˆ )−1G.
In the following section we report some numerical results, obtained by simulating the
behavior of the mechanical system and observer under analysis. We underline the perfor-
mances of the proposed solution to the estimation of the mechanical stiffness evolving with
different parameters.
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3.3 Numerical Results
In the following we present the numerical results obtained by exploiting the proposed
method. In section 3.1 we have already discussed, in a more theoretical manner, about the
advantages arising from the usage of our method. In fact it permits less restrictive assump-
tions. The main aim here is to prove the strength of the method on non persistently exciting
signals, where the methods in [18, 7] may fail.
We compare the proposed method to the ones in [12, 6], comparing all methods with the
real stiffness, in order to quantify the committed errors. As in [12] the stiffness varies with
the exponential law σ = αβeβy, where α and β are parameters. The mechanical constants
are m= 0.1Kg, b= 5N/s and the initial observer error is of the 10%. The figures we report in
the following, showing the method performances, consider the force, position and velocity
reconstruction together with the stiffness, since the proposed observer is capable to observe
these variables too. The images related to the stiffness have been zoomed for the sake of
readability, since the initial overshoot is greater than the one presented. The reported results
are obtained with by exerting an external force (τ) of amplitude 16 cm and with frequency
f = 0.01 Hz.
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Figure 3.2: Torque Estimation: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.3: Position Estimation: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.4: Velocity Estimation: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.5: Stiffness Estimation: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.6: Stiffness Estimation Absolute Error: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.7: Torque Estimation: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.8: Position Estimation: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.9: Velocity Estimation: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.10: Stiffness Estimation: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.11: Stiffness Estimation Absolute Error: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.12: Torque Estimation: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.13: Position Estimation: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.14: Velocity Estimation: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.15: Stiffness Estimation: α = 2.7e−2, β = 1, f = 0.01Hz
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Figure 3.16: Stiffness Estimation Absolute Error: α = 2.7e−2, β = 1, f = 0.01Hz
The figures reported above prove the strength of the three algorithms when the system
is driven by a measured force input, evolving sinusoidally. For the one proposed, the signal
is in the bandwidth of the observer and the error converges, without the need of exciting
all modes of the process. The results match to what expected since the observer belongs
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to a deterministic domain and convergence is ensured without additional assumptions on
signals. Furthermore we underline that, despite the exhaustive precision of all methods in
reconstructing stiffness, the error committed by proposed method and by the one proposed
in [12] are smaller than the one committed by the method in [6].
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3.4 Conclusions
In the present chapter we discussed about the application of the method proposed in chap-
ter 2 on a variable stiffness mechanical system, both providing the main steps for the observer
design (section 3.2) and some numerical results (section 3.3). The example proposed was the
one of a single spring variable stiffness system, where stiffness evolves exponentially [12].
We discussed, both theoretically and, by mean of numerical results, about the performances
of the proposed method.
From a theoretical point of view our goal was avoiding two restrictive assumptions: the
need for time derivatives of force and position measures and for persistently exciting signals.
The former leads to numerical problems when applied to real systems. The latter is not
alway true, specially when dealing with the human arm stiffness reconstruction, which is our
purpose. The results in section 3.2 underline our purposes and goals in the theoretical way.
On the other hand the numerical results in section 3.3 underline the strength of the pro-
posed method also in its real application, due to the satisfying performances. We provided
also a comparison with the methods in [12, 6], underlining the precision of the proposed
method over the ones already present in literature.
The method proposed in here has the further advantage over the previous ones: the inde-
pendence from the process it is applied to. This advantage permits its application to a wider
range of systems. Therefore, when applied to the stiffness estimation, it is quite able to be
extended to any further purpose. In light of that, with some modification deferred to future
works, it could be applied to measure the stiffness of a human arm.
Chapter 4
Variable Stiffness Actuators (VSA):
Experimental Results
In the last decades the interest toward soft robotics is greatly increased [1], mainly be-
cause of the great advantages in the integration between soft robots and environment or
humans. In fact in contrast to classical, let say, hard robots, this new class of manipula-
tors can be controlled in a secure way. It means for example that the control designer may
implement control strategies which make the robot soft when obstacles are encountered or
detected, without stopping the running task. The usage of soft robots is then an interesting
advantage over the the usage of standard manipulators, which force to strict security direc-
tives. It is not rarely, in industries, that robots are divided by the rest of the environment by
the mean of cages or other types of divisions. The usage of soft robots, on the other hand,
would hopefully stop this routine and lead to a class of robots which may securely cooperate
with humans.
However the characterization of soft robots [1, 2] undergoes to more than the knowledge
of only position and velocity, in fact fundamental is the knowledge of their interaction with
the environment. When soft robots interact with the environment the problem of controlling
the equilibrium position is not a well-posed problem [1, 3], since such a variable indeed
depends on the stiffness 1.
In light of that an accurate measure of their mechanical stiffness is fundamental goal to
be reached. In the case of soft robots such a direct measure would lead to enhance control
strategies, which up to the present are mainly open-loop [5]. These control schemes are, as
clear, prone to model errors, mainly obtained with off-line identification techniques.
In the present chapter we present some results obtained by exploiting the method de-
scribed in chapter 2 to the VSA qbmove2, in figure 4.1. The setup is schematically described
in figure 4.2. We show that in this case the proposed observer is quite precise in its stiffness
1We remark that the equilibrium position is the reference, in terms of position, that a possible external
controller commands to the mechanical system. In the case of actuator it is the reference prescribed by the
control system, while for the human arm it could be the position prescribed to the end effector (EE), e.g. the
hand, by the brain.
2http://www.qbrobotics.com/it/
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Torque Sensor
USB (Encoders)
VSA
Figure 4.1: Vsa
reconstruction. The results are compared with an offline estimation of stiffness and with the
methods proposed in [12, 6], underlining the strength of the proposed method. First of all
we describe the experimental setup used for our analysis (section 4.1), then some results are
reported (4.3). In section 4.2 we describe the method exploited for the offline estimation
of the model for stiffness, which is used as ground truth for performance comparison. As
will be clarified in next section, we do not need to redefine the system state and dynamics,
which is similar, with few differences to the one in previous chapter. We address the reader
to section 3.2, for a precise description of how the proposed observer design can be faced.
The avoidance of redefining an observer for each case of study is one of the strength of the
proposed method, which is therefore flexible for application to the estimation of stiffness of
any mechanical systems.
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Figure 4.2: Schematic Representation of the Setup (A: actuator, S: torque sensor).
4.1 Experimental Setup Description
In the following we will focus in discussing some numerical results obtain on the experi-
mental setup in figure 4.1, by exploiting a VSA [2]. To the actuator shaft a load is exerted by
applying at the end of a l =0.16 m long link a weight of m=1 Kg. We exploited the measure
of the output shaft position (q) and equilibrium position (qr), by the usage of the integrated
encoders AS 5045 (resolution 4096 cpr)3 and the measure of the torque by the mean of the
external torque (τ) sensor ATI Mini 45 F/T Sensor (resolution 1/376 Nm)4.
In order to simplify the problem, and without any loss of generality, we will consider
the mechanical system graphically described in figure 4.3. Such a system is driven by the
following dynamic equilibrium
Iq¨+ s(q−qr) = τ, (4.1)
where, as in previous chapter, we assumed to neglected the further input ν .
By deriving equation 4.1 we obtain the following dynamics
I ˙˙q˙ +σ · (q˙− q˙r) = τ˙, (4.2)
I = ml2 is the system inertia.
With respect of the example in previous section, in this case we have a further variable: qr.
In the case of observing the stiffness of an actuator it can be generally measured, while
3ams.com/eng/content/download/1288/7223
4http://www.ati-ia.com/products/ft/ft_models.aspx?id=Mini45
CHAPTER 4. VARIABLE STIFFNESSACTUATORS (VSA): EXPERIMENTALRESULTS47
Shaft
VSA
qrs(q−qr ,ν)τ
q
Figure 4.3: Simplified Model of VSA.
problems arise when applying to the human arm. We then define the system state as
ξ =

τ
q−qr
q˙− q˙r
q¨− q¨r
˙˙q˙ − ˙˙q˙ r
σ

and as
y =
(
τ
q
)
the output. Therefore the system dynamics is driven by the following dynamics
f (ξ ) =

mξ5+bξ4+ξ3ξ6
ξ3
ξ4
ξ5
0
0

,
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f˜ (ξ ) =

0
0
0
0
0
f˜σ

,
where f˜σ is unknown.
Again, the observer can be designed as in previous chapter. In the following section we
define the model of stiffness exploited as ground truth to compare the performances of the
proposed method with the ones of the methods in [12, 6].
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4.2 Stiffness Identification
In order to analyze the performances of the proposed method we characterize the stiffness
with an offline identified model, which should be more precise with respect of an online
observer. It is because the offline identification is performed in optimal conditions, with
respect of the properties of the system. Such an estimation was derived by the characteristic
torque/position, by interpolating data with the usage of the Curve Fitting Toolbox[29] of the
MATLABr software. We report in figure 4.4 the two characteristics obtained when the two
internal motors work once per time, with sinusoidal position reference of amplitude pi2 and
frequency of 0.01Hz.
The interpolating curve which matches the obtained measures is τ = s(qL,q1,q2) =
s1(qL,q1)+ s2(qL,q2), with
si(qL−qi) = eai1·(qL−qi+xi1)+ e−ai2·(qL−qi+xi2)+di(qL−qi)+ ci,
where qL is the output shaft position and qi the i-th motor position. The values of the con-
stants are reported in the following table
s1 a1 a2 d c x1 x2
30.80 17.80 0.04 0.18 -0.59 -0.57
s2 a1 a2 d c x1 x2
27.00 25.80 0.04 0.35 -0.57 -0.58
The offline estimation was performed with slow input signals in order to estimate the
component of torque due to the stiffness only. In this way we tried to avoid the most of
friction, however it was impossible to be neglected, as underlined by the hysterical behavior
in figure 4.4. Despite of this component, such a figure underlines the exhaustiveness of the
model found, exploited in next section to compare the methods performances.
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Figure 4.4: Stiffness Identification
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4.3 Experimental Results
In the following we report some results obtained on the VSA in figure 4.1, by controlling
the shaft position reference (qr) and the stiffness preset (qp). The preset is defined as the
half-sum of the position of the internal motors of the VSA. The higher is the stiffness preset,
the more the internal springs of the actuator are tensioned, producing higher stiffness on the
output shaft. It is not our aim to describe the mechanical properties of the exploited VSA,
but let introduce some basics in order to clarify the aim of our work such as the proposed
results.
For constructive reasons, the stiffness of the exploited actuator can not be controlled di-
rectly, which is one of the reasons for which we face the problem of observing stiffness. In
fact in these actuators, such as in other VSAs, we are able to control the reference position
and the preset, which is related to the stiffness through the effective position of the output
shaft. Without going deeply in the analysis of these VSAs, let say one of the two motors is
responsible of tensioning on end of a spring. The output shaft is responsible, on the other
hand, of tensioning the opposite end, thus the total stiffness is due to both these components.
This is the reason of the need of an online estimation of the stiffness, which depends on four
measurable parameters: motors positions (3 variables) and external torque. The exploited
methods, up to the present, for controlling these actuators, are mainly open-loop [5], with
lower performances if compared with possible closed-loop ones. These control strategies
mainly assume, by identification techniques, a model for stiffness based on measurable vari-
ables. As well-known open-loop techniques are prone to modeling errors and sensitive to the
system degradation. In particular, when possible models are non linear, identification tech-
niques may not provide an exhaustive guess of the real behavior of systems. On the other
hand elastic systems, more than others, trend to degrade when subject to repetitive stress.
Therefore the avoidance of a model for stiffness would enhance the performances of control
of soft robots, as clear.
On the point of view of underlining the performances of the proposed method, we ac-
tually do not need to control the stiffness of the mechanical system, and we can restrict to
control the stiffness preset. By knowing an offline model for stiffness, on the base of the
measurable variables, as defined in previous section, we have a guess of the behavior of such
a variable. To this guess we have compared the proposed method and the ones in [12, 6], in
order to underline our method performances in real experimental environments. In the fol-
lowing we report some results obtained by controlling the reference position with sinusoidal
signals of difference frequencies ( f ) and the preset for each case was imposed to evolve as a
ramp.
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Figure 4.5: Torque Estimation: f = 0.001Hz, qp = [0,70]%
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Figure 4.6: Position Estimation: f = 0.001Hz, qp = [0,70]%
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Figure 4.7: Stiffness Estimation: f = 0.001Hz, qp = [0,70]%
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Figure 4.8: Stiffness Estimation Error: f = 0.001Hz, qp = [0,70]%
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Figure 4.9: Torque Estimation: f = 0.025Hz, qp = [0,70]%
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Figure 4.10: Position Estimation: f = 0.025Hz, qp = [0,70]%
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Figure 4.11: Stiffness Estimation: f = 0.025Hz, qp = [0,70]%
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Figure 4.12: Stiffness Estimation Error: f = 0.025Hz, qp = [0,70]%
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Figure 4.13: Torque Estimation: f = 0.05Hz, qp = [0,70]%
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Figure 4.14: Position Estimation: f = 0.05Hz, qp = [0,70]%
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Figure 4.15: Stiffness Estimation: f = 0.05Hz, qp = [0,70]%
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Figure 4.16: Stiffness Estimation Error: f = 0.05Hz, qp = [0,70]%
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Figure 4.17: Torque Estimation: f = 0.075Hz, qp = [0,70]%
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Figure 4.18: Position Estimation: f = 0.075Hz, qp = [0,70]%
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Figure 4.19: Stiffness Estimation: f = 0.075Hz, qp = [0,70]%
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Figure 4.20: Stiffness Estimation Error: f = 0.075Hz, qp = [0,70]%
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Figure 4.21: Torque Estimation: f = 0.1Hz, qp = [0,70]%
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Figure 4.22: Position Estimation: f = 0.1Hz, qp = [0,70]%
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Figure 4.23: Stiffness Estimation: f = 0.1Hz, qp = [0,70]%
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Figure 4.24: Stiffness Estimation Error: f = 0.1Hz, qp = [0,70]%
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4.4 Conclusions
In the present chapter we discussed about the possibility of applying the method pro-
posed, discussed in chapter 2, to the estimation of the stiffness of VSAs. These mechanical
systems are of great interest, because of different advantages with respect of classical elec-
tric motors. In fact the interest toward soft robotics is greatly increasing in the last years.
As discussed herein the estimation of stiffness of these mechanical systems is an impor-
tant as difficult goal to be reached. In fact the possibility of obtaining an online estimation
of stiffness would lead to enhance the performances of control strategies, avoiding to con-
trol stiffness through online techniques. On the other hand estimating stiffness without any
knowledge about its evolution is an hard task, in particular due to the presence of an un-
observability condition. It comes out when the system does not evolve, indeed due to the
definition of stiffness, as clarified in chapter 3.
We focused in here into describing the exploited setup (section 4.1), composed by the
VSA qbmove, and into defining an offline estimation of stiffness (section 4.2). The latter
was then exploited as ground truth for the comparison of proposed method with the ones in
[12, 6]. The design of the observer for the described example is the same described in chapter
3, therefore it was not faced again in the present chapter. This avoidance in redefining the
observer in each case underlines one of the advantages of the proposed method, i.e. the
generality to classes of systems. In fact, with slight differences we are able to apply the same
observer to different cases. In light of that, we infer that this method is suitable for further
extension in particular for application to the human arm stiffness estimation.
In the present chapter (section 4.3) some experimental results, performed in different
conditions, are provided. The obtained results underline the strength of the method over the
ones already present in literature, despite of some spikes related to singularities. It can be
shown easily, by analyzing the absolute errors and the RMSEs, that the proposed method is
very strong over the other two. As expected, all methods suffer at low frequencies, related to
the condition of unobservability. In fact, as the frequency of the position reference decreases,
the velocity decreases too, approaching to zero, thus to the unobservability condition. In
theses cases the RMSEs worsen and the error of the proposed method approaches to the
same value of the others. In light of these considerations, we can conclude for the strength
of our method, in its application to the estimation of stiffness.
Chapter 5
Conclusions
The aim of the work we discussed herein was finding a solution to the problem of es-
timating the stiffness of variable stiffness mechanical systems, online and in a non invasive
manner. The importance of estimating such a quantity is due to several fields of study, in-
terested in its measure. These fields include soft robotics [1], medicine [4] and others. As
clear, the former is interested in controlling the stiffness of soft robots, in conjunction with
their position. This problem was solved by previous works in literature by mainly exploiting
open-loop control techniques, due to the lack of measure of the stiffness for feedback control.
On the other hand different fields of medicine are interest in the measure of such a quantity,
which is a important index of illness in patients after stroke or affected by Parkinson dis-
ease. Furthermore, belonging to both fields, the teleoperation [9] is an emergent technique
for online remote control of robots by a human user.
The methods present in literature, to our knowledge, present different limits and too
strong assumptions, in our opinion. Furthermore they face the problem of estimating stiffness
with focus on the specific case of interest, without a wider point of view on the similarities
existing between soft robots and the human arm. Driven by the idea of developing a more
flexible method, working both for soft actuators and human arm, as in [12], we faced the
problem with the wider possible point of view. Therefore on the generalized dynamics of a
mechanical system we applied the method known as observer linearization. The application
of this method led to overcome several assumptions of the previously proposed techniques,
such as assumptions on signals, need for derivatives of measures and the need for a model of
stiffness.
The focus of our work was indeed on systems with non linear models for stiffness, fur-
thermore unknown. In light of that the observer does not depend on the properties of the
mechanical system and it can be applied to any system in this class. The avoidance of a
model for stiffness, despite of the great advantages, leads to conditions of unobservability.
Recall that for non linear systems the property of unobservability is not global, but depend
on the system evolution. In particular, for the case of interest, the stiffness is an unobservable
dynamics when the velocity of the system is null. We were then forced to find an observer
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which does not suffer in this condition.
In light of that we searched for a solution to the observer linearization problem, largely
investigated in literature [14, 13, 24, 25, 20, 15, 26] for systems that may succumb to un-
observability. Based on the fact that first order linearization of systems in neighborhoods of
unobservable conditions exists[27], we investigated the possibility of finding an exact lin-
earization in the same case. In the present work we discussed about the possibility of finding
a particular solution to the problem in the case of unobservability, however it is not provided
to be unique. This problem was deferred to future works, as the possibility of extending the
proposed method in cases of unknown inputs. The latter is of great interest in order to extend
the proposed method for application to the human arm stiffness reconstruction. In this case
in fact we would not be able to obtain a measure of the reference position, fundamental for
stiffness estimation. The only solution to this problem, to our knowledge, is the usage of
Unknown Input Observers (UIOs), of difficult application to non linear cases.
In the present work, since the systems of interest do not match the conditions in [19,
14, 13], we were forced to different assumption, i.e. the high order derivatives of measures
to be Lypschitz. This assumption is not so strong in our case, however does not ensure
asymptotical stability, but a practical one. However this assumption is weaker than the one
in [15], solving the problem through the usage of the higher order sliding mode technique.
Furthermore in contrast with this work we do not force to the choice of a particular method
to find linear gains.
In the present work we applied the proposed observer on a variable stiffness mechanical
system, both providing the main steps for the observer design (section 3.2) and some nu-
merical results (section 3.3). The example proposed was the one of a single spring variable
stiffness system, where stiffness evolves exponentially [12]. The aim of this example, also
due to its simplicity, was of describing the design procedure of the method. We draw some
fundamental steps for the observer design, proving that the proposed observer is robust to-
ward unknown dynamics. In the case of interest the unknown dynamics is the stiffness itself,
thus we proved also theoretically that we can build an observer for stiffness despite of the
lack of knowledges about its evolution.
We provided some numerical results on this example, comparing the method perfor-
mances with the ones of the methods in [12, 6]. All these methods were found to provide
exhaustive results, however the performances of our method are better than the others. Fur-
thermore the proposed method is independent from the system it is applied to, since the
proposed technique is general. In light of that we could generalize it for application to the
human arm stiffness reconstruction, with slight differences.
In the present work we proved the strength of the proposed method also in estimating the
stiffness of Variable Stiffness Actuators (VSAs). This experimental analysis underlines the
possibility of applying the same observer for the numerical example, proving the generality
of the proposed method. The VSAs are of great interest in robotics, since they lead to the
possibility of designing soft robots. This field of robotics, namely soft robotics, is target
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of increasing interest in the last years due to the great advantages arising from the usage of
soft robots. The possibility of safe interaction with environment and with humans, is the
fundamental reason of this interest.
The obtained results underline the strength of the method over the ones already present
in literature. By analyzing the absolute errors it comes out that the proposed method is very
strong, in particular with respect to the compared ones. Despite of the interesting results, the
methods performances worsen at low frequencies, directly related to lower velocities. In fact
as the velocity decrease the system approaches to the unobservability condition, therefore
the stiffness estimation is less precise. However, indeed by the definition of stiffness, this
condition can not be avoided.
The present work moved some steps forward toward the possibility of estimating the
stiffness of variable stiffness mechanical systems, enhancing the performances of the pre-
viously proposed methods. We demonstrated both theoretically and through numerical and
experimental examples, the strength of the method toward unknown models of the stiffness,
overcoming the need of knowledge of the stiffness. We moved some steps for overcoming
some of the assumptions of previous works in order to find a method for possible applica-
tion for estimating the stiffness of the human arm. This problem remains however opened,
due to the need of further informations and of more performing methods. We infer however
that the proposed technique is suitable for such an extension, in particular for dealing with
unknown inputs, which the main limit for the application to the human arm. The solution to
this problem is deferred to future works on the argument.
Appendix A
Code
In the present appendix we report the code and the Simulink schemes exploited for exper-
imental analysis. We remark that codes for simulations are similar, with some differences in
the generation of measured signals, instead of actually measuring them by mean of sensors.
In light of that we do not report these schematics.
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A.1 Proposed Observer
We report the schematic and codes of the proposed observer.
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Figure A.4: Proposed Observer
function [dot_hat_x, delta] = obs_lin(u, hat_x, m, b, B1, B2)
x1 = hat_x(1);
x2 = hat_x(2);
x3 = hat_x(3);
x4 = hat_x(4);
x5 = hat_x(5);
x6 = hat_x(6);
%% Coordinate Change
x30 = 1e-10;
d = 1.6e2;
delta = 1 - (0.5 + 0.5 * tanh(d * (abs(x3) - x30)));
J = [1 0 0 0 0 0;
0 0 x6 b m x3;
0 1 0 0 0 0;
0 0 1 0 0 0;
0 0 0 1 0 0;
0 0 0 0 1 0;
0 0 0 0 0 delta];
Bu = (1-delta)*B1*u + delta*B2*[0.4*u(1); u(2)];
Bnl = J\(Bu);
dot_hat_x = [ m * x5 + b * x4 + x3 * x6;
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x3;
x4;
x5;
0;
0] + Bnl;
end
A.2 Grioli & Bicchi Observer
In this section we report the schematics referred to the observer in [12].
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Figure A.5: Grioli & Bicchi Observer
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A.3 Flacco & De Luca Observer
In the following we report the schematic related to the observer in [6] and the code related
to such an obsever.
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Figure A.6: Flacco & De Luca Observer
We first report the code for gain recovery, as proposed by the authors of the observer.
function K = max_gain(doty, Kmax, Kr)
K = Kr;
if Kr*dotyˆ2 > Kmax
K = Kmax/dotyˆ2;
end
end
In the following we report the dynamics of the observed stiffness.
function sigma2 = stiff_est(y, doty, Kr, r, sigma1)
sigma2 = sigma1 + Kr*(r*doty - sigma1*dotyˆ2);
end
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