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ABSTRACT
In the innermost regions of protoplanerary discs, the solid-to-gas ratio can be increased con-
siderably by a number of processes, including photoevaporative and particle drift. MHD disc
models also suggest the existence of a dead-zone at R . 10 AU, where the regions close to
the midplane remain laminar. In this context, we use two-fluid hydrodynamical simulations to
study the interaction between a low-mass planet (∼ 1.7 M⊕) on a fixed orbit and an inviscid
pebble-rich disc with solid-to-gas ratio  > 0.5. For pebbles with Stokes numbers St = 0.1, 0.5,
multiple dusty vortices are formed through the Rossby Wave Instability at the planet separa-
trix. Effects due to gas drag then lead to a strong enhancement in the solid-to-gas ratio, which
can increase by a factor of ∼ 103 for marginally coupled particles with St = 0.5. As in stream-
ing instabilities, pebble clumps reorganize into filaments that may plausibly collapse to form
planetesimals. When the planet is allowed to migrate in a MMSN disc, the vortex instabil-
ity is delayed due to migration but sets in once inward migration stops due a strong positive
pebble torque. Again, particle filaments evolving in a gap are formed in the disc while the
planet undergoes an episode of outward migration. Our results suggest that vortex instabili-
ties triggered by low-mass planets could play an important role in forming planetesimals in
pebble-rich, inviscid discs, and may significantly modify the migration of low-mass planets.
They also imply that planetary dust gaps may not necessarily contain planets if these migrated
away.
Key words: accretion, accretion discs – planet-disc interactions– planets and satellites: for-
mation – hydrodynamics – methods: numerical
1 INTRODUCTION
In the standard scenario for planet formation, mm-sized dust grow
form from the coagulation of micron-sized grains (Dullemond &
Dominik 2005). However, further growth of particles in the mm-
size range is difficult because of the bouncing (Zsom et al. 2010)
and fragmentation (Blum & Wurm 2008) barriers. Larger particles
are also subject to strong aerodynamic gas drag that causes inward
drift on a timescale as short as ∼ 102 yrs for meter-sized bodies at
1 AU (Brauer et al. 2008; Birnstiel et al. 2012).
An emerging picture to bypass these growth barriers is that
100-km sized planetesimals form directly through the streaming
instability (Youdin & Goodman 2005; Johansen et al. 2009;
Simon et al. 2016) in which particles with Stokes number (or
dimensionless stopping time) St ∼ 0.001 − 0.1 directly concentrate
into clumps or filaments under the action of gas drag and which can
subsequently become gravitationally unstable to form ∼ 100−1000
km size bodies. These planetesimals can subsequently grow very
efficiently by capturing inward drifting pebbles (Johansen &
Lacerda 2010; Lambrechts & Johansen 2012), namely solids
with Stokes number St ∼ 0.01 − 1 that are marginally coupled
to the gas, leading eventually to the formation of giant planet
cores within 1 Myr (Lambrechts & Johansen 2014). It is expected
that pebble accretion should stop once the mass of the growing
embryo has reached the so-called pebble isolation mass, and which
corresponds to the critical mass for which the planet opens a gap
and generates a pressure bump in the gas disc outside its orbit that
blocks the pebble flux (Morbidelli & Nesvorny 2012; Bitsch et al
2018; Ataiee et al. 2018).
Pebbles also impact planets’ orbital evolution. For a low-mass
planet that accretes solids very rapidly, the structure of the gas
in its immediate vicinity can be strongly altered by the accre-
tion of solids, resulting in a positive torque that drives outward
migration of the planet (Benı`tez-Llambay et al. 2015). Pebbles
that are scattered by the planet rather than accreted also exert a
torque on the planet. Benı`tez-Llambay & Pessah (2018) showed
that, when dust feedback is neglected, this occurs because the
interaction with the planet generates strong asymmetries in the
dust density distribution. The impact of particle feedback remains
to be investigated in more detail as it may play an important role in
situations where the local solid-to-gas ratio  = Σp/Σ, where Σp is
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the surface density of solids and Σ the gas surface density, is locally
enhanced. Enhancement in solids is expected in the inner parts of
protoplanetary discs as a consequence of the radial drift of solids
or dust settling, but can also arise from photoevaporative (Gorti et
al. 2016) or magnetic (Bai et al. 2016) winds. It can also be due
to dust back-reaction, which causes the gas to move outward and
be removed from the inner disc. Kanagawa et al. (2017) showed
that the combined effect of the outward flow of gas and the inward
flow of solids can lead to concentrations of solids up to  ∼ 10,
provided that the disc has low viscosity parameter α . 10−3. In the
inner parts of the disc, we notice that this appears to a reasonable
assumption, since recent simulations that include non-ideal MHD
effects find that the disc remains laminar in the region 1 < R < 10
AU with a low residual turbulent viscosity (α < 10−4; Flock et al.
2017).
Here we investigate the consequences of an enhanced solid-to-
gas ratio on the interaction between a low-mass planet embedded in
an inviscid disc and inward-drifting pebbles with Stokes numbers
St > 0.01. We pay particular attention to the back-reaction of the
pebbles on the gas. We build on the work of Chen & Lin (2018)
who found vortex formation in the co-orbital region for strongly
coupled particles St 6 10−3 and dust-to-gas ratios  ∼ 1, using an
inviscid disc model and following Lin & Youdin (2017) to model
the dusty gas as a single fluid. Compared to Chen & Lin (2018),
we therefore consider larger particles that represent the main domi-
nant dust species in real protoplanetary discs (Birnstiel et al. 2012).
Small dust is rather expected at large orbital distances and at late
times in the lifetime of the protoplanetary disc (Lambrechts & Jo-
hansen 2014). Under these conditions, which could be fullfilled for
example if the planet migrated outwards or if larger particles are
depleted sooner, the work of Chen & Lin (2018) may be more rel-
evant than the one presented here.
We present the results of two-fluid hydrodynamical sim-
ulations of marginally coupled particles with St > 0.01. Our
simulations assume that one generation of planets has already
formed. The significant solid-to-gas ratio that we assume is already
above the threshold for planetesimal formation by the streaming
instability for certain cases (Carrera et al 2015; Yang et al 2017).
While a fraction of that mass should indeed be transformed into
macroscopic bodies, most will likely remain in the form of pebbles
and dust, and it is that component that we simulate. It is indeed
expected that mm-cm pebbles remain present in the region of giant
planet formation over the whole lifetime of the protoplanetary disc
(Lambrechts & Johansen 2014). We show that in dust-rich discs,
multiple dusty eddies can form at the separatrix of a low-mass
planet as a result of the Rossby Wave Instability (RWI; Lovelace et
al. 1999; Li et al. 2000). We find that significant concentrations of
solids can be formed, which may promote planetesimal formation.
We briefly evaluate the impact of including self-gravity and the
effect of planet migration. The formation of vortices is delayed
due to the inward migration of the planet, but finally occurs once a
strong positive torque exerted by the pebbles become high enough
to stop migration.
The paper is organized as follows. In Sect. 2, we describe the
hydrodynamical model and the initial conditions that are used in
the simulations. In Sect. 3, we present the results of our two-fluid
numerical simulations. In Sect. 4, we discuss the impact of our re-
sults on the planet orbital evolution. We conclude in Sect. 5.
2 THE HYDRODYNAMIC MODEL
2.1 Two-fluid model
We consider a razor-thin, isothermal protoplanetary disc model and
make use of a two-fluid approach to follow the evolution of the
gas and solid particles. These are treated as a pressureless fluid,
and we expect this approximation to be valid for Stokes numbers
St . 0.5 (Hersant 2009). For the solid component, the equations for
the conservation of mass and momentum are given by:
∂Σp
∂t
+ ∇ · (ΣpV) = 0 (1)
∂V
∂t
+ (V · ∇)V = −∇Φ − V − v
τ
(2)
whereas those corresponding to the gas component are given by:
∂Σ
∂t
+ ∇ · (Σv) = 0 (3)
∂v
∂t
+ (v · ∇)v = −∇P
Σ
− ∇Φ − Σp
Σ
v − V
τ
(4)
where Σp is the solid surface density, V the pebble velocity , Σ the
gas surface density, P the gas pressure and v the gas velocity. In
the previous expressions, Φ is the gravitational potential which in-
cludes the contributions from the star and planet, the indirect poten-
tial that results from the fact that the frame centred onto the central
star is not inertial, and eventually the self-gravity of the gas and
solid components. τ is the friction time that we will parametrize
through the Stokes number St = Ωkτ, where Ωk is the keplerian
angular velocity. This implies that the strength of the dust-gas cou-
pling is fixed throughout the numerical domain. In a more realistic
case of Epstein drag with fixed particle size, the stopping time is
proportional to the gas density, so that particles will become loosely
coupled if they eventually fall in a gas gap. Anticipating the discus-
sion about the results of the simulations later in the paper (see Sect.
3), we however note that in this work, the gas remains only weakly
perturbed because only low-mass planets are considered, with max-
imum perturbations that are of the order of 15 − 20% in our refer-
ence calculation with St = 0.1 (see Sect. 3.2). Therefore, adopting
a fixed Stokes number appears to be a reasonable assumption.
A steady-state solution to the previous equations can be found
assuming that both the azimuthal and radial velocities difference
δvφ between the gas and solid particles are much smaller than the
bakground velocity that includes the effect of a pressure gradient in
the disc (Nakagawa et al. 1986). Neglecting all second-order terms
in δvφ, one can find that at steady-state, the radial and azimuthal
components of the pebble velocity must satisfy:
VR =
St
(1 + 2) + St2
∆v (5)
Vφ =
1 + 
2((1 + )2 + St2)
∆v (6)
while those for the gas are given by:
vR = − St
(1 + 2) + St2
∆v (7)
vφ =
1
2(1 + )
(
1 +
St2
(1 + )2 + St2
)
∆v (8)
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with
∆v =
1
ΣΩk
∂P
∂r
= h2vk(2 f + s − 1) = −ηvk (9)
Here, η = h2(1 − s − 2 f ), where f is the flaring index, s
the power-law index of the gas surface density profile, and h the
disc aspect ratio. At steady-state, the previous expressions for the
gas and dust velocities must also satisfy the continuity equations
∂R(ΣpRVR) = 0 and ∂R(ΣRvR) = 0, which implies that the surface
density profile is also completely determined, and with a power-law
index such that s + 2 f + 1/2 = 0.
2.2 Numerical method
Simulations were performed using the GENESIS (De Val-Borro
et al. 2006) code which solves the equations governing the disc
evolution on a polar grid (R, φ) using an advection scheme based
on the monotonic transport algorithm (Van Leer 1977). It uses the
FARGO algorithm (Masset 2000) to avoid time step limitation due
to the Keplerian velocity at the inner edge of the disc, and was re-
cently extended to follow the evolution of a solid component that
is modelled assuming a pressureless fluid. Momentum exchange
between the particles and the gas is handled by employing the
semi-analytical scheme presented in Stoyanovskaya et al. (2018).
This approach enables considering arbitrary solid concentrations
and values for the Stokes number, and is therefore very well suited
for looking for solutions of non-stationary problems. Tests of the
numerical method to handle the momentum transfer between gas
and dust are presented in Appendix A. The code also includes a
module to calculate the self-gravitational potential Φsg of the solid
and gas components by solving the Poisson equation:
∇2Φsg = 4piG(Σ + Σp) (10)
using a Fast Fourier Transform (FFT) method (Binney &
Tremaine 1987; Baruteau & Masset 2008). In order to take into
account the effect of the finite disc thickness, the gravitational po-
tential for the gas is smoothed out using a softening length rs,g = bR
with b = 0.7h (Muller & Kley 2012) whereas the softening length
for the dust rs,d is set to rs,d = 0.1rs,g (see Sect. 3.5 for details).
The computational units that we adopt are such that the unit of
mass is the central mass M∗, the unit of distance is the initial semi-
major axis ap of the planet and the gravitational constant is G=1.
To present the results of simulations we use the planet orbital pe-
riod as the unit of time. For most of the simulations presented here,
we use NR = 848 radial grid cells uniformly distributed between
Rin = 0.4 and Rout = 1.8, and Nφ = 2000 azimuthal grid cells; but
we also considered a few models with double resolution to check
the convergency of our results.
In the limit of tightly dust particles with St → 0, the dust+gas
disc tends to behave as a single fluid with reduced sound speed. As
a consequence, the effective scale height H˜ of the dusty gas is also
smaller, and is given by (Lin & Youdin 2017):
H˜ =
H√
1 + 
, (11)
Our standard resolution is such that H˜ is resolved by (21, 11) cells
in the radial and azimuthal directions respectively for our fiducial
run with  = 1 and h = 0.05 (see Sect. 2.3). It is important that H˜ is
accurately resolved because we expect the Rossby Wave Instability,
which plays an important role in this work in the development of
vortices, to have typical radial wavelenght of the order of H˜.
We also note that in the model where self-gravity is taken into
account, we employed a logarithmic radial spacing, as required by
the FFT method of Binney & Tremaine (1987)
To avoid wave reflection at the edges of the computational do-
main, we employ damping boundary conditions (de Val-Borro et
al. 2006), using wave killing zones for R > 1.6 and R < 0.5 where
the surface density and velocities for the dust and gas components
are relaxed toward their initial values.
2.3 Initial conditions
Gas component– We consider locally isothermal disc models
that have a constant aspect ratio h = 0.05. The initial disc surface
density is Σ = Σ0(R/Rp)s , where Σ0 = 5 × 10−4 is the initial sur-
face density at the position of the planet and where the power-law
index is set to s = −1/2 so that the constraint s + 2 f + 1/2 = 0
(see Sect. 2.1) is fullfilled. Assuming that the radius Rp = 1 in the
computational domain corresponds to 5.2 AU, such a value for Σ0
would correspond to a disc equivalent to the MMSN and containing
0.02M∗ of gas material inside to 40 AU. This corresponds to a value
of the Toomre parameter Q = κcs/piGΣ, where κ is the epicyclic
frequency and cs the sound speed, of Q ∼ 25 at the outer edge of
the disc. In simulations where the planet is allowed to migrate, we
also considered surface densities that are reduced by factors of 2,
4, 8. Because we focus on inviscid discs, no kinematic viscosity is
employed in all the runs presented here.
Dust component– The initial dust surface density is such that
the initial solid-to-gas ratio (or metallicity)  = Σp/Σ is constant
throughout the disc, with  = 0.01, 0.5, or 1. Regarding the Stokes
number, our fiducial run has St = 0.1 but we also considered parti-
cles with St = 0.01, 0.5.
For a given set of input parameters (St, ), velocities for both the
gas and solid components can then be initiated using Eqs. 5 to Eqs
8.
Planet– We consider a planet with star-to-planet mass ratio
of q = 5 × 10−6 and whose initial semimajor axis is ap = 1. For
this value of q, the standard resolution that is employed is such that
the half-width of the horseshoe region xs ∼ 1.1ap
√
q/h ∼ 0.01ap
(Paardekooper et al. 2010), is resolved by ∼ 7 grid cells, which is
sufficient for the relative error on the corotation torque to be less
than 10% (Masset 2002). Moreover, we have h/q1/3 > 1 so that
the thermal criterion for gap opening (Lin & Papaloizou 1993) is
not satisfied and the planet is not expected to significantly alter the
background gas surface density profile. Although for most cases
the planet evolves on a fixed circular orbit, we performed a few
runs in which the planet is allowed to migrate in order to estimate
the impact of planet migration on our results. In any case, the
planet gravitational potential is smoothed over a smoothing length
of rs,p = 0.4H(ap) which for simplicity is chosen to be the same for
both the gas and dust fluids. Since the smoothing length accounts
for the vertical stratification of the disc, adopting a smaller
smoothing length for the dust than for the gas would be a more
appropriate choice. This is worthwhile to notice because as the
instability described in this paper is excited in the horseshoe region
of the planet whose width depends on the adopted smoothing
length (Paardekooper et al. 2010), it may be partly controlled by
the softening.
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Figure 1. Top: Streamlines and relative surface density perturbation of peb-
bles at Time=50 for St = 0.1 and for solid-to-gas ratios of  = 0.01 (Left)
and  = 1 (Right). Bottom: Corresponding relative gas surface density per-
turbation and gas streamlines.
3 RESULTS
3.1 Impact of the dust feedback
We begin the discussion of the simulation results by describing the
impact of taking into account the effect of the particle backreaction
onto the dynamics. For St = 0.1 particles, we compare in Fig.
1 the perturbed solid and gas surface densities for the two cases
 = 0.01 and  = 1. The distribution of pebbles (upper panel)
in the case with  = 0.01 agrees fairly well with the results
of Benı`tez-Llamblay & Pessah (2018), revealing an overdense
inner wake resulting from scattering in the vicinity of the planet;
together with an overdense region just behind the planet, and
inside which solids can accumulate. Pebble dynamics, however,
is very different in the case with  = 1 where the effects of the
pebble backreaction are important. Here, overdense rings develop
at the separatrix between some closed librating and circulating
streamlines, as clearly revealed by the few streamlines that are
overplotted in Fig. 1. We remark that the pitch angle betwen the
iso-contours of the pebble surface density and the streamlines
can be quite large, which suggest that the streamlines can differ
from the actual particle trajectories. Nevertheless, close inspection
of the upper right panel of Fig. 1 reveals that there is clear trend
for the surface density at the downstream separatrix to be higher
than at the upstream separatrix. This results from the reduced
drift rate, which makes most of the particles pass very close to
the planet before being scattered at the downstream separatrices.
Such scattering of pebbles at the downstream separatrix can be
also clearly identified in the hydrodynamical simulations including
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Figure 2. Streamlines and relative surface density perturbation of pebbles at
Time=50 for a simulation St = 0.1, solid-to-gas ratio of  = 1 corresponding
to a thicker disc with h ∼ 0.07. This model has therefore an effective scale
height such that H˜/R=0.05.
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Figure 3. Left: Azimuthally averaged profile of the pebble surface density
at Time=50 for St = 0.1 and for different values of the solid-to-gas ratio
. Right: Corresponding azimuthally averaged profiles of the generalized
potential vorticity.
particles of Morbidelli & Nesvorny (2012, see their Figure 5). The
overdense stream at the front (resp. rear) side of the downstream
separatrix then approaches the planet from the rear (resp. front),
created thereby the two overdense rings that are observed. We
remark in passing that for tightly coupled particles, the sound
speed is reduced due to dust loading which, by analogy with
the classical gap-opening process in a gas disc, may favor ring
formation due to stronger non-linear effects. To clearly isolate
the effect of taking into account the effect of disc feedback, we
illustrate in Fig. 2 pebble dynamics resulting from a calculation
with h = 0.07 but where the smoothing length of the planet was
kept similar to the case with h = 0.05. For  = 1, this model has
effective aspect ratio h˜ = h/
√
2 = 0.05, almost equivalent to the
model with h = 0.05 and  = 0.01 and presented in top left panel
of Fig. 1. Ring formation is again clearly at work for this model,
despite exhibiting weaker overdensities compared to the case with
h = 0.05 and  = 1. This highlights the major role played by the
c© 2014 RAS, MNRAS 000, 1–??
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dust feedback and finite dust/gas coupling in ring formation.
Turning back to Fig. 1, we see that, compared to the solid
component, the gas distribution (lower right panel) remains
relatively unperturbed. Another difference is that for the pebbles,
the librating region is located at the rear of planet whereas for the
gas, it is located in front of the planet. This simply occurs because
the gas flows outward as a result of the particle feedback.
In a baroclinic gas disc, it is interesting to note that large en-
tropy gradients can exist at the downstream separatrices of a low-
mass planet due to advection of entropy, giving rise to a corotation
torque exerted on the planet (Masset & Casoli 2009). In the invis-
cid limit, such large entropy gradients can also be responsible for
the formation of vortices at these outgoing separatrices, and this
has been reported in previous numerical simulations (Baruteau &
Masset 2008; Paardekooper et al. 2010). Vortex formation in that
case results from the RWI, which is expected to develop at entropy
extrema of a gas disc. In a dusty gas disc, we expect the RWI to
be rather triggered at extrema of the dust-to-gas ratio  because the
effective entropy of a gas+dust mixture is a function of , as shown
by Lin & Youdin (2017). From the above discussion, we therefore
expect the separatrix to be a favored location for the RWI as a result
of ring formation. More precisely, it is expected the development of
the RWI to occur at extrema of the generalized potential vorticity
(PV), which is defined as (Lin & Youdin 2017):
V = κ
2
2Ω(Σ + Σp)
(
1 +
Σp
Σ
)2
(12)
Fig. 3 shows the profiles of the pebble surface density and
generalized PV at Time=50 for various values of the initial solid-
to-gas ratio. We see that there is a clear trend for the amplitude
of the pebble density bump to increase with solid-to-gas ratio, as
a consequence of a weaker gas drag. A shallow dip in the pebble
surface density profile is also clearly visible, and which results from
the loss through radial drift of material located in between the two
rings. The locations of the two pebble rings correspond to the two
maxima that are present in the generalized PV profile, and which
therefore appear as favored locations for the growth of the RWI.
3.2 Evolution for St = 0.1 particles
For the fiducial simulation with St = 0.1 and  = 1, Fig. 4 shows
the evolution of the dust (top panel) and gas (bottom panel) compo-
nents. Using Eq. 5, the radial mass flux of solids at the location of
the planet is approximately given by M˙p = 2piRVRΣp ∼ piRΣpStηvk
for this model, which would correspond to M˙ ∼ 0.03 M⊕/yr in
our units. Consistently with the previous discussion about the
RWI in dusty discs, this instability is found to develop at the
planet separatrix, with multiple dusty eddies forming at early
times. We remark that in the pure gas case without self-gravity, the
most unstable azimuthal wavenumber for the RWI is m ∼ 3 − 5
whereas much higher-m is favored in the dusty case here. Also,
the length scales appear much smaller than the gas scale height,
which is probably due to the sharp gradients that are present in the
generalized PV profile (see right panel in Fig. 3). Interestingly, the
gas remains only weakly impacted during the early growth stage of
the instability, although small-scale vortices can be distinguished
in the panel corresponding to the gas distribution at Time=100.
For this run and for different values of the metallicity as well,
we show in the upper panel of Fig. 5 the time evolution of the
maximum of the solid-to-gas ratio max. For  > 0.5, this figure in-
dicates exponential growth for max, before it saturates to max ∼ 50.
Increase in dust-to-gas ratio can occur because small-scale vortices
correspond to local pressure maxima that might therefore be
able to further trap pebbles. A process that can also lead to an
increase in max is related to the fact that dusty eddies with lower
solid-to-gas ratio drift more rapidly in the azimuthal direction and
can catch up with vortices with slightly higher solid-to-gas ratio.
In that sense, the mecanism that is at work here can be similar to
what happens in the context of the streaming instability, where dust
clumps are able to collect more inward-drifting dust particles. This
is suggested by comparing the Time=100 and Time=150 panels
in the top row of Fig. 4, where we see that dusty clumps tend
to concentrate into larger-scale structures. The reorganization of
dusty clumps into large structures is also evident when examining
the Time=600 panel. At that time, dusty eddies have concentrated
into dense filaments, which might eventually form bound clusters
of particles in presence of self-gravity. Again, the formation
of such azimuthally extended structures is a generic outcome
of the streaming instability (Johansen & Youdin 2007) or the
Kelvin-Helmoltz instability with St = 1 dust particles (Johansen et
al. 2006).
The lower panel of Fig. 5 shows for the fiducial run the evolu-
tion of max at different radius bins. It reveals that the instability at
the separatrix tends to propagate inward. This arises due the com-
bined effect of clumping plus radial drift which causes the inner
edge of the gap to progressively migrate inward. Turning back to
the Time=600 panel in Fig. 4, this feature can be clearly observed
by inspecting the distribution of solids at that time. Here, the inner
edge of the pebble gap appears to be located at R ∼ 0.85 whereas
the outer edge of the gap is at R ∼ 1.05. Such an asymmetric gap
would have potential important consequences on the dust torques
felt by the planet. In can be indeed reasonably expected that the
outer disc would provide the main contribution to the torques in
that case, resulting in the inward migration of the planet. There is
also a slight trend for the outer edge of the gap to move outward, al-
though much more slowly because of particles drifting inward from
the outer disc.
Regarding the gas component, an interesting feature is that at late
times, the gas surface density is much higher inside the orbit the
planet, whereas the outer disc tends to be gas-depleted (see middle-
right panel of Fig. 4) . This occurs because within the pebble gap,
the feedback onto the gas is reduced so that the outward drift ve-
locity of the gas there is smaller than the velocity of the gas located
outside of the gap. In the inner (resp. outer) disc, this consequently
results in an accumulation (resp. depletion) of gas at the inner (resp.
outer) edge of the gap.
3.3 Evolution as a function of Stokes number
In this section we present the results of simulations with St =
0.01, 0.5 aimed at examining how the linear and saturated stages of
the instability depend on the Stokes number. The maximum value
of the solid-to-gas ratio max as a function of time is shown in Fig.
6. For each model, exponential growth of max is observed, with
an associated growth rate that increases with Stokes number. This
is not surprising since it is expected pebble capture to be more effi-
cient for particles with St ∼ 1 that undergo significant gas drag than
for particles with St ∼ 0.01 that are more coupled to the gas. For
St = 0.01, the saturated value for max is very similar to that found
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Figure 4. Top row: Evolution of the relative pebble surface density perturbation for the run with St = 0.1 and  = 1. Middle row: Evolution of the relative gas
surface density pertubation. Bottom row: Evolution of the generalized potential vorticity.
in the run with St = 0.1, although a different mode of evolution
was found in that case, as can be observed in the sequence shown
in Fig. 7. Compared to the simulation with St = 0.1, the Time=400
panel of the pebble surface density reveals that only a few vortices
are formed at the planet separatrix, but with a larger radial size. Ex-
trapolating down to smaller values of the Stokes number, we would
expect that a large, single vortex to be eventually formed in the limit
of small dust grains with St → 0, which would be consistent with
the results of Chen & Lin (2018). From the pebble surface density
profile that is plotted for each model in the left panel of Fig.9, it
appears that this arises because the width of the separatrix tends
to increase as the Stokes number decreases, resulting in a weaker
bump in the generalized PV profile (see right panel of Fig. 9). We
note that increase in the separatrix width is associated with a de-
crease in the half-width of the horseshoe region xs. For St = 0.01 ,
xs ∼
√
q/h ∼ 0.01 whereas we find for St = 0.5 xs ∼ 2.5RH ∼ 0.03,
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where RH is the planet Hill Radius, which is consistent with the val-
ues reported by Benitez-Llambay & Pessah (2018). As a result of
a larger separatrix width, the evolution of the system for St = 0.01
is in some way less violent compared to the case with St = 0.1,
involving in particular the formation of a massive vortex that traps
pebbles until max ∼ 50. We see that dust capture at vortex center
leads to an exponential growth in max, consistently with the results
of Surville et al. (2016). The dynamics of pebbles in the vicinity of
the vortex is illustrated in Fig. 8. Crossing orbits seem not to play
an important role for this value of the Stokes number, which vali-
dates our two-fluid approach, at least for this case. Here, saturation
arises once the amount of trapped particles is high enough to make
the vorticity inside the vortex decrease, causing subsequently the
local capture of particles to become less efficient. This is illustrated
in the top panel of Fig. 10 where are plotted the azimuthally aver-
aged pressure and vorticity profiles at different times. We see that
the pressure bump at the location of the vortex is not significantly
altered despite the accumulation of particles, which implies that
the outward gas flow due to particle feedback does not significantly
flatten the pressure bump (Taki et al. 2016), at least at early evolu-
tion times. However, the upper right panel of Fig. 10 suggests that
the main consequence of dust trapping is a decrease in the vortex
vorticity. This can be confirmed by examining the joined time evo-
lution of the pressure maximum and Rossby number Ro at vortex
center, with:
Ro =
ez · (∇ ∧ (v − RΩkeφ))
2Ωk
(13)
and which are displayed in the bottom panel of Fig. 10. The
rossby number initially decreases as the vortex strengthens, until
it reaches a minimum value of Ro ∼ −0.2 at Time=800, and is
then observed to weaken. However, it is interesting to note that
the pressure maximum still increases between Time=800 and
Time=1000 before subsequently decreasing. The late increase in
the pressure maximum that can be seen at Time=1200 suggests
that this cycle can repeat at later times.
The simulation outcome for St = 0.5 is similar to the case
St = 0.1, with filaments of particles forming in the pebble gap
while gas accumulates inside of the planet orbit. This is illustrated
by the contours of solid and gas surface densities at Time = 375
in Fig. 11. From the time evolution of max in Fig. 6, we see that
the main difference is that much higher values for max are reached
for St = 0.5, with a value of max ∼ 800 obtained at the end of
the run. It is interesting to notice that similar values of max have
been reported in numerical simulations of the streaming instability
(Johansen & Youdin 2007; Bai & Stone 2010). A higher value for
max in the case with St = 0.5 is not too much surprising since i)
the effect of gas drag is almost optimal for this value of the Stokes
number and ii) the generalized PV peak at the separatrix and which
is responsible for seeding the instability is more pronounced in the
case with St = 0.5 (see Fig. 9). We note that we also performed
an additional simulation with St = 5, although the approximation
of a pressureless fluid may break down for such a high value of
the Stokes number (Hersant 2009). Neither onset of the instability
nor vortex formation occured in that case, which suggests that solid
particles need to be moderately coupled to the gas for the instability
to be triggered.
3.4 Effect of resolution
To check the convergence of our results, we performed an addi-
tional simulation for St = 0.1 and  = 1 but with increased resolu-
tion (NR = 1696,Nφ = 4000). A map of the pebble surface density
at Time=50 is shown in the left panel of Fig. 12. Comparing with
that for lower resolution (upper left panel in Fig. 4), we see multiple
dusty eddies already forming at that time at the outer downstream
separatrix for the high resolution case. Thus, increasing the numer-
ical resolution makes the instability be triggered earlier, and this is
confirmed by inspecting max as a function of time in the upper right
c© 2014 RAS, MNRAS 000, 1–??
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Figure 7. Top row: Evolution of the relative pebble surface density perturbation for the run with St = 0.01 and  = 1. Bottom row: Evolution of the relative gas
surface density pertubation.
panel of Fig. 12. This is due to the fact that gradients at the sepa-
ratrix are better resolved (Chen & Lin 2018), as can be observed
in the lower right panel of Fig. 12 which displays the profiles of
the generalized PV function at Time=50 and for both resolutions.
Moreover, we see that the saturated value for max tends to be higher
by a factor of ∼ 2 when doubling the resolution. This is also re-
vealed by looking at the cumulative pebble density distributions in
Fig. 13 and which have been obtained by counting the number of
cells with pebble surface density above a certain value. Again, the
instability that we describe here clearly shares various similarities
with the classical streaming instability for which previous studies
have reported a lack of convergence when using a fluid approach
(Benitez-Llambay et al. 2019). This is because in the non-linear
stage of the instability, the dynamics is dominated by crossing or-
bits such that the fluid approach is prone to fail because of shock
formation (Benitez-Llambay et al. 2019). In the 2D inviscid sim-
ulations presented here, we also expect a lack of convergence due
the small-scale clumps that emerge at high numerical resolution. In
the context of vortices forming at a planetary gap, McNally et al.
(2019) have also found that as the resolution is increased, the de-
creased numerical diffusion can give rise to small-scale scale vor-
tices that can significantly impact the evolution of the system. It can
be reasonably expected similar effects to be at work here, with more
and more clumps emerging at the planet separatrix as the resolution
is increased. Nevertheless, we notice that numerical diffusion due
to finite resolution may not be unrealistic since it could mimic the
residual turbulence/viscosity in the dead zone. Results of viscous
simulations that include a small kinematic viscosity are presented
in Appendix B. In particular, these confirm that inviscid, moderate
resolution calculations produce similar results as high resolution
simulations that include a small level of kinematic viscosity.
3.5 Impact of Self-gravity
An interesting question that emerges from the results of the sim-
ulations is whether the particle overdensities that are formed may
collapse under the influence of self-gravity, giving rise eventually
to the formation of planetesimals. While examining in details the
effect of including self-gravity is beyond the scope of the paper, we
nevertheless performed one run for  = 1 and St = 0.1 and that
includes the self-gravity of both the gas and pebble components.
Because pebbles are considered as a pressureless fluid and since
we deal with an inviscid gas disc, we expect the disc of pebbles to
become gravitationally unstable when self-gravity is included. In a
more realistic disc, it is expected direct gravitational instability in
the dust layer to require dust densities which are orders of magni-
tude larger than roche density (Shi & Chiang 2013), due to effective
pressure stabilization across the thin dust layer. Therefore, it may
c© 2014 RAS, MNRAS 000, 1–??
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Time=50 for  = 1 initially and for different values of the Stokes number St.
Right: Corresponding azimuthally averaged profiles of the generalized po-
tential vorticity. For clarity, each quantity has been normalized by its value
at the inner edge of the disc.
not be easy to induce collapse in practice. Moreover, other instabil-
ities like the Kelvin-Helmholtz (Johansen et al. 2006) or streaming
instabilities (Johansen & Youdin 2007; Bai & Stone 2010) may pre-
vent the dust from settling indefinitely.
In order to bypass growth of the classical gravitational insta-
bility, we therefoe added a pressure term in Eq. 2 for the pebble ve-
locity. This is equivalent to assuming a non-zero velocity dispersion
c and which we set such that c2 = δc2s with δ = 0.01. For this value
of δ, the Toomre parameter for the dust is Qp = κc/piGΣp ∼ 2.5
at the outer edge of the disc. However, we caution the reader that
although the pebble and gas disc are gravitationally stable, the two-
fluid might be unstable to Secular Gravitational Instability (SGI)
due to the gas-dust friction and the self-gravity of gas and dust (e.g.
Takahashi & Inutsuka 2014). For an inviscid disc, the instability
criterion for the dusty disc is given by (Latter & Rosca 2017):
Q .
√
1 +

δ
(14)
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or equivalently:
Qp .
√
 + δ

(15)
For δ = 0.01 and  = 1, this gives Q . 10 and Qp . 1 so that
we do not expect the SGI to be present in our simulations.
In Fig 14 is presented the time evolution of max for the run
including self-gravity. Compared to the case where self-gravity
is discarded, we see that particle concentrations are much more
weaker, with a value of max ∼ 5 at saturation. We note that
this does not occur because of the added extra pressure in the
dust component, since a run performed without self-gravity and
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Figure 13. Cumulative pebble density distributions obtained from the mod-
erate and high-resolution simulations. These have been obtained by count-
ing the number of cells with pebble surface density above a certain value
including this pressure term resulted in a saturated value for max
similar to that inferred from the fiducial calculation. This could
rather possibly occur because in presence of self-gravity, i) vortices
are significantly weakened (Zhu & Baruteau 2016) resulting in a
reduced efficiency of particle trapping and ii) merging of dusty
vortices can be avoided because of mutual horseshoe U-turns (Lin
& Papaloizou 2011) or scattering.
Fig. 15 shows the pebble surface density at Time=300, for
runs with (left panel) and without (right panel) self-gravity. Includ-
ing self-gravity tends to produce narrow rings of particles and spi-
ral structures rather than dense filaments, which suggests that self-
gravity tends to counterbalance the effect of particle feedback. We
note in passing that such multiple dust rings and vortices forming
at either side of the planet gap have also been observed in previ-
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Figure 14. Maximum solid-to-gas ratio max as a function of time (top),
relative to the initial solid-to-gas-ratio 0, for runs that include or discard
the effect of disc self-gravity.
ous studies of Super-Earths in low-viscosity, non self-gravitating
discs. (Dong et al. 2017, 2018). The corresponding surface den-
sity profiles in the bottom panels also reveals a trend for the gap
to be shallower in presence of self-gravity. Compared to the non
self-gravitating case, this implies a higher effective viscosity when
self-gravity is considered, which could be due to additional grav-
itational stresses. The fact that more vortices are produced in that
case also contributes to a shallower gap by providing more trans-
port within the gap region.
4 IMPLICATION FOR PLANET MIGRATION
In this section, we discuss the implication of our results in the con-
text of planet migration. For inviscid discs, previous studies have
demonstrated the important role of the formation of vortices on the
evolution of planets that are massive enough to induce a strong
change in the gas surface density profile (Li et al. 2009; Yu et
al. 2010; McNally et al. 2019). Chen & Lin (2018) have shown
that a low-mass planet embedded in a dusty disc can also undergo
large torque oscillations in the case of strongly coupled dust with
St = 10−3, either due to the formation of a blob in the potential
vorticity for dust-to-gas ratios  ∼ 0.5, or to vortex instability for
higher metallicities.
In the left panel of Fig. 16 we show the gas and pebbles torques
exerted on the planet for the fiducial simulation with St = 0.1 and
 = 1. On average, the gas torque remains negative, with a value
which is close to that corresponding to the Lindblad torque ΓL and
which is given by (Paardekooper et al. 2010):
ΓL = (−0.85 + σ)(q/h˜)2Σa4pΩ2k (16)
where all quantities are evaluated at the location of the planet and
where h˜ = H˜/R, with H˜ given by Eq. 11. This is not surprising
since in an inviscid disc, the corotation torque is expected to cancel
after a few horsehoe libration timescales due to saturation process
( Balmforth & Korycansky 2001). This saturation process requires
typically ∼ 5 libration timescales (e.g. Kley & Nelson 2012) and is
clearly visible in the right panel of Fig. 16 where we show the evo-
lution of the torques in the case where the effect of dust feedback is
not taken into account. Turning back to the left panel of Fig. 16, we
observe, over long timescales , a slight tendency for the amplitude
of the gas torque to decrease with time, due the accumulation of
gas material inside of the planet orbit and which exerts a positive
c© 2014 RAS, MNRAS 000, 1–??
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the torque on the planet (see Time=500 panel in the middle row of
Fig. 4). Compared to the gas torque, the pebble torque exhibits a
much more erratic behaviour. Before the RWI sets in, we see that
the pebble torque is negative because i) the rear side of the down-
stream separatrix which exerts a negative torque on the planet tends
to be overdense compared to the rest of the disc (see Time=50 panel
in the top row of Fig. 4) and ii) part of the corotation region located
ahead of the planet is slightly depleted (see Time=100 panel in the
top row of Fig. 4). At later times, the pebble torque undergoes large
oscillations due to vortex formation, although it remains negative
on average. This occurs because, as mentionned in Sect. 3.2, the
inner edge of the pebble gap continuously moves away from the
planet, resulting in a decrease of the positive torque exerted by the
inner disc. From the evolution of the gas and pebble torques, we
would therefore naively expect the planet migration to be some-
what chaotic due to the interaction of the planet with dusty eddies.
Additional simulations in which the planet is allowed to migrate
as soon as it is introduced demonstrate that in fact this is not nec-
essarily the case. This is illustrated in Fig. 17 where we show the
planet orbital distance rp (bottom panel) as a function of time for
runs where the planet is allowed to migrates and that differ by the
surface density of the gas disc. For Σ0 = 5 × 10−4, the planet ini-
tially undergoes a rapid inward migration episode before migration
stops at Time=400 and reverses at Time=800. Examination of the
torques in Fig. 18 clearly reveals that migration is mainly driven by
the pebbles and we display in Fig. 19 maps of the pebble surface
density at different times. Estimating the planet drift rate a˙p from
Fig. 18 together with the pebble drift velocity Vrel results in a rela-
tive drift speed beween the planet and the dust of vrel ∼ 0.3a˙p, cor-
responding to a relative drift timescale across the horseshoe region
of tdri f t = xs/vrel ∼ 95 orbits. This is shorter than horseshoe libra-
tion timescale tlib ∼ 8piap/3Ωxs ∼ 120 orbits, which implies that
there is a small inward flux of pebbles in the planet corotation re-
gion. Because the migration timescale is short enough for the planet
to cross the horseshoe region over one horseshoe libration time,
the corotation region becomes significantly distorted, particularly
ahead of the planet (see Time=250 panel). However, we remark
that the teardrop shape that is seen does not result from dynam-
ical torques acting on the planet (McNally et al. 2018). This can
be demonstrated by inspecting the (pebble) streamlines which are
plotted at Time=400 in Fig. 20. Here, the trapped tadpole region is
located behind of the planet and is therefore not related to the high
density region forming ahead of the planet. Nevertheless, such a
teardrop-like region is expected to exert a potentially strong posi-
tive torque on the planet. As revealed by the Time=400 panel, this
positive torque increases as the planet migrates because the pebble
surface density within this region becomes higher, although this re-
gion does not correspond to a pressure bump. We checked that this
results from an increase in the amount of pebble material in this
region, possibly coming from pebbles that are scattered at the in-
ner downstream separatrix and which become subsequently trapped
ahead of the planet due to migration. This occurs up to a point
in time where the positive torque exerted by this region becomes
high enough to stop migration. Subsequent evolution consists in
the planet evolving on a constant trajectory with almost fixed semi-
major axis for ∼ 400 orbits, which is a sufficient period of time
to trigger vortex instability at the inner edge of the planet separa-
trix. Vortex formation induces excitation of the planet eccentricity
and subsequently leads to the rapid outward migration of the planet
(McNally et al. 2019). Interestingly, this episode of outward migra-
tion appears to be sustained because i) the flow of pebbles across
the orbit of the planet has a positive feedback on migration because
pebbles that are scattered inwards exert a positive torque on the
planet and ii) there is an underdense librating region at the trailing
side of the planet which has a negative feedback on migration. This
suggests that under certain conditions that we will examine in more
details in a future paper, a low-mass planet migrating in a dusty
disc might be subject to strong dynamical torques (Paardekooper
2014; Pierens 2015) from the solid component. Interestingly, the
Time=900 panel shows that although the planet has migrated out-
ward to rp ∼ 1.05, elongated structures typical of the instability that
we described in this paper have been formed and evolve in a com-
mon gap centered at 0.7 < R < 0.8. This could have important ob-
servation implications because it suggests that planet-induced dust
gaps need not contain planets. Multiple rings and isolated vortices
can also be observed in the region 0.8 < R < 1.05, which is consis-
tent with the results of McNally et al. (2019) who found that mul-
tiple rings and vortices can persist long after the planet has passed.
This episod of fast ouward migration is not observed to occur in
simulations adopting a lower surface density, although these con-
firm that the migration of the planet tends to delay the onset of the
instability. Reduction of the disc mass by a factor of 2 resulted in
the planet migration to be almost stalled as the instability is rapidly
c© 2014 RAS, MNRAS 000, 1–??
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Figure 16. Left: gas and pebble torques as a function of time for the run
with St = 0.1 and  = 1. Right: same but in the case where the impact of
dust feedback is not considered. We note that here, the planet evolves on a
fixed orbit.
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Figure 17. Planet orbital distance as a function of time for runs with
St = 0.1 and  = 1 and in which the planet is allowed to migrate. The filled
area is enclosed between the two curves corresponding to the time evolution
of the planet pericenter and apocenter.
triggered and propagates away from the planet orbit (see Sect. 3.2).
Generally speaking, we expect the evolution outcome to depend
significantly on the value for the pebble flux across the corotation
region and therefore on the value for the disc surface density. In the
case of an inward migrating planet with a drift speed much smaller
that the pebble radial velocity, pebbles can catch up with the planet
and can exert a positive torque when they are scattered inward by
the planet. Such an effect would be even more pronounced for a
planet migrating outwards. We will examine in more details the ef-
fect of varying the pebble mass flux in a future paper.
5 CONCLUSIONS
We have presented a series of two-fluid hydrodynamical simu-
lations of low-mass planets embedded in inviscid protoplanetary
discs and interacting with inward drifting pebbles. The discs that
we considered have relatively high solid-to-gas ratio  > 0.5, which
0 200 400 600 800 1000
Time
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
2.0
2.5
To
rq
ue
×10−4 St = 0.1; ǫ = 1
Pebble torque
Gas torque
Figure 18. Gas and pebble torques as a function of time for the run where
the planet is allowed to migrate and with Σ0 = 5 × 10−4.
might represent the typical conditions expected in the innermost
parts of the disc as a result of dust feedback or magneto-thermal
winds. Our main conclusion is that dusty vortices can develop
through the Rossby Wave Instability (RWI) at the planet separatrix
between librating and circulating streamlines, where extrema in the
generalized potential vorticity profile can exist. Depending on the
value for the Stokes number, different evolution outcomes are ob-
tained. In the case with St = 0.01, a single vortex that captures
pebbles is formed at the planet separatrix. Accumulation of solids
inside the vortex proceeds until the maximum dust-to-gas ratio sat-
urates at max ∼ 50 once the amplitude of the Rossby number at
vortex center starts to decrease. For pebbles with Stokes numbers
St = 0.1, 0.5, however, multiple dusty vortices are formed at the
planet separatrix. These dusty clumps have enhanced dust-to-gas
ratio such that they orbit slower and suffer reduced radial drift com-
pared to rest of solid particles. As a consequence, pebbles can catch
up with these dusty clumps, which can lead to a further increase in
the solid-to-gas ratio. For St = 0.1 increase in the solid-to-gas ratio
of approximately two orders of magnitude is obtained, whereas we
find an enhancement in the solid-to-gas ratio of ∼ 103 for pebbles
with St ∼ 0.5 that are marginally coupled to the gas. For this range
of Stokes numbers, the instability that is triggered at the separatrix
shares similarities with the classical streaming instability. In par-
ticular, we find that the non-linear stage of the instability consists
of multiple azimuthally extended structures (or filaments) orbiting
in a gas-depleted disc. The main difference between these two in-
stabilities is that the radial wavelength of the instability developing
at the planet separatrix is typically a fraction of the pressure scale
height Hg whereas the one corresponding to the streaming instabil-
ity is 10−4 − 10−3 Hg.
We examined the issue of whether the azimuthally structures that
are formed through this process may collapse to form planetesimals
by considering the effect of self-gravity. We showed that including
self-gravity leads in fact to lower solid-to-gas ratios enhancements,
possibly because self-gravity is known to weaken vortices and/or
prevent vortex merging via mutual horseshoe U-turns. In that case,
elongated structures are not produced but we rather observe narrow
rings of solids forming at either side of the planet orbit, and with a
clear trend for dust gaps to be shallower. This would suggest that
dust gaps are shallower in younger, more massive discs. The pre-
cise impact of including self-gravity has however to be investigated
in more details, and this will be the subject of a future study.
We also found that the dusty vortices forming at the separatrix of a
low-mass planet can play a significant role on its orbital evolution.
For a planet held on a fixed orbit, the torques induced by the peb-
c© 2014 RAS, MNRAS 000, 1–??
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Figure 19. Evolution of the relative pebble surface density perturbation for the run with St = 0.1 and  = 1 but in which the planet is allowed to migrate
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Figure 20. Streamlines and relative surface density perturbation of pebbles
at Time=250 for the simulation in which the planet is allowed to migrate.
bles indeed exhibit large amplitude oscillations as a result of the
instability. In the case where the planet is allowed to migrate in a
disc with mass corresponding to the MMSN, however, we find that
vortex formation is delayed as a consequence of the planet drift,
which is rapid enough to significantly distort the corotation region.
A high density of solid material instead forms ahead of the planet,
which exerts a positive torque and causes migration to be halted.
This allows the vortex instability to set in, while the planet is ob-
served to undergo an episode of rapid outward migration possibly
due to dynamical torques. Interestingly, this occurs while a dust gap
is forming inside the planet orbit. A related consequence to this re-
sult is that planetary dust gaps may not necessarily contain planets
if these migrated away. In that case, a dust gap would rather form at
the location where the planet migration reversed and may still con-
tain dust clumps as vestiges of disc-planet interactions. For much
lower disc masses, however, we find an almost stalled migration
due to the rapid onset of the instability at planet separatrix.
An important caveat of this work is the use of a fluid approach to
study the non-linear stage of the instability, which corresponds to a
regime that can be dominated by crossing orbits. In this regime, the
fluid approach may not be applicable due to shock formation and it
would therefore be valuable to confirm or refute our findings using
a more appropriate method based on Lagrangian particles (Bai &
Stone 2010). Moreover, the resolution that we adopted in our simu-
lations is not high enough to examine potentially important effects
that might occur within the vortex core. For example, it has been
shown that a vortex can be destroyed by a dynamical instability due
to the effect of dust feedback and that can occur once the solid den-
sity within its core becomes comparable to the gas density (Fu et al.
2014; Crnkovic-Rubsamen et al; Raettig et al. 2015). In that case,
such a process could play an important role on the non-linear out-
come of the vortex instability presented here. On the other hand,
recent work (Lyra et al. 2018) suggests that the pebble backreac-
tion does not destroy vortices when adopting a 3D setup, because
pebbles alter the vortex structure only in the disc midplane in that
case. Clearly, more work is required, eventually using 3D simula-
tions, to evaluate the consequences on planetesimal formation and
planet migration of forming dusty vortices at the separatrix of a
low-mass planet. Moving to a 3D setup would also allow to evalu-
ate the consequences of a solid-to-gas ratio that varies with height
as a consequence of dust settling.
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APPENDIX A: RADIAL DRIFT PROBLEM
Here, we show that our implementation of the method to solve the
momentum transfer between the dust and gas accurately reproduces
the steady-state solutions given by Eq. 5-8. For this test, the disk ex-
tends from Rin = 1 to Rout = 10 and we use NR = 512 uniformly
distributed grid cells. The initial conditions are similar to those pre-
sented in the main text, namely the initial gas surface density profile
has power-law index s = −1/2 and the aspect ratio is constant with
h = 0.05. Again, we use damping zone near the boundaries where
the velocities and densities are relaxed to their initial value. Here,
the buffer region extends from R = 1.0 to R = 1.31 at the inner
boundary while it is located in the range 7.65 < R < 10 at the outer
boundary. For this test, we considered pebbles with Stokes number
St = 0.1 (corresponding to the value adopted in the reference run
presented in the main text) and two values for the dust-to-gas ratio
namely  = 0.01, 1. For this radial drift problem, we compare in
Fig. A1 the dust and gas radial velocities obtained from our calcu-
lation with the corresponding analytical solutions given by Eqs. 5
and 7. Very good agreement is obtained in each case, which vali-
dates the numerical method used in this work.
APPENDIX B: RESULTS FOR SIMULATIONS WITH
NON-ZERO KINEMATIC VISCOSITY
In the inviscid limit that we considered in this paper, the numeri-
cal dissipation may significantly affect our results, such that these
could be dependent on the adopted resolution. Here, we present
the results of additional simulations that employ a non-zero value
for the kinematic viscosity. The aim is to study the dependence of
the results when changing the dissipation in a controlled manner.
For this set of runs, we adopted parameters corresponding to the
reference simulation with St = 0.1 and 0 = 1, but varied the vis-
cosity in the range 10−7 6 ν 6 10−8 at two grid resolutions with
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Figure A1. Radial velocity of the dust and gas components for runs aimed
at testing the method to solve the momentum transfer between dust and gas
through the radial drift problem. Analytical solutions given by Eqs. 5 and 7
are plotted with solid line while numerical simulations are displayed with
colored symbols.
(NR,Nφ) = (848, 2000) and (NR,Nφ) = (1696, 4000). The time evo-
lution of max for these runs is presented in Fig. B1. At both grid
resolutions, growth of max is not observed for ν = 10−7, which is
equivalent to a viscous stress parameter α = 4 × 10−5. This im-
plies that the instability really requires a nearly laminar disc, sim-
ilarly to the classical streaming instability which needs typically
α . 10−5 (e.g. Auffinger & Laibe 2017). For kinematic viscosi-
ties with ν 6 5 × 10−8, however, the instability is triggered at both
grid resolutions, with an increased growth rate and higher saturated
value of max as the viscosity is decreased. For clarity, we do not
show the evolution of max for the inviscid simulations that we pre-
sented in the main text but comparison with the results for ν = 10−8
clearly reveals that the linear and non linear stages of the instability
proceed very similarly in both cases, and for the two grid resolu-
tions that we adopted. Thus, we estimate the numerical visosity to
be close to ∼ 10−8. More importantly, we see that the evolution
of max in the high resolution run with ν = 2 − 3 × 10−8 is close
to that inferred from the moderate resolution, inviscid calculation.
This suggests that the inviscid moderate resolution runs that we
presented in the paper are equivalent to high-resolution simulations
with a low level of kinematic viscosity ν = 2 − 3 × 10−8.
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Figure B1. Maximum solid-to-gas ratio max as a function of time, rel-
ative to the initial solid-to-gas ratio 0 = 1, for different levels of kine-
matic viscosity. Dashed lines correspond to moderate resolution runs with
(NR,Nφ) = (848, 2000) whereas solid lines are for high resolution simula-
tions with (NR,Nφ) = (1696, 4000).
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