A framework for multi-label exploratory data analysis: ML-EDA by Carvalho, Victor Augusto Moraes et al.
  Universidade de São Paulo
 
2014-09
 
A framework for multi-label exploratory data
analysis: ML-EDA
 
 
Latin American Computing Conference, 40th, 2014, Montevideo.
http://www.producao.usp.br/handle/BDPI/48600
 
Downloaded from: Biblioteca Digital da Produção Intelectual - BDPI, Universidade de São Paulo
Biblioteca Digital da Produção Intelectual - BDPI
Departamento de Ciências de Computação - ICMC/SCC Comunicações em Eventos - ICMC/SCC
A Framework for Multi-label
Exploratory Data Analysis: ML-EDA
Victor Augusto Moraes Carvalho, Newton Spolaoˆr, Everton Alvares Cherman, Maria Carolina Monard
Laboratory of Computational Intelligence
Institute of Mathematics and Computer Science
University of Sa˜o Paulo
Sa˜o Carlos, Brazil
Email: {victor.carvalhoxp,newtonspolaor,evertoncherman}@gmail.com, mcmonard@icmc.usp.br
Abstract—Most supervised learning methods consider that
each dataset instance is associated with a unique label. However,
there are several domains in which the instances are associated
with a set of labels (a multi-label). An alternative to investigate
properties of multi-label data and their relationship with the
learning performance consists in exploratory data analysis. This
approach aims to obtain a better understanding of the data
by using different techniques, most of them related to graphic
representations. This work proposes ML-EDA, a framework for
multi-label exploratory data analysis, which is publicly available
in the Internet. The framework has been designed considering
extensibility and maintainability as its main goals. Moreover,
ML-EDA can directly process, among others, the information
provided by MULAN, a framework for multi-label learning fre-
quently used by the community. Some of the ML-EDA facilities
are illustrated using benchmark multi-label datasets, highlighting
its use as an additional resource to investigate multi-label data.
keywords—multi-label learning; publicly available framework;
data visualization; Model-View-Controller; PHP; R
I. INTRODUC¸A˜O
Um conjunto expressivo de algoritmos de aprendizado
supervisionado considera que cada exemplo do conjunto de
exemplos esta´ associado a um u´nico ro´tulo (monorro´tulo) [1],
[2]. Pore´m, ha´ uma grande gama de aplicac¸o˜es, como anotac¸a˜o
de mı´dias [3], bioinforma´tica [4], minerac¸a˜o na web [5]
e categorizac¸a˜o de mu´sicas em emoc¸o˜es [6], nas quais os
exemplos esta˜o associados a um conjunto de ro´tulos. Esse tipo
de exemplos e´ denominado multirro´tulo [7].
A Ana´lise Explorato´ria de Dados (AED) consiste em uma
abordagem que busca um melhor entendimento dos dados por
meio do uso de distintas te´cnicas, a maioria delas envolvendo
visualizac¸a˜o gra´fica [8], [9], [10], [11]. AED e´ promissora no
estudo de dados multirro´tulo, podendo ser u´til para auxiliar
na compreensa˜o das caracterı´sticas dos conjuntos de dados
submetidos ao aprendizado multirro´tulo e na compreensa˜o
de como essas caracterı´sticas podem auxiliar na escolha do
algoritmo de aprendizado mais adequado para construir classi-
ficadores com bom desempenho. A principal te´cnica utilizada
na AED e´ a visualizac¸a˜o gra´fica, o que se justifica, dentre
outros motivos, pela maneira rica de examinar os dados, a
qual complementa outras te´cnicas de ana´lise de dados.
Embora essa abordagem tem sido bastante explorada em
dados monorro´tulo, ainda e´ necessa´rio explora´-la melhor para
dados multirro´tulo. Para auxiliar nessa tarefa, neste traba-
lho e´ proposto o framework Multi-label Exploratory Data
Analysis (ML-EDA), o qual esta´ publicamente disponı´vel
em http://sites.labic.icmc.usp.br/ml-eda. O framework conte´m
me´todos e ferramentas para apoiar a AED multirro´tulo e foi
projetado com a intenc¸a˜o de ser expansı´vel e manutenı´vel, o
que e´ importante no desenvolvimento de sistemas em geral.
Pretende-se, por meio dos me´todos desenvolvidos no ML-
EDA, auxiliar o usua´rio a visualizar e identificar caracterı´sticas
relevantes desses dados e sua influeˆncia em algoritmos de
aprendizado multirro´tulo.
O restante deste trabalho esta´ organizado da seguinte
maneira: nas Sec¸o˜es II e III sa˜o descritos, respectivamente,
conceitos do aprendizado multirro´tulo e de ana´lise explorato´ria
de dados, bem como alguns exemplos de gra´ficos da literatura.
Na Sec¸a˜o IV, sa˜o abordados o funcionamento do framework e
aspectos relacionados a` sua flexibilidade e capacidade de ex-
pansa˜o, bem como uma ilustrac¸a˜o da ferramenta desenvolvida
neste trabalho em quatro conjuntos de dados multirro´tulo. A
conclusa˜o do trabalho e´ apresentada na Sec¸a˜o V.
II. APRENDIZADO MULTIRRO´TULO
Aprendizado de ma´quina e´ uma a´rea de Inteligeˆncia Ar-
tificial que tem como objetivo o desenvolvimento de te´cnicas
computacionais para a aquisic¸a˜o automa´tica de conhecimento
utilizando exemplos ou experieˆncias observadas [12], [2].
A maioria dos me´todos de aprendizado supervisionado
considera que cada um dos exemplos do conjunto de exemplos
esta´ associado a um valor da classe, em outras palavras, esta
associado a um u´nico ro´tulo. Nesse caso, o aprendizado e´
chamado aprendizado monorro´tulo. Entretanto, existem va´rios
domı´nios de aplicac¸a˜o nos quais os exemplos esta˜o associados
a um conjunto de ro´tulos. Esse tipo de exemplos e´ denominado
multirro´tulo [7]. Por exemplo, em classificac¸a˜o de textos, um
documento pode pertencer simultaneamente a mais de um
to´pico, como informa´tica e agricultura. No diagno´stico me´dico,
um paciente pode apresentar caˆncer ao mesmo tempo em que
tambe´m apresenta diabetes. Em bioinforma´tica, a classificac¸a˜o
multirro´tulo e´ aplicada na predic¸a˜o das func¸o˜es de genes,
devido ao fato que um gene pode influenciar em mais de
uma func¸a˜o simultaneamente. Outra aplicac¸a˜o e´ a classificac¸a˜o
de mu´sicas em emoc¸o˜es. Nesse caso, uma mu´sica pode ser
caracterizada por mais de uma emoc¸a˜o como calma, feliz,
energe´tica, entre outras.
Devido a` crescente gama de aplicac¸o˜es compostas por
exemplos multirro´tulo, a quantidade de pesquisas relacionadas
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ao aprendizado multirro´tulo tem incrementado nos u´ltimos
anos [13]. A seguir, sa˜o introduzidos alguns conceitos, medidas
de avaliac¸a˜o e abordagens de aprendizado multirro´tulo.
A. Definic¸o˜es
Para a tarefa de aprendizado monorro´tulo, a entrada do
algoritmo consiste de um conjunto de N exemplos Ei,
com i = 1, ..., N , escolhidos de um domı´nio com uma
distribuic¸a˜o D fixa, desconhecida e arbitra´ria, da forma
{(x1, y1), ..., (xN , yN )} para alguma func¸a˜o desconhecida
y = f(x). Os xi sa˜o tipicamente vetores da forma
(xi1, xi2, . . . , xiM ) com valores catego´ricos ou nume´ricos,
tal que xij refere-se ao valor do atributo j, denominado
Xj , para o exemplo Ei, como apresentado na Tabela Ia. Os
valores (ro´tulos) yi referem-se ao valor que o atributo Y ,
frequentemente denominado classe, pode assumir.
Dado um conjunto D de exemplos a um algoritmo de
classificac¸a˜o, um classificador ou modelo H que aproxima f ,
i.e., H(x) ≈ f(x), sera´ induzido. O classificador consiste na
hipo´tese feita sobre a verdadeira (mas desconhecida) func¸a˜o
f . Dado um novo exemplo x, o classificador, ou hipo´tese H ,
prediz o valor correspondente de y.
Assim, na classificac¸a˜o monorro´tulo, cada exemplo Ei esta´
associado a um u´nico valor da classe, o qual e´ o ro´tulo yi
contido no conjunto de ro´tulos L, i.e., yi ∈ L, com |L| > 1.
Quando existem mais de dois valores de classe possı´veis
(|L| > 2), o problema e´ chamado de classificac¸a˜o multiclasse.
Caso o valor de classe seja sim ou na˜o, o problema e´ cha-
mado de classificac¸a˜o bina´ria. Por outro lado, na classificac¸a˜o
multirro´tulo, um exemplo pode estar associado a mais de um
ro´tulo simultaneamente, i.e., um exemplo Ei esta´ associado a
um conjunto de ro´tulos Yi. O exemplo Ei e´ representado da
forma (xi, Yi), onde Yi ⊆ L, Yi 6= ∅ e L = {y1, y2, y3, . . . , yq}
e´ o conjunto dos q = |L| ro´tulos simples que participam dos
multirro´tulos Yi, i = 1..N , como representado na Tabela Ib.
Tabela I. EXEMPLOS ROTULADOS NO FORMATO ATRIBUTO-VALOR.
X1 X2 . . . XM Y
E1 x11 x12 . . . x1M y1
E2 x21 x22 . . . x2M y2
...
...
...
. . .
...
...
EN xN1 xN2 . . . xNM yN
(a) Monorro´tulo
X1 X2 . . . XM Y
E1 x11 x12 . . . x1M Y1
E2 x21 x22 . . . x2M Y2
...
...
...
. . .
...
...
EN xN1 xN2 . . . xNM YN
(b) Multirro´tulo
A principal diferenc¸a entre aprendizado multirro´tulo e
aprendizado monorro´tulo e´ que os ro´tulos no conjunto de
ro´tulos no aprendizado multirro´tulo esta˜o frequentemente cor-
relacionados, enquanto que os possı´veis valores da classe
(ro´tulos) no aprendizado monorro´tulo sa˜o mutuamente exclu-
sivos.
Dado um conjunto de exemplos D e´ importante distinguir,
pelo menos1, os seguintes dois conjuntos utilizados no pro-
cesso de aprendizado:
• A partir do conjunto de treinamento Dtr, os algorit-
mos de aprendizado constroem os classificadores, ou
seja, os exemplos desse conjunto sa˜o “vistos” pelo
algoritmo de aprendizado durante a construc¸a˜o do
modelo.
• O conjunto de teste Dte e´ utilizado para avaliar
o classificador construı´do e, portanto, na˜o deve ser
apresentado ao algoritmo de aprendizado durante a
construc¸a˜o do classificador. Idealmente Dte∩Dtr = ∅.
B. Me´todos de aprendizado multirro´tulo
Diversos me´todos de aprendizado multirro´tulo tem sido
propostos e podem ser categorizados de diversas maneiras [7].
Uma categorizac¸a˜o simples [13] organiza me´todos em dois
grupos:
• Me´todos de transformac¸a˜o do problema convertem
o conjunto de dados multirro´tulo em um ou mais
conjuntos monorro´tulo. Apo´s a transformac¸a˜o, algo-
ritmos tradicionais de classificac¸a˜o sa˜o utilizados para
a resoluc¸a˜o do(s) problema(s) monorro´tulo separada-
mente. Por fim, resultados monorro´tulo podem ser
combinados para obter a classificac¸a˜o multirro´tulo.
• Me´todos de adaptac¸a˜o do algoritmo realizam aprendi-
zado em conjuntos de dados multirro´tulo diretamente,
i.e., sem transformar o conjunto de dados. Em va´rios
casos, esses algoritmos sa˜o adaptac¸o˜es de me´todos
para aprendizado monorro´tulo.
A ideia principal dos me´todos de transformac¸a˜o do pro-
blema e´ ajustar os dados ao algoritmo, enquanto que os
me´todos de adaptac¸a˜o do algoritmo ajustam o algoritmo aos
dados [13]. Os me´todos Binary Relevance (BR) e Binary
Relevance k Nearest Neighbor (BRkNN) exemplificam, respec-
tivamente, os dois grupos.
C. Avaliac¸a˜o de classificadores multirro´tulo
Medidas convencionais de avaliac¸a˜o do desempenho do
aprendizado monorro´tulo, como Acura´cia, F-Measure e A´rea
sob a curva ROC [14], consideram que a predic¸a˜o de um
exemplo pode ser correta ou incorreta. Entretanto, a avaliac¸a˜o
do aprendizado multirro´tulo deve tambe´m levar em conta
predic¸o˜es parcialmente corretas, i.e., predic¸o˜es nas quais
apenas uma parte dos ro´tulos verdadeiros esta´ contida no
multirro´tulo (conjunto de ro´tulos) predito, exigindo medidas
especı´ficas para esse problema [7], [15], [16]. Ale´m disso,
medidas de avaliac¸a˜o multirro´tulo estimam o desempenho
do aprendizado conforme distintos aspectos teo´ricos [13], os
quais podem ser explicita ou implicitamente otimizados pelos
algoritmos de aprendizado. Assim, a avaliac¸a˜o de classifica-
dores multirro´tulo deveria considerar mu´ltiplas medidas ao
inve´s de focar apenas na(s) medida(s) sendo otimizada(s) pelo
algoritmo.
1No caso de otimizac¸a˜o de paraˆmetros de um algoritmo, um terceiro
conjunto, denominado conjunto de validac¸a˜o, e´ necessa´rio.
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Medidas de avaliac¸a˜o multirro´tulo para avaliar a qualidade
da classificac¸a˜o podem ser organizadas como medidas ba-
seadas em exemplo e baseadas em ro´tulo [13]. As medidas
baseadas em exemplo avaliam a performance do classificador
em cada exemplo do conjunto de teste Dte separadamente e
retornam o valor me´dio desses valores no conjunto de teste.
Por outro lado, as medidas baseadas em ro´tulo avaliam a
performance do classificador em cada ro´tulo separadamente
e retornam a macro/micro averaged em todos os ro´tulos do
conjunto de teste. Medidas de ambos tipos sa˜o descritas a
seguir de acordo com notac¸o˜es utilizadas pela comunidade de
aprendizado multirro´tulo.
1) Medidas de avaliac¸a˜o baseadas em exemplo: Como de-
finido na Sec¸a˜o II-A, seja D um conjunto de dados constituı´do
por N exemplos (xi, Yi), com i = 1 . . . N , Yi ⊆ L e Yi 6= ∅
o conjunto de ro´tulos verdadeiros (multirro´tulo) do i-e´simo
exemplo. H e´ um classificador multirro´tulo gerado utilizando
o conjunto de treinamento Dtr que prediz o multirro´tulo
Zi = H(xi) para um dado xi do conjunto de teste Dte.
As seguintes medidas de avaliac¸a˜o consideram a diferenc¸a
entre o multirro´tulo verdadeiro (Yi) e o predito (Zi) associados
a cada um dos exemplos do conjunto de teste Dte. O valor das
medidas varia no intervalo [0, 1].
A medida Hamming Loss (HL), definida pela Equac¸a˜o 1,
baseia-se na distaˆncia de Hamming entre os conjuntos Yi e
Zi, denotada por ∆, onde ∆ corresponde ao operador lo´gico
XOR (diferenc¸a sime´trica) entre Yi e Zi. Assim, Hamming
Loss considera tanto o caso da na˜o predic¸a˜o de um ro´tulo que
deveria ser predito, quanto a predic¸a˜o de um ro´tulo que na˜o
deveria ser predito. Ao contra´rio das demais medidas baseadas
em exemplo, quanto menor for o valor de Hamming Loss,
melhor e´ a classificac¸a˜o. O valor o´timo da medida 0 (zero)
ocorre quando a distaˆncia de Hamming e´ 0, i.e., quando Yi =
Zi ∀ i.
Hamming Loss(H,Dte) =
1
|Dte|
|Dte|∑
i=1
|Yi∆Zi|
|L| . (1)
A medida Subset Accuracy (SAC) e´ definida pela
Equac¸a˜o 2, onde I(verdadeiro) = 1 e I(falso) = 0.
Assim, Subset Accuracy somente considera predic¸o˜es total-
mente corretas, semelhante a` medida Acura´cia para avaliac¸a˜o
monorro´tulo.
SubsetAccuracy(H,Dte) =
1
|Dte|
|Dte|∑
i=1
I(Zi = Yi). (2)
A medida Accuracy (AC), definida pela Equac¸a˜o 3, consiste
na adaptac¸a˜o da acura´cia usada na avaliac¸a˜o do aprendizado
monorro´tulo. A Accuracy considera os acertos ao predizer
ro´tulos presentes no multirro´tulo Yi, bem como o erro que
ocorre ao na˜o predizer ro´tulos em Yi. Em outras palavras,
essa medida apresenta alto valor quando ha´ va´rios ro´tulos em
comum entre os multirro´tulos Yi e Zi.
Accuracy(H,Dte) =
1
|Dte|
|Dte|∑
i=1
|Yi ∩ Zi|
|Yi ∪ Zi| . (3)
A medida Precision (PC), definida pela Equac¸a˜o 4, con-
sidera quantos ro´tulos preditos tambe´m pertencem ao mul-
tirro´tulo verdadeiro Yi, i.e., verifica se os ro´tulos preditos esta˜o
no multirro´tulo Yi. Se todos os ro´tulos preditos atendem essa
condic¸a˜o (Zi ⊆ Yi), o valor da medida e´ ma´ximo (igual a 1).
Precision(H,Dte) =
1
|Dte|
|Dte|∑
i=1
|Yi ∩ Zi|
|Zi| . (4)
A medida Recall (RL), definida pela Equac¸a˜o 5, leva em
conta a quantidade de ro´tulos verdadeiros que foram preditos
em Zi. Se todos os ro´tulos verdadeiros esta˜o contidos no
conjunto de ro´tulos preditos (Yi ⊆ Zi), o valor da medida
e´ ma´ximo (igual a 1).
Recall(H,Dte) =
1
|Dte|
|Dte|∑
i=1
|Yi ∩ Zi|
|Yi| . (5)
A medida F-Measure (FM), definida pela Equac¸a˜o 6,
calcula a me´dia harmoˆnica entre as medidas de avaliac¸a˜o
Precision e Recall em busca de equilı´brio.
F -Measure(H,Dte) =
1
|Dte|
|Dte|∑
i=1
2|Yi ∩ Zi|
|Zi|+ |Yi| . (6)
2) Medidas de avaliac¸a˜o baseadas em ro´tulo: Essas me-
didas dissecam o processo de avaliac¸a˜o dos algoritmos em
medidas separadas para cada ro´tulo, e enta˜o combinam esse
valor dentre todos os ro´tulos.
Os valores da classe em um problema de classificac¸a˜o
bina´ria monorro´tulo sa˜o, geralmente, denominados sim (po-
sitiva) e na˜o (negativa). Uma maneira natural de avaliar esses
classificadores e´ por meio dos valores de VP , FP , FN e
VN , os quais correspondem, respectivamente, a` quantidade de
verdadeiros/falsos2 positivos/negativos de um total de |Dte| =
VP + FP + FN + VN exemplos do conjunto de teste Dte.
Em func¸a˜o desses valores, as medidas de avaliac¸a˜o de
classificac¸a˜o bina´ria Precision (PC), Recall (RL), F-Measure
(FM) e Accuracy (AC) sa˜o definidas, respectivamente, pelas
Equac¸o˜es 7, 8, 9 e 10.
2Se um exemplo cuja classe verdadeira e´ positiva e´ classificado como
positivo, ele e´ denominado verdadeiro positivo (VP ). Caso a classe verdadeira
seja negativa e ele for classificado como positivo, ele e´ denominado falso
positivo (FP ). Notac¸a˜o similar e´ utilizada no caso dos exemplos negativos.
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PC(H,D) =
TP
TP + FP
. (7)
RL(H,D) =
TP
TP + FN
. (8)
FM(H,D) =
2TP
2TP + FP + FN
. (9)
AC(H,Dte) =
VP + VN
N
(10)
A partir dessas medidas, e´ possı´vel definir as duas me-
didas de avaliac¸a˜o baseadas em ro´tulo descritas a seguir [7],
[17]. Essas medidas consideram L = {y1, y2, . . . , yq} ro´tulos
que participam dos multirro´tulos e uma medida de avaliac¸a˜o
da classificac¸a˜o bina´ria, denotada por B(VP , VN , FP , FN ) e
calculada em func¸a˜o de uma matriz de confusa˜o. Seja VPyi ,
FPyi , VNyi e FNyi o nu´mero de verdadeiros/falsos positi-
vos/negativos do classificador bina´rio para o ro´tulo yi do
conjunto de ro´tulos L.
• A medida Macro-averaged (Bmacro), definida pela
Equac¸a˜o 11, calcula uma medida de avaliac¸a˜o bina´ria
para cada ro´tulo separadamente e enta˜o retorna a
me´dia dentre todos os ro´tulos. Bmacro e´ influenciada
por todos os ro´tulos da mesma maneira, de modo
que o desempenho em ro´tulos pouco frequentes ganha
relevaˆncia.
Bmacro(H,Dte) =
1
q
q∑
i=1
B
(
VPyi , FPyi , VNyi , FNyi
)
. (11)
• A medida Micro-averaged (Bmicro), definida pela
Equac¸a˜o 12, soma os valores das q matrizes de con-
fusa˜o antes de aplicar a medida de avaliac¸a˜o bina´ria.
Bmicro e´ influenciada pela distribuic¸a˜o de frequeˆncia
de ro´tulos, sendo dominada pelo desempenho obtido
em ro´tulos mais frequentes.
Bmicro(H,Dte) = B
(
q∑
i=1
VPyi ,
q∑
i=1
FPyi ,
q∑
i=1
VNyi ,
q∑
i=1
FNyi
)
.
(12)
Conceitualmente, as medidas macro-averaged assumem
igual peso para os ro´tulos e as micro-averaged assumem
igual peso para os exemplos. Ale´m disso, elas verificam a
Equac¸a˜o 13.
ACmacro(H,Dte) = ACmicro(H,Dte). (13)
III. ANA´LISE EXPLORATO´RIA DE DADOS
A ana´lise explorato´ria de dados consiste em uma abor-
dagem que busca um melhor entendimento dos dados por
meio do uso de distintas te´cnicas, a maioria delas envolvendo
visualizac¸a˜o gra´fica [18], [8], [9], [10], [11]. A prioridade
da AED em te´cnicas para visualizac¸a˜o gra´fica se justifica,
dentre outros motivos, porque essas te´cnicas oferecem uma
maneira rica de examinar os dados que pode na˜o ser obtida
por outras te´cnicas de ana´lise. Ao oferecer uma maneira
orientada de analisar os dados, a AED apresenta-se como
mais abrangente que um simples conjuntos de te´cnicas para
visualizac¸a˜o. A orientac¸a˜o fornecida pelo AED contribui para
conhecer melhor, por exemplo, quais caracterı´sticas dos dados
esta˜o sendo investigadas e como elas podem ser interpretadas.
Um diferencial da AED em relac¸a˜o a outras abordagens
consiste no foco na ana´lise dos dados representativos de um
problema. Apo´s a aplicac¸a˜o da AED e´ possı´vel, por exemplo,
indicar me´todos de aprendizado potencialmente apropriados
para um determinado conjunto de dados. Ale´m disso, os
conjuntos de dados necessitam atender poucas ou nenhuma
suposic¸a˜o para serem investigados pela ana´lise explorato´ria
de dados. Uma caracterı´stica adicional e´ que as te´cnicas da
AED sa˜o tratadas com um cara´ter subjetivo, pois exigem a
participac¸a˜o de pesquisadores para a interpretac¸a˜o de seus
resultados.
A. Visualizac¸a˜o de Dados
Um objetivo da a´rea de visualizac¸a˜o de dados e´ apresentar
os dados de va´rias maneiras e permitir diferentes modos de
interac¸a˜o, procurando prover diversas viso˜es de conjuntos de
dados e auxiliar na ana´lise explorato´ria.
As te´cnicas de visualizac¸a˜o de dados podem ser classifi-
cadas de diversas maneiras, considerando diferentes crite´rios,
tais como o objetivo da tarefa a ser executada, a estrutura do
conjunto de dados a ser observada, a dimensa˜o dos dados a
serem exibidos, entre outros. Considerando o objetivo da tarefa
a ser executada, pode-se classificar a visualizac¸a˜o em [19]:
• Visualizac¸a˜o de explorac¸a˜o, na qual o usua´rio tem
pouco ou nenhum conhecimento sobre os dados vi-
sualizados e, geralmente, na˜o sabe exatamente o que
esta´ procurando. Sendo assim, torna-se necessa´rio um
ambiente dinaˆmico, no qual deve ser permitido ao
usua´rio interagir com os gra´ficos gerados e alterar suas
caracterı´sticas, de modo a tornar visı´vel padro˜es ou
tendeˆncias dos dados.
• Visualizac¸a˜o de confirmac¸a˜o, na qual o usua´rio tem
uma hipo´tese a ser testada e utiliza algum tipo de
gra´fico para confirmar (ou na˜o) essa hipo´tese. Nesse
caso, o ambiente para visualizac¸a˜o e´ mais esta´vel e
previsı´vel, uma vez que o usua´rio sabe o que procura.
• Visualizac¸a˜o de produc¸a˜o, na qual o usua´rio tem uma
hipo´tese validada, sabe exatamente o que deve ser
apresentado e busca melhores maneiras de representa´-
la graficamente.
Te´cnicas simples de visualizac¸a˜o, como gra´ficos de linha,
de coordenadas paralelas e de coordenadas paralelas circulares,
sa˜o comumente utilizadas para conjuntos de dados rotulados
por produzir representac¸o˜es gra´ficas de fa´cil interpretac¸a˜o.
Esses gra´ficos podem ser adaptados para analisar simultane-
amente va´rios ro´tulos que participam dos multirro´tulos.
Tambe´m sa˜o u´teis os gra´ficos de dispersa˜o (scatterplots),
os quais sa˜o gerados marcando-se pontos no espac¸o 2D ou
3D, em que cada eixo do espac¸o representa um atributo do
conjunto de dados. Os pontos podem ainda ser coloridos de
maneira a indicar o valor de um outro atributo, tal como o
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ro´tulo do exemplo. Uma maneira comum de visualizar esse
tipo de gra´fico e´ por meio de uma matriz de gra´ficos de
dispersa˜o (scatterplot matrix), a qual e´ construı´da gerando-
se, em uma matriz, todos os gra´ficos de dispersa˜o possı´veis,
combinando os atributos do conjunto de dados dois a dois (no
caso de um gra´fico 2D) ou treˆs a treˆs (no caso de um gra´fico
3D) considerando um u´nico ro´tulo.
No caso multirro´tulo, e´ interessante representar a relac¸a˜o
entre dois atributos (Xi, Xj), i 6= j, i = 1..M , j = 1..M ,
para os diversos ro´tulos yi ∈ L. Um dos problemas de se
criar uma matriz de gra´ficos de dispersa˜o e´ que, em um
conjunto de dados com M atributos, quando o espac¸o for 2D,
sera˜o gerados M2 gra´ficos para cada monorro´tulo, e quando
for 3D, M3 para cada monorro´tulo. Ou seja, M2 × |L| e
M3 × |L| respectivamente, no caso de conjuntos de dados
multirro´tulo. Isso torna invia´vel a gerac¸a˜o da matriz completa
para conjuntos de dados com elevado nu´meroM de atributos e
de monorro´tulos |L| que participam dos multirro´tulos. Nesses
casos, a gerac¸a˜o da matriz pode ser realizada por demanda do
usua´rio.
A visualizac¸a˜o de dados multirro´tulo pode ser enriquecida
ainda por mapas de correlac¸a˜o. Cada ro´tulo yk e´ representado
por uma coluna k e por uma linha k em uma matriz quadrada
de ordem q = |L|. Uma ce´lula (k, w) nessa matriz esta´
associada a` correlac¸a˜o, calculada por meio de um coeficiente,
entre os ro´tulos yk e yw. Dada a correlac¸a˜o entre todos os pares
de ro´tulos em um conjunto de dados, e´ possı´vel colorir o mapa
baseando-se na intensidade da correlac¸a˜o em cada ce´lula. Cada
nı´vel de intensidade esta´ associado com uma determinada cor,
de modo a possibilitar a identificac¸a˜o visual de ro´tulos com
correlac¸a˜o positiva, por exemplo. Na Figura 1 e´ apresentado
um mapa de correlac¸a˜o utilizado na literatura de aprendizado
multirro´tulo [20].
Figura 1. Exemplo de um mapa de correlac¸a˜o para um conjunto de dados
multirro´tulo com q = 39 ro´tulos [20]
Especificamente para o estudo de dados multirro´tulo, e´
possı´vel identificar na ana´lise explorato´ria de dados grupos
de te´cnicas de visualizac¸a˜o gra´fica potencialmente u´teis. Um
desses grupos oferece suporte para o estudo de problemas
multivariados, isto e´, com mu´ltiplas varia´veis de resposta. Cada
uma dessas varia´veis poderia ser uma classe do problema
multirro´tulo. Uma te´cnica representativa desse grupo consiste
no star plot, o qual tambe´m e´ denominado radar plot, spider
chart e polar chart. Ferramentas como o R [8], [21] sa˜o
apropriadas para a gerac¸a˜o desse tipo de gra´fico.
Na literatura identifica-se, por exemplo, o uso desse gra´fico
para estudar a correlac¸a˜o entre ro´tulos [22]. Nesse trabalho
se calcula um coeficiente de correlac¸a˜o entre dois ro´tulos de
interesse e os demais ro´tulos em cada conjunto de dados mul-
tirro´tulo. Os gra´ficos gerados permitem verificar semelhanc¸as
entre esse coeficiente de correlac¸a˜o e relac¸o˜es entre ro´tulos.
Na Figura 2 e´ apresentado um dos star plots que foram
gerados nesse trabalho com os ro´tulos de interesse Buil-
ding (construc¸a˜o) e Government Leader (lı´der governamental).
E´ possı´vel observar que o ro´tulo Building apresenta forte
correlac¸a˜o com conceitos de um cena´rio urbano, como Road
(rodovia), sugerindo que o coeficiente pode estar associado a
uma relac¸a˜o semaˆntica. Tambe´m se indica no gra´fico a regia˜o
a partir da qual o coeficiente de correlac¸a˜o e´ positivo.
Figura 2. Star plot que reflete um coeficiente de correlac¸a˜o entre ro´tulos de
interesse e outros ro´tulos em um conjunto de dados multirro´tulo [22]
Outro grupo de visualizac¸a˜o importante envolve te´cnicas
para problemas univariados, isto e´, com uma u´nica varia´vel
de resposta. Uma te´cnica representativa desse contexto corres-
ponde ao histograma, o qual e´ oferecido em ferramentas como
o Weka [23] para o estudo de dados monorro´tulo. Esse gra´fico
tambe´m pode ser u´til no contexto multirro´tulo para estudar a
frequeˆncia de exemplos para cada ro´tulo simples e por nu´mero
de ro´tulos, como realizado em [20].
Uma maneira alternativa para representar problemas uni-
variados potencialmente u´til para analisar dados multirro´tulo
consiste no boxplot [24], o qual exibe graficamente cinco
valores de uma determinada distribuic¸a˜o: valores mı´nimo e
ma´ximo, primeiro, segundo e terceiro quartis. Em particular,
os treˆs quartis dividem os pontos de dados da distribuic¸a˜o em
quatro partes de mesmo tamanho (em termos de nu´mero de
pontos), sendo que o segundo quartil e´ tambe´m a mediana
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da distribuic¸a˜o. Na literatura de aprendizado multirro´tulo, o
boxplot tem sido usado, por exemplo, para representar a
distribuic¸a˜o das frequeˆncias de cada ro´tulo simples [25], [26],
tal que cada ponto representa o nu´mero de exemplos de um
ro´tulo. Nesse exemplo, ilustrado na Figura 3, para conjuntos de
dados com 1000 exemplos, e´ possı´vel observar que nenhuma
frequeˆncia de ro´tulo e´ superior a 500 exemplos (ou 50% do
nu´mero de exemplos) nos conjuntos de dados A e B.
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Figura 3. Boxplot para distribuic¸a˜o de frequeˆncias de ro´tulos em conjuntos
de dados multirro´tulo com 1000 exemplos [25]
B. Medidas de Complexidade dos Dados
Te´cnicas aplicadas conforme a ana´lise explorato´ria de
dados podem ser u´teis para um estudo detalhado de medidas
de complexidade dos dados. Essas medidas refletem aspectos
intrı´nsecos dos dados, como caracterı´sticas geome´tricas da
distribuic¸a˜o de classes, os quais esta˜o relacionados a` difi-
culdade de um problema de classificac¸a˜o [27], [28]. Um
melhor entendimento da complexidade presente em conjuntos
de dados multirro´tulo pode contribuir para melhorias no apren-
dizado multirro´tulo. Adicionalmente, medidas propostas origi-
nalmente para aprendizado monorro´tulo podem ser utilizadas
para aprendizado multirro´tulo a partir de algumas adaptac¸o˜es.
Um aspecto importante a ser considerado pelos algoritmos
de aprendizado multirro´tulo e´ a explorac¸a˜o da dependeˆncia
de ro´tulos [13]. A ana´lise dos dados por meio de algumas
medidas pode auxiliar na categorizac¸a˜o dessas dependeˆncias.
Exemplos de medidas que influenciam nessa ana´lise, descritas
a seguir, tratam de informac¸o˜es como o nu´mero de exemplos
multirro´tulo e a quantidade de ro´tulos de cada exemplo [7].
A Cardinalidade de Ro´tulo (CR) representa a me´dia do
nu´mero de ro´tulos distintos que participam do multirro´tulo de
cada exemplo. Essa medida e´ independente da quantidade de
ro´tulos simples que participam dos resultados — Equac¸a˜o 14.
Quanto maior a cardinalidade, maior a caracterı´stica mul-
tirro´tulo do conjunto de dados.
A Densidade de Ro´tulo e´ obtida ao normalizar CR pela
quantidade de ro´tulos, ou seja, e´ uma medida do valor me´dio
da quantidade de ro´tulos que sa˜o de fato utilizados em relac¸a˜o
ao conjunto possı´vel de ro´tulos. Portanto, 1|L| ≤ DR(D) ≤ 1,
pois todos os exemplos devem ter ao menos um ro´tulo —
Equac¸a˜o 15.
CR(D) =
1
|D|
|D|∑
i=1
|Yi|. (14)
DR(D) =
1
|D|
|D|∑
i=1
|Yi|
|L| . (15)
Ambas as me´tricas esta˜o relacionadas por CR(D) =
|L|DR(D).
Ha´ outras informac¸o˜es esclarecedoras para a AED, tais
como a frequeˆncia de interac¸a˜o de grupos de ro´tulos simples.
Essas informac¸o˜es sa˜o importantes para analisar, por exemplo,
a dependeˆncia de ro´tulos no aprendizado multirro´tulo [29],
[30], [31].
IV. Framework
Na Figura 4 encontra-se esboc¸ada a ideia geral da fer-
ramenta desenvolvida, a qual tambe´m utiliza algumas das
informac¸o˜es fornecidas pelo Mulan [32], uma biblioteca livre
para apoio ao aprendizado multirro´tulo utilizada pela comuni-
dade. O propo´sito do framework ML-EDA e´, a partir de dados
fornecidos pelo usua´rio, retornar visualizac¸o˜es adequadas a
esse contexto.
Figura 4. Framework para ana´lise explorato´ria de dados multirro´tulos
Para tal, a ferramenta conta com uma interface web cons-
truı´da com o uso da linguagem livre PHP [33], cujo intuito e´
fornecer uma experieˆncia simples e intuitiva ao usua´rio. Assim,
a interface web guia o usua´rio na escolha da representac¸a˜o
gra´fica desejada a partir de dados multirro´tulos de entrada,
ale´m de outras opc¸o˜es — Sec¸a˜o IV-A.
Os dados de entrada em questa˜o consistem, para a maioria
dos tipos de representac¸a˜o gra´fica, do conjunto de dados
multirro´tulo a ser analisado, no formato utilizado pelo Mulan.
Visualizac¸o˜es que utilizem dados na˜o inclusos nesse formato
teˆm como entrada arquivos que seguem formato especı´fico —
Sec¸a˜o IV-B.
A visualizac¸a˜o dessas informac¸o˜es, que e´ o aspecto central
do projeto, foi elaborada utilizando as facilidades gra´ficas do
R [34], uma poderosa linguagem e ambiente de desenvolvi-
mento baseado em co´digo livre, principalmente para ca´lculos
estatı´sticos e gerac¸a˜o de gra´ficos. Portanto, o framework
desenvolvido conta com uma ferramenta de visualizac¸a˜o de
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dados multirro´tulo que gera representac¸o˜es gra´ficas de acordo
com as especificac¸o˜es fornecidas pelo usua´rio — Sec¸a˜o IV-C.
Essas representac¸o˜es sa˜o retornadas ao usua´rio para download
atrave´s da interface web e, em geral, possuem formato PDF e
consistem de imagens vetoriais.
Outro aspecto levado em considerac¸a˜o no projeto e´ a capa-
cidade de extensa˜o do framework, pois e´ importante que novas
funcionalidades que atendam as necessidades dos usua´rios
possam ser implementadas futuramente — Sec¸a˜o IV-D.
A estrutura interna do framework desenvolvido e´ represen-
tada na Figura 5. Note a presenc¸a do software R, o qual e´
utilizado para gerar as representac¸o˜es gra´ficas.
Figura 5. Estrutura interna do framework ML-EDA
A. Interface com o usua´rio
Uma interface intuitiva que maximize o auxı´lio ao usua´rio
na visualizac¸a˜o de dados multirro´tulo foi o requisito central
na elaborac¸a˜o do projeto da interface e funcionamento do
framework. Desse modo, o usua´rio e´ instruı´do a respeito das
funcionalidades do framework, bem como das possibilidades
de entradas e saı´das de dados.
Com o intuito de simplificar a tarefa de encontrar a
representac¸a˜o gra´fica adequada, o usua´rio e´ direcionado para
uma pa´gina em que e´ instruı´do a escolher o formato do arquivo
de entrada com o qual esta´ trabalhando, geralmente arquivos
ARFF e XML do Mulan — Figura 6. Em seguida, sa˜o exibidas
as categorias que conte´m representac¸o˜es adequadas para aquele
formato — Figura 7 — e, apo´s a escolha, as representac¸o˜es
gra´ficas associadas — Figura 8. Categoria Histograma e a
representac¸a˜o Histograma de frequeˆncia de ro´tulos, por exem-
plo, e´ uma configurac¸a˜o possı´vel.
Em seguida, o usua´rio e´ redirecionado para a pa´gina que
permite personalizar essa representac¸a˜o, cabendo a ele, se
desejado, escolher o tı´tulo, detalhes dos eixos do gra´fico e
outras configurac¸o˜es especı´ficas. Ale´m disso, nessa pa´gina o
usua´rio fornece a entrada de dados multirro´tulo — Figura 9. O
usua´rio enta˜o confirma as informac¸o˜es, permitindo que o PHP
execute rotinas como a chamada a` ferramenta desenvolvida
em R, para que, finalmente, retorne o usua´rio a representac¸a˜o
gra´fica em PDF ou num formato compactado no caso de saı´da
de mu´ltiplos arquivos.
Figura 6. Pa´gina de escolha do formato de entrada.
Figura 7. Pa´gina escolha da categoria de representac¸a˜o.
Figura 8. Pa´gina de escolha da representac¸a˜o gra´fica final.
Figura 9. Etapa 4: Personalizac¸a˜o e entrada de dados.
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Ale´m dessa opc¸a˜o para encontrar a representac¸a˜o adequada
para seus dados, tambe´m pode ser utilizada a Busca Avanc¸ada.
Atrave´s dela, o usua´rio restringe a busca a determinados tipos
de entrada, categorias e/ou tags relacionadas a` informac¸a˜o de-
sejada – por exemplo, tags ”frequeˆncia”, ”atributos”, ”ro´tulos”,
”correlac¸a˜o”e ”medidas”. O usua´rio tem a liberdade de filtrar
a busca de acordo com suas prefereˆncias, por meio de quantos
campos e valores desejar, de acordo com as opc¸o˜es disponı´veis
de representac¸o˜es — Figuras 10 e 11. Ao efetuar a busca,
as representac¸o˜es gra´ficas que se enquadram nos filtros sa˜o
exibidas para escolha — Figura 12.
Figura 10. Exemplo de uso de mu´ltiplos filtros no formula´rio de Busca
Avanc¸ada.
Figura 11. Menu drop-down para escolha de filtros no formula´rio de Busca
Avanc¸ada.
Figura 12. Exemplo de resultados da Busca Avanc¸ada.
B. Entrada de dados
Como mencionado anteriormente e esboc¸ado na Figura 13,
o framework conta com diferentes formatos de entrada de
dados. Um deles e´ realizado por meio de arquivos no formato
do Mulan, no qual o conjunto de dados e´ especificado por
meio de dois arquivos. O primeiro e´ um arquivo XML no
qual devem estar especificados os nomes dos atributos e dos
ro´tulos que participam dos multirro´tulos, bem como, se for o
caso, a hierarquia entre esses ro´tulos. Os valores dos atributos
e multirro´tulos de cada exemplo devem estar especificados em
um segundo arquivo, do tipo ARFF, o qual tem um formato
padra˜o que permite compartilhar dados com outros sistemas de
aprendizado, tais como o Weka para aprendizado monoro´tulo.
Figura 13. Entrada e saı´da de dados no framework ML-EDA
No caso de representac¸o˜es que necessitam de dados de
entrada na˜o presentes nos arquivos ARFF, os arquivos de
entrada sa˜o do formato CSV – Commas-separated Values.
Alem disso, e´ importante observar que, devido a` capacidade
de extensa˜o do framework, assunto abordado na Sec¸a˜o IV-D,
novos formatos de entrada de dados podem ser incluı´dos, tanto
para os gra´ficos ja´ existentes quando em novas representac¸o˜es
gra´ficas.
C. Representac¸o˜es gra´ficas implementadas no framework
Como descrito anteriormente, foi desenvolvida uma fer-
ramenta utilizando os recursos da linguagem R para gerar
as representac¸o˜es gra´ficas que integram o framework. Como
ilustrado na Figura 14, essa ferramenta foi desenvolvida em
3 camadas: a primeira camada, a mais ”alto nı´vel”, conte´m
os scripts necessa´rios para disponibilizar todos os recursos
dessa ferramenta para aplicativos externos, os quais podem
gerenciar a entrada e saı´da de dados atrave´s de uma execuc¸a˜o
em terminal. Os formatos de entrada e saı´da, para cada
representac¸a˜o, sa˜o descritos mais adiante nesta sec¸a˜o. Essa
camada da ferramenta e´ especialmente u´til para o framework
web se comunicar com essa ferramenta.
Figura 14. Camadas da ferramenta de visualizac¸a˜o desenvolvida em R
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A camada intermedia´ria consiste de, para cada
representac¸a˜o contida na ferramenta, uma func¸a˜o na
linguagem R que recebe os dados de entrada e paraˆmetro de
configurac¸o˜es e e´ chamada a partir da camada anterior.
A terceira e u´ltima camada consiste num conjunto de
func¸o˜es utilizadas pela segunda camada para a gerac¸a˜o das
representac¸o˜es. Essas func¸o˜es recebem os dados ja´ tratados
e, com o auxı´lio de bibliotecas pu´blicas disponibilizadas para
o R, geram as representac¸o˜es gra´ficas que sa˜o retornadas ao
usua´rio.
Na estatı´stica descritiva, va´rias alternativas para
visualizac¸a˜o de dados monorro´tulo teˆm sido utilizadas. Pore´m,
esse na˜o e´ o caso quando sa˜o considerados dados multirro´tulo.
Assim, foram implementadas algumas representac¸o˜es para a
ana´lise de dados multirro´tulo, como boxplot, gra´ficos radar,
histograma, mapa de correlac¸a˜o e mapa de calor.
A seguir, algumas dessas representac¸o˜es sa˜o ilustradas
utilizando os conjuntos de dados multirro´tulo descritos na
Tabela II. Nas colunas Nome e Domı´nio, os conjuntos de dados
sa˜o identificados e associados aos dados que representam. As
colunas N , M e |L| indicam, respectivamente, nu´mero de
exemplos, atributos e ro´tulos simples presentes nos dados. Na
coluna T ipo e´ descrito o tipo dos atributos — Catego´rico (C)
ou Nume´rico (N), enquanto que CR e DR referem-se a`s me-
didas descritas na Sec¸a˜o III-B. Na u´ltima coluna, denominada
#Dif, o nu´mero de mu´ltirro´tulos distintos e´ contabilizado.
Tabela II. DESCRIC¸A˜O DOS CONJUNTOS DE DADOS UTILIZADOS PARA
ILUSTRAR O framework
Nome Domı´nio N M Tipo |L| CR DR #Dif
1-Corel16k001 image 13766 500 C 153 2.859 0.019 4803
2-Enron text 1702 1001 C 53 3.378 0.064 753
3-Magtag5k music 5260 68 N 136 4.839 0.036 4163
4-Slashdot text 3782 1079 C 22 1.181 0.041 156
1) Boxplot: O boxplot e´ um gra´fico u´til para representar
a distribuic¸a˜o de uma varia´vel em termos de determinados
valores da distribuic¸a˜o. E´ possı´vel identificar na literatura,
por exemplo, o uso de boxplot para representar a distribuic¸a˜o
da frequeˆncia, i.e., nu´mero de exemplos associados a cada
ro´tulo simples dos dados multirro´tulo [25]. Na Figura 15 e´
ilustrado um boxplot gerado no ML-EDA para representar
a distribuic¸a˜o de frequeˆncia dos ro´tulos simples dos quatro
conjuntos de dados descritos na Tabela II. Note que os valores
de frequeˆncia foram normalizados em termos do nu´mero de
exemplos de cada conjunto de dados, de modo que o valor
ma´ximo (1) seria atingido se um ro´tulo estivesse associado a
todos os exemplos. Assim, e´ possı´vel verificar, por exemplo,
que o conjunto de dados 2-Enron e´ o u´nico a ter pelo menos
um ro´tulo que participa em mais de 50% dos multirro´tulos dos
exemplos.
Esse tipo de representac¸a˜o recebe como entrada arquivos no
formato MULAN e gera um arquivo ZIP comprimido contendo
o gra´fico em formato PDF e um arquivo CSV com um resumo
de informac¸o˜es relacionadas a` distribuic¸a˜o dos dados.
2) Radar: Na Figura 16 e´ ilustrado um gra´fico radar, ge-
rado atrave´s da ferramenta, que e´ u´til para analisar problemas
multivariados. Nesse exemplo de classificac¸a˜o multirro´tulo
no conjunto de dados 4-Slashdot, um u´nico gra´fico radar
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Figura 15. Exemplo de boxplot dos conjuntos de dados da Tabela II
representa os resultados de treˆs algoritmos de classificac¸a˜o –
linhas coloridas “1” a “3” – em termos das medidas de
avaliac¸a˜o AC, SAC e FM, definidas na Sec¸a˜o II-C, que
devem ser maximizadas. Adicionalmente, a a´rea do polı´gono
correspondente a cada classificador pode sugerir um padra˜o
de seu desempenho no conjunto de dados. O algoritmo de-
nominado “baseline” na Figura 16 corresponde ao algoritmo
GeneralB proposto em [35], o qual constro´i o classifica-
dor multirro´tulo levando em conta somente os multirro´tulos
dos exemplos, i.e., os atributos na˜o sa˜o considerados. Como
mencionado na Sec¸a˜o II-C, a avaliac¸a˜o de classificadores
multirro´tulo e´ complexa, pois tambe´m necessita levar em conta
predic¸o˜es parcialmente corretas. Assim, as va´rias medidas
de avaliac¸a˜o propostas, bem como os algoritmos de apren-
dizado multirro´tulo, minimizam diferentes func¸o˜es de perda,
as quais podem eventualmente entrar em conflito. Por esse
motivo, e´ possı´vel que alguma(s) medida(s) de avaliac¸a˜o de
um classificador multirro´tulo seja(m) pior(es) que as obtidas
por GeneralB . Pore´m, se esse fato acontecer, ele deveria ser
melhor analisado e justificado. Na literatura sa˜o encontradas
tambe´m outras maneiras de usar radares para representar
resultados de aprendizado multirro´tulo, como exemplificado
em [22].
No framework, essa representac¸a˜o tem como entrada um
arquivo CSV contendo uma matriz com os dados e a saı´da e´
um arquivo PDF com o gra´fico.
3) Histograma: Em dados multirro´tulo, esse gra´fico e´ u´til,
por exemplo, para representar a frequeˆncia de cada ro´tulo ou de
valores de atributos catego´ricos. Na Figura 17 esta´ ilustrado
o histograma correspondente aos ro´tulos que participam dos
multirro´tulos do conjunto de dados 1-Corel16k001. Note que
ha´ alguns poucos ro´tulos que participam no multirro´tulo de
va´rios dos N = 13766 exemplos desse conjunto de dados,
enquanto que a maioria participa em poucos multirro´tulos, o
que tambe´m e´ indicado no boxplot – Figura 15.
No ML-EDA, os dados de entrada para um histograma
podem ser os arquivos no formato MULAN – ARFF e XML
– ou, se o usua´rio preferir, um arquivo CSV contendo esses
dados. A saı´da e´ um gra´fico no formato PDF, como o ilustrado
na Figura 17 para o conjunto de dados 1-Corel16k001.
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Figura 16. Exemplo de gra´fico tipo radar - conjunto de dados 4-Slashdot
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Figura 17. Exemplo de histograma - conjunto de dados 1-Corel16k001
4) Mapa de correlac¸a˜o: No contexto de dados multirro´tulo,
o mapa de correlac¸a˜o representa, por exemplo, a correlac¸a˜o
entre os pares de ro´tulos (yi, yj), i, j = 1..q, de um conjunto de
dados [20], como ilustrado na Figura 18. Nesse mapa, quanto
mais correlacionados os ro´tulos esta˜o, mais escura e´ a ce´lula da
matriz situada no encontro da linha e coluna correspondente a
esses ro´tulos. Por exemplo, e´ possı´vel observar na Figura 18 a
ocorreˆncia de alguns pares de ro´tulos fortemente correlaciona-
dos (ce´lulas mais escuras) e outros fracamente correlacionados.
A partir dessa constatac¸a˜o, e´ possı´vel investigar com maior
profundidade esses pares.
No framework, essa representac¸a˜o recebe como dados de
entrada arquivos no formato MULAN e gera como saı´da um
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Figura 18. Exemplo de mapa de correlac¸a˜o - conjunto de dados 2-Enron
arquivo PDF contendo o gra´fico.
5) Mapa de calor: O mapa de calor e´ uma representac¸a˜o
gra´fica na qual os valores contidos numa matriz sa˜o representa-
dos por meio de cores, como ilustrado na Figura 19 para o de-
sempenho, em termos da medida Micro-averaged F-Measure,
de um algoritmo de aprendizado proposto em [36] e aplicado
ao conjunto de dados 3-Magtag5k. Especificamente, em [36] e´
proposto estender o algoritmo lazy de aprendizado BRkNN [37]
generalizando a func¸a˜o de peso para rotulac¸a˜o de exemplos
(paraˆmetro q), bem como a estimativa do nu´mero de ro´tulos do
multirro´tulo predito (paraˆmetro b). Assim, ale´m do paraˆmetro
k que especifica o numero de vizinhos mais pro´ximos a serem
considerados, usua´rio deve tambe´m especificar o valor dos
paraˆmetros q e b apropriados. Na Figura 19 sa˜o mostrados os
resultados para k = 13, enquanto os paraˆmetros q e b variam
nos eixos y e x, respectivamente. Note que, assim como no
mapa de correlac¸a˜o, a variac¸a˜o nas cores usadas nas ce´lulas
esta´ relacionada com a intensidade dos valores ilustrados.
Nessa figura, os maiores (melhores) valores da medida de
avaliac¸a˜o considerada ocorrem para b = 0 e q variando no
intervalo [4, 10].
A entrada de dados suportada pela ferramenta consiste em
um arquivo do tipo CSV contendo a matriz de dados, enquanto
a saı´da consiste em um gra´fico no formato PDF.
D. Capacidade de extensa˜o
O framework ML-EDA foi projetado com a intenc¸a˜o
de ser expansı´vel, ou seja, de modo a facilitar que novas
funcionalidades sejam implementadas e incorporadas em sua
interface. Com essa finalidade, ele conta com uma base de
dados no formato XML que armazena informac¸o˜es de todas
representac¸o˜es gra´ficas presentes no framework. Ale´m de da-
dos te´cnicos, tais informac¸o˜es tem como finalidade organizar
essas representac¸o˜es, proporcionando maneiras intuitivas de
explorar todo o conteu´do dinaˆmico disponı´vel.
Desse modo, a cada nova representac¸a˜o desenvolvida,
os dados necessa´rios sa˜o inseridos nessa base de dados e
passam a integrar o framework. Ale´m disso, a pa´gina web
relacionada a essa nova representac¸a˜o e´, tambe´m, independente
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Micro-averaged F-Measure com parimetro K=13 variando [q/b]
Figura 21. Arquitetura MVC empregada no framework
Figura 19. Exemplo de mapa de calor - conjunto de dados 3-Magtag5k
da implementa~ao do framework. Portanto, 0 processo adotado
facilita a manuten~ao, ja que 0 framework pode ser estendido
sem necessidade de modifica~ao no nucleo do codigo.
Na Figura 20 e ilustrado 0 funcionamento desse processo
durante uma extensao da ferramenta.
Figura 20. Processo de extensao do framework
Outra caractenstica importante do framework ML-EDA e
a estrutura sob 0 qual foi construido. Visando uma melhor
manutenibilidade e organiza~ao do sistema, foi utilizada a
arquitetura Mode1-View-Controller (MVC) [38]. Nesta arquite-
tura, a implementa~ao de cada modulo e separada em 3 partes
diferentes:
1) Modelo (Model): lida com a modelagem dos dados e
abstra~ao das entidades;
2) Visao (View): responsavel pela parte visual, neste caso
a gera~ao de codigo HTML;
3) Controle (Controller): lida com as informa~oes de
entrada e faz as chamadas nas classes de modelo e
visao.
Na Figura 21 e ilustrada a arquitetura MVC e a rela~ao
entre as suas partes.
Convem ainda ressaltar que 0 framework implementa tra-
tamento de exce~ao em algumas de suas rotinas, 0 que pode
ser util, por exemplo, para fins de manutenibilidade.
V. CONCLUSAO
Neste trabalho foi proposto 0 framework ML-EDA para
auxflio aanalise exploratoria de dados multirrotulo. Essa ferra-
menta suporta formatos bem-conhecidos de entrada de dados,
como 0 formato compativel com a ferramenta Mulan [32],
e esta publicamente disponlvel em http://sites.labic.icmc.usp.
br/ml-eda. Alem disso, foi projetada com 0 intuito de ser ex-
panslvel e manutenlvel, 0 que e importante no desenvolvimento
de sistemas em geral.
As ilustra~oes apresentadas neste trabalho indicam que
o framework pode auxiliar pesquisadores ao permitir gerar,
por meio de uma interface intuitiva, representa~oes graficas
diferentes e flexlveis para investigar dados e classificadores
multirrotulo. Os graficos resultantes tambem podem ser uteis
na descoberta de representac;oes adequadas ao contexto dos
dados submetidos pelos usuarios.
Como trabalho futuro, se planeja incluir novas
representac;oes graficas baseadas em grafos para representar
rela~oes entre r6tulos, 0 que e considerado urn aspecto
importante em aprendizado multirrotulo [13].
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