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Abstract
Field robots often rely on laser range finders
(LRFs) to detect obstacles and navigate au-
tonomously. Despite recent progress in sensing
technology and perception algorithms, adverse
environmental conditions, such as the presence
of smoke, remain a challenging issue for these
robots. In this paper, we investigate the pos-
sibility to improve laser-based perception ap-
plications by anticipating situations when laser
data are affected by smoke, using supervised
learning and state-of-the-art visual image qual-
ity analysis. We propose to train a k-nearest-
neighbour (kNN) classifier to recognise situa-
tions where a laser scan is likely to be affected
by smoke, based on visual data quality features.
This method is evaluated experimentally using
a mobile robot equipped with LRFs and a vi-
sual camera. The strengths and limitations of
the technique are identified and discussed, and
we show that the method is beneficial if conser-
vative decisions are the most appropriate.
1 Introduction
Most modern UGVs rely on laser range finders (LRFs)
and/or visual cameras to navigate safely in their envi-
ronments, with good success. However, endowing an
unmanned ground vehicle (UGV) with reliable percep-
tion in adverse environmental conditions remains a chal-
lenging issue. Examples of such conditions include the
presence of thick fog, smoke or airborne dust [Peynot
et al., 2010], which can affect laser data [A. Kelly
et al., 2006] and also constitute conditions of poor
visibility for a visual camera [Vandapel et al., 2000;
Peynot et al., 2009]. A famous example of the effect on
laser data can be found in the outcomes of the DARPA
Urban Challenge. Before winning the challenge, CMU’s
vehicle, Boss, was temporarily stuck in the middle of the
road because its lasers had detected a dust cloud that
Figure 1: Laser data partially affected by smoke in the air.
Left: 3D point cloud of a scene (in blue), with points cor-
responding to smoke in green. Right: sample vertical laser
scan projected on the corresponding visual image, with blue
points affected by smoke and red points not affected.
had been interpreted as an obstacle [C. Urmson et al.,
2008]. This problem comes from an assumption that is
typically made by most laser-based perception systems:
that (noise-free) laser points always correspond to re-
turns from the ground or obstacles (i.e. dense objects).
In the example of Boss, this assumption clearly was in-
valid. A similar statement can be made in the presence
of thick fog or smoke (see Fig. 1). Therefore, a reliable
perception system needs to be able to identify these sit-
uations when laser data are affected by such obscurants.
Recently, the introduction of commercial multi-echo
LRFs has contributed to perception reliability (e.g. the
Ibeo LUX [Ibeo Automotive, 2013] or the Sick LMS5xx
series [SICK Inc., 2013]) but the need to determine
whether the target detected by the LRF is also a “vi-
sual obscurant” but not an actual obstacle remains. For
example, if the first echo of a multi-echo return from
the LRF corresponds to smoke, it should not be consid-
ered as an obstacle, however, if the first echo is due to
a window, it needs to be accounted for in an obstacle
map [Foster et al., 2013].
A thorough experimental analysis of the effect of rain,
mist and dust on LRF sensing compared with mm-wave
radars was proposed in [Ryde and Hillier, 2009]. In [Cas-
tro and Peynot, 2012], a mm-wave radar was associated
to a LRF to be able to make the distinction between the
detection of airborne dust or smoke by the laser and the
detection of actual dense obstacles. However, the type of
imaging radar used in this study is an expensive sensor.
In this paper we use a standard visual camera instead.
In [Peynot and Kassir, 2010], the authors also exploited
local discrepancy between laser and visual data to de-
tect the presence of an obscuring cloud of dust or smoke
when this obscurant was affecting laser data significantly
but hardly affecting visual data. In this paper, we are
interested in detecting situations when the visual data
are affected significantly enough to help to determine if
the laser data are being affected as well.
Previous work by the authors has introduced a visual
quality metric (Spatial Entropy, or SE) that proved to be
capable of detecting poor-visibility conditions onboard a
UGV equipped with a visual camera and/or a thermal
infrared camera [Brunner et al., 2011a]. These condi-
tions included the presence of airborne dust and smoke.
In this paper we propose to study whether using such a
visual quality metric and supervised learning may allow
the perception system to detect situations when laser
data are affected by an obscuring cloud such as smoke,
i.e. the points the laser returned are due to smoke rather
than a dense obstacle. In practice, we train a k-nearest-
neighbour (kNN) classifier to recognise situations where
a laser scan is likely to be affected by smoke, based on
SE and changes in SE. The proposed method is evalu-
ated experimentally using a mobile robot equipped with
LRFs and a visual camera. The strengths and limita-
tions of the technique are then identified and discussed.
The paper is organised as follows. Section 2 describes
the background, in particular the SE metric and its past
use. Sec. 3 derives the proposed method. Sec. 4 presents
the experimental setup, and Sec. 5 describes the results
obtained and analyses them. Finally Sec. 6 concludes
and proposes some elements of future work.
2 Background
In prior work by the authors, evaluating the quality of
visual images has been shown to be a useful way to de-
tect poor-visibility conditions, for example due to the
presence of smoke in the environment [Brunner et al.,
2011a]. In particular, the Spatial Entropy (SE) quality
metric was introduced for this purpose.
SE can be defined as the entropy of the distribution
of intensities in a Sobel-filtered image, expressed in bits
of information. Consider a gray-scale image I. To com-
pute the SE of this image, we first apply a Sobel edge-
detection filter, the output of which is the image Sob(I).
Consider A the set of possible intensity values in the
image Sob(I), the probability of observing a particular
intensity value i in A is given by P (i). The SE of an im-
age is defined as the entropy of these intensities values:
SE(I) =
∑
i
P (i)log2
1
P (i)
(1)
SE quantifies the amount of structural information
contained in an image, or a region of interest (ROI) in an
image. It has been shown that high values of SE can be
associated to good quality of an image for feature-based
methods in computer vision [Brunner et al., 2011a].
Low-visibility conditions such as those caused by the
presence of smoke or airborne dust in the air typically
lead to lower values of SE.
The absolute value of SE is dependent on the nature of
the background of the observed scene, which can change
when the camera is mounted on a moving vehicle. There-
fore, to reduce this dependency, we also use the deriva-
tive of SE (dSE) [Brunner et al., 2011a]. High values of
dSE indicate that the amount and uniqueness of struc-
ture in the environment has suddenly changed, which
may indicate a quality loss. For example, this typically
happens when a visual obscurant such as a smoke cloud
appears between a visual camera and the background of
the scene (see examples in Fig. 7).
Note that SE is based on the entropy of edge images
rather than the original intensity images, so the effect
of such things as exposure control remains limited in
normal operation. However, in some extreme cases, e.g.
where the image data is saturated or washed-out, there
will be an impact on SE.
In [Brunner et al., 2011b], we used image quality anal-
ysis based on the SE metric to discard low-quality data
prior to a visual SLAM algorithm, thereby mitigating lo-
calisation errors. Thresholds were designed to separate
images with values of SE and dSE typically observed in
clear conditions from those that were observed in chal-
lenging environmental conditions, such as in the presence
of smoke. Portions of images that were identified as con-
taining smoke were removed and not used to estimate
localisation.
In this work, we propose to evaluate the possibility to
detect laser data that may be affected significantly by
an obscurant such as smoke, by analysing the quality of
the corresponding visual data using SE and dSE.
3 Smoke-Affected Laser Scan
Classification
Our objective is to classify laser scans as: a) smoke-
affected when the laser data corresponds to the detection
of smoke particles, or b) clear otherwise (i.e. the laser
data corresponds to the ground or other dense targets),
by analysing the quality of corresponding visual data.
We used supervised learning to associate visual data
quality with the effect of smoke on laser data. The train-
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Figure 2: Training: Laser scans are labelled as smoke-affected
or clear, and image quality metrics are computed from the
visual ROI that corresponds to the laser data.
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Figure 3: Classification: the KNN classifier labels the current
laser scan as smoke-affected or clear based on the evaluation
of the current visual quality and the training samples.
ing process (shown in Fig. 2) and the classification pro-
cess (shown in Fig. 3) are described below.
3.1 Training
The training information necessary for supervised learn-
ing is composed of: a) laser-scan labels (smoke-affected
or clear) and, b) the corresponding two image quality
features (SE and dSE). Fig. 2 details the process of ob-
taining this information.
To obtain the training sets, corresponding data be-
tween the two sensing modalities need to be identified.
This process initially involves finding (image, laser-scan)
pairs by matching timestamps. Then, for each pair, the
laser scan is projected onto the corresponding visual im-
age using the calibration parameters obtained with the
method presented in [Kassir and Peynot, 2010], which
is an automatic version of the process originally intro-
duced in [Zhang and Pless, 2004]. The laser-scan data
is trimmed such that only the points that have a projec-
tion within the image are retained. Each visual image is
then trimmed to a rectangular ROI that contains all the
projected laser data. For the 640 × 480 images used in
this paper, a thin vertical window of 40 pixels wide and
480 pixels high was selected to make sure it contained
all the projected laser points observed. This includes an
uncertainty of 5 pixels in the width of the projection,
as determined using the approach developed in [Peynot
Figure 4: Examples of visual ROI centered on projected laser
scans, in clear conditions (left) and presence of smoke (right).
The ROI on the right was extracted from the visual image
shown in Fig. 1.
and Kassir, 2010]. An example of a visual image and the
corresponding projected vertical laser data is shown in
the right of Fig. 1 and two example ROI with the pro-
jected laser points are shown in Fig. 4. Once the ROI
is determined, the visual quality features, SE and dSE,
can be calculated within the information contained in
this ROI (see bottom of Fig. 2).
To label the part of the laser scan that has a pro-
jection in the ROI (see top of Fig. 2), individual laser
points were first manually labelled by an expert human
operator based on 3D visualisation of the geo-referenced
laser data and the observation of the corresponding vi-
sual images of the scene when necessary. Fig. 5 shows an
example of this ground truth data. This allowed us to
label each trimmed laser-scan as smoke-affected if more
than 10% of the points within this scan had been man-
ually labelled as corresponding to smoke. In Section 5.3
below, we will discuss the effect of changing the value of
this threshold.
3.2 Classification
Once the training data are available, to classify laser
scans as smoke-affected or clear, we use a simple K-
Nearest-Neighbour (KNN) classifier (K=20 neighbours).
For each (image, laser-scan) pair acquired, we obtain a
trimmed laser scan and a corresponding visual ROI us-
ing the same process described above in Sec. 3.1. Then,
our two features, SE and dSE, are computed over the
visual ROI. The KNN classifier then classifies the input
laser scan as smoke-affected or clear based on the values
of the features and the training data available.
Figure 5: Example of ground truth for the separation of laser
points due to smoke (in green) and due to ground and dense
obstacles in the environment (in blue).
(a) Shrimp in Smoke Conditions (b) Sensor frame
Figure 6: The Shrimp robot (a) and its sensors (b).
4 Experimental Platform and Setup
4.1 Platform and Sensors
The platform used for the experiments was the ACFR’s
Shrimp (Fig. 6). It is based on the Segway RMP 400
module and is equipped with multiple sensor modalities,
including visual cameras, infrared (IR) camera and laser
range finders. In this work, we used the left camera
of the Point Grey Bumblebee XB3 camera set and a
Sick LMS 291 2D laser range finder, scanning vertically
(see Fig. 6(b)). The Bumblebee has a horizontal field of
view (HFOV) of 43◦ and provides images of resolution
1280 × 960 at 15 frames per seconds (fps). However,
in this study the images were resized to a resolution of
640× 480 to reduce the computation cost.
The Sick laser was configured with an angular resolu-
tion of 0.25◦ and a FOV of 180◦. However, only the part
of each scan that had a projection into the visual image
was considered in the following experimental study. The
scanning rate of the Sick LRF was 18Hz.
The time bases of the laser and camera were aligned,
Figure 7: Sample of visual images taken by the UGV during
Dataset 7.
but the acquisitions were not explicitly synchronised.
Since the LRF acquisition rate was superior to that of
the visual camera, for each visual image the correspond-
ing laser scan was taken as the most recent single laser
scan available. This also means that only laser scans
that were associated to a visual image were considered
for labelling or classification in our experimental study.
Shrimp is also equipped with a Novatel RTK GPS/INS
SPAN1 unit, composed of a Novatel ProPak-G2plus GPS
receiver and a Honeywell HG1700 AG17 IMU. In the ex-
periments presented below, this GPS navigation system
provided a 6-DOF localisation with an average 5cm ac-
curacy.
4.2 Experiments
Datasets were acquired by manually operating the
Shrimp robot in a semi-urban environment along sim-
ple controlled trajectories (straight lines and circles),
and a larger, more complex trajectory, in clear condi-
tions and in the presence of smoke (see Table 1). Poor-
visibility conditions were created by generating varying
levels of smoke, using a remotely operated smoke ma-
chine2 placed on the ground. The smoke machine used a
water-based poly-glycol producing a white smoke cloud
(see Fig. 6). Two datasets were acquired in clear environ-
mental conditions (i.e. good visibility, with no smoke).
In the other datasets, the conditions were initially clear,
before varying quantities of smoke were introduced in the
environment. One of these datasets was used for train-
ing, while the other ones were used for testing. Fig. 7
shows a few sample images from one of these datasets,
with various degrees of smoke visible in the image.
1Synchronised Position Attitude & Navigation
2JEM-ZR22 machine with Jem Pro-Smoke Super Fluid
fog/smoke juice
5 Experimental Results and Analysis
5.1 Results
Table 1 shows the results of the classification for the five
data sets considered for experimental validation. The
smoke scans in the table correspond to the number of
scans that were considered affected by smoke in the
ground truth data. This ground truth was obtained by
manual labelling, following the same process as used to
build the training data set (see Sec. 3). Dataset E was
used for training, and Datasets A to D were used only
for testing.
The results are expressed using the following defini-
tions:
• True positive (TP): the laser scan was correctly
found to be affected by smoke,
• False positive (FP): the laser scan was labelled as
smoke-affected by the algorithm, but was actually
not significantly affected, according to the ground
truth,
• False negative (FN): the laser scan was affected by
smoke but this was not anticipated by the image
analysis, i.e. it was found clear of smoke,
• True negative (TN): the laser scan was correctly
found to be clear (i.e. not significantly affected by
smoke).
The table shows the true positive rate (TPR, or Recall),
false positive rate (FPR), false negative rate (FNR), true
negative rate (TNR), Precision, and Accuracy, all ex-
pressed in percentile.
Fig. 8 shows an example of laser data classified as
smoke-affected or clear. Most of the points that were
originally labelled as smoke have been classified cor-
rectly. However, some laser points corresponding to the
background environment have been classified as smoke
points. This is discussed below.
5.2 Discussion
The first observation of the results is that in both
datasets in clear conditions (A and B) all laser scans
were correctly found to be clear. The second observation
is that the TPR is very high (up to 98.6% in Dataset E)
and the FNR is very low, indicating that most of the
effect of smoke on laser scans has been detected.
Most false negatives correspond to the presence a
small region of dense smoke in the image, as shown in
Fig. 9. In these particular cases, the smoke has not
caused a statistically significant change in the quality
of the visual ROI overall. This could be improved by
using smaller ROIs of visual data to localise the effect of
smoke on a smaller portion of the laser scan.
The TNR is very high in Datasets C and E, with very
few false positives, however, a high number of false pos-
Figure 8: Dataset C. Geo-referenced laser points, acquired
by Shrimp’s vertical laser scanner, and classified as smoke-
affected (green) or clear (blue) using the KNN classifier with
visual image quality metrics. Note that the robot was moving
in a circle. Therefore, since the laser was scanning vertically,
there is no laser data in the inside of this circle (in black).
Figure 9: False Negative samples in Dataset C. All 18 visual
ROIs for couples (laser-scan, visual-ROI) that were classified
as clear but actually corresponded to smoke-affected laser
scans.
Table 1: Classification Results (rates in %)
Data-
set
Trajectory Clear
/
Smoke
Total
Nb.
Scans
Nb.
Smoke
Scans
TPR
or
Recall
FPR FNR TNR Precision Accuracy
A Circle Clear 3196 0 N/A 0 N/A 100 N/A 100
B Sine Clear 2028 0 N/A 0 N/A 100 N/A 100
C Circle Smoke 4272 102 82.4 6.0 17.6 94 25.2 93.7
D StraightLine Smoke 889 110 96.4 29.4 3.6 70.6 31.7 73.8
E Complex Smoke 4051 366 98.6 8.3 1.4 91.7 54.1 92.32
itives were found in Dataset D. In this dataset in par-
ticular, the results show a conservative classification of
smoke in laser data. This is because the classifier has fre-
quently detected a strong impact of smoke visually that
does not always affect the laser data significantly. To
illustrate this phenomenon, the visual ROIs of all false
positives found in Data Set C are shown in Fig. 10. In
most of these examples, the presence of smoke is quite
clearly visible in the image. However, the correspond-
ing laser scans were not significantly affected by that
smoke. This is probably because the smoke was not ac-
tually dense enough to be strongly detected by the Sick
laser. Further examples are shown in Fig. 11 with corre-
sponding laser data. We observed that sometimes smoke
may:
• affect many laser points of the scan,
• affect only a small number of points of the scan
(Fig. 11(a)),
• not affect laser points at all,
• affect the scan such that there are no laser returns
from the smoke cloud (Fig. 11(b)).
In the latter case, the laser scan was not labelled as con-
taining smoke in the ground truth (since there was ac-
tually no smoke-affected points returned in the scan),
although there was a clear impact of smoke on laser
data. Therefore, the ground truth is not representing
well those cases.
The main reasons why this method will tend to be
conservative in classifying smoke-affected laser scans are
twofold. The first issue is that because we are classifying
entire laser scans as smoke-affected or clear, there will
be unaffected points in scans containing smoke that will
be labelled as smoke-affected. Secondly, while there is
a good correlation between smoke observed visually and
laser points affected by smoke, it is not always clear how,
or if, the laser scan will be affected.
We could mitigate the first issue by considering the
data more locally, such as smaller vertical ROIs of over-
lapping data or even at the limit of one small square
ROI of visual data corresponding to each individual laser
Figure 10: False Positive samples in Dataset C: All visual
ROIs corresponding to laser scans wrongfully classified as
containing smoke, according to the ground truth (256 out of
4272).
point. However, this would require very accurate align-
ment and synchronisation. In practice, the alignment is
limited by the uncertainty in the calibration parameters
and by synchronisation errors. With the datasets used in
this paper, the calibration and synchronisation did not
allow for such a specific local analysis. However, if both
sources of errors are properly modelled (e.g. using [Un-
derwood et al., 2010] and [Peynot and Kassir, 2010]),
it may be possible to determine how small a sub-image
around a projected laser point could and should be.
Mitigating the second issue would require a method to
evaluate the density of the smoke present in the image,
and possibly use this density as an additional feature for
the classification process. This may require an additional
sensor if the visual camera is not sufficient. Another way
to evaluate the smoke density could be to use a multi-
echo laser range finder.
(a)
(b)
Figure 11: Two examples of challenging cases for the algorithm, where the current ground truth may be mis-representative
of reality. Top: labelled laser points projected into the image (left: visual image, right: IR image). The IR images are shown
for reference, to be able to visualise the background of the scene behind the smoke. Bottom: graphs showing the range of
the labelled laser points. In (a) the presence of smoke is visually evident, however, only a few isolated laser points were
affected, which means the corresponding laser scan was considered as clear in the ground truth data. In (b) the consequence
of the presence of smoke on the laser scans was the loss of data: no laser returns were obtained from some areas of the scan.
Therefore, since such laser scans did not contain any laser points labelled as smoke-affected, they were not actually considered
as smoke-affected in the ground truth.
5.3 Making Conservative Decisions
The previous parametrisation of the method was shown
to lead to very conservative decisions, where most of the
laser scans affected by smoke have been detected (with
only few ones the algorithm failed to detect), but with a
significant rate of false alarms. Making conservative de-
cisions can be appropriate, for example for applications
where any affected laser data is unacceptable. This is
also the case if another sensing modality that can see
through the obscurant, e.g. a mm-wave radar or a ther-
mal IR camera, is available to substitute to the laser
whenever smoke is affecting it. In this way, the system
may benefit from the high accuracy of the laser scanner
whenever environmental conditions are clear, and use the
alternative sensor otherwise.
However, the previous experimental setup is not com-
pletely conservative, since in the ground truth data used
for training a laser scan was labelled as smoke-affected if
more than 10% of the points of the scan corresponded to
smoke detection. Therefore, we achieved another series
of experiments where the ground truth was generated by
labelling each laser scan as smoke-affected if any point in
the laser scan corresponded to smoke detection. In this
second series of experiments, we used the same datasets,
and again Dataset E was used for training, while the
other four datasets were used for evaluation.
Table 2 shows the corresponding classification results.
Not surprisingly, with this highly conservative approach,
we obtained a few false positives in the clear datasets (A
& B), however, this remains very limited. The TPR on
Dataset D is a perfect 100%, however, the performance
for Dataset C in terms of TPR does not seem to have
improved. This may be because with this new ground
truth data the number of smoke scans to detect has more
than doubled (213 compared to 102 before).
6 Conclusion
In this work we have shown how we can exploit the eval-
uation of image data quality to discriminate laser scans
affected by smoke in the environment. By learning the
link between visual data quality and effect of smoke on
laser data, we were able to detect most of the laser scans
that were significantly affected by smoke. In particular,
the experimental showed high values of Recall and Ac-
curacy. However, this detection was shown to be very
conservative, with a significant number of false positive
in some of the datasets, when smoke was clearly visible
in the images but was not dense enough to strongly af-
fect the laser scan, leading to poor levels of Precision.
We believe that reducing this false positive rate would
require an analysis of the density of the smoke cloud.
This will be investigated in future work. The addition of
an infrared camera may also contribute to the detection
of the presence of the obscurant (e.g. an infrared camera
can see through smoke, contrary to a visual camera), and
in some cases to an evaluation of its density (e.g. light
airborne dust has less effect on infrared data quality than
on visual data quality, see [Brunner et al., 2011a]).
The accuracy of the calibration and time synchroni-
sation between the sensors is crucial to any problem in-
volving data association. In the experiments in this pa-
per, this calibration and time synchronisation was suf-
ficient to make a decision on a whole-scan basis. How-
ever, reducing the comparison between visual data and
laser points to smaller sections of scans, possibly down
to a point-by-point basis, would require a much more
accurate calibration and synchronisation. The uncer-
tainties in the projections of the laser points into the
images would also need to be accounted for explicitly, as
in [Peynot and Kassir, 2010].
Note that although the experimental analysis in this
paper was limited to the case of smoke, we believe the
method can easily be extended to other obscurants in
the environment, such as airborne dust, since we have
shown in previous work that the same image quality met-
ric analysis was also appropriate to detect such obscu-
rants [Brunner et al., 2011a]. Future work will test this
process in a greater variety of environments, exposed to
a range of different obscurants.
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