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Abstract—We investigate the problem of preparing a pure
Gaussian state via reservoir engineering. In particular, we con-
sider a linear quantum system with a passive Hamiltonian and
with a single reservoir which acts only on a single site of the
system. We then give a full parametrization of the pure Gaussian
states that can be prepared by this type of quantum system.
I. INTRODUCTION
Recently, the problem of deterministically preparing a pure
Gaussian state in a linear quantum system has been studied in
the literature [1]–[6]. The main idea is to construct coherent
and dissipative processes such that the quantum system is
strictly stable and driven into a desired target pure Gaussian
state. This approach is often referred to as reservoir engineer-
ing [7], [8]. Let us consider a linear open quantum system that
obeys a Markovian Lindblad master equation [9]:
d
dt
ρˆ =−i[Hˆ, ρˆ]+
K
∑
j=1
(
cˆ jρˆ cˆ∗j −
1
2
cˆ∗j cˆ jρˆ−
1
2
ρˆ cˆ∗j cˆ j
)
, (1)
where ρˆ is the density operator, Hˆ = Hˆ∗ represents the system
Hamiltonian, and cˆ j is a Lindblad operator that represents a
system–reservoir interaction. Let Lˆ , [cˆ1 cˆ2 · · · cˆK ]> be the
vector of Lindblad operators and for convenience, we call Lˆ the
coupling vector. The Lindblad master equation (1) describes
the dynamics of a quantum system that interacts with many
degrees of freedom in a dissipative environment. Under some
conditions, the Lindblad master equation (1) can be strictly
stable and has a unique steady state limt→∞ ρˆ(t)= ρˆ(∞). Based
on this fact, it was shown in [1] that any pure Gaussian state
can be prepared in the above dissipative way by selecting a
suitable pair of operators
(
Hˆ, Lˆ
)
. However, for some pure
Gaussian states, the quantum systems that generate them
are hard to implement experimentally, mainly because the
operators
(
Hˆ, Lˆ
)
have a complex structure.
This paper complements our previous work [6]. In this
paper, we consider linear quantum systems subject to the
following two constraints. (i) The Hamiltonian Hˆ is of the form
Hˆ =
N
∑
j=1
N
∑
k= j
g jk (qˆ jqˆk + pˆ j pˆk), where g jk ∈ R, 1 ≤ j ≤ k ≤ N.
This type of Hamiltonian describes a set of passive beam-
splitter-like interactions. (ii) The system is locally coupled
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to a single reservoir. In other words, the coupling vector Lˆ
consists of only one Lindblad operator which acts only on a
single site of the system. It is relatively simple to implement
a quantum system subject to the two constraints (i) and (ii).
We parametrize the class of pure Gaussian states that can be
prepared by this type of quantum system.
Notation. R denotes the set of real numbers. Rm×n denotes
the set of real m× n matrices. C denotes the set of complex
numbers. Cm×n denotes the set of complex-entried m× n
matrices. In denotes the n× n identity matrix. 0m×n denotes
the m× n zero matrix. The superscript ∗ denotes either the
complex conjugate of a complex number or the adjoint of an
operator. For a matrix A= [A jk] whose entries A jk are complex
numbers or operators, we define A> = [Ak j], A† = [A∗k j]. For a
matrix A= A> ∈Rn×n, A> 0 means that A is positive definite.
diag[A1, · · · ,An] denotes a block diagonal matrix with diagonal
blocks A j, j = 1,2, · · · ,n. det(A) denotes the determinant of
the matrix A.
II. PRELIMINARIES
Consider an N-mode continuous-variable quantum system.
Let qˆ j and pˆ j be the position and momentum operators for
the jth mode, respectively. Then they satisfy the following
commutation relations (h¯ = 1)
[qˆ j, pˆk] = iδ jk, [qˆ j, qˆk] = 0, and [pˆ j, pˆk] = 0.
Let us define a column vector of operators
xˆ = [qˆ1 · · · qˆN pˆ1 · · · pˆN ]>. Then we have[
xˆ, xˆ>
]
= xˆxˆ>−
(
xˆxˆ>
)>
= iΣ, Σ,
[
0 IN
−IN 0
]
. (2)
Let ρˆ be the density operator of the system. Then
the mean value of the vector xˆ is given by 〈xˆ〉 =
[tr(qˆ1ρˆ) · · · tr(qˆN ρˆ) tr(pˆ1ρˆ) · · · tr(pˆN ρˆ)]> and the covariance
matrix is given by V = 12 〈4xˆ4xˆ> + (4xˆ4xˆ>)>〉, where4xˆ= xˆ−〈xˆ〉. A Gaussian state is entirely specified by its mean
vector 〈xˆ〉 and its covariance matrix V . Since the mean vector
〈xˆ〉 contains no information about noise and entanglement, we
restrict our attention to zero-mean Gaussian states. The purity
of a Gaussian state is defined by p= tr(ρˆ2) = 1/
√
22N det(V ).
A Gaussian state with covariance matrix V is pure if and only
if det(V ) = 2−2N . In fact, when a Gaussian state is pure, its
covariance matrix V always has the following decomposition
V =
1
2
[
Y−1 Y−1X
XY−1 XY−1X +Y
]
, (3)
where X = X> ∈RN×N , Y =Y> ∈RN×N and Y > 0 [10]. For
the N-mode vacuum state, we have X = 0 and Y = IN . Let
Z,X+ iY . Given Z, a covariance matrix V can be constructed
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from it using (3). Thus, the matrix Z fully characterizes a
pure Gaussian state. We refer to Z = X + iY as a Gaussian
graph matrix [10]. Note that, a basic property of Z is Re(Z) =
Re(Z)> and Im(Z) = Im(Z)> > 0. This property guarantees
physicality of the corresponding state.
Suppose that the system Hamiltonian in (1) is a quadratic
function of xˆ, i.e., Hˆ = 12 xˆ
>Gxˆ, with G = G> ∈ R2N×2N , the
coupling vector is a linear function of xˆ, i.e., Lˆ = Cxˆ, with
C ∈ CK×2N , and the dynamics of the density operator ρˆ obey
the Lindblad master equation (1). Then the corresponding
dynamics of the mean vector 〈xˆ(t)〉 and the covariance matrix
V (t) can be described by
d〈xˆ(t)〉
dt
=A 〈xˆ(t)〉, (4)
dV (t)
dt
=AV (t)+V (t)A >+D , (5)
where A = Σ
(
G+ Im(C†C)
)
, D = ΣRe(C†C)Σ> [9, Chapter
6]. The linearity of the dynamics indicates that if the initial
system state ρˆ(0) is Gaussian, then the system will always be
Gaussian, with mean vector 〈xˆ(t)〉 and covariance matrix V (t)
evolving according to (4) and (5), respectively. We shall be
particularly interested in the steady state of the system with the
covariance matrix V (∞). Recently, a necessary and sufficient
condition has been derived in [1], [2] for preparing a pure
Gaussian steady state via reservoir engineering. The result is
summarized as follows.
Lemma 1 ( [1], [2]). Let Z = X + iY be the Gaussian graph
matrix of an N-mode pure Gaussian state. Then this pure Gaus-
sian state is generated by the Lindblad master equation (1) if
and only if
G =
[
XRX +Y RY −ΓY−1X−XY−1Γ> −XR+ΓY−1
−RX +Y−1Γ> R
]
,
(6)
and
C = P> [−Z IN ] , (7)
where R = R> ∈RN×N , Γ=−Γ> ∈RN×N , and P ∈CN×K are
free matrices satisfying the following rank condition
rank
(
[P QP · · · QN−1P])= N, Q,−iRY +Y−1Γ. (8)
Remark 1. A pair of matrices (A1, A2), where A1 ∈
Cn×n and A2 ∈ Cn×m, is said to be controllable if
rank
(
[A2 A1A2 · · · An−11 A2]
)
= n [11, Theorem 6.1]. There-
fore, the rank constraint (8) is equivalent to saying that (Q, P)
is controllable.
III. CONSTRAINTS
According to Lemma 1, for some pure Gaussian states, the
quantum systems that generate them are hard to implement
experimentally because the operators Hˆ = 12 xˆ
>Gxˆ and Lˆ =Cxˆ
have a complex structure. Here we discuss another route. We
restrict our attention to a class of linear quantum systems that
are relatively simple to implement. Then we see which pure
Gaussian states can be prepared by this type of system. We
consider linear quantum systems subject to the following two
constraints.
¬ The Hamiltonian Hˆ is of the form Hˆ =
N
∑
j=1
N
∑
k= j
g jk (qˆ jqˆk + pˆ j pˆk), where g jk ∈R, 1≤ j≤ k≤ N.
­ The system is locally coupled to a single reservoir. That
is, the coupling vector Lˆ is of the form Lˆ = c1qˆ`+c2 pˆ`,
where c1 ∈ C, c2 ∈ C and ` ∈ {1, 2, · · · , N}.
Remark 2. The Hamiltonian in ¬ can be rewritten in terms
of the annihilation and creation operators as
Hˆ =
N
∑
j=1
N
∑
k= j
g jk
(
aˆ∗j aˆk + aˆ jaˆ
∗
k
)
, g jk ∈ R, 1≤ j ≤ k ≤ N,
where aˆ j =
qˆ j+ipˆ j√
2
and aˆ∗j =
qˆ j−ipˆ j√
2
are the annihilation and cre-
ation operators for the jth mode, respectively. A Hamiltonian
Hˆ of this form is called passive and describes beam-splitter-
like interactions [12], [13].
Remark 3. The constraint ­ implies two crucial features of
the system. First, the system is coupled to a single reservoir,
i.e., K = 1 in (1). Second, the corresponding Lindblad operator
acts only on a single mode of the system.
To illustrate this type of linear quantum system, we consider
two examples.
Example 1. We consider a ring of three quantum harmonic
oscillators (N = 3), as depicted in Fig. 1. The quantum har-
monic oscillators are labelled 1 to 3. Suppose the Hamiltonian
Hˆ is given by
Hˆ =
3
∑
j=1
g j j
(
qˆ2j + pˆ
2
j
)
+g12 (qˆ1qˆ2+ pˆ1 pˆ2)
+g13 (qˆ1qˆ3+ pˆ1 pˆ3)+g23 (qˆ2qˆ3+ pˆ2 pˆ3) ,
where g jk ∈R, 1≤ j≤ k≤ 3. In addition, the system-reservoir
coupling vector Lˆ consists of only one Lindblad operator
which acts on the third mode of the system. It is given by
Lˆ= c1qˆ3+c2 pˆ3, where c1 ∈C and c2 ∈C. This linear quantum
system satisfies the constraints ¬ and ­.
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Fig. 1. A ring of linearly coupled quantum harmonic oscillators. The system-
reservoir coupling vector Lˆ consists of only one Lindblad operator which acts
on the third mode of the system.
Example 2. We consider a chain of three quantum harmonic
oscillators (N = 3), as depicted in Fig. 2. The quantum har-
monic oscillators are labelled 1 to 3. Suppose the Hamiltonian
Hˆ is given by
Hˆ =
3
∑
j=1
g j j
(
qˆ2j + pˆ
2
j
)
+g12 (qˆ1qˆ2+ pˆ1 pˆ2)
+g23 (qˆ2qˆ3+ pˆ2 pˆ3) ,
where g11, g22, g33, g12, g23 ∈ R. In addition, the system-
reservoir coupling vector Lˆ consists of only one Lindblad
operator which acts on the second mode of the system. It
is given by Lˆ = c1qˆ2 + c2 pˆ2, where c1 ∈ C and c2 ∈ C. This
linear quantum system satisfies the constraints ¬ and ­.
321
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Fig. 2. A chain of linearly coupled quantum harmonic oscillators. The
system-reservoir coupling vector Lˆ consists of only one Lindblad operator
which acts on the second mode of the system.
The class of linear quantum systems subject to ¬ and ­
can be split into three disjoint subclasses (I, II, and III).
The subclass I consists of all the unstable linear quantum
systems subject to the constraints ¬ and ­. For any system
in the subclass I, there does not exist a steady state. The
subclass II consists of all the linear quantum systems with the
constraints ¬ and ­ that are strictly stable, and that evolve
toward a mixed Gaussian steady state. The subclass III consists
of all the linear quantum systems with the constraints ¬ and ­
that are strictly stable, and that evolve toward a pure Gaussian
steady state.
In the following section, we are particularly interested in
the subclass III. Our objective is to characterize the class of
pure Gaussian states that can be generated by linear quantum
systems subject to¬ and­. In other words, we characterize all
of the pure Gaussian states for which there exist a Hamiltonian
Hˆ of the form ¬ and a system–reservoir coupling vector Lˆ of
the form ­ such that the state is the unique steady state of
the corresponding linear quantum system (1).
IV. PARAMETRIZATION
We give the main result. The following theorem provides
a full mathematical parametrization of the pure Gaussian
states that can be generated by systems subject to the two
constraints ¬ and ­. For clarity, we distinguish two cases: N
is odd and N is even.
Theorem 1.
• An N-mode pure Gaussian state (where N is odd) can be
generated by a linear quantum system subject to the two
constraints ¬ and ­ if and only if its Gaussian graph
matrix Z can be written as
Z =P>
[
z¯ 01×(N−1)
0(N−1)×1 Q>Z¯Q
]
P, (9)
Z¯ = diag[Z˜1, · · · , Z˜ N−1
2
],
where P ∈ RN×N is a permutation matrix, Q ∈
R(N−1)×(N−1) is a real orthogonal matrix, z¯ ∈ Λ, and
Z˜ j ∈ ∆, 1≤ j ≤ N−12 .
• An N-mode pure Gaussian state (where N is even) can
be generated by a linear quantum system subject to the
two constraints ¬ and ­ if and only if its Gaussian graph
matrix Z can be written as
Z =P>
[
z¯ 01×(N−1)
0(N−1)×1 Q>Z¯Q
]
P, (10)
Z¯ = diag[Z˜1, · · · , Z˜ N
2
],
where P ∈ RN×N is a permutation matrix, Q ∈
R(N−1)×(N−1) is a real orthogonal matrix, z¯∈Λ, Z˜1 =− 1z¯ ,
and Z˜ j ∈ ∆, 2≤ j ≤ N2 .
Here Λ, {z ∣∣ z∈C and Im(z)> 0}, and ∆,{Z ∣∣∣ Z = Z> ∈
C2×2, Im(Z)> 0,
(
diag[1,−1]Z)2 =−I2, and det(Z+ 1z¯ I2) =
0
}
.
The proof of Theorem 1 is provided in the Appendix. We
give some remarks to explain Theorem 1.
Remark 4. Multiplying a Gaussian graph matrix Z on the left
by a permutation matrix P> and on the right by P simply
corresponds to a relabeling of the N modes. Therefore, the
role that the matrix P plays in Equations (9) and (10) is not
important from a practical point of view. It simply amounts to
a relabeling of the N modes so that the first mode is the one
that is coupled to the reservoir.
Remark 5. If z¯ = i in Equations (9) and (10), then from
the condition that Z˜ j ∈ ∆, we can deduce that Z˜ j = iI2. In
this case, the whole state is a trivial pure Gaussian state,
i.e., the N-mode vacuum state. It then follows from (7) that
the system-reservoir coupling vector Lˆ must be passive, i.e.,
Lˆ = c(qˆ`+ ipˆ`) =
√
2caˆ`, where c ∈ C and aˆ` = qˆ`+ipˆ`√2 is an
annihilation operator.
Remark 6. The constraint Im(z) > 0 in the definition of
Λ must be satisfied for the corresponding Z to be a valid
Gaussian graph matrix. For the same reason, the constraints
Z = Z> ∈C2×2 and Im(Z)> 0 in the definition of ∆ must be
maintained. See the definition of the Gaussian graph matrix Z
in Section II for details.
Remark 7. Theorem 1 tells us that by choosing a per-
mutation matrix P ∈ RN×N , a real orthogonal matrix Q ∈
R(N−1)×(N−1), a complex number z¯ ∈ Λ and several complex
matrices Z˜ j ∈ ∆, we can construct a pure Gaussian state that
can be prepared by a system subject to the two constraints ¬
and ­.
Remark 8. As an extreme case, let us consider a one-mode
pure Gaussian state (N = 1). According to Theorem 1, a
one-mode pure Gaussian state can be generated by a linear
quantum system subject to the two constraints ¬ and ­ if and
only if its Gaussian graph matrix Z satisfies Z =P>z¯P = z¯,
where z¯∈Λ. Since the set Λ characterizes all of the one-mode
pure Gaussian states, so we conclude that all of the one-mode
pure Gaussian states can be generated by a linear quantum
system subject to the two constraints ¬ and ­.
Remark 9. Let us consider the two-mode case (N = 2).
According to Theorem 1, a two-mode pure Gaussian state can
be generated by a linear quantum system subject to the two
constraints ¬ and ­ if and only if its Gaussian graph matrix
Z can be written as Z =P>
[
z¯ 0
0 − 1z¯
]
P , where z¯ ∈Λ. Since
the role of the permutation matrix P is not important here, it
follows that the Gaussian graph matrix of the two-mode state
is of the form Z =
[
z¯ 0
0 − 1z¯
]
, where z¯∈Λ. The structure of the
system that generates this state is shown in Fig. 3. It follows
from the form of the matrix Z that the two modes are not
entangled [5].
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Fig. 3. The structure of a quantum system that generates the two-mode
pure Gaussian state with Gaussian graph matrix Z =
[
z¯ 0
0 − 1z¯
]
.
Remark 10. Let us consider the three-mode case (N = 3). Ac-
cording to Theorem 1, a three-mode pure Gaussian state can be
generated by a linear quantum system subject to the two con-
straints ¬ and ­ if and only if its Gaussian graph matrix Z can
be written as Z =P>
[
z¯ 01×2
02×1 Q>Z˜1Q
]
P , where z¯ ∈Λ, and
Z˜1 ∈ ∆. As mentioned, the constraint defining Λ, i.e., Im(z)>
0, comes from the definition of a Gaussian graph matrix. Simi-
lar constraints (i.e.,
{
Z = Z> ∈ C2×2 and Im(Z)> 0}) apply
to the set ∆. Let us analyze the other two constraints in ∆. One
is
(
diag[1,−1]Z)2 =−I2, i.e., Z diag[1,−1]Z =−diag[1,−1],
which is similar to what we have obtained in Theorem 1 of [6].
This should not be surprising, since we can think of the mode
coupled to the reservoir as an auxiliary mode. Then the other
two modes are coupled to a single reservoir. This is indeed
the case considered in [6]. The other constraint defining ∆,
i.e., det(Z+ 1z¯ I2) = 0, is equivalent to saying that − 1z¯ is an
eigenvalue of the matrix Z˜ j. This constraint comes from the
locality requirement on the original system–reservoir coupling.
Lemma 2. Given z¯ ∈ Λ, then the set ∆ contains only two
matrices, i.e.,
∆=
{[
z¯2−1
2z¯
z¯2+1
2z¯
z¯2+1
2z¯
z¯2−1
2z¯
]
,
[
z¯2−1
2z¯ − z¯
2+1
2z¯
− z¯2+12z¯ z¯
2−1
2z¯
]}
.
The proof of Lemma 2 is provided in the Appendix. Using
Lemma 2, we have an equivalent version of Theorem 1.
Theorem 2.
• An N-mode pure Gaussian state (where N is odd) can be
generated by a linear quantum system subject to the two
constraints ¬ and ­ if and only if its Gaussian graph
matrix Z can be written as
Z =P>
[
z¯ 01×(N−1)
0(N−1)×1 Q>Z¯Q
]
P, (11)
Z¯ = diag[Z˜1, · · · , Z˜ N−1
2
],
where P ∈ RN×N is a permutation matrix, Q ∈
R(N−1)×(N−1) is a real orthogonal matrix, z¯ ∈ Λ, and
Z˜ j =
[
z¯2−1
2z¯
z¯2+1
2z¯
z¯2+1
2z¯
z¯2−1
2z¯
]
or
[
z¯2−1
2z¯ − z¯
2+1
2z¯
− z¯2+12z¯ z¯
2−1
2z¯
]
, 1≤ j ≤ N−12 .
• An N-mode pure Gaussian state (where N is even) can
be generated by a linear quantum system subject to the
two constraints ¬ and ­ if and only if its Gaussian graph
matrix Z can be written as
Z =P>
[
z¯ 01×(N−1)
0(N−1)×1 Q>Z¯Q
]
P, (12)
Z¯ = diag[Z˜1, · · · , Z˜ N
2
],
where P ∈ RN×N is a permutation matrix, Q ∈
R(N−1)×(N−1) is a real orthogonal matrix, z¯∈Λ, Z˜1 =− 1z¯ ,
and Z˜ j =
[
z¯2−1
2z¯
z¯2+1
2z¯
z¯2+1
2z¯
z¯2−1
2z¯
]
or
[
z¯2−1
2z¯ − z¯
2+1
2z¯
− z¯2+12z¯ z¯
2−1
2z¯
]
, 2≤ j≤ N2 .
Remark 11. Once we obtain a pure Gaussian state using
Theorem 2, we can immediately construct a linear quantum
system that generates such a state and also satisfies the
constraints ¬ and ­. The construction method is given as
follows.
Case 1 (N is odd). If Z˜ j =
[
z¯2−1
2z¯
z¯2+1
2z¯
z¯2+1
2z¯
z¯2−1
2z¯
]
,
choose R˜21, j =
[
τ¯ j
−τ¯ j
]
, where τ¯ j ∈ R and τ¯ j 6= 0.
Otherwise, choose R˜21, j =
[
τ¯ j
τ¯ j
]
, where τ¯ j ∈ R
and τ¯ j 6= 0. Let R¯21 =
[
R˜>21,1 · · · R˜>21, (N−1)2
]>
. Let
R¯22 = diag
[
r1, −r1, r2, −r2, · · · , r N−1
2
, −r N−1
2
]
, where
r j ∈R, r j 6= 0 and |r j| 6= |rk| whenever j 6= k. In Lemma 1, let
us choose R = P>
[
0 R¯>21Q
Q>R¯21 Q>R¯22Q
]
P , Γ = XRY and
P =P>
[
τp 01×(N−1)
]>, where τp ∈ C and τp 6= 0. Then
calculate the matrices G and C using (6) and (7), respectively.
The resulting linear quantum system with Hamiltonian
Hˆ = 12 xˆ
>Gxˆ and coupling vector Lˆ =Cxˆ is strictly stable and
generates the pure Gaussian state. It can be shown that this
quantum system also satisfies the two constraints ¬ and ­.
Case 2 (N is even). Choose R˜21,1 = τ¯1, where τ¯1 ∈ R and
τ¯1 6= 0. If Z˜ j =
[
z¯2−1
2z¯
z¯2+1
2z¯
z¯2+1
2z¯
z¯2−1
2z¯
]
, j ≥ 2, choose R˜21, j =
[
τ¯ j
−τ¯ j
]
,
where τ¯ j ∈ R and τ¯ j 6= 0. Otherwise, choose R˜21, j =
[
τ¯ j
τ¯ j
]
,
where τ¯ j ∈ R and τ¯ j 6= 0. Let R¯21 =
[
R˜>21,1 · · · R˜>21,N2
]>
.
Let R¯22 = diag
[
0, r2, −r2, · · · , r N
2
, −r N
2
]
, where r j ∈ R,
r j 6= 0, j ≥ 2, and |r j| 6= |rk| whenever j 6= k. In Lemma 1,
let us choose R=P>
[
0 R¯>21Q
Q>R¯21 Q>R¯22Q
]
P , Γ= XRY and
P=P>
[
τp 01×(N−1)
]>, where τp ∈C and τp 6= 0. Then cal-
culate the matrices G and C using (6) and (7), respectively. The
resulting linear quantum system with Hamiltonian Hˆ = 12 xˆ
>Gxˆ
and coupling vector Lˆ=Cxˆ is strictly stable and generates the
pure Gaussian state. It can be shown that this system also
satisfies the two constraints ¬ and ­.
V. EXAMPLE
We consider the five-mode pure Gaussian state generated
in [14]. The Gaussian graph matrix of this pure Gaussian state
is given by
Z =
i

cosh(2α) 0 0 0 sinh(2α)
0 cosh(2α) 0 −sinh(2α) 0
0 0 cosh(2α)+ sinh(2α) 0 0
0 −sinh(2α) 0 cosh(2α) 0
sinh(2α) 0 0 0 cosh(2α)
 , (13)
where α ∈ R. Let us choose a permutation matrix
P =

0 0 1 0 0
1 0 0 0 0
0 0 0 0 1
0 1 0 0 0
0 0 0 1 0
 and a real orthogonal
matrix Q =
√
2
2

−1 0 −1 0
0 −1 0 1
0 1 0 1
−1 0 1 0
. Then we
have Z = P>
[
z¯ 01×4
04×1 Q>Z¯Q
]
P , Z¯ = diag[Z˜1, Z˜2],
where z¯ = i(cosh(2α)+ sinh(2α)), and Z˜ j =
i
[
cosh(2α) (−1) j−1 sinh(2α)
(−1) j−1 sinh(2α) cosh(2α)
]
, j = 1, 2. It
can be verified that z¯ ∈ Λ and Z˜ j ∈ ∆, j = 1, 2.
According to Theorem 1, this pure Gaussian state can
be generated by a linear quantum system satisfying
the two constraints ¬ and ­. Next, we construct
such a system. Let R¯21 =
√
2
[−1 1 1 1]> and
R¯22 = diag[1, −1, 3, −3]. Then in Lemma 1, let us choose
R = P>
[
0 R¯>21Q
Q>R¯21 Q>R¯22Q
]
P =

−1 2 0 0 0
2 −1 2 0 0
0 2 0 2 0
0 0 2 1 2
0 0 0 2 1
,
Γ = 05×5, and P = i
cosh(α)−sinh(α)√
2
[
0 0 1 0 0
]>. It can
be verified that Y RY = R and
rank
(
[P QP Q2P Q3P Q4P]
)
= rank
(
[P − iRY P −R2P iR3Y P R4P])
=5.
Therefore, the resulting linear quantum system is strictly stable
and generates the target pure Gaussian state given in (13).
Substituting R, Γ and P into (6) and (7), we obtain the
Hamiltonian of the system
Hˆ =−1
2
(
qˆ21+ pˆ
2
1+ qˆ
2
2+ pˆ
2
2
)
+
1
2
(
qˆ24+ pˆ
2
4+ qˆ
2
5+ pˆ
2
5
)
+2(qˆ1qˆ2+ pˆ1 pˆ2+ qˆ2qˆ3+ pˆ2 pˆ3)
+2(qˆ3qˆ4+ pˆ3 pˆ4+ qˆ4qˆ5+ pˆ4 pˆ5) ,
and the coupling vector
Lˆ = i
cosh(α)− sinh(α)√
2
[−i((cosh(2α)+ sinh(2α)) qˆ3+ pˆ3]
=
cosh(α)+ sinh(α)√
2
qˆ3+ i
cosh(α)− sinh(α)√
2
pˆ3
= cosh(α)aˆ3+ sinh(α)aˆ∗3.
The coupling operator Lˆ represents a standard dissipative
reservoir that acts only on the third mode. The eigenstate
corresponding to the zero eigenvalue of Lˆ is a squeezed
state. The third system mode is then prepared in a squeezed
state, while other modes are coupled via passive interactions.
This leads to entanglement across the system, in a similar
way to which the interference of a squeezed optical mode
with a vacuum at a beam splitter results in entangled output
modes [15]. The structure of the system is shown in Fig. 4.
It is a chain of quantum harmonic oscillators with nearest–
neighbour Hamiltonian interactions. Only the central oscillator
is coupled to the reservoir.
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Fig. 4. The pure Gaussian state given by (13) can be generated in a chain
of linearly coupled quantum harmonic oscillators with nearest–neighbour
Hamiltonian interactions. Only the central oscillator is coupled to the reservoir.
The oscillators of the system are entangled in pairs. The
first oscillator is entangled with the fifth oscillator and the
second oscillator is entangled with the fourth oscillator. The
central oscillator is not entangled with the other oscillators.
The amount of entanglement can be quantified using the
logarithmic negativity E [16]–[18]. The values are given by
E(1,5) = E(2,4) = 2|α|. For a more detailed discussion of this
example, we refer the reader to [14].
VI. CONCLUSION
In this paper, we consider linear quantum systems subject
to constraints. First, we assume that the Hamiltonian Hˆ is
of the form Hˆ =
N
∑
j=1
N
∑
k= j
g jk (qˆ jqˆk + pˆ j pˆk), where g jk ∈ R,
1≤ j ≤ k ≤ N. Second, we assume that the system is locally
coupled to a single reservoir. Then we give a full mathemat-
ical parametrization of the pure Gaussian states that can be
prepared using this type of quantum system.
VII. APPENDIX
In this section, we provide the proof of Theorem 1. First,
we provide some preliminary results which will be used in the
proof of Theorem 1.
Lemma 3 ( [5]). Suppose that an N-mode pure Gaussian state
is generated in a linear quantum system with a single dissipa-
tive process and that the corresponding Lindblad operator acts
only on the `th mode of the system, then
Z(`, j) = Z( j,`) = 0, ∀ j 6= `,
where Z(`, j) denotes the (`, j) element of the Gaussian graph
matrix Z. In addition, the `th mode is not entangled with the
other modes.
Lemma 4 ( [11]). If a pair of matrices (A1, A2) is controllable,
where A1 ∈ Cn×n and A2 ∈ Cn×m, then
(
F−1A1F, F−1A2
)
is
controllable where F ∈ Cn×n is a non-singular matrix.
Lemma 5. Suppose A =
[
A11 A12
A21 A22
]
, where A11 ∈ C, A12 ∈
C1×(n−1), A21 ∈ C(n−1)×1, and A22 ∈ C(n−1)×(n−1), and ξ =[
τ 01×(n−1)
]> ∈ Cn×1, where τ ∈ C and τ 6= 0. Then the
pair (A, ξ ) is controllable if and only if the pair (A22, A21) is
controllable.
Proof: If (A, ξ ) is controllable, then the matrix
[A−λ In ξ ] has full row rank for all λ ∈ C [19, Theorem
3.1]. That is, rank
([
A11−λ A12 τ
A21 A22−λ In−1 0(n−1)×1
])
= n
for all λ ∈ C. It follows that rank([A21 A22−λ In−1]) = n−1
for all λ ∈ C. Therefore, (A22, A21) is controllable [19,
Theorem 3.1]. Conversely, if (A22, A21) is controllable, then
rank([A22−λ In−1 A21]) = n− 1 for all λ ∈ C. Since τ 6= 0,
it follows that rank
([
A11−λ A12 τ
A21 A22−λ In−1 0(n−1)×1
])
= n
for all λ ∈C. That is, the matrix [A−λ In ξ ] has full row rank
for all λ ∈ C. Therefore, (A, ξ ) is controllable.
Lemma 6. Suppose A = diag [A11, A22, · · · , Amm], where
A j j ∈ Cn j×n j , 1 ≤ j ≤ m, and ξ =
[
ξ>1 ξ
>
2 · · · ξ>m
]>,
where ξ j ∈ Cn j×1, 1 ≤ j ≤ m. Then the pair (A, ξ ) is
controllable if and only if all the pairs (A j j, ξ j), 1 ≤ j ≤ m,
are controllable and A j j and Akk, j 6= k, have no common
eigenvalues.
Proof: Necessity. If the pair (A, ξ ) is controllable, then
the matrix
[
A−λ I∑mj=1 n j ξ
]
has full row rank for all λ ∈
C [19, Theorem 3.1]. That is,
rank


A11−λ In1 ξ1
A22−λ In2 ξ2
. . .
...
Amm−λ Inm ξm


=
m
∑
j=1
n j. (14)
Then it follows that the matrix
[
A j j−λ In j ξ j
]
has full row
rank for all λ ∈C. Therefore, all the pairs (A j j, ξ j), 1≤ j≤m,
are controllable [19, Theorem 3.1].
To prove the second part of necessity, without loss of gener-
ality, we assume that A11 and A22 share a common eigenvalue
λ . Then the matrix
[
A11 0
0 A22
]
is a derogatory matrix [20],
[21]. Using Lemma 6 in [6], the pair
([
A11 0
0 A22
]
,
[
ξ1
ξ2
])
cannot be controllable. But we already know from the previous
result that if the pair (A, ξ ) is controllable then the pair([
A11 0
0 A22
]
,
[
ξ1
ξ2
])
must be controllable. Therefore, we
reach a contradiction. We conclude that A j j and Akk, j 6= k,
have no common eigenvalues.
Sufficiency. To show (A, ξ ) is controllable, we need to prove
that the matrix
[
A−λ I∑mj=1 n j ξ
]
has full row rank for all λ ∈
C. That is, we need to prove that the matrix
[
A−λ I∑mj=1 n j ξ
]
has full row rank for any eigenvalue λ of A. Now suppose λ
is an arbitrary eigenvalue of A. Since A j j and Akk, j 6= k, have
no common eigenvalues, it follows that λ is an eigenvalue of
only one block. Without loss of generality, we assume that
λ is an eigenvalue of A11. Then we have det(A11−λ In1) = 0
and det(A j j−λ In j) 6= 0, 2≤ j≤m. Since (A11, ξ1) is control-
lable, it follows that [A11−λ In1 ξ1] has full row rank. Then
we have

A11−λ In1 ξ1
A22−λ In2 0
. . .
...
Amm−λ Inm 0

has full row rank. As a consequence, it can be shown
that

A11−λ In1 ξ1
A22−λ In2 ξ2
. . .
...
Amm−λ Inm ξm
 has
full row rank. Therefore, we conclude that the matrix[
A−λ I∑mj=1 n j ξ
]
has full row rank for any eigenvalue λ of
A. Hence (A, ξ ) is controllable.
Proof of Theorem 1
Proof: Necessity. Suppose an N-mode pure Gaussian
state is generated by a linear quantum system subject to
the two constraints ¬ and ­, and Z is the corresponding
Gaussian graph matrix for this pure Gaussian state. We
will show that the Gaussian graph matrix Z of this pure
Gaussian state can be written in the form of Equation (9)
or Equation (10). According to ¬, the Hamiltonian of the
linear quantum system is Hˆ = 12 xˆ
>
[
R 0N×N
0N×N R
]
xˆ, where
R =

2g11 g12 · · · g1N
g12 2g22 · · · g2N
...
...
. . .
...
g1N g2N · · · 2gNN
. Using Lemma 1, we have
{
XRX +Y RY −ΓY−1X−XY−1Γ> = R, (15)
−XR+ΓY−1 = 0. (16)
It follows from (16) that Γ= XRY . Substituting this into (15)
gives
Y RY −XRX = R. (17)
Recall from Lemma 1 that Γ+Γ> = 0, i.e., XRY +Y RX = 0.
Combining this with (17) gives
ZRZ =−R. (18)
Suppose that the `th mode of the linear quantum system is
locally coupled to the reservoir. Then using Lemma 3, we
have Z(`, j) = Z( j,`) = 0, ∀ j 6= `. This fact implies that there
exists a permutation matrix P1 ∈ RN×N such that
Z =P>1
[
z¯ 01×(N−1)
0(N−1)×1 Z˘
]
P1,
where z¯ = Z(`,`) and Z˘ ∈ C(N−1)×(N−1). Obviously, z¯ ∈ Λ. Let
R˘,P1RP>1 . Then Equation (18) is transformed into[
z¯ 01×(N−1)
0(N−1)×1 Z˘
]
R˘
[
z¯ 01×(N−1)
0(N−1)×1 Z˘
]
=−R˘. (19)
If we write R˘ in block form as R˘ =
[
R˘11 R˘>21
R˘21 R˘22
]
, where
R˘11 ∈R, R˘22 = R˘>22 ∈R(N−1)×(N−1), and R˘21 ∈R(N−1)×1, then
Equation (19) becomes
z¯R˘11z¯ =−R˘11,
Z˘R˘22Z˘ =−R˘22, (20)
Z˘R˘21z¯ =−R˘21. (21)
Since R˘22 = R˘>22, it can be diagonalized by a real orthogonal
matrix Q1 ∈ R(N−1)×(N−1). That is, R˘22 =Q>1 {R22Q1, where
{R22 is a real diagonal matrix. Let {Z , Q1Z˘Q>1 , and
{R21 ,
Q1R˘21. Then the equations (20) and (21) are transformed into{
{Z {R22 {Z =− {R22, (22)
{Z {R21z¯ =− {R21. (23)
Since the `th mode of the linear quantum system is lo-
cally coupled to the reservoir, it follows from Lemma 1
that the matrix P in (7) must be of the form P =[
01×(`−1) τp 01×(N−`)
]>, where τp ∈ C and τp 6= 0. The
matrix Q in (8) is given by Q = −iRY +Y−1Γ = −iRY +
Y−1 (−Y RX) = −RZ = −P>1 R˘
[
z¯ 01×(N−1)
0(N−1)×1 Z˘
]
P1.
From (8), we observe that the pair (Q, P) is controllable. Using
Lemma 4, it follows that
(
−R˘
[
z¯ 01×(N−1)
0(N−1)×1 Z˘
]
, P1P
)
is controllable. Note that P1P =
[
τp 01×(N−1)
]> and
−R˘
[
z¯ 01×(N−1)
0(N−1)×1 Z˘
]
=−
[
R˘11z¯ R˘>21Z˘
R˘21z¯ R˘22Z˘
]
. It follows from
Lemma 5 that
(−R˘22Z˘, −R˘21z¯) is controllable. That is,(−Q>1 {R22 {ZQ1, −Q>1 {R21z¯) is controllable. Again using
Lemma 4, it follows that
(− {R22 {Z, − {R21z¯) is controllable.
Since− {R21z¯∈C(n−1)×1, by Lemma 6 in [6], the matrix− {R22 {Z
is a non-derogatory matrix. Then following similar arguments
as in the proof of Theorem 1 in [6], we have the following
preliminary result.
* If N is odd, then
{Z =P>2 Z¯P2, Z¯ = diag[Z˜1, · · · , Z˜ (N−1)
2
],
where P2 ∈ R(N−1)×(N−1) is a permutation matrix, Z˜1 ∈
(Π∪Ξ), and Z˜ j ∈ Ξ, 2≤ j ≤ (N−1)2 .
* If N is even, then
{Z =P>2 Z¯P2, Z¯ = diag[Z˜1, · · · , Z˜ N2 ],
where P2 ∈ R(N−1)×(N−1) is a permutation matrix, Z˜1 ∈
Λ, and Z˜ j ∈ Ξ, 2≤ j ≤ N2 .
Here Π , {diag[z, i] ∣∣ z ∈ C and Im(z) > 0}, and Ξ ,{
Z
∣∣∣∣ Z = Z> ∈ C2×2, Im(Z) > 0, and (diag[1,−1]Z)2 =
−I2
}
.
Let R¯22 ,P2 {R22P>2 and R¯21 ,P2
{R21. Then the equa-
tions (22) and (23) are transformed into{
Z¯R¯22Z¯ =−R¯22, (24)
Z¯R¯21z¯ =−R¯21. (25)
Since
(− {R22 {Z, − {R21z¯) is controllable, i.e.,(−P>2 R¯22Z¯P2, −P>2 R¯21z¯) is controllable, it follows
from Lemma 4 that (−R¯22Z¯, −R¯21z¯) is controllable.
First, if N is odd, we partition R¯22 and R¯21 as R¯22 =
diag[R˜22,1, · · · , R˜22, (N−1)2 ] and R¯21 =
[
R˜>21,1 · · · R˜>21, (N−1)2
]>
,
where R˜22, j ∈ R2×2 and R˜21, j ∈ R2×1, 1 ≤ j ≤ (N−1)2 . Then
the equations (24) and (25) become{
Z˜ jR˜22, jZ˜ j =−R˜22, j, (26)
Z˜ jR˜21, j z¯ =−R˜21, j, (27)
where 1 ≤ j ≤ (N−1)2 . Since (−R¯22Z¯, −R¯21z¯) is control-
lable, it follows from Lemma 6 that
(−R˜22, jZ˜ j, −R˜21, j z¯),
1 ≤ j ≤ (N−1)2 , is controllable. Note that R˜22,1 is a real
diagonal matrix. If Z˜1 ∈ Π and Z˜1 6= iI2, solving (26) gives
R˜22,1 =
[
0 0
0 τ1
]
, where τ1 ∈R. Then −R˜22,1Z˜1 =
[
0 0
0 −τ1i
]
.
Since
(−R˜22,1Z˜1, −R˜21,1z¯) is controllable, it follows that
R˜21,1 =
[
τ2 τ3
]>, with τ2τ3 6= 0. Substituting this into (27)
yields z¯ = i and Z˜1 = iI2. This contradicts the assumption that
Z˜1 6= iI2. Therefore, we know that if Z˜1 ∈ Π, then Z˜1 = iI2.
Note that iI2 ∈ Ξ. Hence Z˜1 ∈ Ξ. Since
(−R˜22, jZ˜ j, −R˜21, j z¯)
is controllable, it follows that R˜21, j 6= 02×1, 1 ≤ j ≤ (N−1)2 .
Then by (27), − 1z¯ is an eigenvalue of Z˜ j, i.e., det
(
Z˜ j + 1z¯
)
= 0,
1≤ j ≤ (N−1)2 . Combining this fact with Z˜ j ∈ Ξ, we conclude
that Z˜ j ∈ ∆, 1 ≤ j ≤ (N−1)2 . Let P =P1, and Q =P2Q1
in (9). Obviously, Q is an orthogonal matrix and Equation (9)
holds. This completes the first part of the necessity proof.
Second, if N is even, we partition R¯22 and R¯21 as R¯22 =
diag[R˜22,1, · · · , R˜22,N2 ] and R¯21 =
[
R˜>21,1 · · · R˜>21,N2
]>
, where
R˜22,1 ∈R, R˜21,1 ∈R, R˜22, j ∈R2×2 and R˜21, j ∈R2×1, 2≤ j≤ N2 .
Then the equations (24) and (25) become{
Z˜ jR˜22, jZ˜ j =−R˜22, j, (28)
Z˜ jR˜21, j z¯ =−R˜21, j, (29)
where 1≤ j≤ N2 . Recall that (−R¯22Z¯, −R¯21z¯) is controllable.
Then it follows from Lemma 6 that
(−R˜22, jZ˜ j, −R˜21, j z¯), 1≤
j ≤ N2 , is controllable. Hence we have R˜21,1 6= 0 and R˜21, j 6=
02×1, 2 ≤ j ≤ N2 . Then by (29), − 1z¯ is an eigenvalue of Z˜ j,
i.e., det
(
Z˜ j + 1z¯
)
= 0, 1≤ j≤ N2 . Therefore, we obtain Z˜1 =− 1z¯
and Z˜ j ∈ ∆, 2≤ j≤ N2 . Let P =P1, and Q=P2Q1 in (10).
Obviously,Q is an orthogonal matrix and Equation (10) holds.
This completes the second part of the necessity proof.
Sufficiency. Suppose the graph matrix Z of an N-mode pure
Gaussian state (where N is odd) satisfies Equation (9). We
now construct an N-mode linear quantum system subject to
the two constraints ¬ and ­, such that the state is obtained
as the unique steady state of this system. We see from
Equation (9) that Z˜ j ∈ ∆, 1 ≤ j ≤ (N−1)2 . Using Theorem 2
in [6], it can be shown that ξv1 =
[
1 1
]> and ξv2 = [1 −1]>
are two eigenvectors of Z˜ j, 1 ≤ j ≤ (N−1)2 . Since Z˜ j ∈ C2×2
and − 1z¯ is an eigenvalue of Z˜ j, we have Z˜ jξv1 = − 1z¯ ξv1 or
Z˜ jξv2 =− 1z¯ ξv2. Using this fact, we choose R˜21, j = τ¯ j
[
1 1
]>,
where τ¯ j ∈ R and τ¯ j 6= 0, if Z˜ j
[
1 1
]>
= − 1z¯
[
1 1
]> and
R˜21, j = τ¯ j
[
1 −1]> otherwise. Then we have Z˜ jR˜21, j =
− 1z¯ R˜21, j, 1≤ j ≤ (N−1)2 . Let R¯21 =
[
R˜>21,1 · · · R˜>21, (N−1)2
]>
and
let R¯22 = diag
[
r1, −r1, r2, −r2, · · · , r N−1
2
, −r N−1
2
]
, where
r j ∈ R, r j 6= 0, and |r j| 6= |rk| whenever j 6= k. Then it can be
verified that Z¯R¯22Z¯ =−R¯22, and Z¯R¯21z¯ =−R¯21. In Lemma 1,
let us choose R=P>
[
0 R¯>21Q
Q>R¯21 Q>R¯22Q
]
P , Γ= XRY and
P =P>
[
τp 01×(N−1)
]> where τp ∈ C and τp 6= 0. Then it
can be verified that R = R> ∈ RN×N and ZRZ = −R. It then
follows that Y RY − XRX = R and XRY +Y RX = 0. Hence
Γ+Γ> = 0, i.e., Γ is a skew symmetric matrix. Substituting R
and Γ into (6) gives G = diag[R, R]. Therefore, the Hamilto-
nian is Hˆ = 12 xˆ
>Gxˆ, which satisfies the first constraint ¬. We
have
Q =−RZ
=−P>
[
0 R¯>21Q
Q>R¯21 Q>R¯22Q
][
z¯ 01×(N−1)
0(N−1)×1 Q>Z¯Q
]
P
=−P>
[
0 R¯>21Z¯Q
Q>R¯21z¯ Q>R¯22Z¯Q
]
P.
We now show that (Q,P) is controllable. Let R˜22, j =
diag[r j, −r j]. We have
rank
([
R˜21, j z¯ R˜22, jZ˜ jR˜21, j z¯
])
= rank
([
R˜21, j z¯ − R˜22, jR˜21, j
])
= rank
([
R˜21, j R˜22, jR˜21, j
])
= rank
([
τ¯ j r j τ¯ j
τ¯ j −r j τ¯ j
])
or rank
([
τ¯ j r j τ¯ j
−τ¯ j r j τ¯ j
])
=2, 1≤ j ≤ (N−1)
2
.
Then it follows that
(
R˜22, jZ˜ j, R˜21, j z¯
)
, 1 ≤ j ≤ (N−1)2 , is con-
trollable. In addition, we have (R˜22, jZ˜ j)2 = −R˜222, j = −r2j I2.
Using Lemma 2 in [6], it follows that the matrix R˜22, jZ˜ j
is diagonalizable and its eigenvalues are either r ji or −r ji.
Hence R˜22, jZ˜ j, 1 ≤ j ≤ (N−1)2 , have no common eigenval-
ues. By Lemma 6, we have (R¯22Z¯, R¯21z¯) is controllable. By
Lemma 4,
(
Q>R¯22Z¯Q,Q>R¯21z¯
)
is controllable. According
to Lemma 5,
([
0 R¯>21Z¯Q
Q>R¯21z¯ Q>R¯22Z¯Q
]
,
[
τp
0(N−1)×1
])
is con-
trollable. Based on Lemma 4, we conclude that (Q,P) is
controllable. Therefore, by Lemma 1, the resulting linear
quantum system is strictly stable and generates the desired
target pure Gaussian state specified by Equation (9). The
system-reservoir coupling vector Lˆ is given by
Lˆ =Cxˆ = P> [−Z IN ] xˆ
=−[τpz¯ 01×(N−1)]P [qˆ1 qˆ2 · · · qˆN]>
+
[
τp 01×(N−1)
]
P
[
pˆ1 pˆ2 · · · pˆN
]>
=−τpz¯qˆ`+ τp pˆ`,
where `=
[
1 01×(N−1)
]
P
[
1 2 · · · N]>. It can be seen
that the system-reservoir coupling vector Lˆ consists of only
one Lindblad operator which acts on the `th mode of the sys-
tem. Hence it satisfies the second constraint ­. This completes
the first part of the sufficiency proof.
Suppose the graph matrix Z of an N-mode pure Gaussian
state (where N is even) satisfies Equation (10). We now
construct an N-mode linear quantum system subject to the
two constraints ¬ and ­, such that the state is obtained
as the unique steady state of this system. We see from
Equation (10) that Z˜1 = − 1z¯ and Z˜ j ∈ ∆, 2 ≤ j ≤ N2 . Using
Theorem 2 in [6], it can be shown that ξv1 =
[
1 1
]> and
ξv2 =
[
1 −1]> are two eigenvectors of Z˜ j, 2 ≤ j ≤ N2 .
Since Z˜ j ∈ C2×2 and − 1z¯ is an eigenvalue of Z˜ j, we have
Z˜ jξv1 = − 1z¯ ξv1 or Z˜ jξv2 = − 1z¯ ξv2, 2 ≤ j ≤ N2 . Let R˜21,1 = τ¯1,
where τ¯1 ∈R and τ¯1 6= 0. For 2≤ j≤ N2 , let R˜21, j = τ¯ j
[
1 1
]>,
where τ¯ j ∈ R and τ¯ j 6= 0, if Z˜ j
[
1 1
]>
= − 1z¯
[
1 1
]> and
R˜21, j = τ¯ j
[
1 −1]> otherwise. Then we have Z˜ jR˜21, j =
− 1z¯ R˜21, j, 1 ≤ j ≤ N2 . Let R¯21 =
[
R˜>21,1 · · · R˜>21,N2
]>
and
let R¯22 = diag
[
0, r2, −r2, · · · , r N
2
, −r N
2
]
, where r j ∈ R,
r j 6= 0, j ≥ 2, and |r j| 6= |rk| whenever j 6= k. Then it
can be verified that Z¯R¯22Z¯ = −R¯22 and Z¯R¯21z¯ = −R¯21.
Let R = P>
[
0 R¯>21Q
Q>R¯21 Q>R¯22Q
]
P , Γ = XRY and P =
P>
[
τp 01×(N−1)
]> where τp ∈C and τp 6= 0. Then it can be
verified that R = R> ∈ RN×N and ZRZ =−R. It then follows
that Y RY −XRX = R and XRY +Y RX = 0. Hence Γ+Γ> = 0,
i.e., Γ is a skew symmetric matrix. Substituting R and Γ
into (6) gives G = diag[R, R]. Therefore, the Hamiltonian is
Hˆ = 12 xˆ
>Gxˆ, which satisfies the first constraint ¬. We have
Q =−RZ
=−P>
[
0 R¯>21Q
Q>R¯21 Q>R¯22Q
][
z¯ 01×(N−1)
0(N−1)×1 Q>Z¯Q
]
P
=−P>
[
0 R¯>21Z¯Q
Q>R¯21z¯ Q>R¯22Z¯Q
]
P.
We now show that (Q,P) is controllable. Let R˜22,1 = 0 and
R˜22, j = diag[r j, −r j], 2 ≤ j ≤ N2 . First, it can be seen that(
R˜22,1Z˜1, R˜21,1z¯
)
is controllable. We also have
rank
([
R˜21, j z¯ R˜22, jZ˜ jR˜21, j z¯
])
= rank
([
R˜21, j z¯ − R˜22, jR˜21, j
])
= rank
([
R˜21, j R˜22, jR˜21, j
])
= rank
([
τ¯ j r j τ¯ j
τ¯ j −r j τ¯ j
])
or rank
([
τ¯ j r j τ¯ j
−τ¯ j r j τ¯ j
])
=2, 2≤ j ≤ N
2
.
Then it follows that
(
R˜22, jZ˜ j, R˜21, j z¯
)
, 2 ≤ j ≤ N2 , is control-
lable. In addition, we have (R˜22, jZ˜ j)2 = −R˜222, j = −r2j I2, 2 ≤
j≤ N2 . Using Lemma 2 in [6], it follows that the matrix R˜22, jZ˜ j
is diagonalizable and its eigenvalues are either r ji or −r ji,
2≤ j≤ N2 . Bearing in mind R˜22,1Z˜1 = 0, it follows that R˜22, jZ˜ j,
1 ≤ j ≤ N2 , have no common eigenvalues. By Lemma 6,
(R¯22Z¯, R¯21z¯) is controllable. It then follows from Lemma 4
that
(
Q>R¯22Z¯Q,Q>R¯21z¯
)
is controllable. It follows from
Lemma 5 that
([
0 R¯>21Z¯Q
Q>R¯21z¯ Q>R¯22Z¯Q
]
,
[
τp 01×(N−1)
]>)
is controllable. According to Lemma 4, we conclude that
(Q,P) is controllable. Therefore, by Lemma 1, the resulting
linear quantum system is strictly stable and generates the
desired target pure Gaussian state specified by Equation (10).
The system-reservoir coupling vector Lˆ is given by
Lˆ =Cxˆ = P> [−Z IN ] xˆ
=−[τpz¯ 01×(N−1)]P [qˆ1 qˆ2 · · · qˆN]>
+
[
τp 01×(N−1)
]
P
[
pˆ1 pˆ2 · · · pˆN
]>
=−τpz¯qˆ`+ τp pˆ`,
where `=
[
1 01×(N−1)
]
P
[
1 2 · · · N]>. It can be seen
that the system-reservoir coupling vector Lˆ consists of only
one Lindblad operator which acts on the `th mode of the sys-
tem. Hence it satisfies the second constraint ­. This completes
the second part of the sufficiency proof.
Proof of Lemma 2
Proof: Suppose Z ∈ ∆. Then it follows from Theorem 2
in [6] that Z has the form Z =
[
z11 z12
z12 z11
]
, where z11 ∈C and
z12 ∈C. Substituting this into the equation
(
diag[1,−1]Z
)2
=
−I2 gives
z211− z212 =−1. (30)
The constraint det(Z+ 1z¯ I2) = 0 is equivalent to(
z11+
1
z¯
)2
− z212 = 0. (31)
Combining (30) and (31) yields z11 = z¯
2−1
2z¯ and z12 =± z¯
2+1
2z¯ .
Therefore, Z =
[
z¯2−1
2z¯
z¯2+1
2z¯
z¯2+1
2z¯
z¯2−1
2z¯
]
or
[
z¯2−1
2z¯ − z¯
2+1
2z¯
− z¯2+12z¯ z¯
2−1
2z¯
]
. Since
Z = Z>, it can be easily seen that Re(Z) = Re(Z)> and
Im(Z) = Im(Z)>. To prove Im(Z) > 0, we have to show
Im(z11) > 0 and (Im(z11))
2 − (Im(z12))2 > 0. Suppose z¯ =
x+ iy, x ∈ R, y ∈ R, and y> 0. Then
z11 =
z¯2−1
2z¯
=
1
2
(
z¯− 1
z¯
)
=
1
2
(
x+ iy− x− iy
x2+ y2
)
.
Hence Im(z11) = 12
(
y+ yx2+y2
)
> 0. Since
z12 =± z¯
2+1
2z¯
=±1
2
(
z¯+
1
z¯
)
=±1
2
(
x+ iy+
x− iy
x2+ y2
)
,
we have
(Im(z11))
2− (Im(z12))2
=
1
4
(
y+
y
x2+ y2
)2
− 1
4
(
y− y
x2+ y2
)2
=
y2
(x2+ y2)2
> 0.
Therefore, we have Im(Z) > 0. Combining
the results above, we conclude that ∆ ={[
z¯2−1
2z¯
z¯2+1
2z¯
z¯2+1
2z¯
z¯2−1
2z¯
]
,
[
z¯2−1
2z¯ − z¯
2+1
2z¯
− z¯2+12z¯ z¯
2−1
2z¯
]}
. This completes
the proof.
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