Abstract: Parameter estimation of photovoltaic (PV) models from experimental current versus voltage (I-V) characteristic curves acts a pivotal part in the modeling a PV system and optimizing its performance. Although many methods have been proposed for solving this PV model parameter estimation problem, it is still challenging to determine highly accurate and reliable solutions. In this paper, this problem is firstly transformed into an optimization problem, and an objective function (OF) is formulated to quantify the overall difference between the experimental and simulated current data. And then, to enhance the performance of original cuckoo search algorithm (CSA), a novel improved cuckoo search algorithm (ImCSA) is proposed, by combining three strategies with CSA. In ImCSA, a quasi-opposition based learning (QOBL) scheme is employed in the population initialization step of CSA. Moreover, a dynamic adaptation strategy is developed and introduced for the step size without Lévy flight step in original CSA. A dynamic adjustment mechanism for the fraction probability (P a ) is proposed to achieve better tradeoff between the exploration and exploitation to increase searching ability. Afterwards, the proposed ImCSA is used for solving the problem of estimating parameters of PV models based on experimental I-V data. Finally, the proposed ImCSA has been demonstrated on the parameter identification of various PV models, i.e., single diode model (SDM), double diode model (DDM) and PV module model (PMM). Experimental results indicate that the proposed ImCSA outperforms the original CSA and its superior performance in comparison with other state-of-the-art algorithms, and they also show that our proposed ImCSA is capable of finding the best values of parameters for the PV models in such effective way for giving the best possible approximation to the experimental I-V data of real PV cells and modules. Therefore, the proposed ImCSA can be considered as a promising alternative to accurately and reliably estimate parameters of PV models.
Introduction
In recent years, several reasons such as gradually depleting fossil fuel resources, environmental protection concerns, and political issues have resulted in a high demand for electrical energy [1] . Thus, the conflict between the vigorously increasing power demands and scarcity of fossil resource is becoming more and more serious, promoting the development of renewable energy resources, β parameters, which cannot be amended in the next iterations. It is important but difficult to tune proper values of such parameters of the Lévy flight step size for the provided problems. In addition, no strategy is used to control over the step size during the process of iteration while obtaining global optimization in original CSA. Thirdly, the original CSA uses fixed value for fraction probability, P a . Thus, an ideal value of P a needs to be carefully tuned for a given problem, which is not trouble free. The fixed value of such parameter still lacks an appropriate balance between the global search ability and local search capability of original CSA. Hence, it is necessary to overcome these drawbacks and enhance the performance of the original CSA.
Opposition-based learning (OBL) recently introduced by Tizhoosh [40] , is a new scheme for machine intelligence and applied for speeding up various optimization algorithms' convergence and improving the accuracy of their solutions [41] , which has attracted a lot of research attention in recent years [42] . The major concept of OBL is the simultaneous consideration of a guess and its corresponding opposite guess which is closer to the global optimum for finding out a better candidate answer to given problems. Nevertheless, recently, researchers introduced the QOBL and established that a quasi-opposite number is more likely to be closer to the solution than an opposite number [43, 44] . Thus, the idea of QOBL has also been successfully used to reinforce several global optimization algorithms like DE, GA, PSO, and BBO [42, 44] .
For addressing the aforementioned drawbacks of original CSA and improving its performance, in this paper, a novel improved cuckoo search algorithm (ImCSA) is proposed, by combining three strategies with original CSA. Firstly, a strategy called QOBL scheme is employed in the population initialization step of CSA to accelerate its convergence and enhance its solution accuracy. Secondly, a dynamic adaptation strategy is developed and introduced for the step size without Lévy flight step in original CSA, which makes the step size with zero parameter initialization adaptively change according to the individual nest's fitness value over the course of the iteration and the current iteration number. This strategy is useful for optimization with a faster rate. Thirdly, a dynamic adjustment mechanism for the fraction probability or discovery rate (P a ) is proposed for providing better tradeoff between the exploration and exploitation to increase searching ability. This paper focuses on the PV models parameter estimation problem. In this paper, this problem is firstly transformed into an optimization problem, and an OF is formulated to quantify the overall difference between the experimental and Energies 2018, 11, 1060 4 of 31 simulated current data. And then, a novel improved version of CSA called ImCSA is proposed and employed to solve the problem of estimating the parameters of PV models based on measured I-V data from the real PV cells/modules. Finally, the proposed ImCSA has been demonstrated on the various PV models, i.e., SDM, DDM and PMM. The main contributions of this article are summarized as follows:
•
A new improved variant of CSA, known as ImCSA, is proposed for solving the PV models parameter estimation problem based on experimental I-V data.
• A novel improved CSA, named as ImCSA, by combining three strategies with original CSA to enhance its performance is proposed. First, a QOBL scheme is used in the population initialization step of original CSA. Then, a dynamic adaptation strategy is developed and introduced for the step size without Lévy flight step in original CSA. Finally, a dynamic adjustment mechanism for the fraction probability, P a is proposed to provide better balance between the global exploration and local exploitation to increase searching ability. The proposed ImCSA is a global optimization method and could be applied to other real-world problems.
•
The proposed ImCSA is able to seek out the best parameter values for PV models in such effective way for giving the best possible approximation to the experimental I-V data of real PV cells and modules. Compared with original CSA and other different methods used in recent literature, the superior performance of the ImCSA is confirmed. Therefore, the proposed ImCSA can serve as a potential alternative to accurately and reliably identify PV models parameters.
The remainder of the article is arranged as follows: Section 2 introduces the PV models in this study. The proposed mathematical problem formulation for parameter estimation of PV models is also presented. The original CSA is given in Section 3. The proposed ImCSA and its application for the PV models parameter estimation problem were described in Section 4. Section 5 demonstrates the experimental results and discussion. Section 6 summarizes the conclusions.
Photovoltaic (PV) Modeling and Problem Formulation
This section firstly describes the modeling of PV cells and modules. Then, the objective function for the problem is detailed.
PV Cell Model
In the literature, various circuit models have been employed for describing the electrical behavior of PV cells, but in practice, only two widely used models, namely, SDM and DDM, are suitable for electrical engineering applications [4, 11, 24, 26] . These two models will be concisely presented in the following subsections.
Single Diode Model
The SDM is the most normally adopted in the researches for describing the static I-V characteristic of a PV cell due to its simplicity and accuracy [32] . The equivalent circuit of SDM is illustrated in Figure 1a . This model comprises a photo generated current source in parallel with a diode, a series resistor to denote the ohmic losses related to load current and a shunt resistor to present the leakage current. Thus, in term of Kirchhoff's current law (KCL), the PV cell terminal current, I t , can be expressed by:
where I ph denotes the photo generated current, I d denotes the diode current, and I sh denotes the shunt resistor current, respectively. Additionally, in term of Shockley equation, I d is computed by:
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where I sd is the reverse saturation current of diode, V t is the cell terminal voltage, R s is the series resistance, a is the diode ideality factor, k is the Boltzmann constant (1.380 × 10 −23 J/K), q is the electronic charge (1.602 × 10 −19 C), and T is the PV cell absolute temperature in Kelvin, respectively. Moreover, using Kirchhoff's voltage law (KVL), I sh is obtained as:
where R sh is the shunt resistance. Therefore, by substituting from Equations (2) and (3) into Equation (1), the I-V relationship of the SDM can be rewritten as follows [2, 11] :
Consequently, for this SDM, there are five unknown parameters, namely, I ph , I sd , a, R s , and R sh that can be estimated based on experimental I-V data. Accurate estimations of these parameters are vital to reflect the PV cell characteristics closer to the real characteristics, and this can be achieved by an optimization technique. 
where Rsh is the shunt resistance. Therefore, by substituting from Equations (2) and (3) into Equation (1), the I-V relationship of the SDM can be rewritten as follows [2, 11] : 
Consequently, for this SDM, there are five unknown parameters, namely, Iph, Isd, a, Rs, and Rsh that can be estimated based on experimental I-V data. Accurate estimations of these parameters are vital to reflect the PV cell characteristics closer to the real characteristics, and this can be achieved by an optimization technique. 
Double Diode Model
The DDM is the second most widely used circuit model in practice for PV cells. Although the SDM is known to provide a satisfactory approximation to the characteristic of a practical PV cell, the effect of recombination current loss in the depletion region need to be taken into account for making the model more realistic and achieving higher degrees of accuracy. The equivalent circuit of DDM is shown in Figure 1b . This model includes two diodes in parallel with the photo generated current source, a series resistance and a shunt resistance. Hence, by applying KCL, It can be expressed by:
where Id1 denotes the first diode current, and Id2 denotes the second diode current, respectively. In addition, according to the Shockley equation, Id1 and Id2 are given as follows:
where Isd1 and Isd2 represent the diffusion and saturation currents, respectively. a1 and a2 stand for the diode ideality factors. Thereby, like the SDM, the I-V relationship of the DDM is finally computed by [11, 34] : 
The DDM is the second most widely used circuit model in practice for PV cells. Although the SDM is known to provide a satisfactory approximation to the characteristic of a practical PV cell, the effect of recombination current loss in the depletion region need to be taken into account for making the model more realistic and achieving higher degrees of accuracy. The equivalent circuit of DDM is shown in Figure 1b . This model includes two diodes in parallel with the photo generated current source, a series resistance and a shunt resistance. Hence, by applying KCL, I t can be expressed by:
where I d1 denotes the first diode current, and I d2 denotes the second diode current, respectively. In addition, according to the Shockley equation, I d1 and I d2 are given as follows:
where I sd1 and I sd2 represent the diffusion and saturation currents, respectively. a 1 and a 2 stand for the diode ideality factors. Thereby, like the SDM, the I-V relationship of the DDM is finally computed by [11, 34] :
Obviously, from Equation (8), seven unknown parameters, namely, I ph , I sd1 , I sd2 , a 1 , a 2 , R s , and R sh need to be identified based on the given I-V data from a real PV cell. Therefore, this is a crucial task in PV systems to accurately estimate such values of parameters for ensure a better performance of a practical PV cell.
PV Module Model
The PMM that comprises of several PV cells interconnected in series and/or in parallel to raise the level of output voltage and/or current [4, [21] [22] [23] 26] . The equivalent circuit model of a PV module (based on SDM) is depicted in Figure 2 . Therefore, the Equation (4) of SDM is directly employed to express the I-V relationship of a PMM as follows:
where N s and N p denote the number of PV cells in series and parallel, respectively. Considering the concision, Equation (9) is also rewritten as:
where
Considering this PV module model based on SDM, five unknown parameters, namely, I phm , I sdm , a m , R sm , and R shm must be estimated based on the given I-V data of real PV modules. Similarly, an accurate identification of these parameters is critical to optimizing the performance of a PV module.
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The main intention of mathematical modeling of PV models is to precisely estimate the values of unknown parameters that characterize several models, especially the aforementioned PV models such as SDM, DDM and PMM, based on measured I-V data from real PV cells and PV modules. However, estimation of the most optimal values of unknown parameters is a difficult and challenge problem since the characteristic current equations describing the PV models are implicit, nonlinear and transcendental [10] . Thus, this PV models parameter estimation problem can be transformed into an optimization problem, in which the aim is to minimize the difference between the experimental I-V data and the I-V data from model computed by taking into consideration a specific set of estimated parameters. This difference also called error function can be defined by rewriting the Equations (4), (8) and (10) in their homogeneous forms for SDM, DDM and PMM respectively as follows: 
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where e(V t , I t , θ) is the error function which means the difference between the simulated current using model determined by estimated parameters and experimental current from a PV cell and module, and computed for each pair of the measured data. θ is the solution vector which includes the several unknown parameters of PV models to be identified, where θ = [ I ph , I sd , a, R s , R sh ] is for the SDM, θ = [I ph , I sd1 , I sd2 , a 1 , a 2 , R s , R sh ] is for the DDM and θ = [I phm , I sdm , a m , R sm , R shm ] is for the PMM, respectively. Hence, considering that defining an OF is necessary for the optimization problem, we adopt the root mean square error (RMSE) as the OF in our study to quantify the overall difference between the simulated and experimental current data. And this OF has been widely used in the literature [1, 2, 4, 10, 11, 29] , which is formulated as follows:
where N is the number of measured data points. Therefore, in our study, the PV models parameter estimation is an optimization process that minimizes the OF(θ) by successively regulating the model parameters solution vector θ within the specified search interval. Obviously, the smaller value of the OF, the better the solution is and that is, the more precise the parameter values estimated from the model. Moreover, it is significant that any decrease occurs in the OF value, representing an improvement in the knowledge about the real values of the parameters [24] .
The Original CSA
The CSA is a recent metaheuristic algorithm proposed by Yang and Deb [36] . The main idea behind CSA is the combination of the cuckoo bird's obligate brood parasitic behaviour and some insects' Lévy flights characteristics. To simply give a description of the original CSA, cuckoo search is based on the following three idealized rules [36, 38, 39] :
• One egg is laid by each cuckoo at a time and dumps its egg into any chosen nest randomly.
•
Nests with the best quality eggs are maintained to the forthcoming generations.
The fraction probability (P a ) of the host birds discovering cuckoo's egg lies within probability range P a ∈ [0, 1]. The available host nest is fixed.
Combining cuckoo search based on three idealized rules with Lévy flight phenomenon, the CSA can be easily formed. In CSA, a fraction probability or discovery rate, P a is used to balance the global search ability and local search capability. The local search can be expressed by: where X i , X j and X k are three different solutions; α > 0 is the step size scaling factor; s is the step size; ⊗ means entry-wise multiplications; H(·) is a Heaviside function and ε is a random number uniformly distributed. On the other hand, the global search is conducted by using Lévy flights as:
where Γ(·) is a Gamma function and expressed by:
in a special case when z = n is an integer, then we have Γ(n) = (n − 1)!. The Lévy flight essentially provides a random walk whose random step length is drawn from a Lévy distribution as:
which has an infinite variance with an infinite mean. In Mantegna's algorithm, the step length s is calculated as [39] :
where u and v are normally distributed stochastic variables as:
and σ u , σ v represent the standard deviations and are given by:
where β is the distribution factor (0.3 ≤ β ≤ 1.99).
Hence, the pseudocode of the original CSA is presented in Algorithm 1.
Proposed ImCSA
The ImCSA is proposed in this subsection. Three main strategies as improvements of the original CSA exist in the ImCSA. First, a QOBL scheme is employed in the population initialization step of CSA to accelerate its convergence and enhance its solution accuracy. Second, a dynamic adaptation strategy is developed and introduced for the step size without Lévy flight step in original CSA, which makes the step size with zero parameter initialization adaptively change according to the individual nest's fitness value over the course of the iteration and the current iteration number. This strategy is useful for optimization with a faster rate. Third, a dynamic adjustment mechanism for the fraction probability or discovery rate (P a ) is proposed to provide better tradeoff between the exploration and exploitation to increase searching ability. These three main strategies in the ImCSA are elucidated in the following subsections and the implementation of the proposed ImCSA is finally described.
4.1.1. Quasi-Opposition Based Learning Scheme for the Population Initialization As mentioned in Section 3, the original CSA adopts random initialization cuckoo population of host nests. This random initialization population method decreases the global exploration ability, which causes the convergence of original CSA to deteriorate and results in being easy to fall into local optimal solution. Here, to overcome this drawback, a strategy called QOBL scheme is introduced to accelerate convergence rate and enhance the solutions quality of CSA.
The OBL recently introduced by Tizhoosh [40] , is a new scheme for machine intelligence and applied for speeding up various optimization algorithms' convergence and improving the accuracy of their solutions [41] . The major concept of OBL is the simultaneous consideration of a guess and its corresponding opposite guess which is closer to the global optimum for finding out a better candidate answer to given problems.
In general, all population-based optimization algorithms start with some initial solutions and try to improve them toward some optimal solution(s). The process of searching stops when several predefined criteria are satisfied. We usually start with random estimations for the absence of a priori knowledge or information about the solution. Researchers have established that an opposite candidate solution has a higher probability of being closer to the global optimum than a random candidate solution [41] . Hence, starting with the closer of the two guesses has the potential to speed up convergence and improve solution's accuracy. Recently, researchers introduced QOBL [43, 44] and established that a quasi-opposite number is more likely to be closer to the solution than an opposite number.
In order to easily explain OBL and QOBL, we need to define some concepts clearly. The opposite number and opposite point adopted for OBL are defined by [41] :
1.
Opposite number: Let X ∈ R be a real number defined on a certain interval:
The opposite number X o is defined by:
2.
Opposite point: Let P = (X 1 , X 2 , · · · , X n ) be a point in n-dimensional space, where 
Here, the quasi-opposite number and quasi-opposite point adopted for QOBL are defined by [43] :
1. Quasi-opposite number: Let X ∈ R be a real number defined on a certain interval:
The quasi-opposite number X qo is defined by: 
2.
Quasi-opposite point: Let P = (X 1 , X 2 , · · · , X n ) be a point in n-dimensional space, where
Overall, in our paper, for improving the performance of original CSA, the QOBL scheme is chosen and employed in the population initialization step of the original CSA. By considering a guess and its corresponding quasi-opposite guess simultaneously, the QOBL scheme leads to searching of search space more thoroughly, which can provide a faster rate of convergence and a higher probability of seeking candidate solutions closer to the global optimum.
Dynamic Adaptation Strategy for the Step Size
Accordingly, in CSA, the global exploration phase for generation of new eggs is governed by Lévy flight based random walks and one has to define the Lévy flight step size. However, in the literature [38, 39] , the Lévy flight step size needs initializing fixed value for both step size scaling factor, α and distribution factor, β parameters, which cannot be amended in the next iterations. Moreover, the characteristics of the next generation nests are decided by step size scaling factor, α and fraction probability, P a in original CSA. On one hand, if the fixed value of α is set too large, the iterations of algorithm will considerably increase while the rate of convergence cannot be guaranteed. Consequently, the host nest will fly beyond boundaries, out of search space, which will affect the accuracy of solution. On the other hand, though a small value of α leads to a high speed convergence rate, it may be unable to seek out global optimum.
Hence, it is crucial and difficult to choose an appropriate value of the step size scaling factor α of the Lévy flight step size for a given problem. Additionally, there is no strategy to control over the step size during the process of iteration while obtaining global optimization by using an original CSA. In order to overcome these drawbacks, we ignore the parameters. Here, a dynamic adaptation strategy is developed and introduced for the step size without Lévy flight step in original CSA. In this sense, the step size S new i can be modeled as follows:
where It is the current iteration number; Bestf (It) is the best fitness value in the iteration It; f i (It) is the fitness value of ith nest in the iteration It; Wortf (It) is the worst fitness value in the iteration It.
Quite evidently, as can be seen from Equation (32), the step size is now with zero parameter to be initialized, which not only relies on the current iteration number but also relies on the fitness value of individual nest in the search space. It is obvious that the step size is automatically determined during the iterative search process of the algorithm and adaptively changed according to the individual nest's fitness value over the course of the iteration and the current iteration number. Therefore, though the step size is large at the beginning, when the number of the iteration increases, the step size decreases. That is to say, the step size is very small, when the algorithm reaches to the global optimum. Thus, in our study, the dynamic adaptation strategy for the step size without Lévy flight step in original CSA has been investigated and is beneficial to optimization with a faster rate and higher quality solutions.
Dynamic Adjustment Mechanism for the Fraction Probability
As a matter of fact, considering the search process, the original CSA uses a combination of global explorative Lévy flight based random walk and local exploitative random walk which is controlled by fraction probability or discovery rate, P a . From the viewpoint of fraction probability P a , the large value of P a leads to increase the diversity of solutions and inhibit premature convergence, while the small value of P a will increase search accuracy but slow down the search process.
However, the original CSA uses fixed value for fraction probability, P a . Thus, an ideal value of P a needs to be carefully tuned for a given problem, which is not trouble free. The fixed value of P a still lacks an appropriate balance between the global search ability and local search capability of original CSA. To overcome this problem and improve the search ability, in this paper, a dynamic adjustment mechanism is introduced into the original CSA to realize the dynamic control of the fraction probability or discovery rate, P a , which is calculated as follows:
where P a,max is the maximum fraction probability and equal to 0.25; P a,min is the minimum fraction probability and equal to 0.01; It and It max are the current iteration number and the maximum number of iterations, respectively.
Implementation of the Proposed ImCSA
In this paper, for further enhancing the performance of CSA, a novel ImCSA is proposed based on three strategies detailed above. First, a QOBL scheme is used in the population initialization step of original CSA. Then, a dynamic adaptation strategy is developed and introduced for the step size without Lévy flight step in original CSA. Finally, a dynamic adjustment mechanism for the fraction probability, P a is proposed to achieve better tradeoff between the global exploration and local exploitation to increase searching ability. In addition, the proposed ImCSA has a simple structure and is thus easy for user to implement, which is the same as that of original CSA. The implementation processes of the proposed ImCSA can be presented as the pseudocode listed in Algorithm 2. Newly added/extended code segments are highlighted in bold. θ m = C i 23.
f m = f tr 24. end if /* Dynamic adjustment mechanism for the fraction probability */ 25. Calculate the dynamic adjustment fraction probability (P a ) using Equation (33) /* End of dynamic adjustment mechanism for the fraction probability */ 26. Drop several worst nests via probability (P a ) and build new ones 27. Keep the best solutions 28. Rank and seek out the current global best nest Gbest 29. end for 30. Postprocess results and visualization
Procedure of the Proposed ImCSA-based PV Models Parameter Estimation
This subsection describes the major procedures of employing the proposed ImCSA for solving the PV models parameter estimation problem based on experimental I-V data of real PV cells and modules. The successive steps can be detailed below:
Read the N measured I-V data values of V t and I t and set associated parameters of the proposed ImCSA such as the host nests size n, the dynamic adjustment fraction probability P a amount within the domain of [P a,min P a,max ], the number of variables to be optimized d, and It max .
2.
Initialize n host nests N 0 considering the variables to be optimized (the unknown parameters of solar cell models, where the parameters solution vector θ = [I ph , I sd , a, R s , R sh ] is for the SDM, θ = [I ph , I sd1 , I sd2 , a 1 , a 2 , R s , R sh ] is for the DDM, and θ = [I phm , I sdm , a m , R sm , R shm ] is for the PMM, respectively). The solution vector θ is randomly generated within the specified range which is widely used in the literature [4, 25, 31, 32, 34] . 3.
Create quasi-opposite of initial host nests (QON 0 ) using Equation (31).
4.
Evaluate the OF for the initial host nests (N 0 ) and quasi-opposite of initial host nests (QON 0 ) according to the OF(θ) in Equation (14).
5.
Select n (host nests size) fittest nests from the initial host nests (N 0 ) and quasi-opposite of initial host nests (QON 0 ) as initial host nests (N 0 ). Find the best objective value Bestf (It) and the worst objective value Wortf (It) in the current iteration number It.
8.
Randomly generate a new solution using Equations (23) and (32) 9.
Compute the OF values of the new solutions, decide the newly θbest i and Gbest via comparing the memorized objective values in Step 6 with newly computed ones, update θbest i and Gbest, and memorize objective values and the best objective value. 10. Calculate the dynamic adjustment fraction probability (P a ) using Equation (33) 11. Drop several worst nests with a dynamic control of the fraction probability or discovery rate, P a and build new solution. Due to this action, the new solution can be calculated using Equations (25)- (27). 12. Compute the OF values of the new solutions, decide the newly θbest i and Gbest via comparing the computed OF(θ) in Equation (14) of these new solutions with memorized objective values in
Step 9, update θbest i and Gbest, memorize objective values and the best objective value. 13 . If the predefined maximum number of iterations It max is reached, terminate the computation and display the results (the best solution vector θ and the corresponding objective value OF (RMSE)), else go to Step 7.
The flowchart of the procedure of employing the proposed ImCSA for solving the PV models parameter estimation problem is depicted in Figure 3 . 11. Drop several worst nests with a dynamic control of the fraction probability or discovery rate, Pa and build new solution. Due to this action, the new solution can be calculated using Equations (25)- (27). 12. Compute the OF values of the new solutions, decide the newly θbesti and Gbest via comparing the computed OF(θ) in Equation (14) of these new solutions with memorized objective values in
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Initialize n host nests N0 considering the variables to be optimized ( is for PMM, respectively). The solution vector θ is randomly generated within the specified range widely used in the literature Evaluate the OF of the selected initial n host nests N0, choose the best value of each nest θbesti (i=1,2,…,n) and the global best nest Gbest corresponding to the best OF(θ)
Evaluate the new solutions' OF, update the best value of each nest θbesti and the global best nest Gbest Evaluate the new solutions' OF, update the best value of each nest θbesti and the global best nest Gbest It < Itmax ?
It=It+1
Output the best parameters solution vector θ and the corresponding objective value OF (RMSE) of PV models Get cuckoos (new solutions) randomly based on the previous best nest via using Equations (23) and (32) Discover strange egg with a dynamic control of the fraction probability, Pa, create new solutions using Equations (25), (26) and (27) Read the N measured I-V data values of Vt, It and set n, Pa,min, Pa,max, d, Itmax
Yes
Find the best objective value Bestf(It) and the worst objective value Wortf(It) in the current iteration number It Calculate the dynamic adjustment fraction probability (Pa) using Equation (33) Dynamic adaptation strategy for the step size
Create quasi-opposite of initial host nests (QON0) using Equation (31) Evaluate the OF for the initial host nests (N0) and quasi-opposite of initial host nests (QON0) according to the OF(θ) in Equation (14) Select n fittest nests from the initial host nests (N0) and quasi-opposite of initial host nests (QON0) as initial host nests (N0) 
Experimental Results and Discussion
This section is to fully evaluate the performance of proposed ImCSA for parameter estimation of various PV models, i.e., SDM, DDM and PMM. Two datasets of experiments, namely, benchmark datasets of a standard PV cell and a standard PV module, and real datasets of PV panels are used in the following subsections. First, the benchmark datasets of a standard PV cell and a standard PV module are chosen to verify the effectiveness of proposed ImCSA and compare with the results reported in literature. The benchmark datasets are acquired from [14] , where the experimental I-V data are measured using a 57 mm diameter commercial RTC (the R.T.C. Company, Paris, France) France silicon solar cell (under a 1000 W/m 2 irradiance and 33 • C temperature) and a PV module named Photowatt-PWP201 module consisting of 36 polycrystalline silicon cells in series (under a 1000 W/m 2 at 45 • C). These two data sets of experimental I-V data have been widely used as the benchmark datasets to test and compare the performance of diverse methods [1,2,4,11,31,32,34] developed for parameter estimation of SDM, DDM and PMM. And then, in addition to the benchmark datasets, the real datasets of two recent reported PV panels are also chosen to further establish the ability of proposed ImCSA for parameter estimation under a real implementation. The real datasets of PV panels are gotten from [45] , where the experimental I-V data of two PV panels, namely, polycrystalline STP6-120/36 panel and monocrystalline STM6-40/36 panel are measured by setting up a simple load scanning experiment. Both PV panels consist of 36 cells in series, while operating at 55 • C and 51 • C, respectively.
All the programs are executed using MATLAB in a computer with an Intel(R) Core(TM) i5-2415M @ 2.30 GHz CPU processor, 4 GB RAM and Windows 7 system. The parameters for the original CSA are set as follows: the population size n = 25, the fraction probability P a = 0.25, the step size scaling factor α = 0.01, the distribution factor β = 1.5. For the proposed ImCSA, the parameters are given by: the population size n = 25, the maximum and minimum fraction probability P a,max and P a,min are 0.25 and 0.01 respectively. The maximum number of iterations It max is set to 1500 for SDM, 8000 for DDM and 1000 for PMM. In addition, all experiments are performed for 30 independent runs and the best result is presented at each case.
Results on Benchmark Datasets

Case Study 1: Single Diode Model
In this case, there are five unknown parameters that need to be estimated for the SDM. The range of each parameter used in the literature [1, 2, 4, 11, 24] are set as follows:
The experimental data measured from RTC France silicon solar cell at 33 • C contain 26 pairs of voltage and current values used the same as in the literature [1, 2, 4, 11, 14, 24] . These data are cited to obtain the optimal parameters vector θ for the SDM of RTC France silicon solar cell by the proposed ImCSA. Table 1 tabulates the statistics of the OF (RMSE) values for the SDM of RTC France silicon solar cell computed using the ImCSA and CSA. Table 1 shows that the ImCSA performs better than CSA in all terms of the best, mean, median, worst and standard deviation (Std) of the OF (RMSE) values in all 30 independent runs. Moreover, the best OF (RMSE) value quantifies the best accuracy, the mean OF (RMSE) value quantifies the average accuracy, and the standard deviation (Std) of the OF (RMSE) value indicates the reliability of the parameter estimation methods, respectively. From Table 1 it can be found that the ImCSA achieves the best, mean, median, and worst of the OF (RMSE) values as low as 9.860219 × 10 −4 . Especially, the ImCSA obtains a Std of 2.987589 × 10 −12 , which is obviously far better than that calculated by CSA as shown in Table 1 . These results indicate that the proposed ImCSA really enhances the performance of original CSA and is more accurate and reliable than CSA. Furthermore, the convergence performance for the best run of the proposed ImCSA for parameter estimation of the SDM of RTC France silicon solar cell is represented in Figure 4 . It can be seen from Figure 4 that the ImCSA fastly converges to a comparatively stable OF value in less than 300 iterations. [34] , CIABC [11] , MSSO [33] , IJAYA [32] , SATLBO [31] , GOTLBO [10] , EHA-NMS [30] , CARO [4] , IABC [29] , MABC [28] , ABC [2] , BBO-M [27] , Rcr-IJADE [25] , ABSO [24] , HS [1], PS [21] , CPSO [20] , and GA [1]. These approaches are selected for comparison here due to their good performance in estimating parameters for the SDM of the PV cell reported in the recent literature. From the OF (RMSE) values in Table 2 , it is apparent that the proposed ImCSA, together with the TLABC, CIABC, SATLBO, EHA-NMS, and Rcr-IJADE obtain the best OF (RMSE) value (9.8602 × 10 −4 ), and CSA gets the second best OF (RMSE) value (9.86023 × 10 −4 ), followed by IJAYA, MSSO, MABC, ABC, BBO-M, CARO, GOTLBO, ABSO, HS, IABC, CPSO, PS and GA, which indicates that the proposed ImCSA improves the performance of the original CSA. Consequently, the optimal parameters values sought out via the proposed ImCSA are closer to the real ones for the SDM of the solar cell, thus the parameters estimated by ImCSA are accurate.
To make a further investigation on the quality of the parameters estimated by the proposed ImCSA, these estimated parameters values of Iph, Isd, a, Rs and Rsh are put into the SDM in Equation (4) to reconstruct the calculated current data and calculated power data at experimental voltage point. The experimental data (voltage and current), the calculated data and the individual absolute error (IAE) between experimental and calculated data are listed in Table 3 . Table 3 (columns 5 and 7) and the last line of Table 3 show that both the IAE and their sum are so small, which gives concrete evidence that the parameter values estimated by the ImCSA are very precise. The I-V and P-V (power versus voltage) characteristics of the best model parameters estimated by the ImCSA and the experimental data are illustrated in Figure 5 . Figure 5 shows that the calculated data of SDM are in excellent accordance with the experimental data almost in all data points, which further demonstrates the optimal parameters values estimated by the ImCSA are very precise. Table 2 summarizes the optimal parameters such as I ph , I sd , a, R s , R sh values and the corresponding objective value of OF (RMSE) for the SDM achieved by the ImCSA compared with those by CSA and several other parameter estimation methods such as TLABC [34] , CIABC [11] , MSSO [33] , IJAYA [32] , SATLBO [31] , GOTLBO [10] , EHA-NMS [30] , CARO [4] , IABC [29] , MABC [28] , ABC [2] , BBO-M [27] , R cr -IJADE [25] , ABSO [24] , HS [1], PS [21] , CPSO [20] , and GA [1]. These approaches are selected for comparison here due to their good performance in estimating parameters for the SDM of the PV cell reported in the recent literature. From the OF (RMSE) values in Table 2 , it is apparent that the proposed ImCSA, together with the TLABC, CIABC, SATLBO, EHA-NMS, and R cr -IJADE obtain the best OF (RMSE) value (9.8602 × 10 −4 ), and CSA gets the second best OF (RMSE) value (9.86023 × 10 −4 ), followed by IJAYA, MSSO, MABC, ABC, BBO-M, CARO, GOTLBO, ABSO, HS, IABC, CPSO, PS and GA, which indicates that the proposed ImCSA improves the performance of the original CSA. Consequently, the optimal parameters values sought out via the proposed ImCSA are closer to the real ones for the SDM of the solar cell, thus the parameters estimated by ImCSA are accurate.
To make a further investigation on the quality of the parameters estimated by the proposed ImCSA, these estimated parameters values of I ph , I sd , a, R s and R sh are put into the SDM in Equation (4) to reconstruct the calculated current data and calculated power data at experimental voltage point. The experimental data (voltage and current), the calculated data and the individual absolute error (IAE) between experimental and calculated data are listed in Table 3 . Table 3 (columns 5 and 7) and the last line of Table 3 show that both the IAE and their sum are so small, which gives concrete evidence that the parameter values estimated by the ImCSA are very precise. The I-V and P-V (power versus voltage) characteristics of the best model parameters estimated by the ImCSA and the experimental data are illustrated in Figure 5 . Figure 5 shows that the calculated data of SDM are in excellent accordance with the experimental data almost in all data points, which further demonstrates the optimal parameters values estimated by the ImCSA are very precise. Table 3 (columns 2 and 3) from case study 1. Here, the proposed ImCSA is employed to estimate the optimal parameters vector θ for the DDM of the RTC France silicon solar cell. Table 4 shows the statistics of the OF (RMSE) values for the DDM of RTC France silicon solar cell obtained by the ImCSA and CSA. Table 4 clearly shows that the ImCSA presents better statistics when compared with CSA. The ImCSA achieves a best OF (RMSE) value of 9.8249 × 10 −4 , which is apparently better than the best OF (RMSE) value achieved by CSA as shown in Table 4 . The proposed ImCSA outperforms original CSA in all terms of the best, mean, median, worst and Std of the OF (RMSE) values over 30 independent runs. Moreover, the ImCSA obtains a good Std of 2.8197 × 10 −7 while CSA obtains a Std of 4.1755 × 10 −6 as presented in Table 4 . These results imply that the proposed ImCSA remarkably enhances the performance of original CSA and is better than original CSA in terms of accuracy and reliability since the best OF (RMSE) value quantifies the best accuracy and the Std of the OF (RMSE) value implies the reliability of parameter estimation methods as aforementioned. In addition, the convergence performance for the best run of the ImCSA for parameter estimation of the DDM of RTC France silicon solar cell is shown in Figure 6 . It can be observed from Figure 6 that the objective value becomes relatively stable in less than 1000 iterations. 
Case Study 2: Double Diode Model
For the DDM in this case, seven unknown parameters need to be estimated. The range of each parameter reported in the literature [1,2,4,11,24] are set as follows: Table 3 (columns 2 and 3) from case study 1. Here, the proposed ImCSA is employed to estimate the optimal parameters vector θ for the DDM of the RTC France silicon solar cell. Table 4 shows the statistics of the OF (RMSE) values for the DDM of RTC France silicon solar cell obtained by the ImCSA and CSA. Table 4 clearly shows that the ImCSA presents better statistics when compared with CSA. The ImCSA achieves a best OF (RMSE) value of 9.8249 × 10 −4 , which is apparently better than the best OF (RMSE) value achieved by CSA as shown in Table 4 . The proposed ImCSA outperforms original CSA in all terms of the best, mean, median, worst and Std of the OF (RMSE) values over 30 independent runs. Moreover, the ImCSA obtains a good Std of 2.8197 × 10 −7 while CSA obtains a Std of 4.1755 × 10 −6 as presented in Table 4 . These results imply that the proposed ImCSA remarkably enhances the performance of original CSA and is better than original CSA in terms of accuracy and reliability since the best OF (RMSE) value quantifies the best accuracy and the Std of the OF (RMSE) value implies the reliability of parameter estimation methods as aforementioned. In addition, the convergence performance for the best run of the ImCSA for parameter estimation of the DDM of RTC France silicon solar cell is shown in Figure 6 . It can be observed from Figure 6 that the objective value becomes relatively stable in less than 1000 iterations. Table 3 (columns 2 and 3) from case study 1. Here, the proposed ImCSA is employed to estimate the optimal parameters vector θ for the DDM of the RTC France silicon solar cell. Table 4 shows the statistics of the OF (RMSE) values for the DDM of RTC France silicon solar cell obtained by the ImCSA and CSA. Table 4 clearly shows that the ImCSA presents better statistics when compared with CSA. The ImCSA achieves a best OF (RMSE) value of 9.8249 × 10 −4 , which is apparently better than the best OF (RMSE) value achieved by CSA as shown in Table 4 . The proposed ImCSA outperforms original CSA in all terms of the best, mean, median, worst and Std of the OF (RMSE) values over 30 independent runs. Moreover, the ImCSA obtains a good Std of 2.8197 × 10 −7 while CSA obtains a Std of 4.1755 × 10 −6 as presented in Table 4 . These results imply that the proposed ImCSA remarkably enhances the performance of original CSA and is better than original CSA in terms of accuracy and reliability since the best OF (RMSE) value quantifies the best accuracy and the Std of the OF (RMSE) value implies the reliability of parameter estimation methods as aforementioned. In addition, the convergence performance for the best run of the ImCSA for parameter estimation of the DDM of RTC France silicon solar cell is shown in Figure 6 . It can be observed from Figure 6 that the objective value becomes relatively stable in less than 1000 iterations. Table 5 illustrates the optimal parameters such as I ph , I sd1 , I sd2 , a 1 , a 1 , R s , R sh values and the corresponding objective value of OF (RMSE) for the DDM estimated by the ImCSA compared with those by CSA and several other reported parameter estimation methods such as TLABC [34] , CIABC [11] , MSSO [33] , IJAYA [32] , SATLBO [31] , GOTLBO [10] , EHA-NMS [30] , CARO [4] , IABC [29] , MABC [28] , ABC [2] , BBO-M [27] , R cr -IJADE [25] , ABSO [24] , HS [1], and PS [21] . From the OF (RMSE) values in Table 5 , the EHA-NMS and R cr -IJADE provide the best OF (RMSE) value (9.8248 × 10 −4 ). The ImCSA achieves the second best OF (RMSE) value (9.8249 × 10 −4 ), which is very close to that of EHA-NMS and R cr -IJADE. The other approaches are ranked as CARO, CIABC, BBO-M, MABC, SATLBO, MSSO, CSA, IJAYA, GOTLBO, ABSO, TLABC, ABC, IABC, HS, and PS. These results imply that the proposed ImCSA considerably improves the performance of the original CSA. Consequently, the optimal parameters values determined by the ImCSA are more close to the real ones for the DDM of the PV cell.
To further establish the quality of the parameters estimated by the ImCSA, seven estimated parameters values of I ph , I sd1 , I sd2 , a 1 , a 1 , R s and R sh are put into Equation (8) to reconstruct the calculated data of DDM of the RTC France silicon solar cell. The calculated data and the experimental data are compared in Table 6 for observation on the accordance between them, and the IAE between experimental and calculated data are also presented in Table 6 . It can be seen from Table 6 (columns 5 and 7) and the last line of Table 6 that both the IAE and their sum are negligible small and the computed data of DDM are remarkably consistent with the experimental data. Moreover, Figure 7 plots the I-V and P-V characteristics of the best model parameters identified by the proposed ImCSA and the experimental data. It is clear from Figure 7 that the computed data are in good agreement with the experimental data. Cross checking Tables 3 and 5 , Figures 6 and 7 , we can see that the sum of IAE of DDM are smaller than those of SDM, which further validates the optimal parameter values estimated by ImCSA are very precise. [4, 14, 31, 32, 34] . These data are cited to find the optimal parameters vector θ for the PMM of Photowatt-PWP201 module by the proposed ImCSA. The statistics of the OF (RMSE) values for the PMM of Photowatt-PWP201 module achieved by the ImCSA and CSA are displayed in Table 7 . As can be seen in this table, the ImCSA performs better than CSA in terms of all statistical 
Case Study 3: PV Module Model
In this case, there are five unknown parameters that need to be estimated for the PMM. The range of each parameter used in the literature [4, [30] [31] [32] 34] [4, 14, 31, 32, 34] . These data are cited to find the optimal parameters vector θ for the PMM of Photowatt-PWP201 module by the proposed ImCSA. The statistics of the OF (RMSE) values for the PMM of Photowatt-PWP201 module achieved by the ImCSA and CSA are displayed in Table 7 . As can be seen in this table, the ImCSA performs better than CSA in terms of all statistical indicators, including the best, mean, median, worst and Std of the OF (RMSE) values over 30 runs. Additionally, the ImCSA achieves the best, mean, and median of the OF (RMSE) values as low as 2.425075 × 10 −3 as shown in Table 7 . Particularly, it can be observed from Table 7 that the ImCSA obtains a Std of 2.915426 × 10 −9 , which is clearly far better than that calculated by CSA. Similar to previous cases, these results prove that the proposed ImCSA is indeed still more accurate and reliable than original CSA and improves the performance of CSA. Furthermore, the convergence performance for the best run of the proposed ImCSA for parameter estimation of the PMM of the Photowatt-PWP201 module is given in Figure 8 . It can be found from Figure 8 that the ImCSA rapidly converges to a comparatively stable objective value in less than 100 iterations. indicators, including the best, mean, median, worst and Std of the OF (RMSE) values over 30 runs. Additionally, the ImCSA achieves the best, mean, and median of the OF (RMSE) values as low as 2.425075 × 10 −3 as shown in Table 7 . Particularly, it can be observed from Table 7 that the ImCSA obtains a Std of 2.915426 × 10 −9 , which is clearly far better than that calculated by CSA. Similar to previous cases, these results prove that the proposed ImCSA is indeed still more accurate and reliable than original CSA and improves the performance of CSA. Furthermore, the convergence performance for the best run of the proposed ImCSA for parameter estimation of the PMM of the Photowatt-PWP201 module is given in Figure 8 . It can be found from Figure 8 that the ImCSA rapidly converges to a comparatively stable objective value in less than 100 iterations. Table 8 shows the optimal parameters such as Iphm, Isdm, am, Rsm, Rshm values and the corresponding objective value of OF (RMSE) for the PMM obtained by the ImCSA in comparisons with those by CSA and some other parameter estimation methods such as TLABC [34] , IJAYA [32] , SATLBO [31] , EHA-NMS [30] , CARO [4] , MPCOA [26] , Rcr-IJADE [25] , SA [23] , PS [21] , and CPSO [20] . It is obvious from the OF (RMSE) values in Table 8 that the proposed ImCSA, TLABC, IJAYA, SATLBO, EHA-NMS, MPCOA, and Rcr-IJADE acquire the lowest OF (RMSE) value (2.425 × 10 −3 ), followed by CSA, CARO, SA, CPSO, and PS, which indicates that the proposed ImCSA evidently enhances the performance of the original CSA and the optimal parameters values sought out via the ImCSA are closer to the real ones for the PMM of the PV module. Table 8 shows the optimal parameters such as I phm , I sdm , a m , R sm , R shm values and the corresponding objective value of OF (RMSE) for the PMM obtained by the ImCSA in comparisons with those by CSA and some other parameter estimation methods such as TLABC [34] , IJAYA [32] , SATLBO [31] , EHA-NMS [30] , CARO [4] , MPCOA [26] , R cr -IJADE [25] , SA [23] , PS [21] , and CPSO [20] . It is obvious from the OF (RMSE) values in Table 8 that the proposed ImCSA, TLABC, IJAYA, SATLBO, EHA-NMS, MPCOA, and R cr -IJADE acquire the lowest OF (RMSE) value (2.425 × 10 −3 ), followed by CSA, CARO, SA, CPSO, and PS, which indicates that the proposed ImCSA evidently enhances the performance of the original CSA and the optimal parameters values sought out via the ImCSA are closer to the real ones for the PMM of the PV module. Just like before, for further investigating the quality of the parameters identified by the proposed ImCSA, these identified parameters values of I phm , I sdm , a m , R sm and R shm are returned to Equation (10) to rebuild the calculated current data and calculated power data at experimental voltage point. Table 9 tabulates the calculated results. From Table 9 (columns 5 and 7) and the last line of Table 9 , both the IAE and their sum are very tiny, which provides a concrete proof of the ImCSA in accurately estimating the parameters. The I-V and P-V characteristics of the best model parameters estimated by the ImCSA and the experimental data are shown in Figure 9 , it can be seen from Figure 9 that the calculated data of PMM match the experimental data nicely, which further demonstrates the high accuracy parameters are achieved again by the proposed ImCSA. Table 10 shows the statistics of the OF (RMSE) values for the PMM of polycrystalline STP6-120/36 panel obtained by the ImCSA and CSA. Evidently, Table 10 shows that all terms of the best, mean, median, worst and Std of the OF (RMSE) values over 30 runs obtained by the ImCSA are smaller than those calculated by CSA. Furthermore, it can be found from Table 10 that the ImCSA provides the best, mean, median, and worst of the OF (RMSE) values as low as 1.5865799 × 10 −2 . In particular, the ImCSA obtains a Std of 4.6901709 × 10 −15 , which is obviously far lower than that calculated by CSA as shown in Table 10 . These results give concrete evidence that the ImCSA improves the performance of original CSA and is more accurate and reliable than CSA. In addition, Figure 10 displays the convergence performance for the best run of the ImCSA for parameter estimation of the PMM of polycrystalline STP6-120/36 panel. It can be seen from this figure that the ImCSA can attain a relatively stable OF value in less than 100 iterations, which implies its fast convergence. Table 10 shows the statistics of the OF (RMSE) values for the PMM of polycrystalline STP6-120/36 panel obtained by the ImCSA and CSA. Evidently, Table 10 shows that all terms of the best, mean, median, worst and Std of the OF (RMSE) values over 30 runs obtained by the ImCSA are smaller than those calculated by CSA. Furthermore, it can be found from Table 10 that the ImCSA provides the best, mean, median, and worst of the OF (RMSE) values as low as 1.5865799 × 10 −2 . In particular, the ImCSA obtains a Std of 4.6901709 × 10 −15 , which is obviously far lower than that calculated by CSA as shown in Table 10 . These results give concrete evidence that the ImCSA improves the performance of original CSA and is more accurate and reliable than CSA. In addition, Figure 10 displays the convergence performance for the best run of the ImCSA for parameter estimation of the PMM of polycrystalline STP6-120/36 panel. It can be seen from this figure that the ImCSA can attain a relatively stable OF value in less than 100 iterations, which implies its fast convergence. Table 11 illustrates the optimal parameters values and the corresponding objective value of OF (RMSE) for the PMM of polycrystalline STP6-120/36 panel achieved by the ImCSA compared with those by CSA and several other recent parameter estimation methods such as ABC [11] , CIABC [11] , and Reference [45] . It is obvious from the OF (RMSE) values in Table 11 that the proposed ImCSA obtains the lowest OF (RMSE) value among these methods, followed by CSA, CIABC, Reference [45] , and ABC, which implies that the proposed ImCSA enhances the performance of original CSA and outperforms all other algorithms. Consequently, the optimal parameters values found by the proposed ImCSA are closer to the real ones for the PMM of polycrystalline STP6-120/36 panel, whereby the proposed ImCSA achieves the high accuracy parameter values.
For more evaluation on the quality of the parameters estimated by the proposed ImCSA, the estimated parameters values are put into Equation (10) to reconstruct the calculated current data and calculated power data at experimental voltage point. The experimental data, the calculated data and the IAE are listed in Table 12 . It can be found from Table 12 (columns 5 and 7) and the last line of Table 12 that both the IAE and their sum are very small, which provides positive proof that the high accuracy parameter values identified by the ImCSA. Figure 11 plots the I-V and P-V characteristics of the best model parameters estimated by the ImCSA and the experimental data. It is clear from Figure 11 that the calculated data of the PMM of polycrystalline STP6-120/36 panel are highly in coincidence with the experimental data, which further proves the estimated parameters by the ImCSA are very precise. Table 11 illustrates the optimal parameters values and the corresponding objective value of OF (RMSE) for the PMM of polycrystalline STP6-120/36 panel achieved by the ImCSA compared with those by CSA and several other recent parameter estimation methods such as ABC [11] , CIABC [11] , and Reference [45] . It is obvious from the OF (RMSE) values in Table 11 that the proposed ImCSA obtains the lowest OF (RMSE) value among these methods, followed by CSA, CIABC, Reference [45] , and ABC, which implies that the proposed ImCSA enhances the performance of original CSA and outperforms all other algorithms. Consequently, the optimal parameters values found by the proposed ImCSA are closer to the real ones for the PMM of polycrystalline STP6-120/36 panel, whereby the proposed ImCSA achieves the high accuracy parameter values.
For more evaluation on the quality of the parameters estimated by the proposed ImCSA, the estimated parameters values are put into Equation (10) to reconstruct the calculated current data and calculated power data at experimental voltage point. The experimental data, the calculated data and the IAE are listed in Table 12 . It can be found from Table 12 (columns 5 and 7) and the last line of Table 12 that both the IAE and their sum are very small, which provides positive proof that the high accuracy parameter values identified by the ImCSA. Figure 11 plots the I-V and P-V characteristics of the best model parameters estimated by the ImCSA and the experimental data. It is clear from Figure 11 that the calculated data of the PMM of polycrystalline STP6-120/36 panel are highly in coincidence with the experimental data, which further proves the estimated parameters by the ImCSA are very precise. Table 13 . It is notable that the ImCSA performs better than CSA in terms of all statistical indicators, including the best, mean, median, worst and Std of the OF (RMSE) values in all 30 independent runs. Besides, the ImCSA achieves the best, mean, median, and worst of the OF (RMSE) values as low as 1.79436329 × 10 −3 as tabulated in Table 13 . Specially, from this table, it can be observed that the ImCSA obtains a Std of 2.11238634 × 10 −14 , which Table 13 . It is notable that the ImCSA performs better than CSA in terms of all statistical indicators, including the best, mean, median, worst and Std of the OF (RMSE) values in all 30 independent runs. Besides, the ImCSA achieves the best, mean, median, and worst of the OF (RMSE) values as low as 1.79436329 × 10 −3 as tabulated in Table 13 . Specially, from this table, it can be observed that the ImCSA obtains a Std of 2.11238634 × 10 −14 , which is markedly smaller than that calculated by CSA. Then, similarly to previous case, these results prove that the proposed ImCSA is indeed still better than original CSA in terms of accuracy and reliability and improves the performance of CSA. Moreover, the convergence performance for the best run of the proposed ImCSA for parameter estimation of the PMM of monocrystalline STM6-40/36 panel is displayed in Figure 12 . Figure 12 shows that the objective value achieved by the ImCSA becomes relatively stable in less than 100 iterations, which is an indication of its fast rate. Table 14 presents the optimal parameters values and the corresponding objective value of OF (RMSE) for the PMM of monocrystalline STM6-40/36 panel estimated by the ImCSA contrasted with those by CSA and several other parameters estimation methods such as ABC [11] , CIABC [11] , and Reference [45] . From the OF (RMSE) values in Table 14 , it is obvious that the ImCSA achieves the best OF (RMSE) value among these methods, followed by CSA, CIABC, ABC, and Reference [45] , which indicates that the proposed ImCSA considerably improves the performance of the original CSA and outperforms all other methods. Consequently, the optimal parameters values determined by the ImCSA are more close to the real ones for the PMM of monocrystalline STM6-40/36 panel, thus the parameters estimated by the proposed ImCSA are accurate. Table 14 presents the optimal parameters values and the corresponding objective value of OF (RMSE) for the PMM of monocrystalline STM6-40/36 panel estimated by the ImCSA contrasted with those by CSA and several other parameters estimation methods such as ABC [11] , CIABC [11] , and Reference [45] . From the OF (RMSE) values in Table 14 , it is obvious that the ImCSA achieves the best OF (RMSE) value among these methods, followed by CSA, CIABC, ABC, and Reference [45] , which indicates that the proposed ImCSA considerably improves the performance of the original CSA and outperforms all other methods. Consequently, the optimal parameters values determined by the ImCSA are more close to the real ones for the PMM of monocrystalline STM6-40/36 panel, thus the parameters estimated by the proposed ImCSA are accurate. Similarly, to the previous case, for further establishing the quality of the parameters estimated by the ImCSA, five estimated parameters values are back-substituted into Equation (10) to reconstruct the calculated data of PMM of monocrystalline STM6-40/36 panel. The calculated data and the experimental data are compared in Table 15 for observing the accordance between them and the IAE between experimental and calculated data are also listed in Table 15 . It can be observed from Table 15 (columns 5 and 7) and the last line of Table 15 that both the IAE and their sum are very tiny, which gives concrete evidence that the calculated data of PMM of monocrystalline STM6-40/36 panel are in excellent accordance with the experimental data. Additionally, Figure 13 plots the I-V and P-V characteristics of the best model parameters estimated by the proposed ImCSA and the experimental data. This figure clearly portrays that the calculated data are in close agreement with the experimental data, which further demonstrates the high accuracy parameters are achieved again by the proposed ImCSA. Just like the real implementation of polycrystalline panel, the proposed ImCSA is still able to accurately and reliably estimate the parameters of the PMM of monocrystalline panel.
According to the comparison results mentioned above, it demonstrates that ImCSA can obtain similar or better results contrasted with these methods in literature. Thus, it can be used as an accurate and reliable alternative approach for PV models parameter estimation problem. Additionally, in order to verify whether the results achieved by the proposed ImCSA are statistically different from the results obtained by original CSA, the two-sample t-test is conducted, and the corresponding t-value, h, CI, and p-value are listed in Table 16 . A t-value being negative means that the results achieved by the ImCSA are comparatively smaller and vice versa. An h value of one implies that the performances of the two algorithms are statistically different at the 0.05 significance level, whereas value of zero indicates that the performances are not statistically different. The CI is confidence interval. A p-value decides the significance level of two algorithms. As can be observed from Table 16 , the t-values are all negative, the h values are all equal to one, all the CI values are less than zero and do not contain zero and all the p-values are less than 0.05, which indicate that Additionally, in order to verify whether the results achieved by the proposed ImCSA are statistically different from the results obtained by original CSA, the two-sample t-test is conducted, and the corresponding t-value, h, CI, and p-value are listed in Table 16 . A t-value being negative means that the results achieved by the ImCSA are comparatively smaller and vice versa. An h value of one implies that the performances of the two algorithms are statistically different at the 0.05 significance level, whereas value of zero indicates that the performances are not statistically different. The CI is confidence interval. A p-value decides the significance level of two algorithms. As can be observed from Table 16 , the t-values are all negative, the h values are all equal to one, all the CI values are less than zero and do not contain zero and all the p-values are less than 0.05, which indicate that the ImCSA significantly outperforms CSA in all case studies from both groups of experiments. Meanwhile, the Wilcoxon rank-sum test is also performed, and the corresponding z-value, h, and p-value are tabulated in Table 17 . From Table 17 , we can clearly see that the z-values are all negative, the h values are all equal to one, and all the p-values are extremely less than 0.05, which imply that the ImCSA shows better performance than CSA, in terms of statistical significance. Therefore, the consistent results from both t test and Wilcoxon rank-sum test prove that the proposed ImCSA remarkably enhances the performance of original CSA and is better than CSA and the difference in the results is statistically significant. 
Conclusions
This paper proposed a novel improved variant of CSA called ImCSA for solving the PV models parameter estimation problem based on experimental I-V data of real PV cells and modules. As an enhanced version of CSA, the proposed ImCSA combined three strategies with original CSA to improve its performance. First, a strategy named QOBL scheme was employed in the population initialization step of CSA to accelerate its convergence and enhance its solution accuracy. Second, a dynamic adaptation strategy was developed and introduced for the step size without Lévy flight step in original CSA, which makes the step size with zero parameter initialization adaptively change according to the individual nest's fitness value over the course of the iteration and the current iteration number. This strategy is useful for optimization with a faster rate. Third, a dynamic adjustment mechanism for the fraction probability or discovery rate (P a ) was proposed to achieve better tradeoff between the exploration and exploitation to increase searching ability. In this paper, the PV models parameter estimation problem was firstly converted into an optimization problem, and an OF was formulated to quantify the overall difference between the simulated and experimental current data. And then, a new improved CSA, named as ImCSA was proposed and applied for solving the problem of estimating the parameters of PV models based on experimental I-V data. Finally, the performance of proposed ImCSA was comprehensively verified on the parameter estimation of different PV models, i.e., SDM, DDM and PMM of various PV cell/modules.
Experimental comparison results from both benchmark datasets and real datasets with CSA and some other parameter estimation methods available literature, such as TLABC, CIABC, MSSO, IJAYA, SATLBO, GOTLBO, EHA-NMS, CARO, IABC, MABC, ABC, BBO-M, MPCOA, R cr -IJADE, ABSO, HS, SA, PS, CPSO, and GA implied that the proposed ImCSA remarkably enhanced the performance of the original CSA and can obtain similar or better results. And they also showed that our proposed ImCSA was capable of finding the best values of parameters for the PV models in such effective way for giving the best possible approximation to the experimental I-V data of real PV cells and modules. Therefore, the proposed ImCSA can be recommended as a promising option to accurately and reliably estimate PV models parameters.
In future work, we hope the applicability of the proposed ImCSA will be expanded to the FACTS devices allocation problem, power economic dispatch problem and some other real-world optimization problems. Moreover, parameter estimation of PV models under partial shading [46] condition needs to be investigated in further research.
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