In data science and machine learning, hierarchical parametric models, such as mixture models, are often used. They contain two kinds of variables: observable variables, which represent the parts of the data that can be directly measured, and latent variables, which represent the underlying processes that generate the data. Although there has been an increase in research on the estimation accuracy for observable variables, the theoretical analysis of estimating latent variables has not been thoroughly investigated. In a previous study, we determined the accuracy of a Bayes estimation for the joint probability of the latent variables in a dataset, and we proved that the Bayes method is more accurate than the maximum-likelihood method. However, the accuracy of the Bayes estimation for a single latent variable remains unknown. In the present paper, we derive the asymptotic forms of the error functions, which are defined by the Kullback-Leibler divergence, for two types of single-variable estimations. Our results indicate that the accuracies of the Bayes and maximum-likelihood methods are asymptotically equivalent and that the Bayes method is only advantageous for multivariable estimations.
Introduction
In machine learning and data science, hierarchical parametric models, such as mixture models and hidden Markov models, are often used. These models contain two kinds of variables: observable and latent . The observable variables literally represent the observable, measurable, data, while the latent variables express the underlying processes that generate the data. For example, a common hierarchical model is a mixture of Gaussian distributions defined by
where x ∈ R M is the observable position, a k ≥ 0 is the mixing ratio, and N (x|µ, Σ) is a Gaussian distribution with mean µ and variance-covariance matrix Σ. In the data-generating process for this model, we assume that the cluster y is selected based on {a k }, and then the data position x is determined by N (x|µ y , Σ y ).
The estimation of an unseen observable variable is referred to as a prediction and its statistical properties have been exhaustively studied. Let a set of the given data be X n = {x 1 , . . . , x n }. The task is to predict the next data position based on the given data, which is formulated as the estimation of the probability p(x n+1 |X n ). In order to measure the accuracy of the task, we define the error function to be the Kullback-Leibler divergence,
where q(x) is the data-generating distribution and E X n [·] is the expectation over all of the given data. When the number of data points n is sufficiently large, the asymptotic form of this function is revealed in the maximum-likelihood estimation and the Bayes estimation. The maximum-likelihood method determines the optimal parameter, which is called the maximum-likelihood estimator . The asymptotic distribution of the estimator plays an essential role in the prediction accuracy (Akaike, 1974; White, 1982) . In the Bayes method, the estimation depends on the posterior distribution, and the theoretical properties of its convergence have been studied (Le Cam, 1973; Ghosal et al., 2000; Nguyen, ‫ݕ‬ ଵ 2013). Since the marginal likelihood has a direct connection to the error function, the asymptotic form has been clarified in various hierarchical models (Schwarz, 1978; Watanabe, 2001; Aoyagi and Watanabe, 2004; Yamazaki and Watanabe, 2003; Rusakov and Geiger, 2005; Watanabe, 2009; Zwiernik, 2011; Naito and Yamazaki, 2014) . Although there are a number of studies on estimating observable variables and determining the convergence of the parameters, the theory for estimating latent variables has not been thoroughly analyzed. In a previous study (Yamazaki, 2014) , we divided the estimation of latent variables into three classes. Let a set of latent variables be Y n = {y 1 , . . . , y n }, where (x i , y i ) is a complete pair of data. Figure 1 shows the prediction of observable variables and the three types of estimations of latent variables. Rectangles and circles indicate the observable and latent variables, respectively. The gray nodes are the targets of the estimations. The top-left panel shows the prediction, which is expressed as the estimation of p(x n+1 |X n ). The top-right panel shows the estimation of the joint probability p(Y n |X n ), which we refer to as Type I, in which all of the latent variables are targets. The bottom-left panel shows the estimation of the probability of a specific latent variable p(y j |X n ), which we refer to as Type II. The bottom-right panel shows the estimation of the probability of a latent variable in the unseen data p(y n+1 |X n ), which we refer to as Type III. The error function of each of these is defined as the Kullback-Leibler divergence from the true distribution to the estimated one, and its theoretical behavior has been analyzed (Yamazaki, 2014) . The asymptotic forms of Type I in the Bayes method and of all types in the maximum-likelihood method have been calculated, and we found that with the maximum-likelihood method, their asymptotic errors are equivalent and that for Type I, the Bayes method is more accurate than the maximumlikelihood method.
The asymptotic errors of Types II and III with the Bayes method are as yet unknown. These types have single estimation targets, and this requires the marginalization of the rest of the latent variables. In the present paper, we consider the estimations for single targets and derive their asymptotic forms.
The remainder of this paper is organized as follows: The three types of estimations and their error functions are formally defined in Section 2. The results from our previous study are introduced in Section 3. Section 4 presents the main results on the accuracy of estimations of Types II and III. The advantage of the Bayes estimation is discussed in Section 5.
Three Types of Estimations of Latent Variables
In this section, we formulate the three types of estimations of latent variables.
Formulation of Hierarchical Probabilistic Model
Let x ∈ R M and y ∈ {1, . . . , K} be observable and latent variables, respectively. The model is represented by
where the parameter is expressed as w = {w m , w c } ∈ W ⊂ R d such that w m ∩ w c = ∅. The probabilistic density function of x is then expressed as
In machine learning, many hierarchical models are expressed in this mixturetype form such as hidden Markov models and Bayesian networks. For example, a Gaussian mixture is defined by
where the parameter is expressed as w = {a y , µ y , Σ y }. In this model, p(y|w m ) = a y and p(x|y, w c ) = N (x|µ y , Σ y ), where w m = {a y } and w c = {µ y , Σ y }.
Let {X n , Y n } = {(x 1 , y 1 ), . . . , (x n , y n )} be the i.i.d. data set generated by the true distribution q(x, y). We assume that the true distribution is expressed as
where w * is referred to as the true parameter.
The Three Estimations and their Error Functions
First, we introduce the maximum-likelihood estimator and the posterior distribution, which play important roles in the maximum-likelihood and Bayes methods, respectively. The likelihood function is defined by
The maximum-likelihood estimator is given bŷ
Using a prior distribution ϕ(w), we define the posterior distribution of w as
where Z(X n ) is a normalizing factor given by
Assume that the true parameter w * is included in the support of the posterior distribution.
Next, for both the maximum-likelihood and Bayesian methods, we define the estimated probabilities of the latent variable for each of the three types. For Type I, the given data is X n = {x 1 , . . . , x n }, and the estimation target is Y n = {y 1 , . . . , y n }. The estimated probability of the maximum-likelihood estimation is defined by
In the Bayes estimation, it is defined by
For Type II, the given data is X n , and the estimation target is one of the elements in Y n . Let the target be y j ∈ Y n . The estimated probability of the maximum-likelihood estimation is defined by
For Type III, the given data is X n+1 = {X n , x n+1 }, and the estimation target is y n+1 . The estimated probability of the maximum-likelihood estimation is defined by
Finally, we define the error functions that measure the accuracy of these estimations, and these are based on the average Kullback-Leibler divergence. In Type I, the true probability of Y n is expressed by
The error function is given by
where the expectation is described as
In Types II and III, the error functions are given by
respectively.
Previous Results on Asymptotic Error Functions
This section presents results we published previously (Yamazaki, 2014) . We obtained the asymptotic forms of D I (n) for the both estimation methods, and the asymptotic forms of D II (n) and D III (n) for the maximum-likelihood estimation. The Fisher information matrices of p(x, y|w) and p(x|w) are defined as
respectively. Let I Y |X (w) be their difference:
In the present paper, we assume that these Fisher information matrices exist and that the maximum-likelihood estimator converges almost surely to w * (Wald, 1949) . In other words, the models p(x, y|w) and p(x|w) are regular, and the estimator is consistent (van der Vaart, 1998) . Because the latent variable is not observable, there is a set of symmetric points W * X such that q(x|w * X ) = p(x|w * X ) for w * X ∈ W * X . Note that the true parameter w * is one of the elements of W * X . Thus, the maximum-likelihood estimator does not always converge to w * , and in cluster analysis, this is known as the labelswitching problem. To avoid this problem and to theoretically analyze the error function, we consider the caseŵ → w * X = w * . Under the above assumptions, the following theorem has been proven. 
Theorem 1 The error functions have the following asymptotic form:
Corollary 2 indicates that, based on the leading term in the error function,
(n) in the asymptotic case of large n.
Main Results
This section presents the asymptotic forms of the error functions for Types II and III.
Asymptotic Errors of Types II & III in the Bayes Method
Due to the assumptions about the Fisher information matrices and the convergence of the maximum-likelihood estimator, we can determine that
Letŵ n−1 (j) be the maximum-likelihood estimator based on the dataset X n \ x j :ŵ n−1 (j) = arg max w n i =j p(x i |w).
In order to simplify the notation, we will useŵ n−1 forŵ n−1 (j). This estimator also converges to the true parameter, and
The following two theorems show the asymptotic forms of the error functions. 
In Types II and III, the asymptotic errors of the Bayes estimation are equivalent to those of the maximum-likelihood estimation. Since Table 1 shows
, the errors of Types II and III are also asymptotically the same as those for the Bayes method.
The following corollary summarizes the relative magnitudes of the error functions.
Corollary 5 Based on the leading terms of the error functions, the relative magnitudes are as follows:
Considering these results, in Section 5, we will discuss why the Bayes estimation is more accurate than the maximum-likelihood estimation for the Type I estimation.
Proof of Theorem 3
The error function can be rewritten as
Based on a saddle-point approximation, we have
. Using the Taylor expansion atŵ n−1 andŵ, we obtain
respectively. Based on Eq. 2 and the asymptotic distribution ofŵ n−1 , the last term of F 1 (n) can be expressed as
where f 1 = p(x j , y j |ŵ n−1 )ϕ(ŵ n−1 )e r 1 (ŵ n−1 ) . Using the Taylor expansion at w n−1 = w * , we obtain
The average of the last term can be written as
Therefore, the asymptotic form of F 1 (n) can be written as
Now, we consider the asymptotic form of F 2 (n). Due to Eq. 1 and the asymptotic distribution ofŵ, the last term of F 2 (n) can be written as
where f 2 = ϕ(ŵ)e r 2 (ŵ) . Then, F 2 (n) can be written as
Using these asymptotic forms, we obtain
Based on the asymptotic property of the training error in the maximumlikelihood method (Akaike, 1974) , there is a constant c M L such that
Then, we can rewrite the error as
According to the definition of the error in Type III,
which is independent of j. Thus,
Using Theorem 1, we can derive the following form:
which proves Theorem 3.
Proof of Theorem 4
Based on a saddle-point approximation,
where r 3 (w) = O p ((w −ŵ n−1 ) 3 ). In the same way as we did in the proof of Theorem 3, we obtain
where f 3 = p(y n+1 |x n+1 ,ŵ)ϕ(ŵ)e r 3 (ŵ) . Replacing F 2 (n) and F 3 (n) with their asymptotic forms, we can rewrite the error as
According to Theorem 1,
which proves Theorem 4.
Discussion
In the previous section, we found that the accuracy of the Bayes estimation was asymptotically equivalent to that of the maximum-likelihood estimation for Types II and III. In this section, we investigate the mathematical reason why the Bayes estimation is advantageous for Type I. In Section 5.1, Types II and III are extended to multivariable estimations, and their asymptotic errors are introduced. The results indicate that the Bayes method is again more accurate. In Section 5.2, we compare singlevariable and multivariable predictions, and we find that the Bayes estimation is advantageous not only when estimating latent variables but also when estimating observable variables. In Section 5.3, we formally decompose the error functions of the multivariable estimations and elucidate the difference between the Bayes and maximum-likelihood methods.
Other Estimations of Multiple Latent Variables
Let us consider the variants of Types II and III, in which there are multiple estimation targets. Assume that αn is a positive integer, where 0 < α < 1. We will use the following notation for the data:
Definition 6 (Type II') Let X n be the observable data, and let Y 1 be the estimation targets. The maximum-likelihood estimation is given by Figure 2 : Variants of Types II and III.
and the Bayes estimation is given by
In Type II', the estimation is on the joint probability of Y 1 , where Y \ Y 1 is marginalized out.
Definition 7 (Type III') Let X n and X 2 be the observable data, and let Y 2 be the estimation targets. The maximum-likelihood estimation is given by
and the Bayes estimation is given by
In Type III', the estimation target is extended to Y 2 . Figure 2 shows these types; the left panel shows Type II', which is the multi-target estimation of Type II, and the right panel shows Type III', which is the multi-target estimation of Type III.
The error functions of Type II' and III' are defined by
Let us define a mixture of the Fisher information matrices:
In a previous study (Yamazaki, 2014) , we proved the following lemmas.
Lemma 8 In the Bayes estimation for Type II', the error function has the following asymptotic form:
Lemma 9 In the Bayes estimation for Type III', the error function has the following asymptotic form:
These lemmas show the following relations, based on the leading terms:
By comparing these relations with Corollary 5, we see that the Bayes method is advantageous when there are multiple estimation targets.
Estimation of Multiple Observable Variables
The Bayes method is advantageous for all multivariable estimations, both of latent variables and observable variables. Let us consider the following two cases for estimating observable variables.
Definition 10 (Single-target prediction) Let X n be the observable data, and let x n+1 be the estimation target. The maximum-likelihood estimation is given by
and the Bayes estimation is given by Definition 11 (Multiple-target prediction) Let X n be the observable data, and let X 2 be the estimation target. The maximum-likelihood estimation is given by
and the Bayes estimation is given by 
Lemma 12
The error functions in the predictions have the following asymp-totic forms,
where d is the dimension of the parameter.
The proofs are given in the Appendix. We can now obtain the following relations, based on the leading terms:
Again, we see that the Bayes estimation is more accurate in the multipletarget case, and its accuracy is equivalent to that of the maximum-likelihood estimation in the single-target case.
Analysis of the Advantage in Multivariable Estimations
We can explain the advantage as follows. In the prediction problem, the MTP error is formally expressed as
Then,
Because the maximum-likelihood estimation determinesŵ from X n ,
which means that
Comparing this with the maximum-likelihood estimation p(x n+i |X n ) = p(x n+i |ŵ), we find that the Bayes estimation p(x n+i |X 2 \ {x n+1 , . . . , x n+i }, X n ) uses the additional data set X 2 \ {x n+1 , . . . , x n+i }, which results in a more accurate prediction. Now, we consider the estimation of latent variables. Let us define the following notation:
For example, the estimated probability of Type I can be written as
In the same way,
for Type II' and III', respectively. Then, the error functions can be rewritten as
Let us consider the single-variable estimations from the perspective of this additional data. In the multivariable estimation, the Bayes method has an advantage, because the error functions defined by the Kullback-Leibler divergence are decomposed into terms such as D I,i (n), D II ′ ,i (n), and D III ′ ,i (n), which express the error on each y i . Thus, the use of additional data, such as Y n i , Y 1,i , and Y 2,i , improves the accuracy. Note that these data points are also the estimation targets in other terms. On the other hand, the single-variable estimations do not have any other targets, and thus the error function does not decompose and the Bayes method does not have an advantage. Theorems 3 and 4 confirm that the asymptotic accuracies of the Bayes and maximumlikelihood methods are equal.
Conclusion
The present paper derived the asymptotic forms of the accuracy of the Bayes latent-variable estimation for Types II and III, which are both single-variable estimations. The results indicate that the accuracy of the Bayes method is equivalent to that of the maximum-likelihood method. This clarifies that the Bayes method is only advantageous for multivariable estimations, such as Types I, II', and III'. Using F 2 (n), we obtain D Bayes STP (n) =E n+1 ln q(x n+1 ) + F 2 (n + 1) − F 2 (n)
which proves the third equation. Based on F 2 (n), the last equation is derived as follows:
ln q(x i ) + F 2 (n + αn)
