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Abstract
Hyperscaling violating ‘strange metal’ phase of heavy fermion compounds can be
described holographically by probe D-branes in the background of a Lifshitz space-
time (dynamical exponent z and spatial dimensions d) with hyperscaling violation
(corresponding exponent θ). Without the hyperscaling violation, strange metals are
known to exhibit zero sound mode for z < 2 analogous to the Fermi liquids. In this
paper, we study its fate in the presence of hyperscaling violation and find that in this
case the zero sound mode exists for z < 2(1+ |θ|/d), where the positivity of the specific
heat and the null energy condition of the background dictate that θ < 0 and z ≥ 1.
However, for z ≥ 2(1 + |θ|/d), there is no well-defined quasiparticle for the zero sound.
The systems behave like Fermi liquid for 2|θ| = dz and like Bose liquid for 2|θ| = qdz
(where q is the number of spatial dimensions along which D-branes are extended in the
background space), but in general they behave as a new kind of quantum liquid. We
also compute the AC conductivity of the systems and briefly comment on the results.
1E-mail: parijat.dey@saha.ac.in
2E-mail: shibaji.roy@saha.ac.in
1. Introduction : AdS/CFT [1] or more generally gauge/gravity duality [2] makes the strongly
coupled field theories tractable by mapping it to a weakly coupled string or gravity theory
living in one dimension higher. Among many examples, one class of systems in condensed
matter is the strongly coupled quantum liquids [3, 4, 5, 6] where gauge/gravity duality may
play important role to understand their unusual behavior at the theoretical level. Indeed,
some of the thermodynamic and transport properties of strange metals, like linear temper-
ature behavior of DC resistivity and anomalous power law tails of AC conductivity which
can not be understood from perturbative Fermi liquid theory have been understood using
gauge/gravity duality [7]. The holographic model used for this purpose is the probe D-brane
in the background of Lifshitz space-time. While Lifshitz space-time (with spatial dimensions
d and dynamical exponent z) is the holographic dual [8, 9] to a scale invariant, strongly
interacting theory at quantum criticality, D-branes provide the finite density charge carriers
in the system [10, 11, 12] and they together show the characteristic strange metal behav-
iors [7]. Even though strange metals show non-Fermi liquid behavior (without any obvious
Fermi surface), it was shown holographically in [13] that there exists a zero sound3 mode
analogous to the Fermi liquids [16] when the dynamical exponent z < 2. However, the mode
gets washed away as we take z ≥ 2 and this is also corroborated by their results on AC
conductivity in this model.
In this paper, we would like to understand the fate of the above mentioned zero sound
mode in the hyperscaling violating4 strange metals. In particular, we would like to see
under what condition and in what parameter range the zero sound mode (if it exists at all)
survives when the hyperscaling violation is present. First of all, we note that the background
geometry consisting of Lifshitz metric with hyperscaling violation (with parameter θ) is
stable for d − θ > 0 [18]. When the probe D-brane is introduced, from the probe brane
thermodynamics [19, 20, 21] we find that the specific heat of this system is positive only
when θ < 0, z > 0 or θ > 0, z < 0. However, the null energy condition [22, 18] of the
background dictates that θ < 0 and z ≥ 1. So, only in this case we have a physically sensible
gravity background which is also stable. For such a strange metal the specific heat scales
with temperature as T 2|θ|/(dz). We thus find that for 2|θ| = dz, the system will behave like
Fermi liquid whereas for 2|θ| = dzq (here q being the number of spatial dimensions along
which D-branes are extended in d-dimensional background), the system will behave like Bose
liquid [21] and for generic values it will behave as a new kind of quantum liquid. We find
3Zero sound was first shown to exist from holography in [14] for D3-D7 system representing a new type
of quantum liquid. This mode has also been shown to exist in some other holographic models in [15].
4Hyperscaling is a property of a system by which the dimensionful quantities (for example, entropy) scale
by their natural length dimension. When it is violated the scaling properties also change. Hyperscaling
gets violated by the random field fluctuations (as shown in random field Ising model [17]) over thermal
fluctuations and therefore the scaling properties of the entropy (say) also gets modified near the critical
point.
that even though the specific heat in general has non-Fermi liquid behavior, the system has
a zero sound mode for 1 ≤ z < 2(1+ |θ|/d) at zero temperature. In this case, the real part of
the dispersion curve is linear in momentum (ω = v0k), whereas, the imaginary part has the
dependence k2(1+|θ|/d)/z . So, the system behaves like Fermi liquid, i.e., the imaginary parts
of the spectral curve goes as k2 for 1 + |θ|/d = z. Combining this with the behavior of the
specific heat we find that for z = 2, both the specific heat and the zero sound have Fermi
liquid behavior as predicted by Landau [16]. However, for dz = 2|θ| (or dzq = 2|θ|) and
z 6= 1 + |θ|/d, the specific heat behaves like Fermi (or Bose) liquid, but the zero sound does
not behave like Fermi liquid. On the other hand, for dz 6= 2|θ| and z = 1+ |θ|/d, the specific
heat does not behave like Fermi liquid but the zero sound does. For generic values of z we
still have zero sound mode even though the specific heat shows a different kind of quantum
liquid behavior. However, for z ≥ 2(1 + |θ|/d), we do not find any quasiparticle for the zero
sound mode.
We also compute the AC conductivity of the system. In this case we find that when z <
2(1+|θ|/d), the AC conductivity has a frequency dependence i/ω, which is the high frequency
limit of the standard Drude conductivity. For z > 2(1 + |θ|/d), the AC conductivity has a
frequency dependence which has an anomalous power law behavior given by ω−2(1+|θ|/d)/z.
This generalizes the results of [13], when strange metals have hyperscaling violation.
2. The holographic model : The background we consider is the Lifshitz space-time with
hyperscaling violation and the metric has the form [18],
ds2d+2 = r
2θ
d
[
−dt
2
r2z
+
∑d
i=1(dx
i)2
r2
+
dr2
r2
]
(1)
Note from above that the field theory, whose spatial dimension is d, lives on the boundary
r → 0. The boundary theory has a Lifshitz symmetry with hyperscaling violation and shows
up in the metric (1) as described in the following. The metric has apart from space-time
translation symmetry, spatial rotation symmetry, a scaling symmetry t→ λzt, xi → λxi and
r → λr upto a conformal factor, where z is the dynamical exponent. Due to the conformal
factor the full metric is not invariant under the scaling but changes as dsd+2 → λθ/ddsd+2,
where θ is the hyperscaling violation exponent. We will assume that the above metric has
been obtained from large N limit of some brane configurations.
Now to model strange metals with hyperscaling violation we introduce Nf (we will as-
sume that Nf ≪ N [23] such that D-branes do not affect the background space-time – the
probe approximation) number of coincident D-branes in the background which in turn will
introduce Nf hypermultiplet fields propagating in q+1 dimensions where q is the spatial di-
mension5 of the boundary theory. We set the scalar fields to zero and therefore the dynamics
5If q < d, then the field theory lives on q spatial dimensions otherwise q must be equated to d everywhere
in what follows.
of the probe D-branes will be described by the U(Nf )-valued gauge field. We further restrict
ourselves to U(1) ⊂ U(Nf ) gauge group and consider that only non-vanishing component of
the gauge field is At(r).
The dynamics of the D-brane is given by the Abelian DBI action of the form,
Sˆ = −NfTDV
∫
drdtdqx
√
−det [gab + (2πα′)Fab] (2)
where in the above TD is the D-brane tension, V is the volume of the internal space in
which D-branes may be wrapping. gab (with a, b the q+1 dimensional world-volume indices
and the radial coordinate r) is the induced metric and Fab is the field-strength of the U(1)
gauge field. Since the only non-zero component of the field-strength is F0r, we can use it
and perform the integrations over dt and dqx in (2) to get,
S = −N
∫
drgq/2xx
√
|gtt|grr − (2πα′A′t)2 (3)
where S is the action density Sˆ/(
∫
dtdqx) and N = NfTDV . Also ‘prime’ denotes the
derivative with respect to r. Now using the metric in (1) we can solve A′t from (3) as,
A′t =
dˆ
2πα′
r−(z+1−
2θ
d
)√
r−2q(1−
θ
d
) + dˆ2
(4)
where dˆ = (2πα′N )−1〈Jt〉 is proportional to the charge density. Note that the background
(1) has been shown in [18] to be stable only when d− θ > 0 and we will assume that in our
following calculation. Further it must also satisfy the null energy condition [18]
(d− θ)(d(z − 1)− θ) ≥ 0, (z − 1)(d+ z − θ) ≥ 0 (5)
so that it represents a physically sensible gravity dual. As the probe does not backreact to
the background we will use these conditions while obtaining the temperature dependence of
specific heat in the next section.
3. Probe thermodynamics : In order to understand the thermodynamics we put a black hole
in the background geometry (1). We will obtain the low temparture behavior of the specific
heat and this in turn will help us to understand the nature of the matter described by the
holographic model given in the previous section. The background geometry now is given as,
ds2d+2 = r
2θ
d
[
−f(r)dt
2
r2z
+
∑d
i=1(dx
i)2
r2
+
dr2
f(r)r2
]
(6)
where f(r) = 1 − (r/rH)(d+z−θ) and rH denotes the radius of the horizon which is related
to the temperature T of the black hole as rH = ((d + z − θ)/(4πT ))1/z. Even with this
new geometry the action (3) and its solution (4) remain the same. However, the integration
limit in (3) will change and it will start from rH instead of zero. We evaluate the on-shell
action by using the equation of motion (4) in (3) and this is nothing but the negative Gibbs
potential (Ω) in the grand canonical ensemble. Thus we have
Ω = −S = N
∫ ∞
rH
dr
r−(z+1−
2θ
d
+q(1− θ
d
))√
1 + dˆ2r2q(1−
θ
d
)
(7)
The Gibbs potential is a function of temperature and the chemical potential, where the
chemical potential can be obtained by integrating A′t in (4), i.e.,
µ =
∫ ∞
rH
drA′t =
dˆ
2πα′
∫ ∞
rH
dr
r−(z+1−
2θ
d
)√
r−2q(1−
θ
d
) + dˆ2
(8)
Both the integrals in (7) and (8) can be performed6 and expressed in terms of hypergeometric
functions as follows,
Ω = Ω0 −N r
−(2mq+2m+z−2)
H
dˆ(2mq + 2m+ z − 2) 2F1
(
1
2
, 1 +
2m+ z − 2
2mq
; 2 +
2m+ z − 2
2mq
; −r
−2mq
H
dˆ2
)
µ = µ0 − r
−(2m+z−2)
H
2πα′(2m+ z − 2) 2F1
(
1
2
,
2m+ z − 2
2mq
; 1 +
2m+ z − 2
2mq
; −r
−2mq
H
dˆ2
)
(9)
where we have introduced the parameter m ≡ 1 − θ/d for brevity. Also, in (9) Ω0 and µ0
denote the corresponding quantities at zero temperature and are given as,
µ0 =
Γ
(
−2m−z+2+mq
2mq
)
Γ
(
2m+z−2
2mq
)
4πα′mqΓ
(
1
2
) dˆ 2m+z−2mq , Ω0 = −2πα′N dˆ
(
2m+ z − 2
2m+ z − 2 +mq
)
µ0 (10)
Note that since we have d > θ, m must be positive. For θ = 0, we have m = 1 and in that
case our results (9), (10) match with those given in [13]. Further for θ = 0 and z = 1, i.e.
for the relativistic case our results agree with those given in [14]. Thus we find the Gibbs
potential Ω as a function of temperature T ∼ r−zH and chemical potential µ. The Gibbs
potential in (9) can be expanded for small temperature (rH →∞) and the result is,
Ω =
2πα′N dˆ(2m+ z − 2)
2m+ z − 2 +mq
[
µ+
(2πα′)−1
2m+ z − 2
(
d+ z − θ
4π
) 2θ
dz
−1
T 1−
2θ
dz +O(T 1−
2θ
dz
+ 2mq
z )
]
(11)
From the first term in (11) we find that varying Ω with respect to the chemical potential we
must get the charge density and that is proportional to dˆ as expected. The second term has
6There are some subtleties here. The integrals actually have UV divergences which are hidden in Ω0
and µ0. However, we have given in (10) their finite forms assuming that the divergences can be removed
by a proper holographic renormalization technique similar to the ones described for asymptotically AdS
space-times in [24, 25, 26].
a non-trivial temperature dependence since 2θ/(dz) can not equal 1 as this will violate the
first null energy condition given in (5). Varying the second term with respect to T , we get
an expression of entropy density and it has the form,
s = −
(
∂Ω
∂T
)
µ
=
N dˆ
2m+ z − 2 +mq
(
d+ z − θ
4π
) 2θ
dz
−1(
1− 2θ
dz
)
T−
2θ
dz +O(T−
2θ
dz
+ 2mq
z ) (12)
We thus find from (12) that when there is no hyperscaling violation (for θ = 0), the en-
tropy density is constant at zero temperature as noted in [14, 13]. However, for non-
zero hyperscaling it can vanish if θ/z is negative (or it can blow up if θ/z is positive,
which indicates instability and we exclude this case). The specific heat at low tempera-
ture can also be calculated from (12) by varying it with respect to T and has the form
cV = T (∂s/∂T ) ∼ −2θ/(dz)T−2θ/(dz). Again we find that the specific heat is positive, i.e.,
the system is stable as long as θ/z < 0. This implies that for the stability of the system we
must have either (i) θ > 0, z < 0 or (ii) θ < 0, z > 0. It can be easily checked that for
case (i), the first of the null energy conditions (5) is violated and therefore this case does
not give sensible gravity dual. For case (ii) both the null energy conditions can be satisfied
as long as z ≥ 1. We thus conclude that our gravity dual is sensible and stable only when
θ < 0 and z ≥ 1. As θ < 0, we can write cV ∼ 2|θ|/(dz)T 2|θ|/(dz). Thus cV scales linearly
with temperature or the system behaves like Fermi liquid if 2|θ| = dz and cV scales as T q or
the system behaves like Bose liquid if 2|θ| = dzq. When the parameters do not satisfy these
two conditions, i.e., for the generic values of the parameters the system behaves like neither
a Fermi liquid nor a Bose liquid but a new kind of quantum liquid.
4. Zero sound : The zero sound mode appears at zero temperature as a pole in the Fourier
transformed retarded two point function of the density operator [3, 4, 5, 6]. On the gravity
side the pole arises as the quasinormal frequency of the background [27, 28]. As in this case
we are interested in the density or current operator, it is sufficient to consider fluctuations
of the U(1) field of the background only with non-trivial background component At. As the
field theory is isotropic the fluctuations can be chosen to depend on r, t and one of xi’s which
we call x and so7,
Aµ(r)→ Aµ(r) + aµ(r, t, x) (13)
Using this into the DBI action (3) and expanding it upto quadratic order in fluctuations we
obtain (in the ar = 0 gauge) [[13], Here and in some of the following equations we use their
notation and general formalism],
S(2) =
N
2
∫
drdtdxgq/2xx
[
grrf
2
tx − |gtt|(2πα′a′x)2
gxx
√|gtt|grr − (2πα′A′t)2 +
|gtt|grr(2πα′a′t)2
(|gtt|grr − (2πα′A′t)2)3/2
]
(14)
7Fluctuations in holographic theories with hyperscaling violation has been studied in [29].
where ftx = 2πα
′(∂tax − ∂xat). Introducing Fourier components
aµ(r, t, x) =
1
(2π)2
∫
dωdke−iωt+ikxaµ(r, ω, k) (15)
the equations of motion for the fluctuations take the form,
d
dr
[
g
q/2
xx |gtt|grra′t
(|gtt|grr − (2πα′A′t)2)3/2
]
− g
q/2−1
xx grr√|gtt|grr − (2πα′A′t)2
(
k2at + ωkax
)
= 0
d
dr
[
g
q/2−1
xx |gtt|a′x√|gtt|grr − (2πα′A′t)2
]
+
g
q/2−1
xx grr√|gtt|grr − (2πα′A′t)2
(
ω2ax + ωkat
)
= 0 (16)
There is a constraint arising from the equation of motion of ar in the ar = 0 gauge and is
given as,
grrgxxωa
′
t +
(|gtt|grr − (2πα′A′t)2) ka′x = 0 (17)
Using the constraint equation and the first equation in (16) (as the second equation in (16)
can be obtained from the constraint and the first equation), we can write an equation for
the gauge invariant field E(r, ω, k) = ωax + kat as,
E ′′ +
[
d
dr
ln
(
g
(q−3)/2
xx g
−1/2
rr |gtt|
u(k2u2 − ω2)
)]
E ′ − grr|gtt|(k
2u2 − ω2)E = 0 (18)
where
u(r) =
√
|gtt|grr − (2πα′A′t)2
grrgxx
=
√√√√ |gtt|
gxx
(
1 + dˆ2g−qxx
) = r−(z−1)√
1 + dˆ2r2mq
(19)
The quadratic action for the fluctuations S(2) (in (14)) can be written in terms of E as,
S(2) = (2πα′)2
N
2
∫
drdωdk
g
(q−3)/2
xx g
1/2
rr
u
[
E2 +
|gtt|
grr(u2k2 − ω2)E
′2
]
(20)
Introducing a cut-off near the boundary at r = ǫ, using equation of motion (18), and inte-
grating by parts we obtain the action in the limit ǫ→ 0,
S(2) = −(2πα′)2N
2
∫
dωdk
ǫ2m+z−1−mq
k2
E(ǫ)E ′(ǫ) (21)
Now the strategy to obtain the retarded two point function as explained in [14], is to first
solve the equation of motion (18) for E using the incoming boundary condition at the horizon
r → ∞ and then substitute it into (21) and finally take functional derivative of the action
with respect to at. Thus we have,
GttR(ω, k) =
δ2
δat(ǫ)2
S(2) =
(
δE(ǫ)
δat(ǫ)
)2
δ2
δE(ǫ)2
S(2) (22)
Since S(2) is a function of E, we will obtain the low frequency and low momentum form of
Π(ω, k) ≡ (δ2/δE2)S(2) and look at its pole structure. Now in general it is difficult to solve
E from (18) and so, to obtain Π(ω, k) we will solve the equation (18) in two different limits
and then match the two solutions in the overlapping region [14, 13]. To be precise, we first
obtain a solution when r is very large and then take small frequency and small momentum
limit, which means ωrz ≪ 1 and kr ≪ 1, with ωk−z fixed. Then we reverse the process,
i.e., take the small frequency, small momentum limit first, solve the equation and then take
r very large.
At large r, the equation for E, (18), reduces to,
E ′′ +
2m− (z − 1)
r
E ′ + ω2r2(z−1)E = 0 (23)
where we have used the background metric (1). This equation has a solution with incoming
wave boundary condition in terms of a Hankel fucntion E(r) = C(ωrz/(2z))1/2−m/zH
(1)
1/2−m/z(ωr
z/z),
where C is a constant. Now we take small frequency, small momentum limit, ωrz ≪ 1. In
this limit E(r) takes two different forms depending on the value of z. Thus,
E ≈ C + C 2i
π
[
log
(
ωr2m
)− log(4m) + γ] , for z = 2m (24)
E ≈ C˜Γ
(
m
z
+
1
2
)−1 [
1− tan mπ
z
]
− iC˜
π
Γ
(
m
z
− 1
2
)(
ωrz
2z
)1− 2m
z
, for z 6= 2m(25)
Note in the above that m = 1 + |θ|/d as defined before. Also, C˜ is another constant and is
related to C by C˜ = −iCe−imπ/z cos(mπ/z). γ is the Euler-Mascheroni number.
On the other hand, in the small frequency, small momentum limit (ωrz ≪ 1, kr ≪ 1,
with ωk−z fixed), the equation (18) takes the form,
E ′′ +
1
r
[
(2− q)m− 2(z − 1)
+
(
(z − 1) + qmdˆ
2r2qm
1 + dˆ2r2qm
)(
3k2r2 − ω2r2z(1 + dˆ2r2qm)
k2r2 − ω2r2z(1 + dˆ2r2qm)
)]
E ′ = 0(26)
where again we have used the background metric (1). This equation (26) has solution in
terms of hypergeometric functions and is given as,
E(r) =
C1 + C2
[
k2r2+m(q−2)−z
2 +m(q − 2)− z 2F1
(
3
2
,
2 +m(q − 2)− z
2mq
; 1 +
2 +m(q − 2)− z
2mq
;−dˆ2r2mq
)
− ω
2rm(q−2)+z
m(q − 2) + z 2F1
(
1
2
,
m(q − 2) + z
2mq
; 1 +
m(q − 2) + z
2mq
;−dˆ2r2mq
)]
(27)
where C1 and C2 are two constants. Now taking r → ∞, E(r) takes two different forms
depending on the value of z. They are given as,
E ≈ C1 + C2
dˆ
[k2(2m− 1)
(mq)2
B
(−2 + 4m
2mq
,
2− 4m
2mq
+
1
2
)
dˆ
−2+4m
mq
− ω
2
mq
log
(
2dˆ
ωq/2
)
− ω
2
2m
log
(
ωr2m
) ]
, for z = 2m (28)
E ≈ C1 + C2
dˆ
[k2(2m+ z − 2)
2(mq)2
B
(
2m+ z − 2
2mq
,
−2m− z + 2
2mq
+
1
2
)
dˆ
2m+z−2
mq
− ω
2
2mq
B
(
2m− z
2mq
,
z − 2m
2mq
+
1
2
)
dˆ
2m−z
mq − ω
2
z − 2mr
z−2m
]
, for z 6= 2m (29)
where B(x, y) is the Beta function. Comparing the solutions (24) with (28) and also compar-
ing the solutions (25) with (29) we find that they have the same structure. When z = 2m,
both the solutions have a log term and a constant term and when z 6= 2m, they have a rz−2m
term and a constant term. This actually enables us to eliminate one of the constants C in
(24) (or C˜ in (25)) and relate constants C1 in terms of C2 (both in (28) and (29)). This will
be needed, as we will see, to evaluate the action (21) as well as the two point function (22)
or equivalently Π(ω, k). To evaluate the action (21) we need the boundary behavior of E(r)
and this can be obtained from the general small frequency, small momentum solution (27)
as r → 0. In fact one can check from (27) that in the small r limit E(r) and E ′(r) behave
as (for z > 1),
E ≈ C1 + C2 k
2r2+m(q−2)−z
2 +m(q − 2)− z
E ′ ≈ C2k2r2+m(q−2)−z−1 (30)
For z + 2m > 2 +mq, the second term will go to zero for r → 0 and so E ≈ C1. However,
as it has been argued in [13], even for z +2m ≤ 2+mq, E can be approximated as C1. The
reason is that in the latter case one can add a suitable boundary term in the action which
does not affect the equation of motion but cancels the divergence as we take r → 0. The
action S(2) in that case changes a sign which is not important for the pole structure. So,
using E ≈ C1 and E ′ from above the action (21) takes the form,
S(2) = −(2πα′)2N
2
∫
dωdk
ǫ2m+z−1−mq
k2
E(ǫ)E ′(ǫ) = −(2πα′)2N
2
∫
dωdkC1C2 (31)
Now Π(ω, k) can be calculated as follows,
Π(ω, k) =
δ2
δE(ǫ)2
S(2)
∣∣∣∣
ǫ→0
=
δ2
δC21
S(2)
∣∣∣∣
ǫ→0
=
dC2
dC1
δ2
δC1δC2
S(2)
∣∣∣∣
ǫ→0
= −N
2
(2πα′)2
dC2
dC1
(32)
Using (32) and the obtained relations between C1 and C2 as indicated before, we get the low
frequency, low momentum form of Π(ω, k) as,
Π(ω, k) =
PN
α1k2 − α2ω2 − α3G0(ω) (33)
where P , α1, α2, α3 are some constants and G0 is a function of ω. For z = 2m = 2(1+ |θ|/d),
they have the forms,
P = 8πmdˆα′2
α1 =
4m(2m− 1)
π(mq)2
dˆ
4m−2
mq B
(
4m− 2
2mq
,
2− 4m
2mq
+
1
2
)
α2 = i
α3 = −1
π
G0(ω) = ω
2 log(αω2) (34)
where α = e2γ(2dˆ)−4/q/16 is a constant, and for z 6= 2m = 2(1+ |θ|/d), they have the forms,
P = 2πα′2dˆ(2m− z)(2z) 2mz −1Γ
(
m
z
+
1
2
)
Γ
(
m
z
− 1
2
)
α1 =
(2m− z)(2m+ z − 2)(2z) 2mz −1
2(mq)2πdˆ
2−2m−z
mq
Γ
(
m
z
+
1
2
)
Γ
(
m
z
− 1
2
)
×B
(
2m+ z − 2
2mq
,
2− 2m− z
2mq
+
1
2
)
α2 =
(2m− z)(2z) 2mz −1
2mqπdˆ
z−2m
mq
Γ
(
m
z
+
1
2
)
Γ
(
m
z
− 1
2
)
B
(
2m− z
2mq
,
z − 2m
2mq
+
1
2
)
α3 = i+ tan
πm
z
G0(ω) = ω
1+ 2m
z (35)
It is clear from (33) that Π(ω, k) and so, the two point retarded correlation function will
have a pole when the denominator vanishes, i.e., when
k(ω) = ± 1√
α1
√
α2ω2 + α3G0(ω) (36)
From the expression of G0(ω) in (35), we find that when 1 ≤ z < 2m, ω2 term dominates
G0(ω) term and when z > 2m, G0(ω) term will dominate ω
2 term. So, the pole structure
will be different for these two cases. Let us first consider 1 ≤ z < 2m. In this case we can
write (36) in the small frequency as,
k(ω) = ±ω
√
α2
α1
[
1 +
α3
2α2
ω
2m
z
−1 +O(ω
4m
z
−2)
]
(37)
which can then be inverted to give,
ω(k) = ±
√
α1
α2
k − α3
2α2
(
α1
α2
)m
z
k
2m
z +O(k−1+
4m
z ) (38)
We note from (35) that when z 6= 2m, α1 and α2 are real whereas α3 is complex. Therefore,
the first term in (38) is real and the second term gives an imaginary contribution. Now
since the imaginary part goes as k2m/z which is smaller than the real part (which goes
as k) for small k and 1 ≤ z < 2m, this mode behaves like a quasiparticle. Also, when
z = m = 1 + |θ|/d, the imaginary part goes as k2, exactly like Fermi liquid. We found
in section 3, from the behavior of specific heat with temperature that when 2|θ| = dz, it
has a linear or Fermi liquid like behavior. So, combining these two we find that for z = 2,
both the specific heat and the zero sound behave like Fermi liquid. When 2|θ| = dz (or
2|θ| = dqz) and z 6= m = 1+ |θ|/d, the specific heat behaves like Fermi (or Bose) liquid, but
the zero sound does not behave like Fermi liquid and when 2|θ| 6= dz but z = m = 1+ |θ|/d,
the specific heat does not behave like Fermi liquid, but the zero sound does. However, in
this range of z not satisfying either of the conditions, there exits a zero sound although the
system behaves like a new kind of quantum liquid.
The speed of the zero sound can be found from the real part of the dispersion relation
(38) and is given as,
v20 =
α1
α2
=
2m+ z − 2
mq
dˆ
2(z−1)
mq
Γ
(
2m+z−2
2mq
)
Γ
(
1
2
− 2m+z−2
2mq
)
Γ
(
2m−z
2mq
)
Γ
(
1
2
− 2m−z
2mq
) (39)
When 1 < z < 2m, the finiteness or the vanishing of the velocity is determined by the poles
of the gamma functions Γ(1/2 − (2m+ z − 2)/(2mq)) and Γ((2m − z)/(2mq)) as z → 2m,
the details of which will depend on the values of m and q. In particular, when q = 4− 2/m
(note that since q is an integer m can not take any value), all the Γ functions with their
poles cancel and we get v20 = (2m + z − 2)/(4m− 2)dˆ(z−1)/(2m−1) which takes a finite value
dˆ as z → 2m. Note that when θ = 0, i.e., m = 1 the above expression for zero sound speed
(39) matches with that given in [13] and in addition when z = 1, it matches with that given
in [14].
When z > 2m, G0(ω) will dominate ω
2 term for small ω in (36). In that case k(ω) can
be written as,
k(ω) = ±
√
α3
α1
ω
z+2m
2z
[
1 +
α2
2α3
ω1−
2m
z +O(ω2−
4m
z )
]
(40)
which can be inverted to give the following dispersion relation,
ω(k) =
(
α1
α3
) z
z+2m
k
2z
z+2m − z
z + 2m
(
α2
α3
)(
α1
α3
) 2(z−m)
z+2m
k
4(z−m)
z+2m +O(k
2(3z−4m)
z+2m ) (41)
As we have seen in (35), in this case, α1, α2 are real and α3 is complex. So, both the real and
imaginary parts come from the leading term, i.e., they have the same order and therefore
this is not a quasiparticle. There is no zero mode for z > 2m = 2(1 + |θ|/d).
When z = 2m, using the form of G0(ω) from (34) into (36), the small frequency expansion
can be written as,
k(ω) = ± ω√
α1
[√
α3[log(αω
2)]
1
2 +
α2
2
√
α3
[log(αω2)]−
1
2 +O([log(αω2)]−
3
2 )
]
. (42)
We note that because of the logarithmic terms it is not possible to invert the relation (42)
to obtain ω(k) completely. At best we can express ω[log(αω2)]1/2 as
ω(k)[log(αω2(k))]
1
2 = ±
√
α1
α3
k − α2
√
α1
2α
3
2
3
k
[log(αω2)]
+O
(
k
α
5
2
3 [log(αω
2)]2
)
(43)
where the right hand side also involves ω in the form of log(αω2). Now as ω → 0, log(αω2)→
−∞ and therefore the leading contribution to ω√log(αω2), as can be seen from (43), is linear
in k. However, since this dispersion relation differs from the usual zero sound mode dispersion
relation by logarithmic terms we conclude that it does not represent a quasiparticle and there
is no zero sound mode at z = 2m = 2(1 + |θ|/d).
5. AC conductivity : AC conductivity of the system can be found from the two-point retarded
current correlator by the Kubo’s formula as,
σ(ω) = − i
ω
GxxR (ω, k = 0) (44)
The current correlator can be obtained from the quadratic action S(2) as,
GxxR (ω, k) =
δ2
δax(ǫ)2
S(2) =
(
δE(ǫ)
δax
)2
δ2
δE(ǫ)2
S(2) = ω2Π(ω, k) (45)
So, once we have Π(ω, k) it is trivial to write GxxR (ω, k) and from there we can obtain σ(ω)
at small frequency as,
σ(ω) = − i
ω
GxxR (ω, k = 0) = −iωΠ(ω, k = 0) ω→0−−→ iPN


α−12 ω
−1, z < 2m
α−13 ω
−1[log(αω2)]−1, z = 2m
α−13 ω
− 2m
z , z > 2m
(46)
where we have used the form of Π(ω, k) given in (33). The constants are given in (34) for
z = 2m and in (35) for z 6= 2m. We thus find that for z < 2m = 2(1 + |θ|/d), the AC
conductivity behaves as ∼ i/ω. This is the standard Drude conductivity, i.e., the high-
frequency limit of Drude model. This result is quite universal as it was found true even
without hyperscaling violation (θ = 0) [13] and also in 2+1 dimensional system [7], only the
range of z in which this behavior occurs depends on the hyperscaling violation exponent and
the dimension of the system. On the other hand, when z > 2m, the AC conductivity has an
anomalous power-law tails as also found in [7] and [13]. In some 2+1 dimensional system the
exponent has been found to be 0.65, which can occur in this case if z = 3m = 3(1 + |θ|/d).
6. Conclusion : In this paper we have modelled strange metals with hyperscaling violation
by introducing probe D-branes in the background of Lifshitz space-time with hyperscaling
violation. The behavior of the specific heat and the null energy condition dictate that the
system must have θ < 0 and z ≥ 1 in order to have a sensible and stable gravity dual.
The specific heat of this system shows in general a new kind of quantum liquid behavior,
cV ∼ T 2|θ|/(dz). In particular, when 2|θ| = dz, cV ∼ T , the system behaves like Fermi liquid
and when 2|θ| = dqz, where q is the spatial dimension of the boundary theory, cV ∼ T q, the
system behaves like Bose liquid. We have then studied the fate of the zero sound in this
system which were known to exist for strange metals without hyperscaling violation. We
found that even though the system in general behaves like a non-Fermi liquid, there always
exists a quasiparticle for the zero sound mode as long as z satisfies 1 ≤ z < 2m = 2(1+θ|/d).
When θ vanishes, we recover the results of ref.[13]. However, the zero mode does not survive
when z goes outside this range, i.e., for z ≥ 2m = 2(1 + |θ|/d). In the specified range of z,
when zero sound mode exists we found that the real part is linear in k and from there we
found the speed of the zero sound. The imaginary part of the dispersion curve in general
goes as k2m/z and so it behaves like a Fermi liquid when z = m = 1 + |θ|/d. Actually we
found that both the specific heat and the zero sound behave like Fermi liquid for z = 2. We
have also discussed various cases when specific heat behaves like Fermi or Bose liquid and
zero sound behaves like Fermi liquid or non-Fermi liquid. We have also obtained the form
of AC conductivity in this system. Here we found that for z < 2m, the AC conductivity
goes as i/ω which is nothing but the high frequency limit of the Drude model also known as
Drude conductivity. On the other hand, for z > 2m, AC conductivity shows an anomalous
power law tail and for z = 3m the power becomes 0.65 as has been found for some 2+1
dimensional system.
In our model we have assumed that the background Lifshitz space-time with hyperscaling
violation is obtained from some brane configuration at large N . Such brane configurations
have been obtained from string theory in [30]. However, in all these cases the hyperscaling
violation exponents were found to be positive, whereas, for the background we consider
here hyperscaling violation exponents are negative. How to obtain such backgrounds from a
fundamental theory like string/M theory remains a challenge.
Note : While preparing this manuscript a paper [31] appeared in the arXiv which has
substantial overlap with this work. However, their background is a special case of ours,
namely, they have θ → −∞, z →∞, with θ/z = fixed (negative value). In our case we have
θ < 0 and z ≥ 1.
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