We show that the alternative discrete Painlevé I equation (alt-dP I ) has a unique solution which remains positive for all n ≥ 0. Furthermore, we identify this positive solution in terms of a special solution of the second Painlevé equation (P II ) involving the Airy function Ai(t). The special-function solutions of P II involving only the Airy function Ai(t) therefore have the property that they remain positive for all n ≥ 0 and all t ≥ 0, which is a new characterization of these special solutions of P II and alt-dP I .
Introduction
We will investigate the system of two nonlinear equations a n + a n+1 = b 2 n − t, (1.1a) a n (b n + b n−1 ) = n, (1.1b) which is known as the alternative discrete Painlevé I equation (alt-dP I ) [7] . These equations arise, for example, when one wants to find the recurrence coefficients of orthogonal polynomials with an exponential cubic weight; see, e.g. [2, 15] . They also arise when one wants to compute the recurrence coefficients of multiple orthogonal polynomials with an exponential cubic weight [6] . The equations also give relations between solutions of the equation 2) for different values of the parameter α [4, 11] . Equation (1.2) is equivalent to the second Painlevé equation (P II ) d 2 w
through the scaling w(z) = −2 −1/3 y(t), with z = −2 1/3 t. We note that if we solve (1.1b) for a n and substitute this in (1.1a), then we obtain
The main result in this paper is the following.
Theorem 1.1. For nonnegative values of t, there exists a unique solution of (1.1) with a 0 (t) = 0 for which a n+1 (t) > 0 and b n (t) > 0 for all n ≥ 0, corresponding to the initial value b 0 (t) = −Ai (t)/Ai(t), (1.5) where Ai(t) is the Airy function.
The corresponding result for the nonlinear recurrence (1.4) is Theorem 1.2. For nonnegative values of t, there exists a unique solution of (1.4) for which b n (t) > 0 for all n ≥ 0, corresponding to the initial value (1.5).
We observe that the value of b 1 (t) is fixed once a 0 (t) and b 0 (t) are known. Specifically one has b 1 (t) = −b 0 (t) + 1/[b 2 0 (t) − t]. Hence the solutions of (1.4) only depend on one free parameter b 0 (t) even though it is a recurrence relation of second order. This is reflected in Theorem 1.1 by the initial value a 0 (t) = 0. It is important to note that the initial value (1.5) involves only Ai(t), rather than a linear combination of the Airy functions Ai(t) and Bi(t).
Uniqueness of positive solutions for non-linear recurrence relations was already studied earlier for the equation
x n (x n+1 + x n + x n−1 ) = n, (1.6)
The fact that there is a unique solution of (1.6), or equivalently for (1.4) , means that it is not wise to compute this positive solution starting from the initial values a 0 (t) = 0 and b 0 (t) = −Ai (t)/Ai(t), because a small error in b 0 means that one will not be generating the positive solution and after some time there will be negative b n (t). In §2 we will give a method to compute the positive solution (b n ) n≥0 by means of a fixed point algorithm using a contraction acting on infinite sequences. That method is stable and is very suitable to compute the positive solution numerically.
One can easily obtain the asymptotic behaviour of the positive solution of (1.6). This was already proved in [6] , but we repeat the proof here for completeness. Corollary 1.3. For the positive solution of (1.6) one has lim n→∞ a n /n 2/3 = 1 2 and lim n→∞ b n /n 1/3 = 1.
Proof. The positivity of the a n and (1.1a) imply that a n ≤ b 2 n . The positivity of the b n and (1.1b) imply a n b n ≤ n. Together this implies a n ≤ n 2 /a 2 n so that a n ≤ n 2/3 . From (1.1a) it then follows that b 2 n ≤ n 2/3 + (n + 1) 2/3 . We can then define
If we take a subsequence such that b n /n 1/3 → B 1 , then from (1.4) one finds
In a similar way, by taking a subsequence such that b n /n 1/3 → B 2 , it follows from (1.4) that
Together this implies that B , and since one always has B 1 ≤ B 2 , it follows that B 1 = B 2 so that b n /n 1/3 converges. From (1.1b) it then also follows that a n /n 2/3 converges. Taking limits in (1.1a) and (1.1b) then easily gives the values of these limits. This paper is organised as follows. In §2 we discuss the uniqueness of b n and discuss its behaviour in §3. In §4 we discuss the relationship with solutions of P II (1.3). It is well known that P II (1.3) has special-function solutions expressible in terms Airy functions [4, 10, 17] . Using these we give explicit expressions for the solutions of (1.1) and (1.4) in terms of the Airy function Ai(t) in §5. The special-function solutions of P II involving only the Airy function Ai(t) therefore have the property that they remain positive for all n ≥ 0 and all t ≥ 0, which is a new characterization of these special solutions of P II and alt-dP I .
Proof of the uniqueness
In this section we will prove Theorem 1.2. A positive solution (b n ) n≥0 implies that a 0 = 0 and a n > 0 for n ≥ 1 by using (1.1b), so that Theorem 1.1 follows as well. The idea of the proof is to construct a mapping T on the space R N + of positive sequences (x n ) n≥0 and to show that this is a contraction on a complete set in this space. The unique fixed point will be the desired positive solution of (1.4).
Let (x n ) n≥0 be an infinite sequence with x n > 0 for all n ≥ 0. We define a new sequence ((Tx) n ) n>0 implicitly by
Observe that (Tx) n is a solution of
If x n+1 > 0 and x n−1 > 0, then the left hand side of (2.3) is a positive and decreasing function of y ∈ (0, ∞) and the right hand side of (2.3) is obviously increasing on [0, ∞) so that (2.3) has a unique positive solution and therefore for n ≥ 0 we set (Tx) n to be the positive solution of (2.3). Note that the left hand side requires x n+1 and x n−1 for n ≥ 1 but only requires x 1 for n = 0. Equation (2.3) corresponds to a quartic equation in y for n ≥ 1 and a cubic equation if n = 0. There is a negative solution between −x n+1 and −x n−1 when n ≥ 1 and two complex conjugate solutions or two real negative solutions which will not be used in the remainder of this paper.
We will now give some properties of this mapping T.
Proof. Since x n+1 > 0 and x n−1 > 0, it follows from (2.1)
The roots of the equation y(y 2 − t) = 2n + 1 can be written as:
In fact y 1 = (n + 
Notice that for w > 1 it follows that Q(w) = 2 √ w cos 1 3 arccos(w −3/2 ) . Hence, Q(w) is always positive for any real value of w, in fact it is the unique positive solution of the equation
As a consequence, y 1 is positive for any real value of t (and any integer n). t 3 would produce a positive single root y 1 and a double negative root y 1 − . Hence, no matter the value of t, there will be a unique positive root, which is y 1 = B n (t). Now the positivity of (Tx) n yields the required bounds.
Let us write B n (t) = R n + 1 2 , t with R(z, t) = z 1/3 Q t/(3z 2/3 ) , where Q(w) is the function given by (2.5).
Lemma 2.2. The function
is increasing and concave in z on (0, ∞) and increasing in t on R.
Proof. Since the function Q(w) is the unique positive root of the equation (2.6) it follows that Q 2 (w) > 3w and therefore Q 2 (w) > w for any w ≥ 0. Now, by differentiating (2.6) once we obtain
and consequently Q (w) > 0 and also
A second differentiation of (2.6) gives
which can be written as
and therefore we conclude that Q (w) < 0 for any w > 0, and Q (w) > 0 if w < 0. Now, from the definition of the function R(z, t), observe that
, and also that
Consequently, ∂R ∂z > 0, ∂ 2 R ∂z 2 < 0 and
where c 0 = 0.68554389 and c 1 = 0.6379714.
Proof. Equation (2.1) easily gives
With Lemma 2.2, we readily observe that for
Hence f (z) is convex on (0, ∞), so that
, then this gives for y = (Tx) n
which easily leads to
Combined with (2.7), and also because B n (t) = R(n + 1 2
, t)), this gives
, for n ≥ 1.
and therefore (Tx)
With c = (Tx) n /B n (t), the latter inequality
which can be expressed as
1/3 Q(w n (t)), for n ≥ 0, with
, is monotonically decreasing so that 0 < w n (t) ≤ w 1 (t), n ≥ 1. Since Q(z) is a positive, increasing function (with lim z→−∞ Q(z) = 0, lim z→+∞ Q(z) = +∞), it follows that
for any t ≥ 0 and n ≥ 1, where Q(0) = 2 1/3 and
Since 0 < (Tx) n ≤ B n (t) implies 0 < c < 1 and therefore (c + 1)(c 2 − 1) < 0, then
Hence, c is such that c 2 (c + 1) ≥ , which is approximately c 1 = 0.6379714.
For n = 0 we use (2.7) to obtain
With the identity tR 3 2 , t = B 3 1 (t) − 3, the latter inequality becomes
which, because of the fact that B 1 (t) ≥ 3 1/3 and 0 ≤ d ≤ 1, implies If we use the norm x = sup n≥0 |x n |/B n (t), with B n (t) as given in (2.4), then Lemma 2.1 implies that Tx ≤ 1 whenever (x n ) n≥0 is a positive sequence. Lemma 2.3 implies that T 2 x ≥ c 1 . We are interested in the iterations T k x for k → ∞, so without loss of generality we may assume that c 1 B n (t) ≤ x n ≤ B n (t). The mapping T is then a mapping from positive sequences in the unit ball B 1 = {(x n ) n≥0 : x ≤ 1} to positive sequences in the unit ball B 1 .
We will show that whenever t ≥ 0, T is a contraction on the positive sequences for which c 1 ≤ x ≤ 1. Let x, y be positive sequences with c 1 ≤ x , y ≤ 1, then from (2.2)
From Lemma 2.3 it follows that (Tx) 0 ≥ c 0 B 1 (t) and (Ty) 0 ≥ c 0 B 1 (t), hence
.
From this we find
> 0, so that we can write
The function on the right is a decreasing function on t ≥ 0, so that
approximately. For this reason, we have
A similar calculation holds for n ≥ 1: from (2.1) we find
Lemma 2.3 gives (Tx) n ≥ c 1 B n (t) and (Ty) n ≥ c 1 B n (t) so that
Since x n+1 , y n+1 ≥ c 1 B n+1 (t) and x n−1 , y n−1 ≥ c 1 B n−1 (t) we have (together with the lower bound from Lemma 2.3)
which can be rearranged so that
The function on the left
is bounded from below by f (n, 0) since B n (t) ≥ (2n + 1) 1/3 for any n ≥ 0. In addition, f (n, 0) is an increasing function of n and therefore f (n, 0) is bounded from below by its value at n = 1, which is approximately f (1, 0) = 0.507422. Since f (n, t) ≥ 0.507422 > 0, we can write
We observe that for each t ≥ 0, the expression on the right is an increasing sequence for n ≥ 1, therefore it is bounded from above by the values as n → ∞, which is approximately c 3 = 1/(8c 
Behaviour of the unique positive solution
The unique positive solution of (1.4) necessarily satisfies b n (t) > √ t, which is an immediate consequence of (1.4). Furthermore, Lemma 2.1 implies √ t < b n (t) ≤ B n (t), for any n ≥ 0 and t ≥ 0. This is illustrated in Figure 3 .1 for n = 5 and n = 10. Moreover, recalling the Remark 3.1. Observe that for any t ≥ 0 and any integer n ≥ 0, the upper bound B n (t) for b n (t) given in Lemma 2.1 satisfies √ t < B n (t) < t + (2n + 1) 2/3 . For values of t > 3 n + 1 2 2/3 , B n (t) can be written as B n (t) = 
Remark 3.2. The Bäcklund transformations pair 
, which, recalling (1.1b), corresponds to b n (t) = a n+1 (t) − a n (t). Moreover, (1.1a) and the latter equality yield
The identities (3.3) and (3.4) allow us to conclude the following result.
Lemma 3.1. For each integer n ≥ 0, b n (t) > 0 for all t ≥ 0 if and only if a n+1 (t) > a n (t), and this implies b n+1 (t) > b n (t) and also a n (t) < 0.
Numerically it is evident that b n (t) is a strictly increasing function of t. However, it remains an open problem to prove this (analytically).
Conjecture 3.2. For any
Notwithstanding this, we can still prove the result for values of t larger than 2 −2/3 n 4/3 .
Proof. Since a 0 = 0, then (3.3) readily implies b 0 (t) = a 1 (t) > 0, for any t ≥ 0. Based on (3.3) together with the inequalities n 2 √ t < a n < n B n (t) + B n−1 (t) , which are valid for any n ≥ 1 and t ≥ 0, it follows that
Since B n (t) is an increasing function of both n and t, bounded from below by √ t and lim t→+∞ Bn(t) √ t = 1, it follows that for each n ≥ 1 there exists t * n such that for any t > t * n , we have
is by definition the positive solution of y(y 2 − t) = 2n + 1, it readily follows that t * n must be such that
and hence t *
. Then for t > t * n , B n (t) + B n+1 (t) ≤ 2B n+1 (t), for each n ≥ 0.
In the same manner we can show the existence of t + n such that for any t > t
Remark 3.3. The asymptotic behaviour of b n for large t in (3.1) allows us to conclude from (1.1b) and (3.3), respectively, that lim t→+∞ a n (t) 2 √ t/n = 1 and lim t→+∞ b n (t) 2 √ t = 1.
Relation with the second Painlevé equation
Suppose we denote solutions of P II (1.3) by w(z; α), then the three solutions w(z; α) and w(z; α ± 1) are related by α + ). It is known that for α = n + 
where
with Ai(t) and Bi(t) the Airy functions and C 1 and C 2 arbitrary constants. Observe that the solution w(z; 1 2 ) only depends on the ratio C 1 /C 2 . We now have that
and since φ(−2 −1/3 t) = C 1 Ai(t) + C 2 Bi(t), then we find
For t = 0 this gives
where we used the initial values
,
, 
for n ≥ 1, with φ(z) as given by (4.2), cf. [4, 10, 17] .
Consider the Bäcklund transformations
where ≡ d/dt. Eliminating y n yields the recurrence relation 6) which is alt-dP I (1.4), whilst letting n → n + 1 in (4.5b) and then substituting (4.5a) yields
which is (1.2) with α = n + 1 2
, and so is equivalent to P II (1.3) with α = n + 1 2
.
Lemma 4.1. Suppose x n and y n satisfy the discrete system
and y n satisfies (4.5). Then x n and y n satisfy the system dx n dt = −2x n y n + n, (4.9a)
Proof. From (4.8b) and (4.5b) we have 2n
from which we obtain equation (4.9b). Then differentiating (4.9b) gives
Substituting for the derivatives of y n using (4.9b) and (4.7) yields equation (4.9a). Finally solving (4.9a) for y n and substituting in (4.9b) shows that x n satisfies equation (4.10), as required.
We remark that making the transformation x n (t) = −2
which is known as P 34 , as it's equivalent to equation XXXIV of Chapter 14 in [12] . The "Airy-type" solutions of (4.7) and (4.10) respectively have the form
with τ 0 (t; θ) = 1 and ϕ(t; θ) = cos(θ) Ai(t) + sin(θ) Bi(t), with Ai(t) and Bi(t) the Airy functions and θ ∈ [0, π) a parameter; we have set C 1 = cos(θ) and C 2 = sin(θ) to reflect that the solution only depends on the ratio of the constants. The "Airy-type" solutions (4.12) are derived from the "Airy-type" solutions of P II (1.3) given in [4, 10, 17] . The simplest non-trivial "Airy-type" solutions of (4.7) and (4.10) respectively have the form
14a)
recall that x 0 (t; θ) = 0. The structure of the solutions (4.14a) and (4.14b) depends critically on whether the parameter θ is zero or not which is shown in Lemmas 4.2 and 4.3 below. As Ai(t) decays exponentially as t → ∞, whereas Bi(t) increases exponentially as t → ∞, so if θ = 0 then Bi(t) will dominate for large positive t.
If we seek a solution of (4.7) with y n (t) ∼ c t 1/2 , as t → ∞, then necessarily c = ±1. Hence the following asymptotic series are easily derived
It should be noted that there are no arbitrary constants in these asymptotic expansions, they occur in exponentially small terms.
Lemma 4.2. If y 0 (t; θ) is given by (4.14a), then Plots of y 0 (t; θ) and x 1 (t; θ) for various values of the parameter θ are given in Figure 4 .1. We note that
which is a decreasing function for 0 ≤ θ ≤ π, 1 10 π, 1 6 π, π, 1 10 π, 1 6 π, π the highest), and the curves x = ±1/(2 √ t) (dashed lines).
An analogous situation arises for the solution y n (t; θ) given in (4.12), i.e. ) of P II (1.3), which is equivalent to y 2 (t; θ), for various choices of θ. These plots show that the pole structure of the solutions is significantly different in the case when θ = 0 compared to the case when θ = 0. A study of "Airy-type" solutions of P II (1.3) and P 34 (4.11), which are equivalent to y n (t; θ) and x n (t; θ), for various choices of θ is given in [5] . Lemma 4.3. If x 1 (t; θ) is given by (4.14b), then
Proof. The proof is very similar to that for Lemma 4.2 so is left to the reader.
Airy solutions of alternative discrete Painlevé I
Now we consider the case when θ = 0, i.e. a n (t) = x n (t;
with ∆ 0 (t) = 1. We remark that ∆ n (t) given by (5.2) arises in random matrix theory, in connection with the Gaussian Unitary Ensemble (GUE) in the soft-edge scaling limit, see e.g. [10, p. 393] . Further, for n ≥ 1, ∆ n (t) has the multiple integral representation Lemma 5.1. If a n (t) and b n (t) satisfies the recurrence relation (1.1) with a 0 (t) = 0, b 0 (t) = −Ai (t)/Ai(t), (5.3) where Ai(t) is the Airy function, then as t → ∞ a n (t) = n 2 t 1/2 + O t −2 , for n ≥ 1, (5.4a) b n (t) = t 1/2 + O t −1 , for n ≥ 0. (5.4b)
Proof. We shall first prove (5.4b) by induction. If b n (t) = y n (t; 0) satisfies the recurrence relation (4.6), which is a consequence of (1.1), then b n (t) also satisfies the differential-difference system (4.5) and the differential equation (4.7). We shall use the Bäcklund transformation (4.5a). Clearly (5.4b) is satisfied for n = 0 from Lemma 4.2. Now we assume as the inductive hypothesis b n (t) = t 1/2 + O t −1 , so we know from (4.15a) that b n (t) = t which is (4.15a) with n → n + 1. Hence the result (5.4b) follows by induction. The result (5.4a) then follows immediately from (1.1b).
Corollary 5.2. The positive solution b n (t) in Theorems 1.1 and 1.2 corresponds to the initial value b 0 (t) = − Ai (t)/ Ai(t).
(i) (ii) Figure 5 .1: (i) Plots of b n (t) = y n (t; 0) for n = 0, 1, . . . , 6, and the curve y = √ t (dashed line). (ii) Plots of a n (t)/n = x n (t; 0)/n for n = 1, 2, . . . , 6, and the the curve x = 1/(2 √ t) (dashed line).
Plots of b n (t) = y n (t; 0), for n = 0, 1, . . . , 6, and plots of a n (t)/n = x n (t; 0)/n, for n = 1, 2, . . . , 6, are given in Figure 5 .1. These plots suggest the following conjecture, which corroborate Conjecture 3.2 and Lemma 3.3.
Conjecture 5.3. If 0 < t 1 < t 2 then b n (t 1 ) < b n (t 2 ), a n (t 1 ) > a n (t 2 ), (5.5)
i.e. b n (t) is monotonically increasing and a n (t) is monotonically decreasing for t > 0. For fixed t with t > 0 then √ t < b n (t) < b n+1 (t), 1 2 √ t > a n (t) n > a n+1 (t) n + 1 > 0. (5.6a) 
