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We study the faces of the set of quantum correlations, i.e., the Bell and noncontextuality inequalities
without any quantum violation. First, we investigate the question whether every proper (tight) Bell
inequality for two parties, other than the trivial ones from positivity, normalization and no-signaling
can be violated by quantum correlations, i.e., whether the classical Bell polytope or the smaller corre-
lation polytope share any facets with their respective quantum sets. To do this, we develop a recently
derived bound on the quantum value of linear games based on the norms of game matrices to give
a simple sufficient condition to identify linear games with no quantum advantage. Additionally we
show how this bound can be extended to the general class of unique games. We then show that the
paradigmatic examples of correlation Bell inequalities with no quantum violation, namely the non-
local computation games do not constitute tight Bell inequalities, not even for the correlation poly-
tope. We also extend this to an arbitrary prime number of outcomes for a specific class of these games.
We then study the faces in the simplest CHSH Bell scenario of binary dichotomic measurements, and
identify edges in the set of quantum correlations in this scenario.
Finally, we relate the non-contextual polytope of single-party correlation inequalities with the cut
polytope CUT(∇G), where G denotes the compatibility graph of observables in the contextuality sce-
nario and∇G denotes the suspension graph of G. We observe that there exist tight non-contextuality
inequalities with no quantum violation, and furthermore that this set of inequalities is beyond those
implied by the Consistent Exclusivity principle.
I. INTRODUCTION
In recent years there has been a growing interest in
non-local quantum correlations, i.e., correlations gen-
erated in a Bell-type experiment which violate Bell in-
equalities [1]. On the one hand, their existence shows
that quantum and classical mechanics fundamentally
depart one from another, and, on the other hand, non-
locality has been turned into a powerful resource al-
lowing to perform tasks not known in classical physics.
These are, for instance, generation of cryptographic key
that is secure against even post-quantum eavesdroppers
[2], reduction of communication complexity [3], or true
randomness certification and amplification [4]. There-
fore, for fundamental reasons as well as for applica-
tions, detection and characterization of the set of non-
local correlations is of utmost importance in quantum
information theory. This not only restricts to correla-
tions in Bell scenarios but also applies to general contex-
tuality ones [5–7], where contextual behaviours (i.e. con-
ditional probability distributions stronger than allowed
by deterministic noncontextual models) prove to be a
necessary resource for quantum computation [8].
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In a bipartite Bell scenario, we consider correlations
between two parties Alice and Bob, who can perform
mA,mB measurements, and obtain dA, dB outcomes re-
spectively. A box P describes the set of conditional
probability distributions P(a, b|x, y) that can be obtained
in such a Bell experiment, P is usually expressed as a
real vector in RmAmBdAdB . The constraints of normal-
ization, no-signaling and non-negativity of probabilities
imposed onP define the set of no-signaling boxeswhich
constitutes a polytope in a reduced dimension. Con-
tained within the no-signaling polytope is the set of in-
terest, namely that of the quantum correlations obtain-
able from measurements in a bipartite quantum state,
and inside this set is the classical polytope of correla-
tions realizable in a local realistic theory. For most of the
applications mentioned previously and for fundamen-
tal reasons, we are interested in studying how the set
of quantum correlations fits in between the classical and
no-signaling polytopes.
A proper (tight) Bell inequality is a facet of the clas-
sical polytope, which is not also a facet of the no-
signaling one, i.e., one that does not merely rephrase the
no-signaling, positivity and normalization conditions.
In [9], Gill posed as an open question whether every
proper (tight) Bell inequality is violated by quantum
correlations. As a variant of the question, Avis et al. [10]
ask whether the correlation polytope in the binary out-
2come scenario (the set of correlations 〈AiBj〉 observable
in a two-party experiment, not including the local terms
〈Ai〉, 〈Bj〉 themselves) shares any facets in common with
the set of quantum correlations. In [11] it was shown
that if three or more parties are involved in the Bell
experiment, there exist multipartite tight Bell inequal-
ities that do not allow for quantum violation. These
inqualities led to the formulation of an information-
theoretic principle called local orthogonality (LO) [12],
which serves to bound the set of correlations realizable
in a physical theory. In the bipartite case LO reduces to
the non-signaling condition, therefore bringing no non-
trivial constraints to the set of bipartite correlations, and
all of the tight bipartite Bell inequalities found so far
in the literature (as listed in [13]) are known to be vio-
lated in quantum theory. In the multipartite scenario
it remains an open problem whether all facet-defining
nontrivial Bell inequalities are of the local orthogonal-
ity form. Let us remark that, beyond the scope of this
paper, other questions on how the quantum set fits be-
tween the classical and no-signaling ones have also been
intensively studied; in particular unbounded violations
of Bell inequalities, i.e., large separations between the
classical and quantum sets [14].
The questions of how the quantum set of behaviours
fits between the classical one and those explained by
more general theories is one main research topic as well
in contextuality [5]. Contextuality is a curious phe-
nomenon that also signals the nonclassicality of quan-
tum theory, and may be understood as a more gen-
eral case of nonlocality scenarios that includes measure-
ments on a single system [6, 7] (there exist other inequiv-
alent approaches to contextuality that will not be dis-
cussed in this work like preparation and measurement con-
textuality by Spekkens et. al. [15]). Different aspects of the
phenomenon have been explored in the literature [16–
18], and special interest has been put into understand-
ing the boundary between quantum and more general
theories as well. One example of this is the extension
of LO to contextuality scenarios, called Consistent Ex-
clusivity principle, that serves to bound (although not
tightly) the set of quantum behaviours. In particular,
there is the similar open question of whether every facet
of the classical polytope that coincides with one of the
quantum set is of the CE form.
In this paper, we first study the question of whether
there are tight two-party Bell inequalities with no quan-
tum violation. In addition to the binary outcome corre-
lation Bell inequalities explored in [10], we also study
their natural generalization to more outcomes known
as linear games. We develop a simple sufficient con-
dition for these games to exhibit no quantum violation
based on the singular vectors of their game matrices
[19], with which we identify new inequalities with this
property. A well-known class of two-party inequalities
that do not allow for quantum violation are those aris-
ing from another information-theoretic principle, called
no-NLC (no advantage in non-local computation) [20].
Its generalization to the case of more outcomes was con-
sidered in [19]. We show by an explicit decomposition
into other valid inequalities of the classical and the cor-
relation polytopes that a broad set of these inequalities
do not constitute facets of both these polytopes. Fi-
nally, we also study the question of tight inequalities
in the single-party scenario, namely non-contextuality
inequalities with binary outcomes. On the one hand,
we identify the non-contextual polytope that arises from
the compatibility graph representing the measurements
in the experiment with a well explored object in com-
puter science named cut polytope [21]. We use this rela-
tion to construct many tight non-contextuality inequali-
ties with no quantum violation. On the other hand, we
further characterise the polytope of behaviours that sat-
isfy CE in this example, and show that not all tight non-
contextuality inequalities with no quantum violation are
among its facets.
II. PRELIMINARIES
In this section, we establish the preliminary notions
concerning the classical and no-signaling polytopes, and
the notion of tight Bell inequalities. Then we present
the basics of contextuality scenarios and their sets of be-
haviours.
a. Polytopes. Consider a linear space Rn whose el-
ements we denote by p. A convex polytope P ⊆ Rn
(see [22, 23]) is the convex hull of a finite number of
points in Rn. Alternatively, P is a bounded polyhe-
dron, where Q ⊂ Rn is a polyhedron if there is a sys-
tem of finitely many inequalities C · q ≤ b such that
Q = {q|C · q ≤ b}. Here, C is a m × n matrix and
b ∈ Rm with m being the number of inequalities.
Let P ⊆ Rn, c ∈ Rn and b ∈ R. An inequality c ·p ≤ b
is valid for P if it holds for all p ∈ P. The hyperplane
H(c,b) given as
H(c,b) = {p ∈ Rn|c · p = b} (1)
is said to be a supporting hyperplane of the polytope
P if max{c · p|p ∈ P} = b. Then, F is a face of P if
F = P or F = P ∩ H for some supporting hyperplane
H of P. A set Q = {p1, . . . ,pk} ⊆ Rn is affinely de-
pendent iff there exist λ1, . . . , λk ∈ R not all zero such
that ∑ki=1 λipi = 0 and ∑
k
i=1 λi = 1. The dimension
of P is the smallest dimension of its affine hull, i.e.,
dim(P) := max{|Q||Q ⊆ P, Q affinely independent}. F
is a facet of P if F is a face and dim(F) = dim(P)− 1. An
inequality c · p ≤ b is said to be facet-defining (or essen-
tial) for P if H(c,b) ∩ P is a facet of P. Let C · p ≤ b be a
system of valid inequalities for polytope P such that for
each facet F of P, there is a row ci · p ≤ bi of C · p ≤ b
such that F = P ∩ Hci ,bi . Then P = {p ∈ Rn|C · p ≤ b}.
b. Bell scenario and sets of correlations. As explained
in the introduction, we consider correlations between
two parties Alice and Bob, who can perform mA,mB
3measurements, and obtain dA, dB outcomes respec-
tively. Such a scenario is usually referred to as
(2,mA,mB, dA, dB). The correlations the parties gen-
erate in this way is described by the collection P =
{P(a, b|x, y)} of conditional probabilities P(a, b|x, y)
that Alice and Bob obtained a and b upon perform-
ing the x-th and y-th measurement, respectively with
a(b) = 0, . . . , dA − 1(dB − 1) and x(y) = 1, . . . ,mA(mB).
The usual way of dealing with such a collection is to
treat it as a vector P from RmAmBdAdB . Now, in addition
to the normalization conditions ∑a,b P(a, b|x, y) = 1 for
all x, y, the no-signaling conditions
∑
a
P(a, b|x, y) = ∑
a
P(a, b|x′, y) (2)
for any b, y and any pair x 6= x′, and
∑
b
P(a, b|x, y) = ∑
b
P(a, b|x, y′) (3)
for any a, x, and any pair y 6= y′, are imposed. The
set of boxesP satisfying normalization and no-signaling
thus forms a convex polytope known as the no-signaling
polytopeN of dimension D = mAmB(dA− 1)(dB− 1)+
mA(dA − 1) +mB(dB − 1).
In quantum theory Alice and Bob share some quan-
tum state ρ acting on some Hilbert space HA ⊗ HB,
and perform POVMmeasurements on their share of this
state. The set Q of quantum boxes so obtained forms
a convex set if one does not constrain the dimension
of ρ. In general, however, the boundary of Q remains
unknown and is very difficult to determine (see nev-
ertheless, [24] for results in the two-input two-output
scenario). Interestingly, some of the elements of Q can
be generated by the parties without using any quantum
state; in fact, the only resource needed to obtain them
is some shared classical information, also referred to as
shared randomness, represented by a random variable λ
with probability distribution p(λ). Such correlations are
those for which
P(a, b|x, y) = ∑
λ
p(λ)PA(a|x, λ)PB(b|y, λ). (4)
and are said to admit a local hidden variable model. For
simplicity we also call them local or classical correlations.
Here PA(a|x, λ) and PB(b|y, λ) are local probability dis-
tributions.
Local correlations again form a convex set, this
time, however, it is a polytope L, whose vertices
are local deterministic correlations {Pdet(a, b|x, y)} for
which Pdet(a, b|x, y) = PA(a|x)PB(b|y) and all local
probabilities PA(a|x), PB(b|y) ∈ {0, 1} with x(y) =
1, . . . ,mA(mB) and a(b) = 1, . . . , dA(dB). Since the work
of Bell [1], we know that L ( Q, i.e., there exist quan-
tum correlations p ∈ Q, termed non-local, which can-
not be written as in Eq. (4). And subsequently, from
the work of Popescu and Rohrlich [25] we have that the
chain of inclusions L ( Q ( N holds true. That is, local
correlations form a proper subset of the set of quantum
correlations, while the latter forms a proper subset of all
nonsignaling correlations. There exist quantum correla-
tions that are not local, usually termed non-local, as well
as nonsignaling correlations which are not quantum.
The Bell inequalities are linear inequalities
c · P ≤ b (5)
that constrain the local set L, and their violation sig-
nals non-locality. Here, c ∈ RN is some constant vec-
tor and b stands for the so-called classical bound de-
fined as b = maxp∈PL c · P. As explained above, ow-
ing to the fact that L is a polytope, a finite amount of
such Bell inequalities is sufficient to fully characterize
it. These correspond to the facets of L and are usually
called tight Bell inequalities for the local Bell polytope. To
check then whether a given Bell inequality (5) defines
a facet of the corresponding local polytope of dimen-
sion D one needs to show that the classical determin-
istic boxes {Pdet(a, b|x, y)} that achieve value b for the
inequality span an affine subspace of dimension D− 1.
In the study of tight two-party Bell inequalities, an-
other local polytope has also been of interest namely
the correlation polytope in the binary outcome scenario
(2,mA,mB, 2, 2). This is the polytope of possible two-
party correlations 〈AxBy〉 achievable in a local realis-
tic theory where Ax , By denote dichotomic events and
〈AxBy〉 = P(a = b|x, y) − P(a 6= b|x, y). While
the local Bell polytope in this scenario is of dimension
mAmB +mA +mB, the correlation polytope is of smaller
dimension mAmB by virtue of not considering the local
terms 〈Ax〉 and 〈By〉. In this binary output situation,
there is a rich literature relating the local Bell polytope,
the correlation polytope and the set of quantum correla-
tions to convex sets studied in polyhedral combinatorics
[10, 26].
c. Contextuality scenarios and sets of behaviours. Here
we will focus on contextuality scenarios arising from
compatibility graph scenarios, like the one discussed by
Klyachko [27, 28] and equivalent to the marginal prob-
lem [29, 30].
There are two ways to approach contextuality scenar-
ios, both starting from a hypergraph but giving the ver-
tices and edges a different interpretation. One starts
from a compatibility hypergraph, where its vertices rep-
resent measurements and the hyperedges the sets of
compatible measurements. The other starts from an
events hypergraph, where vertices represent measure-
ment outcomes and the hyperedges the measurements
[7]. Both include Bell scenarios as a particular family of
general contextuality ones. Here we will briefly review
the concepts relevant to this work.
Within the hypergraph approach of [7], a contextu-
ality scenario is defined as a hypergraph H = (V, E)
whose vertices v ∈ V correspond to the events of the
scenario, and where the hyperedges e = {v1, · · · , vk} ∈
E (subsets of V) are the measurements of the scenario,
with the vertices as the allowedmeasurement outcomes.
4In addition, every measurement is assumed to be com-
plete, in the sense that every behaviour over the contex-
tuality scenario H satisfies the normalization condition
∑v∈e P(v) = 1 for every e, where P(v) denotes the prob-
ability that outcome v is obtained given that the mea-
surement e is performed. As classical behaviours we
consider the ones that are explained via deterministic
non-contextual (NC) hidden variable models and con-
vex combinations of them; i.e. a behavior is classical if
it can be explained by a convex sum of the ones where
only one outcome happens with certainty for each mea-
surement. The set of all classical behaviours forms the
non-contextual polytope. Its facets are referred to as
tight noncontextuality inequalities.
On a similar footing, a behaviour is quantum when-
ever the probabilities arise as P(v) = tr(ρPv), where ρ
and {Pv}v∈V are hermitian operators over some Hilbert
spaceH, and the projectors Pv satisfy the following con-
ditions: ∑v∈e Pv = 1H for every measurement e and
Pv ⊥ Pu when v and u belong to the samemeasurement.
Within this framework, a natural notion of exclusive-
ness among events arises: two events which are out-
comes of the samemeasurement are naturally exclusive.
Then, in the language of graph theory, two distinct ver-
tices u and v are orthogonal (denoted by u ⊥ v) if there
exists a hyperedge e ∈ E such that u ∈ e and v ∈ e. A
proposed principle to bound the set of quantum models
for contextuality scenarios is Consistent Exclusivity (CE)
[7, 31], also refered to asGlobal Exclusivity [32]. Here, we
focus only on the constraints that it imposes over one
copy of the system, which are expresed as follows:
Definition 1. A probabilistic model P on a contextuality sce-
nario H satisfies CE1 when ∑v∈S P(v) ≤ 1 for every set
S ⊂ V of mutually orthogonal events.
We refer to the conditions in Def. 1 as CE1 inequali-
ties, and usually denote each them by the set of orthog-
onal events S that gives rise to it. It can be easily verified
that, just like the Local Ortogonality inequalities [12],
the CE1 inequalities also cannot be violated in quantum
theory [7].
The other successful approach to contextuality [6] fo-
cuses instead on the set of measurements that are per-
formed on the (possibly multipartite) system and the
compatibility relations among them. Within this lan-
guage, a compatibility hypergraph is one where its ver-
tices represent measurable quantities (namely, measure-
ments) and hyperedges represent quantities that can be
jointly measured i.e., compatible measurements. In ad-
dition, the hypergraph can be equipped with vertex
weights denoting the number of possible outcomes of
the corresponding measurement. Here we will focus on
dichotomic observables, and hence simplify the scenario
to unweighted hypergraphs.
Within this viewpoint, an assignment of probabili-
ties to measurement outcomes (denoted as well by be-
haviour) is well defined as long as it satisfies the ‘no
disturbance’ condition (also referred to as No-Signaling
in Bell scenarios, or sheaf-condition in [6]); that is, the
(marginal) probability for obtaining an outcome when
performing a measurement should not depend on the
choice of other compatible measurements that are per-
formed alongside.
Given a contextuality scenario with compatibility
graph G(V, E), a noncontextual deterministic behaviour
is an assignment of an outcome to each measurement
Mi which does not depend on the other measurements
that are compatible with it. This assignment then tells
what are the outcomes that occur with certainty when-
ever compatible measurements are performed. When
the scenario consists of dichotomic measurements, such
deterministic assignments are equivalently determined
by the assignment of a value ±1 to the single correla-
tors 〈Mi〉 = P(1|i) − P(−1|i). Moreover, in the case
where the sets of compatible measurements have two
elements (i.e. the compatibility structure is given by a
graph), the object of interest is the conditional probabil-
ity distribution (a.k.a behaviour) p(ab|ij), where Mi and
Mj are compatible. A behaviour that satisfies the no-
disturbance principle is equivalently represented by the
single correlators 〈Mi〉 and its full correlators 〈MiMj〉 :=
P(a = b|i, j) − P(a 6= b|i, j) [17, 33]. On the one hand,
the non-contextual (NC) polytope of behaviours (for a
compatibility graph G(V, E)) is defined as the convex
hull of deterministic noncontextual ones in G(V, E). On
the other hand, another object of interest is the full-
correlation non-contextual polytope (FC-NC). This is in-
deed the projection of the NC polytope onto the sub-
space defined by the full correlators 〈MiMj〉. Facets of
the full-correlation polytope are also facets of the com-
plete one, and a violation of a full-correlation inequality
implies a violation of a standard non-contextual one.
The interest in finding facet-defining inequalities with
no quantum advantage can simply be stated as an inter-
est in finding the largest dimensional face of the set of
quantum correlations that one can describe analytically.
Such faces contribute to an enhanced understanding of
this set that one may then use to identify information-
theoretic principles underlying quantum correlations
for both Bell and general contextuality scenarios.
III. IDENTIFYING INEQUALITIES WITH NO
QUANTUM ADVANTAGE
In this section, we study the question of how one may
identify inequalities with no quantum advantage. For
the binary outcome correlation inequalities, the quan-
tum violation of the inequality is known to be calcula-
ble by a semidefinite program [34, 35][36]. In Ref. [37]
we proposed a necessary and sufficient condition for the
lack of quantum advantage for these inequalities (XOR
games). A simpler sufficient but not necessary condi-
tion was also given, namely that the gamematrices have
maximum singular vectors with ±1 entries only. Here,
5we extend the condition of no quantum advantage to the
many-outcome scenario of linear games [19, 38], which
are a class of the well-known unique games [39].
A bound on the quantum value of three outcome unique
games. Unique games are a generalization of XOR games
to arbitrary output alphabet and are defined as follows:
Definition 1. A two-player unique game (gu, q) is one where
two players Alice and Bob receive questions x, y from sets
QA and QB respectively, chosen from a probability distribu-
tion q(x, y) by a referee. They reply with respective answers
a, b ∈ [d]. The game is defined by a winning constraint
b = pi(x,y)(a) for some set of permutations {pi(x,y)} ⊂ Sd,
where Sd denotes the permutation group on d elements.
A sub-class of the unique games are the LINEAR
games, where the output alphabet [d] is identified with
an Abelian group G of size d, i.e., a, b ∈ (G,+); and the
winning constraint is given by a+ b = f (x, y) where +
denotes the addition operation in the Abelian group G
and f : QA × QB → G. The special case of the cyclic
groups Zd (integers under addition modulo d) is called
an XOR-d game [19], and the further restriction to Z2 de-
fines the XOR game [35]. The class of XOR games forms
a highly interesting class of Bell inequalities that are
also called “correlation Bell inequalities" where the cor-
relation function Ex,y = ∑k=0,1(−1)kP(a ⊕ b mod 2 =
k|x, y).
The value of the unique game is given by the expres-
sion
ω(gu) = ∑
x∈QA
y∈QB
∑
a,b∈G
q(x, y)V(a, b|x, y)P(a, b|x, y), (6)
where V(a, b|x, y) = 1 if b = pi(x,y)(a) and 0 other-
wise. The maximum classical value of the game (the
maximum over all deterministic assignments of a, b or
their convex combinations) is denoted ωc(gu), the value
of the game achieved by a quantum strategy (POVM
measurements on a shared entangled state of arbitrary
Hilbert space dimension) is denoted ωq(gu), while the
value achieved by no-signaling strategies (where nei-
ther party can signal their choice of input using the cor-
relations) is denoted ωns(gu). These games have been
studied [38, 39] in the context of hardness of approxi-
mation of several important optimization problems, in
attempts to identify the existence of polynomial time al-
gorithms to approximate the optimum solution of the
problem to within a constant factor. For every unique
game, ωns(gu) = 1 since a no-signaling box exists that
wins the game. Such a box is defined by the entries
P(a, b|x, y) = 1/d if b = pi(x,y)(a) and 0 otherwise
for all input pairs (x, y), this strategy clearly wins the
game, and is no-signaling since the output distribution
seen by each party is fully random for every input, i.e.,
P(a|x) = P(b|y) = 1/d.
A. Bounds on quantum value for unique games
Let us first bound the quantum value of a unique
game with three outputs using generalized norms from
a set of matrices, bounds for more outcome unique
games and their applications will be discussed else-
where.
Proposition 2. The quantum value of a three output unique
game gu with input sets QA,QB can be bounded as
ωq(g
u) ≤ 1
3
[
1+
√
mAmB ∑
k=1,2
‖ΦHk ,Φ(01)Hk ‖gen
]
. (7)
where
ΦHk = ∑
(x,y)∈QA×QB
qH(x, y)ζ−k f (x,y)|x〉〈y| (8)
and
Φ
(01)H
k = ∑
(x,y)∈QA×QB
q(01)H(x, y)ζk f (x,y)|x〉〈y| (9)
are the game matrices, with ζ = exp(2pii/3), qH(x, y) and
q(01)H(x, y) are probability distributions as specified in the
proof bellow, and ‖ΦHk ,Φ(01)Hk ‖gen is defined as
‖ΦHk ,Φ(01)Hk ‖gen :=
max{‖ΦHk x1 + Φ(01)Hk x2‖ : ‖x1‖ = 1, ‖x2‖ = 1}.
(10)
Proof. Consider a quantum strategy given by projective
measurements {Πax} for Alice and {Σby} for Bob per-
formed on a pure quantum state |Ψ〉 ∈ Cd⊗Cd for some
arbitrary dimension d. Let us introduce the generalized
correlators 〈Akx ⊗ Bly〉 defined via the Fourier transform
of the probabilities P(a, b|x, y) as
〈Akx ⊗ Bly〉 =
2
∑
a,b=0
ζ−(ak+bl)P(a, b|x, y), (11)
where ζ = exp(2pii/3) and the unitary operators Akx
and Bly are defined as
Akx =
2
∑
a=0
ζ−akΠax and Bly =
2
∑
b=0
ζ−blΣby. (12)
There are six possible permutations that enter
the game, namely the elements of group S3 :=
{e, (01), (02), (12), (012), (021)}where the permutations
are denoted as usual in the cycle notation, i.e., (01) =
(0 → 1, 1 → 0, 2 → 2), etc. We consider the max-
imal abelian subgroup H of S3 (H < S3) given by
H := {e, (012), (021)}. The corresponding left coset ob-
tained by the action of (01) on H is given by (01)H =
6{(01), (12), (02)}. In this simple case of three outputs,
we immediately see that the permutation constraints in
the game b = pix,y(a) for pix,y ∈ H are simply constraints
of the form a ⊖ b mod 3 = f⊖pix,y(x, y) with the corre-
spondence ( f⊖e (x, y) = 0, f⊖(012)(x, y) = 2, f
⊖
(021)
(x, y) =
1). Similarly, permutation constraints b = pix,y(a) for
pix,y ∈ (01)H correspond to constraints of the form
a⊕ b mod 3 = f⊕pix,y(x, y). We have that
P(b = pix,y(a)|x, y) = P(a⊖ b = f⊖pix,y |x, y)
=
1
9
2
∑
k,l=0
2
∑
a=0
ζ
a(k+l)+ f⊖pix,y(x,y)l〈Akx ⊗ Bly〉
=
1
3
2
∑
k=0
ζ
−k f⊖pix,y 〈Akx ⊗ B−ky 〉, ∀pix,y ∈ H, (13)
and similarly,
P(b = pix,y(a)|x, y) = P(a⊕ b = f⊕pix,y |x, y)
=
1
9
2
∑
k,l=0
2
∑
a=0
ζ
a(k−l)+ f⊕pix,y(x,y)l〈Akx ⊗ Bly〉
=
1
3
2
∑
k=0
ζ
k f⊕pix,y 〈Akx ⊗ Bky〉, ∀pix,y ∈ (01)H. (14)
Now, let us define vectors |αk〉, |βk〉 as
|αk〉 := ∑
x∈QA
(
(Akx)
† ⊗ 1
)
|Ψ〉 ⊗ |x〉,
|βl〉 := ∑
y∈QB
(
1 ⊗ Bky
)
|Ψ〉 ⊗ |y〉, (15)
and let us consider the "game matrices" defined in Eqs.
(8) (9), where qH(x, y) = q(x, y) for input pairs such that
the winning constraint for this input pair comes from H,
pix,y ∈ H and qH(x, y) = 0 for the remaining input pairs.
The distribution q(01)H(x, y) is defined analogously (as
equal to q(x, y) for pairs where the winning constraint
comes from (01)H and 0 otherwise). Consequently, note
that the matrices ΦHk and Φ
(01)H
k are such that (Φ
H
k )i,j 6=
0 only if (Φ
(01)H
k )i,j = 0 and vice versa.
Now, we observe that the quantum value of the
unique game can be written as
ωq(g
u) =
1
3
2
∑
k=0

 ∑
(x,y)∈QA×QB
qH(x, y)ζ−k f
⊖
pix,y 〈Akx ⊗ B−ky 〉+ q(01)H(x, y)ζk f
⊕
pix,y(x,y)〈Akx ⊗ Bky〉


=
1
3
[
1+ 〈α1|1⊗ΦH1 |β2〉+ 〈α1|1⊗Φ(01)H1 |β1〉+ 〈α2|1⊗ΦH2 |β1〉+ 〈α2|1⊗Φ(01)H2 |β2〉
]
≤ 1
3
[
1+
√
mAmB‖ΦH1 ,Φ(01)H1 ‖gen +
√
mAmB‖ΦH2 ,Φ(01)H2 ‖gen
]
. (16)
Here, ‖ΦHk ,Φ(01)Hk ‖gen is defined as in Eq. (10). Com-
pare with the usual spectral norm of a matrix ‖A‖ =
max{‖Ax‖ : ‖x‖ = 1}.
For more outcome unique games, the above bound
can be generalized by identifying maximal abelian sub-
groups of the group of permutations appearing in the
game, this approach will be pursued elsewhere. On
the other hand, when restricted to the scenario of linear
games with mA,mB inputs, the above method of proof
recovers the bound that we derived in [19], namely
ωq(g
l) ≤ 1
d
[
1+
√
mAmB
d−1
∑
k=1
‖Φk‖
]
(17)
with game matrices given by
Φk =
mA
∑
x=1
mB
∑
y=1
q(x, y)ζk f (x,y)|x〉〈y|. (18)
The advantage of formulating bounds on the quan-
tum value in terms of game matrices is that it allows for
an easy sufficient condition to recognize and construct
games with no quantum advantage.
Proposition 3. Let G be a linear game with d outputs and
let Φ1, . . . ,Φd−1 denotes its corresponding game matrices. If
the maximum left and right singular vectors |u1〉, |v1〉 of Φ1
are composed of roots of unity entries, and if in addition the
maximum singular vectors of Φk are obtained from |u1〉, |v1〉
by the substitution ζ → ζk, then ωq(G) = ωc(G).
Proof. As in the proof of the norm-based bounds on
the quantum value, we use the generalized correlators
7〈Akx ⊗ Bly〉 to express the probabilities P(a, b|x, y) as
P(a, b|x, y) = 1
d2
d−1
∑
k,l=0
ζak+bl〈Akx ⊗ Bly〉, (19)
so that the quantum success probability in the linear
game can be expressed as
ω
(l)
q (G) = max
{Πax},{Σby}
1
d
d−1
∑
k=0
[
mA
∑
x=1
mB
∑
y=1
q(x, y)ζk f (x,y)〈Akx ⊗ Bky〉
]
,
(20)
with Akx and B
l
y given in general by
Akx =
d−1
∑
a=0
ζ−akΠax, Bly =
d−1
∑
b=0
ζ−blΣby. (21)
In terms of the matrices Φk defined in Eq. (18) and
the vectors |αk〉 = ∑mAx=1((Akx)† ⊗ 1)|ψ〉 ⊗ |x〉, |βl〉 =
∑
mB
y=1(1⊗ Bly)|ψ〉 ⊗ |y〉, we can equivalently write
ω
(l)
q (G) = max{|αk〉},{|βk〉}
1
d
[
1+
d−1
∑
k=1
〈αk|1⊗Φk|βk〉
]
. (22)
The classical success probability ω
(l)
c (G) is achieved
by a deterministic strategy where Alice returns a set
of deterministic outcomes {aˆx} and similarly Bob re-
turns {bˆy} upon receiving their respective inputs x
and y. Noting that Pc(a ⊕d b = f (x, y)|x, y) =
1
d ∑
d−1
k=0 ζ
k( f (x,y)−aˆx−bˆy) = 1 if f (x, y) = aˆx ⊕d bˆy and 0
otherwise, we see that ω
(l)
c (G) can be written as
ω
(l)
c (G) = max
{aˆx},{bˆy}
1
d
d−1
∑
k=0
[
mA
∑
x=1
mB
∑
y=1
q(x, y)ζk( f (x,y)−aˆx−bˆy)
]
.
(23)
It is then readily seen that when the conditions stated in
the proposition are met, the left and right singular vec-
tors |u1〉 and |v1〉 of Φ1 corresponding to the maximum
singular value define a consistent classical strategy that
achieves the bound on the quantum value.
The sufficient condition in Proposition 3 is useful in
constructing novel inequalities where quantum theory
offers no advantage over classical theories. An exam-
ple of a linear game with four outputs with no quantum
advantage (that does not belong to the NLCd class ex-
plained below) is as follows.
Φex = (1/56)


7 −3 3i i
−3 7 i 3i
−3i −i 7 −3
−i −3i −3 7


This game matrix Φex has maximum eigenvector
[−i, i,−1, 1], and a classical strategy where Alice and
Bob ouput as their four outputs [1, 3, 0, 2] and [3, 1, 0, 2]
respectively achieves the quantum success probability
in the game.
B. Non-local computation games
The paradigmatic class of inequalities with no quan-
tum advantage are given by the non-local computation
games [20]. These concern the distributed computation
of a boolean function f : {0, 1}n 7→ {0, 1} mapping n
bits to a single bit. Consider that two parties, Alice and
Bob, receive input strings of length n, xn = (x1, . . . , xn)
and yn = (y1, . . . , yn), respectively. Each bit xi and
yi is distributed with equal probability, ensuring that
neither Alice nor Bob is able to correctly learn the bit
zi = xi ⊕2 yi, where⊕2 stands for addition modulo two.
Now, in order to performdistributed computation of the
function f , Alice and Bob must output bits a and b such
that
a⊕ b = f (x1 ⊕ y1, . . . , xn ⊕ yn) ≡ f (zn). (24)
To this end, they can agree on any strategy beforehand,
however, after receiving inputs, no communication can
be exchanged between them. Alice’s and Bob’s common
aim is to maximize, for a given input probability distri-
bution
p(xn, yn) = (1/2
n)p(xn⊕2 yn) ≡ (1/2n)p(zn) (25)
the average probability of success in this task:
ω =
1
2n ∑
xn,yn∈{0,1}n
p(zn)p(a⊕ b = f (zn)|xn, yn). (26)
In what follows we will denote this task by NLC2.
One immediately realizes that the above game, fits
very well with the Bell scenario outlined in Sec. II. Now,
x, y = 1, . . . , 2n (encoded into n-bit strings xn and yn)
are the choices of measurements that Alice and Bob can
performon some quantum state ρ (which due to the con-
vexity argument can be taken pure), while a and b stand
for the measurements outcomes. It is then natural to
ask how local L and quantum correlationsQ perform at
NLC2, and, in particular, whether quantum theory pro-
vides any advantage in this task. Quite surprisingly, it
turns out that this is not the case and for no quantum
state and measurements the success probability ω can
surpass the maximal success probability over all classi-
cal correlations ωc = maxp∈PL ω [20]. In other words,
for any such task, ωq = ωc with ωq = maxp∈Q ω.
On the other hand, there exist super-quantum corre-
lations obeying the no-signaling principle that can still
surpass ωq. So, there might exist a more general theory,
respecting the no-signaling principle, which at this task
can be more powerful than quantum theory. This obser-
vation, being so striking, was then exploited to propose
a principle to pick out the quantum Q from N : quan-
tum correlations are those that perform no better than classi-
cal ones at the NLC2 task.
In Ref. [20] only games with binary outcomes were
studied and they posed as an open question the consid-
eration of functions f with multi-bit outputs as well as
8functions with higher input and output alphabets. Such
generalization was recently proposed in Ref. [19]. Let
us briefly recall it here. To this end, let us consider a
function f : Znd 7→ Zd mapping n dits to a single one
with Zd = {0, . . . , d− 1}. Imagine then that Alice and
Bob are given string of n dits, xn and yn, and their aim
is to provide dits a, b ∈ Zd such that a ⊕d b = f (zn),
where zi = xi ⊕d yi and ⊕d denotes addition modulo d.
We have demonstrated in Ref. [19] that for the class of
functions f given by
f (zn) = g(x1 ⊕d y1, . . . , xn−1 ⊕d yn−1) · (xn ⊕d yn)
≡ g(xn−1⊕d yn−1) · (xn ⊕d yn) (27)
where g : Zn−1d 7→ Zd is any function, and for probabil-
ity distributions
p(xn, yn) =
1
dn+1
p(xn−1⊕d yn−1), (28)
quantum correlations perform no better than classical
one in maximizing the average success probability of
winning this game
ω =
1
dn ∑
xnyn∈Znd
p(zn)p(a⊕d b = f (zn)|xn, yn). (29)
Below we denote games defined by Eqs. (27) and (28)
by NLCd.
Interestingly, as we will see below, the restriction to
functions given by Eq. (27) is vital for the proof that
quantum correlations do not provide any advantage
over the classical ones in NLCd. In fact, otherwise it is
not difficult to find an example of a non-local computa-
tion task for which ωq > ωcl if only d ≥ 3. To this end,
let us consider the case of d = 3 and n = 1 (each Alice
and Bob receive a single trit x and y, respectively) and a
function f : Z3 7→ Z given by
f (z) =
{
1, z = 2
0, z = 0, 1.
(30)
Assuming then that p(x, y) = (1/3)p(x⊕3 y) = 1/9, it
is not difficult to realize that the maximal classical value
of this game amounts to ωcl = 2/3 (just by algorithmi-
cally checking all possible deterministic strategies). On
the other hand, the game matrices corresponding to the
above game are
Φ1 =
1
9

 1 1 ω1 ω 1
ω 1 1

 (31)
and Φ2 = Φ
∗
1 , where the asterisk stands for the standard
complex conjugation. The operator norms of these ma-
trices are ‖Φ1‖ = ‖Φ2‖ =
√
3, and consequently, our
bound (17) implies that the maximal quantum value is
upper-bounded as ωq ≤ (1/3)[1 + 2
√
3/3] ≈ 0.7182.
Finally, taking the two-qutrit maximally entangled state
|ψ+3 〉 = (1/
√
3) ∑2i=0 |ii〉 and optimizing over one-qutrit
measurements on Alice and Bob sites, one finds that the
maximal value is lower bounded as ωq ≥ 0.7124, thus,
clearly, ωq > ωcl for this game. In fact, the numerical
investigations of [40] show that the lower bound in fact
gives the quantum value for this game [41]. This exam-
ple in the three-outcome scenario at first glance appears
rather surprising in view of the result of Ref. [20] stat-
ing that all binary non-local computation tasks exhibit
no quantum advantage, however there is a clear rea-
son for this. For d ≥ 3, one has functions of the form
(xn ⊕d yn)2 which are equivalent to the CHSHd game
fCHSHd(xn, yn) = xn · yn under local relabellings. Quan-
tum theory gives an advantage in the CHSHd game so
that we see that the restriction of the functions to the
condition in Eq.(27) is necessary.
IV. TIGHTNESS OF NLCd
In this section, we investigate the tightness of the
paradigmatic class of two-party Bell inequalities with
no quantum advantage, namely the NLCd inequalities.
In [11] the authors have shown that NLC2 are not facet
defining inequalities for the case of two and three input
bits. However the proof of non-tightness for any num-
ber of input bits was left as an open problem.
Recall that non-local computation is a game in which
Alice and Bob receive n-dit strings xn and yn with
xi, yi ∈ Zd and must output dits a and b such that
a⊕d b = f (xn ⊕d yn) for some function f fulfilling the
condition (27). We additionally assume that the proba-
bility distribution p(xn, yn) is given by Eq. (28). These
games give rise to Bell inequalities which can explicitly
be stated as
1
dn ∑
xn,yn∈Znd
p(zn)p(a⊕d b = f (zn)|xn, yn) ≤ ωc. (32)
As already explained, one approach to show that an in-
equality does not define a facet of the local polytope
is to prove that there are fewer than D affinely inde-
pendent classical deterministic boxes saturating it, i.e.
achieving the classical value. Here, we use an alterna-
tive approach based on the following straightforward
observation, namely that the inequality is non-tight if
we can exhibit a decomposition of the inequality into
other inequalities that define supporting hyperplanes
for the polytope.
Lemma 4. If P is a polytope, then the intersection of two
faces of P is a face of P. A facet of P cannot be obtained as the
intersection of two or more different faces of P.
Proof. Suppose F and G are two faces of P, so there
are corresponding supporting hyperplanes H(cF ,bF) and
H(cG ,bG) given as
H(cF,bF) := {p|cF · p = bF}
H(cG ,bG) := {p|cG · p = bG}, (33)
9such that F = P ∩ H(cF ,bF) and G = P ∩ H(cG ,bG). The
halfspace
{p|(cF + cG) · p ≤ bF + bG} (34)
contains P and for any p ∈ P, we have that (cF + cG) ·
p = bF + bG only when both cF · p = bF and cG · p = bG.
Hence the intersection of F and G is the intersection of
P with the hyperplane H(cF+cG ,bF+bG), and so F ∩ G is
a face of P. If F ∩ G is a facet of P, then by the above
argument, we have that F and G must also be facets of
P. The affinely independent boxes p that define F ∩ G
also define F and G and so F = G. This shows that a
facet cannot be obtained as the intersection of two (or
more) differing faces.
A. NLC2 XOR games
Our first aim now is to prove that none of the NLC
inequalities is tight in the case d = 2, that is, such Bell
inequalities do not give rise to facets of the correspond-
ing local polytope. The NLC inequalities are also the
interesting case of the XOR games that would serve as
paradigmatic candidates for facets shared by the ellip-
tope and the the cut polytope for the bipartite graph in
the question posed by Avis et al. [10] (cf. Section VI). We
will later see how to generalize this to arbitrary prime d
but for a restricted class of functions.
Note that the NLC games with n = 1 (i.e., functions
k · (xn ⊕ yn) + δ with k, δ ∈ {0, 1}) are uninteresting be-
cause there is a simple classical strategy that wins these
games, namely a(xn) = k · xn and b(yn) = k · yn + δ so
that wc = wq = wns for them. The interesting games
are with n > 1 where wc = wq < wns = 1. The fact
that wns = 1 simply follows from the fact that these
games belong to the class of XOR games, for which
a no-signaling strategy always exists to win the game,
namely one where P(a, b|xn, yn) = 12 when a ⊕2 b =
f (xn, yn) and 0 otherwise.
Theorem. The binary outcome non-local computation
game NLC inequalities for arbitrary functions f (x1 ⊕
y1, . . . , xn⊕ yn) (Eq.(24)) and arbitrary probability distribu-
tions p(xn, yn) =
1
2n p(x1 ⊕ y1, . . . , xn ⊕ yn) (Eq.(25)) do
not define facets of the local Bell polytope or the correlation
polytope for any number n > 1 of input bits.
Proof. The idea of the proof is to exhibit a decomposi-
tion of the NLC game Bell inequality for function f (x1⊕
y1, . . . , xn ⊕ yn) and probability distribution 12n p(x1 ⊕
y1, . . . , xn⊕ yn) as a sum of inequalities that are valid for
the Bell polytope and the correlation polytope so that
by Lemma 4, the NLC inequality cannot define a facet
of either of these polytopes. More precisely, we iden-
tify two subgames NLC
x1=0
sub and NLC
x1=1
sub that define
inequalities cNLC0 · p ≤ ωc(NLCx1=0sub ) and cNLC1 · p ≤
ωc(NLC
x1=1
sub ) that themselves can be violated in quan-
tum theory, but which sum up to the NLC Bell inequal-
ity which admits no quantum violation, i.e.,
cNLC = cNLC0 + cNLC1
ωc(NLC) = ωc(NLC
x1=0
sub ) + ωc(NLC
x1=1
sub ). (35)
We define NLC
x1=j
sub as the subgame of the NLC
game with x1 fixed to the value j for j = 0, 1.
In other words, NLC
x1=j
sub corresponds to the func-
tion f (j ⊕ y1, x2 ⊕ y2, . . . , xn ⊕ yn) and probability dis-
tribution p(j, x2, . . . , xn, y1, . . . , yn) =
1
2n p(j ⊕ y1, x2 ⊕
y2, . . . , xn⊕ yn). Notice that the maximum algebraic and
no-signaling value of the NLC
j
sub Bell inequality is
1
2 .
Clearly, by definition cNLC = ∑j=0,1 cNLCj , our aim is
now to show that ωc(NLC
x1=j
sub ) =
1
2ωc(NLC) so that
Eq.(35) holds. We do this by showing that the optimal
classical strategy for the subgame NLC
x1=j
sub is the same
as the optimal classical strategy for the game NLC re-
stricted to the case x1 = j.
Lemma 5. ωc(NLC
x1=j
sub ) =
1
2ωc(NLC).
Proof. The game matrix Φx1=j for the subgame NLC
x1=j
sub
is given by the entries
Φ
x1=j
(j,x2...,xn),(y1,...,yn)
=
1
2n
(−1) f (j⊕y1,x2⊕y2,...,xn⊕yn)
×p(j⊕ y1, x2 ⊕ y2, . . . , xn ⊕ yn).
(36)
We now further consider the subgames NLC
x1=j,y1=k
sub
with k = 0, 1, i.e., with game matrices Φx1=j,y1=k that
have entries
Φ
x1=j,y1=k
(j,x2...,xn),(k,y2...,yn)
=
1
2n
(−1) f (j⊕k,x2⊕y2,...,xn⊕yn) ·
p(j⊕ k, x2 ⊕ y2, . . . , xn ⊕ yn).
(37)
Now, notice that the subgame NLC
x1=j,y1=k
sub itself has the
structure of an NLC game with n− 1 bits input to each
party. This in particular implies by the results of [20]
that the corresponding game matrix Φx1=j,y1=k is diago-
nal in the basis formed by the (normalized) Hadamard
vectors |ul〉 with l = 1, . . . , 2n−1,
Φx1=j,y1=k =
2n−1
∑
l=1
λ
x1=j,y1=k
l |ul〉〈ul |. (38)
The maximum no-signaling value of the subgame
NLC
x1=j,y1=k
sub is
ωns(NLC
x1=j,y1=k) = ∑
x2,...,xn,y2,...,yn
Φ
x1=j,y1=k
(j,x2...,xn),(k,y2...,yn)
.
(39)
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As shown in [20] the optimal classical strategy for
the game NLC
x1=j,y1=k
sub is given by the eigenvector|ulmax〉 corresponding to the eigenvalue of maximum
absolute value |λx1=j,y1=klmax |. Alice outputs according
to (−1)a(x1=j,x2,...,xn) = |ulmax〉x2,...,xn and Bob out-
puts according to (−1)b(y1=k,y2,...,yn) = sgn(λx1=j,y1=klmax ) ·|ulmax〉y2,...,yn . We therefore see that the game matrix
we are interested in Φx1=j can be written as Φx1=j =
∑
2n−1
l=1 |ul〉〈vl|, where |vl〉 = |wl〉 ⊗ |ul〉, with
|wl〉 =
[
λ
x1=j,y1=0
l
λ
x1=j,y1=1
l
]
. (40)
The optimal classical value of the game NLC
x1=j
sub is
given as
ωc(NLC
x1=j
sub ) =
1
2
[
1+ max
|sA〉,|sB〉
〈sA|Φx1=j|sB〉
]
=
1
2
[
1+ max
|sA〉,|sB〉
2n−1
∑
l=1
〈sA|ul〉〈vl|sB〉
]
,
(41)
where the maximization is over all vectors |sA〉, |sB〉
with ±1 entries.
Now, any general strategy vector can be written in
terms of the basis formed by the Hadamard vectors,
therefore the classical strategies |sA〉, |sB〉 can be writen
as
|sA〉 =
√
2n−1
2n−1
∑
iA=1
γAiA |uiA〉,
|sB〉 =
√
2n−1
2n−1
∑
iB=1
∑
µB=0,1
γBiB,µB
[
1
(−1)µB
]
⊗ |uiB〉,(42)
where, ∑iA |γAiA |2 = 1 and ∑iB,µB |γBiB,µB |2 = 1, reflects
the fact that deterministic classical strategy vectors for
Alice and Bob have norms 2n−1 and 2n respectively. Op-
timizing over such strategies gives us
ωc(NLC
x1=j
sub ) ≤
1
2

1+ 2n−1 max
{γAiA},{γ
B
iB,µB
} ∑iA,iB,µB
(γAiA)
∗γBiB,µBδiA,iB ·
∣∣∣λx1=j,y1=0iB ± λx1=j,y1=1iB
∣∣∣

 ,
≤ 1
2
[
1+ 2n−1max
l
∑
k=0,1
|λx1=j,y1=kl |
]
. (43)
where we have used the constraints ∑iA |γAiA |2 = 1 and
∑iB,µB |γBiB,µB |2 = 1 and the Cauchy-Schwarz inequality
to bound the value.
The upper bound in Eq.(43) is achieved by choosing a
Hadamard strategy, i.e., with
|sA〉 =
√
2n−1|ul〉,
|sB〉 =
√
2n−1
[
sgn(λ
x1=j,y1=0
l )
sgn(λ
x1=j,y1=1
l )
]
⊗ |ul〉 (44)
for the value of l that maximizes ∑k=0,1 |λx1=j,y1=kl |. The
maximum value thus achieved is
ωc(NLC
x1=j
sub ) =
1
2
[
1+ 2n−1 ∑
k=0,1
|λx1=j,y1=kl |
]
. (45)
Now, the NLC game matrices have the symmetry [20]
that Φx1=j,y1=k = Φx1=j⊕1,y1=k⊕1. This implies that the
game matrices Φx1=j,y1=k for j = 0, 1 are equivalent to
each other under a relabeling of the inputs for Bob, so
that we have
ωc(NLC
x1=0
sub ) = ωc(NLC
x1=1
sub ). (46)
Moreover, we have shown that the maximum classi-
cal value of both the subgames NLC
x1=j
sub for j = 0, 1 is
achieved by a Hadamard strategy in Eq.(44), i.e., |sjA〉
is given by a Hadamard vector of length 2n−1 and |sjB〉
is given by a Hadamard vector of length 2n. As men-
tioned, the NLC game matrices have the property that
Φx1=j,y1=k = Φx1=j⊕1,y1=k⊕1 so that sgn(λx1=j,y1=kl ) =
sgn(λ
x1=j⊕1,y1=k⊕1
l ) giving that Bob’s optimal strategy
vector |sjB〉 remains the same for j = 0, 1 up to an overall± sign. This implies that Alice’s optimal strategy vector
|sjA〉 to achieve ωc(NLCx1=jsub ) also remains the same for
j = 0, 1 up to a ± sign. Since the direct sum of the two
Hadamard vectors of length 2n−1 is a Hadamard vector
of length 2n, this defines a Hadamard strategy for both
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Alice and Bob for the game NLC that achieves the value
ωc(NLC) ≥ ωc(NLCx1=0sub ) + ωc(NLCx1=1sub ). (47)
Since by definition of a subgame, ωc(NLC) ≤
ωc(NLC
x1=0
sub ) + ωc(NLC
x1=1
sub ), we have equality in
Eq.(47). Then using Eq.(46), we obtain the statement of
the Lemma.
Remark that the quantum value of the games
NLC
x1=j
sub themselves does not have to equal to their clas-
sical value, as the bound in Eq.(43) of Lemma 5 is de-
rived through a maximization over ±1 vectors |sA〉, |sB〉
and hence only applies to the classical value and not the
quantum value of these games. By Lemma 5 then we
have ωc(NLC
x1=j
sub ) =
1
2ωc(NLC), so that Eq.(35) holds,
giving that the NLC games do not constitute facets of
the Bell polytope. Since the decomposition in Eq.(35) is
into XOR game inequalities that are valid for the correla-
tion polytope aswell (since they do not involve any local
marginal terms), the NLC game Bell inequalities do not
constitute facets of the correlation polytope either.
B. NLCd LINEAR games
Let us now proceed to investigate the tightness of
NLCd games defined by the functions f in Eq.(27) and
probability distributions p(xn, yn) given by Eq. (28) for
arbitrary prime d and arbitrary n input dits. As we have
already seen, this restriction on the functions is neces-
sary for these inequalities to define faces of the quantum
set Q.
As shown in [19], these games are composed of d
different subgames that are the building blocks of the
NLCd game matrices Φk with k ∈ {1, . . . , d− 1}. These
subgames take the form G(t) := {a⊕d b = t · (x⊕d y)}
where t ∈ {0, . . . , d − 1}, and they can be readily seen
to be won by a classical strategy where Alice outputs
a(x) = t · x and Bob outputs b(y) = t · y. For i ∈
{0, . . . , d − 1}, let λNLCd(i) denote the weighted num-
ber of times the game G(i) occurs in the first block of d
rows of the NLCd game matrix Φ1, i.e.
λNLCd(i) := ∑
yn−1
s.t.g(y1,...,yn−1)=i
p(y1, . . . , yn−1). (48)
Let ΛNLCd := maxi∈{0,...,d−1} λNLCd(i) and let imax de-
note the value of i for which this maximum is achieved.
Observe that 1/d ≤ ΛNLCd ≤ 1. We showed in [19] that
the optimal classical strategy in the NLCd game is for
Alice to output a(xn) = imax · xn and for Bob to output
b(yn) = imax · yn. Such a strategy achieves the optimal
value for the game
ωc(NLCd) = ωq(NLCd) =
1
d
(
1+ (d− 1)ΛNLCd
)
.
(49)
We now show that for games with ΛNLCd ≥ 1/2, a de-
composition into other valid inequalities for the corre-
sponding Bell polytope can be found so that the NLCd
games with this property also do not define facets of the
Bell polytope.
Proposition 6. Any NLCd game for arbitrary prime d and
arbitrary number of input dits n satisfying ΛNLCd ≥ 1/2
does not define a facet of the corresponding Bell polytope.
Proof. As before, the proof works by a decomposition
into valid face-defining inequalities NLCsd of the cor-
responding Bell polytope. The subgames NLCsd cor-
respond to a function g(x˜1 ⊕d y1, . . . , x˜n−1 ⊕d yn−1) ·
(xn ⊕d yn) with fixed inputs x˜i ∈ {0, . . . , d− 1}, which
for definiteness we fix to x˜i = 0 for i ∈ {0, . . . , n− 1}. In
other words, in the sub-game NLCsd, Alice receives a sin-
gle dit input xn while Bob receives n dits y1, . . . , yn with
probability 1
dn+1
p(y1, . . . , yn−1). The probabilities in the
sub-game do not sum to 1, the maximum no-signaling
value of the sub-game is 1
dn−1 with a factor of d
2 com-
ing from the d2 choices of (xn, yn) for fixed (y1, . . . , yn−1)
which form the d× d subgames G(j).
Recall that ΛNLCd := maxi∈{0,...,d−1} λNLCd(i) where
λNLCd(i) is given by Eq.(48). We show now that when
ΛNLCd ≥ 12 , an optimal classical strategy for each of
the subgames NLCsd is identical to the optimal classi-
cal strategy for the game NLCd itself, giving that the
Bell inequality corresponding to the game NLCd can be
decomposed into valid face-defining inequalities corre-
sponding to the subgames NLCsd as in Lemma 4. As ex-
plained earlier, from [19] we know that the optimal clas-
sical strategy in the NLCd game is for Alice to output
a(xn) = imax · xn and for Bob to output b(yn) = imax · yn.
This strategy for the NLCsd subgame gives the following
lower bound
ωc(NLC
s
d) ≥
1
dn
(
1+ (d− 1)ΛNLCd
)
. (50)
Let us now show that any other classical strategy for
NLCsd does not achieve a larger value than in (50) so that
the inequality there is in fact an equality. To do this,
we examine classical strategies for the subgames G(t)
defined by the winning constraint {a ⊕d b = t · (x ⊕d
y)}. Fix any t ∈ {0, . . . , d − 1} and consider any arbi-
trary deterministic strategy for Alice, i.e., a set of Al-
ice’s deterministic outputs a(x) ∈ {0, . . . , d − 1}. For
k ∈ {0, . . . , d − 1}, let A(t)k denote the set of inputs
for which Alice outputs according to an optimal strat-
egy, i.e., A(t)k = {x : a(x) = t · x ⊕d k}, let A(t)kmax de-
note the set of maximum cardinality mt = |A(t)kmax | =
maxk |A(t)k |. Note that 1 ≤ mt ≤ d. Bob’s optimal
strategy for the game G(t) is then clearly seen to be to
output b(y) = t · y ⊖d k, such a strategy satisfies mtd
of the d2 winning constraints in G(t). Now, given Al-
ice’s deterministic strategy, consider game G(t′) for any
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other value of t′ 6= t and the analogous sets A(t′)k′ with
mt′ = |A(t
′)
k′max | = maxk′ |A
(t′)
k′ |. Due to the fact that for
any k′ ∈ {0, . . . , d− 1}, the equation
t · x⊕d kmax = t′ · x⊕d k′, (51)
is satisfied for at most one value of x ∈ {0, . . . , d − 1},
we have that mt′ ≤ d − mt + 1. This gives that for any
deterministic strategy by Bob for the game G(t′), at most
(d−mt + 1)d of the d2 winning constraints in G(t′) can
be satisfied.
Now the subgame NLCsd is composed of ΛNLCd blocks
of G(t) for some fixed t and (1−ΛNLCd) blocks of games
G(t′) for t′ 6= t. The above analysis then implies that
any classical deterministic strategy for NLCsd can at best
achieve the value
ωc(NLC
s
d) ≤
1
dn
[
(d−mt + 1) + ΛNLCd(2mt− d− 1)
]
.
(52)
Comparing Eqs.(52) and (50), we see that with ΛNLCd ≥
1
2 and 1 ≤ mt ≤ d, ωc(NLCsd) = 1dn
(
1+ (d− 1)ΛNLCd
)
.
The fact that the optimal classical strategy for NLCd is
also optimal for the subgames NLCsd then implies by
Lemma 4 that the Bell inequalities corresponding to the
games NLCd are not facets of the Bell polytope. Again,
note that the inequalities NLCsd themselves may be vio-
lated in quantum theory.
V. FACES IN THE (2,2,2,2,2) CHSH POLYTOPE
We have so far seen that many of the paradigmatic
Bell inequalities with no quantum violation only de-
scribe low-dimensional faces of the corresponding Bell
and correlation polytopes. In this section, we look at the
simplest and most well-studied Bell scenario, namely
that of two parties each measuring two binary observ-
ables; explicitly Alice performs binary measurements
A1, A2 and Bob measures B1, B2. The Bell polytope in
this scenario is an 8-dimensional polytope with the only
non-trivial facets known to be the CHSH inequalities
(up to local relabelings of inputs and outputs and ex-
change of parties), and the correlation polytope in this
scenario is a 4-dimensional polytope also with the tight
inequalities being the CHSH inequalities. In the set of
quantum boxesQ, and the set E of quantum correlations
〈AiBj〉, these inequalities are well-known to be violated
up to the Tsirelson bound. Here, we identify a neces-
sary and sufficient condition for a correlation inequality
in this scenario to be not violated in quantum theory, as
such we identify the faces of the set of quantum corre-
lations in this simplest scenario. Recall that we are not
interested in the trivial facets 〈AiBj〉 = ±1 that are also
facets of the no-signaling polytope, we are looking for
inequalities that have ωc = ωq < ωns.
Any correlation inequality here can be written up to
relabelings in the form
p1〈A1B1〉+ p2〈A1B2〉+ p3〈A2B1〉 − p4〈A2B2〉
≤ 1− 2min{pi}, (53)
where we normalize to ∑i pi = 1 and we may choose
without loss of generality min{pi} = p4. Equivalently,
this is the XOR game
p1P(a⊕ b = 0|A1, B1) + p2P(a⊕ b = 0|A1, B2) +
p3P(a⊕ b = 0|A2, B1) + p4P(a⊕ b = 1|A2, B2)
≤ 1− p4. (54)
Proposition 7. The necessary and sufficient condition for the
weighted CHSH inequality (53) to describe a non-trivial face
of the set of quantum correlations is that p4 < p1, p2, p3 and
(p2p3 + p1p4)
2 ≤ (p1 + p2)(p1 + p3)(p2− p4)(p3− p4).
(55)
Proof. In [37], we identified a necessary and sufficient
condition for an XOR game to have no quantum advan-
tage. For the game matrix given as Φ˜ =
(
p1 p2
p3 −p4
)
with p4 = min{pi}, and for the optimal classical strat-
egy matrix Sc = |sA〉〈sB|, the necessary and sufficient
condition for the game to have ωc = ωq is that Σ,Λ ≻ 0
or Σ,Λ ≺ 0 and
ρ(Λ−1Φ˜TΣ−1Φ˜) = 1. (56)
Here Σ = diag(〈i|Φ˜|sB〉〈sA|i〉i=1,2), Λ =
diag(〈sA|Φ˜|i〉〈i|sB〉i=1,2) and ρ(·) denotes the spec-
tral radius.
Explicitly, for the weighted CHSH game with p4 =
min{pi}, one of the optimal strategies is for Alice and
Bob to output correlated answers |sA〉 = |sB〉 = (1, 1)T,
in which case we have Σ =
(
p1 + p2 0
0 p3 − p4
)
and Λ =(
p1 + p3 0
0 p2 − p4
)
. The condition Σ,Λ ≻ 0 then gives
p4 < p3, p2. The condition on the spectral radius gives
by a straightforward calculation of the eigenvalues of
Λ−1Φ˜TΣ−1Φ˜ the condition in Eq.(55). This leaves the
possibility that either p4 = p1 or p4 < p1. When p4 =
p1, the condition Eq.(55) reduces to p4 = p1 = 0 which
are the trivial inequalities with wc = 1.
Note that analogous conditions hold when p4 is not
the minimum, for instance when min{pi} = p2 we
have the equivalent condition (p2p3 + p1p4)
2 < (p1 −
p2)(p1 + p3)(p4 − p2)(p3 + p4). Also, note that while
Eq.(54) also defines an edge of the 8-dimensional quan-
tum set Q, there may also exist other inequalities in-
volving local terms for the Bell polytope here that define
higher-dimensional faces of Q.
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VI. SINGLE-SYSTEMBINARY OUTCOME
INEQUALITIES WITHOUT QUANTUM VIOLATION
The main result we present in this section is tight non-
contextuality inequalities that have no quantum viola-
tion and cannot be recovered by the CE principle (see
definition 1). Formally, it is stated as follows
Theorem. There exist tight nontrivial noncontextuality in-
equalities (facets of the non-contextual polytope) with no
quantum violation (but violated in general non-disturbing
theories) that, moreover, are not in the form of a constraint
imposed by the Consistent Exclusivity principle.
We focus on dichotomic measurements, where the
output labels are taken as +1 and −1, and contextual-
ity scenarios where the compatibility structure has at
most two compatible measurements in each context,
and therefore can be represented by a compatibility
graph. We will first present two results from which the
main theorem follows.
Finding all the facets of the noncontextual polytope
for a given scenario can be accomplished by algorithms
such as PORTA [42] and cdd [43] for small scenarios,
whereas for more complex ones the problem becomes
computationally intractable. Instead of applying these
algorithms, in this work we obtain noncontextuality in-
equalities by exploiting the connection between the cut
polytope [21] of a compatibility graph and its noncontex-
tual polytope. Such a connection was first established by
Avis et al [44] in Bell scenarios, and here wemake the ex-
plicit statement for general contextuality ones. This will
allow us to obtain general statements for contextuality
by exploring some established results on cut polytopes.
Given a graph G = (V, E), a cut of G is defined by
a subset S ⊂ V, and consists of those edges joining a
vertex of S to a vertex not in S. The edge incidence vector
of a cut is a binary vector ~xS of size |E|. Its components
are: ~xS(j) = 0 if edge j is not present in the cut, and
~xS(j) = 1 otherwise. The cut polytope of G is the convex
hull of the edge incidence vectors: {~xS|S is a cut}.
We first explore a remark made by Avis et al that one
can define the cut polytope in terms of anti-correlations
xij := p(a 6= b|ij), (57)
where xij is short for ~x
S({i, j}). That is, the FC-NC (full
correlation non-contextual) polytope of G and the cut
polytope of G are isomorphic, where the bijection be-
tween the two sets is given by the affine transformation
〈MiMj〉 = 1− 2xij. (58)
Now we will show that a similar statement can be made
between the NC-polytope of G and the cut polytope of
the suspension graph of G. Recall that the suspension
graph∇G := (V′, E′) of a graphG is obtained fromGby
adding one new vertex O which is adjacent to all other
vertices of G.
Proposition 8. Let G(V, E) be a compatibility graph rep-
resenting a contextuality scenario. The NC polytope of this
scenario is isomorphic to the cut polytope of the suspension
graph∇G, via the affine transformations:
〈MiMj〉 =1− 2xij
〈Mi〉 =1− 2xiO. (59)
Proof. We will show that every edge incidence vector
of∇G defines a deterministic non-contextual behaviour
and vice-versa, from which the statement about the
identity of their convex hulls follows.
First arrange the components of~xS as follows: the first
n components relate to the edges of type E0{{O, v}|v ∈
V}, i.e. are xO i , and the others to those of the type
E = {{v,w}|v,w ∈ V}, i.e. are xij.
On the one hand, to show that the edge incidence vec-
tor of a cut S provides a deterministic non contextual
model for the xij, we only need to prove that the model
is noncontextual, that is, that it factorises properly at the
level of correlators via the map (59). What we mean by
this is that we should prove that 〈MiMj〉 = 〈Mi〉〈Mj〉,
i.e. 1− 2 xij = (1− 2 xO i)(1− 2 xO j). For this note that
there are only 8 ways of separating the vertices i, j and
O into groups of ‘in S’ and ‘outside S’, and a case by case
inspection proves the equality.
On the other hand, now we need to prove that ev-
ery deterministic non contextual models is mapped to
an edge incidence vector of a cut S. That is, for each non
contextual deterministic strategy we need to find a cut
S. One way to do is it the following: Let S be the set of
vertexO plus all the vertices that denote measurements
that give outcome −1. It is easy to check that the anti-
correlations p(a 6= b|ij) coincide with the edge incidence
vector of the cut S.
Considerable effort has been devoted to characteris-
ing the cut polytopes of complete graphs. Many general
inequalities are known [21], and we have the complete
list of tight inequalities for complete graph with seven
or less measurements [45]. Moreover, it is conjectured
that a complete characterisation is known for the case of
eight and nine [46] measurements (all these inequalities
can be also found in the website [47]).
Now we move on to presenting our examples. Con-
sider the case where the compatibility graph is G = Kn,
i.e. a complete graph where all the n measurements are
pairwise compatible, but not necessarily jointly com-
patible. When studying quantum correlations, since we
are working with projective measurements, they are in-
deed jointly measurable, and therefore these are scenar-
ios where the quantum set coincides with the noncon-
textual polytope. That is, all the facets of the cut poly-
tope CUT(∇Kn) are tight noncontextuality inequalities
with no quantum advantage.
The question of interest now is whether these tight in-
equalities with no quantum violation are CE inequali-
ties. In what follows, we will first translate the ques-
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tion in the hypergraph framework of [7] and then char-
acterise the constraints imposed by CE.
In Kn, the contexts of compatible measurements have
two elements, and the quantity of interest is the be-
haviour P(ab|ij), where a, b ∈ {−1, 1} and i 6= j ∈
{M1, . . . ,Mn}. These Mi are the measurements in the
contextuality scenario, which in this dichotomic case
we will also refer to as observables. This allows to
interpret the compatibility graph Kn as a hypergraph
Hn as follows. In the language of [7], each context
may be considered as a measurement with output set
{(−1,−1), (−1, 1), (1,−1), (1, 1)}. Hence, the set of
events that characterize the contextuality scenario Hn is
V(H) = {(ab|ij)|a, b ∈ {−1, 1} , i, j ∈ {M1, . . . ,Mn} ∧
i < j}. The hyperedges of Hn correspond to either
normalization conditions or no-disturbance conditions.
Hence,
E =
{{(−1,−1|i, j), (−1, 1|i, j), (1,−1|i, j), (1, 1|i, j)}|i, j ∈ {M1, . . . ,Mn} ∧ i < j}
∪ {{(−1,−1|i, j), (−1, 1|i, j), (1,−1|i, k), (1, 1|i, k)}|i, j, k ∈ {M1, . . . ,Mn} ∧ i 6= j 6= k}.
It is easy to see that for every hyperedge e ∈ E,
∑v∈e P(v) = 1, and that the no-disturbance principle is
satisfied. Note also that the (family of) hyperedges of
the form {(−1,−1|i, j), (−1, 1|i, j), (1,−1|i, k), (1, 1|i, k)}
corresponds (are isomorphic) to the following sequen-
tial protocol: first measure i, if the outcome is a = −1
measure then j, and otherwise k. The no-disturbance
condition assures that these sequential measurements
are complete. These type of hyperedges are the so called
“measurement protocols” in appendix D of [7].
As mentioned in section II, two events are exclusive
if and only if they belong to a same hyperedge e ∈ E.
In what follows, we characterise the CE inequalities that
arise in these scenarios.
Proposition 9. All nontrivial CE1 inequalities are given by:
−〈MiMj〉 − 〈MjMk〉 − 〈MkMi〉 ≤ 1
−〈MiMj〉+ 〈MjMk〉+ 〈MkMi〉 ≤ 1
〈MiMj〉 − 〈MjMk〉+ 〈MkMi〉 ≤ 1
〈MiMj〉+ 〈MjMk〉 − 〈MkMi〉 ≤ 1
, (60)
for every choice of three measurements Mi,Mj,Mk.
Proof. The proof consists of two parts. First, we show
that the maximum sets of orthogonal events in Hn have
size four, and correspond to the trivial constrains given
by normalization and no-disturbance conditions. Fi-
nally, we show that the non-trivial maximal sets of or-
thogonal events in Hn have size 3 and give rise to such
CE inequalities.
Let S be a set of mutually orthogonal events on Hn.
Note that for every two events in S, the corresponding
contexts must have at least one observable in common.
Hence, we divide the proof by cases.
First, consider the case where all the events in S re-
late to the same context, which we denote by ij. Hence,
the maximal set is {(ab|ij) : a, b ∈ {−1, 1}}, where all
possible values for the outcomes are allowed.
Second, consider the case where two contexts are en-
compassed in the events of S, i.e. these may have ei-
ther the form (·|ij) or (·|ik). Without loss of general-
ity, suppose (ab|ij) ∈ S. Then, (a¯c|ik) ∈ S for any
c. Hence, the maximal sets in this case have the form
{(ab|ij), (ab¯|ij), (a¯c|ik), (a¯c¯|ik)} for fixed a, b, c, i.e. cor-
respond to measurement protocols over Kn.
Third, consider the case where three contexts are en-
compassed in the events of S. One option is to take the
contexts as ij, ik and jk. Without loss of generality, sup-
pose (ab|ij) ∈ S. Then, for an event with ik to be or-
thogonal to (ab|ij), it should have outputs (a¯c|ik), for
any value of c. Similarly for jk, we have (b¯d|jk), for any
value of d. However, if we want both events to belong
to S, they should further satisfy (a¯c|ik) ⊥ (b¯d|jk), which
implies d = c¯. Hence, the maximal sets S, characterized
by the parameters a, b, c, i, j, k, consist of three elements
and read
S = {(ab|ij), (a¯c|ik), (b¯c¯|jk)}.
The other option is to take the contexts as ij, ik and il,
i.e. they all have i as the common observable. It’s easy
to check that, since the observables are binary, there is
no possible assignment of outputs for which the events
are pairwise orthogonal. Hence, this choice of three con-
texts does not give rise to any set of mutually exclusive
events.
Finally, we are left with the case where four or more
contexts are encompassed in the events of S. In this
case, since every pair of contexts should have one ob-
servable in common, the only possibility is that all of
them share the same observable, i.e. ij1, . . . , ijk. How-
ever, since these are binary observables, it is not possi-
ble to assign outputs in a way that assures the pairwise
orthogonality of every pair of events with different con-
texts. Hence, such a situation may never give rise to a
set of mutually exclusive events.
Now we move on to unravel the constraints that CE1
imposes over the space of events in Hn. For the first
case, those are ∑a,b P(ab|ij) ≤ 1, which is trivially sat-
isfied due to normalization of the behaviour P. For the
second case, the constraints take the form ∑b P(ab|ij) +
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∑c P(a¯c|ik) ≤ 1, which is guaranteed by the no-
disturbance condition. Indeed, the no-disturbance con-
dition implies ∑c P(a¯c|ik) = ∑c P(a¯c|ij), hence the
statement follows from normalization. Finally, in the
third case the CE1 constraint reads P(ab|ij) + P(a¯c|ik) +
P(b¯c¯|jk) ≤ 1, which is a nontrivial CE inequality.
All the possible choices of the outcomes a, b, c will
give rise to all the CE inequalities for each choice of
three measurements Mi,Mj,Mk. When translated into
the correlators 〈MiMj〉 they take the form of eq. (60).
Note that this lemma is a peculiarity of contextuality
scenarios which do not arise from Bell Scenarios. In-
deed, due to the local structure of the latter, the orthog-
onality between (ab|ij) and (b¯c¯|jk) is not defined for
i 6= j 6= k. Hence, there is no contradiction with the
fact that LO1 ≡ NS for bipartite Bell Scenarios [12].
We have seen that the inequalities that define the set
of behaviors that satisfy CE1 have a very simple form.
We remark that the inequalities presented at eq (60) are
also known as triangle inequalities in the cut polytope lit-
erature (see chapter 27 of [21]) and they were already
explored in noncontextuality [48]. Also, they represent
all tight NC-inequalities in the the complete compatibil-
ity graph scenario with three vertices [17, 49].
However, the set of noncontextual behavious in Kn
(which coincides with the quantum set) is defined by the
facets of the CUT polytope of ∇Kn (see [47] for a list of
all known cut polytope inequalities for complete graph
scenarios with less than ten measurements ). Therefore,
facet defining inequalities for CUT(∇Kn) which are not
of triangular form are tight noncontextuality inequali-
ties with no quantum violation and not in the form of a
Consistency Exclusivity constraint.
One example of this is the pentagonal inequality
∑
1≤i<j<n
bibjxij ≤ 0, (61)
with b1 = b2 = b3 = 1, b4 = b5 = −1, which is facet
defining for the cut polytope of a complete graph with
five vertices. Let us associate vertex 5 with the addi-
tional vertexO in∇K4. A direct application of the affine
map (59) provides us the tight noncontextuality inequal-
ity
∑
1≤i<j<n
−bibj〈MiMj〉 ≤ 2, (62)
with b1 = b2 = b3 = 1, b4 = b5 = −1, where M5 = 1 .
Direct inspection shows that this inequality is not in the
form of CE, and therefore provides one explicit example
of a tight noncontextuality inequality without quantum
violation we are searching for.
In addition to the database presented in [47], chapters
28-30 of [21] present a family of inequalities for the cut
polytope of any complete graph. One class is given by
the hypermetric inequalties that are respected by any point
in the cut polytope of Kn
∑
1≤i<j<n
bibjxij ≤ 0, where bi ∈ Z and ∑
i
bi = 1. (63)
Triangle inequalities and the pentagonal one are partic-
ular examples of hypermetric inequalities. For the hy-
permetric inequalities to be tight conditions need to be
imposed on the coeffients bi; some of these are known
(see chapter 28 of [21]). For instance, the inequalities are
tight whenever b1 = b2 = . . . = bn−2 = 1, bn−1 = −1
and bn = 4 − n (theorem 28.2.4 (iiib) of ref [21]). As
a remark, note that in general theories that satisfy the
no-disturbance condition one can construct boxes where
〈MiMj〉 = ±1 while 〈Mi〉 = 0, such that they achieve
the maximum algebraic value of these inequalities.
VII. CONCLUSION
In this paper, we presented progress toward the reso-
lution of the question whether there are tight two-party
Bell inequalities that are also facets of the quantum set
of correlations, focusing on the paradigmatic cases of
XOR games and linear games. We formulated a sim-
ple sufficient condition to identify and construct games
with no quantum advantage within these classes. We
then showed that the well-known class of Bell inequal-
ities corresponding to non-local computation tasks are
not tight in both the binary outcome case and in the gen-
eralization to arbitrary prime outputs for a special class
of functions, i.e., they do not define facets of the corre-
sponding Bell polytopes. We then identified correlation
inequalities that define faces of the set of quantum cor-
relations in the simplest Bell scenario corresponding to
the CHSH polytope.
Then we moved on to general contextuality scen-
rios, and studied the question in this single-party sce-
nario, namely non-contextuality inequalities with bi-
nary outcomes. Here we identified the polytope of
non-contextual behaviours with the cut polytope of the
suspension graph of the compatibility graph represent-
ing the measurements in the experiment. Moreover,
we characterised the polytope of behaviours that sat-
isfy consistent exclusivity inequalities for compatibil-
ity graphs that are complete. We then found that, in
this particular case (which is not a Bell scenario) there
are tight non-contextuality inequalities with no quan-
tum advantage that are not in the Consistent Exclusivity
form. An open problem is to find an interpretation of
these inequalities as an information theoretic task.
Finally, twomain questions are still open: whether the
two-party correlation polytope shares any facets with
the Tsirelson elliptope and whether the two-party Bell
polytope shares any facets with the quantum correlation
set.
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