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Einstein’s equations in Ashtekar’s variables constitute
a symmetric hyperbolic system.
Mirta S. Iriondo∗ , Enzo O. Leguizamo´n †, and Oscar A. Reula ‡
FaMAF, Medina Allende y Haya de la Torre,
Ciudad Universitaria, 5000 Co´rdoba, Argentina
Fax nr: +54-51-334054
We show that the 3 + 1 vacuum Einstein field equations
in Ashtekar’s variables constitutes a first order symmetric hy-
perbolic system for arbitrary but fixed lapse and shift fields,
by suitable adding to the system terms proportional to the
constraint equations.
I. INTRODUCTION
In the mid-eighties a new representation for Hamilto-
nian General Relativity was introduced by Ashtekar [1].
The Ashtekar representation maybe understood as result-
ing from a complex canonical transformation that goes
from the ADM gravitational phase space variables to a
new set of variables. One of the major benefits of this
representation is that the constraints take a simpler form
in terms of these variables than in the ADM formulation.
Another important aspect of this set of variables, surpris-
ingly not yet exploited and not shared by the standard
ADM representation, is that the evolution equation are a
first order system of differential equations. Thus it is nat-
ural to consider the well-posedness of the classical initial
value problem in this context.
Well posedness of Einstein equations in itself is a long
ago closed issue. Since the initial data for the equations in
Ashtekar’s variables is in one to one, and continuous cor-
respondence with the ADM variables, the result follows
at once. Rather, the issue we pose here is whether Ein-
stein’s equations in Ashtekar’s variables conform a good
system to evolve arbitrary initial data using approxima-
tions schemes, be numerical or analytical. Bad choices
of evolution gauges usually lead into spurious coordinate
singularities which effectively destroy the smoothness of
the map between variables. We are also concerned with
consistency, convergence and stability properties of ap-
proximation methods which use these variables. These
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issues have not been fully solved in the realm of the nu-
merical analysis of non linear partial differential evolu-
tion equations, but all powerful results so far obtained
make heavy use of the symmetric hyperbolic character of
the equations. This is the main reason for checking this
property here. Updated references to this problem are in
[2], [3], [4], [5], and [6].
As discussed in the conclusions (section IV), one im-
portant property of the system we consider is that the
lapse-shift pair can be given before hand on spacetime or
can be obtained along evolution, either imposing evolu-
tion equations and so effectively enlarging the symmetric
hyperbolic system, or imposing elliptic equations on each
hypersurface t = const.
The plan of the paper is as follows. Section II is
devoted to mathematical preliminaries where we recall
some aspects of Ashtekar’s Hamiltonian formulation. In
section III we present the main result.
II. THE FIELD EQUATIONS IN ASHTEKAR’S
VARIABLES
In this section we shall present the necessary defini-
tions and a brief overview of the Hamiltonian formalism
in spinorial variables in order to get Einstein field equa-
tions as a system of evolution and constraint equations
(we follow [7], [8], and [9]).
Let M be a four dimensional manifold with a smooth
metric gab of signature (−+ ++). Furthermore, assume
thatM admits a time function t, a smooth scalar field on
M , whose gradient is everywhere timelike and denote the
time direction by ta, which is a smooth vector field on
M with affine parameter t, i.e. ta∇at = 1. Then the one
parameter family of surfaces Σt, defined by t = const.,
are three dimensional spacelike surfaces. Finally we shall
denote by na the future directed unit normal vector field
to Σt, and the intrinsic and positive definite metric on
Σt by qab. By projecting t
a into and orthogonally to Σt,
we obtain the lapse and the shift fields N and Na, thus
ta = Nna +Na.
We shall also assume that our spacetime admits an
spinorial structure (see [10], and references therein ); i.e
we shall assume that to each point p ∈M we can assign a
complex two dimensional vector space W equipped with
a nondegenerated symplectic form (skew 2-form). The el-
ements ofW will be denoted by ξA and the corresponding
1
symplectic form by ǫAB (its inverse will be denoted by
ǫAB, and is such that ǫACǫ
AB = δC
B). The complex con-
jugate vector space associated with W will be denoted
by W , its elements by ξ
A′
and the symplectic form by
ǫA′B′
1. Since the group that preserves the structure on
W is SL(2, C), ξA will be called a SL(2, C) spinor at
p ∈M .
To relate tensors to spinors on M , one must fix a
metric preserving isomorphism between the four dimen-
sional real vector space V = {ξAA′ ∈ W ⊗W : ξAA′ =
−ξAA′ , gAA′BB′ = ǫABǫA′B′} and the tangent space
Tp(M) with metric gab. This isomorphism is called an
SL(2, C) soldering form and is denoted by σaAA′ , Then
gab = σaAA′σ
b
BB′ǫ
ABǫA
′B′ .
The covariant derivative operator on tensors has a unique
extension to spinors if we impose the condition
∇aσbAA′ = 0.
In order to relate spinors on these surfaces to their in-
trinsic geometry, we shall need an additional structure
on W which reduces the structure group SL(2, C) to
SU(2). This additional structure on W is a positive
definite hermitian inner product which is denoted by
G :W ×W → C, or
GAA′ :W ×W → C, (ηA, ξA
′
) 7→ ξA
′
GA′Aη
A.
In this notation hermiticity appears as GA′A = GAA′ .
We will assume that (either ǫAB or) GAA′ is so normal-
ized that
ǫA
′B′GA′AGB′B = ǫAB, or GA′AG
A′B = δA
B,
In the formalism 3+1 this additional structure is obtained
by choosing
GAA′ :=
√
2 i nAA′ :=
√
2 i na σaAA′ ,
then as σa
AA′ = −σaAA′ and na is timelike and future
directed, we have the positive definite hermitian inner
product that we were looking for. Via this inner product,
we identify unprimed SL(2, C) spinors onM with SU(2)
spinors on Σt. The relationship between the intrinsic
geometry with SU(2) spinors is given by:
σa
A
B := qa
bσb
AA′GA′B
that is the SU(2) soldering form. Then
qab = −σaABσbBA := −tr(σaσb).
1For more definitions see [8].
Here a matrix notation is employed (and shall be used in
the following) for unprimed spinor indices in which ad-
jacent summed indices go from upper left to lower right,
e.g., (σaσb)A
B = σaA
CσbC
B.
There is a natural (canonical) spinorial connection as-
sociated with the metric such that Daσ
b = 0. The pull-
back of the 4-dimensional canonical connection to the hy-
persurface is another connection on the 3-surface called
Sen Connection, defined by
DaαA = qab∇bαA,
the curvature associated to this connection is denoted by
FabA
B and is the pullback of the 4-dimensional curvature
FabA
B = qa
cqb
d 4RcdA
B. If we fix (for simplicity) a
connection ∂ on the unprimed spinor indices, chosen to
be real and flat, and replace∇ by a SL(2, C) Lie algebra-
valued connection 1-form 4AaA
B:
∇aλA := ∂aλA + 4AaABλB,
the curvature tensor becomes
4Rab := 2∂[a
4Ab] + [
4Aa,
4Ab].
Recall that 4RabA
B is defined by
(∇a∇b −∇b∇a)λA = 4RabABλB ,
thus we can write FabC
D in terms of a SU(2) Lie algebra
valued one form AaC
D
Fab := 2∂[aAb] + [Aa, Ab].
Using these variables the action can be defined as:
S(σ, 4A) =
∫
d4x (4σ)σaA
A′σbBA′
4Rab
AB,
where (4σ) denotes the square root of minus the deter-
minant of the four metric, this action is presented in [9]
and in [7]. Using the identity:
σaA
A′σbBA′
4Rab
AB = tr
(√
2 i naσb4Rab − σaσb4Rab
)
= tr
(
− σaσb4Rab +
√
2 i N−1σb
×(Lt4Ab −Db(4A · t))
−
√
2 i N−1Naσb4Rab
)
,
where 4A · t = 4Aata, we have
S =
∫
dt
∫
d3x(4σ) tr
(√
2 iN−1σb(Lt4Ab
−Db(4A · t))− σaσb4Rab −
√
2 iN−1Naσb4Rab
)
.
Finally, since σaAB projects onto the 3-surface, and
4σ =
Nσ, the action2 becomes
2The surface terms are not included here.
2
S =
∫
dt
∫
d3x tr
(√
2 iσ˜b(LtAb −Db(4A · t))
−˜N σ˜aσ˜bFab −
√
2 iNaσ˜bFab
)
.
with σ˜aAB = (σ) σ
a
AB and ˜N = (σ)−1 N .
The action depends on five variables ˜N, Na, 4A · t,
AaA
B and σ˜aAB. The first three variables play the role
of the Lagrange multipliers, only the last two are dynam-
ical variables. Varying the action with respect to the
Lagrange multipliers we obtain the constraint equations:
C(σ˜, A) := tr(σ˜aσ˜bFab) = 0,
Ca(σ˜, A) := tr(σ˜
bFab) = 0, (1)
C˜A
B(σ˜, A) := Daσ˜aAB = 0.
varying with respect to the dynamical variables, yields
the evolution equations:
Ltσ˜b = [4A · t, σ˜b] + 2Da(N [aσ˜b])
− 1√
2
iDa(˜N[σ˜a, σ˜b]),
LtAb = Db(4A · t) +NaFab + 1√
2
i ˜N[σ˜a, Fba]. (2)
III. SYMMETRIC HYPERBOLICITY
In order to obtain a symmetric hyperbolic system for
any given lapse-shift pair, we suitably modify the field
equations outside the constraint submanifold. Indeed,
the modification only involves the addition of terms pro-
portional to the constraints. Since we know that the evo-
lution vector field is tangent to this manifold, the physi-
cal evolution, that is the dynamics inside the constraint
manifold, remains unchanged. The modified evolution
equations are
Ltσ˜b = [4A · t, σ˜b] + 2Da(N [aσ˜b])
− 1√
2
iDa(˜N[σ˜a, σ˜b]) + 1√2 i ˜N[C˜, σ˜b] +N bC˜,
LtAb = Db(4A · t) +NaFab + 1√
2
i ˜N[σ˜a, Fba]
+
i
σ2
√
2 ˜Nσ˜bC + iσ4 ˜Nǫ˜bdcσ˜cCd. (3)
Since the Lagrange multiplier 4Aat
a is an arbitrary func-
tion we can choose it as 4Aat
a = AaN
a, i.e. we set its
normal projection to zero. In this way, in the equation
for the evolution of Aa, the principal part correspond-
ing to the first two terms is replaced by the directional
derivative of Aa.
To see that the system (3) is symmetric hyperbolic,
we shall only need to consider its principal symbol. Re-
call that the principal symbol of a quasilinear evolution
equation system
u˙l = Blj
a(u)∇auj +M l(u)
is given by P (u, ika) = i B
l
j
a(u)ka. In our case u denotes
u = (σa, Ab).
Lemma III.1: The equation system (3) for any fixed,
but arbitrary lapse and shift fields is a symmetric hyper-
bolic system.
Proof:
Since the vector u in our case is complex, symmetry of
real systems corresponds to antihermiticity of the prin-
cipal symbol with respect to some local hermitian inner
product, i.e. an hermitian, positive definite bilinear form.
In our case the natural one:
〈u2, u1〉 ≡ 〈(σ˜2, A2), (σ˜1, A1)〉
≡ tr(σ˜†2aσ˜b1) qab + tr(A2†aA1b) qab,
is the one that works. Thus we need to prove that
P12 + P
†
12 ≡ 〈u2, Pu1〉+ 〈u2, P †u1〉 = 0.
To obtain an expression for the symbol Pu1 we neglect all
the terms which do not have derivatives of the dynamical
variables σ˜b and Ab. We remark the very important fact
that for both equations, (2) and (3), the principal part
decouples into two blocks one acting on σb and the other
acting on Aa, so we can write
P (
o
u, ika) = Pσ( ou, ika)⊕ PA( ou, ika), (4)
in our case
o
u = (σ˜, A). The action of P on any solution
u can be written as
Pσ(σ˜, ika)σ˜1
b =
ka√
2 ˜N[σ˜a, σ˜1b] + i kaNaσ˜1b,
PA(σ˜, ikc) A
1
a = i N
b kbA
1
a − 1√
2˜N [σ˜b, kaA1b]
+
1√
2˜N [σ˜b, kbA1a]
− 1√
2˜N σ˜a tr([σ˜d, σ˜b]kdA1b) (5)
−˜N ǫ˜abcσ˜c tr(σ˜dkbA1d)
+˜N ǫ˜abcσ˜c tr(σ˜dkdA1b).
Adding the expressions for Pσ12 and P
†
σ12 we obtain
Pσ12 + P
†
σ12 ≡ 〈σ˜2, Pσσ˜1〉+ 〈σ˜2, P †σσ˜1〉
= − ka√
2 ˜Ntr(σ˜a[σ˜1b, σ˜2b]) (6)
+
ka√
2 ˜Ntr(σ˜a[σ˜1b, σ˜2b])
−ikaNatr(σ˜2bσ˜1b) + ikaNatr(σ˜2bσ˜1b)
= 0.
3
here we have used that σ˜a† = −σ˜a. It only remains to
prove a similar result for PA12, using in the expression
for PAA
1
a that
A1a = − 1
σ2
tr(A1aσ˜e)σ˜
e
and
[σ˜a, σ˜b]A
B =
√
2
σ2
ǫ˜abcσ˜
c
A
B,
we obtain
σ4
˜N PAA
1
a = ǫ˜
bemσ˜mka tr(A
1
bσ˜e)− σ
2 i
˜N N
b kbtr(A
1
aσ˜e)σ˜
e
−ǫ˜bemσ˜mkb tr(A1aσ˜e)− ǫ˜dbeσ˜akd tr(A1bσ˜e)
−ǫ˜abcσ˜ckb tr(A1dσ˜d) + ǫ˜abcσ˜ckd tr(A1bσ˜d).
Thus we have
σ4
˜N (PA12 + P
†
A12) = −σ
2 i
˜N N
b kbtr(A
2†aσ˜e)tr(A1aσ˜e)
+
σ2 i
˜N N
b kbtr(A
2†
aσ˜
e)tr(A1aσ˜e)
+ǫ˜bem tr(A2†aσ˜m)ka tr(A
1
bσ˜e)
−ǫ˜bem tr(A2†aσ˜m)kb tr(A1aσ˜e)
−ǫ˜dbe tr(A2†aσ˜a)kd tr(A1bσ˜e)
−ǫ˜abc tr(A2†aσ˜c)kb tr(A1dσ˜d)
+ǫ˜a
bc tr(A2†aσ˜c)kd tr(A
1
bσ˜
d) (7)
+ǫ˜bem tr(A2†bσ˜e)ka tr(A
1aσ˜m)
−ǫ˜bem tr(A2†aσ˜e)kb tr(A1aσ˜m)
−ǫ˜dbe tr(A2†bσ˜e)kd tr(A1aσ˜a)
−ǫ˜abc tr(A2†dσ˜d)kb tr(A1aσ˜c)
+ǫ˜a
bc tr(A2†bσ˜
d)kd tr(A
1aσ˜c).
Rearranging the indices and using the antisymmetry of
the Levi-Civita tensor density we get that the first term
cancels out the second, the 4th cancells out the 9th , and
the 5th and 6th cancel 10th and 11th.
Finally, using
2A[aσ˜b] =
1
σ2
ǫ˜abeǫ˜dceA
dσ˜c,
the remaining terms vanish, yielding the antihermiticity
of the principal symbol. This concludes the proof of the
Lemma.♠
IV. CONCLUDING REMARKS
The result obtained here assumes, for simplicity, a
given and fixed, lapse-shift pair. This assumption is not
very practical, for one would like, for instance, to choose
the pair along the evolution in order to avoid the occur-
rence of spurious coordinate singularities. There are at
least two ways to loosen the assumption made. The first
is to incorporate the lapse-shift pair into the evolution
equations by choosing appropriate equations for them in
such a way as to obtain a bigger symmetric hyperbolic
system. The second is to impose some elliptic equations
on the pair in such a way as to be able to estimate the
L2 norm of the derivatives of it -for they appear on the
equations for (σ˜, A)- in terms of the L2 norms of (σ˜, A).
This would be the case if one were to use Witten’s equa-
tion to determine the pair. Besides these two ways of
fixing the lapse-shift pairs along evolution there does not
seem to be any other obvious candidate.
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