The question of centers addresses the issue of how to inscribe an object within a region defined by a set of constraints. More than one centering approach can be defined which leads to a different inscribed object and a different derivation procedure for both the object as well as its center. When attempting to inscribe the largest sphere within the constraints polytope the problem is defined as one of finding the Euclidean center of that polytope. We address in this paper various issues associated with the derivation of the Euclidean center and illustrate one application of this center to multiple-objective linear programming (MOLP) problems.
Introduction
Constrained optimization problems are defined by a set of constraints defining a region in space. The specific region is, of course, affected by the nature of the constraints. The latter may be either linear or nonlinear, but the question of centers applies to both. Essentially, this question addresses the issue of how to inscribe an object within the region defined by the constraints. More than one centering approach can be defined which leads to a different inscribed object and a different derivation procedure for both the inscribed object as well as its center. In this paper we focus our main attention on the Euclidean center, as we find it the most suitable center for Multiple-Objective Linear Programming (MOLP) problems.
The concept of a center became a problem of some interest a few decades ago and has seen a rekindled interest in recent years. While it is important to many theoretical and applied problems -ranging from location theory to interior-point linear programming algorithms -specific literature on the subject is quite scant. The first publication that treated the question of centers in an explicit manner is that of Huard [7] . In this paper, he develops a general algorithm for optimizing a concave function over a convex feasible region with the use of centers and bounds. The generality of the algorithm is maintained through the general definition of the distance that was used. However, due to the general formulation considered in that paper, only necessary conditions for distance were mentioned. Sonnevend [11] defined an analytic center and used it to develop a linear programming approach based on Karmarkar's interiorpoint projective algorithm [8] . Boggs et al. [3] used Huard's method of centers to enhance interior-point methods using dual affine trajectories. Fagan and Falk [5] introduced a method of Euclidean centers for solving single-objective linear programming problems. Their work uses a Euclidean center without identifying its origin, which seems to defy an original source. In a recent book by G.B. Dantzig, the idea of a Euclidean center is mentioned as an exercise to the student ( [4] , Ex. 6.1, p. 151). Parenthetically we add that the suggestion in the book will not lead to the proper center.
The above references treat the issue of centers in an explicit manner. This issue appears in a less explicit manner in other areas as well. Location theory, for example, has traditionally been interested in establishing the best location for placing a service node in a given network (see, e.g., [6] ). While not addressed as a centering problem specifically, such a problem is exactly that of finding a center. One may be interested in finding a point that is as close as possible to all nodes in the network or, conversely, finding a node that is as far away as possible from all nodes in a network (for disposing of waste, for example). Such problems measure distances from nodes that form a network.
As seen from the above survey, more than one center has been developed in the past and more than one application has been identified [9] . Limiting our discussion to linear systems of constraints simplifies the way we derive these centers. It does not, however, reduce the possibilities available for consideration. A center can be defined in more than one way and each way leads to different analytic and geometrical implications. Specifically, we note that the intersection of a set of linear constraints for a bounded linear programming problem defines a polytope in ndimensional space. When one talks about a center of such a polytope one usually refers to the point from which one inscribes some object contained by the polytope. The reasoning behind this operation, as well as the type of object used -be it a sphere, or an ellipsoid, for example -leads to different definitions for a center. When one wishes to be as far as possible from all facets of the polytope -which is equivalent to inscribing the largest sphere -we derive the Euclidean center. Its derivation, properties and MOLP applications are the topics of this paper.
This paper is arranged as follows. In Section 2 we define a distance between a vector and a hyperplane in ndimensional space and develop a formula for its calculation. We proceed in Section 3 to introduce the notion of a Euclidean center, including a discussion of computational methods for finding it, its geometrical interpretation and some of its special properties. In Section 4, we analyze the appropriate properties of a center to be used in MOLP, and conclude that the Euclidean center is an excellent candidate. We then suggest several applications of the Euclidean center for MOLP problems. Section 5 provides a summary and concluding remarks.
Defining a distance
The Euclidean center of a polytope is defined as the center of the largest inscribed sphere. Next, we describe some fundamental properties and a derivation procedure.
A hyperplane having a vector a as its normal satisfies a T x = 0, for every point x in the hyperplane. Translating the hyperplane (which, by definition, passes through the origin) generates a linear variety or an affine transformation, given by
Projecting any vector, say x 1 , on another vector, say a, is accomplished through a projection operator, P. The projected vector,x 1 , is then given bŷ
The discussion thus far is depicted in Fig. 1 . The projected vector,x 1 , provides the distance from the point x 1 to the origin along the vector a. To evaluate the distance from the point x 1 to the nearest point on the translated hyperplane we have to account for the translation, x 0 . This results in
which simplifies to
This operation is depicted in Fig. 2 . The length of this vector is provided by its Euclidean norm, which is
We now use this result to find the distance from any given point to the hyperplane generated by a given constraint.
Denoting by a i the ith row (1 ≤ i ≤ m) of an m × n matrix, A, the ith facet of the constraints polytope is then defined by a i x = b i , which is one of the defining equations of the polytope in n-dimensional space. As shown in (5), the distance from any point x ∈ R n to a hyperplane described through a i x = b i is given by
Dividing each constraint by its Euclidean norm, a i 2 , we have
Note that the definition d i = |b i − a i x|/ a i 2 implies that every hyperplane divides the n-dimensional space into two half-spaces, one from each side of the hyperplane. All the vectors on the side which includes the origin have a positive value for d i (the distance from the hyperplane), and all the vectors on the other side have a negative value for d i .
In general, a set of linear constraints, S, is defined through
We see, therefore, that in the case where a hyperplane of the set S is defined as a i x ≤ b i , the distance of a vector x ∈ S from the hyperplane is calculated using
Similarly, in the case of a hyperplane defined as
After performing some simple calculations we have
For:
Notice that using (9) and (10) for calculating the distances d i , the condition d i ≥ 0 ensures that the vector x, from which the distances are measured, is feasible (that is, satisfies the constraint no matter whether it is written as a i x ≤ b i or a i x ≥ b i ). This is similar to the use of auxiliary variables -slacks or surpluses -when transforming an LP problem Ax ≤ b or Ax ≥ b to its standard form Ax = b.
The Euclidean center
The Euclidean center of a polytope is defined as the center of the largest inscribed sphere. The use of the Euclidean center is most common in facility location theory, for example, where one seeks the best location for a so-called obnoxious facility. The resulting solution provides a location which is most distant from every inhabitant site in the area.
Denoting the interior space of an n-dimensional polytope with m facets as S, a vector x ∈ R n is inside the polytope when x ∈ S. Assuming that the distance between x and the ith facet, where i = 1, . . . , m, is d i (x), the Euclidean center of this polytope is found by solving
The formulation in (11) maximizes -over the feasible set -the minimal distance to all the constraints. The latter include inequality constraints as well as the usual nonnegativity constraints. Next, we develop the defining equations for the feasible set. A general linear programming problem is defined through
where A 0 ∈ R m 0 ×n , A 1 ∈ R m 1 ×n , and A 2 ∈ R m 2 ×n . When converting the formulation in (12) to derive its Euclidean center, the equality constraints do not involve any distance measures. The inequality constraints, however, are converted to equality constraints by the usual slack and surplus variables. The only difference from the usual case is that each slack/surplus variable is multiplied by the Euclidean norm of its respective row. Similarly, the nonnegativity constraints require n surplus variables whose coefficient is 1 as it is the Euclidean norm of each individual nonnegativity constraint x i ≥ 0. Specifically, each of the inequality constraints is modified as follows:
Denoting the ith row of A 1 by A i 1 , the conversion to equality constraints is accomplished through 
where b i 2 is the ith component of the vector b 2 .
The norm of each individual constraint is 1 and, therefore, these n constraints are translated to
The feasible set
The feasible set whose Euclidean center we seek is comprised of four components: Next, we build up the constraints set for deriving the Euclidean center. The equality constraints are not modified and appear as is. Next, let us consider the inequality constraints for parts (a). Letting d 1 and d 2 represent the distance measure for each set of constraints in (a), respectively, results in the following system of linear equations:
Next, considering the nonnegativity constraints and noting that the Euclidean norm for each one of these constraints is simply 1, we arrive at the following:
where d 0 represents the distance to the nonnegativity constraints. The constraints in (16) and (17) are now augmented to form the system of equality constraints shown below:
Ax =b, where:
The matrices D 1 and D 2 are, respectively, m 1 × m 1 and m 2 × m 2 diagonal matrices whose diagonal elements are the Euclidean norms of the corresponding rows in the matrices A 1 and A 2 . The augmented solution vector,x, iŝ
where:
x is the original solution vector in (12), d 1 the distance to each of the constraints of A 1 x ≤ b 1 , d 2 the distance to each of the constraints of A 2 x ≥ b 2 , d 0 the distance to the nonnegativity constraints x ≥ 0.
Using (18), the solution set, S, is defined through
Finding the Euclidean center
To find the Euclidean center for the solution set S of (20) one has to solve a maxmin problem. Denoting the distance between a point in S and its ith facet by d i (x), the Euclidean center of the solution set S is found by solving
Solving this maxmin problem is accomplished by considering first the "min" part and then the "max" part. The former is handled by defining an auxiliary variable, α, which should be smaller than all the distance measures d i (x). That is: Together with the definition of S, derived in (18), the resulting problem is now given by max α 
Notes concerning the solution to (23) and (24):
1. The constraints that are active in determining the inscribed sphere are those for which d i = α. 2. The first three row blocks inĀ correspond to the formulation responsible for solving the 'min' part of the maxmin problem of (21). 3. The last three blocks of columns ofĀ in (24) correspond to slack variables needed to convert the three sets of inequality constraints introduced in order to convert the 'min' part into equality constraints. 4. The vectors e and 0 in (24) are the unit and zero vectors, respectively. 5. The objective vector,c, is given bȳ
6. The solution vector,x, is defined bȳ
Next, we illustrate the solution process through some examples.
Example 1. Consider the simple example illustrated in Fig. 3 . To derive the Euclidean center for the feasible region shown in Fig. 3 , we formulate the following problem: max α s.t. 4x 1 + 3x 2 + 5d 3 = 12
where we have Note that the first three constraints define the distance measures, while the remaining three solve the 'min' part for the maxmin problem. The solution to the problem and the resulting Euclidean center are given by
Note that since d 1 = d 2 = d 3 = α, all three constraints are active in determining the inscribed circle.
Suggested MOLP applications
The use of the Euclidean center enjoys a number of benefits. First, its derivation requires solving a simple auxiliary linear programming problem that is relatively simple to set up. In addition, the procedure precludes falling prey to ill-posed problems and results with a solution that is always interior to the constraints polytope. The latter becomes an especially attractive feature when one wishes to use any of the currently available interior-point linear programming algorithms for MOLP problems.
To illustrate, we wish to address a specific question involved with MOLP problems. Two distinct problem areas come to mind in this regard. The first is the question of how to start MOLP algorithms, and the second is how to generate a sequence of iterates leading to the most preferred solution of a MOLP problem. To illustrate a potential application for the Euclidean center we limit our discussion in this section to the first issue of using the center as a starting point for a MOLP algorithm.
Many MOLP algorithms have been developed in the last three decades. Most of them, however, have been simplex-based (for an excellent reference see [10] ). With the introduction of the class of interior-point algorithms new variations were introduced (see, for example, [1, 2] ).
Interior-point linear programming algorithms invariably require a starting point in order to get the iterative process under way. Such a point can be either feasible or an infeasible one. Since the existence of the former is an unrealistic assumption in most cases, we require resorting to some sort of an infeasible start algorithm. In such a case, one starts from any positive solution vector and uses it to generate a sequence of iterates that simultaneously improve the value of the objective as well as reducing the initially introduced infeasibility. Upon termination of such an algorithm, the optimal value of the objective is found and the initial infeasibility is reduced to zero (actually an arbitrarily small positive number).
To obtain a starting interior point is, therefore, readily accomplished by simply deriving the Euclidean center, which provides a feasible and interior solution point. This step is valid and useful for any interior-point algorithm, be it for a single or for multiple objectives. Furthermore, if one uses it for an interior MOLP algorithm, this point can be used to yield an even better starting point for the MOLP problem in question. Recall that in MOLP problems, the most preferred solution is always located on the so-called efficient frontier. To enhance the search for such a solution it is sometimes desired to start as far as possible from the efficient frontier. This allows the Decision-Maker (DM) to consider a larger variety of possible solutions and not limit the search to a small region. In addition, starting away from the efficient frontier allows the generation of a sequence of iterates that improves all values of the objectives simultaneously. Such a solution path is commonly referred to as a win-win trajectory and is of great advantage when used in algorithms requiring an interaction with a DM. In contrast, most current MOLP algorithms that use some variant of the simplex algorithm make their progress by traversing the efficient frontier which, by definition, requires trading off one objective for improvement in another.
To move a starting point farther away from the efficient frontier one proceeds as follows. Starting with the Euclidean center, x Euclidean , we evaluate the values of the objectives at this point through z Euclidean
, we effectively reduce the feasible region. Finding the Euclidean center for the reduced region moves the resulting solution away from the efficient frontier. This sequence of steps can be repeated at will until a desired distance away from the boundary has been achieved. An interior MOLP procedure can then start getting under way from this point and proceed towards the efficient frontier. We briefly illustrate this approach through an example that uses two objectives and two decision variables.
Example 2. Consider the MOLP problem described by
(1) : 25x 1 + 36x 2 = 225 (2) : −9x 1 + 10x 2 = 20.
Using interior methods for this MOLP problem, we may wish to start with an interior feasible solution that is far from the constraints. Since the problem is one of maximization, it may prove useful to try to move as far as we wish in the opposite direction. To start, therefore, we find the Euclidean center for the given constraints. Using the procedure outlined above, we arrive at the following solution: α = 1.9352, x 1 = 2.8207, x 2 = 1.9352, ⇒ x To proceed away from the efficient frontier into a region of dominated solutions, we add the following two constraints to the derivation of the Euclidean center: The procedure for these two iterations is depicted in Fig. 4 . Each time we find the Euclidean center for the reduced region, it moves us away from the boundary and toward dominated areas (that is, having lower values of the objectives). This process can be repeated at will until a desired distance from the boundary is achieved. 
Summary
We have addressed the issue of deriving the Euclidean center. We have shown that the Euclidean center is quite suitable for MOLP applications as a way for deriving an interior feasible starting solution. Future efforts in this area should explore potential uses for the Euclidean centers in developing new MOLP algorithms.
