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Abstract-In this work, we introduce the Perceptron 
Average neural network fusion strategy and implemented a 
number of other fusion strategies tu identify breast masses in 
mammograms as malignant or benign with both balanced and 
imbalanced input features. We numerically compare various 
fixed and trained fusion rules, i.e., the Majority Vote, Simple 
Average, Weighted Average, and Perceptron Average, when 
applying them to a binary statistical pattern recognition 
problem. Tu judge from the experimental results, the Weighted 
Average approach outperforms the other fusion strategies with 
balanced input features, while the Perceptron Average is 
superior and achieves the goals with lowest standard deviation 
with imbalanced ensembles. We concretely analyze the results 
of above fusion strategies, state the advantages of fusing the 
component networks, and provide our particular broad sense 
perspective aboot information fusion in neural networks. 
Kepvordr--Neural networks, breast cancer, information 
fusion, pattern recognition, posterior probabilities, perceptron. 
I. INTRODUCTION 
Breast cancer is the most common form of malignancy 
among women in the United States [I]. It is the most 
frequently diagnosed cancer and one of the leading causes of 
cancer death in women older than 30 [l]. Studies have 
demonstrated that the early diagnosis of smaller tumor size 
improve prognosis and increase therapeutic options [2]. 
Mammography, which exposes the breast to ionizing 
radiation, is currently the most effective imaging method for 
detecting non-palpable early-stage breast cancer [3], though 
ultrasound imaging of the breast is gaining its importance in 
recently years [4]. With close attention to suspicious signs, 
cancers as small as 2 to 3 mm in diameter can be detected 
with mammograms [5]. The most frequent signs of cancer on 
mammograms are masses, clustered microcalcifications, 
architectural distortions, or asymmetries. Suspicious masses 
are typically dense and have speculated or irregular borders. 
Round or oval shapes with smooth, well-defined margins 
suggest cysts or benign masses [5]. Although radiologist 
diagnoses of breast cancer using film screen mammograms 
has allowed for a more efficient diagnosis of breast cancer at 
an earlier stage of development, radiologists misdiagnose 
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10% to 30% of the malignant cases; two thirds of which are 
retrospectively evident in the mammograms [6]. Of the cases 
sent for surgical biopsy, only 10% to 20% are actually 
malignant [7]. Recently, neural network techniques have 
been utilized in detecting microcalcifications [7] and 
classifying mammographic masses [8] for computer-aided 
breast cancer detection and diagnosis, which helps reduce the 
number of unnecessary surgical biopsies. 
However, when given a finite and noisy data set, different 
classifiers typically provide different generalizations by 
determining different decision boundaries [9]. For a 
multilayer perceptron (MLP), different weight initializations, 
or different architectures topologies (number of hidden units, 
hidden layers, node activation functions, etc.) result in 
differences in performance [lo]. It is therefore necessary to 
fuse the individual outputs of component networks to arrive 
at a consensus decision instead of a single decision based 
scheme. The motivation of ensembling neural networks [I I] 
is to pursue a higher accuracy [12], [I31 and to increase 
efficiency [14]. These component networks could he 
collectively utilized in the testing phase by fusing their 
outputs to ameliorate the classification of the ensemble. In 
this situation, we can employ a number of Component 
Neural Networks (CNNs) to hopefully solve a complex 
problem collectively. 
The ensembles of neural networks can be divided into two 
types: Non-generative and Generative methods. The Non- 
generative ensembles confine themselves to a set of given 
well-devised component networks, e.g. Majority Vote (MV), 
Bayes, and Simple Average (SA). Meanwhile, the Generative 
methods generate sets of component networks acting based 
on the learning algorithm or on the structure of the data set, 
e.g. Boosting [I51 and Bagging [16]. In this paper, we only 
concentrate on the non-generative ensembles. 
There are several non-generative strategies of fusing 
neural networks that have proved effective in improving the 
classification performance [17]. In general, they can be 
divided into two main categories: fixed and trained rules [18]. 
Fixed rules, like the MV and SA, do not need any training 
procedure. Trained rules, like Weighted Average (WA), 
require a learning phase. In this paper, we apply a number of 
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fixed and trained fusion methods with both balanced and 
imbalanced input pattems to identify (classify) suspicious 
lesions as benign masses or malignant carcinoma tumors. We 
introduce a novel trained linear combination method named 
Perceptron Average (PA), which could effectively improve 
the classification performance of multiple classifier systems 
based on both balanced and imbalanced input pattems. 
The rest of this paper is organized as follows. Section 11 
reviews the past work of neural network fusion strategies. 
Section 111 describes the methods of hsing balanced and 
imbalanced neural networks for identifying breast masses. 
Section IV presents the results. Section V discusses some 
technical details of fusion strategies. In Section VI, 
conclusions are drawn and several issues for the further work 
are addressed. 
11. PREVIOUS WORK 
Recent investigations [U-[19], proved that fusing output 
information in neural networks may significantly improve 
the generalization ability of leaming systems by training a 
finite number of CNNs and then combining their predictions. 
For the MV [14], [ZO], we first “harden” the outputs (hard 
decision output) of each CNN, and then choose the class 
which receives the largest number of votes among the CNNs 
as the consensus (majority) decision. For the SA [12], [20], 
WA [IS], [ZO], and PA that we introduce in this paper, the 
outputs of the individual CNNs are linearly combined to 
form an overall decision. 
To increase efficiency of a multiple classifier system, one 
can use some combination methods to fuse different trained 
classifiers with imbalanced input pattems [IS], which could 
be diversely derived from the raw data. For example, a 
multistage system for detecting microcalcifications in 
mammograms with posterior probability estimates of the 
decision taken [7], could be with spatial and spectral input 
features apart for different classifiers respectively, which 
results in very imbalanced performances of the classifiers. 
Individual classifiers will learn a different aspect or 
component of a complex problem so that the whole group 
can solve the entire problem. 
Recently, the focus has been shifting from practical 
heuristic applications of the information fusion in neural 
networks towards investigating why ensemble methods and 
strategies work so well and in what concrete situations some 
methods may be better than others [12], [IS]. 
111. METHODS 
In this paper, we utilize a number of fixed and trained 
fusion methods to identify suspicious lesions. The dataset 
from the China Society for, Industrial and Applied 
Mathematics contains 200 training cases (97 benign masses 
and 103 malignant tumors) and 300 testing cases (209 benign 
masses and 91 malignant carcinoma tumors) with two shape 
features (compactness and fractional concavity) extracted [21] 
and one texture feature computed using mass margins [22]. 
Both training and testing samples were normalized to zero 
mean and unit variance in order to accelerate the 
backpropagation learning process [23]. 
Researchers [24], [25] justified that feedforward neural 
networks with one hidden layer can approximate any 
functions in any accuracy. According to Duda et al. [26], the 
numbers of input and output neurons in a neural network 
topology are dictated by the dimensionality of the input 
pattems and the number of categories, respectively, whereas 
the number of hidden neurons is not related in a simple 
manner to such obvious properties of the classification 
problem. A neural network with too few hidden neurons does 
not have enough free parameters to fit both the training and 
testing sets in a proper way; however, at the other extreme, a 
neural network with a large number of hidden neurons may 
cause poor generalization of testing set. In this investigation, 
we fixed the training set, and then monitored the 
classification performances (depicted in Fig. 1) to determine 
the best architecture topology of each CNN for achieving 
good generalization [27]. There are various recently 
developed approaches to determine the MLP topology with 
the best number of hidden neurons, like the model selection 
algorithm based on a posteriori probability estimation [7] or 
the Cross Validation [28]. 
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Fig. I .  Balanced ensemble classification pedormanccs of an individual CNN 
trained by different algorithms over I O  indepcndent trials. 
The three CNNs (labeled CNN-I, CNN-2 and CNN-3, 
respectively in what follows) we used in the balanced input 
pattem fusion were three inputs, seven tan-sigmoid neurons 
in only one hidden layer, and one output MLPs, which were 
independently trained by three different algorithms, 
respectively: Resilient Backpropagation algorithm [29], 
Scaled Conjugate Gradient algorithm [30], and Levenherg- 
Marquardt algorithm [31]. The topologies of the CNNs for 
the imbalanced neural network fusions were the same as 
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those for the balanced one, for comparison purpose. The 
training cases were randomly shuffled before sending to the 
inputs of each CNN. The validation set was made up of all 
the training and testing cases in order to early stop [IO] 
training if further training on the primary set would hurt 
generalization to the test set. 
In the following two subsections, we will describe in detail 
two trained rules based on linearly combining the CNNs, i.e., 
the already known WA and the here presented PA strategies. 
A. Weighted Average 
Consider now the WA, [19], of the outputs of an ensemble 
composed of N CNNs, with normalized weighted 
coefficients wk : 
o ( x ) = c : , w k F k ( x ) ,  Wk 2 0  (1) 
(2) 
N 
c , = , w ,  =1, k = l ,  ..., N 
where F, (x) denotes the output of the k-th CNN for a given 
input pattem x. For the SA fusion, the weighted coefficients 
are equal, i.e. w, = I/N for all k. 
For a one-dimensional input x , the estimation of the a 
posleriori probability of the i-th class from the output of the 
k-th CNN is denoted as 2: ( x )  . According to Roli el al. 
[ 181, it can be expressed as 
2; (x) = p ;  ( x ) +  &; ( x )  (3) 
where p;  (x) is the real a posteriori probability of the i-th 
class, and &; (x)  denotes the estimation error. Let us assume 
that the class boundaries provided from the approximate a 
posteriori probabilities are close to the optimal Bayes 
boundaries [32]. According to Tumer et al. [32], if the 
estimation errors ck(x)  on different classes are i.i.d. 
variables' with zero mean and variance U:,  the expectation 
of the added errors (the error in addition to the Bayesian one), 
E"& , can be expressed as Edd =U:'/. , where s is a 
constant term depending only on the values of probability 
density functions at the optimal decision b o u n h .  Using ( I )  
and (2), under the hypothesis that the output of the network 
approximates the posterior probabilities of the classes [33], 
the a posteriori probability provided from the output of the 
linear combiner can be expressed as: 
2L ( x )  = P:, , . . (x)+c:=,wk4 ( x )  = P : , ( x ) + T ' ( x )  (4) 
where E' (x) denotes the estimation error of the combiner. 
In the case of uncorrelated estimation errors, the expectation 
E;: of the added error of the WA combiner can be 
expressed as [IS]: 
Considering (I) ,  we can calculate the weighted 
coefficients of the combiner that minimize Et: [I61 as: 
That is to say, the optimal weights are inversely 
proportional to the expectation errors of each individual 
CNNs. For the balanced linear combination, whose added 
estimation errors are equal, the optimal weights are 
wk = 1 / N .  It implies that SA fusion strategy is the optimal 
rule for the linear combinations with balanced input pattems. 
B. Perceptron Average 
Let us divert our attention to a new trained fusion strategy 
we introduce here for the linear combinations, the so-called 
Perceptron Average. When the data are statistical 
independent Gaussian distributed, the operation of the Bayes 
classifier reduces to a linear classifier, which is equivalent to 
the perceptron having exponential family activation functions 
[IO]. As we described above, the WA fusion strategy based 
on Bayes analysis, minimizes the expectation E$ of added 
error of a linear combiner. Note that the WA fusion strategy 
is "parametric," because its derivation is contingent on the 
assumption that the underlying distributions of the estimation 
errors sk (x) on different classes are Gaussian, which may 
limit its area of application. 
On the other hand, the perceptron convergence algorithm 
is "nonparametric" in the sense that it makes no assumptions 
concerning the form of the underlying distributions [lo]. It 
operates by concerning no errors that occur where the 
distributions overlap [IO]. It may therefore work well when 
the input patterns are generated by the nonlinear physical 
mechanisms whose distributions might be heavily skewed 
and non-Gaussian. Based on such a concept, we utilized the 
perceptron convergence algorithm [IO]  to train the linear 
combination in order to obtain the optimal weights assigned 
toeach output of the CNNs. 
In our experiment, the bias 6" (x) at the n-th training is 
treated as a combiner's additional weight driven by a fixed 
input equal to +l.  Assuming the desired output value of the 
perceptron at the n-th training is D" (x), we have: 
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A %  
CNWI c m - 2  C N N J  Fusion 
Accuracy% Wcisht Accuracy % Weight Accuracy% Weight Accuracy% 
~ 
86.87 NIA 86.93 NIA 86.83 NIA 87.40 0.47 
87.10 0.333 86.93 0.333 86.90 0.333 87.60 0.50 
86.50 0.324 86.80 0.331 86.97 0.345 87.77 0.80 







t I if x belongs to class 9, 
-1 if x belongs to class 9, 
D”(x )=  
Thus the weights and bias can be updated following the 
qt = .V; + q[D” (x) -sgn(0” (.))IF; (x), 0 < q 5 1 (7) 
convergence learning rule: 
b”” (x) = b” (x) t q[D” (x) -sgn (0” (x))] (8) 
where the symbol sgn(.) stands for the signum function, and 
q denotes the learning-rate parameter, which is set to be one 
in order to obtain a fast adaptation [lo] for the perceptron. 
In our experiments, we utilized the PA fusion strategy for 
the linear combiner to identify breast masses with both 
balanced and imbalanced input patterns. For comparison 
purposes, we also considered the MV and SA fusion 
strategies. Despite their simplicity, MV and SA proved to be 
effective in several applications [12]. 
IV. RESULTS 
We implemented the MV, SA, WA and PA fusion 
algorithms to identify breast masses in mammograms with 
both balanced and imbalanced input patterns. Table I 
presents the identification results using the MV and SA 
(fixed), together with the WA and PA (trained) fusion 
strategies with all features: the texture, the compactness and 
the fiactional concavity. As one can observe, the correct 
identification rates by utilizing both fixed and trained fusion 
strategies improve significantly over those achieved by 
cm- I CNN-2 CNN-3 
features) concavity features) concavity feahlres) Accuracy % A %  
(texture and compactness (tcxhlce and fractional (compactness and fractional Fusion 
Accuracy % Weight Accuracy % Weight Accuracy % Weight 
78.63 NIA 86.97 NIA 85.20 NIA 85.90 -1.07 
78.00 0.333 86.43 0.333 84.90 0.333 86.47 0.04 
78.37 0.291 86.47 0.361 84.53 0.348 87.60 1.13 
78.47 0.272 87.07 0.393 84.53 0.335 88.27 1.20 
individual CNNs. In particular, correct identification rates of 
the MV, SA, WA and PA fusions are 0.47%, 0.50%, 0.80%, 
and 0.54%, respectively, above their best individual CNNs, 
that despite being small values are statistical significant. 
According to the analysis of the SA and WA fusions 
described above, SA should have been the optimal linear 
combiner with the balanced input patterns. However, the 
outcome proved that the WA fusion outperformed the rest, 
with the highest correct rate at 87.77%. The cause can be 
traced back to the training algorithms for the CNNs. That is 
to say, the CNNs herein are actually unbalanced due to the 
different training algorithms despite the same topology. 
Consequently, the SA fusion is not the ideal strategy in this 
application. 
On the other side, with the imbalanced input features, the 
ensembles exhibit different degrees of CNNs’ lopsided 
decision due to the reduction in the input features. We note 
that CNN-1 with texture and compactness features performed 
poorer at classification than the others in all the MV, SA, 
WA, and PA fusions. We also note there appears a casualty 
of the parameter A in majority vote, i.e., the consensus 
identification rate is worse than the best component network 
CNN-2 (but better than any of the rest two CNNs). We will 
explain this fact further in Section V. Refer now to the SA, 
WA and PA fusion schemes, Table I1 shows that both the 
WA and PA fusion outperforms the SA fusion. To be precise, 
the values of A in the WA and PA fusions are 1.09% and 
1.16%. respectively, above that of the SA fusion. In respect 
of the trained rules, the PA fusion excels in both correct 
identification rate and the value of parameter A in 
comparison with the WA fusion. 
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The identification results of the benign masses and 
malignant tumors, respectively, in all the fusion strategies 
mentioned earlier are depicted in Fig. 2. We can see the 
correct identification rates of the malignant carcinoma 
tumors are higher than those of the benign masses in all cases. 
It implies the effectiveness of the fusion strategies. 
Let us pay attention to the balanced ensembles. All the 
four fusion strategies perform almost the same in our 
experiments. In particular, the MV (accuracy = 93.96% f 
1.29) and WA (accuracy = 93.96% -t 1.39) fusions slightly 
attain better correct rates of malignant tumor identification 
than the rest two. And the WA fusion has the best 
performance in benign mass identification (accuracy = 
85.07% f 1.92) among all the combinations. 
Bdanced EnsemMe ldenfraian Re~ulb 
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Fig. 2. Mean value + Standard Deviation of cormcc1 identification rates ofthe 
benign masscs and malignant hlmors using both ofthe fixed and trained 
fusion strategies with balanced (a) and imbalanced (b) input pattems. 
With regard to the imbalanced ensembles, it is clear that 
the MV fusion (accuracy = 93.06% f 2.58) performs the 
worst in the malignant tumor identification problem. The 
trained fusion strategies outperform the fixed ones in benign 
mass identification, though the WA fusion has the highest 
standard deviation (f 3.05). At this aspect, the PA fusion 
(accuracy = 85.31% 1.39) we introduce achieves the goals 
better than the WA fusion (accuracy = 84.3 1% f 3.05). 
V. DISCUSSION 
In this section, we focus on some topics conceming the 
disadvantages of the MV and SA fusions, and other 
approaches in obtaining the optimal weights for multi- 
classifier linear systems. 
For the MV, assume that only two classes are considered, 
and we restrict the choice of the number of CNNs, N I  to an 
odd number. Otherwise, an even N might bring on a tie in 
the Majority Vote [17]. The MV fusion will assign the wrong 
class to input vector x if at least CNNS wrongly vote 
for it [17]. It is therefore possible that the consensus decision 
might he worse than that of the best individual CNN. The 
imbalanced identification result for MV fusion in our 
experiments proves this deduction: the MV ensemble 
decision is not superior to all its individual CNNs. 
On the other side, the SA fusion is widely used due to its 
simplicity and effectiveness, which has been demonstrated in 
several experimental studies. However, it might suffer from 
individual classifiers whose performances are significantly 
diverse. In our experiments, the SA fusion is poor at 
combining tbe imbalanced CNNs, e.g., the correct 
identification rate of SA fusion is 1.13% and 1.80% below 
those in the WA and PA fusions, respectively (see Table 11). 
Besides in the WA and PA instances, the weights of a 
linear multiple classifier system can also be obtained by 
optimizing an objective function [33]. For example, 
Madabhusbi et 01. I341 proposed an optimal weighted 
method by minimizing the cost function exploited in the 
automated segmentation of Prostatic Adenocarcinoma from 
high resolution MR images. 
VI. CONCLUSION 
As already stated by previous work, neural network fusion 
strategies provide good performance improvement at a 
reasonable cost, allowing devisers to better use available data 
at hand and to better fit implementation constraints [35]. 
When applying to the real world data, which are bound to he 
inherently noisy, then ensemble averaging might work better 
than a single classifier, since the smoothing effect may 
compensate partially for the noise. In spite of the 
encouraging results of the experiments carried out and the 
good performance of the PA strategy proposed here, the 
component selection criteria are empirical, e.g.. we employed 
all the available component networks, not selected some of 
them, in order to accomplish fusion function of neural 
network ensembles. It may be a betta choice to ensemble 
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many instead of all available component networks, as 
indicated in a similar way in Table I and I1 when comparing 
the fusion accuracy of PA in balanced and imbalanced input 
features, because the combination of 3 CNNs with 2 input 
features each, attains better results than the combination of 
other 3 CNNs with 3 features in each CNN, a fact that is also 
being investigated. In the near future, we tend to develop a 
theoretical framework for the analysis of the Percentron 
Average, in order to provide an analytical comparison 
between the SA and WA strategies. 
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