Two or more spatio-temporally co-located meteorological/climatological extremes (co-occurring extremes) place far greater stress on human and ecological systems than any single extreme could. This was observed during the California drought of 2011-2015 where multiple years of negative precipitation anomalies occurred simultaneously with positive temperature anomalies resulting in California's worst drought on observational record. The large-scale drivers which modulate the occurrence of extremes in two or more variables remains largely unexplored. Using California wintertime (November-April) temperature and precipitation as a case study, we apply a novel, nonparametric conditional probability distribution method that allows for evaluation of complex, multivariate, and nonlinear relationships that exist among temperature, precipitation, and various indicators of large-scale climate variability and change. We find that multivariate variability and statistics of temperature and precipitation exhibit strong spatial variation across scales that are often treated as being homogeneous. Further, we demonstrate that the multivariate statistics of temperature and precipitation are highly non-stationary and therefore require more robust and sophisticated statistical techniques for accurate characterization. Of all the indicators of the large-scale climate conditions we studied, the dipole index explains the greatest fraction of multivariate variability in the co-occurrence of California wintertime extremes in temperature and precipitation.
Introduction
Single meteorological or climatological extremes have a strong and disproportionate impact on societies, ecological systems, and natural environments. However, the joint occurrence of two or more co-occurring extremes has the potential to negatively impact human and natural systems in ways far greater than any single event could (Leonard et al. 2014) . For example, drought is commonly thought of as a result of only a lack of precipitation, i.e. meteorological drought. However, negative precipitation anomalies co-occurring with positive temperature anomalies can greatly exacerbate drought conditions due to the increased evapotranspirative demand placed on the system, i.e. agricultural drought (AghaKouchak et al. 2014; Diffenbaugh et al. 2015) . Positive temperature anomalies coupled with high humidity can result in extreme heat index values, which can be detrimental to human health (Steadman 1979; Wehner et al. 2016) . Flooding can result from both unusually intense precipitation events and unusually long-lived events; however, when unusually long-lived Electronic supplementary material The online version of this article (https ://doi.org/10.1007/s0038 2-019-04749 -6) contains supplementary material, which is available to authorized users.
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events are also unusually intense in terms of their precipitation rate, flooding can be abrupt and extreme, leading to loss of life, property damage, and severely compromised infrastructure. While much is known about heat extremes, drought extremes, and precipitation extremes individually, little is known about what controls their co-occurrence both regionally and globally.
Understanding what controls the co-occurrence of extremes, their natural variability, and how they have changed in past, present, and future climates is challenging in light of anthropogenic forcing and the lack of a historical analogue that could shed light on the climate response to such forcing. In addition to anthropogenic forcing, variability also arises naturally from the presence of large-scale, low-frequency atmosphere-ocean interactions known as teleconnections (Polade et al. 2013) . These modes of variability are well-documented to have a detectable signature on climatological precipitation and temperature patterns and to modulate the occurrence of extremes (Cayan et al. 1999; Krichak et al. 2014 ). To date, few studies have focused on the role large-scale climate patterns play in driving and altering the probabilities for experiencing co-occurring extremes. Diffenbaugh et al. (2015) demonstrated that the occurrence of drought has been exacerbated by anthropogenic factors, specifically in California, USA, by increasing the probability that any given dry year(s) will coincide with warm years. AghaKouchak et al. (2014) showed that the return period for the hot and dry conditions that prevailed during the California winter of 2014 was dramatically increased by considering the joint probability of temperature and precipitation (AghaKouchak et al. 2014) . While these and similar studies begin to address the role that large-scale climate conditions may play in modulating extremes and their joint occurrence, there has been no systematic study that addresses the role modes of variability play in altering the probabilities for experiencing co-occurring extremes. Further, previous studies (e.g. AghaKouchak et al. 2014) assume that the statistics of meteorological and climatological variables are stationary, meaning that the descriptive statistics of variables do not change over time. However, given the influence these modes of variability have on California's hydroclimate and the significant alteration of the background state of the climate by human activities, it is reasonable to assume that climate statistics are not stationary (Serinaldi and Kilsby 2015) . To account for nonstationarity in higher dimensional distributions Sarhadi et al. (2018) employ a vine copula approach to assess the change in risk of hot and dry conditions in CMIP5 models resulting from human activities, but do not consider the roles of natural modes of variability have on the bivariate distributions.
To address the highlighted gap in knowledge, we use California as a testbed for exploring the influence of natural variability and large-scale climate change on the multivariate statistics of temperature and precipitation. Specifically, we seek to understand the role teleconnections play in modulating the wintertime co-occurrence of extremes, while at the same time addressing the potential violation of data stationarity assumptions. We achieve this by directly estimating joint conditional probability density functions of temperature and precipitation, in two representative California regions, conditional on several indices of natural variability and climate change. Using this methodology, we seek to understand: (1) How the joint probability of California temperature and precipitation is modulated by several well-known teleconnections that potentially affect California's climate, (2) How the strength of each climate mode varies regionally within California, and (3) the degree to which teleconnections modulate return intervals of cooccurring extremes in temperature and precipitation. Considering California's rapidly increasing population and, hence, water demands, we place particular emphasis on understanding joint occurrences of wintertime extremes in high temperature and low precipitation anomalies, which greatly exacerbate drought conditions, as was observed in 2014. Quantifying the contributions from naturally occurring modes of variability is a key requirement for isolating and understanding the role anthropogenic forcing plays in modulating the pattern of occurrence of extremes and their co-occurrence. However, the goal here moving forward will be to document the roles various modes of natural variability have in the altering probabilities of co-occurring extremes in temperature and precipitation rather than to disentangle natural variation from anthropogenic forcing.
Methods

Data
For this study we employ NOAA's, National Centers for Environmental Information, NCEI (formerly NCDC), temperature and precipitation datasets for California (Center USNCD 2016) . The temperature and precipitation data consist of station data, averaged within regions known as climate divisions, geographically defined to encompass broadly similar regional climates. These data are averaged to monthly time periods and extend from 1895 to present. For each climate division in California we then temporally average these data across the wintertime, wet-season period, defined here to be the six month period extending from November through April the following calender year. We use the data extending from November, 1895 to April, 2017 resulting in 122 wetseason periods. To study California's joint wintertime temperature and precipitation dependence on the largescale state of the climate, we leverage five datasets. To study the El Niño Southern Oscillation (ENSO) dependence we use the Multivariate ENSO Index (MEI) (Wolter and Timlin 1993) . Pacific Decadal Oscillation (PDO) dependence is modeled using the time series from NCEI (Center USNCD 2016) , as originally derived by Mantua et al. (1997) . The Atlantic Multidecadal Oscillation data is obtained from ESRL (Enfield et al. 2001 ). The North American winter "dipole index" (DPI) is calculated from both twentieth century reanalysis (20CR) (Compo et al. 2011) and NCEP reanalysis II (Kanamitsu et al. 2002) . We use the NCEP data to fill in the years 2015, 2016, 2017 , which are missing from the 20CR data. We do this using a simple linear correlation between the two datasets and then use the linearly interpolated values. Integrated Vapor Transport (IVT) and 250 hPa temperature fields are calculated from the ERA-20C dataset (Poli et al. 2016) . Finally, we consider the global mean temperature anomaly (GMTA) as reported by NOAA (Center USNCD 2016) . These conditioning datasets are averaged over the same time period as the temperature and precipitation data. No temporal lags are considered in this analysis.
The large-scale modes of variability we chose for primary analysis in this study, specifically, ENSO, PDO, AMO, DPI, and GMTA, were based on a several factors. First, we wanted to use modes of variability that were generally well-established, well-studied, and well-known across a wide range of disciplines. Second, we wanted to represent independent modes of variability arising from different genesis mechanisms: ENSO, PDO, and AMO are largely SST forced modes affecting remote locations through atmospheric teleconnections, while DPI and GMTA are largely connected to atmospheric variations only. We do note however, that according to Newman et al. (2016) , ENSO and PDO are likely not independent of each other and that DPI is also likely to have a connection to SSTAs in the West Pacific Warm Pool Teng and Branstator 2017; Swain et al. 2017) . Finally, considering the wide array of climate indices available (National Center for Atmospheric Research Staff 2019; National Oceanic and Atmospheric Administration 2019), we also used a pairplot (Fig. S11 ) to help identify independent and correlated modes.
To assess regional variation of each climate mode we choose to focus on two climate divisions representing the coastal latitudinal end-members of the state. CD1 represents the coastal northern most division and is sparely populated, heavily forested, and typified by a temperate rain-forest climate. CD6 represents the coastal southern most climate division and is densely populated, with large areas of urban sprawl, and is typified by a largely arid, Mediterranean climate surrounded by a dry desert environment.
Probability density estimation
A central goal of this study is to understand how the joint statistics of temperature and precipitation depend on various large-scale modes of variability and climate change: conditional probability density functions. To this end, we employ the method of O'Brien et al., fastKDE (O'Brien et al. 2014 , 2016 , which objectively and directly computes non-parametric kernel density estimates based on the self-consistent, unbiased, and optimal method of Bernacchia and Pigolotti (2011) . We estimate conditional probability density functions (cPDFs) directly from trivariate probability density estimates and marginal density estimates as follows:
where R and T denotes precipitation and temperature respectively, and X is the conditioning variable: X ∈ (MEI, PDO, AMO, DPI, GMTA). Thus Eq. 1 is a trivariate function that gives the joint probability of co-occurring values of wintertime temperature and precipitation given the conditioning variable at a specific value. As such we are able to directly estimate the probability of co-occurring extreme winter temperature and precipitation as a function of indices of largescale climate variability and change. Further, with this methodology we are able to explore the effects non-stationary in the data, with respect to the conditioning variables. This methodology allows us to uniquely isolate the influences of the given covariate on the joint distribution in a probabilistic framework (O'Brien et al. 2014) . Error estimates on the cPDFs shown on panels d,e,i,j on all Figs. 1, 2, 3, 4 and 5 are derived from bootstrap resampling the data 5000 times and recalculating the cPDFs for each resampling. From the set of 5000 cPDFs, we calculate the 5th and 95th percentiles of the density estimates at each data value. The cPDFs on which we calculate the error estimates represent the PDFs associated with the P10/90 values of each mode of variability. We choose to compute the error on the P10/90 cPDFs such that we capture the end member behavior of the conditional distributions while at the same time retaining enough samples to be able to compute robust estimates of the conditional densities. The years associated with the respective modes of variability having winter averages less than (greater than) the P10 (P90) values are documented in Table S1 .
Results
The ENSO conditional distributions
The El Niño-Southern Oscillation (ENSO) is a well-documented, naturally occurring coupled ocean-atmosphere
oscillation, which transitions between its warm/positive phase known as El Niño and its cool/negative phase known as La Niña. ENSO is known to affect global weather and climate on the seasonal to inter-annual timescales (Gershunov and Barnett 1998) and it has the ability to impact remote locations, such as California via teleconnections (Cayan et al. 1999) . Cayan et al. (1999) considered median and 90th percentile precipitation, and showed increases in both percentiles for the El Niño phase over the southern half of California and no change for both percentiles over the northern portion of the state. Here, we consider the joint distribution of California wintertime temperature and precipitation using ENSO as a continuous conditioning variable. This methodology allows us to calculate the joint and marginal Fig. 1 conditional distributions as a function of ENSO phase and strength thus controlling for the non-stationarity in the data introduced by ENSO forcing. Further, we break the temperature and precipitation data down by climate division to illustrate the regional differences ENSO has on joint temperature and precipitation relationships. Figure 1c , h show the cPDFs of wintertime temperature and precipitation for Climate Division 1 (CD1) and Climate division 6 (CD6) as a function of ENSO phase and strength as monitored by the MEI. Central to those panels are color coded hoops representing the 95th percentile of the trivariate conditional distributions. Each of the hoops correspond to the contour of constant probability containing 95% of the cPDF. Near the center of each panel is a single continuous curve, which tracks the expected value of each joint cPDF. Underlying the closed contours of constant probability, are the precipitation and temperature data as a scatter plot along the horizontal axis and vertical axis respectively and are the data that went into the cPDF estimation. In Fig. 1a , the conditional marginal precipitation density estimates are shown (i.e. estimates of the precipitation PDF as a function of ENSO), likewise, panel b shows the conditional marginal temperature density estimates. In both panels a and b, the cPDFs drawn in black represent the twentieth century distributions for each variable. In all panels the color of each density estimate and all data indicate the value of the MEI index on which the PDF was conditioned. The colors of the cPDFs track the phase of ENSO ranging from negative values (cool colors) representing La Nina conditions to positive values (warm colors) representing El Niño conditions. Figure 1 shows the striking difference of how ENSO affects these two geographically distinct climate divisions. In both CD1 and CD6, the multivariate relationship between ENSO and winter temperature and precipitation is non-linear as seen in Fig. 1c , h by the multivariate conditional mean line drawn at the center of each panel. Despite many studies using linear techniques to describe ENSO and its teleconnections, the non-linearity observed here is expected due ENSO's linkages to tropical deep convection, which has been documented in previous studies (Hoerling et al. 1997; Livezey et al. 1997; Gershunov 1998; Williams and Patricola 2018) . Both CD1 and CD6 show an increase in temperature during the El Niño phase, statistically significant at the 0.05 confidence level. However, interestingly, CD1 experiences a slightly larger temperature increase than CD6 while also developing a strong left (cool/low-temp) skew during El Niño as seen in Fig. 1b , e. This means that while the majority of strong El Niño events result in very warm winters in northern California, there is also a substantial probability of experiencing very cold winters in northern California during strong El Niño events. This El Niño cold tail temperature skew is also observed at the daily timescale for the DJF period whereby the mean tends to warmer relative to La Niña, but with cold tail probabilities that rival those associated with La Niña (Guirguis et al. 2015) . In addition to interpreting the mean of the bivariate distributions and the marginal distributions, additional information can be gleaned from the contours of the conditional bivariate distributions in panels c and h. The orientations of the conditional contours indicate the primary axes of variability associated with the respective phases of ENSO. For example, the major axis of the La Niña conditional closed contours (purple contours) for CD6 (panel h) shows a primarily negative orientation indicating that during La Niña, temperature and precipitation tend to be negatively correlated. However, the orientation of the major axis of the El Niño conditional closed contours (yellow contours) has shifted and is nearly horizontal, indicating that in general winter temperature and precipitation are not highly correlated during El Niño events. However, the outermost El Niño contour shows an inflated lobe in the upper left corner (panel h) indicating the occurrence of a winter characterized by a strong El Niño with high temperatures but anomalously low precipitation. That winter, indicated by the bright yellow dot in the upper left hand region of panel h is the winter of 2015-2016, in which the canonically strong El Ni no event failed to deliver even average precipitation to Southern California (L'Heureux et al. 2017) . With the exception of 2015-2016 winter, the conditional El Niño contours show a positively sloping major axis indicating that overall, during El Niño events, winter temperature and precipitation are positively correlated.
With respect to wintertime precipitation, CD6 shows a large and statistically significant increase during the warm El Niño phase while CD1 shows only a modest, not statistically significant, increase, and only for the very strongest El Niño events. Moreover, the increases in mean precipitation for both CD1 and CD6 are occurring for very different reasons: CD1 experiences an increase in the mean due to a mode shift in the distribution while CD6 experiences an increase in the mean due to a disproportionate increase in the tail probabilities for experiencing extremely wet winters. The respective shape changes to the distributions are important observations as the societal and environmental risks and impacts from a disproportionate increase in the Fig. 1 , however all distributions are conditional on the strength of the dipole index. In all panels, the coloring corresponds to the strength of the dipole index where cool colors represent a weak dipole and warm colors represent a strong dipole, i.e. strong ridging in the western U.S. with a deep trough present over the eastern U.S. probability for extremes is not the same as an increase in the mean due to a uniform shifting of all probabilities. In other words, from a societal or environmental impacts perspective, not all shifts in the mean are created equal. Further, the respective changes to the precipitation distributions may happen for different physical reasons. In CD6, it has been shown that increases in the mean during the warm ENSO phase result from an increase in the daily rainfall rate (Feldl and Roe 2011; Gershunov 1998 ); however, this may not account for total shift in the mean due to the disproportionate increase in the tail probabilities at seasonal timescales. Similarly, what is the physical mechanism for the mode shift in precipitation as observed in CD1? The physical drivers of these changes will be explored in a future manuscript.
Comparing the precipitation marginals of CD1 and CD6 (Fig. 1a, f) , qualitatively, the tails of the CD1 cPDFs are smooth and uniform while those of CD6 have an undulating character to them. This is something that can be noticed associated with the CD6 precipitation marginals throughout and is primarily due to two factors. (1) The precipitation variability in CD6 is inherently larger than in CD1, thus the estimates of the tails are less well-constrained/resolved for the equivalent number of samples. And (2), the underlying mechanics of the kernel density estimation method, fastKDE, rely on a Fourier transform of the data whereby the tails of kernels associated with data that are sparse (i.e. extreme values) can constructively interfere leading to undulations in those regions. The bootstrap error analysis we use, described in the methods section, is designed to quantify the uncertainty in the PDF associated with this phenomenon. By definition, every sample is included in the estimate of the cPDFs, however, the amount each sample contributes to the cPDF estimate is determined by the width of the optimally Fig. 1 , however all distributions are conditional on the global mean temperature anomaly calculated kernel associated with the conditioning variable, here the ENSO index MEI. Specifically, the kernel used here has a width of approximately 3.5 MEI units, which spans a large portion of the data having a range of 4.5 MEI units. This means for the max MEI value of 2.7, the kernels associated with data less than MEI ≈ 1.0 (2.7 − 3.5∕2) do not contribute much to the density at the max MEI value. This implies that at the max MEI value of 2.7, approximately only 20 data points are actively contributing to the density there. This example illustrates why we chose to use P10/90 values for our end-member analyses rather than min/max values, as we increase the number of kernels contributing to our estimates to approximately 90, which greatly increases the number of samples that inform our estimates. See O'Brien et al. (2016) for further details.
The starred and hexagon points mark 2014 and 2017 respectively. The coloring of both points indicate that both the very dry winter of 2014 and the very wet winter of 2017 occurred during ENSO neutral conditions, highlighting the substantial variability in winter precipitation in California not explained by ENSO. In fact, our results show that statewide, El Niño increases the expected (mean) precipitation from 486 to 520 mm, making the El Niño phase of ENSO only responsible for a modest 7% increase the expected statewide winter precipitation. This result is consistent with the satellite-based findings of Savtchenko et al. (2015) . In addition, California obtains roughly 60% of its freshwater resources from snow melt runoff (Lauer 2011) and CD1 is home to the Salmon-Klamath-Trinity mountains, the primary snow melt source for Shasta and Trinity lakes, the second and third largest reservoirs, respectively, in northern California. As seen in Fig. 1a , CD1 experiences roughly the same wintertime precipitation regardless of ENSO phase; however, winter temperatures are much cooler during the La Niña phase, likely resulting in deeper snow packs, a lower snow line, and a delayed spring melt, thereby contributing to a more reliable water source for the dry summer months to follow. Thus for northern California, contrary to popular belief, from a water security and reliability perspective, La Niña winters may in fact actually be preferable.
The PDO conditional distributions
The Pacific Decadal Oscillation is a low frequency north Pacific ocean sea surface temperature pattern first described by Mantua et al. (1997) . ENSO and PDO are not independent and recently it has become apparent that PDO may be directly forced by ENSO forcing (Newman et al. 2016) . However, in terms of their respective effects on the climate system, specifically precipitation and temperature patterns, they each have unique and distinct effects (DeFlorio et al. 2013) , despite their broadly similar SST patterns (see Figs. S1, S3). While ENSO has a direct physical causal pathway for affecting the climate system, the causal physical mechanisms by which the PDO affects temperature and precipitation patterns is less clear (Pierce 2002) . However, more recently Meehl and Hu (2006) found that wind anomalies forced ocean Rossby waves, which sets the PDO decadal timescale, and are themselves linked to anomalous mid-latitude atmospheric circulations which in turn drive precipitation anomalies. Figure 2 shows the conditional distributions of temperature and precipitation as a continuous function of the PDO phase and strength. As with the ENSO distribution shown in Fig. 1 , non-stationarity introduced into the data by PDO forcing is evident. With respect to the precipitation marginal distribution the overall effect of PDO (Fig. 2a) is larger than that of ENSO in northern California; however, the shift in the mean is still statistically insignificant at the 0.05 confidence level (Fig. 2a) . In CD6 the contrast between the effects of PDO and ENSO are more stark. While ENSO results in a strong and statistically significant increase in mean precipitation resulting from an increased probability for experiencing extreme wet winters, the effects of PDO in CD6 shows a nonlinear, but ultimately zero correlation to changes in wintertime precipitation. This is not true for temperature. Both CD1 and CD6 show large, uniform, and statistically significant increases in wintertime temperature. For CD1 during the cool PDO phase, the probability of exceeding the 90th percentile of twentieth century temperature is near zero (P ≈ 0.01) while during the warm phase that probability is over 20 times greater (P ≈ 0.2). Correspondingly, the return period for experiencing very warm wintertime temperatures exceeding the 90th percentile decreases from a 1-in-100 year event during the cool phase to a 1-in-5 year event during the warm PDO phase. It should be noted however, that the PDO is not the only physical mechanism by which the return periods of temperature and precipitation are affected. The effect shown in Fig. 2 is the role PDO plays in affecting those statistics. The case is similar for CD6 though slightly less pronounced. The many implications for these changes in wintertime temperatures as a function of the PDO phase. During the positive phase of the PDO, elevated wintertime temperatures increase the snow line elevation, can produce more rain-on-snow events, decrease snow pack, and alter the peak runoff timing, all of which have a large impact on California's water supply (McCabe and Dettinger 2002) . Given the slow evolution of the PDO, the results here could provide a measure of predictability for inter-decadal precipitation and temperature forecasts for state water managers to better manage water supplies. However, interdecadal and seasonal variability may be the dominate control for extreme years as for both the very dry and warm winter of 2014 and the very wet winter of 2017, PDO was in near neutral conditions and consequently, likely did not play a major role in driving those extreme conditions. We note however, that the PDO may not be an independent mode of SST variability, but more a result of an integration of several modes of variability occurring across a range of temporal and spatial scales (Newman et al. 2016) . Newman et al. (2016) show the PDO to likely be a result of ocean memory i.e. re-emergence, tropical forcing from ENSO, and the Aleutian Low, which were shown using lagged correlations to lead the PDO. Given that ENSO conditions were in near neutral conditions during the 2014/2017 extreme years, perhaps the Aleutian low, taken as a primary driver of PDO variability, could have played a larger role in driving those extreme years. To consider this possibility, we used the North Pacific Index (NPI) (Trenberth and Hurrell 1994) , an often employed index to characterize the strength of the Aleutian low, as a conditioning variable for the temperature and precipitation distributions. The results indicate (figure not shown) that, as with ENSO, the Aleutian low was in near neutral conditions and as such, is not a likely driver for the extreme years of 2014/2017.
The AMO conditional distributions
The Atlantic Multidecadal Oscillation is a long-term warming and cooling of North Atlantic sea surface temperatures with a period of 60-70 years (Schlesinger and Ramankutty 1994; Kerr 2000) . The warm phase of the AMO has been previously connected to increased drought conditions over the central U.S., increased rainfall in Florida, and a lowfrequency modulation of ENSO (Enfield et al. 2001) . Of interest here is what effect the AMO has on the multivariate statistics of wintertime temperature and precipitation in California. Mestas-Nuñez and Enfield (1999) showed that the AMO was inextricably linked to a warming of the North Pacific through an atmospheric bridge involving the Arctic Oscillation. Thus one plausible physical mechanism for the AMO to affect west coast weather statistics would be the warming of north Pacific acting as an enhanced moisture source for west coast storms thereby affecting the precipitation distribution and in turn the multivariate statistics. Also of interest, the composite SST pattern which captures AMO values at or exceeding the 90th percentile also shows a strong ENSO signal in the eastern Pacific. This appears to be driven primarily by the years 1998 and 2016 when both ENSO and AMO exceeded their respective 90th percentile thresholds (Fig. S5) . Figure 3 shows the multivariate distributions of California CD1 and CD6 temperature and precipitation as a function of the AMO phase and strength. Northern California's relationship with AMO is positive in both temperature and precipitation and close to linear in both variables. However, in southern California while temperature increases monotonically with AMO phase, precipitation increases linearly from cool to neutral conditions but then the relationship reverses and decreases linearly from neutral to warm AMO conditions. The behavior of the multivariate relationships may indeed be real (Fig. 3c, h) ; however, it is difficult to assert conclusively as the mean changes between the cool and warm phases of the AMO are not statistically at the 0.05 confidence level (Fig. 3d, e, i, j) . California, taken as a whole (Fig. S6) , shows a multivariate relationship with AMO more similar in character to how CD1 behaves. While there is slightly more non-linearity in the relationship, both temperature and precipitation increase monotonically as AMO transitions from its cool phase to its warm phase. However, again like both CD1 and CD6, the relationships between California temperature and precipitation are not significant at the 0.05 confidence level, suggesting that the AMO does not have an appreciable direct effect on California's temperature and precipitation statistics. However, as described in previous literature (e.g. Levine et al. 2017a; Kang et al. 2014 ), the AMO may exert an indirect effect on California temperature and precipitation via the lowfrequency modulation of ENSO variability and strength. In both the aforementioned studies, the AMO tended to suppress both ENSO variability and strength.
The DPI conditional distributions
The Dipole Index (DPI) described by , characterizes a state of the atmosphere whereby, when in the positive phase, a persistent, quasi-stationary pattern produces deep troughing in the eastern U.S. and strong ridging over the western U.S. and eastern Pacific, which reverses in the negative phase (Wang et al. 2017 , Fig. S7 ). During the winter of 2013-2014, the positive phase of this index reached an all-time high and resulted in record setting cold snaps in the Eastern U.S., while the U.S. west coast was simultaneously gripped by record setting drought conditions (Swain et al. 2014; Wolter et al. 2015) . As in the previous plots, Fig. 4 shows the multivariate relationships of CD1 and CD6 temperature and precipitation. Most evident here is how highly non-stationary the data are as a function of the DPI. Panels a and c show a strong precipitation response to the DPI, whereby the expected value of precipitation for CD1 decreases from 1342 mm during the negative phase of the DPI to 801 mm during the positive phase of the DPI representing a drop of ∼40%. The change in mean expected precipitation between the two phases of the DPI is achieved through a uniform shifting of all probabilities as shown in Fig. 4a . Collectively the DPI explains ∼50% of the wintertime precipitation variance for CD1 and statewide and ∼36% for CD6, far greater than any other large-scale index we considered. The high explanatory power of the DPI makes it an obvious candidate to explore as a predictor variable. However, we refrain from assessing the potential predictability of the DPI and reserve that analysis for a future manuscript. Interestingly, for CD1 wintertime temperature, the strong ridging does not produce a statistically significant increase in temperature as one might expect (Fig. 4e) . For the very wet winter of 2017 Fig. 6 shows CD1 received 1458 mm of precipitation, which is a ∼P90 event with respect to the 20th century distribution. However, when taking the 2017 DPI value of 360 into account, with respect to the conditional distribution at that DPI level, the winter of 2017 was only a ∼P75 event. In other words, the anomalous winter of 2017 was much more likely when considering the probability of occurrence with respect to the DPI conditional distributions. This suggests that there is a level of probabilistic predictability to the outcome of any given winter in California when monitoring/forecasting the state of the dipole circulation. Similarly, during the drought winter of 2014 CD1 received only 594 mm of precipitation, which is 56% of normal or equivalently a 8th percentile event. However, if one was to consider this event from the perspective of the corresponding conditional DPI distribution then the anomalous dry winter of 2014 is a 20th percentile event. So when considering the winter of 2014 with respect to a cPDF which takes into account the atmospheric circulation features present, what was an extreme event becomes more likely and thus more predictable. Taken together, Fig. 6 shows the how dramatically the probabilities change for experiencing either drought or deluge depending on the strength of the DPI.
Southern California, CD6, shows a similar strong and statistically significant ( p ≤ 0.1 ) precipitation response to changing of phases of the DPI. During the negative phase of the DPI, the mean expected wintertime precipitation is 475 mm, while during the positive phase its only 290 mm. For CD6 the winter of 2017 resulted in 551 mm of precipitation. Shown in Fig. 4g , i, the probability of experiencing a winter of this magnitude or larger during the positive phase of the DPI is 0.014. However, during the negative phase of the DPI that probability increases to 0.36, representing an increase by a factor of 26. Correspondingly, the return period for experiencing the winter of 2017 during the positive phase of the DPI is a 1-in-70 year event while during the negative phase its a 1-in-3 year event. Unlike CD1, CD6 experiences a statistically significant ( p ≤ 0.1 , significance test described in the "Methods" section) increase in temperature transitioning from the negative to the positive phase of the DPI.
Statewide, DPI causes California to experience statistically significant shifts in both mean wintertime temperature (Fig. S8) . While the twentieth century mean precipitation is 486 mm, during the positive phase of the DPI that decreases to 362 mm while during the negative phase it increases to 589 mm. The drought winter of 2014, statewide California received 262 mm of precipitation, which ranks as the sixth driest winter on record. With respect to the twentieth century distribution, this level of winter precipitation or lower only has a ∼ 0.06 probability of occurrence. However, when taking in to account the corresponding DPI level, the probability of experiencing a winter that dry increases by over a factor of 2 ( P ≈ 0.13 ). Similarly for the wet winter of 2017, statewide California received 744 mm of rain, making it the 7th wettest winter statewide. The probability of experiencing a winter this wet or wetter with respect to the twentieth century distribution is ∼ 0.07 . However, taking into account the corresponding DPI index, that probability also increases by over a factor of 2.
The GMTA conditional distributions
One of the most prominent changes to the global climate from the early twentieth century to present is that of anthropogenically forced temperature rise (Intergovernmental Panel on Climate Change 2014). From the late 1800's to present the earth has experienced nearly a 1
• C rise in average temperature (Team 2018), (Fig. S9) . Figure 5 shows the conditional multivariate distributions of wintertime temperature and precipitation as a function of the global mean temperature anomaly (GMTA) for CD1 and CD6. Cool colors represent periods with low GMTA occurring primarily in the late 19th century and early twentieth century. While warm colors represent periods with high GMTA occurring almost exclusively in the early twenty-first century. Not surprisingly, the relationship between global mean temperature and regional temperature in both climate divisions is positive and both exhibit statistically significant shifts. However, its notable that CD6 has experienced roughly twice the increase in wintertime regional temperatures as CD1 has for the same amount of global mean temperature rise as seen in Fig. 5e , j. This is also true of the JJA period (figure not shown) and therefore carries with it a significant increased risk for heat-related health issues in CD6 that is not present in CD1, which contains a large portion of California's population. This highlights a critical aspect of climate change: the risks and negative impacts from a changing climate are not distributed evenly, globally, as well as regions as geographically limited as California. We hypothesize that the differential warming rates in CD6 versus CD1, as a function of global mean temperature rise, is driven by the urban heat island effect, as CD1 is primarily densely forested temperate rain forest, while CD6 is primarily an urbanized semiarid Mediterranean environment. Exploring this hypothesis however is beyond the scope of this manuscript. Similarly, statewide, California has experienced a statistically significant increase in wintertime temperatures as a function of global mean temperature rise (Fig. S10 ). This increase in wintertime temperatures over the last century has significant consequences for California ranging from an earlier spring, shorter warmer winters, decreased snow pack to the disruption of ecological niches to sensitive native and endemic plants and animals (Stewart et al. 2005; Mote et al. 2005; Parmesan 2006 ). Another notable feature of Fig. 5e , j as well is an apparent reduction of wintertime temperature variance indicated by the contraction of the cPDFs transitioning from an early century cool climate to our present relatively warm climate. We tested whether the variance reduction was statistically significant and in this framework, it was not. However, that said, the effect may be real as several studies have documented and predict a decrease in wintertime midlatitude temperature variance with warming (Rhines et al. 2017; Holmes et al. 2016) .
The dominant mode of historical natural variability is within the precipitation dimension. However, the conditional climate change signal in all cases is approximately orthogonal to the axis of natural variability (Fig 5c, h ). Mahony and Cannon (2018) identified this behavior, departure intensification, in projections of future climate in CMIP5 models analyzing the climate change behavior of summertime temperature and precipitation. The univariate relationship between global mean temperature and precipitation is much more complicated than temperature and highly non-linear. Both CD1 and CD6 wintertime precipitation show a positive relationship with the GMTA early in the century. That is, early in the record both climate divisions trend toward warmer wetter winters. However, mid-century at a GMTA of ∼ 0.15
• C, the relationship reverses such that warmer winters become increasingly associated with drier winters. This is also true of California precipitation state wide. The combination of decreasing wintertime precipitation and warmer winter temperatures represents two trends which exacerbate each other whereby California receives less precipitation that falls as snow and snow that melts more quickly, ultimately having a large effect on California's summertime water supply (Knowles et al. 2006; Cayan et al. 2001) . Moreover, monotonically increasing wintertime temperatures increase summertime wildfire risks in a commensurate fashion . This, combined with negative precipitation anomalies greatly exacerbates wildfire risk. To this point, in January 2018 the Thomas fire became the largest fire in California history burning nearly 300,000 acres causing nearly two billion dollars in damages (Cal Fire 2018b; Ding 2018 ). In the October-December period of 2017 preceding the Thomas fire, CD6 experienced its second lowest precipitation anomaly and highest temperature anomaly for that period, the co-occurrence of which, was likely at the root of the intensity of that fire. As a side-note, at the time of this writing, the Ranch fire (Mendocino complex) has now become the largest fire in state history charing over 450,000 acres of land (Cal Fire 2018a).
Discussion
We have applied the novel kernel density estimation method of O'Brien et al. (2014) to characterize the multivariate behavior of wintertime temperature and precipitation in California as a function of selected large-scale modes of climate variability. This methodology allows us to investigate the impacts and contributions of various large-scale climate conditions to altering the probabilities of co-occurring extremes as continuous variables as opposed to simple "on/off switches". This is an important advancement in the understanding of how large-scale climate modes affect variability in temperature and precipitation and their joint behavior, as it is demonstrated that relationships observed are often non-linear and therefore cannot be well-described by linear correlation analysis typically employed in this area of climate research. Further, this methodology allows us to account for non-stationarity in the data regardless of what time scale that non-stationarity occurs on. For example, the PDO introduces non-stationarity into the data on the decadal timescale while ENSO introduces non-stationarity on the inter-annual timescale. Being able to account for this nonstationarity allows for a more robust and nuanced estimate of how the univariate and multivariate statistics vary as a function of each index.
Overall the relationships between ENSO and winter temperature and precipitation are non-linear, stronger in the southern California than in northern California, and statewide, only explain about 7% of the precipitation variance. Both CD1 and CD6 experience statistically significant increases in winter temperature during El Niño. However, the utility of this method demonstrates that, while the increases in mean temperature are roughly equal in CD1 and CD6, the full distributions themselves look very different. CD1 has a strong left (cool) skew that is not present in CD6 indicating that in CD1, some strong El Niño winters can be quite cold relative to the mean during that phase. The worst drought conditions in California occur when negative precipitation anomalies co-occur with positive temperature anomalies as happened in 2014. California winter temperature and precipitation, regionally and statewide, show an overall positive relationship with ENSO indicating that co-occurring extremes for drought conditions are not favored by this teleconnection. In general with ENSO, California winters are either wet and warm (El Niño) or cool and dry (La Niña). To verify that the MEI was accurately capturing ENSO's teleconnection with California, we repeated the analysis with the commonly used Niño3.4 index (Rayner 2003) . Not surprisingly, the relationships were nearly identical save for small variations in the shape of the multivariate distributions (figure not shown). Finally it is known that there are different flavors of ENSO, the most commonly known of which is the Modoki (Capotondi et al. 2015) . To consider how this variation of El Niño differs in its teleconnection to California winter temperature and precipitation relative to its standard counterpart described by the MEI, we used the monthly Modoki index from JAMSTEC and repeated the analysis (Ashok et al. 2007; JAMSTEC 2018) . Despite having a distinct spatial SST pattern, we find that overall, in CD1, CD6, and statewide, the Modoki teleconnection to temperature and precipitation exhibits very similar behavior to the standard El Niño.
Of the decadal-scale teleconnections, PDO has the greatest effect on California temperature and precipitation statistics. Although statewide, PDO is correlated with increased precipitation, which is primarily driven by regional correlations in northern California, no relationships statewide or regional are statistically significant at the 0.05 level. However, PDO may exert other effects on precipitation not reflected in Fig. 2 through its connection with ENSO. As shown by Newman et al. (2016) and by Fig. S11 , PDO and ENSO are not independent. When PDO is in its warm phase, ENSO tends to sit at a higher background state, enhancing El Niños and suppressing La Niñas. The converse is also true, when PDO is in its cool phase, El Niños are suppressed and La Niñas enhanced. In addition, ENSO-PDO interactions are further documented by Gershunov and Barnett (1998) who showed that ENSO teleconnections to North American Climate via heavy daily precipitation frequency are also sensitive to the PDO phase. Statewide, and in both CD1 and CD6, PDO does exert a statistically significant effect on temperature raising expected mean statewide, CD1, and CD6 temperature by approximately 0.7
• C, 1 • C, and 0.5 • C respectively during its positive warm phase. However, despite these increases in temperature, evidence seems to suggest that it is suppressed precipitation during the PDO cool phase that drives drought in the west (Meehl and Hu 2006; Cook et al. 2016) . Less important for California climate is the AMO, which showed no statistically significant relationships to either temperature or precipitation. However, again like PDO, AMO may effect precipitation in California by modulation of ENSO teleconnections as there is some evidence to suggest that AMO tends to suppress ENSO variability and strength (Levine et al. 2017b; Kang et al. 2014) .
Of all of the indices we studied, the DPI has the largest control over precipitation in California explaining ∼ 50% of the variance statewide and in CD1 and ∼ 36% in CD6. In addition, the DPI is the only index to show a positive correlation with temperature and a negative correlation with precipitation, thus making it the only large-scale index to increase the risk of experiencing co-occurring extremes in both suppressed precipitation and elevated temperatures, which together exacerbate drought conditions. Given that the DPI explains such a large fraction of the variance in California precipitation, it presents an opportunity to use the index and the associated conditional probability distributions shown in Fig. 6 , as a tool for water supply forecasting and reservoir management. For example, reservoirs in California operate based on rule curves, which specify storage targets that provide a flood management pool in the winter months to accommodate increased inflow while increasing storage during the summer months to provide additional water supply during the summer months when the risk of high impact storms is virtually non-existent. These rule curves are derived from historical observations and risk analysis (Brekke et al. 2009 ). Recently, the idea of forecast informed reservoir operations (FIRO) has gained increased attention as a potential alternative to rule curves to provide additional water storage without diminishing the flood control capability the reservoirs provide (Jasperse et al. 2017) . Leveraging the the cDPI distribution to provide longer range probability estimates of precipitation along with shorter range numerical weather prediction could further enhance reservoir operations for more efficient use of California's water supply.
Figures 4 and 6 demonstrate the strong control the dipole circulation pattern has on California temperature and precipitation through statistical characterization. However, the physical processes which underlie and drive such changes to the respective conditional probability distributions are not uncovered by such analyses. To that end, Fig. 7 demonstrates the connection between the large-scale dipole circulation pattern and integrated vapor transport (IVT), which is strongly correlated with precipitation (Neiman et al. 2009; Rutz et al. 2014) , and temperature anomalies at the seasonal timescale. Figure 7a shows the negative phase of the dipole pattern as indicated by the P10 DPI index relative to NDJFMA climatology. Panel a shows an enlarged and deepened Northeast Pacific trough with strengthened cyclonic flow that enhances and directs moisture transport to the Western U.S. via an Eastward extension of the storm track centered around 40
• N . Comparatively, panel c shows the positive phase of the dipole circulation (P90 years) the pattern is reversed, and the associated ridging and anticyclonic flow weakens the Pacific storm track and results in its termination over the Eastern Pacific before it reaches the U.S West coast resulting in reduced winter precipitation. The temperature signal for the negative and positive phases of the dipole circulation shown in panels b and d respectively are quite distinct. The negative/positive phase show confined narrow bands of circumglobal midlatitude cooling/warming. These features are suggestive signatures of jet acting as waveguides for the propagation of Rossby waves as described in Branstator et al. (2017) . Taken together, Fig. 7c, d show how the positive phase of the dipole circulation results in the simultaneous occurrence of both reduced rainfall and increased temperatures during the boreal winter, the combination of which, can result in greatly exacerbated drought risk. While Fig. 4e indicates that the warming experienced in CD1 is not statistically significant, Fig. 7d shows that during the positive (ridging) phase of the dipole circulation, the midlatitude warming signal is both robust and circumglobal. The lack of statistical significance in the warming signal for CD1 could result from a signal-to-noise issue. We also note that wintertime Northeast Pacific anticyclonic circulation has been shown to induce an anomalous cold northerly flow along the west coast of North America (Favre and Gershunov 2006) , which would serve to dampen the warming response typically associated with anticyclones during the boreal summer. The dipole index depicts the amplification and attenuation of the wintertime stationary waves, the dominate wither circulation feature over North America. As such it contains no intrinsic information about the generation of the circulation regime. The dipole pattern the DPI measures can arise from various mechanisms and was the focus of many different studies, particularly with respect to the North American winter of 2013/14. That winter was characterized by drought across the west and record snow and cold over much of the east (Palmer 2014) . It was at this time the DPI hit its highest level. The mechanisms of the dipole circulation are rooted in mid-latitude atmospheric internal dynamics however, it can be enhanced by tropical diabatic heating of the atmosphere and the resulting Rossby wave that forms. Teng and Branstator (2017) , who refer to the dipole pattern as a circumglobal Rossby wave of wavenumber 5, found that while tropical heating anomalies are not necessary for formation of the dipole pattern, they do double the chance of them forming. Seager et al. (2015) and Wang and Schubert (2014) came to similar conclusions finding that while SST anomalies can cause ridging over the west coast, the magnitude of the observed ridging in 2011-2014 is not explained by SST anomalies alone suggesting the role of internal atmospheric variability or other forcings constructively interfering in contributing to the extreme ridging. We find using the twentieth century reanalysis and NCEP/NCAR reanalysis that the wintertime DPI has been increasing by 0.6 m/year (p < 0.001) and 0.7 m/year (p < 0.1) respectively, while showed that the variance in DJF DPI has been increasing as well. Using different metrics, Singh et al. (2016) also observed an amplification of the dipole pattern. This suggests that this type of circulation pattern is become stronger with time and is switching polarities more intensely and frequently. Practically, inferring from the DPI cPDFs in Fig. 6 , this means an increasing frequency of dramatic shifts between very dry winters and very wet winters. This increase in precipitation volatility was found in an analysis of CMIP5 models to result from an increased frequency in the number of dry days per year in conjunction with an increase in rainfall intensity on days it does rain, thereby increasing the seasonal-scale precipitation variability (Polade et al. 2014 (Polade et al. , 2017 . More recently, in an analysis of the LENS RCP8.5 ensemble, Swain et al. (2018) found a twenty-first century increase in both wet and dry extremes which results in a 25-100% increase in dry-to-wet precipitation events with little change in the mean. Further, in that study it was shown that relative to the preindustrial control runs, the pressure anomalies driving both wet and dry years at the end of the twenty-first century were more extreme suggesting the DPI characterizing these anomalous features would be correspondingly more extreme as well. Similarly, Wang and Schubert (2014) found in an analysis of 12 AMIP model runs, the distribution of geopotential heights in the latter half of the century relative to the first increased suggesting an increase in blocking events. However, in this same study, the corresponding precipitation PDF remained unchanged suggesting the decrease in precipitation from storm occurrences due to blocking was offset by an increase in precipitable water following Clausius-Clapeyron. Despite model-based evidence suggesting an increase in the frequency and strength of geopotential height anomalies and blocking, robust observational evidence is lacking and/or mixed (Barnes 2013; Barnes et al. 2014; Francis and Vavrus 2015; Screen and Simmonds 2013) . However, the extent to which anthropogenic forcing plays a role in generating extreme geopotential height (GPH) anomalies is less clear. Swain et al. (2014) show that the occurrence of extreme geopotential heights exceeding the 99th percentile of preindustrial control runs increases by up to 670% in twentieth century CMIP5 simulations including both natural and anthropogenic forcing, no increases in extreme heights were found in simulations including only natural forcing. Similarly found an increase in sliding variance of the DPI present both in the 20CR reanalysis and CESM1-GHG simulations, however this signal was not present in the CESM1-NAT simulations suggesting a anthropogenic component to the increase in frequency of dipole pattern occurrences. Additionally, Williams et al. (2015) found that while precipitation is the primary driver of drought variability, anthropogenic warming accounted for 8-27% of the observed drought in 2012-2014 and 5-18% in 2014. While the physical mechanisms of how climate change may alter the strength and/or frequency of the dipole pattern, both in its cyclonic and anticyclonic configurations, several potential pathways exist. Arctic warming (Francis and Vavrus 2015; Cohen et al. 2014) , Pacific SST anomalies (Seager and Henderson 2016; Watson et al. 2016; Swain et al. 2017) , and sea-ice concentration and extent (Alexander et al. 2004; Sewall 2005) , are all projected to change due to human activities over the twenty-first century and have roles in influencing mid-latitude weather patterns and large-scale circulations.
The Dipole circulation pattern is highly related to the Tropical/Northern Hemisphere (TNH) pattern (Mo and Livezey 1986) . DJF correlations between the TNH and the DPI are extremely high with an r value of 0.87. The TNH is defined as the forth rotated EOF of 700 mb winter height anomalies and when correlated with rain gauge stations around the globe, finds its larges correlations with those stations in the maritime continent. This suggests that the TNH/ DPI is likely related to convection generated gravity/Rossby waves originating in the warm-pool region. This would be consistent with the findings of . Moreover, Mo and Livezey (1986) found that the TNH was associated with variability on timescales longer than a season, thus potentially partially explaining the extreme persistence of the ridge that formed over California during the winter of 2013/14.
Finally, we considered the effect the Arctic oscillation may have on the occurrence of joint extremes in California temperature and precipitation. Despite the attention the Arctic gets on modulating mid-latitude weather, when it comes to temperature and precipitation change in California, we obtained a null result (figure not shown). For CD1, CD6, and state wide averaged data, both temperature and precipitation showed little sensitivity to the phase of the Arctic oscillation.
Summary
We have implemented a novel, nonparametric conditional probability distribution method that allows evaluation of complex, multivariate, and nonlinear relationships that exist among temperature, precipitation, and various indicators of large-scale climate variability and change. We have shown that the multivariate statistics of temperature and precipitation are demonstrably non-stationary and therefore benefit from more sophisticated statistical techniques for accurate characterization. In addition, the multivariate variability and statistics of temperature and precipitation exhibit strong spatial variation across a region that is often treated as having homogeneous and stationary statistics (AghaKouchak et al. 2014) . We find that inter annual-to-multi decadal modes of atmosphere-ocean variability in the Pacific and Atlantic explain modest amounts of variability in co-occurring extremes in California, at best. Despite the historic focus on ENSO as the main driver of precipitation variability in California, we find that ENSO only explains about 7% of the variability statewide. However, the dipole index, a measure of the strength and polarization of the mean-state circulation present over North America, accounts for a much larger fraction of precipitation variance, nearly 40% statewide. This suggests that a better understanding of the drivers and predictability of large-scale atmospheric variability is key to interannual-to decadal prediction of co-occurring hydroclimate extremes in the western U.S.
