Supplemental Figures

SUPPLEMENTAL FIGURE 1 Flow diagram of the FATFUNC diet intervention study (CONSORT 2010 format).
Initially, 56 candidates were approved for inclusion, of whom 46 were randomized to either a low-fat high-carbohydrate (LFHC) or a very-high-fat low-carbohydrate (VHFLC) diet. In the end, 18 participants on the LFHC and 20 on the VHFLC diet were analyzed.
Assessed for inclusion n = 56
Excluded n = 10 ♦ Not meeting inclusion criteria n = 6 ♦ Declined to participate n = 4
Analyzed n = 18 (excluded from analysis n = 0) Lost to follow-up shortly after baseline Allocated to a Low-Fat-diet n = 22
Completed baseline n = 21 ♦ Lost pre-baseline due to busy job n = 1
Allocated to a High-Fat-diet n = 24
Completed baseline n = 23 ♦ Lost pre-baseline due to impaƟence n = 1
Analyzed n = 20 (excluded from analysis due to non-compliance n = 2)
Allocation
Analysis
Follow-up
Randomized n = 46
Comparison of low-fat high-carbohydrate (LFHC) and very-high-fat lowcarbohydrate (VHFLC) diets for reversing abdominal adiposity in men.
before initiating the diet n = 3
Injury (fracture) n = 1, busy job n = 1, personal reasons n = 1 ♦ Lost to follow-up shortly after baseline before initiating the diet n = 1 Busy job n = 1
♦
Supplemental Tables
Supplemental Tables from the Per Protocol (PP) Analysis   SUPPLEMENTAL TABLE 1 Average E% contribution by macronutrients to total energy intake at baseline and during the intervention for the LFHC (n = 16) 1 and VHFLC (n = 20) groups (PP) 1 Two participants in the LFHC group did not record their food intake. 2 Macronutrient profile in the planned diets. no = no specific recommendation. 3 Asterisk designates a significant different intake between groups during the intervention. 4 Absolute score change from baseline to intervention, and 95% CI from a LMEM with time as factor. 5 Group difference in absolute score change from baseline to intervention, and 95% CI from a LMEM. A minus sign indicates a greater reduction (or less increase) in the VHFLC group compared to the LFHC group. A plus sign shows a less reduction (or greater increase) in the VHFLC group. Asterisk designates a significant group difference.
6 Relative (%) change from baseline to intervention calculated from the natural log ratio. Log ratio = Ln (follow-up value/baseline value). % = (Exp mean log ratio -1) x 100.
7 Extreme values for three participants in the LFHC group were excluded. These extreme values were due to a very high alcohol intake by a single event during the entire intervention period. Rec. = recommendations. +++ = highly recommended / should be used daily in quantities customized to the diet. ++ = recommended / could be used daily in quantities customized to the diet. + = could be used occasionally / in small amounts customized to the diet. -= should be totally or mostly avoided. Total number of meals recorded with this menu for all participants (in parenthesis: the total number of recorded meals); 3 Total number of participants who recorded this menu at least once during the intervention; 4 Total number of menus used to a meal in the diet group compared to the total number of menus available in the recipe booklet.
SUPPLEMENTAL
SUPPLEMENTAL TABLE 4
Changes in body weight and composition after 12 weeks on the LFHC (n = 18) and VHFLC (n = 20) diets, showing absolute (mean) and relative (%) score changes within and between groups, and effect size expressed as Cohen's d (PP) 1 Absolute score change from baseline to 12 weeks within groups, and 95% CI from a linear mixed-effects model (LMEM) with time as a fixed effects factor. 2 Group difference in absolute score change from baseline to 12 weeks, and 95% CI from the unadjusted LMEM. A minus sign indicates a greater reduction (or less increase)
in the VHFLC group compared to the LFHC group. A plus sign shows a less reduction (or greater increase) in the VHFLC group. No significant difference between groups was found for any of these variables. best-fitted variance and random structures, and diet, time and diet:time as fixed effects factors. 1 LMEMs with time as a fixed effects factor coded by appropriate contrasts showed that the anthropometric variables changed significantly (p < 0.001) between different time points (from baseline to 4 wk, from 4 to 8 wk, from 8 to 12 weeks) within groups and for the combined groups (pooled data), except for FFM and SMM (data not shown).
SUPPLEMENTAL
Group differences in absolute score changes between intermediate time points were not significant for any of these variables. 2 No significant difference between groups was found for any variable at 12 weeks (data not shown). 3 Absolute mean score change from baseline to 12 weeks for pooled data, and 95% CI from a LMEM. Asterisk designates a significant change. Because there was no significant difference between the changes in the diet groups for any of the variables, we tested the changes from baseline to 12 weeks for the combined groups.
4 P-value for change from baseline to 12 weeks between groups (time x group interaction) from a LMEM adjusted for age and baseline intakes of energy, carbohydrate, added sugar and cholesterol (see main text). The adjusted versus unadjusted results did not differ in nominal significance (data not shown), and was not significantly different from the PP analysis (Table 2) . Besides, when the ITT analysis was based on a multiple imputed dataset, the result did not change in nominal significance for any of these variables (data not shown).
* p-value < 0.05; ** p-value < 0.01, *** p-value ≤ 0.001.
ITT, intention-to-treat analysis; BMI, body mass index; BP, blood pressure; RER, respiratory exchange ratio; SD, standard deviation; 95% CI, 95% confidence interval.
SUPPLEMENTAL TABLE 7
Changes in ectopic fat deposition analyzed by computed tomography (CT) imaging on the LFHC (n = 21) and VHFLC (n = 23) diets (ITT) Volume ratio (%) = (visceral fat volume / total abdominal fat) x 100. Density ratio = liver HU / spleen HU. Density by Hounsfield units (HU) was calculated from the average of three measurements. Data are presented as raw unadjusted mean ± SD or mean score change [95% CI]. Confidence intervals and p-values are from 2-tailed analysis using linear mixed-effects models (LMEMs) with best-fitted variance and random structures, and diet, time and diet:time as fixed effects factors. 1 No significant difference between groups was found for any variable at 12 weeks (data not shown). 2 Absolute mean score change from baseline to 12 weeks for pooled data, and 95% CI from a LMEM. Asterisk designates a significant change. Because there was no significant difference between the changes in the diet groups for any of the variables, we tested the changes from baseline to 12 weeks for the combined groups. 3 P-value for change from baseline to 12 weeks between groups (time x group interaction) from a LMEM adjusted for age and baseline intakes of energy, carbohydrate, added sugar and cholesterol (see main text). The adjusted versus unadjusted results did not differ in nominal significance (data not shown), and was not significantly different from the PP analysis (Table 3) . When the ITT analysis was based on a multiple imputed dataset (data not shown), the nominal significance changed in the unadjusted LMEM for these variables: total abdominal fat (p = 0.034) and visceral fat (p = 0.049). * p-value < 0.05; ** p-value < 0.01, *** p-value ≤ 0.001.
ITT, intention-to-treat analysis; SD, standard deviation; 95% CI, 95% confidence interval.
Linear mixed-effects model (LMEM) analysis SUPPLEMENTAL TABLE 8 Protocol for LMEM analysis
Contrast matrixes used in LMEMs
To analyze changes between different time points (from baseline to 12 weeks, from baseline to 4 weeks, from 4 to 8 weeks, and from 8 to 12 weeks), we treated Time as a categorical variable coded by different contrast matrixes in the software R: 1) treatment coding with the mean at baseline for the control group (LFHC) or the other group (VHFLC) as intercept, 2) user-defined simple coding with the overall mean for both groups at baseline as intercept, and 3) a user-defined repeated contrasts matrix with the overall mean at baseline as intercept. The user-defined simple coding allowed us to find main effects from baseline to 4, 8 and 12 weeks for the groups combined (pooled data), while the user-defined repeated contrasts matrix was coded to show main effects from baseline to 4 weeks, from 4 to 8 weeks, and from 8 to 12 weeks for the groups combined.
Treatment coding (aka dummy coding)
This was used to find simple main effects from baseline to 4, 8 and 12 weeks within groups. The intercept was baseline of the LFHC group (base = 1) or VHFLC group (base = 2). Script in R for the Diet variable:
contDietTC <-contr.treatment (2) contrasts(dataframe$fDiet) = contDietTC Script in R for the Time variable (four-wave data):
contTimeTC <-contr.treatment(4 , base = n) contrasts(dataframe$fTime) = contTimeTC
User-defined simple coding (aka deviation coding)
This was used to find main effects from baseline to 4, 8 and 12 weeks for the groups combined (pooled data). The intercept was the overall mean at baseline for both groups. Script in R for the Diet variable:
# initial contrast matrix including the intercept (constant) term ## the intercept is the overall baseline mean for both groups cDietMatrix <-matrix(c (1/2 # define the variable by the contrast contrasts(dataframe$fTime) = contTimeUC We also defined and used a contrast matrix to find main effects from baseline to 4, 8 and 12 weeks within groups. Here, the intercept was baseline of the LFHC group (base = 1) or VHFLC group (base = 2).
Furthermore, we defined and used a contrast matrix to find main effects from baseline to12 weeks for variables with two-wave data.
User-defined repeated contrasts (aka backward difference coding or sliding differences) This was used to find main effects from baseline to 4 weeks, from 4 to 8 weeks, and from 8 to 12 weeks for the groups combined (pooled data). The intercept was the overall mean at baseline for both groups. Script in R for the Diet variable:
The same as outlined above for the user-defined simple coding. # define the variable by the contrast contrasts(dataframe$fTime) = contTimeUC We also defined and used a contrast matrix to find main effects from baseline to 4 weeks, from 4 to 8 weeks, and from 8 to 12 weeks within groups. Here, the intercept was baseline of the LFHC group (base = 1) or VHFLC group (base = 2).
Linear mixed-effects modeling, selection and validation
Linear mixed-effects modeling, selection and validation was performed according to a protocol based on the guidelines described in, e.g., Zuur et al. 2009 (1), Galecki et al. 2013 (2) , and West et al. 2015 (3) .
STEP 1 Fit a model with a fixed component containing all the explanatory variables and possible interactions
The beyond optimal (maximum) model. -Also called a model with a "loaded" mean structure. If this is impractical due to a large number of variables, use a selection of explanatory variables and interactions that are most likely to contribute to the optimal model. In RTCs it is often preferable to use a pre-defined fixed effects structure containing main and interaction terms selected on the background of prior knowledge. Explore this model with different variance structures.
STEP 2 Choose an appropriate variance structure
Using the beyond optimal model, find the best-fitted variance structure. Test different variance structures with different variance covariates / variables. -R: varFixed, varIdent, varPower, varExp, varConstPower, varComb etc.
-If the variance covariate is a nominal variable, choose the varIdent variance structure in R. Find which variance structure and variance covariates / variables is optimal based on significance testing and/or information criteria.
-Use REML estimation and the likelihood ratio (LR) test to compare nested models.
--Subtract -2 times the log-likelihood (-2LL) for the reference (alternative) model from that for the nested (null) model. -Use the information criteria AIC, AICC and/or BIC if the models are not nested, or to confirm the LR test for nested models. Decide which variance structure and variance covariates / variables to be used in the model.
STEP 3
Find the best-fitted random effects structure Using the beyond optimal model with the best-fitted variance structure, find the optimal structure of the random components. Explore four options for the random effects structure.
-No random terms -A random intercept model -A random intercept and slope model -A random slope model -Test the models with a sequential approach (type I test) in this order: 1) no random terms, 2) the random intercept model, 3) the random intercept and slope model, 4) the random slope model. Select which of these models is optimal based on significance testing and/or information criteria. -Compare the (nested) models in this order: 1) the random intercept model vs. no random component; 2) the random intercept and slope model vs. the random intercept model. -Test possible slope(s) for inclusion independently against the random-intercepts-only model. -If neither test fell below the model-selection α level, then the random-intercepts-only model is retained. -Otherwise, the slope with the strongest evidence for inclusion (lowest p-value) is included in the model, and then the next slope is tested for inclusion against this model. -Use the REML likelihood ratio (LR) test to compare these nested models.
--Subtract -2 times the log-likelihood (-2LL) for the reference (alternative) model from that for the nested (null) model. -The significance of the LR test can be determined by using the chi-square test and critical values for -2LL. -Use the information criteria AIC, AICC and BIC to confirm the LR test. --AICC is designed for small samples. --BIC is more conservative than AIC and should be used when samples sizes are large and the number of parameters is small. -Decide which random effects structure to use in the model. Select a covariance structure for the random component. -Test if the slopes and intercepts are correlated, and find the best-fitted covariance structure. -Test structures often used for growth models with repeated-measures data: 1) diagonal variance structure; 2) first-order autoregressive structure (AR1); 3) first-order autoregressive structure for a continuous time covariate (CAR1); 4) heterogeneous first-order autoregressive structure (AR1H). -Use the REML LR test to compare nested models.
-Use the information criteria AIC, AICC and BIC to confirm the LR test.
STEP 4
Reduce the model by removing non-significant fixed effects Once the optimal random structure has been found, it is time to find the optimal fixed structure. Test which of the fixed variables and interactions in the beyond model should be included in the final (optimal) model based on significance testing and/or information criteria. Compare two models with the same random effects structure.
-Compare the alternative model (including the fixed effect/interaction in question) with the null model (without the fixed effect/interaction). Compare nested models with the LR test based on ML estimation and a marginal approach (type III test).
-Compare the beyond model (alternative model) vs. a simpler model without a fixed effect/interaction (null model), both with the same best-fitted random effects structure.
-If we have a model with three terms/covariates (X 1 , X 2 , X 3 ), we perform first these tests with the same random component: --1) the effect of X 1 : full model vs. X 2 + X 3 (drop X 1 in the null model) --2) the effect of X 2 : full model vs. X 1 + X 3 (drop X 2 in the null model) --3) the effect of X 3 : full model vs. X 1 + X 2 (drop X 3 in the null model) -If a term shows a non-significant effect (p-value below the chosen α limit), we omit it from the model, redefine a new alternative model without this term, and redo the process to test the effects of the remaining terms.
-If two or more terms show a non-significant effect, we omit the term with the highest p-value, redefine a new alternative model without this term, and redo the process to test the effects of the remaining terms.
-If all terms show a significant effect (p-value above the chosen α limit), we keep them in the model. -Use the ML likelihood ratio (LR) test to compare these nested models.
--Subtract -2 times the log-likelihood (-2LL) for the reference (alternative) model from that for the nested (null) model. Decide which fixed effects/interactions to keep in the model. In RCTs the fixed effects structure may be pre-specified based on prior knowledge instead of model selection that rely on p-values and/or information criteria to determine the final model.
STEP 5
Refit and present the final model using REML estimation Choose the optimal (best-fitted) model. Rerun the analysis using REML estimation. Bootstrapping the confidence interval (95% BCa CI). Save the conditional predicted (fitted) values (PRED) and conditional residuals (RESID) for checking assumptions and validating the model. 
