Abstract-This paper presents a new extension to the variable duration hidden Markov model (HMM), capable of classifying musical pattens that have been extracted from raw audio data into a set of predefined classes. Each musical pattern is converted into a sequence of music intervals by means of a fundamental frequency tracking procedure. This sequence is subsequently presented as input to a set of variable-duration HMMs. Each one of these models has been trained to recognize patterns of a corresponding predefined class. Classification is determined based on the highest recognition probability. The new type of variable-duration hidden Markov modeling proposed in this paper results in enhanced performance because 1) it deals effectively with errors that commonly originate during the feature extraction stage, and 2) it accounts for variations due to the individual expressive performance of different instrument players. To demonstrate its effectiveness, the novel classification scheme has been employed in the context of Greek traditional music, to monophonic musical patterns of a popular instrument, the Greek traditional clarinet. Although the method is also appropriate for western-style music, Greek traditional music poses extra difficulties and makes music pattern recognition a harder task. The classification results demonstrate that the new approach outperforms previous work based on conventional HMMs.
I. INTRODUCTION

A
LGORITHMS for the effective comparison of musical patterns have gained an increased interest over the recent years in a number of content-based music retrieval applications [1] , [2] and audio mining systems [3] . Most research effort has focused on musical instrument digital interface (MIDI) signals, which, however, can be a severe limitation for a large number of real-world problems. In the context of MIDI signals, the problem has been mainly approached from a dynamic programming perspective, including variants of the edit distance (see, for example, [4] - [8] ). Standard hidden Markov models (HMMs) have also been employed for the same task in the context of query-by-humming systems [9] and music genre classification schemes [10] .
On the other hand, so far, only limited related work has evolved around raw audio signals. To this end, HMM architecManuscript received February 10, 2004 ; revised May 12, 2005 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Michael Davies.
A. Pikrakis tures have been used in a number of cases, such as automatic music accompaniment [12] , repeated pattern finding [13] , humming transcription [14] - [16] , query-by-rhythm [17] , melody spotting [18] , [19] , and timbral similarity [20] . Furthermore, a number of alternative methodologies, not related to HMMs, have also been developed, e.g., [21] - [24] . This paper provides a solution to the problem of matching an unknown monophonic musical pattern, that has been extracted from raw audio data, against a predefined set of pattern classes, with each class being represented by a discrete observation variable-duration HMM [25] - [28] . It is assumed that the patterns to be classified have been extracted from recordings of a single instrument performing in solo mode, by means of a segmentation process. The novelty of our approach is twofold: 1) variable duration HMMs are used, and 2) a new modified Viterbi algorithm [25] - [28] is proposed that efficiently incorporates the specific characteristics of the problem at hand. This approach provides increased recognition performance and at the same time results in a much simpler model, compared to previous work by the authors [29] , that was based on a complex architecture of standard HMMs. The proposed solution of the modified Viterbi algorithm takes special care for the classification of musical patterns that deviate from a predefined set of prototype patterns, due to errors arising in the feature extraction stage and also due to the performance variations of individual instrument players. These types of errors and performance variations are very common in practice, especially for signals originating in eastern type traditional music style. A training algorithm for the HMMs is introduced, in the light of the new modified Viterbi algorithm, and a methodology for the construction of the HMMs is also presented. The use of variable duration HMMs permits to circumvent a major weakness of conventional HMMs, i.e., the modeling of state duration, which is a serious drawback in a number of cases commonly encountered in music recognition.
It has to be noted that variants of the problem we are dealing with have been given various names in the literature, including "machine recognition of music patterns" [19] and "music similarity measurement" [20] , to name but a few. We chose to define it as a classification task, because each unknown musical pattern is matched against a predefined set of prototype patterns, instances of which form the respective pattern classes. Each class of patterns is in turn modeled by a variable duration HMM. In the case of Western classical music, the prototypes may originate from printed scores, whereas in the case of Greek traditional music, on which our study has mainly focused, although printed scores are not available, the prototype patterns have been shaped and categorized by instrument players and musicologists through everyday practice over the years.
Section II describes the feature extraction stage, which extracts a sequence of music intervals from the raw audio data by means of a fundamental frequency tracking algorithm, followed by a quantizer. Section III-A presents the prototypes of the pattern classes, and Section III-B reports the possible types of deviation of a pattern from the respective class prototype. The methodology for building up the HMMs, along with the modified Viterbi algorithm, are presented in Sections III-C and IV. The training algorithm for the HMMs is given in Section V. A case study involving the application of the proposed scheme in the context of Greek traditional music is presented in Section VI. Section VII presents our conclusion and future work priorities.
II. FEATURE EXTRACTION
The goal of the feature extraction stage is to convert the signal to be classified into a sequence of music intervals without discarding note durations. The use of music intervals ensures invariance to transposition of melodies, while note durations preserve information related to rhythm. This type of intervalic representation is an option between other standard music representation approaches, like the contour representation and the absolute pitch-duration approach [10] , [11] .
At first, a sequence of fundamental frequencies is extracted from the musical pattern. For the task of fundamental frequency tracking, any robust algorithm can be employed, e.g., [30] - [32] . In Section VI, the reported results are based on Tolonen's pitch analysis model [30] . Each fundamental frequency is, in turn, quantized to the closest quarter-tone frequency on a logarithmic frequency axis and, finally, the difference of the quantized sequence is calculated. The frequency resolution adopted at the quantization step can be considered as a parameter to our method, i.e., it is also possible to adopt half-tone resolution, depending on the nature of the signals to be classified. For microtonal music, as is the case of Greek traditional music (see Section VI), quarter-tone resolution is a more reasonable choice.
Without loss of generality, let be the sequence of extracted fundamentals, where is the number of frames that the signal is split into, by means of a moving window technique. Implementation details related to the moving window technique are reported in Section VI. During this step, a number of errors are likely to occur, even with robust fundamental frequency trackers. Such is the case with octave errors or with errors frequently detected when a transition between notes takes place. In this paper, such errors are dealt with by the enhanced Viterbi algorithm that is proposed, instead of applying heuristic rules for error elimination (see Section III-B).
In order to imitate certain aspects of the human auditory system, which is known to analyze an audio pattern on a logarithmic frequency axis, each is mapped to a positive number, say , equal to the distance (measured in quarter-tone units) of from (the lowest fundamental frequency of interest), i.e., where denotes the roundoff operation. As a result, sequence is mapped to the sequence where lies in the range 0 to some maximum value, say . It is now straightforward to compute , the sequence of music intervals (frequency jumps) and note durations, from sequence . This is achieved by calculating the difference of , i.e., By calculating differences, we can deal with the fact that patterns of the same class may have different starting frequencies (invariance to transposition). We assume that the 's fall in the range , where is the maximum allowable music interval. In the rest of this paper, we will refer to 's as "symbols" and to as the "symbol sequence." This is because the values of the 's can be considered to lie in the range , where is the maximum music interval, and this is equivalent to an alphabet of discrete symbols. This feature extraction scheme has also been used by the authors in [29] and [33] .
It is worth noticing that, most of the time, is equal to , since each note in a musical pattern is very likely to span more than one consecutive frames. As a result, for most of the frames ( 's). Therefore, in the general case, we can rewrite as (1) where stands for successive zeros (i.e., zero valued 's) and each is a nonzero . The structure of sequence , as shown in (1), reveals the fact that can actually be considered to consist of subsequences of zeros separated by nonzero values (the 's), with each denoting a music interval, i.e., the beginning of a new note. The physical meaning of a subsequence of zeros is that it represents a steady musical note. The length of this subsequence, measured in frames, is actually the note duration.
Assuming that no errors occurred during the fundamental frequency tracking stage, corresponds to the duration of the first note perceived by the human ear, is the music interval equal to the difference between the first two notes (the distance is measured in quarter-tone units), corresponds to the duration of the second note and so on, until is reached, corresponding to the last music interval, followed by , the duration of the th (i.e., the last) note that is perceived by the human ear.
III. DESIGN OF THE HMM TOPOLOGY
Having described the feature extraction stage, we now turn our attention to the design of the classifier. Toward this end, each pattern class is modeled by a variable duration HMM. The topology of the HMMs is developed so that 1) to represent the structure of an "ideal" pattern, which we will call prototype. This is a pattern carefully selected from the training class, or can reflect the original written score 2) to integrate into the topology ways so that to account for possible deviations from the "ideal" pattern. Although a conventional HMM could, in theory, take care for such deviations, we will see that, by modifying the cost function used in the Viterbi algorithm, so that to specifically account for such types of errors, the overall recognition performance can drastically improve.
The philosophy on which we shall construct the HMMs follows two directions.
1) The architecture of each HMM will be developed so that to account for and incorporate some of the possible deviations within its structure. 2) Some of these deviations can be effectively treated by an appropriate modification of the cost function. It must be emphasized that this technique is of a more general scope, and other types of deviations, e.g., [5] , could also be effectively integrated within the HMM architecture.
After carefully studying the problem, we have concluded (also in cooperation with musicologists) that the most common deviations, frequently met in practice, belong to either of six categories. Before discussing possile deviation types in more detail, let us first present the structure of the prototypes.
A. Prototypes of Musical Patterns
The above discussion suggests that for a predefined set of pattern classes, against which the unknown pattern is matched, (1) can serve as the basis to define a prototype ("ideal") pattern per class. In the case of Western classical music, each prototype could result from the direct interpretation of a printed score, which would lead to specific values for the 's. In the case of Greek traditional music, which is also the case for eastern type traditional music in general, although printed scores are not available, it is still possible to define the values of the 's for each prototype selected to represent each class. The classes have been shaped and categorized through everyday practice over the years by traditional instrument players.
In the sequel, assuming a total of prototypes (classes), we adopt the notation for each one of the known prototypes, where . As an example, one of the twelve prototypes that we studied in the context of Greek traditional music, namely , consists of five notes and, assuming a quarter-tone resolution is adopted, the resulting sequence for this prototype possesses the structure Section VI lists all twelve prototypes that are encountered in the music corpus of our study.
B. Deviations From the Prototypes
Given the prototype of a class, we will now turn our attention to the possible ways that an observed pattern from the class can deviate from the respective prototype.
1) In the simplest case, only note durations should vary. In other words, any instance of a class should differ from the respective prototype only in the number of zeros separating the 's. Such duration variations are very common in practice, due to performance variations of the instrument players, even when a printed score is followed. 2) A second type of deviation occurs when a transition between notes takes place. At a frame level, the transition is likely to span a number of consecutive frames. Although in the prototype, a note transition is represented by a single value, i.e., a single , in practice, the transition may also appear as a sequence of music intervals, the sum of which is equal to the respective , of the prototype. Figs. 1 and 2 present a pattern of the class whose prototype, , was given in Section III-A. The resulting symbol sequence is . It can be seen that symbol of the prototype is broken into two successive frequency jumps, i.e., and , whose sum is equal to (Fig. 2 ). In the general case, of a prototype can be broken into successive frequency jumps, that are reflected in a subsequence of symbols ( 's), in the respective feature sequence, i.e., (2) where . Note also, that (2) allows for two (or more) successive nonzero symbols, as is the case when one or more successive frames result in different pitch values. This type of deviation is an artifact of the moving window nature of most fundamental frequency tracking algorithms. It can be considered equivalent to a substitution of a music interval by a sequence of intervals of very small duration. It is worth noticing that, in certain cases, this type of substitution can also be due to improvizations of the instrument players, or even due to a performer's error. In the context of Greek traditional music, such improvizations are encountered quite frequently.
3) In some cases, a subsequence of zeros, say , that forms part of a note duration, , is replaced by or , where and cancel out. In the more general case, subsequence is replaced by or , where and cancel out, as it is the case with octave errors. Fig. 2 demonstrates two such cases: (a) a subsequence of zeros, , corresponding to the first note of the the prototype , is replaced by a sequence of the form and (b) a subsequence of zeros, , corresponding to the last note of , is replaced by a sequence of the form . In the general case, such errors are due to the fundamental frequency tracking algorithm and, although they do not correspond to frequency jumps perceived by the human ear, they cause problems in the recognition algorithm. 4) A special case of deviations occurs when a subpattern of a prototype is repeated in succession a number of times, due to improvizations of the instrument players. The number of repetitions is likely to vary, depending on the context in which the specific musical pattern is performed. This is a common phenomenon in the context of Greek and Eastern type traditional music, where improvization plays a central role. 5) Missing notes can also be observed for a number of instances in a class. This suggests that certain 's and associated zero-valued subsequences of the prototype are missing from the feature sequence of the signal to be classified. 6) As a last case, it is possible that, for certain patterns of a class, a number of music intervals are higher or lower than the respective intervals of the prototype. This phenomenon is encountered more frequently in microtonal music (quarter-tone resolution) and can be due to errors in the feature extraction stage or even due to the performance of the instrument players.
C. Architecture of the Variable Duration HMMs
Having given a broad categorization of the possible types of deviation from the prototypes occurring in practice, we now proceed to describe the architecture of the HMMs that model the pattern classes, and to see how the possible deviations can lead to the modified cost function.
1) A Simple Case:
We start with a simple case, namely the deviations of type (1) . In other words, let us first assume that only note durations are allowed to vary and that the time variation of each note can be modeled by a Gaussian probability density function, , where , for a total of notes. Despite its simplicity, this assumption leads immediately to the idea of using a variable-duration HMM ( [25] , [27] ) per pattern class, provided that the states of the HMM are carefully chosen so as to reflect the general structure of the sequences given by (1) .
As it has already been mentioned, the time duration of each note corresponds to a subsequence of zeros in the feature sequence. Therefore, taking the prototype of a class as a starting point, the respective HMM should possess one state per subsequence of zeros , . Additionally, for each , , a separate state is created. For notational purposes, the states corresponding to the zero valued subsequences are named Z-states, and the states corresponding to 's are the S-states, . The reason that different zero-states are used is that this allows a different state duration model to be adopted for each state, something that is dictated by the nature of our signals. As a result, for a pattern consisting of a sequence of notes, the respective HMM consists of states (see Fig. 3 ). It has to be pointed out that, according to this approach, each note of the prototype corresponds to a pair of states, namely a nonzero state followed by a zero-state, with the exception, of course, of the first note (Fig. 3) .
If only deviations of type (1) occurred in practice, it would suffice to assume that each Z-state only emits zeros and each S-state emits only the respective . In addition, is always the first state. Furthermore, the state duration for each Z-state will be modeled by a Gaussian probability density function (pdf), namely,
. Similarly, in order to account for deviations of type (2), a Gaussian pdf, , is also adopted for the S-states. The HMM of Fig. 3 possesses a strict architecture, i.e., it is a left-to-right model, where each Z-state is followed by an S-state , and each is definitely followed by . In addition, each Z-state emits only zeros with probability equal to one, and each S-state emits the respective symbol, , with probability equal to one. Furthermore, and are always the first and last states respectively. Obviously, for this strict HMM, the only parameters that need to be reestimated, following a training procedure, are the mean values and standard deviations of the Gaussian probability density functions that model the state durations (Section V). Translated in the HMM terminology, let be the resulting variable duration HMM, where is the vector of initial probabilities, is the state transition matrix and is the symbol probability matrix ( is the maximum allowed music interval). Regarding the matrix, the first element of the th row is equal to the mean value of the Gaussian function modeling the duration of the th state and the second element of the th row is the standard deviation of the respective Gaussian. For any HMM, like the one shown in Fig. 3 , the fact that is always the first state suggests that and , . In addition, is upper triangular, and each element of the first diagonal of is equal to one and all other elements of have zero values. Finally, for the Z-states, each column of has only one element with value equal to 1, (and all other elements are zero valued) and similarly, for each S-state, and all other elements are zero valued.
The HMM architecture described so far may serve as a starting point for dealing with the rest of the deviations described in Section III-B.
2) Missing Notes: In particular, the case of missing notes [deviations of type (5)] can be accounted for, if certain additional state transitions are permitted. Without loss of generality, we assume that no more than one successive note can be missing. Following the notation that we have so far adopted, if the th note is expected to be absent, from certain instances of a class, then a transition from to , denoted as , should also be made possible, as shown in Fig. 4 . This is because the th note corresponds to the pair of states , and, similarly, the th note starts at state , whereas the th note ends at state . For each transition , the respective element of , namely , has a positive value. Each element of the first diagonal of has now a positive value less than one, so that the sum of each row of is equal to one.
3) Repeated Subpatterns: In the same manner, accounting for successive repetitions of a subpattern of the prototype [see deviations of type (4)], leads to permitting backward state transitions to take place. For instance, if notes are expected to form a repeating pattern, then clearly, the backward transition must be added (see Fig. 5 ). This is because the th note ends at state , whereas the th note starts at state . Matrix is no longer upper triangular, and each element has a positive value.
4) Music Intervals That are Higher or Lower Than the Respective Intervals of the Prototype:
This situation can be dealt with if each S-state is allowed to emit music intervals that are higher or lower than the respective of the prototype. For quarter tone resolution, each S-state may also emit symbols and . This suggests that, for a column of the matrix which refers to a S-state, nonzero probabilities will also have to be assigned to elements and . These probabilities are expected to take smaller values compared to , which is now assigned a value less than one. The final values of , , and are determined by the training algorithm (see Section V).
To conclude, if all patterns of a class were "corrupted" only by deviations of type (1), (4), (5), and (6), then it would suffice to adopt the aforementioned architecture for the HMMs, according to which, deviations are dealt with by changing the and matrices. (2) and (3)-The Need for a Modified Viterbi Algorithm: In practice, , the number of extracted notes from an unknown musical pattern, is rarely equal to the number of notes of the respective prototype, mainly due to deviations of type (2) and (3). Such is the case of the pattern shown in Fig. 1 , which can be considered as an instance of the prototype Fig. 2 shows the fundamental frequency tracking results for this pattern, after quantization has taken place, having used Tolonen's pitch analysis model [30] . It can be seen that the extracted symbol sequence deviates from what is expected and has the structure If is given as input to an HMM, which was built following the procedure described so far, a zero recognition probability would occur, which is clearly undesirable.
5) Deviations of Type
On the other hand, careful observation of reveals that, , which is equal to 1 and , which is equal to , cancel out [deviation of type (3)), and so do and (one more deviation of type (3)]. In addition,
, which is the respective music interval of the prototype [deviation of type (2)]. These observations lead us to the idea that one can enhance the performance of the variable duration HMM, by inserting in the model a mechanism capable of deciding which symbol cancellations are desired. For example, regarding sequence , if and are canceled out, the subsequence can be replaced by a single subsequence of zeros, , whose length is the actual duration of the first musical note. This, in turn, suggests that if a modified version of , say, , was generated by taking into account the aforementioned symbol cancellation, would possess a structure closer to the class prototype . This idea, also, applies to symbols and (which also cancel out). Concerning symbols and which sum to , it is desirable to treat subsequence as one symbol equal to . If one applies these transformations to the original feature sequence , the new sequence becomes which is different from , only in the number of zeros separating the positive valued symbols.
In the sequel, we demonstrate that it is possible to enhance the standard variable duration HMM with a mechanism of an optimal decision making, by modifying the Viterbi algorithm ( [25] - [27] ), which determines, for a given feature sequence , and a trained HMM , the best-state sequence.
IV. RECOGNITION PHASE
In order to proceed further, certain definitions must first be given. Let be the best-state sequence, generated by the Viterbi algorithm for a given observation sequence and a discrete observation variable duration HMM . Let us also define the forward variable as in [25] , i.e., state ends at (3) that is, stands for the probability that the model finds itself in the th state after the first symbols have been emitted. It can be shown that [25] , [26] (4) (5) where is the time duration variable, is its maximum allowable value within any state, is the total number of states, is the state transition matrix, is the duration probability distribution at state , and is the symbol probability matrix. In other words, the probability of a path ending its state sequence at state depends on all possible ways to have reached state , including the possibility of remaining at state for successive time instances. We have already made the assumption that follows a Gaussian probability density function. The overall recognition probability is computed from where a symbol sequence of length has been assumed. Equations (4) and (5) suggest that there exist candidate arguments,
, for the maximization of each quantity . In order to retrieve the best state sequence, i.e., for backtracking purposes, the state that corresponds to the argument that maximizes (4) has to be stored in a two-dimensional array , as . Therefore
In addition, the number of symbols spent on state is stored in a two-dimensional matrix , as . Let us now focus on the deviations of type of type (2), i.e., deviations of the type or . As it was previously stated, and are not real music intervals, and if they were canceled out, the resulting subsequence would consist entirely of zeros. Therefore, for the Z-states (which have so far been assumed to only emit sequences of zeros), it is desirable to modify (4) and (5), so as to reflect the need to be able to check for subsequences that contain symbols that can be canceled out.
We notice that in (4), each candidate argument refers to symbols of the observation sequence, and this is why the product is calculated in (5) . If the value of is equal to zero, this indicates a possible symbol cancellation. Thus, if these successive symbols add to zero, one must take into consideration that the symbols could be the result of an error, and must be replaced by a zero that lasts for successive time instances. Of course, since one cannot be sure that this cancellation is the correct action, it is left to the optimal option process to decide, by providing the cancellation option as an extra argument in the optimization. This is quantified by considering additional arguments to augment (4), namely (6) This equation is only computed if . Therefore, for the Z-states (4) and (5) become
Thus, maximization is now computed over all and quantities. So, if indeed in the unknown sequence such errors occur, then error cancellation will provide a higher maximum. It is also worth noticing that if (7) is maximized by a argument, say , then the number of symbols spent at state is equal to , as is the case with the standard variable duration model. In addition, for state , state is the winning predecessor state. If, in the end, it turns out that for some states of the best-state sequence, a symbol cancellation took place, it is useful to store this information in a separate two-dimensional matrix by setting the respective element equal to "1" (a zero indicates that no symbol cancellation took place). Matrices and are still used for backtracking purposes.
We will now deal with deviations of type (3) . In this case, we must focus on the S-states. Therefore, if refers to an S-state, then a symbol summation is desirable, if the sum is equal to the actual symbol associated with the respective S-state of the prototype. In the same rationale as before, if this holds true, the whole subsequence of symbols is treated as one symbol equal to the respective sum and again, additional arguments must be computed for , according to the following equation: (10) Therefore, for the S-states (4) and (5) become (11) (12) if (13) Similar to the previous case, maximization is again computed over all and quantities. If (11) is maximized by a argument, say , then the number of symbols spent at state is equal to , as is the case with the standard variable duration model. In addition, state is the predecessor of state in the path. If a symbol summation took place, it is useful to store this information in the matrix, that was previously introduced, by setting the respective element equal to "1" (a zero indicates that no symbol summation took place). Matrices and are still used for backtracking purposes, as it is done in the standard variable duration HMM. The need to account for possible symbol summations reveals the fact that, although in the first place, the HMM was expected to spend one frame at each S-state, it turns out that a Gaussian probability density function must also be associated with each S-state. However, upon initializing the respective mean values and standard deviations for these Gaussians, , the maximum allowable state duration, should have a smaller value for the S-states, compared to the Z-states.
To conclude, the above enhancements to the Viterbi algorithm apply to the calculation of the best-state sequence and associated recognition probability given a feature sequence and a variable duration HMM . In Section V, we will focus on the training algorithm for the HMMs and study the training algorithm in the light of the aforementioned enhancements.
V. TRAINING THE HMMs
For the training phase, we assume that for each class, a set of symbol sequences are available, namely, , in order to train the respective HMM . The goal of the training stage is to adjust the model parameters to maximize the probability . This is achieved by means of an iterative procedure. During each iteration, each observation sequence is presented to the input of the respective variable duration HMM and for each , the best-state sequence is calculated by means of the modified Viterbi algorithm that was introduced in Section IV. Let denote the best-state sequence associated with symbol sequence . The reestimation equations for the Viterbi algorithm stem from the cumulative processing of all best-state sequences and are based on counting frequencies of events. A key concept lies in the fact that, when symbol summations have taken place for certain states in a best path, the number of symbols spent at these states is equal to the number of symbols that were summed. Similarly, for symbol cancellations, the number of symbols spent at the associated states in a best path includes the number of symbols that were canceled. These suggest that the reestimation formulas are similar to those of a conventional variable duration HMM ( [25] , [26] ). Therefore, the following hold.
• If is always the first state, no reestimation of matrix is necessary. However, for some pattern classes, more flexibility is required, as it is the case when the first note is likely to be missing for a number of instances of the class. To account for this phenomenon, the matrix is initialized with positive values for a number of Z-states (usually for the first two Z-states) and after each iteration step of the training stage, each is reestimated according to the equation • Concerning matrix , we must distinguish between two cases. a) In the simplest case, only zeros are emitted from a Z-state, and each S-state only emits the respective . Therefore, no reestimation of is necessary. b) However, in practice, for the patterns that we studied, we observed that, due to errors in the fundamental frequency tracking stage and due to performance errors or improvizations of the instrument players, certain music intervals can be one quarter tone higher or lower than the respective 's of the prototype. This can be accommodated if, upon initialization, each S-state is also allowed to emit, with a small probability, symbols that are one quarter tone higher/lower than the symbol associated with the respective S-state. As a result, each column of that corresponds to an S-state has more than one positive elements. Depending on the frequency of such cases, as an option, one can choose not to reestimate the matrix and rely on the probabilities set upon initializing the model. If, on the other hand, one chooses to reestimate the matrix as well, this can be done according to the following procedure.
If state is an S-state, then it has either emitted a single symbol or a symbol resulting from a summation of symbols (a summation is treated as one symbol equal to their sum). Therefore, the total number of symbols emitted by state is equal to the number of occurrences of state in all best-state sequences, say . Consequently, for the S-states, the reestimation formula for the matrix is , where is an S-state, upon initializing the matrix (i.e., before the training stage begins) and is the number of times was emitted from state as a single symbol or as a result of a symbol summation.
If is a Z-state, no reestimation of is necessary, because the Z-states are only allowed to emit zeros, even if symbol cancellations have taken place. The aforementioned training procedure has taken into account all deviations listed in Section III-B and is general enough to account for more types of deviations, depending on the application data. As an example, consider a case where the Z-states can be also allowed to emit subsequences of the form or (i.e., the Z-states are also allowed to emit 's or 's that do not cancel out). Concerning the elements of the matrix that refer to the Z-states, this leads to the following variant of the reestimation formula.
• If is the best-state sequence associated with symbol sequence , we can assume that consists of a total of states, i.e., . Clearly, a number of symbols have been emitted by each , say . If is a Z-state, it has either emitted zeros (even if symbol cancellations have taken place), or it has emitted zeros plus a (or ). Therefore, if is a Z-state, then denotes the total number of symbols spent at state and path . Consequently, is the total number of symbols spent at state for all best-state sequences.
• If is the total number of zeros emitted by state , taking into account all best-state sequences, then . In addition, for certain occurrences of the Z-state , a or might have been emitted, i.e., certain 's or 's have not taken part in a symbol cancellation event. If and are the number of such occurrences for and respectively, then and .
VI. APPLICATION OF THE METHOD IN THE CONTEXT OF GREEK TRADITIONAL MUSIC
The proposed classification scheme, although applicable also to Western type of music, was tested in the context of Greek traditional music, since this is a more difficult classification task. To this end, we assembled a music corpus consisting of twelve pattern classes. We focused on monophonic patterns of Greek traditional clarinet, an instrument that closely resembles the western-type clarinet.
A. Description of the Music Corpus
The choice of pattern classes was suggested by musicologists on the basis of 1) their common use in practice and 2) the time elasticity exhibited by patterns of the same class. Time elasticity refers to both note duration and pattern duration as a whole, while preserving musical function [34] . All twelve types of patterns have been shaped and categorized through everyday practice over the years. The musical system of Greek traditional music and the techniques of clarinet players give the resulting sound material a radically different structure when compared with that of the Western equal-tempered intervalic system (system of musical scales) [29] , [34] .
Four Greek clarinet players were recorded under laboratory conditions with an ambient noise of less than 5 dB. Each player was asked to perform the same pattern a large number of times according to his improvizational skills and the resulting sound stream was manually segmented and categorized. As a result, a music corpus was assembled, consisting of 1200 monophonic musical patterns involving all twelve pattern classes ( patterns per class). All pattern deviations listed in Section III-B can be observed in the resulting sound material. Table I presents the prototypes of the twelve classes, assuming quarter-tone resolution has been adopted. The table reveals the fact that, repeating subpatterns can be observed for certain prototypes, as is the case with classes VII, VIII, X, and XII. Although the number of repetitions of a subpattern is likely to vary among patterns of a class, Table I assumes for simplicity that, for each subpattern, the average number of such repetitions appears in the structure of the respective prototype.
B. Feature Extraction Details 1) Implementation Details of the Fundamental Frequency
Tracker: For the feature generation stage, we tested a number of robust fundamental frequency tracking algorithms, including Tolonen's multipitch analysis model [30] , Brown's narrowed autocorrelation method [31] , and Brown's pattern recognition algorithm based on the constant-Q transform [32] . After extensive experimentation, Tolonen's method [30] was chosen as the fundamental frequency tracker of our music corpus and certain parameter tuning was decided. Specifically:
1) The length of the moving window was set equal to 50 ms (each window was multiplied by a Hamming function) and a 5-ms step was adopted between successive windows. This small step ensures that rapid changes in musical patterns are captured effectively by the pitch tracker, to the expense of increasing the length of the feature sequence. Rapid changes are observed especially in the case of pattern classes VII, VIII, XI, and XII. 2) The preprocessing stage involving a prewhitening filter was omitted. For the two channel filter bank, we used butterworth bandpass filters with frequency ranges 70-1000 Hz and 1000 Hz-10 KHz. Finally, the parameter which controls frequency domain compression was set equal to 0.7.
2) Quantization:
For the quantization step, quarter-tone resolution was adopted and an alphabet of 121 discrete symbols was used, implying music intervals in the range of quarter-tones, i.e.,
. Our choice for quarter-tone resolution stems from the microtonal nature of the music corpus and allows for capturing quarter-tone improvizations by the instrument players. In addition, this permits the treatment of pattern classes with intervals that are odd multiples of the quarter-tone, although in the present case all music intervals of the prototypes are even multiples of the quarter-tone (suggesting that half-tone resolution could have been adopted instead).
3) Training and Classification Results: The training set for each musical pattern consisted of 60 observation sequences, which exhibited the deviations from the prototype presented in Section III-B. A total of 480 patterns were used as the test set, uniformly distributed among pattern classes.
At an average, for each variable duration HMM, the reestimation algorithm converged after (approximately) 40 iterations. Ninety-five percent of the patterns in the test set were successfully classified. Wrong classification was detected for of the patterns, whereas of the patterns generated zero recognition probability for all classes. The structural similarity of patterns belonging to classes III and IV (see also Table I ) was the main reason of classification errors. The confusion matrix of Table II summarizes the distribution of recognition failures among the classes considered (only the classes for which confusion was detected are shown). The number at cell is equal to the percentage of test patterns that have been wrongly classified as type patterns instead of (the correct) type patterns. Empty cells correspond to a zero error rate. Patterns that generate a zero recognition probability for all classes, originate from classes VII and VIII. Due to the rapid changing nature of these patterns, the fundamental frequency tracker failed to capture the respective structure, thus resulting to severely distorted feature sequences.
Compared with the results in [29] , the classification scheme of this paper achieves comparable recognition rates. However, the HMM architecture in [29] was based on standard HMMs, where each type of deviation was modeled by a branch of states, resulting in a very complex model with large transition matrix that is hard to train. In addition, class separability was considerably inferior for the models in [29] compared with the modeling of this paper. Class separability is a very important and relates to the performance of a classifier. To this end, class divergence between a pair of classes and [28] has been used as a separability measure, as defined in (14) , where stands for a feature sequence of the test set and , are the HMMs, modeling classes , and , respectively. Equation (14) suggests that overlapping classes yield low values, whereas highly separable classes generate high values. (14) If (14) is computed for all pairs of classes, a scatter matrix is generated (12 12 in our case). Consequently, the average class divergence, say is (15) The average class divergence associated with modeling of this paper is one order of magnitude higher than the respective values obtained for the model in [29] .
C. Implementation Details Related to the Enhanced Viterbi Algorithm
An observation that further improves class separability is the following: In the beginning and end of certain patterns, due to low energy, or even due to the manual segmentation process, the pitch tracker is likely to produce certain errors that appear as music intervals of short duration. The average duration of this phenomenon is 0.3 s. This is shown in Fig. 6 for a pattern of class II. Despite this phenomenon, patterns are still classified correctly, because we permit the first and last state of each HMM to emit, in addition to a zero with high probability, all other symbols with a very small probability. As a result, despite correct classification, for such patterns, the recognition probability is considerably lower compared with other patterns of the class that do not possess this endpoint characteristic. In order to minimize the effects of such phenomena, a new type of state was added, both in the beginning and in the end of each HMM, which we call the end-state. Each end-state is allowed to emit any symbol with equal probability and the maximum state duration for the end states is set equal to 0.4 s. Furthermore, and may now emit only zeros, like all the other Z-states. These imply the following.
1) The total number of states is augmented by two. 2) If the end states are named and , the successor to is and is now the rightmost state of the model. 3) is no longer the only allowable first state, therefore we choose and . 4) Both and may be the last state of the best state sequence, for a pattern of music intervals. If is the recognition probability, then , where is the forward variable and is the length of the feature sequence. In addition, if is the first state in the best path, i.e., if the aforementioned phenomenon is also observed in the beginning of a pattern, then it makes sense to divide with the contribution of to the recognition probability. Consequently, if symbols are spent at , is the actual recognition probability. As a result, the aforementioned (annoying) phenomenon is minimized from both ends of a pattern (if it exists) resulting to higher recognition probabilities and also to enhanced class separability. It has to be noted that, the end-states may be attached to an HMM after the training stage is completed. 
D. A Real Case Demonstrating the Enhanced Viterbi Algorithm
The following is an overall example that demonstrates the efficiency of the enhanced Viterbi algorithm by means of a real experiment, where a pattern of class II (Table I) is given as input to the respective variable-duration HMM. The sequence of quantized fundamental frequencies for this pattern is shown in Fig. 7 . The feature sequence corresponding to Fig. 7 is
It can be observed that the artifact in the beginning of the feature sequence manifests itself as the sequence of symbols . In addition, three deviations of type (2) can be observed, namely, , and , marking the beginning of the third, fourth, and fifth note respectively. Finally, the sequence of symbols is a deviation of type (3) in the duration of the last note. Fig. 8 presents the structure of the HMM for patterns of class II. It can be seen that this HMM does not permit missing notes and repeated subpatterns. As mentioned in Section VI-B3, the HMM was trained with 60 patterns of class II. At the end of the training stage, states , , and all converged to a mean state duration of 0.25 s and deviation of 0.12 s, due to the time elasticity of the patterns of this class. Similarly, for state , the mean state duration and deviation were 1 and 0.1 s, respectively. For all the S-states of the model, the mean state duration converged to the value of 25 m and the deviation from the mean state duration to 5 ms. Table III presents the best-state sequence generated by the enhanced Viterbi algorithm. The first column of this table is the state-id, the second column shows the sequences of symbols spent at each state, the third column presents the action that was taken by the enhanced Viterbi algorithm (simple emission, summation or cancellation), and the last column demonstrates the evolution of the logarithm of the classification probability. As it was stated in Section VI-C, the symbol sequence of the artifact does not contribute to the classification probability and, therefore, the logarithm of , corresponding to the sixteen symbols comprising the artifact, is subtracted in the last column. The best-state sequence and recognition probability that were generated by the novel Viterbi algorithm verify that all deviations, which would otherwise lead to poor classification performance, were successfully dealt with.
VII. CONCLUSION AND FUTURE WORK
This paper presented a novel modified Viterbi algorithm for the calculation of recognition probabilities, generated by variable-duration HMMs. The new algorithm proved to be capable of providing enhanced classification performance of musical patterns to predefined classes. Also, a new methodology for constructing such HMMs was presented. It allows for ways to build into the structure of the HMM possible deviations in the observation sequence, due either to errors or to music players' improvization. A case study involving patterns originating in the context of Greek traditional music was employed, although the method can be applicable to Western type of music as well.
For future work, the proposed Viterbi algorithm will be used as a building block for melody spotting in raw audio recordings, that may either contain a single instrument performing in solo mode, or an ensemble of instruments, where one of the instruments has a leading role.
