Abstract: The refractive index in the interior of single cells affects the evanescent field depth in quantitative studies using total internal reflection (TIR) fluorescence, but often that index is not well known. We here present method to measure and spatially map the absolute index of refraction in a microscopic sample, by imaging a collimated light beam reflected from the substrate/buffer/cell interference at variable angles of incidence. Above the TIR critical angle (which is a strong function of refractive index), the reflection is 100%, but in the immediate sub-critical angle zone, the reflection intensity is a very strong ascending function of incidence angle. By analyzing the angular position of that edge at each location in the field of view, the local refractive index can be estimated. In addition, by analyzing the steepness of the edge, the distance-to-substrate can be determined. We apply the technique to liquid calibration samples, silica beads, cultured Chinese hamster ovary cells, and primary culture chromaffin cells. The optical technique suffers from decremented lateral resolution, scattering, and interference artifacts. However, it still provides reasonable results for both refractive index (~1.38) and for distance-tosubstrate (~150 nm) for the cells, as well as a lateral resolution to about 1 µm.
INTRODUCTION
We here demonstrate a conceptually simple method for recording spatially-resolved maps of the absolute refractive index of living cells adhered to a coverslip surface. The approach also yields, as a separate result, the local distance between the bottom of the cell and the coverslip. The technique is nonperturbative, requires no labeling, uses only one illumination wavelength and requires only the standard cell buffer medium without replacement. The technique's optical setup can be completely compatible to that for objectivebased total internal reflection fluorescence (TIRF), such that the same field of view through the same objective on the same sample can be examined, and produces a lateral resolution down to about 1 µm.
Measurement of the spatially localized refractive index within the cell cytoplasm has several applications:
(a) In the TIRF technique, which is useful for examining intracellular processes near cell/substrate contact regions, the depth of the evanescent field d (the "penetration depth") depends on the cytoplasmic refractive index n 1 (Axelrod, 2013) . Some TIRF applications (such as observation of the axial motion of organelles) can provide correct quantitative results only with an accurate value for d. (Steyer et al., 1997; Holz & Axelrod, 2008) . (b) The visual systems in a variety of organisms depend on spatially varying n 1 (Axelrod et al., 1988) .
(c) The spatially resolved local index of refraction can be a measure of the local protein concentration. (d) Cellular pathophysiology, e.g., transformation to cancer (Backman et al., 2000; Popescu, 2011; Lee et al., 2013; Liu et al., 2016) , is sometimes accompanied by alterations in n 1 , which can thereby be used as an optical microscopy indicator. (e) Local refractive index can affect fluorescent lifetimes (Tregidgo et al., 2008) . This effect can be used to better interpret FLIM images and also provide a means to report local refractive indices (Tregidgo et al., 2007; Van Manen et al., 2008) .
Measurement of the distance h from the coverslip surface to the plasma membrane of the cell also has applications.
(a) In principle, the distance h can report the thickness of the collagen layer on coated coverslips. In practice, to obtain this information with the present technique, we would also need to know the refractive index of the collagen, which can vary with density. (b) The micromorphology of the bottom of the cell may be related to sites of exocytosis and endocytosis. The present technique requires the cell bottom to be within a wavelength or so from the substrate; this appears to be the case based on the visibility of the plasma membrane of secretory cells under TIRF illumination (Anantharam et al., 2012) . (c) The intensity of TIRF at any location results from a combination of local fluorophore concentration and position in the evanescent field; measurement of local h can resolve the ambiguity and thereby lead to a more accurate picture of the local concentration.
A sample's local refractive index is the key to several microscope imaging techniques. Some techniques that use transmitted illumination convert refractive index gradients to image plane intensity variations on samples that are inherently clear and colorless: e.g., phase contrast, differential interference contrast, and dark field. Other techniques qualitatively image different refractive index zones by detecting deflection of the transmitted beam direction, e.g. modulation contrast (Hoffman & Gross, 1975; Axelrod, 1981; Mitsui, 2005) . But these techniques have not been set up to report absolute refractive index.
Other techniques depend on interference between a sample-transiting beam and a reference beam of partially coherent light to produce a quantitative measure of local optical path length (a product of refractive index and sample thickness): e.g., quantitative phase microscopy (QPM) (Curl et al., 2005; Choi et al., 2007; Jenkins & Gaylord, 2015) . Differential interference contrast images can also be mathematically analyzed to produce quantitative measures of phase retardation due to optical path length (Kou et al., 2010) . It is possible to separate out the refractive index factor from the thickness factor, but it can be complicated. Some approaches to this separation necessitate the use of two colors (Rappaz et al., 2005 (Rappaz et al., , 2008 Jafarfard et al., 2014; Friedman & Shaked, 2015) , variation of the refractive index of the surrounding medium (Ross, 1954; Rappaz et al., 2005 Rappaz et al., , 2007 , simplifying geometrical assumptions (Martinez-Torres et al., 2015) , a combination of QPM with confocal microscopy (Curl et al., 2005) or single-point measurements (Friedman & Shaked, 2015) . Quantitative measurements of changes in cell volume can be derived from optical path length changes, as measured by phase contrast and dark-field images (Farinas et al., 1997) . Comparison of images in focus and slightly out-of-focus also provides some information about refractive index, either in QPM with a reference beam (Jenkins & Gaylord, 2015) or in bright field (Phillips et al., 2012; Neto et al., 2016) .
Reflection, rather than transmission, microscopy has also been used to measure refractive index in the cell zone nearest to the substrate, so cell thickness is not a factor there. But even with reflection, analysis is still complicated by the presence of an intermediate layer (media or collagen) of thickness h between the substrate and the cell. Interference reflection contrast (IRC) microscopy detects the interference between light reflected from the substrate/intermediate layer and light reflected from the intermediate layer/cell surface. Because of the typical 180°phase shift at the latter reflection, the intensity of the combined reflection decreases with decreasing h. Close apposition regions look the darkest and exactly how dark depends upon the amplitude of the intermediate layer/cell surface reflection, and that amplitude depends upon the local cell surface refractive index. Usually, IRC is used as a qualitative technique, but by using two different wavelengths or two different apertures, quantitative values for refractive index and intermediate layer thickness can be deduced (Bereiter-Hahn et al., 1979) . Other reflection (e.g., surface plasmon resonance imaging, Yanase et al., 2010) or back-scattering techniques (Cherkezyan et al., 2014) have also been used to measure refractive index or its fluctuation rates.
Here we present a relatively direct method for obtaining spatial maps of the local refractive index of cells: measuring the position of the reflected intensity versus incidence angle curve. This position reveals the critical angle for total internal reflection, which depends strongly upon cell refractive index n 1 . The shape of the reflected intensity versus incidence angle curve depends strongly on the intermediate layer thickness h. From the critical angle (affected most by n 1 ) and the shape (affected most by h) of the reflected intensity versus incidence angle curve at each pixel in the image, absolute values for n 1 and for h can be calculated and plotted as a spatial map. This technique requires neither double wavelengths nor refractive index alterations in the medium. The optical configuration can be very similar to standard objective-based TIRF (except without the emission barrier filter) and could easily be used on exactly the same sample in the course of a TIRF experiment. But like most of the above-discussed techniques, it requires several images to be taken (here at different incidence angles) as well as some post-image processing. The main drawback of the present technique is a loss of optimal resolution, because the full aperture of the objective is not used for light collection. Variable angle TIR has been used previously, typically for changing the depth of the evanescent field in fluorescence applications (Oheim et al., 1999; Loerke et al., 2000; Sun et al., 2011) .
We first review the theory, all of which is well-known in classical optics. This is followed by descriptions of the optical configuration; a simplified curve fitting procedure for reflected intensity at each pixel versus incidence angle; and the essential calibration procedure on known refractive index liquids. Then the technique is applied to "unknown" samples of cultured Chinese hamster ovary (CHO) cells and primary bovine adrenal chromaffin cells, and a verification on spherical silica beads. Figure 1 defines the variables. A collimated light incident beam of unit intensity travels from the glass substrate (refractive index n 3 ) at incidence angle θ 3 , where it encounters a water or collagen intermediate layer (refractive index n 2 ) of thickness h, and then encounters the cell (refractive index n 1 ). The intensity I of the reflection of the layered system back into n 3 (normalized to the incident intensity) is measured as a function of θ 3 . The following expressions are derived in Born & Wolf (1975) but here with notational alterations and with subscripts 1 and 3 reversed to conform to the conventions of Hellen & Axelrod (1987) 
THEORY
Variables r ij are the single-interface Fresnel reflection coefficients for light traveling from n i to n j . These depend on the polarization s-or p-of the incident light:
where, from Snell's law and trigonometry,
where k = 1, 2, or 3 and θ k is the angle of the ray relative to the normal in each medium. Variable β 2 contains all the dependence upon h:
For unpolarized or circularly polarized incident light, the intensity is just the average of the p-pol and s-pol I, as calculated above. The incidence angle θ 3 , as measured in n 3 , is always real, as is cosθ 3 and sinθ k . However, cosθ 1 and/or cosθ 2 can be imaginary above some critical angle for total internal reflection, for sufficiently large (n 3 /n 1 ) or (n 3 /n 2 ). Figure 2a shows the theoretical polarized I versus θ 3 for a range of n 1 values chosen to match particular water/ glycerol mixtures to be tested (as discussed below), always with h = 0. Each of this set of curves shows a steep rise up to the TIR critical angle at which I achieves a value of 1; the effect of increasing n 1 is mainly a shift toward higher θ 3 while maintaining the steep shape. Of course, with h = 0, then β 2 = 0 and I versus θ 3 is unchanged, regardless of the value of n 2 as expected. Figure 2b shows unpolarized I versus θ 3 for a particular single n 1 but with a range of intermediate layer h/λ values. The effect of h > 0 is to broaden I versus θ 3 so it starts rising at smaller θ 3 while still achieving TIR at the same critical angle. The clear distinction between the different effects of n 1 and h upon I versus θ 3 is the basis for distinguishing n 1 and h. Of course, if n 2~n1 , then the term "intermediate layer" has little meaning, and varying h/λ has little effect. Figure 3 shows the optical configuration for the experiments. The goal is to focus a laser beam at the objective's back focal plane (BFP) so the beam emerges in collimated form at a controllable angle. The polar angle of incidence θ 3 (measured relative to the optical axis) is varied by adjusting the radial position of the BFP focus with a pair of galvanometer ("galvo") mirrors (Thorlabs) driven by analog voltages generated by a National Instruments 6353 I/O interface card controlled by a custom LabView program. The optical configuration is based upon a custom objective-based ("through-the-lens") TIRF system (using an Olympus IX-70 inverted microscope with a NA 1.49 60 × objective), but with the standard fluorescence dichroic mirror/barrier filter cube removed and replaced with a fully reflective mirror (and no barrier filter) that only extends a small fraction (15-30%) across the aperture from one side. This ensures that the incident beam deflects up into the objective (and focuses at the BFP) but the reflected beam from the sample passes back down on the opposite side of the aperture unimpeded. This configuration prevents light scattered from the first deflection of the beam toward the sample from reaching the camera, but in our implementation, the incident beam approaches the sample from one azimuthal angle only.
METHODS

Optics
A diode laser beam (coherent, 561 nm) is used as the source here. A narrow band LED source could also be used; it would have the advantage that interference fringe effects would be somewhat reduced (but not entirely eliminated).
A sequence (or "stack") of images is recorded: each frame in the sequence corresponds to a small step increase in polar incidence angle θ 3 .
Samples
A sequence of reflected light images at incremented incidence angles is recorded on four types of samples: (a) liquids of known index of refraction to calibrate the θ 3 axis; (b) nonconfluent cultured CHO cells; (c) primary chromaffin cells adhered to glass; and (d) spherical silica beads of 20-µm diameter and index n 1 = 1.46 (Corpuscular, Inc., Cold Spring, NY, USA) to verify the technique for deducing the varying depth h of the intermediate layer of water between the substrate surface and the silica bead. Bovine chromaffin cells (without differential plating) were prepared as in Wick et al. (1993) . The CHO cells were obtained from the laboratory of Dr. John Traynor. None of these samples are labeled with chromophores or fluorophores.
The liquids of known refractive index were freshly prepared glycerol water mixtures using freshly opened glycerol bottles, in measured weight-to-weight proportions. To avoid refractive index instabilities due to the hygroscopicity of glycerol, the index of refraction of each mixture was confirmed with a standard refractometer shortly before each experiment. The measured values always agreed with the expected published values.
All of the samples (liquids, cells, and beads) were contained in commercial 1.5-thickness glass coverslip-bottomed 35-mm diameter culture dishes (FluoroDishes; World Precision Instruments, Inc., Sarasota, FL, USA). The entire field of view appeared in focus, so the coverslip was deemed Figure 3 . The optical configuration for the experiments. The "source" can be either a small LED or the position of a laser beam focus (produced by lens L0, shown in gray). Lens L1 collimates the source; selection of its position and focal length allows for setting the desired width of the collimated beam (and ultimately the area of illumination on the sample). The galvo mirrors are placed close to a plane complimentary to the sample plane. Lens L2 (focal length 150 mm here) refocuses the beam to the back focal plane of the high aperture (NA 1.49) objective at an off-axis radial position, adjustable by programming one of the galvo mirrors. In principle, the focus at the BFP ensures that the emerging beam is collimated; in practice it diverges with a half angle of about 1-2°due to aberrations in the objective periphery. A 100% reflecting mirror (in place of the standard dichroic mirror used for fluorescence) is positioned 15-30% across the aperture to direct the incident light up toward sample. Lens L3 recollimates the reflected beam and casts it upon a CCD array positioned at a plane complimentary to the sample plane. The distance scales are distorted for pictorial clarity.
to be horizontal to within a couple tenths of degrees of tilt at most.
Normalization of I Highest Value Reset
Experimental images have interference fringes and artifactual shadows as the incident beam approaches and exceeds TIR critical angle. This is especially true on samples with variegated refractive index (such as cells). The fringes and shadows cause somewhat noisy or undulating I versus θ 3 curves [either in large regions-of-interest (ROI) or in single pixels], which make it difficult to determine where 100% reflectivity occurs. In uniform samples (such as liquids used for calibration), the undulations are not severe. As θ 3 increases for such samples, the first-achieved local maximum in I is normalized to 1, and all values of I at higher θ 3 are reset to 1. In nonuniform samples, such as cells or beads, the undulations are more severe at high θ 3 . For such samples, the absolute maximum intensity in each I versus θ 3 curve is located but then the data were normalized to its value where it first crosses a fraction γ (set equal to 0.6 here) of that maximum intensity. All intensity values at higher θ 3 are reset equal to 1.
To show how the normalization is applied, Figure 4 shows typical I versus θ 3 curves from two different pixels on an actual CHO cell image stack, one on-cell and one off-cell. In theory (see Fig. 2b ), I versus θ 3 curves (for h < λ/2) are the steepest as θ 3 closely approaches the critical angle θ c for TIR and above which I versus θ 3 is flat at 1 (apart from a slight rounding due to a spread of angles in the incident beam). In practice, the experimental normalized I versus θ 3 curves can be noisy, displaying undulations due to scattering and coherent light interference effects. But even in highly scattering samples, a very steep section almost always appears in the experimental I versus θ 3 curves. The θ 3 location of the top of that steep section is assumed to correspond to the TIR critical angle. In our data, we find that setting γ at 0.6 successfully locates the approximate top of the steep section in almost all the pixels of an image stack, while truncating off the spurious undulations. To suppress small rapid fluctuations (probably due to shot noise and camera noise), the I versus θ 3 are presmoothed by a traveling average of "boxcar" width of five data points before further analysis.
Baseline Reset
Because there is considerable scattering of the incident light at all surfaces in the objective and the sample (and there is no barrier filter to exclude it), the reflected beam is the major, but not the only, part of the total light seen by the camera. Therefore, the correct "zero" baseline for just the reflected beam is difficult to determine from experimental data. However, we know the theoretically expected value for I value at every incidence angle for each calibration liquid n 1 , so we adjust the baseline on the experimental data to give the correct value at the lowest incidence angle. Light scattering by cells can be a function of the observation angle (McManus et al., 1993) , but the scattered light here is gathered by the objective (and thereby effectively averaged) over a wide range of angles. Therefore, we assume that the scattering background power is not nearly as strong a function of θ 3 as the reflected beam power.
Calibration of θ 3
The relationship between voltage V to the galvo mirror and angle θ 3 must be established to properly scale the abscissa of the I versus θ 3 curves. V is incremented by constant steps. But θ 3 is not measured directly, and the relationship between V and θ 3 may not be linear. The nonlinearity of V versus θ 3 is measured by coupling the incident beam out of the objective with a glass prism, measuring the position of resulting laser illumination on the wall, and back-calculating θ 3 using Snell's law. A full spread of about 2°of incidence angle is manifested by a vertical streak rather than a spot on the wall. This streak makes absolute measurement of θ 3 somewhat ambiguous, but the change of streak position with an increment in V can be measured more Figure 4 . Intensity normalization and deduction of n 1 and h, illustrated on actual I versus θ 3 curves taken from an on-cell pixel (black lines) and off-cell pixel (red lines) at a Chinese hamster ovary cell. All measurements are taken on the smoothed graphs (heavier lines) rather than the noisier raw data (lighter lines). The left I axis is normalized to the absolute maximum in the measured I versus θ 3 curve at each pixel independently, regardless of whether the pixel is on-cell or off-cell. Therefore, the intensity scale shown on the left I axis is different for different pixels, and "1" corresponds to different absolute intensities for different pixels. The effective "100%" reflection level is defined to be a fraction γ (here set at 0.6) of the normalized maximum in I, The γ-renormalized I scale is shown as the right-side axis. Angle θ c occurs at the smallest angle where the smoothed data crosses the renormalized intensity of 1.0. Angle θ 3 low occurs where the smoothed data crosses the renormalized intensity of 0.3 (close to the bottom of the steep rise for almost all pixels). Note that the on-cell steep slope section occurs at a higher angle than the offcell steep slope section, indicative of the higher on-cell refractive index. Also note that the steep slope section for the on-cell curve is considerably less steep than the corresponding slope of the offcell curve, indicative of the larger h at the on-cell location.
accurately. Given this data, the nonlinear relationship between galvo voltage and θ 3 can be established and fit to a fifth-order polynomial for convenience.
As can be seen from Figure 2a , the reflected intensity is extremely sensitive to the theoretical θ 3 . But the actual experimental θ 3 at any particular V is also very sensitive to the optical alignment, so a small error in estimation of θ 3 can lead to a large error in predicted intensity. To get around this inherent problem of consistent and reproducible calibration, we compare I versus θ 3 curves from an unknown sample (or single pixel data in an image stack) to those of liquids with known refractive indices, to find a single calibration scale for the angles θ 3 that then can be applied to any data on an unknown sample. These liquids consist of series of glycerolwater mixtures. Using the average intensity versus frame number within a large ROI on a known liquid, we adjust the position and scale of the experimental curve's abscissa (the θ 3 axis) so that the experimental average I versus θ 3 curves obtained for the lowest index (n 1 = 1.334, water) and highest index (n 1 = 1.412, 60% glycerol:water, w/w) match their corresponding theoretical curves (for h = 0). We can then test whether experimental I versus θ 3 curves for intermediate refractive index liquids fall in the correct position on this θ 3 axis, as calculated from theory, as discussed in the beginning of the Results section.
Analyzing I Versus θ 3 to Obtain n 1 and h
The intensity is determined either (a) over a large ROI for calibrations using glycerol-water liquid samples (where no intermediate layer exists, i.e., h = 0), or (b) pixel-by-pixel for samples where spatially varying refractive indices and intermediate layer thicknesses are expected.
The scheme for determining n 1 and h is depicted in Figure 4 , using, as an example, an actual CHO cell culture I versus θ 3 curve at a single on-cell pixel (black curve). Rather than doing a full-scale least-squares minimization curve fitting of the normalized I versus θ 3 at each pixel of a sample image (which can be very time-consuming on the computer), we can quickly estimate n 1 and h at each pixel by measuring the two angles θ 3 low and θ c for which I(θ 3 low ) = 0.3 and I(θ c ) = 1.0. Refractive index n 1 can be deduced directly from the relationship n 1 = n 3 sin θ c , where the substrate refractive index n 3 here is 1.5255. For h < λ/2, θ c should be insensitive to changes in h (as can be seen in Fig. 2b) .
On the other hand, the difference α = θ c − θ 3 low is always a monotonically increasing function of h in the range of h < λ/2. However, α does depend somewhat on n 1 . A complete set of theoretical curves can be generated and analyzed to show how the theoretical α depends upon n 1 and h. Given any experimental n 1 , as deduced from θ c , a theoretical curve of α versus h can be generated. From the experimentally measured α, the corresponding experimental h can be located unambiguously from the α versus h graph.
All of the computations on image stacks were done with a software program custom written in Interactive Data Language (IDL).
RESULTS
Glycerol: Water Mixtures, Large ROI Figure 5 shows I versus θ 3 curves from a large ROI on each glycerol:water calibration liquid (0, 10, 20, 30, 40, 50, and 60%) and a set of theoretically generated curves (including smoothing by a Gaussian kernel convolution to account for a 1°spread) for the (known) n 1 values of the experimental liquids. Although the match is not surprising for the lowest and highest n 1 indices (because the θ 3 calibration was deliberately adjusted to achieve that match), the intermediate n 1 curves also show good agreement between the actual n 1 and the theoretical prediction for that n 1 . This confirms that the calibration of galvo mirror voltage V with θ 3 is correct over the entire range of expected n 1 values. There are some small undulations (rather than flat at 1.0) in the experimental I versus θ 3 curves even where TIR has already been achieved because of scattering and interference artifacts, but these are not as severe here as in the spatially heterogeneous cell and bead samples considered later. In view of this relatively wellbehaved experimental data, I is normalized to its values at the first maximum for each calibration liquid sample.
Chromaffin Cells, Large ROI Figure 6 shows I versus θ 3 curves for each of many chromaffin cells. The intensities were gathered from large ROI, always entirely within the cells' footprints. Although there is cell-to-cell variability, they cluster around the theoretical curve (shown in red) with n 1 = 1.38 (ranging from 1.37 to 1.39) and h = 150 nm. Figure 5 . Experimental I versus θ 3 curves for glycerol:water calibration liquids of the indicated n 1 values (discrete data points), along with theoretically generated curves (solid lines) for that known n 1 and h = 0. The intensities were gathered from a large region of interest rather than a single pixel. The theta scale is adjusted so the experimental and theoretical curves agree at the lowest (0% glycerol) and the highest (60%) samples. For the intermediate index calibration liquids, the experimental curves agree well with the theoretical predictions. The spread of incidence angles in the actual experiment is simulated by a Gaussian convolution averaging along each theoretical curve with a full width of 1.0 degrees in incidence angle; this is why the total internal reflection critical angle does not produce a sharp corner in the curves as they achieve their maximum value of 1. CHO Cells and Chromaffin Cells, Spatial Maps of n 1 and h Figure 7 shows reflected light images, selected from an image sequence for (top) a nonconfluent CHO cell and (bottom) a chromaffin cell adhered to the substrate, preceded by a transmitted light view to show where the cells are located. At low θ 3 , the reflection is subcritical everywhere so the image is fairly dark. At somewhat higher θ 3 , the off-cell (water) regions have achieved full TIR (and appear bright) but the on-cell regions are still subcritical (and appear relatively dark). At the highest θ 3 , the entire field of view is supercritical and thereby appears bright everywhere.
Based on the full stacks of 250 small steps in θ 3 , the I versus θ 3 curves in each pixel can be analyzed for n 1 and h. Figure 8 shows spatial maps of n 1 (top) and h (bottom) for a CHO cell (left) and a chromaffin cell (middle), the same cells depicted in Figure 7 . There are clear variations in both n 1 and h over the area of the cells. The on-cell darkest gray regions correspond to the lowest n 1 and the smallest h in their respective spatial maps. In general, on these cells, which are not well spread on the surface, the closest apposition (smallest h) tends to be toward the center of the cell footprint. In off-cell regions, h results are unreliable and wildly fluctuating. This is to be expected, because in regions with a refractive index close to that of water, an intermediate layer of water has no meaning: any h will produce the same theoretical I versus θ 3 curve. For this reason, any regions with n 1 < 1.345 are "blanked out" and shown in blue, to distinguish them from meaningful areas of closest apposition where n 1 > 1.345, which are shown in dark gray.
To do statistics on the cellular n 1 and h, an "on-cell" region can be traced in our IDL image analysis software to encompass almost all of the cell footprint. For the CHO cell, <n 1 > is 1.369 (< > brackets denote the mean) with a standard deviation (SD) of 0.009 and range of 1.333-1.419. The <h> is 163 nm with SD of 68 nm, and range of 10-290 nm. For the chromaffin cell, <n 1 > is 1.372 with SD of 0.007 and range of 1.344-1.414. The <h> is 157 nm with SD of 67 nm, and range of 10-290 nm.
Artifacts are present. The "downbeam" side of the cells (the right side here, opposite to the laser beam incidence from the left) show extended flares, shadows, and streaks that fade with distance from the cell. Circular interference fringes are also evident. To provide a qualitative estimate of artifactual noise, Figure 8 also presents n 1 and h spatial maps for the homogeneous 30% glycerol:water liquid (right, nominal n 1 = 1.370), computed with exactly the same parameters as the cell spatial maps and the same display grayscale. Statistics on a region of this sample outlined Figure 6 . Experimental I versus θ 3 curves for 22 different chromaffin cells (black lines). The intensities were gathered from a large regions of interest, always entirely within the cells' footprints. Although there is cell-to-cell variability, they cluster around a theoretical curve (shown in red) with n 1 = 1.38 and h = 150 nm. Theoretical curves with n 1 = 1.37 or 1.39 and h = 150 nm (blue) are significantly different from the center of the experimental cluster. Theoretical curves with n 1 = 1.38 and either h = 100 or 200 nm also do not follow the experimental cluster. These theoretical curves assume a spread in incidence angle of 2.0°. similarly to the footprint of the chromaffin cell sample above gives <n 1 > of 1.368 with SD of 0.006. The 30% glycerol sample returns the expected <n 1 > .
Spherical Silica Beads
Silica beads (20-µm diameter, n = 1.46) were examined with variable-angle TIR for the purpose of verifying the sensitivity to predictable variations in h, despite the presence of scattering and interference even larger than would be expected on cells. Figure 9 (top row) shows a sequence of raw images at increasing incidence angle. Streaks of light and shadow can be seen outside on the downbeam side (the right side here) of the sphere, and this produces artifacts in both in the n 1 and h spatial maps. Figure 9 (bottom row) shows those spatial maps, at a much larger magnification than the corresponding cell images in Figure 8 .
Most notable is that a distinct region of close contact (small h) can be seen near the center of the contact region; it presents here as a central dark region in a grayscale that gets brighter with increasing h. We have no independent measurement of whether the bead is an exact sphere. The analysis procedure assigns an h = 110 nm at that closest approach, and h = 290 nm, an increase of 180 nm, in a rough ring of radius~1,500 nm around that spot.
Geometry suggests that such a rise should occur in a radius of 1,900 nm.
In regions where the bead is close to the substrate (near the center of the field), TIR at the substrate/water interface is "frustrated" by the high refractive index (1.46) of the bead. Normally, incident light in that region would simply continue as propagating light away from the substrate and not be seen again. However, with a closed spherical shape, the propagating light becomes partially trapped by total reflection inside the bead, partially reemerging again near the point of substrate contact and also partially concentrating and reemerging on the downbeam side of the sphere near its equator (Chew et al., 1979) . Therefore, incident light that "normally" would not be seen as a reflection back into the substrate until higher incidence angles will actually be seen at lower incidence angles. This effect will shift the deduced index n 1 to lower values than otherwise expected, an effect seen here.
DISCUSSION
Variable angle illumination in the range of incidence angles near the critical angle for TIR, along with reimaging the reflected beam, can produce information on both the refractive Figure 8 . Calculated spatial maps for n 1 and h, constructed from pixel-by-pixel analysis of each I versus θ 3 curve for the exact stacks from which the Figure 7 cell sequences are sampled. The linear grayscale range for n 1 is from 1.330 (black) to 1.390 (white). All values in the n 1 less than 1.330 are shown as black; these can be as low as 1.32 due to noisy I versus θ 3 curves. The corresponding spatial maps for h have a linear grayscale ranging from 10 nm (black) to 290 nm (white). The left and center column panels are for Chinese hamster ovary (CHO) and chromaffin cells, respectively. In the off-cell regions, where n 1 is generally between 1.33 and 1.35, theory predicts that h does not strongly affect the I versus θ 3 curves. The determination of h in those regions consequently is ill-defined or noisy at best. Those regions are depicted in a uniform blue. In a small minority of isolated spots at on-cell regions, calculation of h (by the α = θ c -θ 3 low method described in the text) produced a negative h due to noise and scattering in I versus θ 3 (i.e., resulting from an overly steep rise). Those pixels are assigned h = 0. The right column panels are for a 30% glycerol:water liquid mixture, with the same grayscales as for the cells. In general, the spatial maps for liquid are more uniform than those for cells as expected, but they still do exhibit noise from interference and scattering effects. Scale bar is 20 µm.
index and the separation distance of a cell sample at the substrate. The resolution is somewhat reduced because the full objective aperture is not used, and scattering produces artifacts. But the approach is very sensitive to the variables it measures, and it does not require multiple colors or changes of medium refractive index to produce useful results.
One main challenge in practice is proper calibration. This is because the results are extremely sensitive to incidence angle (which is why the technique works) but unfortunately the incidence angle is not as well known as might be desired. In addition, the incidence angle usually has a spread of a couple of degrees. This uncertainty is not a big problem in qualitative fluorescence-based TIRF; it only makes the evanescent wave depth somewhat less certain. (The largest uncertainty in TIRF evanescent field depth arises from lack of information about the refractive index of the sample, which the present technique measures directly.) But the intensity of the reflected beam intensity, as measured here, is extremely sensitive to incidence angle in the region just below the critical angle. Therefore, it is essential that, for every set of runs on an unknown cell sample, calibration runs are also performed on known refractive index samples with exactly the same optical alignment.
The theory used to fit the experimental data is itself an approximation, First, the theory is valid only for a system of three discrete planar layers with semi-infinite regions of indices n 1 and n 3 sandwiching a finite thickness n 2 . In a real cell sample, n 1 could be an (unknown) function of x, y, and z, and also n 2 could be different to what is assumed in the simple theory. Even a four-layer planar model would introduce two more free parameters (such as the thickness and index of the fourth layer) that, given the uncertainties due to scattering and interference, could not be reliably deduced. Second, the theory (presented explicitly here for p-pol and for s-pol) was applied in its unpolarized (average) form although the laser's illumination was p-pol. However, polarization exerts no influence at all on the TIR critical angle and only a very minor influence in the immediately subcritical range employed here, much smaller than the uncertainties introduced by scattering and interference.
The lateral resolution appears to be no better than about 1 µm, so small sub-wavelength structures such as mitochondria or secretory vesicles cannot be imaged by the present technique. However, the general theoretical question of how lateral structures of varying refractive index affect near critical angle reflection (and also how they scatter evanescent light) needs future attention. Sparsely-distributed subwavelength structures probably would have a very small effect on reflection, but they might cause scattered light to propagate into angles different from the path of reflected beam, and thereby become observable by an optical arrangement analogous to dark field.
Within the laterally featureless three-layer model, the thinnest intermediate layer that significantly affects the reflected I versus θ 3 curve depends on the set of three refractive indicies. Of practical interest is the situation where the intermediate layer is the plasma membrane, sandwiched between a glass substrate and the cell interior. Assuming a refractive index of n 2 = 1.48, as reported for a lipid monolayer (Kienle et al., 2014 ) and a thickness of h = 8 nm, a cell interior of n 1 = 1.38 and a glass substrate with n 3 = 1.52, the equations predict that the plasma membrane would have virtually no effect on I versus θ 3 . In other words, the presence of the plasma membrane should have no measurable effect on the imaging of n 1 as described here. From a physical viewpoint, one reason for the insensitivity of I versus θ 3 to the plasma membrane is its extreme sub-wavelength thinness; this would be true regardless of its refractive index. But another more important factor is at play: in the special case of n 2 > n 1 (as is the case for the plasma membrane versus cell cytoplasm), as θ 3 increases, TIR still occurs first (i.e., at lower θ 3 ) at the n 2 :n 1 interface. In this special case, an intermediate layer n 2 would have no impact on the TIR critical angle of the whole three-layer system and only a small effect on the subcritical I versus θ 3 , regardless of the thickness of n 2 . For the same reasons, introduction of a fourth layer consisting of a high index thin plasma membrane should make virtually no difference to reflected I versus θ 3 curve.
Even with the simple three-layer model, it is still possible to obtain a spatially resolved map of n 1 and h with entirely reasonable values. But a limitation on the accuracy is scattering and interference effects, which cause spurious fluctuations in I versus θ 3 , and also light returning toward the detector even at incidence angles where it should not be present. These effects are probably not severe on flat biological cells: according to Brunstein et al. (2014) , detectable scattering from cells is considerably less than scattering in the optical system itself. But probably on thicker, denser cells, and certainly on dense objects like silica beads, scattering and interference can seriously distort the results, in particular by shifting the evident n 1 to artifactually lower values. Top row: selected raw images of reflected light from a spherical silica bead residing on the substrate surface, as θ 3 increases. The bead has a nominal n 1 = 1.46. Lower panels: spatial maps of n 1 and h, constructed from pixel-by-pixel curve fitting of I versus θ 3 for the spherical silica bead. The gray scale for n 1 is from 1.33 to 1.40. The gray scale for h is from 10 to 290 nm, with regions where n 1 < 1.345 "blued out". These panels are more magnified than those of Figures 7 and 8. Scale bar is 3 µm.
The optical setup described here can be reproduced by a simple modification of a commercial TIRF system: the standard filter cube's dichroic mirror need only be replaced by a front surface aluminum film glass mirror extending across a small fraction of the aperture, and the colored filters removed. But further modifications to the system may help ameliorate the scattering and interference artifacts, and possibly make it suitable as a commercial option. Azimuthal scanning of the incident beam direction (Mattheyses et al., 2006) can reduce the apparent effect of flares and shadows on the down-beam side of a sample object, and possibly mathematically analyzed to improve resolution (von Olshausen & Rohrbach, 2013) . Use of an incoherent source (but with a small area emitter such as an LED) should greatly reduce interference fringing. By appropriate blocking at the BFP, it should be possible to observe separately only the scattering image, or only the reflected beam image, and thereby correct the latter with the former. Finally, illumination by a thin semi-circular arc at the BFP (where the radius can be made adjustable to obtain a variable θ 3 ) should improve the optical resolution. With these modifications leading to reductions in scattering and interference, it is possible that finer details in complex biological structures can be reliably resolved.
