Additive models are popular in high-dimensional regression problems because of flexibility in model building and optimality in additive function estimation. Moreover, they do not suffer from the so-called curse of dimensionality generally arising in nonparametric regression setting. Less known is the model bias incurring from the restriction to the additive class of models. We introduce a new class of estimators that reduces additive model bias and at the same time preserves some stability of the additive estimator. This estimator is shown to partially relieve the dimensionality problem as well. The new estimator is constructed by localizing the assumption of additivity and thus named local additive estimator. Implementation can be easily made with any standard software for additive regression. For detailed analysis we explicitly use the smooth backfitting estimator by Mammen, Linton and Nielsen (1999) .
Introduction
Application of additive models is numerous from econometrics, social sciences to environmental sciences (Deaton and Muellbauer 1980; Hastie and Tibshirani 1990 ).
Separability of each component is well suited for flexible and interpretable model building in modern high dimensional problems with many covariates. The main advantage of additive regression is that it allows us to deal with high-dimensional regression in one-dimensional precision.
Since the recognition of potential of additive models in 80s, several additive estimators have been developed in various contexts of smoothing. Earlier methods tend to be more algorithmic in nature because of nontrivial analyses required to understand the behaviour of estimators (see Opsomer and Ruppert 1997; Opsomer 2000) .
More recent methods include marginal integration by Linton and Nielsen (1995) and smooth backfitting by Mammen, Linton and Nielsen (1999) . The smooth backfitting estimator (SBE) is shown to be oracle optimal for the additive function estimation, that is, it achieves the same precision as in one-dimensional regression. The SBE is also applicable when additivity is only approximately valid by means of a projection idea (Mammen et al. 2001 ).
Less known is the model bias incurring from the restriction to the additive class of models. Additive models miss important (nonadditive) features by considering the nonadditive part nuisance or noise. This is also related to the fact that fitting additive models and diagnostics are less trivial in that it involves various issues concerning model selection and stability (Breiman 1993 ).
Models without additive restriction fall in the broad category of nonparametric regression models. Their properties have been well established in several earlier works, one of which points out that local linear estimator is minimax optimal in more than one-dimensional regression problem (Fan et al. 1997 ). However, as the dimension of the variables grows, the stability of the estimation becomes increasingly an issue, which brings about curse of dimensionality (see, e.g. Stone 1980 Stone , 1982 .
This situation leads to the question whether or how to combine advantages of those estimators, the stability of additive estimator and the optimality of local linear one. The approach proposed in Studer et al. (2005) uses penalty to the nonadditive part, which produces a family of regularised estimators. In this paper, we introduce another class of estimators by localizing the additivity assumption and this will be named local additive estimator.
Let (X, Y ) be random variables of dimensions d and 1, respectively and let (X i , Y i ), i = 1, · · · , n, be independent and identically distributed random variables from (X, Y ). Denote the design density of X by f (x). We assume that X has compact support [−1, 1] d . The regression function r(x) = E[Y |X = x] is assumed to be smooth. The additive model has the relation r(x) = r 0 + r 1 (
This is a global assumption on the shape of the regression function and thus quite restrictive.
Given x, consider a w-neighborhood of x. If ||w|| is small enough, by Taylor theorem, we would have r(x) ≈ r 0 + r 1 (x 1 ) + · · · + r d (x d ) .
Note that this is not an assumption on the model. The accuracy of the approximation clearly depends on the w-neighborhood. We will call this approximate additive relation local additivity.
The above argument naturally leads to an estimator that can be constructed from additive estimator using data in the neighborhood of interest. For a given point x 0 , construct an additive estimator using data in the w-neighborhood of x 0 . The new estimator is defined as the predictor of the additive estimator at x = x 0 . This will be termed local additive estimator, denoted byr ladd (x 0 ). A formal definition is given in Section 2.
By not directly imposing the additive restriction, we reduce model bias. On the other hand, the merit of additivity that allows us to deal with high-dimensional regression in one-dimensional precision is partially lost. The main advantages of the new estimator can be summarized as follows. 1) Additivity is approximately valid locally even when the true regression function is not additive. This helps keep bias small for general regression function.
2) The local additive approximation is more flexible than the local linear one. Thus, the local region for the additive estimator can be chosen larger than that for the local linear one, which improves variance of the estimator. 3) Standard software for additive estimators is directly applicable.
The paper is organized as follows. We formulate main results in Section 2, followed by asymptotic comparison to the local linear estimator,r ll , and the additive estimator, r add as an illustration. Smoothing parameter selection is also discussed. Numerical studies are found in Section 3 with an application to a real data example. An extended version of simulation studies and some proofs of Section 2.5 are found in Park and
2 Local additive estimation
Preliminaries
Let x 0 be a fixed interior output point. For w = (w 1 , · · · , w d ), we apply an additive estimatorr add using data in a w-neighborhood of x 0 . Our analysis is based on d- . Throughout the article, we will assume that (A.1) The regression function r and the design density f are twice continuously differentiable.
The special case of uniform design will be separately dealt with later in this section.
When additive estimator is viewed as a componentwise one-dimensional smoother, it has inherently a smoothing parameter associated with it. It may refer to smoothing window h as in kernel smoothers, smoothing parameter λ as in smoothing splines, or generally degrees of freedom df as in equivalent linear smoothers. We will stick to h for a smoothing parameter, as the local linear smoother is used later in our analysis.
Suppose that all w j 's are of same order. For simplicity of notation let w j = w.
Let w → 0 and h j /w → 0. Write
for the rescaled random variable on [−1, 1] d with densitỹ
The corresponding regression function is
and the transformed bandwidth ish
The local additive estimator at x 0 is defined asr ladd (x 0 ) = r add (0).
Denote 1st and 2nd partial derivatives of r by r j (x), r j,k (x) and the d × d matrix of 2nd derivatives by r .r ll (x 0 ) and the local additive estimator byr ladd (x 0 ). We write E, B, V, MSE, ISE, ASE, MISE and MASE for the conditional expectation, bias, variance, mean squared error, integrated squared error, average squared error, integrated mean squared error and average mean squared error, respectively. Define a matrix norm || · || for a symmetric matrix A = {a ij } as ||A|| = max i,j |a ij | and write
Let us first consider a bilinear function of components u j and u k as
whereŪ j andŪ k are jth and kth marginal averages of U in (2) . Note thatŪ j andŪ k are considered constants given U. We will see that studying this function is revealing when applying Taylor expansions in the proof of our main results. Let f w be a sequence of design densities that converges to uniform. This can be constructed, for example, as in (3) by defining f w (u) =
for a density f satisfying (A.1). Let 
Without higher order smoothness assumption, the results below are only valid for x 0 outside the borders ∂A j,k of A j,k . We claim however that these borders are small and can be ignored for most practical situations, as explained in the remarks following Proposition 1 in Section 2.5.
In addition to (A.1), the following assumptions are made.
(A.
2) The kernel K is bounded, has compact support, is symmetric around 0 and is Lipschitz continuous.
3) The density f of x is bounded away from zero and infinity on [
Main result
Theorem 1. Assume thatr add is linear in Y and oracle optimal. Let f w be a sequence of design densities that converges to uniform f 0 andr add,w be the corresponding additive estimator. Assume thatr add,w converges as f w converges and satisfies
where L is a constant. Then, for all x 0 ∈ j,k ∂A j,k defined in (6),
Proof. Here, we will present the main ideas for bias. Because the estimator is linear,
we have
Similarly, for the local additive estimator, we have
where U is given in (2) .
Thus,
Because of oracle optimality of the estimator, the bias of the additive part becomes
the latter equality following from (5). For the leading nonadditive term, first consider
Observe that
Given U i , the last three terms are linear and thus do not add additional bias. Therefore, we focus on
This is nothing but the additive estimator at 0 when the design density is f w and the true regression function is the bilinear function b jk . It may be written aŝ
Therefore, the second term is of order O(w 2 )O(w 2 + |b jk add,0 (0)|). The last remainder term may be written as
As r is continuous, the integrands are o(1) and the corresponding terms become negligible compared to the main term above, if r j,k (x 0 ) = 0. If r j,k (x) = 0 in a neighborhood of x 0 , the corresponding integrand vanishes. Hence, the result follows from (7) and (9) .
To demonstrate the idea of our result, we make a rough comparison to the existing results in the following two sections by differentiating a situation with additive regression function from that with general regression function.
Behavior for additive regression function
When the true regression function is additive, the additive estimatorr add has MSE of O(n −4/5 ) and the local linear estimatorr ll has MSE of O(n −4/(4+d) ). We can see this from
The local additive estimatorr ladd should beat the local linear estimator and come as close to the additive one as possible. With the same principle, the local additive estimator would have
Obviously, the additive estimator is optimal, the local linear estimator is worst, and the local additive estimator is in between.
Behavior for general regression function
Now consider the general case. Note that properties of additive estimators for general regression functions are not well studied. Nevertheless, when the true regression function is not additive, bias of the additive estimator is O(1). Variance does not depend on the regression function and thus remains the same. Thus we have
Applying the same principle to the local additive estimator would lead to
We will show (Theorem 2) that the limit for the bias ofr ladd (x 0 ) can be further improved to B 2 [r ladd (x 0 )] = O(w 8 ) using the SBE.
Local additive estimator based on the SBE
When the regression function is additive, it can be shown that there is no loss in bias with local additive estimator compared to additive estimator. For general case, the local additive estimator based on the SBE satisfies the requirements of Theorem 1.
Note that for the SBE, existence and convergence occur with probability tending to one (see Mammen et al. 1999 ), thus our statements imply the same without explicitly mentioning it.
The results are valid under quite general distributions, see assumption (A.4). For simplicity of notation we will assume that the residuals ε have constant variance σ 2 whenever appropriate. 
Corollary 1. For all x 0 ∈ j,k ∂A j,k defined in (6), the local additive estimatorr ladd based on the smooth backfitting estimator has
In brief, the projection property of the SBE together with (A.1) helps reducing the bias for the general regression function. In summary we have for general regression
Corollary 2. Assume that d ≤ 8. Optimal orders of w and h of the local additive estimatorr ladd based on the smooth backfitting estimator are given by
In comparison, the optimal local linear estimator achieves O(n −4/(4+d) ). The reduction of dimensionality is explained by the factord = d+1 2
, the equivalent dimension.
For example when d = 3 the local additive estimator behaves similar to a local linear estimator withd = 2, and when d = 5 it will be reduced tod = 3. Thus, local additive estimation provides some relaxation of dimensionality in nonparametric regression compared to the minimax local linear estimator.
It turns out that the existence of second derivatives is not sufficient to derive explicit coefficients for leading terms. Below we deal with the special situation of a uniform design with higher order smoothness assumption.
(A.1 ) The regression function r is four times continuously differentiable and f is uniform.
Proposition 1.
Suppose that (A.1 ) holds. Bias of the local additive estimatorr ladd based on the smooth backfitting estimator is given by
Contrary to Theorems 1 and 2, the Proposition is valid without any exclusion of boundaries ∂A j,k , which implies that the restriction there is related to irregular points of the regression function only. It should be mentioned however that irrespective of condition (A.1 ) the MSE is always of order O h
Lipschitz continuous. Thus, the local additive estimator works also at the remaining boundaries. Proposition 1 additionally shows that higher order smoothness assumption would not help further reduce bias. Moreover, it can be deduced from the proof (not shown) that the existence of r is not sufficient to derive leading terms.
The optimal smoothing parameters are determined in the following. Define
Proposition 2. Suppose that (A.1 ) holds. Assume that h j = h and let h = C h w 2 .
The smoothing parameter w that minimizes asymptotic MSE is given by
Proposition 3. Under the same assumptions as in Proposition 2, the optimal choice of C h is given by
provided that ab < 0.
Properties of the local additive estimator based on the SBE are studied in detail in Park and Seifert (2008) . Proofs of Propositions 1-3 are found there and results of Theorem 2 and Corollary 1 can be deduced directly from results formulated there.
Data-adaptive parameter selection
We consider smoothing parameter selection based on model selection criteria for general regression function estimation. 
Studer et al. (2005) defined the Taylor approximation of AIC− log(σ 2 ) by
It can be shown that AIC and AIC T are equivalent for the optimal parameters in Corollary 2. Using the fact that for additive regression functions 
A decomposition of AIC T leads to
Proposition 5.
The first term on the right hand side of the decomposition of AIC T is the mean squared bias, whereas the second term is the variance ofr ladd , both divided by σ 2 .
Thus, smoothing parameter selection based on AIC-type model selection criteria leads to asymptotically optimal bias variance compromise.
Proofs of Propositions 4 and 5 are given in Appendix. The main factor of consideration in our simulation studies is the regression function, covering a range of additive and nonadditive functions. To illustrate the behavior of the local additive estimator, we first consider the regression function
where α controls the amount of nonadditive structure in the function. The effect of nonadditivity α in the regression function on MISE can be seen in MISE behavior for other regression functions is summarized in Table 1 MISE-values are multipled by 1000. MISE-optimal smoothing parameters are also supplied, with MISE ratios. can also find simulations for d = 3. Because of dimensionality, the candidate regions of smoothing parameters are narrower than those for d = 2, but the behavior of the estimators is similar and thus the same conclusions apply.
d=10: For higher-dimensional case, we considered the regression function parameter; for local linear estimator, it is the bandwidth h and for local additive estimator, it is w, and the GCV-optimal value of h given w was chosen internally by gam. Performance of local linear estimator does not depend on the regression function, while local additive estimator adapts to additivity, exhibiting lower curves as the panel moves to the right. We can conclude that overall performance of local additive estimator exceeds that of others, adapting to nonadditivity.
In summary, we have observed that when the regression function is additive or close to additive the local additive estimator is compatible to the additive estimator, and when the regression function is nonadditive it mimics the local linear estimator whenever possible. We also have noticed that the lowest possible bandwidth that local additive estimator could exploit is limited by the number of observations required to obtain a stable estimator for every output point. A boundary correction sometimes helps to stabilize an estimator but it works differently for different estimators and thus we decided not to include it except for d = 10.
Real data example
We use the ozone dataset from the R package (Section 10. 
Proof of Proposition 4
We use the following fact for additive regression functions
which can be deduced from (6.11a) or (6.11) in Mammen and Park (2005 The rest follows from a series of lemmas below. 
Consequently, tr(H H)
Now, look at the general elements of H H. With a slight abuse of notation,
if for all k : (X i k ± w) ∩ (X j k ± w) = ∅ and for some k :
and (X i k ± w) ∩ (X j k ± h) = ∅ and (X i k ± h) ∩ (X j k ± w) = ∅ 0 otherwise . 
