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Optimalizing Control in the Presence of Noise Interferencel 
SEDAT SERDENGECTP 
Daniel and Florence Guggenheilll Jet Propulsion Center, California Ins~itute of Technology, Pasadena, Calif. 
The perforlllance of a nlOdified peak-holding oplilllaliz-
ing control systelll depends in part on the ability of the 
con~roller to detect the input signal frequency cOlllponent 
in the output of the controlled systelll. This paper de-
scribes several techniques that Illay be used for detecting 
this cOlllponent and analyzes one of thelll in great detail. 
The subject of the detailed analysis is the Illethod of filter-
ing through cross-correlation. A statistical analysis is also 
carried out in order to delllonstrate the efficiency of this 
Illethod. 
Introduction 
I N THE peak-holding type of optimalizing controller, which was introduced by C. S. Draper and Y. T. Li (1),3 the two 
basic functions of an optimalizing control system are com-
bined. One is the detection of the input setting that yieldR 
the maximum output. The second is the adjustment of the 
input to make it agree with the optimum setting, thereby 
actually maximizing the output. For example, the peak-hold-
ing optimalizing controller may include an output sensing in-
strument whose function is to follow the output when the out-
put is increasing but to hold the maximum value of the output 
when the output is decreasing. The input drive unit of the 
control system reverses its direction whenever a fixed critical 
difference exists between the reading of the output sensing in-
strument and the output itself. In this manner the input is 
forced to hunt about the optimum input setting. The result-
ant hunting frequency of the input is a function of the varia-
tions in the input-output relationship of the controlled sys-
tem. The input hunting frequency will only be constant when 
this relationship is constant, and in such a case the optimaliz-
ing control is unnecessary because the system can be easily 
calibrated once and for all. The dynamic analysis of the peak-
holding type of system for a constant input-output relation-
ship was considered by H. S. Tsien and the author in a pre-
vious paper (2). 
In the presence of noise interference, the above method of 
detecting the maximum of the input-output relationship is not 
useful. Because of superimposed noise on the "actual" out-
put, the output sensing instrument would never indicate the 
true optimum state of the controlled system. Furthermore, 
the input reversal instants would occur earlier or later, in a 
random manner, depending on whether the magnitude of the 
output with superimposed noise was greater or less than the 
magnitude of the "actual" output. It is clear that the noise 
interference effects would result in a random fluctuation in the 
input hunting frequency of the system. Thus the true opti-
mum state of the controlled system might never be reached, 
and the system would fail to accomplish the original purpose 
of the optimalizing control: to constrain the system near the 
optimum state. 
Since the purpose is to operate near the optimum state in 
spite of the "drift" of the system and of the noise interference, 
one may modify the peak-holding type of system by fixing 
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the input hunting frequency and by specifying the input drive 
speed. Thus the input drive unit of the modified controller 
functions completely independent of the input-output rela-
tionship of the controlled system and of the noise interference. 
We now have two distinct problems to solve. First, a proce-
dure must be devised for detecting whether the system is in 
the optimum state (correct mode of operation) or not. Sec-
ond, on the basis of the amount of incorrect mode of operation, 
the system must be driven to the optimum state by the proper 
input adjustments and kept there with a prescribed minimum 
error in the presence of noise. Since the input adjustment de-
pends on the outcome of the detection process it is obvious that 
the longer the latter takes, the slower the former will be. How-
ever, there is a limit to how slow the input adjustment can be 
and still permit the controller to keep up with the constantly 
shifting input-output relationship of the controlled system. 
In practice this means that the input hunting frequency in the 
case of the modified peak-holding controller will nearly always 
be higher than the nominal hunting frequency of a peak-
holding controller when both are to be used for the same ap-
plication. 
The detection of the mode of operation of the modified 
peak-holding type of controller may be based on the following 
facts. We observe from Fig. 1 (A) that the correct or optimal 
mode of operation of this controller is achieved when the out-
put hunts symmetrically about the point of maximum output. 
In this case the time variation of output is independent of 
whether the input is increasing or decreasing. Consequently, 
the output will fluctuate with twice the frequency of the input. 
The correct mode of operation may be characterized therefore 
by the fact that the output has no Fourier component of fre-
quency equal to that of the input: The other diagrams of Fig. 
(fbi <0 b<O) (Ibl<o b>O) 
10) 
(F) 
(lbl>o ; b<O) (Ibl >0 ; b>O) 
Fig. 1 Performance of an ideal peak-holdmg opti-
malizing control system for various amounts of 
incorrect input 
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1 show the output variation when the system is operating in 
various incorrect modes; it will be noted that the output con-
tains some component of the input frequency for each of these 
incorrect modes. However, the foregoing facts are based on 
the existence of a parabolic relationship between the input and 
the output in the neighborhood of the optimum output. Al-
though it may still be possible to apply the optimalizing princi-
ple when a small amount of asymmetry is contained in the 
input-output characteristic relationship, the hunting of the 
output will not be symmetrical about the optimum point. 
We shall begin our analysis by indicating a few procedures for 
detecting the presence of the fundamental frequency or input 
hunting frequency component in the output of the system. 
The author is grateful for his opportunity to prepare this 
work with the guidance of H. S. Tsien, whose continued in-
terest and very kind criticisms were essential for the success 
of this investigation. 
Detection Procedures 
The difference between correct and incorrect modes of 
operation, as indicated in the introduction, is the occurrence 
of the first harmonic component in the output signal in the 
former case and the occurrence of both the fundamental and 
the first harmonic components in the output signal in the 
latter case. To illustrate the detection procedures, then, one 
could assume the noise-free output signal in the incorrect 
mode of operation to be 
y = A + B sin Wit + C cos Wit + D sin 2Wit + E cos 2Wit 
where Wi is the circular input hunting frequency. In the fol-
lowing sections, it will be seen that the form of the output y 
given by this equation is exactly that of the output from a 
sinusoidal input optimalizing controller in the incorrect mode 
of operation. The coefficients D and E of the first harmonic 
component are only functions of the dynamic characteristics 
of the controlled system. The coefficients Band C of the 
fundamental component are proportional to the amount of in-
correct input b and are also functions of the dynamic charac-
teristics of the controlled system. The d-c component A is a 
function of both the incorrect input and the dynamic charac-
teristics of the controlled system. 
Since the detection process must be accomplished under con-
ditions of noise interference, the detection scheme must reduce 
the noise interference effects as much as possible. Such detec-
tion procedures fall in one or the other of two distinct types. 
(A) Direct Sampling and Averaging Technique 
From observations on Fig. 1, for an ideal optimalizing con-
trol with input parameters a and b, one can summarize the 
following facts: 
1 When b < a, and when b = 0 (correct operation), two 
minimum points of the "potential" output occur during each 
input hunting cycle, and are located at the input reversal in-
stants. In these cases, the maximum points of the "potential" 
output are located symmetrically with respect to the mini-
mum points. 
2 When b ;::: a, there is always one minimum and one 
maximum point of the "potential" output per input cycle, and 
these are located at the input reversal instants. 
When the input and output linear group characteristic time 
constants, 7i and 70, respectively, of the controlled system are 
small compared to the output hunting period T of the system 
in the correct mode of operation, the conclusions mentioned 
above remain unchanged, with the exception of the locations of 
the maximum and minimum points. However, one must give 
special care to the first case. For instance, when b < a, there 
occurs only one minimum and one maximum point per input 
cycle when the characteristic time constants 7i and 70 are of 
the same order of magnitude as T, or larger. Thus for small 
values of 7i and 70, one can conclude that the locations of the 
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minimum points of the output are independent of the amount 
of incorrect input b, and depend only on the dynamic charac-
teristics of the controlled system. On the other hand, the loca-
tions of the maximum points are dependent on the amount of 
incorrect input b when b < a, and are independent of the 
amount of incorrect input b when b ;::: a. Therefore the 
method in this case would be to locate a minimum point of the-
output signal and to investigate whether or not a maxi-
mum point of the output occurs after T /2 sec. When the max-
imum point of the output occurs T /2 sec after the occurrence of 
the minimum point, the control system is in the correct mode 
of operation. Otherwise the input level must be changed 
to produce the desired condition. 
To locate either a minimum or a maximum of the output 
signal under noise interference, consider two sets of N samples. 
One set is taken at the time instants 
t = 0, 2T, 4T, ... , 2(N - I)T 
and the other set is taken at the instants 
t = 7,7 + 2T, 7 + 4T, ... , 7 + 2(N - I)T 
where 7 :s; T /2. One can choose N such that when average 
values of these samples are considered, the noise interference 
effects are made sufficiently small. Denoting the average of 
the first set of samples by Y1 and that of the second by Y2, one 
can distinguish the following three cases: 
(a) When Y1 < Y2, the maximum point is behind and the 
minimum point is ahead of the sampling instants. 
(b) When Y1 > Y2, the maximum point is ahead and the 
minimum point is behind the sampling instants. 
( c) When Y1 = Y2, there occurs either a maximum or a 
minimum point of the output which is located approximately 
half way between two sampling instants. 
By displacing the sampling instants, one can always obtain 
case (c). The choice of 7 must be such that two sets of samples 
are distinguishable when samples are taken as in the cases (a) 
and (b), and such that when case (c) occurs the maximum or 
the minimum point is located very nearly half way between 
two sampling instants. 
(B) Explicit Detection of the Fundamental Component 
The following three methods may be considered as repre-
sentative examples of this class: 
1 Narrow Band-Pass Filters. Any convenient filter in this 
category can be utilized. The detection criterion in this case 
is to tune the filter circuit on the fundamental component fre-
quency and to minimize the measured amplitude of the funda-
mental component by varying the input level. 
2 Direct Integration Technique. Starting at any time 
origin t = 0, the output signal is integrated with respect to 
time for a complete cycle of the first harmonic component. 
The next integration 'is performed t;.T sec after the previous 
integration has been terminated, and so on. Thus the inte-
grations are performed starting at time instants 
t = 0, T + /::'T, 2(T + /::,T), ... , (N - 1)(T + /::'T) 
and complete data have been obtained when N t;.T = 2T. 
When the starting instants of the integration procedure are 
displaced, the resulting integrals have approximately the 
following form 
IN = C sin [wiN(/::,T) + <1>1 [N = 0, 1,2, ... , (2T//::,T) - 1] 
where C and <I> are constants. The noise interference effects 
are somewhat suppressed by the integration process and there 
is no contribution to the integrals from higher harmonics. 
When N equivalent integrators are used for this process, a 
complete set of data is available in 2T sec, since each integra-
tion process can start t;.T sec after the preceding one ends. 
The criterion in this case is that the amplitude C of IN 
should be a minimum which is reached by varying the input 
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level. In this condition the system is as close to the correct 
mode of operation as possible. 
3 Filtering by Correlation Method. This method uses the 
principle of correlating the output signal with a sinusoidal 
signal of fundamental frequency Wi. The details of this pro-
cedure will be given in the following sections. 
The preceding discussions indicate only a few procedures of 
many possible ways of detecting and eliminating the incorrect 
modes of operation of the modified optimalizing control sys-
tem. The primary objective in the following sections is to 
demonstrate a statistical analysis designed to assess the merit 
of the proposed method of filtering by correlation. The ulti-
mate choice of the design has to be based upon such an analy-
sis for each of the various possible methods and upon other en-
gineering factors. 
Mathelllatical Analysis of the Incorrect Mode of 
Operation 
To determine the dynamic effects of the controlled system on 
the performance of the modified optimalizing control system, 
neglecting noise interference effects, a modified optimalizing 
controller with an incorrect input will be analyzed. 
In a similar manner as in the previous paper by Tsien and 
the author (2), the "potential" input Xu *, specified as a saw-
tooth curve with period 2T, amplitude a, and an amount of in-
correct input b can be expanded into a Fourier series as 
Xu* = b + ~ L: - ~ e-2-- 'wot - e-2- 'wot .... [1] S 00 (1 )n 1 [ 2n + 1 . 2n + 1. J 
1r2 n~O (2n + 1)22i 
where Wo is the circular outp,ut hunting frequency in the cor-
rect mode of operation and is defined as 
Wo = 21r/T = 2Wi 
In operator form, the actual input Xu and the actual output 
Yu are obtained as 
X = b + - " - F· --tWo e 2 -Sa 00 (_I)n 1[ (2n+l. ) 2n+l iwot . 
u .".2 /-;:o(2n + 1)2 2i ' 2 
( 
2n + 1. ) _ 2n + 1 iwotJ 
Fi - --2- tWo e 2 .•.... [2] 
and 
Sabk 00 (_1)n [ (2n + 1 ) Yu = -kb2 + -- i L: Fo --- iwo X 
.".2 n~O(2n+1)2 2 
(
2n + 1 ) 2n + 1. t (2n + 1 ) Fi --2- iwo e 2 'wo - Fo - --2- iwo X 
( 
2n + 1 ) _2n+l iwot] 16 00 00 
Fi - -- iwo e 2 + --:; a2k L: L: X 
2 .". n~O m~O 
( - 1 t +rn [ (2n + 1 ) Fo{(n + In + l)iwo}Fi --- iwo X (2n + 1)2(2m + 1)2 2 
Fi(2m 2+ 1 iWO) e(n-+rn+l)iwot_Fo{(n - m)iwo} X 
F ( 2n + 1. ) F ( 2m + 1. ) (n-m)iwot i -2-- tWo i - --2- tWo e -
Fo{ -en - m)iwo}Fi ( - 2n: 1 iWO) Fi (2m 2+ 1 iWo) X 
e-(n-m)iwot + Fo{ -en + m + l)iwo}Fi ( _ 2n: 1 iWo) X 
Fi ( - 2m :~iwo)e-(m+n+l)iwot J. ....... [3] 
Comparison of Equations [2] and [3] indicates that the out-
put Yu has the same hunting period as the input Xu. The 
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hunting loss Du of this incorrectly operating control system is 
the time average of the output Yu; i.e. 
32a2k 00 1 (2n + 1 ) Du = kb 2 +-- L: Fi --iwo X 
:n-' n~O(2n + 1)4 2 
Fi ( - 2n: 1 iWo) .. ..... [4] 
It is clear from Equation [4] that the hunting loss Du depends 
on the magnitude of the incorrect input b. 
With the assumption that the transfer functions of the input 
and output linear groups can be represented closely by those 
for first order systems, i.e. 
Fi(iw) = 1/(1 + iWTi) .... ........... [5] 
and 
Fo(iw) = 1/(1 + iWTo) ..... ........... [6) 
and with the introduction of a dimensionless parameter l for 
incorrect operation defined as 
I = b/a ........... ............ [7) 
the actual output Yu and the hunting loss Du, given by Equa-
tions [3] and [4], respectively, become 
.[( t ) (TO Ti) Yu = N2T2k -(/'/4) - (-1)'1 T - j - T +  + 
(ToIT)2e - (~-j)/(TO/T) _ hlT)2e - (~_j)/(Ti/T)] 
(~-~)COSh(T/2To) (¥-~)COSh(T/2Ti) + 
TiTO + (:"')'J - ~ (To/T)' [2( T;/T)3 tanh (T /2T;) - IJ X 
T' T 2 (~ _ ¥) (¥ _ ¥) (2¥ _ ¥ ) 
t [ (T;/T)' J 
e-(r-i)/(TOIT)+ (j-j)+(~-!".'.) X 
sinh (T/2To) T T 
(T;/T)'e -G-j)/(T/T) + ~ (T;/T)3 X 
(¥ _ ¥) cosh (T/2 T i) 2 (2 ¥ _~) 
-2(!..-i)/(T-/T) 
e T • 
cosh' (T /2Ti) ........... [8] 
when 
where 
j = 0, 1,2, ... 
and 
Du = N'T2k[i(12 + !) - (TilT)' + 2h1T)3 X 
tanh (T /2Ti)] .. [9] 
where N = 2a/T is again the input drive speed. 
Figs. 2 and 3 show the dimensionless plots of the actual out-
put for several particular values of l, for the cases when (To/T) = 
0.15 and (TdT) = 0.10. The plots in these figures have 
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Fig. 2 Actual output for TdT = 0.10 and TolT 
parameter 
0.15 with 
lIT 
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-0,28 t--t+-Hf--t--+t----JI 
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-0040 ...... -"--1..--"--1..----1 
Fig. 3 Actual output for TilT = 0.10 
and TolT = 0.15 with I parameter 
essentially the same shape as those for the corresponding cases 
illustrated in Fig. 1. The differences are again the rounding 
of the sharp corners and the time lag due to dynamic effects. 
Detection and Elimination of the Incorrect 
Mode of Operation Without Noise Interference 
The parameter l, defined by Equation [7], is introduced in 
such a manner that it is not only possible to detect the incorrect 
mode of operation, but it is also possible to determine the mag-
nitude and the sign of the incorrect input b = (NT /2)l. 
Therefore the problem is to devise a scheme to determine the 
parameter l. As was explained in a previous section, one of 
the possible schemes is as follows: the actual output Yu is 
cross-correlated with a sinusoid which has an amplitude A, 
frequency Wi, and a time displacement T with respect to the 
actual output signal Yu. 
In general, the cross-correlation of a functionJ(t) with get) is 
defined as 
x(r) = lim ~fO j(t + T)g(t)dt ... ....... [10] 
0- ro 20 -0 
where get) is the complex conjugate of get). For periodic 
real functionsJ(t) and get), the cross-correlation function given 
by Equation [10] reduces to 
If 0 X(T) = 20 _/t + r)g(t)dt ............ [11] 
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where 20 is the smallest common period of the two functions 
J(t) and get). 
Choose 
j(t + T)= A sin Wi(t + T) 
and 
yet) = yu(t) 
then the cross-correlation function x( T) given by Equation 
[11] becomes 
A i2 x( T) = - cos WiT yu(t') sin 7rt'dt' + 
2 0 
A (2 2 sin WiT J 0 yu(t') cos 7rt'dt' . ......... [12] 
where the integration variable has been changed to t' = tiT. 
By substitution of Equation [8] into Equation [12] and by 
performing the integrations, x( T) is obtained as 
( ) 2AN2kl XT = X 
Wi 2[1 + (w;ro)2] [1 + (WiTi)2] 
{(Wi2TOTi - 1) cos WiT + Wi(TO + Ti) sin WiT} .. [13] 
Thus, with a specified set of characteristics of the controlled 
and control systems, the amplitude A of the sinusoid, and the 
value of the cross-correlation function x( T) for a given value of 
T, the parameter l can be computed by using Equation [13]. 
Fig. 4 shows dimensionless plots of the cross-correlation func-
tion for l = + 1 for various values of Ti/T and To/T. 
0·40t--t--f---f--~f--~~~-~-~-~-~ v-:< "VT./T'O'15. T,/T.O·IO 
0·301--+--~-7~-A~~~~~~-~-~-~ 
/ / \( 'vT./T'T,/T.O 
0·201--~-1+-f-f--~---1f-\----1r-T-l-~-~-~ 
-"V V \ \ 
r"\ 1\ 
l = + I \ \ L 
Fig.4 Dimensionless cross-correlation function x(r)/(AT2N2k) 
vs. TIT for various values of T;/T and TolT with I = +1 
It is clear from Equation [13] that there are certain values 
of time displacement r which make the cross-correlation func-
tions vanish regardless of the values of the parameter l. 
Since these values of T will not give any information about the 
incorrect mode of operation, they cannot be utilized. The for-
bidden values of T are found by setting Equation [13] equal to 
zero, thus 
(n = 0, 1,2, ... ) .. [14J 
When it is necessary to use a computer for the determination 
of the parameter l, one must choose T such that the absolute 
value of the cross-correlation function is the largest. By dif-
ferentiating x( T) with respect to T and setting it equal to zero, 
one obtains the desired values of T as 
(n = 0; 1,2, ... ) ... [15J 
When the only information available is the input hunting 
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frequency Wi, Equation [13] can be written as 
X( T) = a cos WiT + /3 sin WiT . .... . . [16] 
where a and i3 are defined as 
2AN2kl (Wi2TOTi - 1) 
a = ~ [1 + (WiTO)2] [1 + (WiTi)2] ..... [17] 
2AN2kl Wi( TO + Ti) 
/3 = ~ [1 + (Wi70)2] [1 + (Wi Ti)2] .. [18] 
From Equations [17] and [18] it is seen that the coefficient i3 
will always have the same sign as the parameter I, and the 
coefficient a will have the same sign as I when Wi 2707i > 1, but 
the opposite sign to I when Wi2707i < 1. When only two dis-
tinct values of the cross-correlation function X(7) are known 
for two given values of time displacement, except when 7\ -
72 = nT./wi, it is possible to determine coefficients a and i3 
from Equation [16]. Although there is not enough informa-
tion to determine the value of the parameter l with either 
Equation [17] or Equation [18], one knows that the sign of I 
is the same as that of the coefficient i3. Since the characteris-
tic time constants 7i and 70 of the controlled system are not 
available, the information obtained through the coefficient a is 
unreliable. Thus knowing only Wi, the input hunting fre-
quency, and evaluating two distinct values of the cross-corre-
lation function for two distinct values of time displacement, it 
is still possible to detect the incorrect mode of operation and 
the direction in which it occurs. To eliminate the incorrect 
mode of operation in this case, the input level can be varied 
by increments in accordance with the sign of the coefficient i3. 
After each stepwise variation of input, two new cross-correla-
tion processes must be carried out. This elimination of the in-
correct mode of operation through a trial-and-error technique 
is continued until both cross-correlations obtained vanish; 
that is, I = 0 or a = i3 = O. This mode of operation is then 
the correct mode of operation. 
Detection and EliITlination of an Incorrect Mode 
of Operation with Noise Interference 
In the previous section, the detection and elimination cri-
terion of the incorrect mode of operation was formulated for a 
modified optimalizing control system, free from noise inter-
ference effects. Needless to say, noise from both external and 
internal sources is present and affects the performance of the 
control system. However, when the noise interference effects 
are considered, the fundamental concept of the detection and 
elimination criterion introduced in the previous section is still 
valid. The method is again to determine a parameter l' which 
is an indication of the amount of the incorrect mode of opera-
tion. 
For simplicity of analysis, the noise function net) is assumed 
to be superimposed on the actual output yu(t); thus the signal 
F(t) indicated by an output measuring instrument is of the 
form 
F(t) = yu(t) + n(t) .. .............. [19] 
Then the cross-correlation function R( T) of F(t) with a sinusoid 
of the form A sin Wi(t + T) is 
R(T) = lim ~f F(t) sin Wi(t + 7)dt 8~oo 211 _ 
By using Equations [12] and [19], an approximate cross-
correlation Rm( T) depending on a parameter m, the number of 
input cycles over which the correlation process is carried out, 
can be defined as 
A i 2mT Rm( T) = x( T) + -T net) sin Wi(t + T)dt .... [20] 
2m 0 
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When a value of the cross-correlation function RmC r) and 
complete control and controlled systems characteristics are 
available, the parameter I', an indication of the incorrect 
operation mode, can be computed approximately by replacing 
x(r) with Rm(7) in Equation [13]. Thus 
l
' = wi2Rm(T)[1 + (wi To)2][1 + (w;r;)2] 
{ ) .. [21] 2AN2k (Wi2TOTi - 1) cos WiT + Wi( TO + Ti) sin WiT 
The amount of incorrect input which must be eliminated is 
then b' = (NT /2)1'. Since the cross-correlation process is 
carried out for a finite value of m, the noise inteference effects 
are not completely eliminated, and b' is not necessarily the 
actual amount of incorrect input. For example, I' = 0 may 
not mean that the system is operating in the correct mode. 
Thus, there is a certain probability of error associated with the 
value of the parameter I'. 
When the cross-correlation process is carried out for two dis-
tinct values of time displacement and only the input hunting 
frequency Wi is known, it is still possible to detect and to 
eliminate the incorrect operation mode with a certain proba-
bility of error due to noise interference effects. In this case 
the cross-correlation function Rm( 7) can be written as 
Rm(T) = a' COS WiT + /3' sin WiT ........... [22] 
With two distinct values of Rm(7), one can determine the co-
efficients a' and i3' from Equation [22]. Again, with a certain 
probability of error, one can say that the sign of the parameter 
I is the same as that of the coefficient i3', and one can vary the 
input level in increments in order to eliminate the incorrect 
mode of operation. In this case the information obtained by 
using the coefficient a' is again unreliable. 
To refine the process of elimination of the incorrect mode of 
operation the cross-correlation function Rm( 7), given by Equa-
tion [20], must be as free as possible from noise interference 
effects. One way to reduce noise interference effects is to 
choose m to be large; that is, to carry out the cross-correlation 
process for a large number of cycles, and thus reduce the noise 
interference effects to a minimum by an averaging process. 
However, the larger the value of m which is chosen, the longer 
it will take to obtain the desired information. 
Another possible way to reduce the noise interference effects 
is to choose a reasonably small value of m and to carry out the 
cross-correlation process for several values of time displace-
ment. With these several values of cross-correlation func-
tions, it is possible to produce a cross-correlation function of 
the form 
Rm *( T) = a* cos WiT + /3* sin WiT . ......... [23] 
such that it is the best estimation of Equation [16]. When 
only one cross-correia tor is used, this process is time-consum-
ing, but when it is feasible to use a number of equivalent cross-
correlators, this process takes a rather short time. 
One of perhaps several ways of producing Equation [23] 
through a cross-correlation process for several values of time 
displacement can be outlined as follows: 
Consider a set of values of cross-correlation functions 
which correspond to time displacements 
where each of these time displacements differs by an equal 
increment LlT from the preceding one. For the value of time 
displacement 7;' the corresponding error of estimation in 
cross-correlation function is given by 
Rmi - Rm *( Ti) 
Since the problem is to fit a simple curve to given data, the 
method of least squares is considered to be satisfactory. 
The method of least squares requires that the sum of squares of 
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the errors be a minimum. The sum of the squares of the errors 
Gisgiven by 
k 
G = L [Rm • - (a* cos WiT; + f3* sinw'T;)]2 ..... [24J 
j~ 1 ' 
Inspection of Equation [24] shows that the sum of the 
squares of the errors G is a function of a* and f3*; thus the 
coefficients a* and f3* must be determined such that G is a 
minimum. The requirement for the minimum will be satisfied 
when the partial derivatives of G with respect to both a* and 
f3* vanish, thus the particular values of these coefficients are 
found to be . 
2 k 2". 
a* = - LRm. cos- j 
k j~l ' k 
2 k 2". 
f3* = - L Rm. sin - j kj~l ' k 
. [25J 
As was done for the case shown by Equation [21], a parameter 
1* may be computed to be 
/* = w,2Rm*(T)[1 + (WiTO)2][1 + (WiTi)2J { 1··[261 2AN2k (W,2 TOT' - 1) cos WiT + W.( TO + Ti) sin W,T 
Fig. 5 shows a complete block diagram of a modified opti-
malizing control system using a cross-correlator, a variable 
time displacement sine wave generator, and a computer to 
filter out the noise interference effects. This control system 
can be operated to produce either the parameter I' by using 
only one value of time displacement or the parameter 1* by 
using several values of time displacement. 
. 
x, 
INPUT 
NOISE ,n(t) 
Y., + net) OUTPUT 
Fig. 5 Block diagram of a modified optimalizing control system 
with filtering by means of cross-correlation 
Probable Error in Detection and Elimination 
of the Incorrect Mode of Operation in the Pres-
ence of Noise Interference 
In the previous section it was shown that with noise inter-
ference effects, the criterion for detection and elimination of 
the incorrect mode of operation can be based either on the 
parameter I' (or 1*) or on the coefficient f3' (or f3*)4 depending 
on how much information is available about the system. Since 
the parameter /' or the coefficient f3' is computed in a finite 
length of time, the noise interference effects are not completely 
eliminated, and it is conceivable that the parameter I' or the 
coefficient f3' will contain the following two types of error: 
Type I: Error in the magnitude of the parameter I' or 
f3'. For example, I' and I have the same algebraic signs but 
their magnitudes differ. 
Type II: Error in both algebraic sign and magnitude 
4 In this section the analysis will be carried out for primed quan-
tities. However, the results can be used equivalently for starred 
quantities. 
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of the parameter I' or f3'. For example, to obtain [' as a nega-
tive quantity while I really is a positive quantity, or vice 
versa. 
Type I error is not a serious type of error since the input 
level is corrected in the right direction. When I' is large in 
magnitude, Type I error is expected to occur more frequently 
than Type II error. When the magnitude of I' is reduced in 
order to reach the correct mode of operation, both Type I and 
Type II errors are expected to occur frequently. Type II 
error is more serious than Type I error. since the occurrence of 
Type II error is a false alarm, and the input level is changed in 
the wrong direction. Therefore confining the system as 
closely as possible to the correct mode of operation results in 
the frequent occurrence of Type II error. Thus the control 
system designer must decide upon a certain probability of 
occurrencE" of Type II error as being satisfactory, and compute 
a limiting value of the parameter I' or f3' which leads to thc 
best mode of operation. For example, denoting this limiting 
value of I' by 1'*, the computer then should be equipped with 
a device such that whenever ii' 1 :::; 11'* I, the input level is left 
unchanged; otherwise alteration of input level is carried on. 
In the following analysis, the principal objective is to de-
termine the probability of occurrence of Type II error in the 
detection and elimination criterion introduced in the previous 
section. Then a theoretical illustration will be presented so 
as to demonstrate how the limiting parameters 1'* and f3'* 
can be computed. 
The probability of occurrence of Type II error is equivalent 
to the probability of having ll' < 0 or f3f3' < O. From Equa-
tions [13] and [21] it is clear that the probability of having 
ll' < 0 is equivalent to the probability of having x( T)Rm( 1') < O. 
To compute the probability that f3f3' < 0 or x( l' )RmH < 0, 
consider the following relations 
I = (3(3' = (3,2 - (f3' - f3)(3' . ... ' ..... [27J 
~ = x(T)Rm(T) = [Rm(T)]" - [Rm(T) - x(T)]Rm(T) .. [28] 
from Erjllations [16], [20], and [22] one can show that 
1 {2T 
(3' =rJo Rm(T)sinw'TdT 
.. [29] 
A {2Tm 
(f3' - f3) = 2TmJ 0 net) cos Wit dt 
By substitution of the expressions given by Equations [20] 
and [29] into Equations [27] and [28], the relations for the 
variables I and ~ are found to be 
[ 1 (2T J' I = T J 0 Rm( T) sin W,T dT 
[~ (2Tm net) cos Wit dtJ 2TmJo 
~ = [Rm(T)l' -Rm(T)[~ (2Tm n(t)sinw,(t +T)dtJ 
2TmJo 
With the assumption that the noise considered in this analysis 
is a stationary random function and its time average net) 
vanishes, the mean values and mean deviations of the statisti-
cal variables I and ~ are, respectively 
r = (3,2 = [~ i2T Rm( 1') sin WiT dT]'. .... [30] 
~ = rRm(T)]' ............... .. [31J 
and 
0';- = [~i2T Rm( T) sin WiT dT J X 
{~ {2Tm dt" (2Tmdt , n(t')n(t") cos Wit' cos Wit"} '/2 .. [32] (2Tm)2Jo Jo 
JET PROPULSION 
UI; = Rm( T) --- dt" dt' n(t')n(t") X {
A 2 f2Tm f2Tm 
(2Tm)2 0 0 
sinw.(t' + T)sinw,(t" + T) } 
'/2 
... [33] 
For a control system designer, the power spectrum of the 
noise, rather than its correlation function, is more readily 
available. The correlation function of noise, n(t')n(t"), is 
related to the power spectrum of the noise, <p",,(w), by 
~(t')n(t") = iro 1>nn(w) cos wet' - t")dw ..... [34] 
By substitution of Rquation [34] into Equations [32] and [33], 
and carrying out the integrations with respect to t' and tl! the 
mean deviations Us and UI; now become 
UI; = [~i2T Rm( T) sin WiT dTJ X 
{ 
A2 foo (W/W.,)2 sin2 (.".mw/wi) {liz 
- 1>nn(W) -_. . dw. '" [351 
.".2m2 0 [(W/Wi)2 - 1]2 
and 
{
A 2 fOO sin 2 (.".mW/Wi) 
UI; = Rm( T) - 1>",,( W )---- dw + 
.".2m2 0 [(W/Wi)2 - 1)2 
A2. 100 sin2(.".mW/Wi) }1/2 
-- sm2 WiT 1>m.(W) dw ..... [36] 
.".2m2 0 (W/Wi)2- 1 
When the first probability distributions of the statistical 
variables \ and ~ are not known, it is possible to make a broad 
approximation of the errors Es and EI;, the probability of find-
ing (3(3' < 0, and the probability of finding ll' < 0, respec-
tively. First, for this purpose the probability of large devia-
tion from the mean will be estimated. 
Assume, for example, that the \'s distribute themselves 
around the mean f symmetrically and that f is positive and 
sufficiently large. Then the probability of the occurrence of 
large deviations from the mean is given by Bienayme-
Chebyshev's inequality (Ref. 3) 
Pril" - fl ::::: Kusl ~ (I/K2) ...... ' .... [37] 
The error ES is one half of the probability given by Equation 
[37] when Kus is replaced by f. Thus 
's = ~p[ll" - fl ::::: f] ~ !Cur/f)2 ........... [38] 
Similarly, the error EI;, the probability of finding ll' < 0, can be 
approximated as 
'I; ~ !Cud~)2 ... ................ [39] 
A sharper approximation of the errors ES and 'I; will be ob-
tained when the probability distribution is assumed to be uni-
modal. Then the Gauss inequality (3) can be used in place of 
the Bienayme-Chebyshev inequality. In this case, the errors 
ES and EI; are found to be 
2 _ 
ES ~ 9 (Ur/l")2 ................... [40] 
and 
2 -
'I; ~ 9(ud~)2 ................... [41] 
When the first probability distributions of \ and ~ are 
known, it is possible to compute ES and EI; exactly. For ex-
ample, since \ is a stationary random variable, its first proba-
bility distribution WI is a function of \ only. Then the proba-
bility that \ < 0 is simply the error ES; thus 
's = J~ 00 W,Cl")dl" 
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By the assumption of the first probability distribution of \ as 
Gaussian, the error 's is found to be 
's = 'I. [ 1 - erf (~2 !J J. .......... [42] 
Similarly, the error EI; is obtained as 
........ [43] 
It is to be noted that whether the probability of the occurrence 
of Type II error is approximated, for example, by one of 
Equations [39] or [41], or is computed by assuming a first 
probability distribution, Equation [43], 'I; depends only on 
the quotient V U!;. Fig. 6 shows the probability of the occur-
rence of Type II error as a function of the quotient V U!; or 
flus· 
0'5 
a I 
0·0 I 
I 0·00 
0·1 
I 
BIENAYME- CHEBYSHEV 
APPROXIMATION'... 
GAUSS APPR· 
I V I 
I II I 
I I 
II 
I J...-o1" II III 
'/ 11.111 
~G"'USSIAN DISTIIIBUT!ON 
1·0 10 50 
~/i ,fit 
Fig. 6 Probability of occurrence of Type II error 
VS. the quotient U!;/€ or udf 
In order to demonstrate a possible way of choosing the limit-
ing parameter l'* or (3'* when the probability of Type II error 
is assigned and the statistical properties of the noise inter-
ference are given, one can form the following quotients 
Vn2(t) A{""2~2 n2~t)ioo 1>",,(w) X 
(W/W;)2 sin2 (.".mw/wi) dW}.I/2 
[(W/Wi)2 - 1)2 ... [44] 
l'':i = Vn2(t) ""2_1_{ 1 roo 1>nh(w)sin2(.".mw/wi) d + 
~ -D--"2 n2(t) .".2m 2JO [(W/Wi)2 -1)2 W 
-- dw X sin2wiT foo 1>"n (w) sin
2( .".mw/wi) } 1/2 
.".2m 2 0 (W/Wi)2 - 1 
[~ - h/T)2 + 2( T;/T)3tanh(T /2Ti) Jrl + (wiTo)2][1 + (w;r;)2] 
{(Wi2TOTi - 1) cos WiT + Wi (TO + Ti) sin WiTl 
..... [.45] 
where Equation [44] is obtained from Equations [30] and 
[35], and Equation [45] is obtained from Equations [21], 
[31], and [36]. The parameter D is the hunting loss of the 
control system in the correct mode of operation. 
When all system characteristics are available and when the 
power spectrum of the noise can be estimated, then l'* is ob-
tained from Equation [45] by using the quotient ud~, which is 
obtained from Fig. 6 with the assigned value of EI;. To illus-
trate a typical procedure, choose T = 0; then Equation [45] 
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becomes 
Yn2(tl ~ 
__ .- .g-j. .............. [46] 
D "Ii 
where 
g = 
sin2 ( 71"mWlwi) } 1/2 
<Pnn(W) [(WIW;)2 _ IF dw 
and 
71"2 
f = 2" X 
[~ - (TdT)2 + 2( TdT)3 tanh (T 12Ti) ] [1 +(WiTi)2][1 + (WiTO)2] 
(Wi2TOTi - 1) 
Fig. 7 shows the characteristic noise function g as a function 
of the ratio Wn/Wi with m as parameter for typical noise power 
spectrum <J:>nn(w) = ')'2/(Wn2 + w 2); where,), is a constant and 
Wn is a characteristic noise frequency. From this figure it is 
observed that for Wn/ Wi ~ 1, the function g decreases in mag-
nitude very rapidly for the first few values of the parameter m 
and for the values of the quotient Wn/Wi away from unity, the 
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Fig. 8 Controlled system dynamic characteristics 
function f vs. TolTi with (TO + Ti)IT as parameter 
effect of the parameter m on the function g is unimportant. 
Fig. 8 shows the controlled system dynamic characteristics 
function! as a function of TO/Ti with (TO + Ti)/T as parame-
ter. Figs. 9 and 10 show the limiting value l'* as a function of 
the dimensionless noise level Y n2(t)/D with masa parameter. 
On each of these figures, two values of l'* are presented which 
correspond to five and ten per cent probability of the occur-
rence of Type II error due to noise interference effects, which 
are characterized by a power spectrum of the form <J:>,.n(W) = 
')'2/(W2 + wn2) and characteristic frequency Wn = Wi. Thus 
Figs. 6 through 10 are typical illustrations of the analysis 
which must be carried out to determine the parameter l'*. 
I· 0 "'--"T"'"-""T"lr--'T'T'--''''-r--r-,.,.--..,..''''''"T---' 
m :: 5 5 2 
0·6~--~~~bL-7~~~~--~---+----+---~ 
~ 04l--~l\-I-ch¥--7'q----+--+--+----1----f 
-- 5 °/. PROBABLE ERROR 
--- 10 % PROBABLE ERROR 
o· 21--!f.'7¥'7"---ji---+---+ lj/T :04, T"/T=06. Wn/W,=1 
tfr.n(W) = yj(w2-fW:J 
o~_~_~_~_~ __ ~_~_~_~ 
o 0·1 0·2 03 04 O~ 06 07 0·8 
1'* 
Fig.9 Dimensionless noise level y;2(t)/ D vs. l'* with m as 
parameter for TilT = 0.40, TolT = 0.60, WnlWi = 1, and 
<Pnn(W) = "('/(wn2 + w2) 
_ ...... ...,..--,.....--""T""t""""--,-_"T"""~...,.~-,....--r-.....,I·O 
~--+--~~--+....2.~""""':--+-~-f\-_+-------t-----JO·8 
---jf-----io. 6 
~ 
1----+----I---+---+----+-~;:i-~""n~_';t_--__10.4 D 
____ 100/. PROBABLE ERROR 
t;, IT· T,/T-O'Z5 • CUII/flJl _' 
~n{W). y/<w2 +cl,.) 
-0·9 -0·8 -0,7 -0,6 -0'5 -0-4 -0·3 -0'2 -0·1 0 
1'* 
Fig. 10 Dimensionless noise level ,,/ n 2(1)1 D vs. l'* with m as 
parameter for TilT = TolT = 0.25, Wn/Wi = 1, and <Pnn(W) = 
'Y2/(Wn 2 + w2) 
Concluding Relllarks 
In (2) it was indicated that the sawtooth form of input is 
the simplest type that is suitable for a peak-holding optimaliz-
ing control. However, in this work, the optimalizing control 
scheme is changed in such a manner that any periodic signal 
can be used as the input and the resulting control system will 
again hunt around the optimum state. As an illustration, one 
can consider a simple s nusoidal form of "potential" input 
with an amount of incorrect input b, i.e. 
X,* = b+a'sinwit .. . ... [47] 
If it is assumed that the input and output linear groups can 
be closely approximated by first order systems, then the 
actual input x" the actual output y" and the hunting loss Ds 
in the incorrect mode of operation are found to be 
a' 
x, = b + {sin Wit - (WiTi) cos Wit} .... [48] 
1 + (WiTi)2 
JET PROPULSION 
[1 - W;2TOT.] sin Wit - Wi( TO + Ti) cos Wit 
Y. = -kb2 - 2a'bk + [1 + (W;TO)2] [1 + (w;r;)2] 
a,2kj2[WiTO(l-Wi2Ti2)+WiTi]Sin2wit 1 + 
2 [1 + (2WiTO)2][1 + (WiTi)2]' 1 + (WiT;)2 
, , , • ' ... [49J [1 - (W'T,)2 - 4W,2T'TO] cos 2w·t ~ 
[1 + (2WiTO)2] [1 + (WiTi)2]' 
and 
a,2k 1 
D = kb 2 +----
8 2 1 + (Wi T i)2' "', .... [50] 
Similarly, the noise-interference-free cross-correlation func-
tion is obtained as 
X,(T) Aa'bk ~~----~~ X [1 + (WiTO)2] [1 + (w;r;)'] 
{( Wi2TOTi - 1) cos WiT + Wi( TO +Ti) sin w;T} . ... [51] 
It is observed that the form of Equation [51] is exactly the 
same as that of Equation [13]. The only difference is a multi-
plicative constant. Therefore it is unnecessary to carry out 
the remainder of the analysis for this type of control system. 
The fundamental concepts introduced in previous sections are 
perfectly valid in the present analysis. 
The analyses which have been carried out so far have con-
sidered, for the sake of simplicity, a single output due to a 
single input. For some controlled systems to which the opti-
malizing control scheme can be applied, it may be necessary 
to consider several simultaneous inputs. In this case one has 
to consider a negative definite input-output characteristics 
surface in n + 1 dimensions. For example, referred to the 
optimum point an operation surface of this sort may be defined 
as 
n n n 
Y* L AkXk *2 + L L CkiXk *y;* .. ... , . [52J 
k=l k=l j=l 
(kr'j) 
where Ak and C ki (Cki 7" C;k) are characteristic constants of 
the controlled system, and n is the number of inputs such that 
for all real values of x*, y* ~ O. Therefore x* = 0 corresponds 
to the optimum point. For the purpose of illustration of 
the detection and elimination of incorrect mode of operation 
in this case, consider a sinusoidal input optimalizing control 
without dynamic effects. Thus, in the incorrect mode of 
operation each input Xk * has the form 
, '" [53] 
where bk is the amount of incorrect input of the kth input, and 
each input hunting frequency Wk is distinct. By substitution 
of Equation [53] into Equation [52], the output Yu * due to 
incorrect mode of operation is obtained as 
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Yu * = 
n 
- L Ak{(bk' + '/2 ak') + 2bkaksinwkt -'/,ak2 cos 2Wkt) 
k=l 
n " 
+ L L Ck;{ bkb; + b;ak sin Wkt + 
k=lj=l 
(kr'j) 
bka; sin wit + '/2aka; [cos (Wk - w,)t - cos (Wk + w;)tJ) . . [54] 
In the correct mode of operation, all the bk are zero; thus the 
output in the correct mode of operation is 
n 
y* = - L Ak {'j,ak2 - '/2ak' cos 2Wkt) + 
k=l 
n " L L '/,Ckiaka ; [cos (Wk - wilt - cos (Wk + Wi)tJ ' ... [55J 
k=lj=l 
(kr'j) 
It is observed from Equations [54] and [55] that the output 
contains components with frequency Wk only in the incorrect 
mode of operation. Thus the detection criterion of the in-
correct mode may be based on the existence of the components 
with frequencies Wk, when these frequencies are properly 
selected. 
Since the controlled system may not respond properly to 
high-frequency variation of the inputs, the range of input hunt-
ing frequencies must not be very large. In particular, one 
should assign low frequencies to the inputs where their cor-
responding input lineal' groups have large characteristic time 
constants. When n is not large, it may be sufficient to choose 
the ratio of the highest to the lowest input hunting frequencies 
to be equal to 2, thus one may choose Wk as 
(k = 1, 2, ... , n) 
Then, these assorted frequencies will never be equal to the 
combination frequencies, for example, 2Wk, Wk - Wi, and 
Wk + W;, which can exist in both correct and incorrect modes of 
operation. 
The incorrect inputs, the bk, can be determined by either the 
correlation technique or by measuring the amplitudes of the 
components with frequencies Wk. In general there are ob-
tained k linear equations in the bk's from which the bk may 
be determined. For the case of the correlation technique, the 
output should be cross-correlated simultaneously with signals 
of the form O'.k sin Wk(t + Tk). By taking the period of the 
cross-correlation process as (2n7r)/wk, the contribution to 
the cross-correlation function will come from the particular 
component with frequency Wk. It is clear that the largest 
period of the cross-correlation is inversely proportional to the 
lowest input hunting frequency and this period increases as the 
number of inputs is increased. 
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