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Abstract
In Part I of this paper, we proposed a well-posed generalized model for signal enhancement and
restoration based on shock filters. A theoretical study of the Cauchy problem in the framework of
generalized functions algebra was developed in detail. In Part II, we investigate the numerical aspects
of the model. We derive an efficient, explicit numerical scheme in both one and two dimensions, and
investigate the schemes’ stability and convergence. Through experimental tests, we demonstrate the
effectiveness of the numerical schemes when restoring and enhancing signals in various situations
with a limited number of iterations. Moreover, we show the impact of the coefficients introduced in
the model on the procedure’s processing time.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
Approaches based on partial differential equations (PDEs) have been used extensively in
the image enhancement and restoration process, providing a highly interesting formulation
and interpretation of the phenomena. In Part I of this paper, in keeping with the idea first
proposed by Rudin in [7,10], then improved by Alvarez et al. in [1], and later again by
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M. Cheriet, L. Remaki / J. Math. Anal. Appl. 279 (2003) 398–417 399Alvarez and Mazorra in [2], we proposed a generalized model in the one- and two-dimen-
sional cases in order to enhance the efficiency of the original model and enable a wider
range of degrees of freedom when handling the model parameters (coefficients). After
interpreting the model (as in [3,8]) within the framework of the generalized functions
algebra introduced by Colombeau [4] (this theory is summarized in Part I), a theoretical
study was developed in Part I proving an existence and uniqueness result and consequently
the well-posedness of the proposed model. In this paper, an effective numerical scheme
will be derived in both cases (one- and two-dimensional), and the scheme’s stability and
convergence results will be proved.
In Section 2, we review the model proposed in Part I. In Section 3, we detail the con-
struction of the numerical scheme in one dimension. In addition, we give a series of tests
to demonstrate the effectiveness of the scheme, as well as the modified model parame-
ters’ ability to positively influence processing time. In Section 4, we derive the numerical
scheme in two dimensions (images) and present stability and convergence results. We con-
clude by exploring an application to restore and enhance synthetic and real scene images
with added noise, as well as real images without added simulated noise.
2. Overview of the proposed model
We begin this section by giving an overview of the previous shock filter models that
motivated our work. We then recall the proposed model developed in Part I of this paper.
2.1. Previous works
Rudin in [10] was the first to apply the concepts and techniques of the non-linear hyper-
bolic equation field to image enhancement. He proposed the following model:
ut +F(uxx)|ux | = 0 in R×R+,
where F(·) is a function such that F(s)s  0. To discretize this equation, an explicit
monotone scheme is used, thereby preserving the total variation. As noted in [2], this
scheme cannot remove certain kinds of noise, such as “salt and pepper” noise. Rudin’s
model generates a great number of spurious shocks at the Laplacian zero-crossings due to
the influence of noise. In order to avoid these spurious shocks, Alvarez and Mazorra [2]
proposed the following improved hyperbolic partial differential model, which follows the
classical theory of Marr [6]:
ut +F(Gσ ∗ uxx,Gσ ∗ ux)ux = 0 in R×R+,
where Gσ (·) is a smoothing kernel, and F satisfies the condition cited above. Alvarez
and Mazorra developed an interesting, implicit, unconditionally-stable scheme. Initially
developed by the authors in [1], this model is generalized to the case of two-dimensional
signals in keeping with the directional smoothing ideas mentioned in the introduction. They
propose the following parabolic–hyperbolic equation:
ut = CL(u)− uηF(Gσ ∗ uηη,Gσ ∗ uη) in R2 ×R+,
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any positive constant, and L(u) is any directional smoothing operator. This model yields
satisfactory results, as shown in [2]. However, to give a larger scope of application to
the models derived from a shock filter theory, we believe it is necessary to maintain
heightened control of the created shocks’ velocity. In the models cited previously, the
velocity represented by the function F(Gσ ∗ uηη,Gσ ∗ uη) controls the position where
the model develops shocks; however, it controls neither the intensity of the velocity
according to the features of the signal (image) in different regions, nor what we target
in the enhancement and restoration process. These issues motivated us to propose a model
which takes them into account in Part I of this paper. The well-posedness of the obtained
models within the framework of the generalized functions space was also proved.
2.2. The proposed model
In this subsection, we recall the one- and two-dimensional models proposed in Part I, as
well as the interpretation of the models in the generalized functions algebra.
2.2.1. One-dimensional signal case
In Part I of this paper, we proposed the following quasi-linear hyperbolic equation
with discontinuous coefficients as a generalized model for one-dimensional restoration and
enhancement signals:
ut + a(x)F (ux2, ux)∂xf
(
u(x)
)= 0,
u(x,0)= u0(x) in G and (x, t) ∈R×R+, (1)
where G is the generalized functions algebra, F is a regular function that controls the posi-
tion where the model should create shocks, and the coefficients a(x) (which is discontinu-
ous) and f (a regular function) control the shock velocity according to the characteristics
of the original signal and/or what is being targeted. For instance, these coefficients could
focus processing on specific regions by setting the function equal to one for these areas and
zero elsewhere (this is a specific case where a(x) is a discontinuous function). With this co-
efficient, we can also simplify the model by setting the function F equal to one, and having
a play the same role as F , but using the initial condition (signal). As a result, this function
is only computed once, at the beginning of the process. Furthermore, we believe that by
doing so, we avoid the problem of the edges’ location, which can move during the process.
In Section 3, we will demonstrate through tests how controlling the propagation speed
(velocity) can make the restoration process appreciably faster. Lastly, the function f also
allows the shocks’ velocity to be controlled, according to the signal produced each time.
This equation is studied within the framework of the generalized functions theory by
replacing the coefficients a(·) and the initial condition u0(·) by the generalized functions,
A(·) and U0(·). These functions are obtained by a regularization of a(·) and u0(·) (using
mollifiers) and taking the class of equivalence, that is:
A= class{aε(·), 0 < ε < 1}, U0 = class{u0,ε(·), 0 < ε < 1},
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aε = a ∗
(
1
h1(ε)
ρ
(
x
h1(ε)
))
, u0,ε = u0 ∗
(
1
h2(ε)
ρ1
(
x
h2(ε)
))
.
ρ and ρ1 are C∞ smoothing functions (mollifiers) supported on the unit ball. The oper-
ator ∗ is the convolution product. The scale variables h1(ε) and h2(ε) are functions which
tend conveniently to 0, and are chosen so that the previous function and their derivatives
are moderate functions. To do so, choosing hi(ε)= (log(1/ε))−1 is sufficient in order to
have exp(h1(ε))=O(1/εN), for N ∈N.
The classical derivatives are also replaced by regularized derivatives. We have proved
in Part I that the so-obtained equation admits a unique generalized solution referred to it
by U . The representative uε of U satisfies the following equation (we set h1 = h2 = h).
See Part I for details.
(a) If a(·)F (·, ·)f ′(·) > 0 then
∂tu
ε(x, t)=−aε(x)F
(
uε(x,t)−2uε(x−h,t)+uε(x−2h,t)
h2
,
uε(x,t)−uε(x−h,t)
h
)
× f ′(uε(x, t))(uε(x, t)− uε(x − h, t)
h
)
,
uε(x,0)= u0,ε (with u0,ε a C∞ function and u0 = class of u0,ε). (2)
(b) If a(·)F (·, ·)f ′(·) < 0 then
∂tu
ε(x, t)=−aε(x)F
(
uε(x+h,t)−2uε(x,t)+uε(x−h,t)
h2
,
uε(x+h,t)−uε(x,t)
h
)
× f ′(uε(x + h, t))(uε(x + h, t)− uε(x, t)
h
)
,
uε(x,0)= u0,ε (with u0,ε a C∞ function and u0 = class of u0,ε). (3)
(c) If a(·)F (·, ·)f ′(·) has an unknown sign then
∂t v
ε(y, τ )
=−1
h
[
∂λ3
(
y, τ,
vε(y,τ )−2vε(y−h,τ)+vε(y−2h,τ)
(h)2
,
vε(y,τ )−vε(y−h,τ)
h
, vε(y, τ )
)]
× (vε(y, τ )− vε(y − h, τ)),
vε(y,0)= v0,ε (with v0,ε a C∞ function and v0 = class of v0,ε), (4)
where
y = x − ct and τ = t,
vε(y, τ )= uε(x, t),
c < inf
{
aε(x)F (λ1λ2)f
′(λ3), −M <λ1, λ2, λ3 <M, x ∈R, ε > 0
}
,
(y, τ, λ1, λ2, λ3)= aε(y + cτ)F (λ1, λ2)f (λ3)− cλ3,
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(
1
h1(ε)
ρ
(
x
h1(ε)
))
, u0,h3(ε) = u0 ∗
(
1
h2(ε)
ρ1
(
x
h2(ε)
))
.
(d) Viscous profile:
∂tu
ε(x, t)=−aε(x)F (uε(x,t)−2uε(x−h,t)+uε(x−2h,t)
h2
,
uε(x,t)−uε(x−h,t)
h
)
× f ′(uε(x, t))(uε(x, t)− uε(x − h, t)
h
)
− ch
2
∂2
∂x2
uε(x − θh, t),
0 < θ < 1, θ = θ(x, t, h),
uε(x,0)= u0,ε (with u0,ε a C∞ function and u0 = class of u0,ε). (5)
2.2.2. Two-dimensional signal case
For two-dimensional cases (images), we have proposed the following quasi-linear
hyperbolic equation:
ut + a1F1(∆u,ux)∂xf1(u)+ a2F2(∆u,uy)∂yf2(u)= 0
in G, (x, y, t) ∈R2 ×R+, (6)
where a1, a2, f1, f2, F1 and F2 are functions similar to the one-dimensional case. Same re-
sult of existence and uniqueness of generalized solution of Eq. (6) is proved. Furthermore,
the representative uε of the generalized solution satisfies the following equation (refer to
Part I for details).
(a) a1(·)F1(·, ·)f ′1(·) > 0 and a2(·)F2(·, ·)f ′2(·) > 0 case:
∂tu
ε(x, t)=−aε1(x, y)F1


uε(x,y,t)−2uε(x−h1,y,t)+uε(x−2h1,y,t)
h21
+ uε(x,y,t)−2uε(x,y−h2,t )+uε(x1,y−2h2,t )
h22
,
uε(x,y,t)−uε(x−h1,y,t)
h1


× f ′1
(
uε(x, y, t)
)(uε(x, y, t)− uε(x − h1, y, t)
h1
)
− aε2(x, y)F2


uε(x,y,t)−2uε(x−h1,y,t)+uε(x−2h1,y,t)
h21
+ uε(x,y,t)−2uε(x,y−h2,t )+uε(x1,y−2h2,t )
h22
,
uε(x,y,t)−uε(x,y−h2,t )
h2


× f ′2
(
uε(x, y, t)
)(uε(x, y, t)− uε(x, y − h2, t)
h2
)
,
uε(x, y,0)= u0,ε (with u0,ε a C∞ function and u0 = class of u0,ε). (7)
(b) a1(·)F1(·, ·)f ′1(·) < 0 and a2(·)F2(·, ·)f ′2(·) < 0 case:
∂tu
ε(x, t)=−aε1(x, y)F1


uε(x+h1,y,t)−2uε(x,y,t)+uε(x−h1,y,t)
h21
+ uε(x,y+h2,t )−2uε(x,y,t)+uε(x1,y−h2,t )
h22
,
uε(x+h1,y,t)−uε(x,y,t)

h1
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(
uε(x, y, t)
)(uε(x + h1, y, t)− uε(x, y, t)
h1
)
− aε2(x, y)F2


uε(x+h1,y,t)−2uε(x,y,t)+uε(x−h1,y,t)
h21
+ uε(x,y+h2,t )−2uε(x,y,t)+uε(x1,y−h2,t )
h22
,
uε(x,y+h2,t )−uε(x,y,t)
h2


× f ′2
(
uε(x, y, t)
)(uε(x, y + h2, t)− uε(x, y, t)
h2
)
,
uε(x, y,0)= u0,ε (with u0,ε a C∞ function and u0 = class of u0,ε). (8)
(c) Case of a1(·)F1(·, ·)f ′1(·) and a2(·)F2(·, ·)f ′2(·) with an unknown sign:
∂τ v
ε(r, s, τ )=− 1
h1

∂λ31


r, s, τ, v
ε(r,s,τ )−2vε(r−h1,s,τ )+vε(r−2h1,s,τ )
h21
+ vε(r,s,τ )−2vε(r,s−h2,τ )+vε(r,s−2h2,τ )
h22
,
vε(r,s,τ )−vε(r−h1,s,τ )
h1
, vε(r, s, τ )


× (vε(r, s, τ )− vε(r − h1, s, τ ))


− 1
h2

∂λ32


r, s, τ,
vε(r,s,τ )−2vε(r−h1,s,τ )+vε(r−2h1,s,τ )
h21
+ vε(r,s,τ )−2vε(r,s−h2,τ )+vε(r,s−2h2,τ )
h22
,
vε(r,s,τ )−vε(r,s−h2,τ )
h2
, vε(r, s, τ )


× (vε(r, s, τ )− vε(r, s − h2, τ ))

,
vε(r, s,0)= u0,ε (with u0,ε a C∞ function and u0 = class of u0,ε), (9)
where
1(r, s, τ, λ1, λ2, λ3)= aε1(r + c1τ, s + c2τ )F1(λ1, λ2)f1(λ3)− cλ3,
2(r, s, τ, λ1, λ2, λ3)= aε2(r + c1τ, s + c2τ )F2(λ1, λ2)f2(λ3)− cλ3,
c1 < inf
−M<λ1<M, −M<λ2<M
−M<λ3<M
x,y∈, ε>0
{
aε1(x, y)F1(λ1λ2)f
′
1(λ3)
}
,
c2 < inf
−M<λ1<M, −M<λ2<M
−M<λ3<M
x,y∈, ε>0
{
aε2(x, y)F2(λ1λ2)f
′
2(λ3)
}
.
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∂tu
ε(x, t)=−aε1(x, y)F1


uε(x,y,t)−2uε(x−h1,y,t)+uε(x−2h1,y,t)
h21
+ uε(x,y,t)−2uε(x,y−h2,t )+uε(x1,y−2h2,t )
h22
,
uε(x,y,t)−uε(x−h1,y,t)
h1


× f ′1
(
uε(x, y, t)
)(uε(x, y, t)− uε(x − h1, y, t)
h1
)
− c1 h12
∂2
∂x2
uε(x − θ1h1, y, t)
(
0 < θ1 < 1, θ1 = θ1(x, y, t, h1)
)
− aε2(x, y)F2


uε(x,y,t)−2uε(x−h1,y,t)+uε(x−2h1,y,t)
h21
+ uε(x,y,t)−2uε(x,y−h2,t )+uε(x1,y−2h2,t )
h22
,
uε(x,y,t)−uε(x,y−h2,t )
h2


× f ′2
(
uε(x, y, t)
)(uε(x, y, t)− uε(x, y − h2, t)
h2
)
− c2 h22
∂2
∂y2
uε(x, y − θ2h2, t)
(
0< θ2 < 1, θ2 = θ2(x, y, t, h2)
)
.
(10)
3. Numerical scheme for one-dimensional signal restoration and enhancement
Since the function θ in (5) is unknown, we derive the numerical scheme from (2) and (3)
according to the local sign of the propagation velocity. We then propose the numerical
scheme below.
Let us first set the following classical notations: uε,ni = uε(xi = i∆x, tn = n∆t), ∆x and
∆t are the spatial and time meshsizes, respectively. We then make the classical approxi-
mation
∂tu
ε(tn, xi)= u
ε,n+1
i − uε,ni
∆t
.
For each ordered pair (xi, tn), the approximation uε,ni of uε(xi, tn) is the discrete
solution of (2) if a(xx)F (∆u(xi, tn))f ′(uε(xi, tn)) > 0, and the discrete solution of (3) if
a(xx)F (∆u(xi, tn))f
′(uε(xi, tn)) < 0. This leads to the following numerical scheme (we
set h=∆x and r =∆x/∆t).
u
ε,n+1
i = uni − r max
[
0, aiF
( uε,n
i+1−2uε,ni +uε,ni−1
h2
,
u
ε,n
i −uε,ni−1
h
)
f ′
(
u
ε,n
i
)](
u
ε,n
i − uε,ni−1
)
− r min[0, aiF ( uε,ni+1−2uε,ni +uε,ni−1
h2
,
u
ε,n
i+1−uε,ni
h
)
f ′
(
u
ε,n
i
)](
u
ε,n
i+1 − uε,ni
)
,
u
ε,0
i = uε,0(ih). (11)
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Let us now give a stability proposition for numerical scheme (11).
Proposition 3.1.1. Assume that a belong in BV(R) ∩ L∞(R), F and f are regular func-
tions. Under the CFL (Courant–Friedrichs–Lewy) condition [5], r|aFf ′|< 1/2, the above
scheme is stable for the L∞-norm, for the total variation in space, as well as for the total
variation in time in the Tonnelli–Cesari sense, that is:
(i)
∣∣uε,ni ∣∣ ‖u0‖L∞(), ∀i ∈Z, ∀n ∈N,
(ii)
∑
i∈Z
∣∣uε,ni+1 − uε,ni ∣∣ TV(u0), ∀n ∈N,
(iii)
∑
i∈Z
∣∣uε,n+1i − uε,ni ∣∣ TV(u0), ∀n ∈N.
Proof. First set
αni =max
[
0, aiF
(uε,ni+1−2uε,ni +uε,ni−1
h2
,
u
ε,n
i −uε,ni−1
h
)
f ′
(
u
ε,n
i
)]
and
βi =min
[
0, aiF
( uε,ni+1−2uε,ni +uε,ni−1
h2
,
u
ε,n
i+1−uε,ni
h
)
f ′
(
u
ε,n
i
)]
.
The numerical scheme is then rewritten as follows:
u
ε,n+1
i = uni − rαni
(
u
ε,n
i − uε,ni−1
)− rβni (uε,ni+1 − uε,ni ). (12)
Using the CFL condition, ‖raFf ′‖< 1/2, we have
αni  0 and
∣∣rαni ∣∣ 12 , (13)
βni  0 and
∣∣rβni ∣∣ 12 . (14)
Proof of (i). From (12) we have
u
ε,n+1
i =
(
1− αni + rβni
)
uni + rαni uε,ni−1 − rβni uε,ni+1.
Taking (13) and (14) into account, we achieve
∣∣uε,n+1i ∣∣ (1− rαni + rβni )∣∣uni ∣∣+ rαni ∣∣uε,ni−1∣∣− rβni ∣∣uε,ni+1∣∣

(
1− rαni + rβni
)
sup
i∈Z
∣∣uε,ni ∣∣+ rαni sup
i∈Z
∣∣uε,ni−1∣∣− rβni sup
i∈Z
∣∣uε,ni+1∣∣= sup
i∈Z
∣∣uε,ni ∣∣.
Then, recursively, we obtain∣∣uε,n+1i ∣∣ supuε,0i  ‖u0‖L∞().i
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(∗)
∑
i∈Z
∣∣un+1i − uni ∣∣∑
i∈Z
∣∣uni+1 − uni ∣∣,
(∗∗)
∑
i∈Z
∣∣un+1i+1 − un+1i ∣∣∑
i∈Z
∣∣uni+1 − uni ∣∣.
As such, (ii) is obtained recursively from (∗∗), and (iii) is obtained by combining (∗) and
(∗∗) in a recursive fashion.
Proof of (∗). From (12), we have the inequality∣∣uε,n+1i − uε,ni ∣∣ αni r∣∣uε,ni − uε,ni−1∣∣+ r∣∣βni ∣∣∣∣uε,ni+1 − uε,ni ∣∣.
Using (13) and (14) once again, we obtain∣∣uε,n+1i − uε,ni ∣∣ 12
∣∣uε,ni − uε,ni−1∣∣+ 12
∣∣uε,ni+1 − uε,ni ∣∣.
The two quantities on the right are the same up to a shift of index i . By summing over the
index i we obtain (∗), specifically∑
i∈Z
∣∣uε,n+1i − uε,ni ∣∣∑
i∈Z
∣∣uε,ni+1 − uε,ni ∣∣.
Proof of (∗∗). Let us express (12) at i and i + 1:
u
ε,n+1
i = uni − rαni
(
u
ε,n
i − uε,ni−1
)− rβni (uε,ni+1 − uε,ni ),
u
ε,n+1
i+1 = uni+1 − rαni+1
(
u
ε,n
i+1 − uε,ni
)− rβni+1(uε,ni+2 − uε,ni+1).
We have
un+1i+1 − un+1i =
(
1+ rβn1 − rαni+1
)(
uni+1 − uni
)+ rαni (uni − uni−1)
− rβni+1
(
uni+2 − uni+1
)
.
Taking (13) and (14) into account, we obtain∣∣un+1i+1 − un+1i ∣∣ (1+ rβni − rαni+1)∣∣uni+1 − uni ∣∣+ rαni ∣∣uni − uni−1∣∣
− rβni+1
∣∣uni+2 − uni+1∣∣.
Summing over index i ,∑
i∈Z
∣∣un+1i+1 − un+1i ∣∣∑
i∈Z
(
1+ rβni − rαni+1
)∣∣uni+1 − uni ∣∣+∑
i∈Z
rαni
∣∣uni − uni−1∣∣
−
∑
i∈Z
rβni+1
∣∣uni+2 − uni+1∣∣.
By shifting the index i forward and back in the last two quantities, we achieve∑
i∈Z
∣∣un+1i+1 − un+1i ∣∣∑
i∈Z
(
1+ rβni − rαni+1
)∣∣uni+1 − uni ∣∣+∑
i∈Z
rαni+1
∣∣uni+1 − uni ∣∣
−
∑
rβni
∣∣uni+1 − uni ∣∣,
i∈Z
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i∈Z
∣∣un+1i+1 − un+1i ∣∣∑
i∈Z
∣∣uni+1 − uni ∣∣. ✷
3.2. On a convergence of the numerical scheme
Let us now show a convergence result for the numerical solution of scheme (11) and
demonstrate how the limit may be considered as a solution of Eq. (1). Also let us assume
the condition on F as in [1,2,10], which is
rsF (r, s) 0.
This condition prevents the quantities defined by the max and min in the numerical scheme
from vanishing simultaneously for certain points.
From the maximum principle proved in Part I for the representatives, the sequence uε
admits a subsequence (uε) that converges to u for the σ(L∞,L1) topology. u is said to be
the macroscopic aspect to the generalized solution U given by the class of the sequence
(uε)ε (see Part I for details). Now, we denote by uh the function which is equal to uni on
the rectangle
Ii ×
[(
n− 1
2
)
∆t,
(
n+ 1
2
)
∆t
[
where Ii = [xi−1/2, xi+1/2[ .
Through the scheme’s stability for the L∞ norm, the function sequence uh also admits a
subsequence (uh) that converges to u¯ for the σ(L∞([0, T [×R),L1([0, T [×R)) topology.
After arranging that the subsequence indices are the same (we still refer to them as uε and
uh), we will now prove that u¯ = u. The convergence must be taken in the sense that the
scheme converges to the macroscopic aspect of the generalized solution. From Eq. (2), to
prove that (uh) and (uε) have the same limit it is sufficient to prove that
T∫
0
∫

aε(x)F
(
uε(x,t)−2uε(x−h,t)+uε(x−2h,t)
h2
,
uε(x,t)−uε(x−h,t)
h
)
× f ′(uε(x, t))(uε(x, t)− uε(x − h, t)) dx dt →
h→0 0.
Let us begin by proving the following lemma.
Lemma 3.2.1. The solution uε of (2) satisfies the following inequality:
1
h
∫

∣∣uε(x, t)− uε(x − h, t)∣∣dx  1
h
∫

∣∣uε,0(x)− uε,0(x − h)∣∣dx  TV(u0).
To prove this lemma, let us write (2) at x and x − h. Now let us take the difference and
multiply by sign(uε(x, t)− uε(x − h, t)) to obtain
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∣∣uε(x, t)− uε(x − h, t)∣∣
=−aε(x)F
(
uε(x,t)−2uε(x−h,t)+uε(x−2h,t)
h2
,
uε(x,t)−uε(x−h,t)
h
)
×f ′(uε(x, t))∣∣∣∣uε(x, t)− uε(x − h, t)h
∣∣∣∣
+aε(x − h)F
(
uε(x−h,t)−2uε(x−2h,t)+uε(x−3h,t)
h2
,
uε(x−h,t)−uε(x−2h,t)
h
)
×f ′(uε(x − h, t))(uε(x − h, t)− uε(x − 2h, t)
h
)
× sign(uε(x, t)− uε(x − h, t))
−aε(x)F
(
uε(x,t)−2uε(x−h,t)+uε(x−2h,t)
h2
,
uε(x,t)−uε(x−h,t)
h
)
×f ′(uε(x, t))∣∣∣∣uε(x, t)− uε(x − h, t)h
∣∣∣∣
+aε(x − h)F
(
uε(x−h,t)−2uε(x−2h,t)+uε(x−3h,t)
h2
,
uε(x−h,t)−uε(x−2h,t)
h
)
×f ′(uε(x − h, t))∣∣∣∣uε(x − h, t)− uε(x − 2h, t)h
∣∣∣∣.
Therefore,∫

∂t
∣∣uε(x, t)− uε(x − h, t)∣∣ dx  0,
the integration from 0 to t yields the result.
From this lemma and the boundedness condition taken on a and F , we obtain
T∫
0
∫

aε(x)F ε
(
uε(x,t)−2uε(x−h,t)+uε(x−2h,t)
h2
,
uε(x,t)−uε(x−h,t)
h
)
× f ′(uε(x, t))(uε(x, t)− uε(x − h, t)) dx dt
 c
T∫
0
∫

∣∣uε(x, t)− uε(x − h, t)∣∣dx dt  ch
T∫
0
∫

∣∣∣∣uε(x, t)− uε(x − h, t)h
∣∣∣∣dx dt
 hT cTV(u0),
which achieves the convergence result.
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ing numerical scheme could be derived by expressing (4) with the initial variables, x and t
(see Part I). We then obtain
vε(y, τ )= uε(x, t)= uε(y + cτ, τ )
and
∂tu
ε(x, t)+ c∂xuε(x, t)
=−
[
aε(x)F ε
(
uε(x,t)−2uε(x−h,t)+uε(x−2h,t)
h2
,
uε(x,t)−uε(x−h,t)
h
)
f ′
(
uε(x, t)
)− c]
×
(
uε(x, t)− uε(x − h, t)
h
)
.
This equation is of the type
ut + c∂xu(x)=G(u),
with a non-positive characteristic slope c. Thus, we proceed as in the case of the non-
positive shock velocity, and then, the regularized derivative ∂¯xu(x) for a given represen-
tative is computed as in (3). Then, uε satisfies the following equation:
∂tu
ε(x, t)=−
[
aε(x)F ε
(
uε(x,t)−2uε(x−h,t)+uε(x−2h,t)
h2
,
uε(x,t)−uε(x−h,t)
h
)
f ′
(
uε(x, t)
)− c
]
×
(
uε(x, t)− uε(x − h, t)
h
)
− c
(
uε(x + h, t)− uε(x, t)
h
)
.
Note that the regularized derivatives are obtained by a convolution with a mollifier sup-
ported in [−h,h]. Hence, we choose c such that
c=min
[
0, inf−hxh
tnttn+1
[
a(x)F
(
uεxx(x, t), u
ε
x(x, t)
)
f ′
(
uε(x, t)
)]]
on each [−h,h]. Then replace in the above equation on points (xi, tn) and make the ap-
proximation
inf−h+xixh+xi
tnttn+1
[
a(x)F
(
uεxx(x, t), u
ε
x(x, t)
)
f ′
(
uε(x, t)
)]
≈ aε(xi)F
(
uε(xi ,tn)−2uε(xi−h,tn)+uε(xi−2h,tn)
h2
,
uε(xi ,tn)−uε(xi−h,tn)
h
)
f ′
(
uε(xi, tn)
)
.
We achieve numerical scheme (11) and the above proof is applied. ✷
3.3. Tests and discussion
We tested the model in three experiments using the explicit proposed numerical scheme
to enhance and restore signals. In the first experiment, we tested the ability of the model to
remove noise and create discontinuities (shocks). We also compared the results obtained
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only for the original signal. Processing time can consequently be shortened.
by considering the edge detection for each generated signal according to time with the
results obtained by considering the edge detection for the original signal only. In the second
experiment, we tested the model’s ability to restore noisier signals, and we finished in
the third experiment by testing the influence of the coefficients introduced in the model
(velocity control) on the results. In all of these experiments, we used a kernel with compact
support (KCS) from [9] (with ε as the scale parameter) as a mollifier to smooth the original
signal (and obtain uε,0). These kernels are a family of mollifiers according to the definition
given in Part I.
In Fig. 1, we apply the numerical scheme to a noisy sinusoidal signal with the follow-
ing parameters: h(ε) = 5, r = 0.45, and f (u) = u. For the case on the left, we set
F(u, v) = sign(u) sign(v) (here the function sign is regularized to obtain a C∞ function.
Another type of function-like sigmoid can be used to achieve this task) and a ≡ 1. For
the case on the right, we set F(u, v) ≡ 1 and a ≡ sign(∆u0) sign(u0x) as a generalized
functions (which means that we consider a representative aε ≡ sign(∆uε,0) sign(uε,0x ) of
the generalized functions; ∆uε,0, uε,0x are computed in a manner similar to ∆uε,uεx using
regularized derivatives with mollifiers chosen from Eqs. (2), (3), etc.). aε plays the role of
detecting edges and determining the enhancement direction. This operation is performed
on the original signal; as a result, the function is computed only once, at the beginning of
the process. Furthermore, we believe that by doing so, we avoid the issue of the edges’ lo-
cation, which can move during the process. The results in both cases indicate that the noise
is removed and the signal perfectly deconvoluted after 10 iterations. Consequently, the lat-
ter was adopted for all our tests. In Fig. 2, a gate signal is smoothed and sinusoidal noise
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The restored signals are displayed every second iteration for both experiments. We can see that the signal is
perfectly restored for both choices. The same results obtained after five steps with less speed control (f (u)= u)
are obtained after only two steps when the speed control is heightened (f (u)= (1/2)u2).
was added. With the parameters r = 0.45, h(ε)= 5, a ≡ sign(∆u0) sign(u0x), f (u)= u and
F(u, v)≡ 1, the signal is restored after 10 iterations, when the choice of f (u)= (1/2)u2
(as in the Burger equation [5]) achieves the same results after only four iterations. Based
on this test, we can appreciate the model’s ability to restore very noisy signals, as well as
the impact of controlling the velocity on the time process. The choice of f (u)= (1/2)u2
favors the creation of discontinuities (shocks) near regions where the value of the function
approaches ±1, which makes the process faster than when using f (u)= u.
4. Numerical scheme for two-dimensional signal restoration and enhancement
We built our numerical scheme from the general case (the slope’s sign is unknown). If
we return to the initial variables x , y and t in (9) (see Part I for details), we obtain
vε(r, s, τ )= uε(x, y, t)= uε(r + c1τ, s + c2τ, τ )
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∂τ v
ε(r, s, τ )= c1∂xuε(x, y, t)+ c2∂yuε(x, y, t)+ ∂tuε(x, y, t),
∂tu
ε(x, t)+ c1∂xuε(x, t)+ c2∂yuε(x, t)
=−

aε1(x, y)F1


uε(x,y,t)−2uε(x−h1,y,t)+uε(x−2h1,y,t)
h21
+ uε(x,y,t)−2uε(x,y−h2,t )+uε(x1,y−2h2,t )
h22
,
uε(x,y,t)−uε(x−h1,y,t)
h1


× f ′1
(
uε(x, y, t)
)− c1


(
uε(x, y, t)− uε(x − h1, y, t)
h1
)
−

aε2(x, y)F2


uε(x,y,t)−2uε(x−h1,y,t)+uε(x−2h1,y,t)
h21
+ uε(x,y,t)−2uε(x,y−h2,t )+uε(x1,y−2h2,t )
h22
,
uε(x,y,t)−uε(x,y−h2,t )
h2


× f ′2
(
uε(x, y, t)
)− c2


(
uε(x, y, t)− uε(x, y − h2, t)
h2
)
,
uε(x, y,0)= u0,ε (with u0,ε a C∞ function and u0 = class of u0,ε).
This equation is of the type
∂tu
ε(x, t)+ c1∂xuε(x, t)+ c2∂yuε(x, t)=H(u).
Since the constants c1 and c2 are non-positive, we proceed as in the case of non-positive
shock velocities (7). Then uε satisfies the following equation:
∂tu
ε(x, t)=−

aε1(x, y)F1


uε(x,y,t)−2uε(x−h1,y,t)+uε(x−2h1,y,t)
h21
+ uε(x,y,t)−2uε(x,y−h2,t )+uε(x1,y−2h2,t )
h22
,
uε(x,y,t)−uε(x−h1,y,t)
h1


× f ′1
(
uε(x, y, t)
)− c1


(
uε(x, y, t)− uε(x − h1, y, t)
h1
)
− c1
(
uε(x + h1, y, t)− uε(x, y, t))h1
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
aε2(x, y)F2


uε(x,y,t)−2uε(x−h1,y,t)+uε(x−2h1,y,t)
h21
+ uε(x,y,t)−2uε(x,y−h2,t )+uε(x1,y−2h2,t )
h22
,
uε(x,y,t)−uε(x,y−h2,t )
h2


× f ′2
(
uε(x, y, t)
)− c2


(
uε(x, y, t)− uε(x, y − h2, t)
h2
)
− c2
(
uε(x, y + h2, t)− uε(x, y, t)
h2
)
.
Using the same considerations as in the one-dimensional case for constants c1 and c2,
and the approximation uε,ni,j of uε (a representative of u) at the point (xi, yj , n∆t), where
xi = i∆x and xj = j∆y , and by setting h1 = ∆x , h2 = ∆y , r1 = ∆x/∆t , and r2 =
∆y/∆t , we achieve the following numerical scheme:
u
ε,n+1
i,j = uε,ni,j − r1 max

0, a1i,jF1


u
ε,n
i+1,j−2uε,ni,j +uε,ni−1,j
h21
+ u
ε,n
i,j+1−2uε,ni,j +uε,ni,j−1
h21
,
u
ε,n
i,j −uε,ni−1,j
h1


× f ′(uε,ni,j )

(uε,ni,j − uε,ni−1,j )
− r1 min

0, a1i,jF1


u
ε,n
i+1,j−2uε,ni,j +uε,ni−1,j
h21
+ u
ε,n
i,j+1−2uε,ni,j +uε,ni,j−1
h21
,
u
ε,n
i+1,j−uε,ni,j
h1

f ′(uε,ni,j )


× (uε,ni+1,j − uε,ni,j )
− r2 max

0, a2i,jF2


u
ε,n
i,j+1−2uε,ni,j +uε,ni,j−1
h22
+ u
ε,n
i+1,j−2uε,ni,j +uε,ni−1,j
h22
,
u
ε,n
i,j −uε,n+1/2i,j−1
h2

f ′(uε,ni,j )


× (uε,ni,j − uε,ni,j−1)
− r2 min

0, a2i,jF2


u
ε,n
i,j+1−2uε,ni,j +uε,ni,j−1
h22
+ u
ε,n
i+1,j−2uε,ni,j +uε,ni−1,j
h22
,
u
ε,n
i,j+1−uε,ni,j
h2

f ′(uε,ni,j )


× (uε,ni,j+1 − uε,ni,j ),
u
ε,0
i = uε,0(ih1, jh2). (15)
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Let us now provide a stability proposition for numerical scheme (15).
Proposition 4.1.1. Assume that a1, a2, F1, and F2 belong in BV(2) ∩ L∞(2). Under
the Courant–Friedrichs–Lewy (CFL) conditions, r1|a1f ′F1|< 1/2 and r2|a2f ′F2|< 1/2,
the above scheme is stable for the L∞ norm and the total variation in space, as well as for
the total variation in time in the Tonnelli–Cesari sense, specifically:
(i)
∣∣uε,ni,j ∣∣ ‖u0‖L∞(), ∀i, j ∈ Z, ∀n ∈N,
(ii)
∑
i,j∈Z
∣∣uε,ni+1,j − uε,ni,j ∣∣+ ∣∣uε,ni,j+1 − uε,ni,j ∣∣ TV(u0), ∀n ∈N,
(iii)
∑
i,j∈Z
∣∣uε,n+1i,j − uε,ni,j ∣∣ TV(u0), ∀n ∈N.
Proof. Set
αni,j =max

0, a1i,jF1

 u
ε,n
i+1,j−2uε,ni,j +uε,ni−1,j
h21
+ u
ε,n
i,j+1−2uε,ni,j +uε,ni,j−1
h21
,
u
ε,n
i,j −uε,ni−1,j
h1

f ′(uε,ni,j )

 ,
βn
i,j
=min

0, a1i,jF1


u
ε,n
i+1,j−2uε,ni,j +uε,ni−1,j
h21
+ u
ε,n
i,j+1−2uε,ni,j +uε,ni,j−1
h21
,
u
ε,n
i+1,j−uε,ni,j
h1

f ′(uε,ni,j )

 ,
γ n
i,j
=−max

0, a2i,jF2


u
ε,n
i,j+1−2uε,ni,j +uε,ni,j−1
h22
+ u
ε,n
i+1,j−2uε,ni,j +uε,ni−1,j
h22
,
u
ε,n
i,j −uε,n+1/2i,j−1
h2

f ′(uε,ni,j )

 ,
λn
i,j
=min

0, a2i,jF2


u
ε,n
i,j+1−2uε,ni,j +uε,ni,j−1
h22
+ u
ε,n
i+1,j−2uε,ni,j +uε,ni−1,j
h22
,
u
ε,n
i,j+1−uε,ni,j
h2

f ′(uε,ni,j )

 .
The numerical scheme is then rewritten as
u
ε,n+1
i,j = uε,ni,j − r1αni,j
(
u
ε,n
i,j − uε,ni−1,j
)− r1βni,j (uε,ni+1,j − uε,ni,j )
− r2γ n
(
u
ε,n − uε,n )− r2λn (uε,n − uε,n).i,j i,j i,j−1 i,j i,j+1 i,j
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αni,j  0 and
∣∣r1αni,j ∣∣ 12 ,
βni,j  0 and
∣∣r1βni,j ∣∣ 12 ,
γ ni,j  0 and
∣∣r2γ ni,j ∣∣ 12 ,
λni,j  0 and
∣∣r2λni,j ∣∣ 12 .
The rest of the proof is similar to the one-dimensional case. ✷
Once again along the same lines as in the one-dimensional case, we can establish a
convergence result in the sense defined therein.
4.2. Tests and discussion
Several tests were performed to measure the effectiveness of the proposed explicit
numerical scheme, as well as that of the model. We began by working with blurred or
noisy synthetic images and real blurred images, and then used real scene images (no noise
added) taken from the Web. In this section, we comment on the results we obtained.
In all our tests, we set r = 0.8, a ≡ 1, f (u) = (1/2)u2, F(u, v) ≡ 1, and a ≡
sign(∆u0) sign(u0x). The images were normalized to belong in the interval [0,1] in order to
avoid a strict CFL condition and cause the process to slow down. As in the one-dimensional
case, the KCS mollifier was used in the regularization process for the original images.
The first test involved blurry (Fig. 3a) and noisy (Fig. 3b) synthetic images representing
a disc and a square. The results were obtained by taking h(ε) = 1.5 for the first test and
h(ε)= 6 for the second. We can see that the image is perfectly restored in both cases.
Fig. 3. Tests on a synthetic image.
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Fig. 5. Tests on real scenes without added blurring or noise.
The second test consisted in blurring real scenes of the brain (Fig. 4). The results
obtained after seven iterations are highly satisfactory. The last test consisted in restoring
and enhancing real scene images (Fig. 5). The image of the automobile was taken from the
Web, and the digit zero was taken from a database from Suny Buffalo (CEDAR). No noise
was added to either image. Here again, the results obtained after only seven iterations are
quite conclusive.
Remark. By interpreting the model within the framework of the generalized functions
algebra, we are dealing with representatives, which are smooth functions. This means that
the original signal is smoothed and then almost all noise is removed at the beginning of
the process. Also note that such models do not use any a priori information regarding the
noise.
M. Cheriet, L. Remaki / J. Math. Anal. Appl. 279 (2003) 398–417 4175. Conclusion
In Part I of this paper, we presented a generalized (for one- and two-dimensional cases)
shock model for signal enhancement and restoration. A detailed theoretical study of the
models in the framework of the generalized functions algebra is also provided. In Part II of
this paper, we proposed a stable, explicit and efficient numerical scheme derived from the
models proposed in Part I to enhance and restore signals. Promising results in both the one-
and two-dimensional cases that demonstrate the enhancement and restoration performance
of the derived schemes are presented, as well as the positive impact of controlling the shock
speed on processing time.
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