hydrocephalic brains include thresholding [3, 4] , region growing [1, 5] , clustering [6, 7] , watershed [8] and fastmarching [9, 10] methods. These however, are not sufficient for most of present day systems for CSF segmentation, as they are mostly fully automatic approaches.
Recent medical applications more and more often require semi-automatic methods as segmentation process frequently fails without user intervention.
Therefore in this paper modern semi-automatic approaches to image segmentation are considered. Presented research focuses on the comparison of the CSF segmentation results obtained from three popular and semiautomatic segmentation approaches. Specifically, random walk [11] , level set [12] and min-cut/max-flow [14] methods were compared. For the purpose of this research, several hydrocephalic brain scans from various CT datasets were collected. To evaluate the effectiveness of the considered methods, segmentation results provided by the considered approaches were visually and numerically compared to the ground truths i.e. manually built CSF models. For assessment of image segmentation the precision, recall, accuracy and F-score ratio were used [16, 17] .
The following part of this paper is organized as follows. 
Methods
The considered image segmentation algorithms are semiautomatic and require human interaction. Initially, all three algorithms expect manual selection of the starting points (seeds) for regions being segmented. These points are distinguished as belonging to object and background area. However, random walk and min-cut/max-flow algorithms require the selection of both object and background seeds, while the level set approach is initialized only with object seeds. Following subsections (2.1 -2.3) briefly describe the considered approaches.
Random Walk
Random walk for image segmentation proposed by Leo Grady in [11] is a graph-based approach for interactive and multi-label image segmentation. The method requires the user to impose conditions on regions being segmented by indicating seeds i.e. pre-labeled pixels belonging to each region of interest. Image segmentation is next performed based on probability that a random walker starting his walk through the graph at each unlabeled pixel, will first reach one of the pre-labeled seeds. To obtain the final segmentation, each pixel is then assigned to the label for which the greatest probability is calculated.
Level set
The second algorithm presented in this paper is an implementation of the level set approach for active contour image segmentation which was initially proposed by Osher and Sethian in [12, 13] .
The level set algorithm used in this paper is one of the modern image segmentation techniques based on partial differential equations (PDE). The idea behind this method is to imbed a curve within a surface by the progressive evaluation of the differences among neighbouring pixels. This allows to find object boundaries, where the differences are the highest. The main advantage of the level set segmentation approach is that this method does not require an a priori knowledge about the target shape and may be applied to extract very complex surfaces.
Min-cut / Max-flow
Min-cut/max-flow algorithm is a graph-based and interactive image segmentation method proposed by Boykov and Jolly in [14] . The approach uses graph cuts to find a globally optimal segmentation of the N-dimensional image.
The method represents image as a weighted and undirected graph G = (V, E), where V = P ∪ {S, T } is a set of nodes and E is a set of edges. The set V consists of subset P of nodes representing pixels and two terminal nodes: source S and sink T which represent conditions imposed by the user on object and background respectively. Edges n-links connecting adjacent pixels represent the boundary term and describe similarity between these pixels. Edges t-links connect pixels with terminals and represent the regional term i.e. costs of including pixel into the object and background.
In the graph G image segmentation is given by the edges which get saturated when the maximum flow is send from the source S to the sink T .
The algorithm used in this research is based on mincut/max-flow implementation proposed by Boykov and Kolomogrov in [15] .
Segmentation quality measurements
The assessment of image segmentation quality was per- Precision and recall are well-known quality measures used in pattern recognition and information retrieval. In case of extraction systems, precision describe substitution and insertion errors, while recall describe substitution and deletion errors [16] .
For classification tasks, precision and recall can be seen as the ratio of misclassified pixels determined by comparing segmentation results with a ground truth image. Equation (1) and (2) define the precision P and recall R error measures used in this paper.
where: tp -number of true positive pixels, f p -number of false positive pixels, f n -number of false negative pixels.
As can be seen from above equations, precision and recall fractions do not include the information of true negative (tn) pixels. More accurate statistic measures used in classification include the accuracy A and F-score ratio [17] , defined by Equation (3) and (4) respectively.
where: tp -number of true positive pixels, tn -number of true negative pixels, f p -number of false positive pixels, f n -number of false negative pixels.
A true positive is an object pixel classified into the object. Analogously, true negative is a background pixel included into the background. A false positive is when the background pixel in ground truth image was classified as object pixel in the output image. A false negative is when the object pixel in the ground truth image corresponds to background pixel in the segmented image. For a perfect segmentation, all the regarded measures (i.e. P , R, A, F-score) should be equal to 1, which means that segmented binary image is 100% correct. Low precision indicates over-segmentation, low recall means the under-segmentation and a significant object data loss. Fscore is an indicator of total segmentation quality.
Results and discussion
In this section, the results of applying the considered image segmentation algorithms to several cross-sections of CT brain scans are presented and discussed. Each method was initialized with the same sets of seeds belonging to object and background (except level set algorithm, as discussed in Section 2) indicated by the user. No preprocessing steps for the input images were performed. Additionally, to obtain smooth boundaries in the segmented objects, identical morphological operations (erosion and dilatation) were applied to all output binary images. Segmentation quality measurements were performed after segmentation and postprocessing steps, as discussed in Section 3. The determined values of the considered segmentation quality measures are given in Table 2 . The first column contains the case number. This is followed in column two by the name of the applied segmentation algorithm. From the third to sixth column the quality measures are presented.
The main indicator of the segmentation accuracy is the value of F-score ratio. The higher the F-score value, the more accurate the segmentation is. Table 1 contains the comparison of the calculated ratios for selected images.
The best approach for each case is highlighted with the grey colour.
The average values of the regarded quality measures (i.e. P , R, A, F-score) over all considered cases were also compared. The corresponding results are given in Table 3 . Again, the best approach over all tested cases is highlighted with the grey colour. It was selected based on the highest average F-score value.
As can be seen from Table 3 , all three considered algorithms are characterized by the similar segmentation accuracy. Low precision means that considered methods are generally prone to over-segmentation (leakage from ROI to background area). However, higher recall and accuracy values indicate that there were almost no misclassified pixels and under-segmentation effect.
Conclusions
In this research, three modern image segmentation algorithms were applied to several CT images of hydrocephalic brains. The aim of this study was to assess the most efficient segmentation algorithm for the considered purpose. The segmentation results were visually and nu- with manually prepared models shows that all three considered algorithms are similar in segmentation precision.
The main drawback to the considered methods is that they are prone to over-segmentation. This allows to draw con- 
