INTRODUCTION
One of the popular machine learning algorithms, support vector machine (SVM) [1] is an excellent kernel-based tool used in past few decades for wide variety of applications like text categorization [2] , handwritten digit recognition [3] , activity detection [4] , stock exchange prediction [5] , braincomputer interface [6] , credit scoring [7] etc.
The computational complexity of SVM depends on solving a large sized quadratic programming problem (QPP) i.e. O (m   3   ) where m is the number of training data samples. This is the main disadvantage of this method for large scale datasets. Based on same principle, an efficient approach called twin support vector machine (TWSVM) has been proposed by Jayadeva et al. [8] to reduce the training cost and improve the generalization performance where it finds two non-parallel hyperplanes by solving two smaller sized QPPs instead of finding a single hyperplane by solving a single larger one in case of SVM, which results in a reduced training cost by approximately four times [8] . A least squares variant of SVM, called least squares support vector machine (LSSVM) [9] , has been proposed to decrease the training cost. Mangasarian and Musicant [10] has proposed an iterative method based on an implicit Lagrangian formulation and named it Lagrangian support vector machine (LSVM). Further, Balasundaram et al. [11] proposed a new approach for training Lagrangian twin support vector machine using unconstrained convex minimization. For Heteroscedastic noise structure, recently, Hao [12] has proposed a novel approach termed as parametricmargin v-support vector machine (Par-v-SVM) which is based on v-support vector machine (v-SVM) [13] . Further, Peng [14] has proposed a novel approach, twin parametric-margin support vector machine (TPMSVM), where it solves two smaller sized QPPs instead of solving a single larger QPP as in case of Par-v-SVM. Hence, the training cost of TPMSVM is much lesser than Par-v-SVM.
In all the techniques discussed above, all the data samples belonging to one class contribute equally in finding the final classifier. But presence of outliers and noise in real-world datasets can effect in determining a more appropriate classifier. Hence, to lessen the effect of outliers and noise in finding the resultant classifier, a fuzzy-based SVM algorithm (FSVM) was proposed by Lin et al. [15] . In their algorithm, each training point is assigned a membership value which can be calculated using a suitable membership function depending on the nature of the problem. Samples with higher importance get a higher membership value whereas those who have less importance get a lower membership value. In due course, many variants based on FSVM have been proposed. Batuwita & Palade [16] has proposed FSVMs for class imbalance learning (FSVM-CIL) to handle the problem of class imbalance. Furthermore, Tsujinishi et al. [17] has proposed a fuzzy least squares support vector machine for multiclass problems. Similarly, Wang et al. [18] has proposed a model Bilateral-weighted FSVM (B-FSVM). To solve bankruptcy prediction problem, a new fuzzy SVM is proposed [19] . Further, a fuzzy least squares support vector machine for object tracking is proposed by Zhang et al. [20] .
In this paper, a new technique is proposed, termed as fuzzy based Lagrangian twin parametric-margin support vector machine (FLTPMSVM) to handle the outlier points which uses fuzzy membership values in decision learning. To find the resultant decision classifier, our proposed method FLTPMSVM solves simple linearly convergent iterative schemes instead of solving a pair of quadratic programming problems (QPPs) as in TWSVM, FTSVM and TPMSVM. Here, we are using MOSEK toolbox to solve the QPPs in SVM, TWSVM, FTSVM and TPMSVM. There is no need to use any external toolbox for our proposed FLTPMSVM. Hence, FLTPMSVM improves the generalization performance of the decision surface and takes less training time in comparison to others methods. Moreover, we have presented a comparative analysis of results in terms of classification accuracy and training time of SVM, TWSVM, FTSVM and TPMSVM with our method for synthetic and real-world datasets.
II. RELATED WORK

A. Support Vector Machine (SVM)
Let us suppose X is the input matrix of training samples and Y is the label vector. Let us consider input matrices 1 X and 2 X of size n l 1 and n l 2 , where 1 l is the number of data points belonging to positive class and 2 l denotes the number of data points belonging to the negative class such that the total number of data samples 2 1 l l m and n is the total number of attributes. The non-linear SVM maps the sample x to a higher dimensional feature space using a mapping function (.) After finding the Lagrangian formulation of equation (1) and applying the Karush-Kuhn-Tucker (K.K.T) necessary and sufficient conditions [21] , the Wolfe dual of (1) 
B. Twin Support Vector Machine (TWSVM)
In TWSVM [8] , two non-parallel hyperplanes are obtained such that each of them is nearer to one of the classes and as far as possible from the other class. In non-linear case, twin support vector machine finds a pair of non-parallel hyperplanes 0 ) (
from the solution of the following QPPs 
is an appropriately chosen kernel.
By introducing the Lagrangian functions of problems (4) & (5) and applying the Karush-Kuhn-Tucker (K.K.T) necessary and sufficient conditions [21] , the Wolfe dual of (4) and (5) are written as
subject to 
where is a small positive integer value and I is an identity matrix of appropriate dimension [8] .
Further, a test data point n R x is assigned to a given class ' 'i by using the following formula
C. Fuzzy Twin Support Vector Machine (FTSVM)
In FTSVM, weights are given to the different data samples on the basis of fuzzy membership values and the training gets biased towards the samples of interest. To calculate the fuzzy membership, we have considered the centroid measure for the data samples of each class where the membership values are assigned based on the distance of the data points from the centroid of that class [22] . The membership values are used as a basis for giving weights to the error tolerance parameter C for every data point. , where x and x are the centroids of positive and negative class respectively, and is a small positive integer value.
In FTSVM, the non-linear hyperplanes are obtained through the following problems
where 1 S , 2 S are vectors having the membership values of the data samples of the positive and the negative class respectively.
By introducing the Lagrangian functions of problems (12) & (13) and applying the Karush-Kuhn-Tucker (K.K.T) necessary and sufficient conditions [21] , the Wolfe dual of (12) and (13) 
The resultant classifier is obtained by using the equation (10) .
D. Twin parametric-margin support vector machine (TPMSVM)
Recently, Peng [14] has proposed an efficient twin parametric-margin support vector machine which is an efficient learning approach of par-v-SVM. It finds two hyperplanes 
One can write (17) and (18) 
The Lagrangian functions of (22) and (23) (22) and (23) 
To find the solution of problems (29), we consider the equivalent pair of problems: for any 0
So, we can solve the problem (30) by writing as the following iterative scheme: for i=0,1,2… 
IV. EXPERIMENTAL RESULTS
To validate the effectiveness of our method, we have conducted an experiment and have compared our proposed FLTPMSVM with SVM, TWSVM, FTSVM and TPMSVM on well-known real-world datasets as well as one artificial dataset i.e. Ripley's dataset [25] . All the experiments are conducted on a PC with 64 bit, 3.40 GHz Intel© Core™ i7-3770 CPU and 4 GB RAM, running Windows 7 operating system. The software package used is MATLAB R2008a along with MOSEK optimization toolbox for TWSVM, FTSVM and TPMSVM, available at https://www.mosek.com. The datasets are normalized to the range ] 1 , 0 [ before experiment is performed on them. In this experiment, we implemented all the methods for non-linear case using Gaussian kernel which is given by 
We set average accuracy and average training time as the performance evaluation criteria for all the algorithms. Statistical result analysis is performed on testing data to calculate the average accuracy, standard deviation of result and average training time. We have considered the artificiallygenerated Ripley's synthetic dataset. The Ripley's dataset is a synthetic dataset in 2 R that contains 250 training samples and 1000 samples for testing. In the figure, the positive class samples and the negative class samples are depicted using ' ' and ' ' symbols respectively. Support vectors are marked using circles around them. The learning results of our experiment on artificial Ripley's dataset for SVM, TWSVM, FTSVM, TPMSVM and FLTPMSVM are shown in Figures  1(a-e) .
One can observe that FLTPMSVM obtains better decision classifiers in comparison to SVM, TWSVM, FTSVM, and TPMSVM. In Table 1 , we show the predicted accuracies, optimum parameters with learning time for FLTPMSVM with others methods. One can notice from Table 1 that our proposed FLTPMSVM has best classification result among these algorithms as well as the learning time of our proposed method is less which show that FLTPMSVM takes less Further, we have considered 10 UCI benchmark wellknown real-world datasets i.e. Australian-Credit, BreastCancer, BUPA liver, Cleveland, Haberman, Heart-Statlog, Ionosphare, Pima-indians-diabetes, Transfusion, Wpbc from UCI repository [26] . The classification accuracy along with optimum parameters and training time of all algorithms are presented in Table 2 . Our proposed FLTPMSVM is performed better in 6 out of 10 datasets. The solution of the proposed FLTPMSVM is obtained by using simple linearly convergent iterative approach instead of solving two QPPs as in the case of TWSVM, FTSVM and TPMSVM. Hence, FLTPMSVM achieves a comparatively lower training cost as compared to the others. Further, the average ranks of all the methods are shown in Table 3 , where rank is calculated on the basis of accuracies. One can observe from this table that proposed FLTPMSVM has the lowest average rank among all methods.
V. CONCLUSION
In this paper, a fuzzy-based Lagrangian twin parametricmargin support vector machine (FLTPMSVM) is proposed to lessen the effect of the outliers, by applying the concept of fuzzy support vector machine (FSVM) [15] on twin parametric-margin support vector machine (TPMSVM) [14] . Furthermore, the solution of FLTPMSVM is obtained by solving simple linearly convergent iterative schemes instead of solving a pair of QPPs as in case of TWSVM, FTSVM and TPMSVM. Experiments are carried out for non-linear case on publicly available real-world datasets as well as on one artificial dataset. Result shows that FLTPMSVM delivers comparative or better classification accuracy with the other considered methods and also suitable for heteroscedastic error structure. Moreover, our proposed method could achieve a faster training time as compared to all the other reported algorithms for all the datasets considered. Similar to TPMSVM, our proposed method loses the sparseness that can be one of the future works.
