A 2-approximation for the $k$-prize-collecting Steiner tree problem by Pedrosa, Lehilton Lelis Chaves & Rosado, Hugo Kooki Kasuya
ar
X
iv
:1
91
1.
09
22
1v
1 
 [c
s.C
C]
  2
0 N
ov
 20
19
A 2-approximation for the
k-prize-collecting Steiner tree problem
Lehilton Lelis Chaves Pedrosa
Hugo Kooki Kasuya Rosado∗
Institute of Computing – UNICAMP – Brazil
{lehilton,hugo.rosado}@ic.unicamp.br
Abstract
We consider the k-prize-collecting Steiner tree problem. An in-
stance is composed of an integer k and a graph G with costs on edges
and penalties on vertices. The objective is to find a tree spanning
at least k vertices which minimizes the cost of the edges in the tree
plus the penalties of vertices not in the tree. This is one of the most
fundamental network design problems and is a common generalization
of the prize-collecting Steiner tree and the k-minimum spanning tree
problems. Our main result is a 2-approximation algorithm, which im-
proves on the currently best known approximation factor of 3.96 and
has a faster running time. The algorithm builds on a modification of
the primal-dual framework of Goemans and Williamson, and reveals
interesting properties that can be applied to other similar problems.
∗Corresponding author.
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1 Introduction
In many network design problems, the input consists of an edge-weighted
graph, and the output is a minimum-cost tree connecting a certain subset
of vertices. Two of the most fundamental NP-hard variants are the prize-
collecting Steiner tree (PCST) and the k-minimum spanning tree (k-MST).
For PCST, a solution may contain any subset of vertices, but any not spanned
vertex incurs a penalty which is added to the objective function. For k-MST,
the output tree is required to contain at least k vertices.
We consider the k-prize-collecting Steiner tree problem (k-PCST), which
is a common generalization of PCST and k-MST. An instance consists of a
connected undirected graph G = (V,E), a special vertex r, called the root,
and a non-negative integer k ≤ |V |. Each edge e ∈ E has a non-negative
cost ce, and each vertex v ∈ V has a non-negative penalty πv. A solution is
a tree spanning at least k vertices, including the root r, and minimizing the
cost of edges of the tree plus the penalties of vertices not spanned by the
tree. Without loss generality, we assume that πr =∞.
1.1 Related works
PCST is the special case of k-PCST for which k = 0. For this problem,
Bienstock et al. presented a 3-approximation based on an LP rounding algo-
rithm [5], and Goemans showed that this factor could be improved to 2.54,
by randomizing the rounding algorithm [17]. Goemans and Williamson pre-
sented a 2-approximation [12] based on a new general primal-dual scheme
for PCST as well many other constrained forest problems. To bound the
value of an optimal solution, they used weak duality, and, as a consequence,
their analysis implies that the integrality gap of the usual LP formulation is
asymptotically tight. Currently, the best approximation for PCST is due to
Archer et al. [1] and it has factor 2 − (2−ρ
2+ρ
)2, where ρ is an approximation
factor for the Steiner tree problem. Using the best-known value for ρ, which
is ln(4) + ǫ [7], yields a factor of 1.9672 + ǫ for PCST.
k-MST is the special case of k-PCST for which πv = 0 for each vertex v.
One may assume that a solution spans exactly k vertices, since a tree with
more than k vertices can be pruned without increasing its cost. Several ap-
proximation algorithms were devised for k-MST [4, 8, 16], and Blum et al. [6]
gave the first constant-factor approximation, with factor 17, by using the
primal-dual scheme. Garg improved this factor to 5 and 3, subsequently [10],
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and Arya and Ramesh showed how Garg’s algorithm could be used to obtain
a factor of 2.5 [3]. Later, Arora and Karakostas gave a (2+ ǫ)-approximation
by modifying Garg’s algorithm [2]. Currently, the best approximation for
k-MST is a 2-approximation due to Garg [11] and is based on a sophisticated
use of the primal-dual scheme.
To our knowledge, the first constant-factor approximation for k-PCST
was given by Han et al. [13] and has factor 5. They presented a primal-
dual algorithm based on the Lagrangean relaxation of a linear program.
Later, Matsuda and Takahashi [15] derived a 4-approximation by combin-
ing the solutions for the underlying instances of PCST and k-MST. The
algorithm’s running time is O(|V |4|E| log |V |) and is bottlenecked by Garg’s
2-approximation, which is used to solve k-MST. By using the 1.9672 + ǫ-
approximation for PCST, the approximation factor for k-PCST can be im-
proved to 3.9672 + ǫ, with a significant increase in the running time.
1.2 Our results
Our main contribution is a 2-approximation for k-PCST. More precisely, we
present an algorithm with running time O(|V |2|E|2+ |V |4 log2 |V |) that finds
a tree T such that
∑
e∈E(T ) ce + 2 ·
∑
v∈V \V (T ) πv ≤ 2 · opt, where opt is the
optimal value. This improves on both the approximation factor and the time
complexity of the previously best-known algorithms. Our 2-approximation is
based on a modified version of the Goemans and Williamson’s algorithm, and
our analysis reveals many interesting properties of the primal-dual scheme,
which might give insights to other problems with similar constraints. We
note that the inequalities considered by our algorithm do not correspond
to a dual LP formulation for k-PCST, and our analysis does not rely on
weak duality. Moreover, a small modification of the algorithm results in a
2-approximation for the quota variant [14] of k-PCST, for which an instance
includes vertex weights, and a solution is any tree whose weight is at least
the given quota.
1.3 Algorithm’s overview
Our algorithm successively executes a modified version of the 2-approximation
primal-dual scheme for PCST due to Goemans and Williamson [12]. Their
algorithm is divided into a growth-phase and a pruning-phase. In the growth-
phase, it computes a feasible dual solution y such that for each subset of ver-
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tices S, yS is a non-negative value. It also outputs a tree T and a collection B
of subsets of V , whose edges and subsets correspond to tight dual inequalities
of an LP formulation. In the pruning-phase, the algorithm deletes from T
the subsets in B which do not disconnect the graph, resulting in a pruned
tree Tˆ . To derive a 2-approximation, they bound the value of Tˆ by a factor
of the dual objective function; in our algorithm, we compare with an optimal
solution directly.
In our modification, the growth-phase receives two new arguments, a
potential λ and a tie-breaking list τ . The potential is a uniform increase on
the penalties of each vertex, such that for larger values of λ, the output tree Tˆ
spans more vertices. During the growth-phase, there might be concurrent
events, thus there are multiple choices for the execution path. Usually, these
choices are determined by some fixed lexicography order. Our algorithm,
on the contrary, relies on a tie-breaking list τ to control the priority among
concurrent events. The i-th element in this list dictates which event gets
the highest priority in the i-th iteration of the algorithm. This allows us to
control the execution path of the algorithm.
The use of potential λ is built on Garg’s arguments for the 2-approximation
for k-MST [11], which can be described as follows. If, for some λ, the pruned
tree Tˆ spans exactly k vertices, this leads to a 2-approximation by using the
Lagrangean relaxation strategy (see, e.g., [8]). However, it might be the case
that no such λ exists; thus, the idea is to find a particular value of λ such
that, for sufficiently small ǫ, using potential λ − ǫ leads to a pruned tree Tˆ−
spanning less than k vertices, and using potential λ + ǫ leads to a pruned
tree Tˆ+ spanning at least than k vertices. The tree Tˆ− is constructed by prun-
ing a tree T− using a collection B−. Similarly, Tˆ+ is constructed by pruning
a tree T+ using a collection B+. On the one hand, Tˆ+ is a feasible solution,
but its cost cannot be bounded in terms of vector y. On the other hand, the
value of Tˆ− can be bounded, but it is not a feasible solution.
In Garg’s algorithm, the trees T− and T+ and the collections B− and B+
might be very different. Thus, to obtain a tree with k vertices and whose
cost can be bounded, his algorithm iteratively transforms T− into T+ and B−
into B+ by replacing one edge of T− or one subset in B− at a time. At some
iteration, pruning the current tree using the current collection must result in
a tree spanning at least k vertices. Before this step, instead of performing
the operation, one augments the current pruned tree by adding a sequence
of edges whose corresponding dual restrictions are tight, picking up to k
vertices.
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Our algorithm also considers similar trees T− and T+ and corresponding
collections B− and B+. However, both trees are constructed by executing the
growth-phase using a single potential λ. To differentiate between the cases,
we take into account a tie-braking list τ and its maximal proper prefix τ˜ . We
show how to compute a special tuple (λ, τ), called the threshold-tuple, such
that executing the growth-phase using τ results in a pruned tree with less
than k vertices, while using τ˜ results in a pruned tree with at least k vertices
(or vice-versa).
The trees and collections output by the two executions of the growth-
phase are only slightly different. Indeed, a key ingredient of our analysis
(presented in Lemma 16) shows that one of the two following scenarios hold:
(i) collections B− and B+ are equal, and trees T− and T+ differ in exactly
one edge, or
(ii) trees T− and T+ are equal, and collections B− and B+ differ in exactly
one subset.
Moreover, we show that the vector y output in both executions of the growth-
phase are the same. This leads to a straightforward way of augmenting the
pruned tree Tˆ−, by picking a sequence of edges of T− or T+ whose corresponding
inequalities are tight, without the need for a step-by-step transformation.
Although the computed vector y satisfy a set of inequalities, these in-
equalities do not correspond to an LP dual formulation for k-PCST, hence
cannot use weak duality to bound the value of an optimal solution. Instead,
we show (in Lemma 31) that either our algorithm returns a 2-approximate
solution, or it identifies a non-empty subset of the vertices which are not
spanned by any optimal solution. Thus, we either find the desired solution,
or can safely reduce the size of the instance. Therefore, by running the
algorithm at most |V | − k times, we find a 2-approximate solution.
1.4 Text organization
The remaining sections are organized as follows. In Section 2, we give a series
of definitions and introduce the terminology used in the text. In Section 3,
we describe our modification of the primal-dual scheme, which accounts for
the potential λ and the tie-breaking list τ . In Section 4, we formally define
the threshold-tuple, and show how it can be computed. In Section 5, we show
that, given a threshold-tuple, one can construct a tree spanning exactly k
vertices. In Section 6, we bound the cost of the computed tree and give a 2-
approximation for k-PCST. In Section 7, we give some concluding remarks.
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2 Definitions and preliminaries
We say that a nonempty collection L ⊆ 2V is laminar if, for any two subsets
L1, L2 ∈ L, either L1∩L2 = ∅, or L1 ⊆ L2, or L2 ⊆ L1. A laminar collection L
is binary if for every L ∈ L with |L| ≥ 2, there are distinct non-empty subsets
L1, L2 ∈ L such that L = L1 ∪ L2. We denote the collection of inclusion-wise
maximal subsets of a collection L by L∗. Observe that, if L is laminar, then
the subsets in L∗ are disjoint.
Let P be a partition of V , and consider an edge e with extremes on V .
If a set in P contains an extreme of e, then we call this set an endpoint of e.
We say that an edge e is internal in P if e has only one endpoint, and we
say that e is external in P if e has two distinct endpoints. Also, two external
edges are said to be parallel in P if they have the same pair of endpoints.
Given a graph H and a subset L ⊆ V , we say that H is L-connected if
V (H) ∩ L = ∅ or if the induced subgraph H [V (H) ∩ L] is connected. For a
collection L of subsets of the vertices, we say that H is L-connected if H is
L-connected for every L ∈ L.
Let L ⊆ V and H ⊆ G, then δH(L) denotes the set of edges of H with
exactly one extreme in L. We say that L has degree |δH(L)| on H . In the
case where H = G, we drop the subscript and write just δ(L).
For a subset L ⊆ V , we define its new penalty as πλL =
∑
v∈L πv + λ|L|,
where λ is a non-negative value which we call potential. This implies that,
for any subset L containing the root r, we have πλL =∞.
Consider a vector y such that, for each L ⊆ 2V , the entry yL is a non-
negative variable. We say that y respects edge cost c if∑
L:e∈δ(L)
yL ≤ ce for every edge e ∈ E, (1)
and we say that y respects vertex penalty πλ if∑
S:S⊆L
yS ≤ π
λ
L for every subset L ⊆ V . (2)
We say that an edge e is tight for (y, λ) if the inequality corresponding
to e in (1) holds with equality. Analogously, a subset L ⊆ V is tight for (y, λ)
if the inequality corresponding to L in (2) is satisfied with equality. If the
pair (y, λ) is clear from context, we simply say that e and L are tight.
Inequalities (1) and (2) are similar to the inequalities in the dual formula-
tion for PCST [12], with the difference that we include inequalities for subsets
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containing r. Also, we note that these inequalities may not correspond to
the dual of an LP formulation for k-PCST.
For a collection of subsets L, denote by L[S] the collection of subsets in L
which are subsets of S. Also, denote by L(S) the collection of subsets in L
which contain some, but not all, vertices of S. Moreover, let cE′ =
∑
e∈E′ ce
for E ′ ⊆ E, and πL =
∑
v∈L πe for L ⊆ V . To bound the value of an optimal
solution, we use the following lemma.
Lemma 1. Let T ∗ be an optimal solution. Suppose that L is a laminar
collection and that L∗ is the minimal subset in L containing V (T ∗). If y
respects c and πλ, then∑
L∈L(L∗)
yL − λ|L
∗ \ V (T ∗)| ≤ cE(T ∗) + πL∗\V (T ∗).
Proof. Since L is laminar, each subset in L(L∗) contains some, but not all,
vertices of V (T ∗), or it is a subset of L∗ \ V (T ∗). Also, one subset in L(L∗)
cannot be V (T ∗), because otherwise L∗ would not be minimal. Thus,∑
L∈L(L∗)yL =
∑
L∈L(V (T ∗))yL +
∑
L∈L[L∗\V (T ∗)]yL
≤
∑
e∈E(T ∗)
∑
L:e∈δ(L)yL +
∑
L∈L[L∗\V (T ∗)]yL
≤
∑
e∈E(T ∗) ce + π
λ
L∗\V (T ∗)
= cE(T ∗) + πL∗\V (T ∗) + λ|L
∗ \ V (T ∗)|.
The first inequality holds as each subset in L(V (T ∗)) is crossed by at least one
edge of T ∗, and the second inequality holds because y respects c and πλ.
3 Modified growth and pruning phases
In the following, we detail our modification of the primal-dual scheme due to
Goemans and Williamson for the prize-collecting Steiner tree problem [12].
The algorithm is composed of two main routines: a clustering algorithm,
also known as the growth-phase, and a cleanup algorithm, known as the
pruning-phase.
3.1 Modified clustering algorithm
The modified growth-phase is described in the following and is denoted by
GP(λ, τ). A listing of all steps is given afterwards, in Algorithm 1. The algo-
rithm maintains a binary laminar collection L ⊆ 2V , such that L∗ partitions
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the set of vertices V , and a vector y which respects c and πλ. It iteratively
constructs a forest F ⊆ G and a subcollection of processed subsets B ⊆ L,
such that the edges of F and the subsets of B are tight for (y, λ). In each
iteration, either a new edge is added to F , or a new subset is included in B.
The algorithm begins by defining L = {{v} : v ∈ V } and yS = 0, for each
S ⊆ V (implicitly), and by letting F = (V, ∅), and B = ∅. Once initialized,
it starts the iteration process. At a given moment, a maximal subset L ∈ L∗
is said to be active if it has not been processed yet, i.e., if L ∈ L∗ \ B. In
each iteration, we increase the value yL of every active subset L uniformly
until one of the following events occur:
⊲ an external edge e with endpoints L1, L2 ∈ L
∗ becomes tight, in which
case e is added to F , and the union L1 ∪ L2 is included in L; or
⊲ an active subset L becomes tight, in which case L is included in B.
We note that multiple edges and subsets might become tight simultane-
ously. In our modified algorithm, we use the tie-breaking list τ to decide the
order in which the events are processed. A tie-breaking list τ with size |τ | is
a (possibly empty) sequence of edges and subsets. For each i = 1, 2, . . . , |τ |,
the i-th element of the list is denoted by τ i. In iteration i, the event to be
processed is determined according to the following order:
(i) if i ≤ |τ |, then the event corresponding to τ i has the highest priority;
(ii) followed by events corresponding to edges;
(iii) and finally by events corresponding to subsets.
The priority order between events of the same type are determined by a fixed
lexicographic order.
The algorithm stops when V is the only active subset in L∗, at which
point F is a tree. The algorithm defines T = F , and outputs the pair (T,B).
Next lemma collects basic invariants of the growth-phase.
Lemma 2. At the beginning of any iteration of GP(λ, τ), the following holds:
(gp1) L is a binary laminar collection,
⋃
L∈L∗ L = V , and ∅ /∈ L;
(gp2) y respects c and πλ;
(gp3) F is an L-connected forest and every edge e ∈ E(F ) is tight for (y, λ);
(gp4) B ⊆ L is laminar and every subset in B is tight for (y, λ);
(gp5) no subset in B contains the root r.
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Algorithm 1: GP(λ, τ)
1 Initialize F ← (V, ∅), L ← {{v} : v ∈ V }, B ← ∅, and y ← 0
2 for i← 1, 2, . . . do
3 Let A ← L∗ \ B
4 if A = {V } then
5 Let T ← F
6 return (T,B)
7 Let ∆1 ← ∆2 ← 0
8 if there are no tight edges external in L∗ then
9 Let ∆1 ← min
{
ce−
∑
L:e∈δ(L)
yL
|{L∈A : e∈δ(L)}|
: e ∈ δ(S), S ∈ A
}
10 if there are no tight active subsets then
11 Let ∆2 ← min
{
πλL −
∑
S:S⊆L yS : L ∈ A
}
12 Let ∆← min{∆1,∆2} and increase yL by ∆ for every L ∈ A
13 Let Y be the set of tight edges external in L∗
14 Let Z be the collection of tight active subsets
15 if |τ | ≥ i and τ i ∈ Y ∪ Z then
16 Let σ ← τ i
17 else if Y 6= ∅ then
18 Let σ be the first edge of Y
19 else
20 Let σ be the first subset of Z
21 if σ is a tight external edge in L∗ then
22 Let L1 and L2 be the endpoints of σ in L
∗
23 Add σ to F and include L1 ∪ L2 in L
24 else if σ is a tight active subset then
25 Include σ in B
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Proof. Before the first iteration, L = {{v} : v ∈ V }, hence (gp1) is valid.
Assume that the invariant is valid at the beginning of an iteration and notice
that a new subset L is included into L only if L = L1∪L2, where L1, L2 ∈ L
∗.
Therefore, (gp1) is also valid at the end of the iteration.
Before the first iteration, we have y = 0, thus (gp2) is valid since ce and π
λ
v
are non-negative for every edge e and vertex v. Assume that the invariant
is valid at the beginning of an iteration. In this iteration, each variable yL
corresponding to an active subset L is increased by the minimum value of ∆
such that an edge external in L∗ or an active subset becomes tight. Observe
that the only edges that can become tight must be external. Moreover, if
a subset L ⊆ V becomes tight, so does some subset L ∈ L∗, because L
is laminar. Therefore, after modifying y, no inequality is violated, and the
invariant remains valid.
Before the first iteration, (gp3) is valid because L is composed of single-
tons, and F contains no edges. Assume that the invariant is valid at the
beginning of an iteration, and notice that an edge e is included into F only
if it is tight and the union L1 ∪ L2 of its endpoints L1, L2 ∈ L
∗ is included
into L. Since F is L1-connected and L2-connected, it follows that F is also
(L1 ∪ L2)-connected because e was added to F . Therefore, (gp3) remains
valid at the end of the iteration.
Invariant (gp4) holds because L is laminar, and only tight active subsets
are included in B. For invariant (gp5), observe that in any iteration, if L ∈ L
is the active component containing the root r, then πλL =∞. It follows that
L is not processed, and thus it is not included in B.
Observe that, since G is connected and the algorithm only ends when V
is the only active component, by invariant (gp3) T spans V .
Corollary 3. Let (T,B) be the pair output by GP(λ, τ). Then V (T ) = V .
Lemma 4. The number of iterations executed by GP(λ, τ) is at most 3|V |−3.
Proof. Since F is a forest (invariant (gp3)), the number of processed edges is
at most |V | − 1. Observe that the size of L is initially |V | and increases by 1
for each processed edge. Thus, the final size of L is at most 2|V | − 1. Each
subset of L which does not contain the root r can be processed. Therefore,
the total number of processed events is at most 3|V | − 3.
A consequence is that the growth-phase executes in polynomial time.
Also, this implies that the size of a tie-breaking list need not exceed 3|V | − 3.
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3.2 Modified pruning algorithm
The modified pruning-phase is denoted by PP(H,B). A listing is given in
Algorithm 2. The algorithm receives a graph H and iteratively deletes from
it any processed subset B ∈ B such that the degree of B on H is one. We
assume that the input H is a connected subgraph of G containing r, and
that B is a laminar collection of subsets of V which do not contain r.
Algorithm 2: PP(H,B)
1 while there is a subset B in B such that |δH(B)| = 1 do
2 Delete B from H
3 return H
In the following, we might say that we prune H using B to mean that
we execute algorithm PP(H,B), and say that a graph H is pruned with B if
|δH(B)| 6= 1 for every B ∈ B.
Note that we allow input graphs H with cycles, whereas the standard
pruning-phase only considers trees. This will be useful in Section 5.1, when,
to find a tree with k vertices from distinct trees T− and T+, we will first prune
T− ∪ T+, which might contain a cycle.
Next lemma collects invariants of the pruning-phase.
Lemma 5. At the beginning of any iteration of PP(H,B), the following holds:
(pp1) H is connected and r ∈ V (H);
(pp2) H [V (H) ∩B] is connected.
Proof. Observe thatH is connected and r ∈ V (H) when the algorithm starts.
Consider the subset B chosen at the beginning of an iteration, and assume
that (pp1) is valid. Since |δH(B)| = 1 and r /∈ B, deleting B does not dis-
connect H nor removes the root r from H . Thus, (pp1) holds at the end of
the iteration. For (pp2), observe that, since H is connected and |δH(B)| = 1,
V (H) ∩ B must induce a connected subgraph.
Corollary 6. Let H ′ be the graph output by PP(H,B). Then, H ′ ⊆ H,
H ′ is pruned with B, and r ∈ V (H).
Proof. By construction, H ′ ⊆ H and H ′ is pruned with B. Invariant (pp1)
implies r ∈ H ′.
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Next, we give a structural result about the pruning-phase. It is an aux-
iliary lemma which implies a series of monotonic properties of the pruning
algorithm.
Lemma 7. Consider connected graphs D and H. Assume that D is pruned
with B and let H ′ be the graph output by PP(H,B). If D ⊆ H, then D ⊆ H ′.
Proof. Assume that in the execution that output H ′, the algorithm exe-
cuted ℓ iterations, and let Bi and Hi be the values assigned to variables
B and H at the beginning of iteration i. Also, let Hℓ+1 = H
′.
We show that D ⊆ Hi by induction on i. Clearly D ⊆ H = H1. Then,
assume that D ⊆ Hi for some i ≥ 1. It follows that |δD(Bi)| ≤ |δHi(Bi)|.
But |δHi(Bi)| = 1 by the choice of Bi, and so |δD(Bi)| ≤ 1. Since D is pruned
with B, we know that |δD(Bi)| 6= 1, and thus |δD(Bi)| = 0. This implies that
Bi ∩ V (D) = ∅, because D is connected. To complete the induction, observe
that D = D − Bi ⊆ Hi − Bi = Hi+1.
The first property states that pruning using B determines a unique pruned
graph. An implication of this lemma is that the output of PP(H,B) is invari-
ant to the order in which subsets of B are considered.
Corollary 8. Let H1 and H2 be the graphs output by two executions of
PP(H,B). Then H1 = H2.
Proof. Observe that H1 is connected and pruned with B, and that H2 is the
output of PP(H,B). Since H1 ⊆ H , by Lemma 7, H1 ⊆ H2. Symmetrically,
we have H2 ⊆ H1, and thus H1 = H2.
Next corollary states that pruning a fixed graph H using distinct collec-
tions reverses the subcollection relation.
Corollary 9. Let H1 and H2 be the graphs output by PP(H,B1) and PP(H,B2),
respectively. If B1 ⊆ B2, then H2 ⊆ H1.
Proof. Observe that H2 is connected and pruned with B2, and thus it is
pruned with B1 as well. Since H2 ⊆ H, by Lemma 7, H2 ⊆ H1.
The last corollary considers graphs D which are “sandwiched” between
a graph H and the pruned subgraph H ′. Intuitively, one may interpret this
corollary as stating that pruning a partially pruned graph D leads to the
fully pruned graph H ′.
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Corollary 10. Consider connected graphs D and H. Let D′ and H ′ be the
graphs output by PP(D,B) and PP(H,B), respectively. If H ′ ⊆ D ⊆ H, then
H ′ = D′.
Proof. Observe that H ′ is connected and pruned with B. Since H ′ ⊆ D, by
Lemma 7, H ′ ⊆ D′. Analogously, observe that D′ is connected and pruned
with B. Since D′ ⊆ D ⊆ H, by Lemma 7, D′ ⊆ H ′. Therefore, H = D.
3.3 Modified Goemans-Williamson algorithm
The modified Goemans-Williamson algorithm wraps up the growth and the
pruning-phases and is denoted by GW(λ, τ). A listing is given in Algorithm 3.
First, the algorithm executes GP(λ, τ ) to obtain a pair (T,B). Then, it exe-
cutes PP(T,B) and returns the pruned tree Tˆ .
Algorithm 3: GW(λ, τ)
1 Let (T,B) be the tuple returned by GP(λ, τ)
2 Let Tˆ be the tree returned by PP(T,B)
3 return Tˆ
One interesting property of GW(λ, τ) is that if λ it too large, then no subset
is ever processed, and the returned tree spans the whole set of vertices. Recall
that cE =
∑
e∈E ce. Next lemma states that cE is sufficiently large.
Lemma 11. Let Tˆ be the output of GW(λ, τ ). If λ > cE, then V (ˆT ) = V .
Proof. We claim that B = ∅. If this is the case, by Corollary 3, we have that
GP(λ, τ) returns the tuple (T, ∅), thus no subset is deleted in the pruning-
phase, and we get Tˆ = T and V (ˆT ) = V .
Now, we show that B = ∅. Suppose, for a contradiction, that the first
processed subset is L and it is processed in iteration ℓ. For a vertex v, denote
by Γv the value of
∑
S:v∈S yS at the end of iteration ℓ. Since no subset was
processed before iteration ℓ, each vertex is contained in exactly one active
subset in each iteration i ≤ ℓ. It follows that, for any two vertices u and v,
we have Γu = Γv.
Since no subset containing the root r is ever processed (invariant (gp5)),
r /∈ L, and since G is connected, there must exist an external edge e with
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extremes u ∈ L and w /∈ L. Since y respects c (invariant (gp2)), and no
S ∈ L contains both u and w at the end of iteration ℓ, we have
Γu + Γw =
∑
S:e∈δ(S)
yS ≤ ce.
Then, since L becomes tight at iteration ℓ,
πλL =
∑
S:S⊆L
yS ≤
∑
v∈L
Γv = |L|Γu ≤ |L|ce ≤ cE ,
which is a contradiction because πλL ≥ λ > cE.
4 The threshold-tuple
We execute the modified Goemans-Williamson algorithm using potential zero
and passing an empty tie-breaking list, i.e., we execute GW(0, ∅). If the re-
turned tree spans at least k vertices, then this tree is a 2-approximate solu-
tion, as stated in Lemma 12. The proof is adapted from Feofiloff et al. [9]
and is given in Appendix A.
Lemma 12. Let Tˆ be the tree returned by GW(0, ∅), and T ∗ be an optimal
solution. Then,
cE (ˆT ) + 2πV \V (ˆT ) ≤ 2
(
cE(T ∗) + πV \V (T ∗)
)
.
In the remaining of this section, we assume that executing GW(0, ∅) returns
a tree spanning less than k vertices. Observe that Lemma 11 implies that
using potential greater than cE leads to a tree with at least k vertices for any
tie-breaking list τ . We would like to find λ and associated τ such that the
returned tree spans exactly k vertices, but it might be the case that no such
pair exists. Instead, our goal will be finding a special tuple (λ, τ), called the
threshold-tuple, which will be defined below.
First, we need to introduce some notation. Note that, in the i-th iteration
of GP(λ, τ), the edge or subset corresponding to τ i is not necessarily tight.
We say that a tie-breaking list τ is respected by potential λ if the sequence
of edges and subsets of V processed in the first |τ | iterations of GP(λ, τ)
corresponds to τ . Also, we denote by τ˜ the prefix of τ with size |τ | − 1.
Definition 13. Let Tˆ be the tree returned by GW(λ, τ ), and Tˆ ′ be the tree
returned by GW(λ, τ˜). We say that (λ, τ) is a threshold-tuple if
(i) τ is respected by λ; and
(ii) |V (ˆT )| ≥ k > |V (ˆT ′)| or |V (ˆT )| < k ≤ |V (ˆT ′)|.
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Given a threshold-tuple, one may obtain a pair of trees, one with less
than k vertices, and the other with at least k vertices. These trees share
many of their structures, and this will be used in Section 5 to construct a tree
which spans exactly k vertices and is a 2-approximation. In Subsection 4.1,
we study the properties of a threshold-tuple and, in Subsection 4.2, we show
how it can be computed in polynomial time.
4.1 Properties of a threshold-tuple
We start by noticing that the executions of GP(λ, τ) and GP(λ, τ˜) are identical
up to the beginning of iteration |τ |.
Lemma 14. If τ is respected by λ, then τ˜ is respected by λ. Also, at the begin-
ning of the iteration |τ | of GP(λ, τ) and GP(λ, τ˜), the variables F , L, B and y
are identical.
Proof. The first statement is clear by definition. For the second statement,
observe that up to the beginning of the iteration |τ |, the execution depends
only on the |τ | − 1 items of the tie-breaking list.
The event processed in the iteration |τ | of the growth-phase plays an
important role in distinguishing the outputs returned by executing GW(λ, τ)
and GW(λ, τ˜). Each such an event corresponds to an edge or a subset. The
next auxiliary result lists the possibilities when (λ, τ) is a threshold-tuple.
Lemma 15. Assume that (λ, τ ) is a threshold-tuple. Let σ be the edge or
subset processed in the |τ |-th iteration of GP(λ, τ ), and σ′ be the edge or subset
processed in |τ |-th iteration of GP(λ, τ˜). Then σ 6= σ′, and σ′ is an edge.
Proof. If we had σ = σ′, then the output of GP(λ, τ˜) would be identical to
the output of GP(λ, τ), and GW(λ, τ˜) and GW(λ, τ ) would return identical trees.
This is not possible, as (λ, τ) is a threshold-tuple, thus indeed σ 6= σ′.
First, assume that σ is an edge. Since τ is respected by λ, σ = τ |τ |. Thus,
at the beginning of the |τ |-th iteration of GP(λ, τ), σ is a tight edge external
in L∗. By Lemma 14, at the beginning of the |τ |-th iteration of GP(λ, τ˜), σ
is also a tight edge external in L∗. Observe that in this iteration of GP(λ, τ˜),
edges have the highest priorities, since the size of the considered tie-breaking
list is |τ˜ | < |τ |. Because there is at least one tight edge to be processed, this
iteration processes an edge, thus σ′ is an edge.
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Now, assume that σ is a subset. Suppose, for a contradiction, that σ′ is
a subset. Since a subset is processed in the |τ |-iteration of GP(λ, τ˜), there
are no tight edges external in L∗ in the beginning of this iteration. Let
L0, . . . , Lm be the collection of tight active subsets in the beginning of the
|τ |-th iteration of GP(λ, τ˜), which is the same for GP(λ, τ) by Lemma 14.
Notice that processing a subset does not modify variables F , L and y, thus
each subset Li must be processed in both executions (although in different
order) before any other edge or subset becomes tight. It follows that in the
beginning of the (|τ |+m)-th iteration of both GP(λ, τ ) and GP(λ, τ˜), variables
F , L, B and y are identical. This implies that both executions have the same
output. But, again, this is a contradiction because (λ, τ) is a threshold-
tuple.
In the the following, we use the notion of rounds of iterations. Recall
that during the execution of GP(λ, τ ), there might be iterations for which
the increment ∆ to variables of y is set to zero, and thus vector y remains
unaltered. We say that iterations i and j are in the same round if the value
of vector y at the end of iteration i equals the value of vector y at the end of
iteration j.
The output of the growth-phase corresponds to a tree and a collection of
processed subsets. Suppose that executing GP(λ, τ) returns pair (T,B), and
executing GP(λ, τ˜) returns pair (T ′,B′). While, for a threshold-tuple, these
pairs must be different, we show that the difference is restricted to adding
and removing an edge, or adding a subset. The proof’s arguments rely on
the fact that both executions of the growth-phase are almost identical, and
differ only in the round of iteration |τ |.
Whether the trees or the collections will be different depends on the event
processed at iteration |τ |. If GP(λ, τ) processes an edge σ, then GP(λ, τ˜ ) pro-
cesses an edge σ′, and T = T ′+σ−σ′. We give an illustration in Figure 1. The
state at the beginning of iteration |τ | is depicted in Subfigure 1a, which is the
same for both executions. Each maximal subset is represented by a circle, and
processed subsets correspond to filled circles. Only edges which are tight and
external are drawn, and only maximal subsets which are tight are labelled.
The priority order of each edge and subset is given by the corresponding label
index. Subfigure 1b represents the end of the round for GP(λ, τ˜), where the
contours surrounding circles are the new formed subsets. In this execution,
σ′ = e1 is the first edge, and the processing order is e1, e2, e3, e4, e5, L1. Sub-
figure 1c represents the end of the round for GP(λ, τ ), for which σ = e6 is the
last item of τ , and the processing order is e6, e1, e2, e3, e4, L1.
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e1
e2
e3
e4
e5
e6
L1
(a) State in the |τ |-th iteration.
(b) State at end of round for σ′ = e1. (c) State at end of round for σ = e6.
Figure 1: Executions of GP(λ, τ˜) and GP(λ, τ) in the edge case.
e1e4
L1
e3e2
L3 L2
(a) State in the |τ |-th iteration.
(b) State at end of round for σ′ = e1. (c) State at end of round for σ = L3.
Figure 2: Executions of GP(λ, τ˜) and GP(λ, τ ) in the subset case.
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When GP(λ, τ) processes a subset σ at iteration |τ |, we have B = B′ ∪ {σ}.
We give an illustration in Figure 2, where we use the same convention as
before. Subfigure 2a depicts the state at the beginning of iteration |τ |. Sub-
figure 2b represents the end of the round for GP(λ, τ˜), for which σ′ = e1 is the
first edge, and the processing order is e1, e2, e3, e4, L2. Subfigure 2c represents
the end of the round for GP(λ, τ ), for which σ = L3 is the last item of τ , and
the processing order is L3, e1, e2, e3, e4, L2. Notice that L1 was not processed
in neither execution because, after e2 had been processed, L1 stopped being
maximal. The subset L3 was processed by GP(λ, τ ), but not by GP(λ, τ˜), be-
cause L3 is processed first in the execution of GP(λ, τ), whereas it stopped
being maximal in the execution of GP(λ, τ˜) after e4 had been processed.
The following lemma summarizes the main properties of threshold-tuples.
Lemma 16. Assume that (λ, τ) is a threshold-tuple, and let σ = τ |τ |. Also,
let T , B and y be the output computed by GP(λ, τ), and let T ′, B′ and y′ be
the output computed by GP(λ, τ˜). Then, y = y′ and
(i) if σ is an edge, then B = B′, σ /∈ E(T ′), and T ⊆ T ′ + σ;
(ii) if σ is a subset, then T = T ′, σ /∈ B′, and B = B′ ∪ {σ}.
Proof. Note that σ is the edge or subset processed in the |τ |-th iteration of
GP(λ, τ), because τ is respected by λ. Let σ′ be the edge or subset processed
in the |τ |-th iteration of GP(λ, τ˜). By Lemma 15, σ 6= σ′, and σ′ is an edge.
We consider two cases, depending on the type of σ.
Case 1: Assume that both σ and σ′ are edges.
Let Y be the set of tight external edges considered to be processed in
the |τ |-th iteration of GP(λ, τ). Similarly, define Y ′ as the analogous set
corresponding to GP(λ, τ˜). Since σ and σ′ are processed edges, σ ∈ Y , and
σ′ ∈ Y ′. By Lemma 14, we have Y = Y ′, and thus σ, σ′ ∈ Y . Because edges
are processed with priority higher than subsets, each edge of Y is processed
or becomes internal in the same round of iteration |τ |, and before any active
tight subset is processed.
Since σ ∈ Y , at some iteration |τ | + ℓ, for some ℓ ≥ 0, the execution
GP(λ, τ˜) must process edge σ or some other edge of Y which is parallel to σ.
For some i ≥ 0, let e′i be the edge of Y processed by GP(λ, τ˜) at iteration
|τ |+i. Therefore, e′0 = σ
′, and e′ℓ is parallel to σ at iteration |τ |+ℓ. Similarly,
let ei be the edge of Y processed by GP(λ, τ) at iteration |τ |+ i, and observe
that e0 = σ.
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We claim that for each 1 ≤ i ≤ ℓ, ei = e
′
i−1. To see this, note that at
the beginning of iteration |τ |+ i of GP(λ, τ), edge e′i−1 is tight and external.
Since e′i−1 was processed in iteration |τ | + i − 1 of GP(λ, τ˜), it has priority
higher than any other tight edge of Y which is still external. Thus, e′i−1 is
selected to be processed, and indeed ei = e
′
i−1.
At the end of iteration |τ |+ ℓ, the forest F computed by GP(λ, τ ) and the
forest F ′ computed by GP(λ, τ˜) are such that F − σ′ = F ′ − σ. Moreover,
σ and σ′ are in the same connected components of both F and F ′. Thus,
the value of y, the set of external edges, and the collection of active subsets
at the end of iteration are the same in both executions. This implies that
the sequence of processed edges and subsets in succeeding iterations are the
same. Therefore, the output of GP(λ, τ) and GP(λ, τ˜) are such that y = y′,
B = B′, and T = T ′ + σ − σ′. This shows the lemma when σ is an edge.
Case 2: Assume that σ is a subset and σ′ is an edge.
Let X be the collection of active tight subsets considered to be processed
in the |τ |-th iteration of GP(λ, τ). Similarly, define X ′ as the analogous col-
lection corresponding to GP(λ, τ˜ ). Since σ is a processed subset, σ ∈ X . By
Lemma 14, we have X = X ′.
Suppose that, after processing edge σ′, GP(λ, τ˜) processes other ℓ edges in
the same round of iterations. Since edges have higher priority, no subset is
processed before every tight external edge is processed or becomes internal.
Let e′0, e
′
1, . . . , e
′
ℓ be the edges processed in iteration |τ |, |τ |+ 1, . . . , |τ |+ ℓ of
GP(λ, τ˜), respectively. Note that e′0 = σ
′.
By Lemma 14, each e′i is also a tight external edge in iteration |τ | of
GP(λ, τ). Processing a subset does not change the set of tight external edges,
thus, after processing subset σ, GP(λ, τ) must process the sequence of edges
e′0, e
′
1, . . . , e
′
ℓ, such that e
′
i is processed at iteration |τ |+ i+1 of GP(λ, τ). This
implies that the set of edges processed by GP(λ, τ˜) up to iteration |τ | + ℓ
equals the set of edges processed by GP(λ, τ) at up to iteration |τ |+ ℓ+ 1.
As a consequence, any tight subset of X that remains maximal at the end
of iteration |τ |+ℓ of GP(λ, τ˜) is also tight and maximal at the end of iteration
|τ |+ℓ+1 of GP(λ, τ), and vice-versa. After processing edges, any such subset
which is still unprocessed is processed. Therefore, at the end of the rounds
corresponding to GP(λ, τ˜) and GP(λ, τ), the value of y, the set of external
edges, and the collection of active subsets are the same in both executions.
As in the previous case, this implies that the sequence of processed edges
and subsets in succeeding iterations are the same.
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Now observe that both executions process the same set of edges, thus
T = T ′. Also, any subset processed by GP(λ, τ˜) is processed by GP(λ, τ).
Conversely, if a subset processed by GP(λ, τ) is not processed by GP(λ, τ˜),
then this subset must be σ. Thus, B = B′ ∪ {σ}. To show that σ /∈ B′,
note that if B = B′, then GW(λ, τ) and GW(λ, τ˜ ) would return identical trees,
which is not possible since (λ, τ) is a threshold-tuple. This completes the
lemma.
4.2 Computing a threshold-tuple
Before describing the algorithm to compute a threshold-tuple (λ, τ), we need
some definitions and corresponding auxiliary lemmas.
4.2.1 Increase-function
In the following, suppose that we are given a fixed tie-breaking list τ and a
real interval [a, b] such that, for every λ ∈ [a, b], τ is respected by λ. Then,
there is a fixed pair (L,B) such that, for every λ ∈ [a, b], the laminar collec-
tion and the collection of processed subsets computed by GP(λ, τ) at the end
of iteration |τ | correspond to L and B, respectively. Let A = L∗ \ B, and note
that A is the collection of active subsets at the beginning of iteration |τ |+ 1.
Define the object-collection Q corresponding to τ and [a, b] as the collection
that contains the active subsets, the external edges with at least one active
endpoint, and the tight external edges with no active endpoints at the be-
ginning of iteration |τ | + 1. Observe that, if GP(λ, τ ) processes an edge or a
subset σ at iteration |τ | + 1, then σ ∈ Q. Thus, Q contains all subsets and
edges that might be processed at iteration |τ |+ 1 for some λ ∈ [a, b].
At the beginning of iteration |τ |+ 1 of GP(λ, τ), the variable yS of every
active subset S ∈ A is increased by the largest value ∆ ≥ 0, for which no
inequality corresponding to an edge or a subset is violated. To compute ∆,
one first finds, for each edge or subset σ ∈ Q, the value ∆σ to increase each
variable yS such that σ becomes tight. Since the considered tie-breaking list τ
and interval [a, b] are fixed, the value ∆σ depends only on λ. The increase-
function of σ corresponding to τ and [a, b] is the function ǫσ : [a, b] → Q≥0
such that ǫσ(λ) = ∆σ.
Lemma 17. For every σ ∈ Q, the increase-function of σ is linear in λ.
Proof. For some integer ℓ, with 0 ≤ ℓ ≤ |τ |, let Tℓ be the sublist of τ defined
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as Tℓ = (τ 1, τ 2, . . . , τ ℓ). Observe that the tie-breaking list Tℓ is respected
by λ for every λ ∈ [a, b], then there is an object-collection Qℓ corresponding
to Tℓ and [a, b]. Also, for each index 1 ≤ ℓ ≤ |τ |, the entry τ ℓ of the tie-
breaking list is processed at iteration ℓ of GP(λ, τ), and thus τ ℓ ∈ Qℓ−1.
Note that Q|τ | = Q, thus, by defining τ |τ |+1 = σ, we have τ ℓ ∈ Qℓ−1 for
index ℓ = |τ |+ 1 as well.
Let ǫℓ(λ) be the increase-function of τ ℓ corresponding to Tℓ−1 and [a, b].
We will show by induction that, for each 1 ≤ ℓ ≤ |τ | + 1, function ǫℓ(λ) is
linear in λ. The lemma will follow by taking ℓ = |τ |+ 1.
First, consider the case ℓ = 1. If τ 1 is a subset, then it must be a
singleton {v} for some vertex v, because each maximal subset is a singleton
in the first iteration of the growth-phase. Since at this moment, y = 0, the
increase to turn τ 1 tight is ǫ1(λ) = π
λ
v = πv+λ. Similarly, if τ 1 is an edge e, it
must have two active endpoints at the first iteration, and thus ǫ1(λ) = ce/2.
Now, assume that ǫi(λ) is linear in λ for each i < ℓ. Consider some
subset S, and let ΛS denote the set of indices i such that i < ℓ and S was an
active subset at the beginning of iteration i. It follows that, at the beginning
of iteration ℓ, yS =
∑
i∈ΛS ǫi(λ), which is linear in λ, since each ǫi is linear
in λ, and ΛS does not depend on λ.
Let A be the collection of active subsets at the beginning of iteration ℓ.
If τ ℓ is an external edge e with no active endpoints, then it is tight, thus
ǫℓ(λ) = 0. In the case that τ ℓ is an edge e with at least one active endpoint,
the left-hand side of inequality (2) corresponding to e is
∑
S:e∈δ(S) yS, that
is a linear function, say f(λ). It follows that the increase of yS for active
subsets S which is necessary to turn e tight is
ǫℓ(λ) =
ce − f(λ)
|{S ∈ A : e ∈ δ(S)|
.
In both cases, ǫℓ(λ) is linear in λ.
Similarly, if τ ℓ is a subset L, then the left-hand side of inequality (1)
corresponding to L is
∑
S:S⊆L yS, that is a function which is linear in λ. Let
this function be f(λ), then,
ǫℓ(λ) = π
λ
L − f(λ) = πL + λ|L| − f(λ),
which is linear in λ.
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4.2.2 Diverging potential
For each potential λ ∈ [a, b], the element of the object-collection Q corre-
sponding to τ and [a, b] that is processed at iteration |τ | + 1 of the growth-
phase is determined by the increase-function which evaluates to the smallest
value. Suppose that executing GP(a, τ ) processes some edge or subset σ1 at
iteration |τ | + 1, while executing GP(b, τ ) processes a distinct edge or sub-
set σ2 at iteration |τ | + 1. In this situation, σ1 is selected in the former
execution because ǫσ1(a) ≤ ǫσ′(a) for any σ
′ ∈ Q, while σ2 is selected in the
latter because ǫσ2(b) ≤ ǫσ′(b) for any σ
′ ∈ Q. Since increase-functions are
linear, this implies that there must be some potential p ∈ (a, b) such that,
at iteration |τ |+ 1, GP(λ, τ) processes σ1 for λ < p, and processes a distinct
element in Q for λ > p.
Formally, we say that p ∈ (a, b) is a diverging potential if there are
edges or subsets σ, σ′ ∈ Q with distinct increase-functions ǫσ, ǫσ′ such that:
(i) ǫσ(p) = ǫσ′(p); and (ii) execution GP(p, τ) processes σ at iteration |τ |+ 1.
Observe that, since increase-functions are linear, the number of diverging po-
tentials is finite and they can be computed in polynomial time using standard
line-intersection algorithms.
The definition implies that, for each pair of consecutive diverging poten-
tials, there is an edge or a subset which is tight at iteration |τ |+1 when the
growth-phase is executed with either diverging potential. This is formalized
next.
Lemma 18. Let p1 < p2 < · · · < pm be the sequence of diverging potentials
in (a, b), and let p0 = a and pm+1 = b. Also, let λ0 ∈ (pj , pj+1) for some
0 ≤ j ≤ m. If σ ∈ Q is processed at iteration |τ | + 1 of GP(λ0, τ ), then σ is
tight at the end of iteration |τ |+ 1 of GP(λ, τ) for every λ ∈ [pj, pj+1].
Proof. Because σ has been processed, ǫσ(λ0) ≤ ǫσ′(λ0) for any σ
′ ∈ Q with
distinct increase-function. Since pj and pj+1 are consecutive potentials, func-
tions ǫσ and ǫσ′ do not intersect for any λ ∈ (pj, pj+1). Thus, by the continu-
ity of the increase-functions, ǫσ(λ) ≤ ǫσ′(λ) for each λ ∈ [pj, pj+1]. It follows
that, at iteration |τ | + 1 of GP(λ, τ), the increase of the variables is ǫσ(λ),
and σ is tight at the end of the iteration.
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4.2.3 Threshold-tuple search algorithm
We describe the threshold-tuple search algorithm, denoted by TS. A listing
is given in Algorithm 4. To find a threshold-tuple, the algorithm constructs
a tie-breaking list τ iteratively. It maintains the following invariants: (i) τ is
respected by λ for any λ ∈ [a, b]; (ii) GW(a, τ) returns a tree spanning less
than k vertices, and GW(b, τ) returns a tree spanning at least k vertices.
Initialize the variables by making τ = ∅, a = 0 and b = cE + 1, and start
the iteration process. At each iteration i, compute the sequence of diverging
potentials p1 < · · · < pm in the range (a, b), and let p0 = a and pm+1 = b.
Since GW(a, τ ) returns less than k vertices and GW(b, τ) returns at least k
vertices, there must be some index j for which GW(pj , τ) returns less than k
vertices, and GW(pj+1, τ) returns at least k vertices.
Discover the edge or subset σ which is processed at iteration i of GP(λ0, τ)
for some arbitrary λ0 ∈ (pj, pj+1). Then, extend the tie-breaking list by
appending σ at the end of τ . Note that, by Lemma 18, the extended tie-
breaking list τ is respected by λ for every λ ∈ [pj, pj+1], then the first invariant
is maintained by making a = pj and b = pj+1.
Following, check if executing GW(pj , τ) using the updated tie-breaking list
returns at least k vertices. If this is so, since GW(pj , τ˜) returns less than k
vertices, (pj, τ ) is a threshold-tuple, and the algorithm stops. Analogously,
if GW(pj+1, τ ) returns less than k vertices, (pj+1, τ ) is a threshold-tuple. If
neither is the case, then the second invariant is maintained, and the process
is repeated.
Next, we show that TS indeed finds a threshold-tuple.
Lemma 19. If executing GW(0, ∅) returns a tree spanning less than k vertices,
then TS returns a threshold-tuple in polynomial time.
Proof. We argue that the algorithm indeed mantains the invariants: (i) τ is
respected by λ for any λ ∈ [a, b]; (ii) GW(a, τ) returns a tree spanning less
than k vertices, and GW(b, τ ) returns a tree spanning at least k vertices.
Observe that an empty tie-breaking list is respected by λ for every potential λ.
Also, GW(0, ∅) returns a tree spanning less than k vertices by assumption,
and GW(cE + 1, ∅) returns a tree spanning at least k vertices by Lemma 11.
Thus, at the beginning of the iteration process, both invariants hold. By the
description of the algorithm, if the invariants hold at the beginning of an
iteration, then they hold at the end of the iteration as well.
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Algorithm 4: TS
1 Initialize a← 0, b← cE + 1, and τ ← ∅
2 for i← 1, 2, · · · do
3 Let p1 < · · · < pm be the diverging potentials w.r.t. τ in [a, b]
4 Let p0 ← a and pm+1 ← b
5 Find index j such that:
GW(pj, τ) returns less than k vertices, and
GW(pj+1, τ) returns at least k vertices
6 Let λ0 = (pj + pj+1)/2
7 Let σ be the i-th processed edge or subset of GP(λ0, τ)
8 Append σ to the end of τ
9 Update a← pj and b← pj+1
10 if GW(pj , τ) returns at least k vertices then
11 return (pj, τ)
12 else if GW(pj+1, τ) returns less than k vertices then
13 return (pj+1, τ)
Observe that, if the algorithm stops, then it returns a threshold-tuple.
We will show that TS stops after at most 3|V | − 3 iterations. Suppose not.
Then, at the beginning of iteration 3|V | − 2, the tie-breaking list has size
|τ | = 3|V | − 3. By Lemma 4, the growth-phase executes at most 3|V | − 3
iterations. It follows that the sequence of edges and subsets processed by
GP(a, τ) and GP(b, τ ) are the same, because we know that τ is respected by
λ ∈ [a, b] from invariant (i). This implies that GP(a, τ ) and GP(b, τ ) have
the same output, and thus GW(a, τ ) and GW(b, τ ) return identical trees, which
contradicts invariant (ii).
5 Finding a solution with a threshold-tuple
Assume that we are given a threshold-tuple (λ, τ). Then, by executing
GW(λ, τ) and GW(λ, τ˜), we obtain two trees, one which spans less than k ver-
tices, and the other, at least k vertices. Let Tˆ− and Tˆ+ be the trees with
less than k vertices, and at least k vertices, respectively, and let (T−,B−) and
(T+,B+) denote the corresponding pairs computed in the growth-phase.
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Denote by L− and L+ the laminar collections computed in the growth-
phase. While these laminar collections might be (slightly) different, Lemma 16
states that GP(λ, τ) and GP(λ, τ˜) compute identical vectors y. Moreover each
edge of T− ∪ T+ and each subset of B− ∪ B+ is tight. The objective of this
section is to find a tree T from T− ∪ T+ spanning at least k vertices.
Recall that that L−(S) is the collection of subsets which contain some but
not all vertices of S, and let T ∗ be an optimal solution. Also, suppose that V
is the minimal subset in L− containing V (T
∗); we will relax this assumption
later. To bound the cost of this optimal solution, one can use Lemma 1,
which gives the lower bound
 ∑
L∈L−(V )
yL − λ|V \ V (T
∗)|

 ≤ cE(T ∗) + πV \V (T ∗).
To bound the cost of T , we need to prove an inequality analogous to the
one given by Goemans and Williamson’s analysis [12], i.e., we want that
cE(T ) + 2πV \V (T ) ≤ 2

 ∑
L∈L−(V )
yL − λ|V \ V (T )|

 .
Therefore, to obtain a 2-approximation, it is sufficient to find a tree such
that |V (T )| ≤ |V (T ∗)|. But, since any feasible solution must span at least k
vertices, this means that our goal is to compute a tree T that spans exactly
k vertices. Such a tree is constructed by the picking-vertices algorithm. This
algorithm follows some of the ideas due to Garg [11].
We now explain our assumption that V is the minimal subset contain-
ing V (T ∗). Recall that V ∈ L−, thus there are two subsets L1, L2 ∈ L− such
that V = L1 ∪ L2, because L− is binary laminar. If V is not the minimal
subset in L− containing V (T
∗), then either L1 or L2 contains V (T
∗). But,
because T ∗ contains the root r, we can decide which one of L1 or L2 con-
tains V (T ∗). Therefore, either our assumption holds, or we can safely reduce
the instance’s size.
5.1 Picking k vertices
Let σ be the edge or subset processed at iteration |τ | of GP(λ, τ). Assume for
the moment that σ is a subset. Then, Lemma 16 implies that T− = T+ and col-
lections B− and B+ differ in exactly one subset. Since Tˆ− spans fewer vertices
than Tˆ+, collection B− contains more subsets than collection B+, by the mono-
tonicity of the pruning operation. Therefore, in this case, B− = B+ ∪ {σ}.
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We would like to obtain a tree from T+ spanning exactly k vertices. To
use Goemans and Williamson’s analysis, this tree needs to be pruned with a
collection of tight subsets. If we prune T+ using B+, the resulting tree Tˆ+ would
have too many vertices, but if we add subset σ to the pruning collection, then
the pruning algorithm would delete a sequence of tight subsets, until finding
the tree Tˆ−, as illustrated in Figure 3. We will soon show that these subsets
form a path in Tˆ−.
Dℓ
Dℓ−1
Dℓ−2
Tˆ−
D2
D1
Dℓ+1
Tˆ+
Figure 3: Sequence of deleted subsets when σ is a subset.
Definition 20. Consider a laminar collection of subsets B, and let H be a
connected graph. A sequence of subsets D1, D2, . . . , Dℓ+1 which partition V (H)
is called a subset path of H processed with B if H [Dℓ+1] is pruned with B,
and, for each 1 ≤ i ≤ ℓ,
(i) H has an edge connecting a vertex vi ∈ Di to Di+1;
(ii) there is Bi ∈ B such that Di ⊆ Bi and Bi ∩Dj = ∅, for every j > i;
(iii) H [Di ∪ · · · ∪Dℓ+1] is connected and pruned with {B ∈ B : vi /∈ B}.
Figure 4 repeats Figure 3, but representing the corresponding processed
subsets and vertices from the definition of a subset path.
Dℓ
Dℓ−1
Dℓ−2
Tˆ−
D2
D1
Dℓ+1
B1 = σ
B2 Bℓ−2 Bℓ
Bℓ−1
v1
v2 vℓ−2
vℓ−1
vℓ
Tˆ+
Figure 4: A subset path D1, . . . , Dl+1 when σ is a subset.
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Next lemma states that, under certain conditions, there exists a subset
path, which can be computed in polynomial time.
Lemma 21. If H is B-connected and pruned with {B ∈ B : v /∈ B} for some
v ∈ V (H), then a subset path of H processed with B can be computed in
polynomial time.
Proof. If H is already pruned with B, then V (H) is a subset path of H
processed with B. Thus, we can assume that executing PP(H,B) processes
ℓ ≥ 1 iterations. Let Hi be the graph being pruned at the beginning of
the i-th iteration, such that H1 = H and Hℓ+1 is the graph returned by
the algorithm. Also, let Bi ∈ B be the subset chosen to be deleted at this
iteration. In each iteration of this execution, we choose some subset Bi ∈ B
with |δHi(Bi)| = 1 which is inclusion-wise minimal. Let Dℓ+1 = V (Hℓ+1)
and Di = V (Hi) ∩Bi for each 1 ≤ i ≤ ℓ. Note that each Di is connected by
invariant (pp2). We will show that the sequence D1, D2, . . . , Dℓ+1 is a subset
path of H processed with B.
For each 1 ≤ i ≤ ℓ, by the choice of Bi, there is an edge connecting a
vertex vi ∈ Di to some vertex in V (Hi+1). We claim that, if |δHi(B)| = 1 for
some B ∈ B, then vi ∈ B. Since H1 is pruned with {B ∈ B : v /∈ B}, any
subset B ∈ B with |δH1(B)| = 1 contains v. Then B1 ⊆ B, because B1 is a
inclusion-wise minimal subset with |δH1(B)| = 1. Thus, indeed, v1 ∈ B.
Now suppose that the claim is false, and let i ≥ 2 be minimum such that
|δHi(B)| = 1 for some B ∈ B with vi /∈ B. If B ∩Bi 6= ∅, then either B ⊆ Bi
or Bi ⊆ B. But Bi is an inclusion-wise minimal subset with degree one
on Hi, thus Bi ⊆ B, which contradicts vi /∈ B. Thus, assume that B and Bi
are disjoint.
Let D = B ∩ V (Hi) and R = V (Hi) \ (B ∪ Bi), and observe that the
three sets Di, D,R partition the vertices of Hi. Because both Di and D
have degree one on Hi, there is no edge between them, as otherwise Hi
would be disconnected. Thus, there is one edge from Di to R, and one edge
from D to R.
If the unique edge leaving Di−1 in Hi−1 connects Di−1 to R, then Di
and D would have degree one on Hi−1, Because Bi and B are disjoint, and
B is laminar, only one of them may have a vertex of Di−1. This implies that
the other subset does not have vi−1 and has degree one on Hi−1. This is a
contradiction, since the claim holds for i− 1. Thus, assume there is no edge
between Di−1 and R.
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Then, the unique edge leaving Di−1 in Hi−1 has an extreme in either
Di or D. Assume that this edge connects Di−1 to Di, as the other case is
symmetrical. In this case, there is no edge between D and Di−1, and thus
the degree of B on Hi−1 is one. This implies that vi−1 ∈ B, and it follows
that Bi−1 ∩ B 6= ∅. Therefore, Bi−1 ⊆ B.
Notice that H is B-connected. Thus, we have two distinct edges between
two connected graphs, H [B] and H [Di ∪ R], forming a cycle in H , say C.
Since C has vertices in both Di−1 and Hi, at some iteration j < i, some,
but not all vertices of C were removed for the first time. But this implies
that |δHj(Bj)| ≥ 2, which is a contradiction to the choice of Bj . Hence, the
claim holds.
We conclude that, for each 1 ≤ i ≤ ℓ, Hi is pruned with {B ∈ B : vi /∈ B},
and there is an edge from vi ∈ Di to Di+1. Then, D1, D2, . . . , Dℓ+1 is indeed
a subset path of H processed with B. This completes the lemma.
5.1.1 Finding a subset path
In the remaining of this section, we consider H = T− ∪ T+, i.e., we let H be
the graph with with vertex set V (T−) ∪ V (T+) and edge set E(T−) ∪ E(T+),
and let Hˆ be the graph output by PP(H,B+). By the monotonicity of the
pruning operation, Hˆ contains Tˆ+, then Hˆ spans at least k vertices. The goal
is to find a subset path of Hˆ leading to Tˆ−.
Observe that, when σ is a subset, Hˆ = Tˆ+, then Hˆ is pruned with B− \ {σ}.
If v is a vertex in σ, then Hˆ is pruned with {B ∈ B− : v /∈ B}. Therefore,
Lemma 21 directly implies the following.
Lemma 22. If σ is a subset, then a subset path of Hˆ processed with B− can
be computed in polynomial time.
Now, assume that σ is an edge. For this case, Lemma 16 implies that
B+ = B−. Moreover, T+ and T− span the same set of vertices, and the difference
between them is exactly one edge, thus there exists a unique edge e+ ∈ E(T+)
such that e+ /∈ E(T−).
Unlike before, we cannot obtain a subset path from Tˆ+ that leads to Tˆ−,
because removing e+ from Tˆ+ disconnects the graph. Instead, we use the fact
that H has exactly one cycle, because H = T− + e+. Let C be this cycle, and
notice that C contains e+. We begin by showing that Hˆ also contains the
cycle C.
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Lemma 23. If σ is an edge, then Hˆ contains the cycle C.
Proof. First observe that Tˆ+ contains e+. If not, then we would have Tˆ+ ⊆ T−
and, since Tˆ+ is pruned with B+ = B−, this would imply Tˆ+ ⊆ Tˆ− by Lemma 7.
This is not possible because |ˆT−| < |ˆT+|. Thus, indeed Tˆ+ contains e+.
Because T+ ⊆ H , we have Tˆ+ ⊆ Hˆ by Lemma 7. It follows that Hˆ con-
tains e+, and thus Hˆ contains at least some vertices of C. Suppose that Hˆ
contains some, but not all vertices of C. Then, the pruning algorithm re-
moved some vertices of C, and in the first time that this happened, the
selected subset would have degree at least 2, because the corresponding cut-
set would have at least two edges from C. This is not possible, because only
subsets with degree one are selected. Then, no vertex of C was removed, and
indeed Hˆ contains C.
To construct a subset path of Hˆ when σ is an edge, we show that there
is an edge e of the cycle, such that pruning Hˆ − e leads to Tˆ− by a sequence
of deleted subsets that form a path.
Lemma 24. If σ is an edge, then there is an edge e ∈ E(C) such that a
subset path D1, D2, . . . , Dℓ+1 of Hˆ − e processed with B− can be computed in
polynomial time. Moreover, e+ connects subsets Di and Di+1 for some i ≥ 1,
and e connects D1 and Dj for some j ≥ i+ 1.
Proof. Define H1 = Hˆ − e+, which is connected because Hˆ contains C, and
e+ is in C. Since Hˆ is pruned with B−, the first processed subset must contain
exactly one extreme of e+. Let v be such an extreme, and v
′ be the other
extreme of e+.
Now, define B1 = {B ∈ B− : v
′ /∈ B}, and obtain a graph Hˆ1 by executing
PP(H1,B1). In Figure 5, the grey circles denotes the sets deleted when prun-
ingH1. Because no subset in B1 contains v
′, and Hˆ1 is connected, Hˆ1 contains
a path Kv′ starting in the root r and ending in v
′. Consider the unique path
Kv in H1 starting in the root r and ending and v, and let u be the last vertex
in this path which is in V (Hˆ1), i.e., u is the last vertex of Kv which was not
deleted by the pruning algorithm. Note that u must be a vertex of the cycle,
since Kv contains at least one vertex of Kv′ which is also in C.
Let u′ be the vertex that follows u in Kv, and observe that C has an
edge e connecting u to u′. Define H2 = Hˆ − e, and B2 = {B ∈ B− : u
′ /∈ B}.
We claim that H2 is pruned with B2. Suppose not, and let B be a subset
in B2 with |δH2(B)| = 1. Since Hˆ is pruned with B, we know that B contains
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Hˆ1e+
C
H1
uu’
v′v
e
r
Figure 5: Pruning H1 using B1.
exactly one extreme of e, thus u ∈ B, and |δHˆ1(B)| ≥ 1. Since Hˆ1 does
not contain u′, it does not contain e either, thus Hˆ1 ⊆ H2. This implies
|δHˆ1(B)| ≤ |δH2(B)| = 1, and thus |δHˆ1(B)| = 1. Because Hˆ1 is pruned
with B1, this implies that B /∈ B1, then v
′ ∈ B. Since H2 has two edge-
disjoint paths, one from v′ to the root r, and other from v′ to u′, it follows
that |δH2(B)| ≥ 2, which is a contradiction. Therefore, H2 is pruned with B2.
We will obtain a subset path of H2 processed with B− in two steps. First,
since H2 is pruned with {B ∈ B− : u
′, v′ /∈ B} ⊆ B2, we can use Lemma 21,
and obtain a subset path D1, D2, . . . , Di+1 of H2 such that u
′ ∈ D1, and
H2[Di+1] is pruned with {B ∈ B− : v
′ /∈ B}. Second, using Lemma 21 again,
we obtain a subset path D′1, D
′
2, . . . , D
′
m+1 of H2[Di+1] such that v
′ ∈ D′1,
and H2[D
′
m+1] is pruned with B−. Then D1, . . . , Di, D
′
1, . . . , D
′
m, D
′
m+1 is a
subset path of Hˆ − e processed with B−.
Note that H2 has exactly one edge between Di and Di+1, thus this edge
must be e+, and since v
′ ∈ D′1, e+ must connect Dm to D
′
1. Also, observe
that e connects D1 to some D
′
j for j ≥ 1, forming a cycle with vertices in
D1, . . . , Di, D
′
1, . . . , D
′
j . See Figure 6.
5.1.2 Augmenting the path
Assume that we already computed a subset path D1, D2, . . . , Dℓ+1 of Hˆ pro-
cessed with B−. Recall that Hˆ contains Tˆ+ as subgraph, and thus spans at
least k vertices. Also, observe that Dℓ+1 corresponds to the vertices of Tˆ−,
and thus spans less than k vertices. Then, there exists an index t such that
the subsets in Dt, Dt+1, . . . , Dℓ+1 cover at least k vertices, but Dt+1, . . . , Dℓ+1
cover less than k vertices.
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Tˆ−
e+
H2
uu’
v′v
e
D1
Di
D2
D′1
D′2
D′j+1
D′m+1
D′j
C
D′m
D′j−1
Di−1
r
Figure 6: A subset path D1, . . . , Di, D
′
1, . . . , D
′
m, D
′
m+1.
If Dt+1, . . . , Dℓ+1 cover exactly k −m vertices, then we would like aug-
ment this sequence by iteratively picking subsets from Dt which add up to
m vertices. The goal is to find a sequence of subsets P1, P2, . . . , Ps such that:
each subset Pi induces a connected subgraph in Hˆ ; P1 is connected to Dt+1;
adjacent subsets are connected by an edge; and |Ps| = 1.
This can be done as follows. Suppose that we already have computed a
sequence P1, P2, . . . , Pi−1 for some i ≥ 1, and want to pickm vertices in S∩Dt
for some subset S ∈ L− containing at least m vertices. Also, suppose there is
an edge connecting Pi−1 to some vertex v ∈ S ∩Dt. To initialize the process,
let P0 = Dt+1 and S = Bt, where Bt is the subset in B− corresponding toDt in
the subset path. Note that there is an edge connecting Dt+1 to some v ∈ Dt.
If m = 1, then define Pi = {v}, and we are done. Otherwise, we have
m ≥ 2, thus S contains at least two vertices. Since L− is binary laminar, this
implies that there are disjoint subsets S1 and S2 with S = S1 ∪ S2, and such
that v ∈ S1.
If |S1 ∩ Dt| ≥ m, then just make S = S1, and repeat the process. This
does not change the assumptions, except that it makes S smaller. Otherwise,
|S1 ∩Dt| < m, but this implies |S2 ∩Dt| ≥ 1 because we have |S ∩Dt| ≥ m.
It follows that Hˆ spans vertices in both S1 and S2, and, since Hˆ is S-
connected, there must be an edge connecting a vertex v1 ∈ S1 to a vertex
v2 ∈ S2. In this case, we define Pi = S1∩Dt, update the variables by making
m = m − |Pi|, S = S2 and v = v2, and repeat the process for i + 1. Note
that Pi induces a connected subgraph in Hˆ because Hˆ is S1-connected.
32
Figure 7 exemplifies this process. In this figure, solid contours denote the
subsets S ∈ L− considered in the process.
Bt = W
P1
P2
P4 = {w}
P3
Dt+1
Figure 7: A sequence . . . , Dt+1, P1, P2, P3, P4.
The whole process is summarized as the picking-vertices algorithm, de-
noted by PV(λ, τ). A listing is given in Algorithm 5. First, obtain a subset
path D1, D2, . . . , Dℓ+1 using Lemmas 22 or 24, depending on whether σ is
a subset, or an edge. Then, find the largest t such that Dt, Dt+1, . . . , Dℓ+1
cover at least k vertices, and find a sequence P1, P2, . . . , Ps from Dt using the
picking process.
Now, the sequence Ps, . . . , P1, Dt+1, . . . , Dℓ+1 cover exactly k vertices, and
is such that each subset induces a connected subgraph in Hˆ , and adjacent sub-
sets are connected by an edge. Thus, it induces a tree T spanning exactly k
vertices and containing the root r, which is the output of the algorithm.
In what follows, denote by W the subset Bt ∈ B− corresponding to Dt in
the subset path such that Dt ⊆ W and W ∩Dj = ∅ for every j > t. Recall
that L[W ] is the collection of subsets in L which are subsets of W . Also,
let w be the last vertex selected by the picking process, i.e., Ps = {w}. Next
lemmas present some properties of vertex w and laminar collections L and B.
Lemma 25. Let L ∈ L−[W ] and suppose L contains a vertex in V (T ) and a
vertex v ∈ W \ V (T ). If no subset in B−[W \ V (T )] contains v, then w ∈ L.
Proof. Let D1, . . . , Dℓ+1 be the computed subset path and recall that T is
a subgraph of Ht = Hˆ [Dt ∪ · · · ∪Dℓ+1]. Since no subset in B−[W \ V (T )]
contains v, the pruning algorithm has not deleted v, and thus v ∈ V (Ht).
Because L ⊆W , we have v ∈ Dt. This implies that L was considered by the
picking process, and because not all vertices in L ∩Dt were selected, all the
remaining vertices of T were picked from L. Therefore, w ∈ L.
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Algorithm 5: PV(λ, τ)
1 if GW(λ, τ) returns at least k vertices then
2 Let (τ+, τ −)← (τ , τ˜)
3 else
4 Let (τ+, τ −)← (τ˜ , τ)
5 Let (T−,B−)← GP(λ, τ −) and L− be the computed laminar collection
6 Let (T+,B+)← GP(λ, τ+)
7 Let H ← T− ∪ T+ and Hˆ ← PP(H,B+)
// finding a subset path
8 if τ |τ | is a subset then
9 Obtain sequence D1, D2, . . . , Dℓ using the algorithm of Lemma 22
10 else
11 Obtain sequence D1, D2, . . . , Dℓ using the algorithm of Lemma 24
12 Find largest t such that Dt, Dt+1, . . . , Dℓ+1 cover at least k vertices
// picking-vertices
13 Let P0 ← Dt+1, i← 1 and m← k −
∑ℓ+1
i=t+1 |Di|
14 Find a neighbor v of P0 in Dt
15 Find Bt ∈ B− such that Dt ⊆ Bt and let S ← Bt
16 while m 6= 0 do
17 if m = 1 then
18 Define Pi ← {v} and s← i
19 Let m← 0 and stop the loop
20 else
21 Find S1, S2 ∈ L− with S = S1 ∪ S2 and v ∈ S1
22 if |S1 ∩Dt| ≥ m then
23 Let S ← S1
24 else
25 Find an edge with extremes v1 ∈ S1 and v2 ∈ S2
26 Let Pi ← S1 ∩Dt, m← m− |Pi|
27 Let S ← S2 and v ← v2
28 Let i← i+ 1
29 Let T be the tree induced by sequence Ps, . . . , P1, Dt+1, . . . , Dℓ+1
30 return T
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Next lemma shows that the only processed subsets in B− with degree one
on T which are not pruned from T are those containing w.
Lemma 26. Let B ∈ B−. If |δT (B)| = 1, then w ∈ B.
Proof. Remember that the algorithm computes a subset path D1, . . . , Dℓ+1
of a tree Hˆ ′ processed with B−, where Hˆ
′ = Hˆ if σ is a subset, and Hˆ ′ = Hˆ−e
for some edge e if σ is an edge. Define Ht = Hˆ
′[Dt ∪ · · · ∪Dℓ+1]. Let K be
the path in T starting in the root r and ending in w, and observe that there
is a vertex vt ∈ V (K) such that Ht is pruned with {B
′ ∈ B− : vt /∈ B
′}.
Let B ∈ B− with |δT (B)| = 1, and suppose for a contradiction that
w /∈ B. If |δT (B)| = |δHt(B)|, then vt ∈ B, and there are two edge-disjoint
paths crossing B, one from w to vt and other from vt to the root r. This is
not possible because |δT (B)| = 1. Therefore, |δT (B)| 6= |δHt(B)|, and thus
|δHt(B)| ≥ 2.
Observe thatK contains all edges connecting adjacent subsetDi andDi+1,
for i ≥ 1. It follows that B ⊆ Dj for some j ≥ t, because B does not con-
tain a vertex of K. If j ≥ t + 1, then we would have |δHt(B)| = |δT (B)|,
a contradiction. Thus, assume that j = t and B ⊆ Dt.
Because T spans vertices in B and B ⊆ Dt, theses vertices were selected
by the picking process. Let m the number of vertices still needed at the iter-
ation which considered subset B. If m ≤ |B ∩Dt|, then all the m remaining
vertices of T were picked from B ∩Dt, and thus w ∈ B. Otherwise, all the
vertices of B ∩ Dt were picked, and T has two edges leaving B, which is a
contradiction since |δT (B)| = 1.
Next lemma extracts the critical property of the tree output by the al-
gorithm, which is used to bound the solution cost. For some collection of
subsets L, denote by Lw the collection of subsets in L which contain vertex w.
Thus, Lw[W ] contains subsets in L which are subsets of W and contain w.
Lemma 27. Consider the execution of GP which returned (T−,B−), and let A
be the collection of active subsets that contain some vertex of T at the begin-
ning of an iteration. Then,∑
A∈A
|δT (A)| ≤ 2(|A| − |Aw[W ]|).
Proof. Let D1, D2, . . . , Dℓ+1 be the subset path computed by the algorithm,
and defineHi = Hˆ [Di∪Di+1∪. . . Dℓ+1] for each 1 ≤ i ≤ ℓ. Observe that T is a
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subgraph of Ht, and remember thatW is the subset in B− associated with Dt,
such that Ht+1 = Ht −W and |δHt(W )| = 1. Also, let P1, P2, . . . , Ps be the
sequence of subsets picked from W , such that Ps = {w}. By Lemma 26, any
subset in B− with degree one on T contains w.
Consider the laminar collection L− at the beginning of an iteration of GP,
and let A be the collection of maximal subsets in L−
∗ which are active and
contain some vertex of T , and I be the collection of maximal subsets in L−
∗
which are not active and contain some vertex of T . Note that A∪I partitions
V (T ). If we contract on T each subset in A ∪ I, obtaining a graph T ′, then
each vertex of T ′ corresponding to a subset S will have degree |δT (S)|.
Observe that an active subset is a maximal subset of the laminar collection
at the beginning of the iteration, thus the subsets in A are disjoint, and
then |Aw[W ]| ≤ 1. We are also interested in counting the vertices of T
′
with degree one which correspond to non-active subsets, thus let I1 be the
collection of subsets S ∈ I with |δT (S)| = 1. Because each subset in I1 is
in B− and has degree one on T , we know that w ∈ S for every S ∈ I1, by
Lemma 26.
We break the proof into two cases, depending on whether T ′ is a tree.
Case 1: Assume that the contracted graph T ′ is a tree.
We claim that |I1|+ |Aw[W ]| ≤ 1. This means that there is at most one
non-active subset with degree one, and, if there is one, then there are no
active subsets of W containing w. Indeed, if I1 contains some subset S, then
w ∈ S, and thus no active subset contains w. Otherwise, |I1| = 0, and the
claim holds because |Aw[W ]| ≤ 1.
Since T ′ is a tree, it follows that∑
A∈A
|δT (A)|+ 2|I| − |I1| ≤
∑
A∈A
|δT (A)|+
∑
I∈I
|δT (I)| = 2(|A|+ |I| − 1)
≤ 2(|A|+ |I| − |I1| − |Aw[W ]|),
which implies
∑
A∈A |δT (A)| ≤ 2(|A| − |Aw[W ]|), thus the lemma holds in
this case.
Case 2: Assume that the contracted graph T ′ has a cycle.
Because T ′ has a cycle, there exists some maximal subset L in A ∪ I
which induces a disconnected subgraph T [L]. Since T− is L-connected by
invariant (gp3), we know that T−[L] is connected, thus H [V (T ) ∪ L] has a
cycle C whose vertices intersect L, and then Hˆ [V (T )∪L] contains C as well.
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Observe that this case can occur only when σ is an edge, and e+ is in C.
Because T contains at most one edge that is not in T−, the contracted tree T
′
contains at most one cycle. Also, note that T [L] has only two components,
since otherwise H would have two cycles.
Recall that C has the edge e+. Suppose, for a contradiction, that both
extremes of e+ are contained in the same maximal subset S ∈ A ∪ I. Then,
because T− is S-connected, H [S] would contain a cycle which is not C. Since
there is only one cycle, this is not possible, and we conclude that e+ connects
consecutive maximal subsets in the cycle. Therefore, e+ is an edge of T
′, and
at least one extreme of e+ is not in L.
We claim thatW contains some but not all vertices of C. Observe that Dt
spans vertices of C, since otherwise C would be contained inD1, D2, . . . , Dt−1,
by Lemma 24, and thus T would not span vertices of C. Since Dt is a subset
of W , it follows that W spans vertices of C. Now, also by Lemma 24, e+
connects consecutive subsets Di to Di+1 for some i ≥ 1. Then T contains
vertices of both Di and Di+1, and it follows that t ≤ i, since Dt is the first
subset of the subset path containing vertices of T . Therefore, W cannot
contain all vertices of C, because Di+1 ⊆ V (Hi+1) and Hi+1 does not contain
vertices of W .
It follows that the cut δC(W ) contains two edges of C. Since |δT (W )| = 1,
both edges cannot be edges of T , thus W contains some vertex v1 in L. Let
L1 and L2 be the two connected components of T [L]. Suppose without loss
of generality that v1 ∈ L1 and let v2 ∈ L2. Because there is no path from v1
to v2 in T − e+, it follows that v2 ∈ Dj for some j > t. Thus, v2 /∈ Bt = W .
Now v1 ∈ L ∩W , and v2 ∈ L \W . Since L− is laminar, W ⊆ L.
Figure 8 illustrates T with maximal subsets in dashed lines, whose con-
traction resulted in a graph T ′ with a cycle.
Tˆ−
W
{w}
T
e+
v2
v1
L
Figure 8: A graph T ′ with a cycle.
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This implies |Aw[W ]| = 0, since Aw[W ] contains only subsets ofW . Also,
|I1| = 0, because the maximal subset containing w is L, which has degree at
least 2. Using the fact that in this case T ′ has exactly one cycle, we get∑
A∈A
|δT (A)|+ 2|I| ≤
∑
A∈A
|δT (A)|+
∑
I∈I
|δT (I)| = 2(|A|+ |I|)
= 2(|A|+ |I| − |Aw[W ]|),
which implies
∑
A∈A |δT (A)| ≤ 2(|A| − |Aw[W ]|), completing the lemma.
6 The 2-approximation
This section wraps up the whole algorithm. First, we bound the cost of the
tree output by PV. Then, we show how to use this bound to find a tree whose
cost is within factor 2 of an optimal solution for k-PCST.
6.1 Bounding the cost of the tree
We adopt the same definitions introduced in Section 5, except that, to sim-
plify the notation, for the remainder of this section, we let L = L−. Recall
that L(S) denotes the collection of subsets in L that contains some, but not
all vertices of S, that L[S] denotes the collection of subsets in L which are
subsets of S, and that Lw is the collection of subsets in L that contain w.
Next two lemmas bound the cost of edges and vertex penalties of the tree
output by PV.
Lemma 28. Let T be the tree returned by PV(λ, τ), then
cE(T ) ≤ 2
∑
L∈L(V (T ))
yL − 2
∑
L∈Lw[W ]
yL.
Proof. By Lemma 16, we have that the vectors y computed in the growth-
phases GP(λ, τ) and GP(λ, τ˜) are the same. Since T ⊆ T− ∪T+, each edge of T
is tight, thus
cE(T ) =
∑
e∈E(T )
ce =
∑
e∈E(T )
∑
L:e∈δ(L)
yL =
∑
L∈L(V (T ))
|δT (L)|yL.
We prove by induction that, at the beginning of each iteration of GP(λ, τ),∑
L∈L(V (T ))
|δT (L)|yL ≤ 2
∑
L∈L(V (T ))
yL − 2
∑
L∈Lw[W ]
yL.
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At the beginning of the growth-phase, y = 0, then the inequality holds.
Thus, assume that the inequality holds at the beginning of an iteration, and
let A be the collection of active subsets that contain some vertex of T .
Notice that, if some maximal subset S contains V (T ), then S /∈ L(V (T )).
Also, any such subset contains both r and w, thus S /∈ Lw[W ], because L
is laminar. Therefore, if V (T ) is contained in some maximal subset, then
neither the left nor the right side of the inequality changes. Hence, we can
assume that no active subset contains V (T ). It follows that A ⊆ L(V (T ))
and that Aw[W ] ⊆ Lw[W ]. Suppose that, in this iteration, the variable yL
of each active subset L is increased by ∆. Then, the left side of the in-
equality is increased by
∑
A∈A |δT (A)|∆, while the right side is increased by
2(|A| − |Aw[W ]|)∆. By Lemma 27, the increase on the left side is smaller,
thus the inequality is maintained at the end of the iteration.
Lemma 29. Let T be the tree returned by PV(λ, τ), then
πλV \V (T ) ≤
∑
L∈L[V \V (T )]
yL +
∑
L∈Lw[W ]
yL
Proof. We partitionW into three parts, P , I, andQ, corresponding to the set
of vertices whose penalties can be paid by some processed component which
is a proper subset of W \ V (T ), the intersection with T , and the vertices
which are not paid. More precisely, define
P = {v ∈W : v ∈ B for some B ∈ B−[W \ V (T )]},
I = V (T ) ∩W, and Q = W \ (P ∪ I).
First, we consider the vertices of W which are not paid. Since W is tight
for (y, λ) and y respects πλ, it follows that
πλQ = π
λ
W − π
λ
P∪I ≤
∑
L∈L[W ]
yL −
∑
L∈L[P∪I]
yL. (3)
Denote by P the collection of subsets in L[P∪I] that contain a vertex in P
and a vertex in I. Then {L[P ],L[I],P} partitions the collection L[P ∪ I].
Similarly, denote by W the collection of subsets in L[W ] that contain a
vertex in P ∪Q and a vertex in I. Then {L[P ∪Q],L[I],W} partitions the
collection L[W ].
We claim thatW\P ⊆ Lw[W ]. To see this, consider a subset L ∈ W \ P.
Since L contains a vertex in I, but is not in P, it does not contain a vertex
in P . It follows that that L contains a vertex of v ∈ Q. Because v ∈W \V (T )
and no subset in B−[W \ V (T )] contains v, Lemma 25 implies that w ∈ L.
Therefore, L ∈ Lw[W ], and then W \ P ⊆ Lw[W ].
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We can simplify the indices in the summation (3) as
L[W ] \ L[P ∪ I] = (L[P ∪Q] ∪ L[I] ∪W) \ (L[P ] ∪ L[I] ∪ P)
⊆ (L[P ∪Q] ∪ Lw[W ]) \ L[P ].
Now, we consider the vertices which are paid, i.e., vertices not spanned
by T which are contained in some subset B ∈ B−. In addition to vertices P ,
the vertices in R = V \ (V (T ) ∪W ) are also paid. Note that any vertex
in R was deleted by the pruning algorithm, thus every vertex in R is in-
deed contained in some subset in B− which contains no vertex in V (T ) ∪W .
Hence, there is a collection {B1, B2, . . . , Bm} of processed subsets in B− that
partitions the vertices in R. By similar arguments, there is also a collec-
tion {Bm+1, Bm+2, . . . , Bℓ} of subsets in B− that partitions the vertices in P .
Thus, since each such subset is tight for (y, λ),
πλR∪P =
ℓ∑
i=1
πλBi =
ℓ∑
i=1
∑
L∈L[Bi]
yL =
∑
L∈L[R]∪L[P ]
yL. (4)
Since the collections of summations (3) and (4) are disjoint,
(L[W ] \ L[P ∪ I]) ∪ (L[R] ∪ L[P ]) ⊆ L[P ∪Q] ∪ Lw[W ] ∪ L[R]
⊆ L[V \ V (T )] ∪ Lw[W ].
By combining (3) and (4), we conclude
πλV \V (T ) = π
λ
Q + π
λ
R∪P ≤
∑
L∈L[V \V (T )]
yL +
∑
L∈Lw[W ]
yL.
Combining the bounds from the previous two lemmas, one obtains the
following corollary.
Corollary 30. Let T be the tree returned by PV(λ, τ), then
cE(T ) + 2π
λ
V \V (T ) ≤ 2
∑
L∈L(V )
yL.
6.2 The approximation algorithm
Next lemma is the final ingredient of our 2-approximation.
Lemma 31. Let T be the tree returned by PV(λ, τ), and T ∗ be an optimal
solution. Also, suppose that L∗ is the minimal subset in L containing V (T ∗).
If L∗ = V , then
cE(T ) + 2πV \V (T ) ≤ 2
(
cE(T ∗) + πV \V (T ∗)
)
.
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Proof. Assume V = L∗. Since T spans exactly k vertices and T ∗ spans at
least k vertices, we have |V \ V (T )| ≥ |V \ V (T ∗)|. Therefore,
cE(T ) + 2πV \V (T ) = cE(T ) + 2π
λ
V \V (T ) − 2λ|V \ V (T )|
≤ cE(T ) + 2π
λ
V \V (T ) − 2λ|V \ V (T
∗)|
≤ 2
∑
L∈L(V ) yL − 2λ|V \ V (T
∗)|
≤ 2
(
cE(T ∗) + πV \V (T ∗)
)
,
where the penultimate inequality follows from Corollary 30, and the last
inequality follows from Lemma 1, because y respects c and πλ.
We finally present our 2-approximation, which is denoted by 2-APPROX.
A listing is given in Algorithm 6.
The algorithm will compute a series of trees, the best of which will be
the output. In each iteration, start by computing a tree executing GW(0, ∅),
and, if it already spans at least k vertices, then store this tree and stop the
iteration process. Otherwise, there is a threshold-tuple (λ, τ), by Lemma 19,
which can be computed by TS. Now, store the tree returned by PV(λ, τ) and
let L be the laminar collection used by PV(λ, τ ) when computing this tree.
Find the subset Lr ∈ L which is the inclusion-wise maximal proper subset
of V containing the root r. If |Lr| < k, then stop; otherwise, remove from G
any vertex not in Lr, and repeat the iteration process with G[Lr].
Observe that at least one vertex is deleted in each iteration, and the
reduced graph is connected because it is L-connected. Thus, the algorithm
stops, and the output is the computed tree T which minimizes the cost with
respect to the original graphG. We argue why T is a 2-approximation. Let T ∗
be an optimal solution with respect to G and consider the last iteration which
processed some subgraph G′ containing T ∗. If the algorithm stopped in this
iteration after computing a tree using GW(0, ∅), then Lemma 12 implies that
this tree is a 2-approximation with respect to G′. Otherwise, the inclusion-
wise minimal subset containing T ∗ is V (G′), and Lemma 31 implies that the
tree computed by PV(λ, τ) is a 2-approximation with respect to G′. Now,
note that a 2-approximation with respect to G′ is also a 2-approximation
with respect to G.
Theorem 32. If T is the tree returned by 2-APPROX, and T ∗ is an optimal
solution, then
cE(T ) + 2πV \V (T ) ≤ 2
(
cE(T ∗) + πV \V (T ∗)
)
.
41
Algorithm 6: 2-APPROX
1 Let V0 ← V (G)
2 while |V (G)| ≥ k do
3 if GW(0, ∅) returns at least k vertices then
4 Let T be the tree returned by GW(0, ∅)
5 Stop the loop
6 Compute threshold-tuple (λ, τ) by executing TS
7 Let T be the tree returned by PV(λ, τ)
8 Let L be the laminar collection computed in PV(λ, τ )
9 Let Lr ∈ L be the maximal proper subset of V containing r
10 Update G← G[Lr]
11 return the computed tree T which minimizes cE(T ) + πV0\V (T )
7 Final remarks
In this paper, we present a 2-approximation for the k-prize-collecting Steiner
tree problem. This improves over the previous best known approximation
factor [15], and has a smaller running time. Observe that 2-APPROX iterates
for at most O(|V |) times, and the time complexity of each iteration is domi-
nated by the subroutine TS, whose running time is O(|V ||E|2+ |V |3 log2 |V |).
Therefore, our algorithm runs in time O(|V |2|E|2 + |V |4 log2 |V |).
Variants of the prize-collecting Steiner tree problem are among the most
classical network design problems, and have long been studied from both
the practice and theory perspectives. In this paper we considered only the
version of PCST with cardinality constraint, but similar techniques can apply
to other connectivity problems, particularly those for which the primal-dual
framework have been used [12]. Although the algorithm is based on the
primal-dual framework, it does not use an LP formulation. We note that
the standard integer linear program for k-PCST [13] has integrality gap of
at least 4.
Johnson et al. [14] also considered the quota version of k-MST, in which
each vertex v has an associated non-negative integer weight wv and a solution
is a minimum-cost tree with any number of vertices, such that the total weight
of the vertices in the tree is at least some given quota. Note that k-MST
is the special case in which the quota is k and every vertex has weight one.
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A small modification of our algorithm also leads to a 2-approximation for
the quota variant of k-PCST. To do this, build an equivalent instance of
k-PCST by replacing each vertex v with wv copies at the same location, and
observe that, although the size of this instance is not necessarily polynomial,
the growth-phase and picking-vertices can be simulated in polynomial time.
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A Proof of Lemma 12
In this appendix, we prove Lemma 12. We show that, if GW(0, ∅) returns a
tree T with at least k vertices, then T is a 2-approximation. The proof is
adapted from [9].
Let (T,B) be the tuple returned by GP(0, ∅), and remember that the
growth-phase computes a corresponding laminar collection L associated with
vector y. Also, let Tˆ be the output of GW(0, ∅), and observe that Tˆ is the tree
returned by PP(T,B).
Recall that L(S) denotes the collection of subsets in L which contain
some but not all vertices of a subset S, and that Lv denote the collection
of subsets in L which contain a vertex v. Thus, Lr(S) is the collection of
subsets in L(S) which contain the root r.
We bound the cost of Tˆ into two steps. Lemma 33 bounds the cost of
edges of Tˆ , and Lemma 34 bounds the penalty of vertices not in Tˆ .
Lemma 33. Let Tˆ be the tree returned by GW(0, ∅), then
cE (ˆT ) ≤ 2
∑
L∈L(V (ˆT ))\Lr
yL
Proof. Since every edge in Tˆ is tight for (y, 0), we have
cE (ˆT ) =
∑
e∈E (ˆT )
ce =
∑
e∈E (ˆT )
∑
L:e∈δ(L)
yL =
∑
L∈L
|δTˆ (L)|yL.
We prove by induction that, at the beginning of each iteration of GP(0, ∅),∑
L∈L
|δTˆ (L)|yL ≤ 2
∑
L∈L(V (ˆT ))\Lr
yL
At the beginning of the growth-phase, y = 0, then the inequality holds.
Thus, assume that the inequality holds at the beginning of an iteration.
Consider the laminar collection L at the beginning of this iteration, let A
be the collection of active maximal subsets in L∗ which contain some vertex
of Tˆ , and let I be the collection of non-active maximal subsets in L∗ which
contain some vertex of Tˆ .
If some maximal subset contains V (ˆT ), then neither side of the inequality
changes, thus assume that no maximal subset contains V (ˆT ). Suppose that
the variable yL of each active subset L is increased by ∆ in this iteration.
Hence, the left side of the inequality increases by
∑
A∈A |δTˆ (A)|∆, and the
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right side increases by 2|A \ Ar|∆. We claim that∑
A∈A
|δTˆ (A)| ≤ 2|A \ Ar|,
and thus the inequality is maintained at the end of the iteration.
Note that A∪I partition V (ˆT ). Thus, we can create a graph T ′ from Tˆ by
contracting each subset inA∪I. As Tˆ is a tree and a subgraph of T , it follows
that the graph T ′ is a tree because T is L-connected by invariant (gp3). Let S
be a non-active subset, and observe that S is in B. Since Tˆ is pruned with B,
Corollary 6 implies that the degree of S on Tˆ is not one. Therefore, the
degree of each vertex of T ′ corresponding a subset in I is at least 2. It
follows that∑
A∈A
|δTˆ (A)|+ 2|I| ≤
∑
A∈A
|δTˆ (A)|+
∑
I∈I
|δTˆ (I)| = 2(|A|+ |I| − 1).
Since the subset containing the root r is always active, exactly one subset
inA contains r, hence |A \ Ar| = |A| − 1, and thus
∑
A∈A |δTˆ (A)| ≤ 2|A \ Ar|,
which shows the claim.
Lemma 34. Let Tˆ be the tree returned by GW(0, ∅), then
πV \V (ˆT ) ≤
∑
L∈L[V \V (ˆT )]
yL.
Proof. By Corollary 3, every vertex not spanned by T is contained in a
subset in B, and since PP(T,B) only deletes from T subsets in B, we have
that every vertex not spanned by Tˆ is contained in a subset in B. Since B is
laminar, there is a collection {B1, · · · , Bm} of subsets in B which partitions
the vertices in V \ V (ˆT ). Because every subset in B is tight for (y, 0),
πV \V (ˆT ) = π
0
V \V (ˆT ) =
m∑
i=1
π0Bi =
m∑
i=1
∑
L∈L[Bi]
yL ≤
∑
L∈L[V \V (ˆT )]
yL.
Now, we can prove Lemma 12.
Lemma 12. Let Tˆ be the tree returned by GW(0, ∅), and T ∗ be an optimal
solution. Then,
cE (ˆT ) + 2πV \V (ˆT ) ≤ 2
(
cE(T ∗) + πV \V (T ∗)
)
.
Proof. Let L∗ be the minimal subset in L containing all the vertices of T ∗.
Also, let P be the collection of subsets in L which contain all the vertices
of L∗. Observe that {L(L∗),L[V \ L∗],P} partitions L. Also, since L∗ con-
tains r, it follows that P ⊆ Lr.
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Combining Lemmas 33 and 34 we have
cE (ˆT ) + 2πV \V (ˆT ) ≤ 2
∑
L∈L(V (ˆT ))\Lr yL + 2
∑
L∈L[V \V (ˆT )] yL.
Observe that the subsets considered in the terms are disjoint. Thus, we
can simplify the indices of the summation as
(L(V (ˆT )) \ Lr) ∪ (L[V \ V (ˆT )]) ⊆ L \ Lr ⊆ L \ P = L(L
∗) ∪ L[V \ L∗].
Now, since y respects π0, using Lemma 1 for λ = 0,
cE (ˆT ) + 2πV \V (ˆT ) ≤ 2
∑
L∈L(L∗) yL + 2
∑
L∈L[V \L∗] yL
≤ 2cE(T ∗) + 2πL∗\V (T ∗) + 2π
0
V \L∗
= 2cE(T ∗) + 2πV \V (T ∗).
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