Introduction
A typical neutron well-logging experiment begins with the release of a pulse of neutrons, which for our purposes are either 14 MeV or 2.45 MeV neutrons generated from 3 H(d,n) (referred to as DT neutrons) or 2 H(d,n) (referred to as DD neutrons) fusion reactions respectively. A photon detector is used to measure photons produced via the interactions of neutrons with various nuclei of the medium. In particular, we are interested in obtaining the photon spectrum due to absorption of thermal neutrons (""' w-2 e V), where each nucleus, after capturing a thermal neutron, emits a distinct and discrete set of photon energy lines. For simulations involving water, we are interested in detecting the 2.23 MeV photon line from thermal neutron capture in H. For the case of TCA, the 6.11 MeV line from Cl [2, 3, 4] is of greatest interest since it has a very large thermal neutron capture cross section and will therefore produce a large signal.
For the purpose of selecting an optimal neutron source for well-logging, we use both DT and DD neutrons in our simulations. DT neutrons are produced from readily available commercial accelerator-based neutron tubes, but at 14 MeV, these neutrons go through many scatterings before being thermalized. In the thermalization process, many of the fast neutrons are inelastically scattered on nuclei, producing many photons that could ' obscure photon signals from thermal neutron capture. The total neutron absorption cross section rises above a few MeV resulting in significant loss of neutron flux. In addition, DT accelerators contain radioactive tritium, which poses a potential safety containment problem. In contrast, DD reactions do not require radioactive target nuclei and their neutrons, produced at 2.45 MeV, are below many high-energy inelastic resonances and so undergo fewer scatterings before being thermalized. The total absorption cross section is approximately a factor of 100 lower in the energy range of a few MeV than at 14 MeV.
Thus, more DD than DT neutrons survive to become thermal neutrons, and be captured by nuclei to emit the desired characteristic photons. DD reactions however produce fewer neutrons than DT reactions due to a lower reaction cross section, since CTDD ~ CTnr, see Fig. 1 .
The second component needed in well-logging applications is the photon detector. Conventional detectors such as scintillators, which could operate at room temperature but have poor energy resolution, while Germanium detectors, which have excellent energy resolution, CdZnTe detectors have better energy resolution than scintillators (though not as good as that of germanium detectors) and can be operated at room temperature, making it particularly suited to field applications such as ours.
The organization of the paper is as follows. In Section 2, we introduce the geometry and materials used in the well-logging simulations. In Section 3, we discuss the MCNP tally used in the simulations, including the need for time-gating and cell-biasing. In Section 4,  we compare the efficiency and energy resolution of various detector materials and volumes.
In Section 5, we present the results of the simulations: Section 5.1 presents results of attempts to detect water in 1 em and 1 rom-fractures in dry and wet granite, using DT neutrons; Also in Section 5.1 are results for salt water in 1 em and 1 mm-fractures of salt water, and TCA in dry and wet granite, using DT neutrons (DD neutrons for one case only); in addition, results of uniform concentrations of TCA's and Ph in wet sand using DT neutrons are presented: Section 5.2 presents results of 1-mm fractures containing salt water in dry granite, with angular collimation in order to try to localize the position of the fracture. Lastly, Section 6 summarizes results and conclusions.
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Geometry
The media used in the simulations are either granite, 1 wet granite (granite with 0.1 gjcc 3 water in pore space) or wet sand (sand with rv 30% water). Their molecular compositions are listed in Table 1 . These choices reflect the conditions under which detailed characterization of fractured media or minimum detectable contaminant levels are needed. Fig. 2 depicts the x-y (z = 0) plane of a typical geometry model in our simulations. The medium is a cube of length 174 em, where -87cm ~ x, y, z ~ 87cm. This dimension is such that the majority of neutrons released from a source (located at (0, 0, 4cm) , roughly the center of the cube) are absorbed before escaping across the cubical boundary surface.
The neutron source is a point isotropic source. A cylindrical borehole of radius 5 em along the z-axis is cut out of the medium. At the origin is a Cd-sphere (p = 2.58 gjcc) of radius 2 em, covered by 0.5 em thickness of B 4 C neutron shield (p = 2.255 gjcc). and an unshielded detector (dashed lines).
It is necessary to shield the Cadmium in the detector from thermal neutron interactions because of it's large thermal neutron capture cross section. Such interactions could swamp the detector with the associated photons produced in thermal neutron capture. The B 4 C region shields the detector from thermal neutron interaction, which minimizes radiation damage and reduces unwanted photon production in the detector, by taking advantage of the large Boron cross section at low neutron energies (""' 3800 barns at thermal energies).
The following figure illustrates the necessity of providing thermal neutron shielding for the Cadmium in the detector. Fig. 3 compares photon spectra from a DT neutron source for two cases: for a Cd-shielded detector (solid line), and an unshielded detector (dashed line). The 2.23 MeV photon signal from Hydrogen capture is clearly seen above the background for the shielded detector, whereas the signal is obscured by the background for the unshielded detector. 6 Fig. 4 is an MCNP plot of the total neutron absorption cross section (solid curve) which include (n,/') cross section (dashed curve) for granite. The total neutron cross section (which includes elastic scattering, inelastic scattering, absorption, etc. ) varies between 1 and 10 barns over this energy range. From this one can see that complete neutron absorption is much more likely to occur with a 14 MeV DD neutron source than with a 2.45 MeV DD neutron source. In the energy range of 10 to 14 MeV absorption reactions account for about 1/3 to 1/2 of the total cross section, whereas in the 2 to 3 MeV energy range absorption acounts for less than 1% of the total cross section. This makes DDproduced neutrons a more efficient source of thermal neutrons than DT-produced neutrons -per source neutron. However one must weigh this against the difference in the DD vs DT reaction -cross section as discussed earlier. These arguments provide some incentive to perform some comparisons between DD and DT sources for otherwise identical models.
Tally Statistics and Detector Response

Tallies and Time-gating
These will be presented in the Results section:
In sand and granite media photons produced from inelastic (n,n') interactions, with Compton down-scatterings, could increase the background so much that the spectrum due to thermal neutron capture is obscured. Fortunately, these inelastic interactions take place relatively quickly after the release of DT neutrons. After a few J-LSec, most of the fast neutrons will have been either thermalized or absorbed, and thus most of the photons produced subsequently are from thermal neutron capture. This makes possible the common technique of gating off the detector for an initial time period after the neutron source is pulsed to reduce the background and prevent pulse pileup of extraneous signals. ...
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Cell Biasing
Due to the large dimension used in the simulations, a cube with sides of 154 em, many source neutrons are needed to ensure statistical reliability and so MCNP computation time was quite high, usually requiring a few days on a Sun SPARClO workstation. Hence cell biasing [1] , a numerical and statistical method to count those neutrons and photons in regions of interest (i.e. near the detector) relatively more than those in far away regions, was used to reduce computation time. The relative weights of different cells, constructed as nested cubes, are obtained using the SWAN [5] code, a deterministic (as opposed to Monte Carlo) neutron and photon transport code. ·The cell weights used in MCNP correspond to SWAN results which determined the relative importance of various regions in contributing to the photon flux at the detector. Appendix A.2 contains a sample MCNP input code with cell biasing.
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The efficiency of a detector determines the number of incoming photons that are counted, and thus has a big influence on the statistical reliability of the gathered data. Detectors with low efficiency may require higher source neutron intensity (number of source neutron released per second) and larger volume to gather enough data. Table 2 lists detector efficiencies as a function of detector volume and photon energy for detector materials Cd 9 ZnTe10, Ge(Li) and Nal. These efficiencies are calculated using MCNP with it's pulse height tally option. The MCNP pulse height tally records the energy deposited in a cell by each source particle and its secondary particles. This results in a realistic modeling of microscopic events. A planar mono-energetic photon source is assumed to be at normal incidence with respect to one surface of a cubic detector. The detector efficiency (photopeak counts per incident photon) is determined as a function of the incident photon energy and the detector
volume.
These results demonstrate one of the advantages of the CdgZnTe 1 o detector -for a fixed volume it has a higher efficiency than either Ge(Li) or Nal. For example, at 2 MeV and for 10 cc's, Cd 9 ZnTe 10 has an efficiency roughly a factor of 2.5 higher than either Ge(Li)
or Nal. At 6 MeV the efficiency of Cd 9 ZnTe 10 is higher by a factor of roughly 3. Based on these advantages the detector is treated as Cd 9 ZnTe 10 .
Another concern is the energy resolution of a detector, which reflects the ability to distinguish a photon energy peak from that of neighboring peaks. Poor energy resolution can result in, for example, an increased threshold for detecting trace contaminants in the media due to the inability to distinguish the photon energy peak of a contaminant from the background signal. In Fig. 7 plots of photon flux versus photon energy from MCNP runs for two cases are shown: (1) a wet sand medium (see Table 1 for its molecular composition)
and (2) a uniform concentration of TCA at 100 ppm in a wet sand medium. The signal from the case with TCA, the photon flux at 6.11 MeV due to Cl thermal neutron capture, is clearly visible above the background (wet sand medium) if the energy resolution is 0.01
MeV, corresponding to 0.16%. However, if the energy resolution is 3%, then the photon fluxes from 6 MeV to 6.05 MeV are included, and the signal is somewhat obscured. Table Table 2 background at an energy resolution of 0.16% to being 1.3 times above background at an energy resolution of 3%. The Cd 9 ZnTe 10 has a measured energy resolution of about 2% at 1 MeV with increasing resolution at higher photon energies. This should be acceptable for detecting the 6.11 MeV line of Cl.
An optimal photon detector should have both high efficiency and energy resolution. Of the two commercially available detector materials, Ge and Nal, the Ge detectors are attractive because of their high energy resolution, However, they need to be operated around liquidNitrogen temperature. Nal detectors, in comparison, have higher efficiency but lower energy resolution. CdZnTe detectors, on the other hand, have energy resolution in between that of Ge and Nal detectors, but have the highest efficiency of the three, making it versatile for a wider range of applications. Furthermore, CdZnTe detectors could be operated at room temperature. We consider these properties ideal for this application. Modeling results henceforth assume a CdZnTe detector region. These results do not take into account the detector efficiency. The MCNP pulse height tally would have to be used in order to include this effect properly in the simulations. This pulse height tally is a true stochastic tally that does not allow variance reduction techniques such as cell or energy biasing. Using this tally would result in unacceptably long cpu times. However, rough estimates of detector efficiencies can be taken from this section.
The current MCNP interaction libraries do not include neutron interaction data for Zn or
Te. The absorption cross sections for these elements are negligible compared to the absorption cross section of Cd. We therefore use a sphere of Cd to model the CdZnTe detector region. The data set for Cd neutron interactions used includes gamma-ray production. 
Results
Results are presented in this section. In all cases the photon fluxes are tallied after the first 30 psec of the neutron pulse. The detector region is modeled as a Cd sphere for neutronics purposes. Photon flux is tallied at the center of the detector. The actual detector efficiency is not taken into account. Quantitative results are based on the 2.2 MeV photon line from thermal neutron capture in H for those cases containing only water. For cases containing TCA or salt water the 6.11 MeV line from thermal neutron capture in Cl is used.
Fractures in Granite and Uniform Concentrations in Wet Sand
A typical simulation geometry is depicted in Fig. 8 Table 4 . Also listed in the table are quantities used to find the the range of detectability, defined as the maximum distance of the water fracture for which the 2.23 MeV tally is statistically higher than that of the base case. According to [6] , a signal is detectable if D ;;::: 2.330"b, where ... 
The range, dR, is found by extrapolating Eq. 5 toR= 2.33. The uncertainty in the range, 
Lastly, for I= 10 9 (neutrons/sec) (a-b = 2.132 x 10-3 ), the statistical quantities are listed in Table 6 , with R and oR a factor of JIOO larger than those in Table 4 since O"b is smaller
(by a factor of v'lOO) for a higher intensity (by a factor of 100). Also R and oR here are 
The ranges and the associated uncertainties for 1-cm water-filled fracture in granites are summarized in Table 8 . Results from MCNP runs and data analysis for other cases, similar to those listed in Table 4 , are listed in tables in the Appendix. The following is a list of tables of range versus intensity of the neutron source, similar to wet or dry, are. not included due to lack of signal. Water has density 1 gjcc; wet granite has uniform density of 0.3 gjcc water; salt water has density 1.3 gjcc which includes 0.3 gjcc of NaCI. In tables 8 to 18, the range is defined as the maximum distance of a fracture with a detectable signal. In tables 19 and 20, the range is defined as the minimum density i~ a fracture with a detectable signal (fracture is located at a fixed distance). In Tables 21 and 22, the range is defined as the minimum uniform concentration in a medium with a detectable signal. 
Angular Dependence of Incident Fractures
The MCNP geometry for a case with an incident fracture is depicted in Fig. 11 an order of magnitude higher than its neighbor, whereas the maximum of the H signal is about twice as high as its neighbor [7] . 
Conclusions
From our geometrical setups (see Fig. 8 ), MCNP results and data analysis show that it is possible to detect signal of the 2.33 MeV photon line of H in granite for a 1-cm fracture of water located out to 34 ± 4 em with a neutron source intensity of 10 7 DT neutron/sec running for 10 3 sec (Table 8) .
However, it is not possible to detect any signal for 0.1-cm fractures beyond the neighborhood of the origin. Furthermore, if the granite medium is saturated with a uniform density of 0.1 gjcc water, all the ranges of the H line diminish significantly (see Table 9 ).
In comparison, the 6.11 MeV Cl signal from only a 0.3 gjcc density of NaCl in fractures of water has longer ranges than those of H (Tables 10 and 11 ). In fact, the range of the Cl ·signal for granite saturated with water (Tables 12 and 13 ) are slightly higher than those for dry granite, due to the good moderating effect of H in water. 
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:.=--z' Results and analyses also show that the Cl signal from TCA-filled fractures (Tables 14 to   17 ), are detectable to even longer ranges than fractures of salt water (Tables 10 to 13 ), due to the higher concentration of Cl in TCA than in salt water. Similarly, the range of the Cl signal from TCA increases slightly for granite saturated with water. Fig. 15 compares the ranges from using DT and DD neutrons for the case of a 0.1-cm fracture of TCA. DD neutrons, as discussed before, give longer ranges and smaller errors.
The Cl signal from lower densities ofTCA in 0.1-cm fractures can be detected, from rv 10-2 to 10-3 g/cc, depending on location and neutron intensity (Tables 19 and 20) .
Also detectable is the Cl signal for small uniform concentration of TCA, about 10-1 ppm (21), in wet sand. Detection of uniform concentrations of Pb is more difficult. We use the 7.38 MeV line for detection [2) . As can be seen in Table 22 .. 
