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Abstract
We study the convergence of a family of numerical integration methods where
the numerical integration is formulated as a finite matrix approximation to a
multiplication operator. For bounded functions, the convergence has already
been established using the theory of strong operator convergence. In this
article, we consider unbounded functions and domains which pose several
difficulties compared to the bounded case. The method chosen in this study
is the theory of strong resolvent convergence which has previously been ap-
plied to study the convergence of approximations of differential operators.
The existing theory already includes convergence theorems that can be used
as proofs as such for bounded outer functions and extended for quadrati-
cally bounded functions. We use these tools to prove the convergence of the
numerical integration methods for unbounded functions and domains. The
presented results apply to all self-adjoint operators, not just multiplication
operators and thus also have implications outside numerical integration.
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1. Introduction
Numerical integration can be formulated as a finite matrix approximation
of the multiplication operator [1, 2, 3, 4, 5, 6, 7]. In this article, as in our
previous article [7] on this subject, we consider numerical integration of a
composition of two real functions f(g(x)) as a function of a finite matrix
f(Mn[g]): ∫
Ω
f(g(x))w(x) dx = 〈1, f(M[g]) 1〉 ≈ [f(Mn[g])]0,0 , (1)
where Ω ⊂ Rd, w(x) ≥ 0, ∫
Ω
w(x) dx = 1, and 〈·, ·〉 is an inner product
〈φ, ψ〉 = ∫
Ω
φ(x)ψ(x)w(x) dx which defines a norm ‖φ‖ = √〈φ, φ〉 so that
L
2
w(Ω) = {φ : ‖φ‖ < ∞} is a complete Hilbert space. Furthermore, M[g]
is a multiplication operator of multiplying with a real function g, that is,
M[g]φ = g φ almost everywhere for all φ ∈ D(M[g]) = {φ : ‖g φ‖ <∞}, and
the elements of the finite matrix approximation Mn[g] of the multiplication
operator M[g] are computed in finite dimensional subspace, which is spanned
by orthonormal functions 1 = φ0, φ1, φ2, . . . , φn, as
[Mn[g]]i,j = 〈φi,M[g]φj〉 = 〈φi, g φj〉 =
∫
Ω
φi(x) g(x)φj(x)w(x) dx. (2)
More generally, we can use the same approach to approximate integrals
that involve products of functions, that is,∫
Ω
f1(g1(x)) f2(g2(x))w(x) dx ≈ [f1(Mn[g1]) f2(Mn[g2])]0,0
2
or products of several functions
∫
Ω
m∏
i=0
fi(gi(x))w(x) dx ≈
[
m∏
i=0
fi(Mn[gi])
]
0,0
.
A large portion of the literature about numerical integration as an ap-
proximation of a multiplication operator is concerned with integration on
the unit circle of the complex plane [1, 2, 3, 4, 5, 6]. On the unit circle, the
finite matrix approximations have to be unitary in order to guarantee that
the function evaluation points are on the unit circle. However, with a real
inner function g, a simple finite truncation of the infinite matrix is enough.
In that case, the spectrum of the finite matrix is always on the convex hull
of the essential range of the function g [7, Theorem 1]. Although this holds
for unbounded g as well, the convergence is much harder to prove. The
convergence in the case of bounded functions was proved in [7, Section 3.2].
Unbounded functions arise in applications quite often. It was shown in
[7] that the classical Gaussian quadrature is a special case of a finite matrix
approximation of a multiplication operator for g(x) = x with polynomial
basis functions φi. On an unbounded interval, g(x) = x is an unbounded
function and thus a Gaussian quadrature on an unbounded interval is also
an a finite matrix approximation of an unbounded multiplication operator.
Proof of convergence for the approximation of this type of integrals is often
considerably more complicated than for bounded functions on bounded inter-
vals. See [8, 9, 10] for proofs for the Gaussian quadratures with polynomial
basis functions or [11, 12] for rational function basis functions.
In this article, as the starting point we take the strong resolvent con-
vergence (or generalized strong convergence) [13, 14, 15, 16, 17] that gives
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well-known convergence results for bounded functions of self-adjoint oper-
ators. We extend the convergence results to finite matrix approximations
of unbounded self-adjoint operators for linearly bounded functions, that is,
functions that are less than a+b |x| for some a, b > 0. For a numerical integral
that is a quadratic form, the result implies convergence for outer functions
that are quadratically bounded, that is, bounded by a second order polyno-
mial in |x|. We show that in the special case that the basis functions and
the inner function are polynomials, the convergence holds for polynomially
bounded functions. These results apply to general self-adjoint operators, not
just multiplication operators.
Our approach proves only the convergence at the limit as n → ∞ and
ideal real arithmetic is used. Error bounds or the convergence rate are not
considered, so the convergence can still be impractically slow or fail with
finite floating point arithmetic. For more practical understanding of the
convergence, some convergence rate results would be valuable.
The main contributions of the article are:
1. We show that the theory of strong resolvent convergence can be used for
analyzing the convergence of matrix method of numerical integration
when the inner function is unbounded.
2. We extend the theory of convergence of functions of self-adjoint opera-
tors in a converging sequence from continuous and bounded functions
to wider classes of unbounded functions.
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2. Preliminaries
In this section, we briefly review some key concepts of the operator theory
in a Hilbert space: the definition of convergence for unbounded operators
in Section 2.1, the infinite matrix representation of unbounded operators
in Section 2.2 and the integral representation of functions of unbounded
operators in Section 2.3.
2.1. Strong resolvent convergence
Multiplication operators belong to a larger family of operators: self-
adjoint operators. Most of our results are derived for self-adjoint operators
first and then applied to multiplication operators in specific. Let us first
recall the following definition (see, e.g., [18, Section 115], [19, Section 39],
[20, Definition 10.1-2], [14, p. 252], [15, p. 278]).
Definition 1. The adjoint T∗ of a densely defined operator T is defined as
follows: Its domain D(T∗) is such that for all ψ ∈ D(T) and φ ∈ D(T∗) there
exists φ∗ such that 〈Tψ, φ〉 = 〈ψ, φ∗〉. The adjoint is then defined as the
operator satisfying φ∗ = T∗ φ.
When function g is a measurable real function, the maximal multiplication
operator M[g], that is, the multiplication operator with domain D(M[g]) =
{φ : ‖g φ‖ <∞}, is self-adjoint.
The main tool in our convergence analysis is the strong resolvent conver-
gence (or generalized strong convergence) [13, 14, 15, 16, 17]. The reason for
this is the well-known result for convergence of functions of operators in an
operator sequence that we present as Theorem 1. However, let us first recall
the definition of strong convergence.
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Definition 2. A sequence of bounded operators Bn converges in strong sense
to a bounded operator B if for each φ in the underlying Hilbert space
lim
n→∞
‖(B− Bn)φ‖ = 0.
Then we write Bn
s−→ B.
As noted in [7, Theorem 5], strong convergence is sufficient for the con-
vergence of the numerical approximation (1). The reason is because strong
convergence implies weak convergence, that is, 〈φ,Bn ψ〉 → 〈φ,Bψ〉 for all φ
and ψ in the underlying Hilbert space, and the convergence of (1) is a special
case of weak convergence, where φ = ψ = 1.
The concept of strong convergence is limited to bounded operators only.
Similar concept can be developed for possibly unbounded self-adjoint oper-
ators, that is, operators that have a real spectrum, by mapping the real line
to a bounded region in the complex plane [14, 15].
Definition 3. A sequence of self-adjoint operators An converges in strong
resolvent sense, which is denoted as An
srs−→ A, to a self-adjoint operator A
provided that
(An − z)−1 s−→ (A− z)−1,
for any nonreal complex number z, for example, z = ±i.
For a real measurable function g, the multiplication operator M[g] is a
self-adjoint operator. For a function of a self-adjoint operator, we have the
following useful theorem about the convergence of functions of operators.
6
Theorem 1. If a sequence of self-adjoint operators An converges in strong
resolvent sense to a self-adjoint operator A, and f is a bounded continuous
function defined on R, then f(An) converges strongly to f(A).
Proof. See [14, Theorem VIII.20 (b)], [16, Theorem 9.17] or [15, Theo-
rem 11.4].
2.2. Infinite matrix representation
A basic requirement for the convergence of the finite matrix approxima-
tions with matrix elements (2) is that the operator has an infinite matrix
representation. A sufficient and necessary condition for a self-adjoint opera-
tor is that the orthonormal basis functions φ0, φ1, . . . are dense in the Hilbert
space, and
‖Aφi‖ <∞ (3)
for all i = 0, 1, . . . (see [21, Theorem 3.4] or [19, Section 47]). For a multipli-
cation operator M[g] this is equivalent to∫
Ω
|g(x)φi(x)|2w(x) dx <∞ (4)
for all i = 0, 1, . . ..
Separability of the Hilbert space means that each vector φ in the Hilbert
space is isomorphic to an absolutely square summable sequence or an infinite
dimensional vector v ∈ ℓ2 with elements vi = 〈φi, φ〉 where φi are the basis
vectors that are dense in the Hilbert space, that is, φ =
∑∞
i=0 vi φi almost
everywhere. We denote this isomorphism as φ ≃ v. The basis vectors of
ℓ2 are infinite vectors ei that have value 1 in ith component and 0 in other
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components. An infinite matrix representation A∞ of a self-adjoint opera-
tor A is a matrix with elements [A∞]i,j = 〈φi,Aφj〉. Then for any infinite
dimensional column vector v ≃ φ ∈ D(A) we have that Aφ ≃ A∞ v, that is,
Aφ =
∞∑
i=0
∞∑
j=0
[A∞]i,j vj φi,
almost everywhere which also implies that for all i = 0, 1, . . ., we have
〈φi,Aφ〉 = [A∞ v]i =
∞∑
j=0
[A∞]i,j vj .
If A is a self-adjoint operator with an infinite matrix representation A∞, then
also A∞ is a self-adjoint operator on ℓ
2. The domain of A∞ is D(A∞) =
{v : ‖A∞ v‖ <∞} which is isomorphic to D(A).
2.3. Spectral theorem
Self-adjoint operator A has a spectral representation A =
∫
σ(A)
t dE(t)
where σ(A) is the spectrum, and E(t) is the spectral family of the operator
A [21, 18, 19, 13, 22, 20, 14, 15, 16, 17]. Equality of two operators A = B
means that the operators have the same domain and map all vectors in the
same way, that is, D(A) = D(B), and Aφ = B φ almost everywhere for all
φ ∈ D(A). For any function which is measurable with respect to the spectral
family, we have
f(A) =
∫
σ(A)
f(t) dE(t). (5)
The spectral family of operators E(t) is a non-decreasing family of projection
operators, that is, E(t)E(s) = E(s)E(t) = E(min(t, s)). The spectral family
can be defined as left or right continuous with respect to the parameter t in
strong convergence sense [13, Chapter VI, Section 5.1]. We adopt the usual
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convention of defining it as right continuous. Only points of discontinuity
of E(t) are the eigenvalues of A [16, Theorem 7.23]. An eigenvalue of an
operator is a value λ ∈ C that satisfies λφ = Aφ. Function φ is called an
eigenfunction or an eigenvector. We denote the set of eigenvalues of operator
A as σp(A).
For example, the spectral family of the multiplication operatorM[g] is also
a multiplication operator E(t) = M[χ{x : g(x)≤t}] [16, Section 7.2, Example 1],
where χ{x : g(x)≤t}(x) is the characteristic function
χ{x : g(x)≤t}(x) =

 0, g(x) > t,1, g(x) ≤ t.
An eigenvalue λ of a multiplication operator M[g] has to satisfy [16, p. 103,
Example 1] ∫
{x∈Ω :λ=g(x)}
w(x) dx > 0.
The spectrum of the multiplication operator σ(M[g]) for a real function g is
the essential range of the function g [22, Problem 67], [14, Chapter VIII.3,
Proposition 1], [16, p. 103, Example 1], that is,
σ(M[g]) = R(g) =
{
y ∈ R : for all ǫ > 0,
∫
{x∈Ω : |g(x)−y|<ǫ}
w(x) dx > 0
}
.
Another example, is a finite (n+1)× (n+1) self-adjoint matrix An that
has a spectral family
En(t) =
n∑
i=0
χ{t:λi≤t} ui u
∗
i ,
where λ0 < λ1 < . . . < λn are eigenvalues, and ui the corresponding column
eigenvectors of An [14, Chapter VIII.2, Example 1] or [17, Chapter 5.0].
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For the convergence of the spectral families, we have the following theo-
rem.
Theorem 2. Let An and A be self-adjoint operators with spectral families
En(t) and E(t), respectively. If An
srs−→ A, then we have the following equiva-
lent results:
1. En(t)
s−→ E(t), when t is not an eigenvalue of A.
2. For characteristic functions we have χ[a,b](An)
s−→ χ[a,b](A) when a and
b are not eigenvalues of A.
Proof. For 1, see [13, Chapter VIII, Theorem 1.15] or [16, Theorem 9.19]. For
2, see [14, Theorem VIII.24 (b)], [15, Theorem 11.4 e], [16, Theorem 9.19] or
[17, Chapter 7.2, problem 5].
This theorem has two important consequences: First, it shows that there
is a converging measure and, in fact, several of them, not just 〈1,En(t) 1〉 →
〈1,E(t) 1〉, but all 〈ψ,En(t)φ〉 → 〈ψ,E(t)φ〉. Second, it shows that we cannot
expect convergence for all functions in (5) that are measurable with respect
to E(t). The convergence can fail if the function f is discontinuous at an
eigenvalue of A.
3. Convergence
We establish convergence for growing class of outer functions f . We start
by first proving the strong resolvent convergence that then immediately cov-
ers the bounded continuous outer functions in Section 3.1. Then we extend
the results to unbounded functions in Section 3.2, for quadratically bounded
outer functions without restrictions to the inner function and polynomially
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bounded outer functions when inner function and basis functions are poly-
nomials.
3.1. Proof of strong resolvent convergence
It can be difficult to prove directly that a sequence of self-adjoint operators
converges in strong resolvent sense. Therefore we will introduce a concept of
core that can be used for proving the strong resolvent convergence. Usually
the core is defined in terms of the closure of the operator [13, 14, 16, 17].
In this article, we note that for densely defined and closable operators, the
closure is equivalent to the second adjoint [13, Chapter III, Theorem 5.29],
[14, Theorem VIII.1 (b)], [16, Theorem 5.3 (b)] or [17, Theorem 7.1.1 (c)].
Definition 4. A core D0 of an operator A is such a subspace of the domain
of the operator that the second adjoint of the restriction of the operator to
the core is the operator itself, that is, (A|D0)∗∗ = A.
With a suitable core, the strong resolvent convergence can be proved by
following theorem.
Theorem 3. Let D0 be a core of self-adjoint operators An and A where n =
0, 1, 2, . . .. If for each φ ∈ D0,
lim
n→∞
‖(A− An)φ‖ = 0,
then An
srs−→ A.
Proof. See [14, Theorem VIII.25 (a)] for proof, or [13, Chapter VIII, Corol-
lary 1.6], [16, Theorem 9.16 (i)], or [17, Theorem 7.2.11] for proofs of similar
but slightly more general theorems.
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After finding a suitable core, we can prove the strong resolvent conver-
gence. The space of absolutely square summable sequences or infinite di-
mensional vectors is ℓ2. Its subspace ℓ20 is a space, where vectors have only
finitely many non-zero elements. It now turns out that ℓ20 is in general a
core for any self-adjoint infinite matrix. This is summarized in the following
theorem. Although similar ideas related to infinite band matrices have been
discussed in [23, 24] this general result seems to be novel.
Theorem 4. Let A be a self-adjoint operator with an infinite matrix repre-
sentation A∞. Then ℓ
2
0 is a core for A∞.
Proof. Our proof is an adoption of proof of [16, Theorem 6.20]. We use the
following property of the adjoint:
• Let A and B be densely defined operators, then D(A) ⊂ D(B) and
A = B|D(A) ⇒ D(B∗) ⊂ D(A∗) and B∗ = A∗|D(B∗), that is,
A ⊂ B⇒ B∗ ⊂ A∗. (6)
(see [16, p. 72] or [14, p. 252].)
Let operator A0 = A∞|ℓ2
0
. The natural basis vectors of ℓ2 are vectors ei that
have 1 in component i and 0 in other components. Vectors of ℓ20 are finite
linear combinations of basis vectors ei. Because all basis vectors ei ∈ D(A∞),
we also have ℓ20 ⊂ D(A∞). Therefore, we have A0 ⊂ A∞. By (6), we have
A∗∞ ⊂ A∗0. Because A∞ is self-adjoint, we have A∞ = A∗∞ ⊂ A∗0. We show
that also A∗0 ⊂ A∞, that is, D(A∗0) ⊂ D(A∞) = {u : ‖A∞ u‖2 < ∞} and
A
∗
0 = A∞|D(A∗0). Let u ∈ D(A∗0) and thus ‖A∗0 u‖2 <∞. Because ek ∈ D(A0),
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we have for all k = 0, 1, . . .
〈ek,A∗0 u〉 = 〈A0 ek,u〉 =
∞∑
j=0
aj,k uj =
∞∑
j=0
ak,j uj = 〈ek,A∞ u〉. (7)
We square and sum over k
‖A∞ u‖2 =
∞∑
k=0
|〈ek,A∞ u〉|2 =
∞∑
k=0
|〈ek,A∗0 u〉|2 = ‖A∗0 u‖2 <∞,
that is, u ∈ D(A∗0)⇒ u ∈ D(A∞). By (7) we also have for any u ∈ D(A∗0)
A
∗
0 u =
∞∑
k=0
〈ek,A∗0 u〉 ek =
∞∑
k=0
〈ek,A∞ u〉 ek = A∞ u,
that is, A∗0 = A∞|D(A∗0). Because we have A∞ ⊂ A∗0 and A∗0 ⊂ A∞, we have
A
∗
0 = A∞. Therefore, we also have A
∗∗
0 = A
∗
∞ = A∞.
After discovering the core, it is straightforward to prove the strong resol-
vent convergence.
Theorem 5. Let A be a self-adjoint operator with an infinite matrix repre-
sentation A∞. Let matrices An be (n+1)× (n+1) principal submatrices of
A∞. Then for any v ∈ ℓ20

An 0 . . .
0 0 . . .
...
...
. . .

 v → A∞ v,
and 

An 0 . . .
0 0 . . .
...
...
. . .

 srs−→ A∞.
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Proof. Let In be (n+1)× (n+1) identity matrix. With the identity matrix,
we can write

An 0 . . .
0 0 . . .
...
...
. . .

 =


In 0 . . .
0 0 . . .
...
...
. . .

 A∞


In 0 . . .
0 0 . . .
...
...
. . .

 .
We take an arbitrary vector in the core v ∈ ℓ20. Let m be the last index,
where components of v are non-zero, that is, vi = 0 for all i > m. For all
n > m, 

In 0 . . .
0 0 . . .
...
...
. . .

 v = v,
and thus



An 0 . . .
0 0 . . .
...
...
. . .

−A∞

 v =




In 0 . . .
0 0 . . .
...
...
. . .

− I∞

 A∞ v.
Vector u = A∞ v ∈ ℓ2, and therefore we have



In 0 . . .
0 0 . . .
...
...
. . .

− I∞

 u→ 0
as n→∞.
From this we already have convergence for bounded and continuous func-
tions.
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Theorem 6. Let orthonormal functions φ0 = 1, φ1, φ2, . . . be dense in L
2
w(Ω).
Also let function g satisfy (4) and matrices Mn[g] have elements as in (2).
Then for bounded and continuous f
f




Mn[g] 0 . . .
0 0 . . .
...
...
. . .



 s−→ f(M∞[g]), (8)
and
e⊤0 f(Mn[g]) e0 → e⊤0 f(M∞[g]) e0 = 〈1, f(M[g] 1〉 =
∫
Ω
f(g(x))w(x) dx.
Proof. By Theorem 5, we have

Mn[g] 0 . . .
0 0 . . .
...
...
. . .

 srs−→M∞[g],
and the convergence of (8) follows from Theorem 1. The convergence of
quadratic form e⊤o f(Mn[g]) e0 → e⊤0 f(M∞[g]) e0 is a special case of weak
convergence that follows from the strong convergence (8).
This result already extends the previous result [7, Theorem 3] from bound-
ed functions g to unbounded functions g. However, our aim is to further
extend the results to unbounded functions f as well.
3.2. Convergence for quadratically bounded functions
In general, for any basis functions and self-adjoint operators, we can prove
a limited form of convergence for a limited class of unbounded functions. The
following theorem is similar to [9, Corollary 4.3 (i)].
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Theorem 7. Let An and A be self-adjoint operators such that An
srs−→ A. Let
f and h be such real unbounded continuous functions that |f(x)| ≤ |h(x)| for
all x ∈ R. Then for any φ ∈ D(h(A))
h(An)φ→ h(A)φ⇒ f(An)φ→ f(A)φ.
Proof. We use the idea from [8, Section 4]. Let the spectral family of A and
An be E(t) and En(t) respectively. Since φ ∈ D(h(A)), we have
‖h(A)φ‖2 =
∥∥∥∥
∫ ∞
−∞
h(t) dE(t)φ
∥∥∥∥
2
=
∫ ∞
−∞
|h(t)|2 d‖E(t)φ‖2 <∞.
Let B = ‖h(A)φ‖. We define a finite interval Im = [−m,m] and divide the
integral into two parts
B2 =
∫
Im
|h(t)|2 d‖E(t)φ‖2 +
∫
R\Im
|h(t)|2 d‖E(t)φ‖2.
Because we have
B2 = lim
m→∞
∫
Im
|h(t)|2 d‖E(t)φ‖2,
for all ǫ > 0 there is an M so that when m > M∫
R\Im
|h(t)|2 d‖E(t)φ‖2 < ǫ
2
52
= ǫ21.
In other words, ‖h(A)φ‖ can be made arbitrarily small outside a finite inter-
val.
Let U = sup
t∈[−m,m]
f(t) and L = inf
t∈[−m,m]
f(t). We define bounded functions
h(t) = min{U,max{L, h(t)}} and h˜(t) = h(t)χIm(t) = h(t)χIm(t). Function
h˜ is not necessarily continuous while h is. We can choose m and −m as
not eigenvalues of A and then χIm(Ak)
s−→ χIm(A) by Theorem 2. Operators
h(Ak)
s−→ h(A) by Theorem 1. Because the product of operators that converge
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strongly converges also strongly ([20, Chapter 4.9, Problem 2]), we have
h˜(Ak) = h(Ak)χ(Ak)
s−→ h(A)χ(A) = h˜(A) which means that we have for all
ǫ > 0 an N1 ∈ N so that when k > N1
∥∥∥(h˜(Ak)− h˜(A)) φ∥∥∥ < ǫ
5
= ǫ2.
In other words, h(Ak)φ and h(A)φ are arbitrarily close to each other inside
a sufficiently big finite interval. The difference of the spectral integrals on a
finite interval is also arbitrarily small∥∥∥∥
∫
Im
h(t)(dEk(t)− dE(t))φ
∥∥∥∥ =
∥∥∥∥
∫ ∞
−∞
h˜(t) (dEk(t)− dE(t))φ
∥∥∥∥
=
∥∥∥(h˜(Ak)− h˜(A)) φ∥∥∥ < ǫ
5
= ǫ2.
With the same arguments, we can also at the same time make∥∥∥∥
∫
Im
f(t)(dEk(t)− dE(t))φ
∥∥∥∥ < ǫ5 = ǫ3.
By our initial assumption, h(Ak)φ and h(A)φ are arbitrarily close on the
whole real line as well. That is, ‖(h(Ak) − h(A))φ‖ → 0 which means that
for all ǫ > 0 there is an N2 ∈ N so that for all k > N2
ǫ4 =
ǫ
5
> ‖(h(Ak)− h(A))φ‖
=
∥∥∥∥
(∫
R\Im
h(t) dEk(t) +
∫
Im
h(t) (dEk(t)− dE(t))−
∫
R\Im
h(t) dE(t)
)
φ
∥∥∥∥
≥
∣∣∣∣
∥∥∥∥
∫
R\Im
h(t) dEk(t)φ
∥∥∥∥
−
∥∥∥∥
(∫
Im
h(t) (dEk(t)− dE(t))−
∫
R\Im
h(t) dE(t)
)
φ
∥∥∥∥
∣∣∣∣ ,
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where we used the triangle inequality ‖a+ b‖ ≥ |‖a‖−‖b‖|. This means that
for k > max(N1, N2)∥∥∥∥
∫
R\Im
h(t) dEk(t)φ
∥∥∥∥ <ǫ4+∥∥∥∥
∫
Im
h(t) (dEk(t)− dE(t))φ
∥∥∥∥+
∥∥∥∥
∫
R\Im
h(t) dE(t)φ
∥∥∥∥
<ǫ4 + ǫ2 + ǫ1 =
3 ǫ
5
= ǫ5.
In other words, similarly to h(A)φ, h(Ak)φ can also be made arbitrarily small
outside a finite interval.
Because |f | ≤ |h|, we have
ǫ21 =
ǫ2
52
>
∫
R\Im
|h(t)|2 d‖E(t)φ‖2
≥
∫
R\Im
|f(t)|2 d‖E(t)φ‖2 =
∥∥∥∥
∫
R\Im
f(t) dE(t)φ
∥∥∥∥
2
,
ǫ25 =
32 ǫ2
52
>
∥∥∥∥
∫
R\Im
h(t) dEk(t)φ
∥∥∥∥
2
=
∫
R\Im
|h(t)|2 d‖Ek(t)φ‖2
≥
∫
R\Im
|f(t)|2 d‖Ek(t)φ‖2 =
∥∥∥∥
∫
R\Im
f(t) dEk(t)φ
∥∥∥∥
2
.
Hence, we see that∥∥∥∥
∫
R\Im
f(t) (dEk(t)− dE(t))φ
∥∥∥∥ ≤
∥∥∥∥
∫
R\Im
f(t) dEk(t)φ
∥∥∥∥
+
∥∥∥∥
∫
R\Im
f(t) dE(t)φ
∥∥∥∥
<ǫ5 + ǫ1 =
4 ǫ
5
= ǫ6.
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Finally, for all ǫ > 0, there is K = max(N1, N2) so that when k > K
‖(f(Ak)− f(A))φ‖ =
∥∥∥∥
(∫ ∞
−∞
f(t) dEk(t)−
∫ ∞
−∞
f(t) dE(t)
)
φ
∥∥∥∥
=
∥∥∥∥
∫ ∞
−∞
f(t) (dEk(t)− dE(t))φ
∥∥∥∥
≤
∥∥∥∥
∫
Im
f(t) (dEk(t)− dE(t))φ
∥∥∥∥
+
∥∥∥∥
∫
R\Im
f(t) (dEk(t)− dE(t))φ
∥∥∥∥
<ǫ3 + ǫ6 = ǫ.
For example, we can apply this theorem to linearly bounded functions.
Theorem 8. Let operator A be self-adjoint with an infinite matrix represen-
tation A∞ and vector v ∈ ℓ20. Let finite approximations be
[An]i,j = [A∞]i,j ,
[vn]i = [v]i
for i, j = 0, 1, . . . , n. Let real function f be continuous and linearly bounded,
that is, for all x ∈ R, |f(x)| ≤ a+ b|x| for some positive a and b. Then
f(An) vn → f (A∞) v.
Proof. By Theorem 5, the convergence holds for function h(x) = x. By The-
orem 7, the convergence holds also for function h(x) = |x|. The convergence
then holds also for function h(x) = b |x|, for h(x) = a + b |x| and again by
Theorem 7 for f(x).
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We can apply this theorem to a product of two linearly bounded functions.
Theorem 9. Let self-adjoint operator A and B have infinite matrix rep-
resentations A∞ and B∞. Furthermore, let vectors u, v ∈ ℓ20 and finite
approximations have the elements
[An]i,j = [A∞]i,j ,
[Bn]i,j = [B∞]i,j,
[un]i = [u]i,
[vn]i = [v]i,
for i, j = 0, 1, . . . , n. Then for linearly bounded continuous real f1, f2, we
have
u∗n f1 (An) f2 (Bn) vn → u∗ f1(A∞) f2(B∞) v.
Proof. This follows from Theorem 8 and the property that in a Hilbert space,
if xn → x and yn → y then 〈xn,yn〉 → 〈x,y〉 [18, p. 199] or [20, Lemma 3.2-
2].
We can now apply this theorem to quadratically bounded functions.
Theorem 10. Let self-adjoint operator A have infinite matrix representation
A∞. Let vectors u, v ∈ ℓ20, and let finite approximations have the elements
[An]i,j = [A∞]i,j ,
[un]i = [u]i,
[vn]i = [v]i,
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for i, j = 0, 1, . . . , n. Let real function f be continuous and quadratically
bounded, that is, for all x ∈ R, |f(x)| ≤ a + b x2, for some positive a and b.
Then
u∗n f (An) vn → u∗ f(A∞) v.
Proof. This follows from Theorem 9 by selecting A = B, f1 =
√|f | and
f2 = sgn(f)
√|f |, where sgn(·) is the sign function.
For the convergence of the numerical approximation of integrals, we then
have the following theorem.
Theorem 11. Let orthonormal functions φ0 = 1, φ1, φ2, . . . be dense in
L
2
w(Ω). Let function g satisfy (4) and let matrices Mn[g] have elements
as in (2). Further, let continuous real function f be quadratically bounded.
Then
lim
n→∞
[f(Mn[g])]0,0 =
∫
Ω
f(g(x))w(x) dx.
Similarly, for functions g1 and g2 satisfying (4) and linearly bounded contin-
uous real f1 and f2 we have
lim
n→∞
[f1(Mn[g1]) f2(Mn[g2])]0,0 =
∫
Ω
f1(g1(x)) f2(g2(x))w(x) dx.
Proof. The result follows from Theorems 9, and 10.
We can extend this result to polynomially bounded functions in the spe-
cial case that the inner function g and the basis functions are polynomials.
We define the degree of a multivariate monomial
∏d
i=0 x
ni
i as
∑d
i=0 ni. Then
for a polynomial, that is, a finite linear combination of monomials, its de-
gree is the degree of the highest monomial. If polynomials are dense in a
21
Hilbert space, they can be partially ordered according to the degree of the
polynomials [25].
Theorem 12. Let the orthonormal polynomials φ0, φ1, φ2, . . . be partially or-
dered by their degree and dense in L2w(Ω). Let the function g be polynomial
and let the matrices Mn[g] have elements as in (2). Let a continuous func-
tion f be polynomially bounded that is, f(x) ≤ a + b |x|m for some positive
a, b and m ∈ N. Then
lim
n→∞
[f(Mn[g])]0,0 =
∫
Ω
f(g(x))w(x) dx.
Proof. Because polynomials are dense in L2w(Ω), the function a+ b |g(x)|m is
integrable and g satisfies (4). Let the degree of polynomial g be k. Let the
projection operator Pn be defined by
Pn ψ =
n∑
i=0
〈φi, ψ〉 φi.
For a polynomial φj of degree p, we can select n so that the linear combination
of {φi}ni=0 covers all polynomials of order km + p and then we have the
following equalities
gm φj = M[g]
m φj = (PnM[g]Pn)
m
φj
M∞[g]
m ej =


Mn[g] 0 . . .
0 0 . . .
...
...
. . .


m
ej.
By Theorem 7 we have

f(Mn[g]) 0 . . .
0 0 . . .
...
...
. . .

 ej → f(M∞[g]) ej ,
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from where it follows that
[f(Mn[g])]0,0 = e
⊤
0 f(Mn[g]) e0 → e⊤0 f(M∞[g]) eo =
∫
Ω
f(g(x))w(x) dx.
Remark 1. The same arguments hold more generally for convergence of
e⊤i f(An) ej → e⊤i f(A∞) ej when A∞ is a self-adjoint infinite band matrix.
4. Numerical results
As the first numerical example, we consider integration on interval [0,∞)
with exponential weight function w(x) = e−x and orthonormal polynomi-
als (Laguerre polynomials) as the orthonormal functions. We use the inner
functions g1(x) = x, g2(x) =
√
x, and g3(x) = x
2. The inner function
g1 corresponds to the Gauss–Laguerre quadrature and has the well-known
good convergence properties of Gaussian quadrature [8, 9, 10, 12]. The inner
functions g2, g3 satisfy the condition (4). We test the convergence with test
function f(x) =
√
x cos(
√
x).
For comparison, we formulate the numerical integral as∫ ∞
0
f(x)w(x) dx ≈ [f(g−1j (Mn[gj]))]0,0, (9)
where g−1j exists for all g1, g2, g3. This way, we get three different quadra-
ture rules for approximating the integral. We compute the finite matrix
approximation of the multiplication operator symbolically as described in [7,
Remark 1] and the eigenvalue decomposition numerically with 64 bit IEEE
754 floating point numbers.
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The results of the numerical approximation are presented in Figure 1.
The figure demonstrates convergence, although slow, for all of the inner func-
tions. This is expected result by Theorem 11 because f(g−1j (x)) are linearly
bounded for all g1, g2, g3.
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Figure 1: Approximation error for the linearly bounded outer function f(x) =
√
x cos(
√
x) and the inner functions g1, g2, g3.
Our second example considers such a weight function for which Gaussian
quadrature rule does not exist, because moments above some value are not
finite. We take the weight function w(x) = (1+x)−2 on interval [0,∞). Mo-
ments are
∫∞
0
xk w(x) dx =∞ for k ≥ 1 and therefore a Gaussian quadrature
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is undefined. For the inner function, we select g(x) = 3
√
x which satisfies the
condition (4).
We cannot select polynomials as the basis functions because the mo-
ments are infinite. Instead of polynomials, we select linearly independent
φk(x) = (1 + x)
−k for k = 0, 1, . . . as the basis functions which are then
orthonormalized.
Our test function is
√
1 + x. Thus, we formulate the integral as in (9) for
f(x) =
√
1 + x and g1 = 3
√
x and matrix elements of Mn[g1] are computed
as in [7, Remark 1] with φk(x) = (1 + x)
−k for k = 0, 1, . . . as the linearly
independent basis. We can see the convergence of this method in Figure 2.
In our third example, integrals of polynomials are finite, but polynomials
are still not dense in the Hilbert space. Such an example is given by the
weight function w(x) = exp (− 3√x). Polynomials are not dense in L2w([0,∞))
because the Krein condition [26, Theorem 3] is satisfied
∫ ∞
0
− ln(w(x2))
1 + x2
dx =
∫ ∞
0
x
2
3
1 + x2
dx = π <∞.
In this case, we can numerically find a solution that corresponds to the
Gaussian quadrature because moments are finite but it is not expected to
converge. For a quadrature that is expected to converge, we use functions x
k
3
as linearly independent basis functions for k = 0, 1, 2, . . .. These functions are
dense in L2w([0,∞)). We can see this by transform of variable y = 3
√
x. With
respect to y, the weight function w(x) is transformed as w˜(y) = 3 y2 exp(−y),
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Figure 2: Approximation error of the integral
∫
∞
0
√
1 + x (1 + x)−2 dx.
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that is,∫ ∞
0
f(x)w(x) dx =
∫ ∞
0
f(x) exp(− 3√x) dx
=
∫ ∞
0
f
(
y3
) · 3 y2 exp(−y) dy = ∫ ∞
0
f
(
y3
)
w˜(y) dy.
The basis functions x
k
3 correspond to basis functions yk in the Hilbert space
L
2
w˜([0,∞)). Polynomials yk are dense in L2w˜([0,∞)) because the Krein condi-
tion and the Lin condition are satisfied [26, Theorem 4], that is,∫ ∞
0
− ln(w˜(y2))
1 + y2
dy =
∫ ∞
0
−2 (ln(3) + 2 ln(y)− y)
1 + y2
dy =∞.
and
−y w˜′(y)
w˜(y)
= y − 2ր∞
as y → ∞. Because yk are dense in L2w˜([0,∞)), also x
k
3 are dense in
L
2
w([0,∞)).
We select the inner function as g(x) = x and see that (4) is satisfied. Our
test function for the numerical integral is f(x) = x2 sin( 3
√
x). Because f(x)
is quadratically bounded, we can expect convergence by Theorem 11 and it
is also seen in Figure 3.
Figure 3 also shows the result for a Gaussian quadrature which looks like
converging. A finite sequence is expected to look like converging because a
finite number of basis functions can always be a subsequence in a sequence
that is dense in the underlying separable Hilbert space. In this case, for
example, the sequence can have first 30 polynomials in x of order from 0
to 29. Then the sequence can continue for 60 following basis functions so
that the first 90 basis functions are polynomials in 3
√
x of order from 0 to
89. Then the sequence would continue in increasing order of polynomials
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in 3
√
x. The resulting sequence is dense in L2w([0,∞)) like the sequence of
polynomials in 3
√
x in increasing order. The first 90 polynomials just have
been orthonormalized in different order.
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Figure 3: Approximation error of the integral
∫
∞
0
x2 sin ( 3
√
x) exp(− 3√x) dx.
5. Conclusions
We have proved several theorems on the convergence of the finite matrix
approximations of multiplication operators for numerical integration. The
theorems also apply more generally to self-adjoint operators.
In particular, we have proved strong resolvent convergence of finite matrix
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truncations of self-adjoint operators with infinite matrix representation. We
have proved that strong resolvent convergence for sequence of finite matrix
approximations of self-adjoint operator implies convergence of quadratically
bounded functions of the operator for certain quadratic forms that can be
used in numerical integration. We have proved that for multiplication opera-
tors of polynomials, the convergence results can be extended to polynomially
bounded functions.
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