Partial regularity is proved for Lipschitzian critical points of polyconvex functionals provided Du L ∞ is small enough. In particular, the singular set for a Lipschitzian critical point has Hausdorff dimension strictly less than n when Du L ∞ is small enough. Model problems treated include Ω |∇u| 2 + |det ∇u| 2 , where u : Ω(⊂ R 2 ) → R 2 , and Ω |∇u| 2 + |∇u| s + |Ad ∇u| s + |det ∇u| s , where u : Ω(⊂ R 3 ) → R 3 with s 2. Moreover, it is shown that the singular set of a Lipschitzian global minimizer has Hausdorff dimension strictly less than n.
Introduction
We study regularity for critical points of the following variational integral
where u : Ω(⊂ R n ) → R N , and F i (P ) are convex functions in P for i = 1, . . . , k. Regularity for minimizers or critical points of functionals of the form
has been studied extensively in literature. In particular, when F (x, u, p) is convex in p, regularity results for minimizers and critical points of (1.2) can be found in many literatures (for example [6, 12] ). When N > 1, natural assumption on F is F being quasiconvex in p. Existence theory for minimizers of (1.2) in such cases are well understood (see for example [6, 12] and [1] ). As for regularity results on minimizers of quasiconvex functionals, a well-known result of Evans [2] shows global minimizers of Ω F (Du) with strongly quasiconvex integrand are smooth outside a closed subset of Lebesgue measure zero. (See [3] and [7] for general cases.) This result was extended by Kristensen and Taheri [10] to the case of strong local minimizers (local with respect to variations in W 1,p for p < ∞). Recently, Kristensen and Mingione [9] proved, under suitable growth assumptions, that the singular set for Lipschitzian minimizers of strongly quasiconvex functional has Hausdorff dimension strictly less than n. We also refer the readers to [8] for a complete treatment for singular set of minimizers in the case of convex integrals. This is in sharp contrast with the regularity results on critical points of quasiconvex functionals. Striking counterexamples constructed by Müller and Šverák [14] show that in general, one cannot expect any partial regularity for a critical point of strongly quasiconvex functionals without further assumptions on the structure of F . More precisely, they constructed a smooth strongly quasiconvex functional of the form Ω F (Du), where the second derivative of F is bounded and the corresponding Euler-Lagrange equation admits a Lipschitz solution u yet u is not C 1 on any open set. This is extended by Kristensen and Taheri [10] to the case of weak local minimizer (small variations in W 1,∞ ), showing that weak local minimizers can be nowhere C 1 . When F is rank one convex with bounded second derivative, Moser [13] proved that any Lipschitz critical points with small BMO norm is smooth. Our model was motivated by nonlinear elasticity. Most of the model problems from nonlinear elasticity involves polyconvex functionals, i.e. a convex function of the various minors of Du. Recall that polyconvexity implies quasiconvexity. Since the model problem we study here does not fit into the category of quasiconvex (or rank one convex) functional studied in [2, 9, 10, 13] due to the growth control assumptions, it is interesting to study the regularity problem separately. The model was first introduced by Fusco and Hutchinson [4, 5] where they proved partial regularity for global minimizers in Sobolev spaces. The method there relies crucially on the fact that u is a minimizer. It is not known whether any partial regularity can be expected for critical points of this model. In general, one cannot expect partial regularity result for the critical points of strongly polyconvex functionals as shown by Székelyhidi [16] . In the similiar spirit as counterexample by Müller and Šverák [14] , Székelyhidi constructed a smooth strongly polyconvex function whose Euler-Lagrange equation has a Lipschitz yet nowhere C 1 weak solution. This shows one cannot expect partial regularity for the critical points of polyconvex function without further assumptions on the structure of F .
In this paper, we restrict our attention to problems of the form ( The main result is that Lipschitzian critical points for (1.1) with small Du L ∞ are C 1,α except on a closed set of Hausdorff dimension strictly less than n, for each 0 < α < 1. Higher regularity follows from standard bootstrapping arguments. It is also shown that the singular set of any Lipschitzian minimizers of (1.1) has Hausdorff dimension strictly less than n as a byproduct.
Our main observation is that for critical points with small Du L ∞ , we can prove Caccioppoli type inequality. The proof relies essentially on the fact that determinant is a null Lagrangian. A standard blow up argument then concludes u is smooth away from a set of measure zero. Caccioppoli inequality can be also proved in the minimizer case following Evans' idea [2] . Once we have Caccioppoli inequality, we can follow Mingione and Kristensen's idea [9] to reduce the Hausdorff dimension on singular set.
The paper is organized as follows. In Section 2, we introduce some preliminary notations and state the main results. In Section 3, we prove Caccioppoli inequality for critical points with small Du L ∞ . In Section 4, we prove Lipschitzian critical points with small Du L ∞ are C 1,α except on a closed set of measure zero. In the last section, we prove reduced Hausdorff dimension estimate on singular set for Lipschitzian critical points with sufficiently small Lipschitz norms or any Lipschitzian minimizers.
Preliminaries and main results

Notations
We use the following standard notation:
B(x, r) = y ∈ R n : |y − x| < r ,
Given n × N matrix A, for 1 k min(n, N ), Λ k A denotes a vector whose coordinates are k × k minors of A, and for two n × N matrices A and B, following symbols in [4] Sections 2.1, 2.2, we write
Properties of Λ k Du
Throughout this paper, we abbreviate (2.1) as
And similarly, for any smooth function ϕ : Ω(⊂ R n ) → R N , we use abbreviation
In particular, all 1 j i − 1 we can write 
Main results
Suppose u : Ω(⊂ R n ) → R N . Consider functionals of the form
Assume F i satisfies the following hypotheses:
for all ξ ∈ R q i , some Γ, γ > 0.
Remark 1.
We remark that for partial regularity for global minimizers in Sobolev spaces [4] , one needs s > n − 1 for n > 2.
We say u is a weak solution to Euler-Lagrange equation corresponding to (2.5) if u satisfies
The main theorems of this paper are
for all 0 < α < 1. Proof. Since u is a weak solution of (3.1), using (2.3) and the fact that determinant is a null Lagrangian, we have
Caccioppoli inequalities Lemma 1. There exists a constant
where η ≡ 1 on B t and |Dη| c r−t . We consider
We estimate left side of (3.3) from below
It follows from assumptions (H3) and (H4) that
From [2, Lemma 8.1], there exists σ > 0 such that for any two n × N matrices B and C,
For simplicity of notations, if not specified otherwise, c denotes a constant possibly depending on the given parameters γ, Γ, n, N, s and which may change from line to line. Next we estimate right side of (3.3) from above. By assumptions (H3) and (H4), we have
By Cauchy-Schwartz inequality,
and
By (2.4), 
(3.10)
Choose ε such that
Then (3.10) implies
on both sides of (3.11), then divide λ 2 on both sides, the conclusion now follows from straightforward extension of Lemma 5.2 of [2] (see also [6, Chapter 5, Lemma 3.1]). 2
Partial regularity
In this section, we prove partial regularity theorem. Consider the following quantity:
We first prove the following decay estimate.
Lemma 2. There exists L 0 = L 0 (n, N, s, k, γ, Γ ) > 0 such that for any weak solution u of (2.6)
with Du L ∞ L 0 , and each 0 < τ < and v m satisfies for any ϕ ∈ C ∞ 0 (B 1 )
Passing to a subsequence we claim there exists a n × N matrix A and some v ∈ W 1,2 (B 1 ) that 
By standard regularity results (see for example [6] ) we have for any τ ∈ (0, 1) that
where c depends only on elliptic constant of system (4.6) and hence on L 0 . On rescaling (4.1) using (4.3) we have for any τ ∈ (0, 
Remark 2. Using the fact that
we can immediately derive (4.6). Here we felt it might be of interest to point out further properties (i)-(vi).
A standard iteration and bootstrapping argument implies Theorem 1 with singular set Ω ∼ Ω 0 where Ω 0 is
Du − (Du) x,r 2 = 0 .
Reduced Hausdorff dimension for singular set
In this section, we follow Mingione and Kristensen's idea [9] to reduce the Hausdorff dimension of singular set for Lipschitz solutions. In [9] , Mingione and Kristensen prove the singular set for Lipschitzian minimizers of strongly quasiconvex functionals has Hausdorff dimension strictly less than n. Their main idea is to show the singular set of a Lipschitzian minimizer is uniform porous. It then follows that the singular set has Hausdorff dimension strictly less than n. To prove uniform porosity of the singular set, their estimates rely crucially on the Caccioppoli inequalities. The main idea is that the Caccioppoli inequality implies certain Carleson type estimates, from which uniform porosity follows.
First we recall the definition of (λ, κ)-porous subset of R n from [15] . We refer the reader to [11] for further information on porous subsets. Define Proof of the following lemma can be found in [15] . 
Lemma 3. There exists a computable, strictly decreasing and continuous function
Proof. The main idea follows Evans [2, Lemma 3.1], we sketch some details for reader's convenience. We may assume x 0 = 0. Let r t < τ 2r and choose ς ∈ C ∞ 0 (Ω; R) satisfying
Since supp ς ⊂ B τ , hypotheses (H3), (H4) and (2.3) imply
In the last inequality, we use Lemma 8.1 of [2] : there exists σ > 0 such that, for any two n × N matrices A and B,
On the other hand,
Since u is a minimizer, supp φ ⊂ B τ , we have 
The right-hand side can be estimated by We quote the following lemma from [9] . |u − b| q using the same approach of Proposition 2. It then follows for this general case, we also have reduced dimension estimate on singular set for Lipschitzian minimizers.
