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Abstract
Markov chain Monte Carlo (MCMC) and Sequential Monte Carlo (SMC) are well-studied
simulation based methods that have been very successful for a variety of complex inference
problems. However, standard MCMC and SMC cannot deal with problems where the
corresponding likelihood is intractable. By intractable we mean that the density of the
likelihood cannot be calculated analytically or it is too computationally expensive to do
so. This motivated the use of Approximate Bayesian Computation (ABC) as far back as
thirty years ago, but only in the last ten years has its popularity surged due to the higher
computational power available in modern computers. The focus of this thesis is to use
simulation to estimate the density of the intractable likelihoods as in ABC methods and
combine with MCMC and SMC methods. The flexibility and accuracy of the latter can be
used to address general issues regarding inference for time series and ABC techniques can
be used to deal with the intractable conditional observation likelihoods. The times series
we will investigate in this thesis are Hidden Markov Models (HMMs) and observation
driven time series models.
SMC and ABC methods have been used to perform filtering and smoothing for in-
tractable HMMs [Jasra et al., 2012]. We will present a method that combines SMC and
ABC, and uses gradient ascent to deliver maximum likelihood estimates for the model
parameters. The accuracy of the method will be illustrated by theoretical results and
challenging numerical examples.
In regard to estimating model parameters for other time series such as intractable
observation driven models, we consider methods that use MCMC together with ABC
approximations. These methods can be used to perform Bayesian estimation of the model
parameters. However applying ideas from ABC in this context naively will prevent the
exploration of difficult regions in the parameter space. Difficult regions arise, for example,
when attempting ABC approximations very close to the true model. Based on recent
4ideas from [Lee, 2012], we identify a new unbiased estimator for the ABC likelihood
which is more robust and able to explore the difficult state-space regions. The advantage
of the resulting algorithm is that it is capable of producing very accurate inference.
Often one is interested in estimating the initial condition of dynamic systems based on
noisy observations of its evolution. These types of inverse problems are often formulated
as Bayesian inference problems. The prior used in Bayesian inference can be interpreted
also as a regularization term to ensure the problem is well-posed. We show how SMC
together with ABC approximations can be used for estimating the initial condition of
deterministic dynamical systems that are observed with additive noise whose density
is intractable. We present a method which uses SMC samplers as in [Chopin, 2002,
Del Moral et al., 2006] with ABC approximations, and is applied to challenging numerical
examples from data assimilation.
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Chapter 1
Introduction
Increased complexity in modeling has given rise to likelihoods which are either analyti-
cally intractable or impractical to compute. This is the main motivation for the material
in this thesis. Our objective was to study and contribute to a class of approximations,
known as Approximate Bayesian Computation (ABC), when applied to various parame-
ter inference problems for time series models.
1.1 Classical and Bayesian Inference
Let Y ∈ Y ⊆ Rdy be an observed random variable with dimension dy ∈ N1, where N1 in-
dicates the set of natural numbers counting from 1. A modelM is designed to represent
how Y is generated. For example, the design of M is made to reflect important char-
acteristics such as whether Y is discrete or continuous, or whether the order of multiple
realizations matters. The model describes the generation mechanism as a formula, often
parameterized by θ ∈ Θ ⊆ Rdθ , a vector of parameters, which can be related to different
aspects of the formula, such as the location, the scale, symmetry. The model describes
how θ results in Y and we write:
Y ∼Mθ.
This model results in being able to write the likelihood density of a realized observation
y, we denote as Lθ(·), i.e. the probability that, given a particular value of θ, the observed
data y will be in a particular set, say A ⊂ Y, can be calculated,
P(Y ∈ A|θ) =
∫
A
Lθ(y)dy.
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An inference problem is to use Mθ and a set of observed data y to estimate the
unknown value of θ. Classical inference, or frequentist inference, views θ as a unknown
value, and therefore reasons about θ by maximizing directly the likelihood. These are
commonly referred to as Maximum Likelihood (ML) methods, and one aims to find the
θ ∈ Θ that yields the highest likelihood (assuming it exists),
θmle = arg max
θ∈Θ
Lθ(y),
which is known as the Maximum Likelihood Estimator (MLE).
On the other hand, Bayesian inference views θ as a random variable. The posterior
probability density function (p.d.f.) after the data is observed, according to Bayes’
Rule [Bayes and Price, 1763], is
pi(θ|y) = ξ(θ)Lθ(y)
p(y)
∝ ξ(θ)Lθ(y),
where
p(y) =
∫
Θ
ξ(θ)Lθ(y)dθ, (1.1)
is the marginal likelihood, or the probability of the observed data marginalized over the
prior p.d.f. of θ which is ξ(θ), ξ : Θ → R+ ∪ {0}. As in ML, one may use Bayesian
principles to produce point estimates for θ. For example, a Bayes estimator of θ̂ ∈ Θ
minimizes the posterior expected loss, Epi(θ|y)[L(θ̂, θ)], where L : Θ × Θ → R+ ∪ {0} is
a loss function and Epi[·] denotes the expectation operator with respect to (w.r.t.) the
posterior density pi. Alternatively one may be interested in the Maximum A Posteriori
(MAP) estimator, the θ ∈ Θ that maximizes the posterior,
θmap = arg max
θ
pi(θ|y).
1.2 Challenges in Modern Statistics
In order to perform inference or construct an estimator, one could expect that it is
necessary to be able to evaluate the density of the likelihood or the posterior. We discuss
two obstacles which result in these terms not possessing a closed-form.
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1.2.1 Intractability
Both classical and Bayesian inference rely on the tractability of the likelihood. The distri-
bution of a random variable is said to have an intractable density if it cannot be computed
point-wise up to an arbitrary normalizing constant (with reasonable computational and
time efforts). When the distribution Y |θ has an intractable density, the likelihood of the
model is intractable.
Intractable models pose a problem in statistical inference. In addition, intractable
models can pose an impediment to statistical modeling in general. Suppose two models
M 1θ and M
2
θ are proposed to represent the same phenomenon. The model that is most
suitable for the phenomenon is determined by classical or Bayesian model comparison.
However this also relies upon the tractability of each model’s likelihood. Since until
recently there was no way to compare tractable models with intractable ones, the designs
of most models were restricted by the need for tractability.
Gradually, heuristic approximations were made to intractable likelihoods, until a
well-formed and increasingly studied statistical approximation known as Approximate
Bayesian Computation (ABC) was forged. This is reviewed in Chapter 2.
1.2.2 Integrability
For the Bayesian posterior pi(θ|y) to be a well-defined probability density, we must check
the integrability of (1.1), that p(y) <∞. Let us temporarily suspend the assumption that
Lθ(y) is an intractable density. pi(θ|y) is only known up to a constant of proportionality.
Computing p(y) =
∫
Θ ξ(θ)Lθ(y)dθ will establish p(y) < ∞ and pi(θ|y) as a density.
The marginal likelihood p(y) is the normalizing constant of pi(θ|y) that needs to be
evaluated or estimated. Except in simple cases, such as that of conjugate priors, p(y) is
not available in closed form. It becomes necessary to estimate p(y) through numerical
techniques and desirable for this estimate to be unbiased and of low variance. We give
a review of particular simulation based numerical techniques, known as Monte Carlo
(MC) methods, in Chapter 2. However such methods rely on the tractability of Lθ(y).
When Lθ(y) is intractable, the numerical methods for providing integrability must also
incorporate approximation techniques for overcoming intractability in order to obtain an
approximation of p(y) or pi(θ|y).
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In addition, one may wish to extract some summary statistic. For example, the
statistic may be written as the expectation of ψ(θ),
∫
Θ ψ(θ)pi(θ|y)dθ, where ψ is some
real-valued function on θ. In fact, the same numerical techniques which estimated p(y)
can often be used to estimate Epi[ψ(θ)].
1.3 Time Series
A time series is a sequence of observations, which grows sequentially with time, and
where the current observation possibly depends upon the history of the process. Let Yn
denote an observation Y at time n, and let y1:n = {y1, . . . , yn} denote the sequence of
realizations from time 1 to n. The dimensionality of this sequence, Y × . . . × Y = Yn,
increases with time.
There are particular types of time series models where a hidden, or unobserved,
random variable is used. Let Xk ∈ X ⊆ Rdx denote the hidden random variable, known
as the state, at time k ∈ {0, . . . , n}, where the initial state has p.d.f. pi0(x0). The
process {Xk} is a Markov process, if past states X0:k−1 and future states, e.g. Xk+1, are
conditionally independent givent the current state Xk:
Pθ(Xk+1|X0:k) = Pθ(Xk+1|Xk).
When {Xk} is a Markov process, and each Yk depends only on Xk, the time series belongs
to a class of time series models known as Hidden Markov Models (HMMs). Another class
of time series involving a hidden state are observation driven time series models. In this
model, Xk depends on Xk−1 and Yk, hence the term ‘observation driven’, and observation
Yk+1 depends on Xk.
These time series models have become increasingly prevalent, as such models arise
naturally in a wide range of applications. The hidden state process can have a tangi-
ble interpretation, such as an unobservable physical phenomenon, or can represent an
intangible value, such as the volatility of a stock index.
Let the joint dependence structure of {Xk, Yk} be embodied in the joint density
piθ(y1:n, x0:n). To perform inference on θ requires the calculation of the likelihood,
Lθ(y1:n) =
∫
Xn+1
piθ(y1:n, x0:n)dx0:n.
As the number of observations grows, the dimensionality of the inference problem in-
creases. Computing the likelihood requires an increasing number of integrations with
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time. In most practical applications, the joint density will not be available in closed
form, and numerical techniques should be employed. Whilst the likelihood Lθ(y1:n) is
in general not available for many statistical models of practical interest, the type of in-
tractability we consider will be even more involved in that some element of piθ(y1:n, x0:n)
is intractable.
1.3.1 Parameter Estimation
Suppose the parameter θ is estimated at time n with θmlen by a classical statistician, and
with pin(θ) = pi(θ|y1:n) by a Bayesian statistician,
θmlen = arg max
θ∈Θ
Lθ(y1:n)
pin(θ) ∝ ξ(θ)Lθ(y1:n).
At time n+ 1 the next observation of the time series arrives, yn+1. Sequential inference
is when pin+1(θ), or θmlen+1, is produced by updating pin(θ), or θmlen respectively, with
the extra information obtained by yn+1. Generally, inference that can be performed
sequentially is dependent on the availability and usefulness of the incremental likelihood
Lθ(yn+1|y1:n), which is the density that, by integrating over some set, say A ⊂ Y, one
can obtain the probability of the arriving observation yn+1 being in set A, given the n
data already observed and a particular value of θ,
P(Yn+1 ∈ A|θ, y1:n) =
∫
A
Lθ(yn+1|y1:n)dyn+1.
On the other hand, if producing pin+1(θ) or θmlen+1 requires using all the data y1:n+1, then
the method is performing batch inference.
Sequential inference relies upon the update from, say, θmlen to θmlen+1. Online parameter
estimation is when the implementation of this update has a fixed (and time realistic)
computational cost. If the updates are of increasing costs, the estimation, although
sequential, is oﬄine. Since the cost of batch estimation often increases with the number
of data points, it is always oﬄine.
1.3.2 Filtering, Prediction, Smoothing
Performing inference on the state at time n given n points of data when θ is known as
filtering. Prediction is the problem of inference on a future state, Xn+m, with m ∈ N1,
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beyond the collection of the data y1:n. Lastly, performing inference with n data points on
a past state Xk, k < n, is known as smoothing. The filtering, prediction, and smoothing
densities are, in order,
piθ(xn|y1:n) ∝
∫
Xn
piθ(y1:n, x0:n)dx0:n−1
piθ(xn+m|y1:n) ∝
∫
Xn+m
piθ(y1:n, x0:n+m)dx0:n+m−1
piθ(xk|y1:n) ∝
∫
Xn
piθ(y1:n, x0:n)dx0:k−1,k+1:n.
These densities rely on the tractability of the joint density. Suppose that only the state
transition density is tractable, but that the conditional observation density of Yk|Xk (or
Yk+1|Xk) is not. Then the joint density, and in turn the likelihood, are not tractable.
Furthermore, when θ is unknown, the problem of filtering, prediction, or smoothing
becomes compounded with the problem of parameter estimation. We consider this from
a classical viewpoint in Chapter 3, and from a Bayesian viewpoint in Chapters 4 and 5.
1.4 Contributions of the Thesis
Throughout this thesis, we are concerned with time series models with some form of
intractable likelihoods. As we mentioned earlier, statistical inference hinges upon the
ability to compute the data’s likelihood under a given model. The methodologies that
were constructed to deal with inference problems such as filtering, smoothing, and pa-
rameter estimation, had been constructed around the basis of a tractable likelihood.
Now that intractable likelihoods can be approximated, there is a gap in the methodology
to deal with this. The intention of this thesis is to slightly narrow the gap, with the
following contributions:
(i) An approximation for intractable HMMs is well-established [Jasra et al., 2012].
For the problem of parameter estimation using ABC approximations, a theoretical
study of the consistency/bias of the approximation’s MLE were given [Dean et al.,
2011]. However, with the exception of [Yildirim et al., 2013], not much emphasis
has been put on performing online parameter estimation. We contribute to this
area in two ways. First, an intractable likelihood implies an intractable gradient
of the log-likelihood. We present an approximation for the intractable gradient, as
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well as results on its asymptotic bias. With the same approximation, our second
contribution is to show how the MLE can be approximated numerically in an online
manner.
(ii) We consider intractable observation driven time series models, and how to con-
struct an approximation for their likelihoods. We build upon results for the analo-
gous tractable model in [Douc et al., 2012], to provide asymptotic consistency and
bias results for Bayesian point estimates under the ABC approximation. Next we
compare different MCMC methods, including a novel approach based on earlier
work in [Lee, 2012], which used a non-standard unbiased estimator of the incre-
mental (ABC approximated) likelihood. We provide results on when and how this
estimator leads to more robust inference.
(iii) Formulating inverse problems for dynamic systems as Bayesian inference problems,
has been established to make the problems well-posed and the solutions available for
uncertainty quantification (see e.g. [Stuart, 2010]). We show that ABC approxima-
tions for intractable observation driven time series models are suitable for modeling
the Bayesian inverse problem for dynamic systems with intractable likelihoods. Our
contribution is a SMC methodology which performs inference on the initial state of
the dynamic system, sequentially as the observations arrive.
The thesis is structured as follows. Chapter 2, the literature review, serves as a
brief tutorial on the ABC and MC methodologies which are relevant to, and which we
will build upon to solve, the problems we studied in this thesis. Chapter 3 corresponds
to point (i), and is concerned with ML parameter estimation for intractable HMMs.
Chapter 4 corresponds to point (ii), and focuses on Bayesian parameter inference for
intractable observation driven time series models. Chapter 5 corresponds to point (iii),
and concentrates on Bayesian inference for inverse problems of dynamic systems. Finally,
Chapter 6 provides a conclusive remarks for the thesis and a discussion of future work.
1.5 Notational Conventions
Throughout the thesis, the following notational conventions are used. Within expressions,
the symbol := indicates the assignment of the right-hand side (R.H.S.) to new notation on
the left-hand side (L.H.S.), the symbol ∼ indicates the L.H.S. is distributed or simulated
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according to the R.H.S., the symbol ≡ indicates the equivalence between the L.H.S. and
R.H.S., the symbol → indicates the convergence of the L.H.S. to the R.H.S. Within
algorithms, the symbol ← indicates return of results on the L.H.S. from the procedure
on the R.H.S.
Nm is the set of natural numbers that begin count from m, for example N0 is the
complete set of natural numbers, but N1 is the set of positive integers. Rd is the set
of real numbers in d ∈ N1 dimensions, R+ is the set of positive real numbers. Bb(X),
P(X), andM(X) are the collection of bounded and real-valued functions, of probability
measures, and of finite signed measures on the compact space X ⊆ Rdx , respectively. The
compactness of X is relaxed in many of the numerical examples. X ∈ X has dimension
dx.
Y is a random variable taking values in Y ⊆ Rdy with dimension dy ∈ N1. Pθ(Y ∈ A)
denotes the probability of event Y ∈ A, for A ⊂ Y, occurring given the subscripted
argument θ. Lower case y denotes a realized value of Y , and pθ(y) denotes the p.d.f.
of y given the subscripted and superscripted arguments, θ, . Various posterior densities
are represented by pi, various likelihoods by L , and corresponding log-likelihoods by
`. Markov kernel transition densities q(x, x′) may be represented also by conditional
densities q(x′|x). We denote the indicator function as IA(y) and the Dirac delta measure
at point y as δy(A). Epi[·] and Varpi[·] denote the expectation and variance operators
w.r.t. the density pi.
The Lp-norm,
(∑dx
d=1|x(d)|p
)1/p
where p ∈ N1 and x(d) indicates the dth dimension
of x, is denoted by ‖·‖p, although the L1-norm may be occasionally denoted as |·|. We
use d(·, ·) to denote the L2-norm of the difference of two arguments. Total variation norm
of a measure, say ν, is denoted by ‖ν‖= supA |ν| (A). We use C to denote a constant
whose value may change from line-to-line in the calculations, but will be independent of
parameters of interest. O(·) indicates an order of magnitude on the upper-bound of an
asymptotic, for example, as x tends to some point a ∈ X for, say functions f, g ∈ Bb(X),
then f(x) = O(g(x)) if there exists a constant C > 0 such that limx→a sup
∣∣∣f(x)g(x) ∣∣∣ ≤ C.
We indicate upper-bounds by C, lower-bounds by C, ceiling values by dCe, and floor
values by bCc. For a matrix Σ ∈ Rd1×d2 , we denote the transpose as ΣT and, provided it
exists, the inverse as Σ−1. We will frequently denote the p.d.f. of a Gaussian distributed
variable, say X ∼ N (µ,Σ), by φd(x;µ,Σ) where d denotes the dimensionality of X.
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For time series, let k ∈ N0 be an index of time increments, and n ∈ N1 will generally
indicate a time horizon. Xk denotes the kth random variable of the time series sequence
denoted as {Xk}. {Xk}k∈N0 will always refer to the unobserved sequence and {Yk}k∈N1
always to the observable one. The ordered collection of xk1 , . . . , xk2 (or xi1 , . . . , xi2) is
denoted by xk1:k2 (xi1:i2 , respectively) provided k1 < k2 (i1 < i2), otherwise xk1:k2 = ∅
(xi1:i2 = ∅). Usually x0:n will be referred to a state sequence, and y1:n as data. The
model parameter θ, belonging to compact space Θ ⊆ Rdθ of dimension dθ ∈ N1, remains
static over time n. We use ∇`(θ)|
θ=θ̂
to denote the evaluation of an expression, say the
gradient of the log-likelihood ∇`(θ), at a specific value of the argument, θ = θ̂.
Chapter 2
Literature Review
This chapter serves as a literature review, describing the models and relevant approxima-
tions that will be studied in this thesis, as well as explaining the methods and algorithms
central to providing inference on these models. Work presented in future chapters will
rely on the concepts explained here.
2.1 Time Series Models
In this section, we present two time series models studied within this thesis: Hidden
Markov Models and observation driven time series models. In Section 2.2, we present
ABC as an approximation which provides a biased model of these time series models. In
Section 2.3, we acquaint the reader with Monte Carlo approaches for performing inference
on the time series models and approximate models.
2.1.1 Hidden Markov Models
Hidden Markov Models (HMMs), dating back to [Baum and Petrie, 1966], are attractive
because they distinguish a process that is observable from an underlying process which
one is typically interested in, and exploit conditional independencies to make inference
easier. HMMs may arise as a natural model in many applications, but their flexibility
also allow HMMs to be useful in a wide variety of real-life phenomena such as speech
recognition, econometrics (stochastic volatility), and biosciences (protein sequencing);
see for an overview [Cappé et al., 2005].
A HMM is a discrete-time bi-variate stochastic process, {Xk, Yk}k∈N0 , where k de-
notes the discrete time index. {Xk} is a hidden Markov chain: the initial condition
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X0 ∈ X ⊆ Rdx has some initial density, and the distribution of subsequent Xk ∈ X
depends only upon the previous state, Xk−1. {Xk} itself is not observable, but is indi-
rectly observable through process {Yk}. Observations Yk ∈ Y ⊆ Rdy are conditionally
independent. The model is written
Pθ(Yk ∈ A|X0:k−1 = x0:k−1, Y1:k−1 = y1:k−1) =
∫
A
gθ(yk|xk)dyk, A ⊂ Y (2.1)
Pθ(Xk ∈ B|X0:k−1 = x0:k−1, Y1:k−1 = y1:k−1) =
∫
B
fθ(xk|xk−1)dxk, B ⊂ X (2.2)
Pθ(X0 ∈ B) =
∫
B
µθ(x0)dx0, (2.3)
where θ ∈ Θ ⊆ Rdθ denotes static parameters that specify the conditional observation
density gθ, the transition density fθ, and the initial density µθ.
Given a sequence of n observations and assuming that θ is known, the filtering density
of the hidden state xn is given by
piθ(xn|y1:n) =
∫
Xn µθ(x0)
∏n
k=1 fθ(xk|xk−1)gθ(yk|xk)dx0:n−1
pθ(y1:n)
,
where the normalizing constant,
pθ(y1:n) =
∫
Xn+1
µθ(x0)
n∏
k=1
fθ(xk|xk−1)gθ(yk|xk)dx0:n,
is the marginal likelihood of the data, obtained by marginalizing over the joint density
of (x1:n, y1:n). The joint posterior of states x0:n is given by
piθ(x0:n|y1:n) = µθ(x0)
∏n
k=1 fθ(xk|xk−1)gθ(yk|xk)
pθ(y1:n)
.
If X,Y discrete state spaces, or if fθ, gθ are Gaussian densities, then the filtering den-
sity, the likelihood, and the joint density are available in closed form. The Kalman
filter algorithm can be used to compute the filtering density of linear Gaussian HMMs in
closed-form [Kalman et al., 1960], and can be used for non-linear models when lineariza-
tions are employed [Haykin, 2000]. Non-linear, non-Gaussian filtering is performed more
accurately by simulation based methods that we will review in Section 2.3.
2.1.2 Observation Driven Time Series Models
Observation driven time series were introduced by [Cox, 1981] to model some hidden
process, say Xk, whose distribution at time k is parameterized by an observable random
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sequence {Yk} up to time k. Observation driven time series are used in econometrics,
for example, GARCH models [Engle, 2001], environmental pollution [Davis et al., 2003],
and in applied mathematics, and notably for inferring the initial conditions as well as
the parameters of ODEs [Tzamali et al., 2009].
Observation driven models have a hidden process {Xk}k∈N0 , Xk ∈ X, and observable
process {Yk}k∈N1 , Yk ∈ Y. The hidden state still has the property that it depends only
on past realization Xk−1 and current observation Yk; Xk is a Markov process. In this
thesis the dynamics of {Xk} are also deterministic. The observation process Yk depends
on the previous realization Xk−1. We write the model as follows:
Pθ (Yk ∈ A|Y1:k−1 = y1:k−1, X0:k−1 = x0:k−1) =
∫
A
Hθ(xk, y)dy (2.4)
Xk = Φθ(Xk−1, Yk) (2.5)
P(X0 ∈ B) =
∫
B
pi0(x0)dx0, (2.6)
where pi0 is the prior p.d.f. on X0, θ ∈ Θ ⊆ Rdθ is a vector of dθ parameters, h :
Θ×X×Y → R+ ∪ 0 is a probability function, and Φ : Θ×X×Y → X is a deterministic
function.
When Xk depends deterministically on Yk and Xk−1, usually the objective is to infer
the parameter θ and the initial condition x0. Given θ, x0, and a sequence of observations
y1:k, we define
Φθ(y1:k)(x0) := Φθ ◦ · · · ◦ Φθ(x0)(y1)
to be k Φ-function compositions Φθ◦· · ·◦Φθ(x0)(y1) := Φθ(. . .Φθ(Φθ(x0, y1), y2), . . . , yk−1).
We then have xk = Φθ(y1:k)(x0). When θ is known, the posterior density of x0 given a
sequence of n observations is
piθ(x0) =
pi0(x0)
∏n
k=1 hθ(Φθ(y1:k−1)(x0), yk)
pθ(y1:n)
,
where
pθ(y1:n) =
∫
X
pi0(x0)
n∏
k=1
hθ(Φθ(y1:k−1)(x0), yk)dx0 (2.7)
is the likelihood of the data. When θ is unknown, and θ has the prior density ξ(θ),
ξ : Θ→ R+, independent of X0, the joint posterior density of (θ, x0) is
pi(θ, x0) =
ξ(θ)pi0(x0)
∏n
k=1 hθ(Φθ(y1:k−1)(x0), yk)
p(y1:n)
,
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where p(y1:n) denotes the likelihood of the data for an unknown θ,
p(y1:n) =
∫
Θ
ξ(θ)pθ(y1:n)dθ. (2.8)
Under certain conditions which we will discuss in Chapter 4, [Douc et al., 2012] showed
the asymptotic consistency of θmlen , the θ which maximizes (2.7). The θ which maximizes
the ξ(θ)pθ(y1:n) in (2.8), θmapn , is also asymptotically consistent, since θmapn → θmlen , as
n→∞.
2.2 Approximate Bayesian Computation
Suppose the conditional observation densities gθ in (2.1) and hθ in (2.4) suffer one of the
following:
(i) cannot be computed analytically, and that there are not unbiased estimators of the
densities,
(ii) in theory can be computed analytically, but in practice, is too expensive.
We will call these densities ‘intractable’. The associated likelihoods pθ(y1:n), p(y1:n) and
posteriors piθ(x0), pi(θ, x0) are then also intractable. A likelihood may be intractable
without gθ and hθ being intractable, however we are interested only in scenarios (i) and
(ii).
Scenario (i) arises in cases where distributions that can be simulated do not have
tractable densities. This may be because the distribution is a complicated composition
of (many) simpler functions, representing intricate relationships between variables, for
example, investigating the evolution of gene mutations within a population after colo-
nization periods throughout history [Csillery et al., 2010]. The model cannot be reduced
or simplified without becoming ‘incorrect’ [Tavare et al., 1997]. Scenario (i) also arises
when an intractable density is specifically chosen to model a problem. One may ques-
tion the necessity of an intractable density for modelling real data, however, choosing to
perform inference with a tractable model over a model with a better fit to the data, will
result in a loss of accuracy in the consequent estimates and predictions. For this rea-
son, distributions such as the α-stable distribution have become increasingly popular in
modelling financial, engineering, and signal processing applications (e.g. [Samorodnitsky
and Taqqu, 1997, Peters et al., 2012]). For instance, distributions with heavy tails are
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preferred for modelling time series innovations, and distributions with infinite variance
are used to model the increments of time series with discontinuous jumps. Within Sce-
nario (i), we also include the assumption that there are not unbiased estimators of the
densities. If an unbiased estimator of the intractable density is available, the estimate
can be plugged in, known as a pseudo-marginal method. [Andrieu and Roberts, 2009]
have shown that, in some cases, unbiased MC estimates of intractable densities can be
obtained by simulating auxiliary variable and accepting them using the acceptance ra-
tio of [Beaumont, 2003]. However, we are interested in when there is no access to an
unbiased estimator, and ABC is the only recourse.
Scenario (ii) can arise in problems of high dimensionality or problems where the model
is complex and induces a complicated density. Evaluation of a density is often increasingly
expensive, with higher dimensionality or model complexity. In many realistic models, for
example in system biology (see [Ratmann et al., 2009, Silk et al., 2013, Golightly and
Wilkinson, 2011]), the p.d.f. can be computed but it is much easier to simulate.
2.2.1 Standard ABC
Approximate Bayesian Computation (ABC) is an attractive approach for dealing with
intractable densities. ABC was conceived by [Rubin, 1984], when explaining why models
that are chosen for computational simplicity and convenience over the model which gen-
erated the data, lessens the accuracy of the probability coverage of the posterior. [Rubin,
1984] used this argument to warrant the need of Bayesian calibration (a pre-ABC term)
for model selection in practical applications, and to argue against the use of models which
are contradicted by observed data. Then [Tavare et al., 1997] constructed the first ABC
algorithm for a population genetics problem, where the modelling of processes such as
mutation, demography, geneological structure are so complex, that relevent calculations
were difficult, requiring ad hoc approaches which were inefficient and often “fundamen-
tally incorrect”. [Tavare et al., 1997] designed an accept-reject algorithm, which accepted
proposed parameters based on simulated data matching the observed data. This template
has now emerged into the well-studied, principled approximation ABC.
ABC constructs an approximate posterior for a quantity of interest, say the parameter
θ of a model. Suppose θ has prior density ξ(θ) and the data Y is generated from the
model with a p.d.f. pθ(y). Instead of computing the exact probability of observation y,
ABC computes the probability of being in the -neighborhood of y. For a particular value
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of  ∈ R+, the -neighborhood is the collection of u ∈ Y specified by a non-increasing
kernel of the form K(y|u) = K(d(s(y), s(y))), where s(·) represents a summary statistic
and d(·, ·) a distance metric. The kernel K : R+×Y2 → R+ is known as the ABC kernel.
The ABC approximation of the posterior of θ is then
pi(θ|y) ∝
∫
Y
K(y|u)gθ(u)duξ(θ).
As  → 0, the kernel K(y|u) collapses about the point u = y, computing the exact
posterior. The parameter  is known as the tolerance or precision parameter of ABC.
ABC approximations have become widely used in Bayesian statistics [Beaumont, 2003,
Marjoram et al., 2003, Sisson et al., 2007], largely due to the fact that the closeness of
the approximation to the true posterior can be controlled by the precision parameter.
Section 2.3 discusses the computational methodology of evaluating pi(θ|y) under
an intractable gθ. However, the following loosely conveys how one would approximate
pi(θ|y). Sample a realization from the prior, θ ∼ ξ(·), and simulate a pseudo-observation
u|θ according to the model. The distance between the pseudo-observation and actual
observation is measured by K(y|u), and if the they are sufficiently close, within -
distance, then θ is kept as a sample of the parameter’s posterior distribution.
2.2.2 ABC for HMMs and Noisy ABC for HMMs
ABC has been used to construct approximations of intractable HMMs. [Jasra et al.,
2012,McKinley et al., 2009,Dean et al., 2011] retained the Markovian structure of the
model by approximating the likelihood of sequence y1:n by
Pθ (Y1 ∈ B(y1), . . . , Yn ∈ B(yn)) ,
where B(yk) is the set {uk ∈ Y : |yk − uk|< }, often described in the literature as a
ball of radius  centered at yk. To write down the likelihood of this approximation, let
us define the ABC kernel K(yk|uk) = IB(yk)(uk), where the indicator function IA(x) is
equal to 1 if x ∈ A and 0 otherwise. The probability of random variable Yk|Xk being
within the -neighborhood of observation yk is
gθ(yk|xk) :=
∫
Y gθ(uk|xk)K(yk|uk)duk∫
YK(yk|uk)duk
. (2.9)
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We denote the ABC approximation of the likelihood of data for a given  as pθ(y1:n),
pθ(y1:n) :=
∫
Xn+1
µθ(x0)
n∏
k=1
fθ(xk|xk−1)gθ(yk|xk)dx0:n.
The ABC filtering density of state xk is
piθ(xk|y1:k−1) :=
∫
Xk µθ(x0)
∏k
j=1 fθ(xj |xj−1)gθ(yj |xj)dx0:k−1
pθ(y1:k)
, (2.10)
and the ABC joint density of x0:n is
piθ(x0:k|y1:k−1) :=
µθ(x0)
∏k
j=1 fθ(xj |xj−1)gθ(yj |xj)
pθ(y1:k)
.
Another potential choice for the ABC kernel is
K(yk|uk) = φdy(yk;uk, Idx)
φd(y; ξ,Σ) is Gaussian density on d−dimensions with mean ξ ∈ Rd and covariance
Σ ∈ Rd×d, and Id is the d−dimensional identity matrix. The Gaussian ABC kernel
is continuous and differentiable; the use of such kernels is often referred to as smooth
ABC [Dean et al., 2011].
ABC approximation can be used for both Bayesian inference and ML estimation.
In the context of Bayesian inference, the ABC approximation of the posterior is used.
Chapter 3 will focus on ML parameter estimation for intractable HMMs. The parameter
argument which maximizes the ABC approximation of the likelihood,
arg max
θ∈Θ
pθ(y1:n),
is referred to as the ABC-MLE. For HMMs, the ABC-MLE is biased from the true MLE,
on the order of the precision parameter. [Dean et al., 2011,Dean and Singh, 2011] proved
that the O() bias does not diminish as the number of observations grow, hence ABC-
MLEs are not consistent estimators. In the next section, we look at an approximation
called noisy ABC which recovers the consistency of ML estimators, by adding noise to
the observed data.
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2.2.2.1 Noisy ABC
[Wilkinson, 2008] was the first to notice the probabilistic interpretation of the ABC error.
Normalizing the ABC kernel serves as a p.d.f. for Y |U , and has an associated distribu-
tion which we will denote K(yk|uk). Fθ, Gθ, and Gθ are the distributions respectively
associated with densities fθ, gθ, and gθ.
An important assumption about noisy ABC is that the y1:n data originate from the
model. ABC approximations can be visualized as taking the data Y1:n which originated
from HMM {Xk, Yk}k≥0,
Xk ∼ Fθ(·|xk−1)
Yk ∼ Gθ(·|xk),
and using them to fit the perturbed HMM {Xk, Y k }k≥0,
Xk ∼ Fθ(·|xk−1)
Y k ∼ Gθ(·|xk),
where Y k denotes the observation process of the perturbed HMM. Maximizing a like-
lihood pθ(y1:n), which is misspecified w.r.t. the true process of Y1:n, is the reason for
the O() bias. [Dean et al., 2011] referred to the parameter which maximizes the ABC
approximated likelihood of a HMM as the ABC-MLE.
Transforming the y1:n observations into y1:n observations, by sampling
Y k ∼ K(·|yk), (2.11)
realigns the observations with the model they should be used for fitting. The perturbed
observations y1:n are referred to as the ‘noisy’ data. Now one uses the noisy observations
to fit the perturbed HMM. ABC procedures performed using the perturbed model with
perturbed data are termed ‘noisy ABC’. For the case of MLE, the θ ∈ Θ which maximizes
a likelihood approximated by noisy ABC, pθ(y

1:n), is referred to as noisy ABC-MLE, and
is asymptotically consistent [Dean et al., 2011] - there is no bias as there is with standard
ABC-MLE. However, the variance of noisy ABC-MLE estimators will be greater than of
standard ABC-MLE estimators.
Advanced computational methods are needed to compute the ABC and noisy ABC
approximations, and it is this that the thesis aims to contribute towards.
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2.3 Monte Carlo Methods
Advancements in computational speed and memory have made simulation based tech-
niques for statistical inference more attractive. A large literature has built up on how to
approximate, sample from, and take expectations of densities that are not available in a
closed form, and more recently, on how to deal with densities that are intractable.
In this section, we will briefly introduce Monte Carlo methods. Monte Carlo (MC)
dates back to the work in [Metropolis and Ulam, 1949], and is a method that uses
simulation to approximate integrals with sample averages. We refer to MC methods
as ‘exact’ or ‘principled’, because an arbitrary amount of precision can be achieved by
increasing computational effort.
2.3.1 Monte Carlo
Let Bb(X) be the class of bounded and real-valued functions on X, and let ϕ ∈ Bb(X) be
a function in that class. Taking a HMM for example, suppose we wish to calculate the
expectation of ϕ(X) given the density piθ of random variable X,
m := Epiθ [ϕ(X)] =
∫
X
ϕ(x)piθ(x)dx.
A perfect MC estimator is comprised of N ∈ N1 independent and identically distributed
(i.i.d.) samples from the filtering distribution,
Xi
iid∼ piθ(·), i = 1, . . . , N,
which are evaluated under ϕ and taken an equally weighted average of:
m̂N :=
1
N
N∑
i=1
ϕ(xi). (2.12)
We write m̂N to denote a MC estimator that is constructed usingN draws. The estimator
m̂N is unbiased. By the Law of Large Numbers, m̂N → m, as N →∞ almost surely.
To show the rate of convergence as N increases, we look at the Central Limit Theorem
(CLT) which states that, for large N ,
√
N(m̂N −m) ∼ N (0, v),
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where v is the variance of ϕ(X),
v :=
∫
X
(ϕ(x)−m)2piθ(x)dx.
As N → ∞, the CLT shows that m̂N converges to m at a rate O
(
1√
N
)
. In practice, v
is not analytically evaluable (or else MC would not be needed), but by having
vN := Varpiθ [m̂N ] =
1
N
∫
X
(ϕ(x)−m)2piθ(x)dx = 1
N
v,
it can be estimated using the MC variance v̂N ,
v̂N :=
1
N
N∑
i=1
(ϕ(xi)− m̂N )2.
The MC standard error,
√
v̂N , allows for the construction of confidence intervals (CI),
for example m̂N ± 1.96
√
v̂N for a 95%-CI.
Algorithm 1 MC: Monte Carlo
1: for i = 1, . . . , N do
2: Xi ∼ piθ(·)
3: end for
4: m̂N =
1
N
∑N
i=1 ϕ(x
i)
5: v̂N =
1
N
∑N
i=1(ϕ(x
i)− m̂N )2
2.3.2 Importance Sampling
The previous section presumed that it was possible to sample from the distribution over
which the expectation was taken. When it is not possible to do this, a way around this
is Importance Sampling (IS).
Let us continue with the example of the previous section, where say we wish to evalu-
ate Epiθ [ϕ(X)], but are unable to simulate random variates xi from piθ(xi). The density piθ
may only be known up to a constant of proportionality piθ(x) ∝ γθ(x). Another density
qθ(x), whose distribution Qθ(X) can be sampled from, is referred to as the importance
sampling density [Geweke, 1989] if its density qθ is mutually absolutely continuous w.r.t.
piθ, i.e. the support of piθ is contained in the support of qθ:
piθ(x) > 0⇒ qθ(x) > 0, ∀x ∈ X.
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One aims to get the so-called importance ratio or weight of piθqθ bounded,
piθ(x)
qθ(x)
≤ C, ∀x ∈ X.
Using the importance sampling fundamental identity [Robert and Casella, 2004, page
92],
Epiθ [ϕ(X)] ∝
∫
X
ϕ(x)
γθ(x)
qθ(x)
qθ(x)dx,
we draw Xi i.i.d.∼ Qθ(·), i = 1, . . . , N independent samples from the importance sampling
distribution, and weight each xi accordingly:
w˜i =
γθ(x
i)
qθ(xi)
. (2.13)
Refer to w˜i as the incremental weight or the un-normalized weight. Each un-normalized
weight can be seen to be an unbiased estimator for the normalizing constant of piθ(x):
Eqθ [w˜
i] =
∫
X
w˜iqθ(x
i)dxi =
∫
X
γθ(x
i)
qθ(xi)
qθ(x
i)dxi =
∫
X
γθ(x
i)dxi.
Define
W i :=
w˜i∑N
j=1 w˜
j
to be the normalized weight of sample xi. W i quantifies the importance of xi relative to
the importance of the other x1:i−1,i+1:N . With the normalized weights, the samples can
be used to construct a particle approximation of piθ(x),
piNθ (x) :=
N∑
i=1
W iδ(xi)(x),
and the estimator
m̂N :=
N∑
i=1
W iϕ(xi). (2.14)
The IS estimator m̂N is biased for finite N , but as N → ∞, does converge to m. The
bias and the variance of the IS estimator are O( 1N ) . One can easily recover the MC
estimator of (2.12) from (2.14), as the un-normalized weights would be wi = piθpiθ = 1, ∀i,
and hence W i = 1N , ∀i. The IS procedure is summarized in Algorithm 2.
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IS also serve as a variance reduction scheme. The importance sampling density can be
chosen to reduce the variance of m̂N . For a given function ϕ and a fixed distribution piθ,
the density qθ which minimizes the variance (e.g. [Rubinstein and Kroese, 2011, Section
4.3.1]) is
qθ(x) =
|ϕ(x)|piθ(x)∫
X|ϕ(x)|piθ(x)dx
.
Such a qθ is not available, but it gives the guideline of choosing a qθ whose shape is
similar to |ϕ|. The lower the variance of m̂N , the more stable an estimator it is.
Algorithm 2 IS: Importance Sampling
1: for i = 1, . . . , N do
2: Xi ∼ Qθ(·)
3: w˜i = γθ(x
i)
qθ(xi)
4: end for
5: W i ∝ w˜i,∑Ni=1W i = 1
6: piNθ (x) =
∑N
i=1W
iδ(xi)(x)
7: m̂N =
∑N
i=1W
iϕ(xi)
2.3.3 Markov chain Monte Carlo
Markov chain Monte Carlo (MCMC) was first detailed by [Metropolis et al., 1953]
and then generalized in [Hastings, 1970]. The relevance of MCMC to a wide variety
applications was popularized through a series of papers, namely [Gelfand and Smith,
1990], [Gelfand et al., 1992], and [Smith and Gelfand, 1992]. The main idea is that one
can construct MC approximation of integrals, by sampling from an ergodic Markov chain
whose invariant distribution is the one we wish to sample from. This is particularly useful
in the context of Bayesian inference.
In the previous section, IS was used only to approximate m = Epiθ [ϕ(X)], without
using samples from piθ. A MCMC method produces a Markov chain {Xi}i∈N0 that, once
converged, is a sequence of (correlated) samples from the target distribution. Xi denotes
the ith-iterate of the Markov chain. Let Q(x′|xi−1) be a proposal distribution, where
Q : X → [0, 1] is mutually absolutely continuous w.r.t. piθ and has p.d.f. q(x′|xi−1). Let
X0 be initialized at an arbitrary value within the piθ-positive support of X. The following
procedure is known as Metropolis-Hastings (M-H), and we will refer to the Markov chain
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it produces as the M-H chain; an implementation of M-H is shown in Algorithm 3. Sample
a proposal, X ′, from Q(·|xi−1) and set
Xi =
{
x′ w.p. α(xi−1, x′)
xi−1 w.p. 1− α(xi−1, x′),
where α ∈ [0, 1] is
α(xi−1, x′) = min
(
1,
piθ(x
′)q(xi−1|x′)
piθ(xi−1)q(x′|xi−1)
)
. (2.15)
This produces a Markov chain with transition density
Qmh(x
′|xi−1) = q(x′|xi−1)α(xi−1, x′) + r(xi−1)δ(x′)(xi−1)
referred to as the M-H transition density, where
r(xi−1) = 1−
∫
X
q(x′|xi−1)α(xi−1, x′)dx′.
The probability of accepting proposals, α, is called the M-H acceptance ratio. The
acceptance ratio, together with the step sizes made by proposing x′|xi−1 from q, controls
the speed at which Qmh explores the space X and the rate at which the M-H chain
converges to its invariant distribution. The trade-off is that only small step sizes produce
high acceptance ratios and this might prevent efficient exploration of the state space.
This has been studied in various contexts and is referred to as optimal scaling; see for
instance [Roberts and Rosenthal, 2004, Beskos et al., 2009]. The proposal distribution
can often be used to achieve a certain α. In practice, it is more realistic to achieve a
certain average acceptance ratio
α¯I =
1
I
I∑
i=1
α(xi−1, x′),
for some I ∈ N1.
Under the following conditions, a M-H chain {Xi} converges to the target distribution
piθ [Smith and Roberts, 1993,Tierney, 1994]:
(1) the Markov chain has piθ as an invariant distribution,
(2) the chain is aperiodic,
(3) the chain is irreducible.
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Algorithm 3 MCMC: Metropolis-Hastings Markov chain Monte Carlo
1: Initialize X0 ∈ X
2: for i = 1, 2, . . . , do
3: X ′ ∼ Q(·|xi−1)
4: α(xi−1, x′) = min
(
1, piθ(x
′)q(xi−1|x′)
piθ(xi−1)q(x′|xi−1)
)
5: Z ∼ U(0, 1)
6: if α(xi−1, x′) > z then
7: xi = x′
8: else
9: xi = xi−1
10: end if
11: end for
To establish (1), that piθ is the invariant distribution of a Markov chain, it is sufficient
that the Markov chain’s transition density is reversible [Meyn and Tweedie, 2009, Part
I, Chapter 4],
piθ(xi−1)Qmh(x′|xi−1) = piθ(x′)Qmh(xi−1|x′).
To establish (2), the aperiodicity of the chain, it is sufficient that the probability of
Xi = Xi−1 is non-zero. Lastly, having a proposal density where
q(x′|xi−1) > 0, ∀(x′, xi−1) ∈ X2 : piθ(x′) > 0, piθ(xi−1) > 0
ensures (3), the piθ-irreducibility of the M-H chain. Hence, the M-H chain converges
uniquely to piθ.
For I ∈ N1 iterations, the MCMC estimator m̂I = 1I
∑I
i=1 ϕ(xi) converges almost
surely to m, as I →∞ (e.g. [Robert and Casella, 2004, Section 7.2]). To sample from the
target distribution, one must wait for the chain to converge. Call the iterations prior to
the chain’s convergence the burn-in period. Once converged, the chain is still correlated.
To obtain uncorrelated samples, we can keep every ∆i ∈ N1 realization, where ∆i is
the lag of the empirical autocorrelation function, ρ̂(∆i), which achieves ρ̂(∆i) ≈ 0. The
empirical autocorrelation function is defined
ρ̂(∆i) :=
1
σ1:I−∆iσ∆i:I
I−∆i∑
i=1
(xi − x¯1:I−∆i)(xi+∆i − x¯∆i:I),
where, for indices 1 ≤ i1 ≤ i2 ≤ I, x¯i1:i2 = 1i2−i1
∑i2
i=11
xi, ∀i1 < i2 and σi1:i2 =√∑i2
i=i1
(xi − x¯i1:i2)2. Different diagnostics have been put forth to test when the chain
has converged to its invariant distribution (for a review, see [Cowles and Carlin, 1996]).
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2.3.3.1 Random Walk Sampler
The M-H algorithm is described in its generic form in Algorithm 3. We look at some
specific ways to construct Q. Algorithm 3 describes the generic M-H algorithm. The
Random Walk (RW) sampler generates proposals according to
X ′ = xi−1 + ηi
where random variable ηi ∈ Rdx is drawn independently from some symmetric distribu-
tion. The transition kernel has a density of the form,
q(x′|xi−1) = q(|x′ − xi−1|),
which makes local moves about the current state of the chain. The aperiodicity and
piθ-irreducibility of the chain is guaranteed [Robert and Casella, 2004, Section 7.5] if the
density is positive for x′ in the neighborhood of xi−1,
q(|x′ − xi−1|) > ε ∀x′, xi−1 : x′ − xi−1 < δ.
Since the RW has a symmetric density, the acceptance ratio of (2.15) reduces to
α = min
(
1,
piθ(x
′)
piθ(xi−1)
)
.
The acceptance ratio is still influenced by the proposal density. The smaller the proposal
variance, the nearer x′ is likely to be to xi−1. If x′ and xi−1 are close, then piθ(x′) ≈
piθ(xi−1) and α ≈ 1. Small step sizes limit the exploration of the X space, and prohibit
opportunities for the chain to jump between modalities. Also, this forces a very slow
convergence to the invariant distribution, and once converged, produces very correlated
samples. A visual example of the trace plot of such M-H chain is shown in Figure 2.1a:
the M-H kernel is trying to simulate from a standard Gaussian with too small a proposal
variance.
In general, if the proposal variance is too large, there are many rejected proposals as
it will propose x′ far from xi−1 where often piθ(x′) will be small and α ≈ 0. This fails
to properly explore the ‘good’ neighborhood, as well as makes for acceptance ratios that
are too low, e.g. α < 0.1. With too few proposals accepted, the trace plot of the {Xi}
chain will look like Figure 2.1b, a look described in the literature as “sticky”.
Literature Review 40
-4
-3
-2
-1
0
1
2
3
4
0 100 200 300 400 500 600 700 800 900 1000
X
0
0.2
0.4
0.6
0.8
1
A
c
c
e
p
t
a
n
c
e
 
R
a
t
i
o
(a) Too high α, slow trace
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(b) Too low α, “sticky” trace
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(c) Good α, satisfactory trace
Figure 2.1: Examples of RW M-H chains of different acceptance ratios. The black trace
plot is the {Xi} chain targeting the blue Gaussian density, achieves the average accep-
tance ratio α superimposed in green.
A good acceptance ratio allows the chain to explore regions of X of low piθ-probability,
more fully and fairly representing the target distribution, while converging at a pragmatic
speed. The range 0.1 < α < 0.4 serves as a preliminary guideline, for any problem
[Roberts et al., 1997,Robert and Casella, 2004, Section 7.8.4]. If the target distribution
is 1 or 2 dimensions, the advised α to aim for is closer to 0.4. As the number of dimensions
tends to infinity, the optimal acceptance ratio for the RW sampler is theoretically [Roberts
et al., 1997] and empirically [Müller, 1991] established to be around α ≈ 0.234.
2.3.3.2 Independence Sampler
The ideal acceptance ratio for the Independence sampler is different. The Independence
sampler proposes from a density independent of the current state of the chain,
q(x′|xi−1) = q(x′).
Thus the acceptance ratio of (2.15) is now
α = min
(
1,
piθ(x
′)q(xi−1)
piθ(xi−1)q(x′)
)
(2.16)
Contrary to the RW sampler, to maximize the acceptance ratio is to optimize the chain
produced. As we can see, q(x′) = piθ(x′) would result in α = 1. A proposal, where
piθ(x
′) ≤ Cq(x′), ∀x′ ∈ X for some constant C ∈ R+, has an expected acceptance ratio
that, once the chain is converged, is ≥ 1C [Robert and Casella, 2004, Section 7.4]. Thus,
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maximizing α is the same as minimizing C, which is achieved by finding the q whose
distributional shape most closely resembles that of piθ.
As (2.16) can be written α = min
(
1, w(x
′)
w(xi−1)
)
, where w(x) = piθ(x)q(x) is the importance
weight function as in (2.13), the constant C can be seen to be maxx∈Xw(x). Maximizing
α is the same as minimizing the upper-bound of the weight function [Tierney, 1994].
If the weight function has high peaks and low troughs, then the chain will get “stuck”
at high-weighted values as low-weighted proposals are rejected iteration after iteration.
Even better than a proposal density producing a bounded weight function, is one that
minimizes the variance of the weight function [Liu, 1996].
Finding q for a complicated piθ is difficult. If ϑ ∈ Rdϑ is a dϑ ∈ N1 dimensional
parameter specifying some density qϑ(x), and q(x′) = qϑ(x′), then the accepted approach
is to tune ϑ every so-many iterations depending on the behavior of α, to achieve the
empirically available maximum α [Robert and Casella, 2004, Section 7.4].
As the transition kernel is independent of the current state of the chain, the Inde-
pendence sampler makes global moves, making it a more suitable sampler for multimodal
distributions than the RW. However, this also makes its performance suffer greatly in
high dimensions.
2.3.3.3 Auto-Regressive Sampler
The Auto-Regressive sampler [Tierney, 1994] generates proposals according to
X ′ = ρxi−1 + (1− ρ)a+ ηi,
where ρ ∈ [0, 1] and a ∈ X are selected constants, a is known as the symmetry point,
and ηi is independently drawn from some distribution. The degree of auto-regression is
determined by ρ, as it controls how much to forget the current location of the chain.
Setting ρ = 1 recovers RW sampling, and ρ = 0 recovers Independence sampling. It is
possible to use ρ ∈ [−1, 0], which produce negatively correlated samples, to explore X
faster.
The Auto-Regressive sampler regularizes between the RW and Independence sam-
plers. We refer to ρ as the regularizing parameter. In high dimensional problems, the
sampler can sustain good performance for ρ closer to 1. For multimodal target distribu-
tions, better performance is achieved with a low ρ.
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2.3.4 Sequential Monte Carlo
Now suppose we wish to draw X0:n samples from the joint density piθ(x0:n), sequentially.
One solution would be to perform IS on piθ(x0:k) separately for each k = 0, . . . , n, but
this is very inefficient and computationally wasteful. Sequential Monte Carlo (SMC)
methods address this issue more sensibly.
2.3.4.1 Sequential Importance Sampling
Sequential Importance Sampling (SIS) is a precursor to SMC. Let qθ(x0:n) be an impor-
tance sampling density for piθ(x0:n). The density can be sequentially decomposed
qθ(x0:n) =
qθ(x0:n)
qθ(x0:n−1)
qθ(x0:n−1) = . . . = qθ(x0)
n∏
k=1
qθ(x0:k)
qθ(x0:k−1)
.
Let us write the conditional importance sampling density
qθ(xk|x0:k−1) := qθ(x0:k)
qθ(x0:k−1)
,
and let function γθ(x0:k) be proportional to piθ(x0:k). For N samples drawn i.i.d. Xik ∼
Qθ(·|x0:k−1), the incremental weights can be written sequentially,
win =
γθ(x
i
0:n)
qθ(x
i
0:n)
=
n∏
k=0
γθ(x
i
k|xi0:k−1)
qθ(x
i
k|xi0:k−1)
=
n∏
k=0
w˜ik.
With the normalized weights,
W ik =
wik∑N
j=1w
j
k
,
SIS efficiently computes the joint density approximation,
piNθ (x0:k) :=
N∑
i=1
W ikδ(xi0:k)
(x0:k),
and the estimator,
m̂N =
N∑
i=1
W ikϕ(x
i
0:k),
for m = Epiθ [ϕ(X0:k)] for some function ϕ ∈ Bb(X). SIS is summarized in Algorithm 4.
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The incremental weights are unbiased estimators of the normalizing constant of piθ,
Eqθ
[
1
N
N∑
i=1
n∏
k=1
w˜ik
]
=
∫
Xn+1
γθ(x0:n)dx0:n. (2.17)
The relative variance,
Varqθ
[
1
N
∑N
i=1w
i
n
]
(∫
Xn+1 γθ(x0:n)dx0:n
)2 = 1NVarqθ
[∏n
k=0 w˜
i
k
](∫
Xn+1 γθ(x0:n)dx0:n
)2 ,
is typically exponential in n. As n grows, many of the weights of the x1:N0:n samples
decrease and tend towards 0, apart from the few which are closer to 1. Subsequently,
when normalizing, one sample (the xi0,n closest to the mode of piθ) will have W in ≈ 1 and
the others W 1:i−1,i+1:Nn ≈ 0, and reducing the SIS estimator m̂N to one sample. This
problem is known as weight degeneracy [Doucet and Johansen, 2009], and its effect on
the sample paths xi0:n can be seen in Figure 2.2a. This problem of weight degeneracy is
addressed in the next section.
Algorithm 4 SIS: Sequential Importance Sampling
1: for k = 0, . . . , n do
2: for i = 1, . . . , N do
3: Xik ∼ Qθ(·|x0:k−1)
4: w˜ik =
∏k
j=1
γθ(x
i
j |xi0:j−1)
qθ(x
i
j |xi0:j−1)
5: end for
6: W ik ∝
∏k
j=1 w˜
i
j ,
∑N
i=1W
i
k = 1
7: piNθ (x0:k) =
∑N
i=1W
i
kδ(xi0:k)
(x0:k)
8: m̂N =
∑N
i=1W
i
kϕ(x
i
0:k).
9: end for
2.3.4.2 Generic SMC
In SMC literature, the N MC samples are called particles [Gordon et al., 1993], so Xik
denotes the ith particle of Xk. To perform inference on Xk|Xk−1, we know how to sample
sequentially using SIS,
Xik ∼ Qθ(·|x0:k−1), (2.18)
however there is the problem of weight degeneracy.
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SMC remedies this problem with resampling. Let X∗s0:k denote the s
th drawn sample
from the collection x1:N0:k . After the weights are evaluated and normalized, the particles
are sampled via the multinomial distribution, and the p.m.f. of a particle is its normalized
weight:
P
(
X∗s0:k = x
i
0:k
)
= W ik.
Then, set xi0:k = x
∗i
0:k and W
i
k =
1
N , and continue as with SIS. This is effectively like
sampling N particles from the MC approximated filtering density,
piNθ (x0:k) =
N∑
i=1
W ikδ(xi0:k)
(x0:k)
X1:N0:k ∼ piNθ (·).
Although there will be multiple offspring of the same particle, in the subsequent step, the
importance density qθ propagates the particles to random values. SMC is summarized in
Algorithm 5. An overview of SMC methodologies is given in [Doucet et al., 2001,Cappé
et al., 2007].
Algorithm 5 SMC: Sequential Monte Carlo
1: for k = 0, . . . , n do
2: for i = 1, . . . , N do
3: Xik ∼ qθ(·|x0:k−1)
4: w˜ik =
γθ(x
i
k|x0:k−1)
qθ(x
i
k|x0:k−1)
5: end for
6: W ik ∝ w˜ik,
∑N
i=1W
i
k = 1
7: piNθ (x0:k) =
∑N
i=1W
i
kδ(xi0:k)
(x0:k)
8: X1:N0:k
sir∼ piNθ (·)
9: W ik =
1
N
10: end for
Systematic Importance Resampling There are different resampling strategies (for
comparative reviews, see [Douc and Cappé, 2005,Hol, 2004,Hol et al., 2006]). A resam-
pling method is unbiased if the resampled particles are distributed according to piNθ (x0:k),
that is, the expected number of offspring of particle i is equal to NW ik. We opt for Sys-
tematic Importance Resampling (SIR) [Carpenter et al., 1999, Cochran, 1977, Chapter
Literature Review 45
5], which according to [Doucet and Johansen, 2009] is the most popular in the SMC
literature. Let W ic =
∑N
j=1W
i
k denote the cumulative sum of the normalized weights up
to particle i. The interval [0, 1] is partitioned into j = 1, . . . , N strata, zj = zj−1 + 1N
where Z1 ∼ U(0, 1N ). The particles that are retained are the particles whose weights are
the infima of each stratum,
x∗j0:k = x
i
0:k : inf
w∈{W ic}
{w ≥ zj}.
Algorithm 6 shows an online way to implement SIR whose computational cost is O(N).
Algorithm 6 SIR: Systematic Importance Resampling
1: i = 1
2: W ic = W
i
k
3: Z1 ∼ U(0, 1)
4: for j = 1, . . . , N do
5: while W ic < zj do
6: i = i+ 1
7: W ic = W
i−1
c +W
i
k
8: end while
9: x∗j0:k = x
i
0:k
10: zj+1 = zj +
1
N
11: end for
Path degeneracy is the problem of the samples having too few distinct paths due to
the successive selection procedure imposed by the resampling step. Figure 2.2b shows
that, at time n, the number of distinct paths x1:N0:k as k → 0 is reduced to 1. If only high-
weight particles are retained and all low-weight particles are rejected during resampling,
the sample is further impoverished. SIR gives a fairer representation of the tails of the
distribution; it is less likely to keep too few low-weight particles [Douc and Cappé, 2005].
Resampling at every time step is not necessary, and sometimes inefficient. If the
weightsW ik are approximately equal, then resampling only reduces the number of distinct
samples. The goodness of a particle sample is quantified in its Effective Sample Size
(ESS) [Kong, 1992,Liu, 2008],
essk =
1∑N
i=1
(
W ik
)2 .
[Kong et al., 1994] showed that the ESS decreases stochastically as SIS propagates the
N particles. When the ESS is too small, say below some threshold N¯ ∈ {1, . . . , N},
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Figure 2.2: Examples of, in (a), the weight degeneracy of SIS and, in (b), the path
degeneracy of SMC. In each case, the paths x1:N0:n are shaded according to W 1:N0:n (darker
gray corresponds to heavier weight).
resampling should be performed, resetting the normalized weights to 1N and the ESS
to N . Typically N¯ = bN2 c. Resampling according to a criterion, such as the ESS, is
known as dynamic resampling or adaptive resampling [Del Moral et al., 2012b]. Let kr
denote the time step at which the rth resampling occurred. The normalizing constant of
γθ(x0:n) is the product of normalizing constants between consecutive resampling times,
γθ(xkr+1:kr+1), each estimated by
N∑
i=1
W ikr
kr+1∏
k=kr+1
w˜ik. (2.19)
Having N¯ = N forces resampling at every time step, and (2.19) becomes (2.17) and is
an unbiased estimator of the likelihood [Del Moral, 2004].
Selection of N The selection of N is a trade-off between the computational cost of
implementation and the accuracy of the SMC estimators. The Lp-norm simulation error
of SMC estimators decreases at a rate O( 1√
N
), and the computational cost per time step
is O(N). The number of particles required to obtain estimates of the same accuracy as
in 1-dimension increases with the number of dimensions [Bickel et al., 2008]. In high
dimensions, SMC can also become unstable in that all the particles will be resampled
and collapse upon a single point [van Leeuwen, 2003,Snyder et al., 2008]. [Beskos et al.,
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2011a, van Leeuwen, 2010] have made efforts to sustain the stability of SMC as the
number of dimensions grows. [Cérou et al., 2011,Whiteley, 2011,Whiteley et al., 2012]
have shown that the relative variance of SMC estimators is linear in time,
Varqθ
[∏n
k=1
1
N
∑N
i=1w
i
n
]
(∫
Xn+1 γθ(x0:n)dx0:n
)2 = O ( nN ) ,
which can be controlled by setting N = O(n).
2.3.4.3 Particle Filtering
Let us consider the filtering density piθ(xk|y1:k) of the HMM of (2.1)-(2.3), which can-
not be sampled from when fθ, gθ are non-linear and non-Gaussian. SMC inference
on Xk|Y1:k is known as particle filtering. Algorithm 7 describes a typical SMC tar-
geting piθ(xk|y1:k), here the density proportional to the target is γθ(xk|x0:k−1, y1:k) =
gθ(yk|xk)fθ(xk|xk−1). Often one can simply use the importance sampling densities
qθ(xk|x0:k−1, y1:k) = fθ(xk|xk−1) and qθ(x0) = µθ(x0).
Algorithm 7 SMC: targeting HMM filtering density
1: X1:N0
iid∼ µθ(·), p̂Nθ (y1:0) = 1,W 1:N0 = 1N
2: for k = 1, . . . , n do
3: for i = 1, . . . , N do
4: Xik ∼ qθ(·|xik−1)
5: w˜ik =
gθ(yk|xik)fθ(xik|xik−1)
qθ(x
i
k|xik−1)
6: W ik ∝ w˜ikW ik−1,
∑N
i=1W
i
k = 1
7: end for
8: p̂Nθ (ykr+1:k|y1:kr) = 1N
∑N
i=1
(∏k
j=kr+1
w˜ij
)
9: p̂Nθ (y1:k) = p̂
N
θ (ykr+1:k|y1:kr)p̂Nθ (y1:kr)
10: piNθ (xk|y1:k) =
∑N
i=1W
i
kδxik
(xk|y1:k)
11: essk =
(∑N
i=1
(
W ik
)2)−1
12: if essk < N¯ then
13: X1:Nk
sir∼ piNθ (·|y1:k)
14: W 1:Nk =
1
N
15: kr = k
16: end if
17: end for
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2.3.4.4 Modern Challenges in SMC
SMC is at the forefront of recursive filtering algorithms [Doucet et al., 2000] when θ is
known. When θ is unknown, SMC methods encounter difficulties, such as path degen-
eracy problems [Cappé et al., 2005,Poyiadjis et al., 2011]. [Kantas et al., 2009] gives a
comprehensive review of SMC methods for HMM parameter estimation, and looks at
some aspects of the difficult problem of parameter estimation. Algorithms with O(N)
cost yield parameter estimates with O(n) variances. One has to consider algorithms of
O(N2) cost to achieve estimates of uniformly bounded variance, such as [Poyiadjis et al.,
2011,Del Moral et al., 2011]. Furthermore when θ is static in HMMs, fully Bayesian SMC
techniques do not perform well; for example, those which involve artificial transition ker-
nels [Liu and West, 2001]. For ML parameter estimation, examples of successful SMC
methods include [Del Moral et al., 2010, Poyiadjis et al., 2006]. They yield a particle
approximation of the gradient of the log-likelihood, upon which ML techniques can be
performed. These, along with most SMC techniques, require the evaluation of gθ(y|x)
and potentially also its gradient vector, ∇θgθ(y|x). We will use ABC to circumvent
the intractability of these quantities in the thesis, for which ABC-SMC is the central
machinery.
2.3.4.5 SMC for ABC targets
Concerning the computation of an ABC approximation of a HMM, the intractable con-
ditional observation density gθ(yk|xk) makes the incremental weights w˜ik in a SMC in-
calculable. Instead we look at the ABC approximation gθ(yk|xk) of (2.9). Though gθ is
also intractable, we can obtain a MC approximation. For r = 1, . . . , R ∈ N1 i.i.d. draws
U rk ∼ gθ(·|xk), the estimator
1
R
R∑
r=1
K(yk|urk)
is an unbiased estimator of gθ(yk|xk) and converges at a rate O( 1√R). This estimator
is asymptotically consistent for gθ(yk|xk), and therefore has an intrinsic bias, O(), for
gθ(yk|xk). Using R pseudo-observations to improve the ABC approximation has been in
[Beaumont, 2003], but it not unusual to use R = 1 for estimating the ABC approximation
especially in iterative methodologies (see [Sisson and Fan, 2010]).
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[Jasra et al., 2012] used the MC approximation of gθ to calculate the incremental
weights for a SMC as follows:
Xik ∼ Qθ(·|xik−1)
U i,rk ∼ Gθ(·|xik)
w˜ik =
1
R
∑R
r=1K(yk|ui,rk )fθ(xik|xik−1)
qθ(x
i
k|xik−1)
,
where U i,rk denotes the r
th pseudo-observation sampled from the ith particle at time k.
This methodology is known as ABC-SMC and its implementation has computational cost
O(NR). [Jasra et al., 2012], [Martin et al., 2012] and [Calvet and Czellar, 2012] put forth
methods for selecting N and . [Beaumont et al., 2009,Del Moral et al., 2012a] propose
schemes in which  is adaptive. In [Del Moral et al., 2012a], the  finds the smallest value
which can still maintain stability of the algorithm.
2.3.5 SMC Samplers
Now suppose we are interested in piθ(x|y1:n), where here x is of a fixed state space,
in contrast to previous sections, where x0:n was defined on an increasing state space.
piθ(x|y1:n) is the posterior distribution of x given, say data collected up to time n, y1:n,
where the data yk arrive sequentially. Let us denote {pik}nk=1 as the sequence of distri-
butions pik(x) = piθ(x|y1:k). We wish to draw samples of X from the posterior sequence
{pik}.
The MCMC samplers introduced in Section 2.3.3, which are suitable for drawing
samples from pin(x) for a fixed n, are not suitable for drawing samplers from pik(x) in the
sequential event k = 1, . . . , n. [Del Moral et al., 2006] developed SMC samplers which
achieve this sequential sampling, by propagating X1:Nk−1, the samples at time k − 1 for
density pik−1, into regions of high probability of the pik density.
SMC sampling is as follows. Let pik(x) ∝ γk(x) for some functions {γk}, where
γk : X → R+, and begin with the SIS density q1(x). A sequence of forward Markov
kernels {Vk} is defined, where Vk : X → X moves a particle according to its associated
density vk(xk|xk−1). The SIS density at time k > 1 would be obtained by
qk(xk) =
∫
X
qk−1(xk−1)vk(xk|xk−1)dxk−1 =
∫
Xk−1
q1(x1)
k∏
j=2
vj(xj |xj−1)dx1:k−1
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but usually point-wise evaluation of qk(x1:k) is usually not available, and computing MC
estimates q̂Nk within the SMC estimate pi
N
k results in an O(N2) algorithm. Instead the
joint SIS density qk(x1:k) := q1(x1)
∏k
j=2 vj(xj |xj−1) is used.
Another sequence of artificial backward Markov kernels {Lk−1} is introduced, with
Lk−1 : X → X having p.d.f. lk−1(xk−1|xk), in order to define the artificial joint target
distribution
p˜in(x1:n) =
γ˜n(x1:n)∫
X γn(x)dx
,
by
γ˜n(x1:n) = γn(xn)
n∏
k=2
lk−1(xk−1|xk).
The marginal of the artificial target is the true target,
∫
Xn−1 p˜in(x1:n)dx1:n−1 = pin(x). At
each time step, particles are propagated with the forward kernel, xik ∼ Vk(·|xik−1), and
then incremental importance weights,
w˜ik =
γk(x
i
k)lk−1(x
i
k−1|xik)
γk−1(xik−1)vk(x
i
k|xik−1)
,
cumulatively measure the discrepancy between the joint SIS distribution and the artificial
target distribution,
wk(x1:k) =
k∏
j=1
w˜ij =
γ˜k(x1:k)
qk(x1:k)
.
Using normalized weights W ik =
wik∑N
j=1 w
j
k
, the SMC approximation of p˜ik(x1:k),
N∑
i=1
W ikδ(xi1:k)
(x1:k),
is marginalized to yield the SMC approximation of the true pik(x)
piNk (x) :=
N∑
i=1
W ikδ(xik)
(x).
Algorithm 8 shows a generic SMC sampler with computational cost O(N) per time step.
Estimators based on Algorithm 8 are asymptotically consistent for their true values, e.g.
for any function ϕ ∈ Bb(X), ϕ̂Nk :=
∑N
i=1W
i
kϕ(x
i
k) → Epik [ϕ(x)], as N → ∞ [Del Moral
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et al., 2006]. The optimal sequence of artificial backward kernels {Loptk−1} which would
minimize the variance of the un-normalized weights is given by
loptk−1(xk−1|xk) =
qk−1(xk−1)vk(xk|xk−1)
qk(xk)
(2.20)
Algorithm 8 still produces asymptotically consistent estimates for sub-optimal {Lk−1},
however being close to {Loptk−1} is imperative for the efficiency of the algorithm.
Algorithm 8 SMC Sampler
1: X1:N1
i.i.d.∼ Q1(·)
2: w˜i1 =
γ1(xi1)
q1(xi1)
3: W i1 ∝ w˜i1,
∑N
i=1W
i
1 = 1
4: for k=2,. . . ,n do
5: for i=1,. . . ,N do
6: Xik ∼ Vk(·|xik−1)
7: w˜ik =
γk(x
i
k)lk−1(x
i
k−1|xik)
γk−1(xik−1)vk(x
i
k|xik−1)
8: end for
9: W ik ∝ w˜ikW ik−1,
∑N
i=1W
i
k = 1
10: piNk (x) =
∑N
i=1W
i
nδ(xik)
(x)
11: essk =
(∑N
i=1
(
W ik
)2)−1
12: if essk < N¯ then
13: X1:Nk
sir∼ piNk (·)
14: W 1:Nk =
1
N
15: end if
16: end for
Adaptive SMC Samplers In SMC the target becomes more complex in distribution
as k increases. Thus to achieve the same average acceptance ratio, the proposal variance
(or the regularization parameter) must be tuned appropriately. Adaptive SMC samplers
have schemes to automatically, sequentially update the proposal parameters.
Let Σrwk and αk denote the RW proposal variance, Var[ηk], and the acceptance ratio
at time k. Unlike MCMC, the N particles of the SMC provide us with a Markovian
estimate of the posterior variance,
Σ̂k ≈
N∑
i=1
W ik(x
i
k − µ̂k)(xik − µ̂k)T , (2.21)
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where µ̂k =
∑N
i=1W
i
kx
i
k is the SMC posterior mean. The ‘approximately equal’ sign
is used in (2.21), because Σ̂k must be a positive definite matrix. For example, one
can ensure that Σ̂0,k−1 is positive definite by using its Frobenius norm approximant
(see Appendix C.1). The Adaptive RW (ARW) (e.g., [Chopin, 2002]) sets its proposal
variance proportional to the weighted variance of the particles
Σrwk = ckΣ̂k−1,
initialized with some positive definite matrix Σ0, and where ck ∈ R+ is a (tunable)
constant. The SMC posterior generally narrows, Σ̂k < Σ̂k−1, and ck is used to control
how much the proposal shrinks to the width of previous posterior; ck ∈
[
1
2 , 2
]
is a
guideline [Robert and Casella, 2004, Section 7.4]. The Independence sampler can be
made similarly adaptive by specifying the proposal density according to SMC estimates
of its parameters. An adaptive Gaussian proposal would be Xik ∼ N (µ̂k−1, Σ̂k−1).
The subsequent three chapters represent three research projects which build upon
the methods seen in this chapter.
Chapter 3
Static Parameter Estimation for
Hidden Markov Models using ABC
3.1 Introduction
This chapter looks at the online estimation of static parameters of ABC approximation
to HMMs. In this section, we will describe a HMM, why an ABC approximation may
become necessary, and its usefulness in parameter estimation.
Using k to denote the time index, the HMM is written
Pθ(Yk ∈ A|X0:k−1 = x0:k−1, Y1:k−1 = y1:k−1) =
∫
A
gθ(yk|xk)dyk (3.1)
Pθ(Xk ∈ B|X0:k−1 = x0:k−1, Y1:k−1 = y1:k−1) =
∫
B
fθ(xk|xk−1)dxk (3.2)
Pθ(X0 ∈ B) =
∫
B
µθ(x0)dx0 (3.3)
where θ ∈ Θ ⊆ Rdθ parameterizes the conditional observation density gθ, transition
density fθ, and initial density µθ. In the HMM of Equations (3.1)-(3.2), θ is a static
parameter. Many problems call for the estimation of θ. For example, technological
advances have made data streams increasingly prevalent, and given rise to applications
which need to update the parameter estimate in real-time as data arrive. It is this type
of online, frequentist parameter estimation that we look at in this chapter.
Most methodologies for estimating θ involve the evaluation or the maximization the
likelihood of the HMM of (3.1)-(3.2),
pθ(y1:n) =
∫
Xn+1
µθ(x0)
n∏
k=1
gθ(yk|xk)fθ(xk|xk−1)dx0:n
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where y1:n := (y1, . . . , yn) denotes the sequence of n data. However in most scenarios of
practical interest, the n + 1 dimensional integral cannot be analytically calculated,and
so numerical methods must be employed to evaluate pθ(y1:n), let alone maximize it with
respect to θ [Cappé et al., 2005]. When θ is known, the likelihood can be unbiasedly esti-
mated [Del Moral, 2004] using SMC techniques. SMC require the evaluation of gθ(y|x),
and in the problem of ML estimation, when θ is unknown, potentially also require the
evaluation of the gradient vector ∇gθ(y|x).
In this chapter, we consider the scenario where we can simulate from gθ(yn|xn) but
we cannot evaluate it. This arises in HMMs where the density is intractable, or where the
density is too expensive to compute, for example if the hidden state is high-dimensional.
We also assume there is no unbiased estimator available. With gθ(y|x) incalculable,
standard SMC methods as well as the advanced SMC methods mentioned above, are not
implementable. For this reason, online parameter estimation for intractable HMMs is a
difficult problem.
In the context of HMMS, ABC has been used to construct approximations of in-
tractable HMMs [Jasra et al., 2012, McKinley et al., 2009]. Using such approxima-
tions, [Dean et al., 2011,Dean and Singh, 2011] have proven asymptotic results concern-
ing parameter estimation as the observations of data grow infinite. With the exception
of [Yildirim et al., 2013], not much emphasis has been put on conducting online param-
eter estimation for intractable HMMs. In this chapter, we develop a methodology to do
this: we use an ABC approximation of the intractable HMM to obtain SPSA estimates
of the gradient of the likelihood. We achieve the following objectives:
1. Investigate the bias in the estimation of the log-likelihood and the gradient of the
log-likelihood, that is induced by the ABC approximation for a fixed data set.
2. Develop an SMC approach with cost O(N) that allows one to estimate the static
parameters in an online fashion.
The SMC approach we introduce uses Simultaneous Perturbation Stochastic Ap-
proximation (SPSA) [Spall, 2003]. [Poyiadjis et al., 2006] first used an SPSA-based SMC
approach as a gradient-free way to estimate the parameters of (tractable) HMMS in an
online manner. Provided one can obtain online estimates of the likelihood, then one
can use Simultaneous Perturbation (SP) to obtain estimates of the gradient and perform
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Stochastic Approximation (SA). For intractable HMMs, this requires ABC approxima-
tions two quantities, the log-likelihood and its gradient. As reminded earlier, the ABC
approach is biased, and it is important to understand this bias as more data streams
in. [Dean et al., 2011, Dean and Singh, 2011] established that ABC approximations of
HMMs are biased, but that since the bias is O(n), it can be reduced to an arbitrarily
small precision by tending  towards zero. Therefore the parameter estimation is not
necessarily dominated by the bias. We build upon their theoretical work to show that,
under some assumptions, the ABC bias is O(n) for both quantities. This means that
the bias from maximizing via the ABC estimate of the gradient will also not dominate
in the parameter estimation.
We will demonstrate our methodology on problems of different dx, dy, dθ dimensional-
ities. The value of dx, at which a HMM becomes a high-dimensional problem, is relative
to many things - the complexity of the distributions, the effective dimension, the number
of observations, etc. [Bickel et al., 2008]. Unless the number of particles is exponential
in dx, SMC filtering methods scale poorly for high-dimensional problems. However our
methodology in a problem of large dx and moderate dy, dθ, we would expect to be stable
and its simulation error not explode with dx [Beskos et al., 2011b]. As a result, the ideas
here can be seen as principled competitors (and related to - see [Nott et al., 2012]) to
ensemble Kalman filter-based algorithms such as in [Frei and Künsch, 2012].
The chapter is structured as follows. In Section 4.2 we discuss the model and ABC
approximation. In this section, we also present our bias results, leaving the proofs for
Appendix A. In Section 3.3 we introduce our computational strategy. In Section 3.4 the
method is investigated from a computational perspective. In Section 3.5, we follow with
some concluding remarks of this chapter.
3.2 Model and Approximation
3.2.1 Model
We are interested in the joint posterior of the HMM of (3.1)-(3.3),
piθ(x0:n|y1:n) = µθ(x0)
∏n
k=1 gθ(yk|xk)fθ(xk|xk−1)∫
Xn+1 µθ(x0)
∏n
k=1 gθ(yk|xk)fθ(xk|xk−1)dx0:n
(3.4)
where x0:n ∈ Xn+1 is the hidden Markov chain, y1:n ∈ Xn are the observations, and
θ ∈ Θ is the vector of static parameters. For the work in this chapter, gθ and fθ are
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time-homogeneous; however, to extend to time-inhomogeneous HMMs is only a matter
of changing notation.
Our interest in the joint posterior of (3.4) demands the maximization of the log-
likelihood log(pθ(y1:n)) w.r.t. θ, which needs to be performed online as data arrive. For
this, we break the log-likelihood into time steps,
log(pθ(y1:n)) =
n∑
k=1
log(pθ(yk|y1:k−1))
where
pθ(yk|y1:k−1) =
∫
gθ(yk|xk)piθ(xk|y1:k−1)dxk.
The issue arises in the evaluation of gθ(yk|xk). In this chapter, we assume that for any
fixed θ and given x,
• we are able to sample from the conditional distribution of Y |x,
• we are unable to evaluate the conditional density gθ(y|x).
If an unbiased estimate of gθ(y|x) were available, the estimate could be used in its
place, and the problem solved by exact techniques. We are interested in providing a
solution for problems where there is no access to an unbiased estimator. Such situations
include HMMs whose gθ(y|x) distribution is not analytically evaluable, such as some
stable distributions, and HMMs with high-dimensional hidden states that require an
unrealistic amount of computational power to evaluate gθ(y|x).
When such intractabilities present in a model, ABC overcomes them, and provides
us with an computationally efficient, stable, and feasible approximation.
3.2.2 ABC Approximation
This is the ABC approximation [Jasra et al., 2012,McKinley et al., 2009] of the posterior
of interest on an extended state-space,
piθ(u1:n, x0:n|y1:n) =
µθ(x0)
∏n
k=1K(yk|uk)gθ(yk|xk)fθ(xk|xk−1)∫
Xn+1×Yn µθ(x0)
∏n
k=1K(yk|uk)gθ(yk|xk)fθ(xk|xk−1)du1:ndx0:n
where u1:n ∈ Yn are pseudo observations. K(y|u) is a deterministic kernel function of
choice, K : Y × R+ → R+ ∪ {0}, whose bandwidth depends upon precision parameter
 > 0. The explicit dependence is described below.
Static Parameter Estimation for Hidden Markov Models using ABC 57
For a selected kernel K and precision , we can write the ABC approximation of the
intractable conditional density gθ(yk|xk),
gθ(yk|xk) =
∫
YK(yk|uk)gθ(uk|xk)duk∫
YK(yk|uk)duk
. (3.5)
As → 0, the distribution of K(yk|uk) becomes a Dirac delta about the point uk = yk,
and gθ(yk|xk) → gθ(yk|xk). Since gθ is not evaluable nor integrable, neither will be
K(yk|uk)gθ(uk|xk). A Monte Carlo estimate will be used to evaluate this, as we will
see in Section 3.3. In this chapter, we choose K(yk|uk) = IB(yk)(uk), which does not
depend on xk or θ.
Now we write ABC approximations [Dean et al., 2011] for the following: the predictor
at time k − 1
piθ(xk|y1:k−1) =
∫
Xk
fθ(xk|xk−1)
k−1∏
j=1
gθ(yj |xj)fθ(xj |xj−1)
µθ(x0)dx0:k−1,
the incremental likelihood at time k
pθ(yk|yk−1) =
∫
X
gθ(yk|xk)piθ(x|y1:k−1)dxk,
and the log-likelihood at time n
log(pθ(y1:n)) =
n∑
k=1
log(pθ(yk|yk−1)). (3.6)
We are interested in finding the θ which maximizes pθ(y1:n) - as this quantity is unavail-
able to us, we are interested in finding the θ for a given  > 0, say θmlen, , which maximizes
pθ(y1:n). We refer to this θ
mle
n, as the ABC-MLE:
θmlen, := arg max
θ∈Θ
pθ(y1:n). (3.7)
In the next section, we discuss certain results regarding the consistency in estimating
θ. [Dean et al., 2011,Dean and Singh, 2011] established that the bias of the ABC-MLE
θmlen, is O(). The methodology which we will present in Section 3.3 maximizes pθ via
a gradient descent that uses the approximations log(pθ(y1:n)) and ∇ log(pθ(y1:n)). The
error of this methodology is comprised of a simulation error and a bias. We want to
investigate the bias, and see if it might dominate the overall error. We present results on
the consistencies of estimating log(pθ(y1:n)) and ∇ log(pθ(y1:n)), that show the biases are
controllable and do not dominate the error with the arrival of more data. Thus, online
estimation is not unrealistic.
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3.2.3 Bias Results
We present two results in this section: the upper-bound on the ABC bias of the log-
likelihood, log(pθ(y1:n)), and the upper-bound on the ABC bias of the gradient of the
log-likelihood, ∇ log(pθ(y1:n)). Ordinarily, the gradient is the pertinent quantity for
performing gradient ascent. However, as will be seen in Section 3.3, our estimation of
the gradient is dependent on our estimation of the log-likelihood.
Let us outline some notations and assumptions for the ensuing results. X is compact.
P(X) denotes the class of probability measures on X, andM(X) denotes the collection of
finite and signed measures on X. The initial distribution of the hidden Markov chain is
written as µθ ∈ P(X), and the derivative of µθ w.r.t θ is written µ˜θ ∈M(X). |·| denotes
the L1−norm, and ‖·‖ denotes the total variation distance.
We make the following assumptions. The lower bounds in assumptions (A3) and
(A5) is extremely strong, and do not hold for many commonly used distributions (e.g.,
Gaussian, gamma, beta, exponential) which makes this assumption unrealistic. However
this assumption is to keep the proofs as short as possible, and the results hold without
the lower bounds.
(A1) Lipschitz Continuity of the Likelihood. There exist L < +∞ such that for any
x ∈ X, y, y′ ∈ Y, θ ∈ Θ
|gθ(y|x)− gθ(y′|x)|≤ L|y − y′|.
(A2) Statistic and Metric. The kernel is K(y|u) = IB(y)(u), where the set B(y) is:
B(y) = {u ∈ Y : |y − u|< }.
(A3) Boundedness of Likelihood and Transition. There exist 0 < C < C < +∞ such
that for all x, x′ ∈ X, y ∈ Y, θ ∈ Θ
C ≤ fθ(x′|x) ≤ C,
C ≤ gθ(y|x) ≤ C.
(A4) Lipschitz Continuity of the Gradient of the Likelihood. fθ(x′|x), gθ(y|x′) are dif-
ferentiable in θ for each x, x′ ∈ X, y ∈ Y. In addition, there exist L < +∞ such
that for any x ∈ X, y, y′ ∈ Y, θ ∈ Θ
|∇{gθ(y|x)} − ∇{gθ(y′|x)}|≤ L|y − y′|.
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(A5) Boundedness of Gradients of the Likelihood and Transition. There exist 0 < C <
C < +∞ such that for all x, x′ ∈ X, y ∈ Y, θ ∈ Θ
C ≤ ∇{fθ(x′|x)} ≤ C,
C ≤ ∇{gθ(y|x)} ≤ C.
Notice in the assumptions, we selected the identity function kernel (A2). This was merely
a choice with which to proceed with the proofs; the proofs hold for any K(y|u) as it was
defined, and in fact we use the Gaussian kernel in simulations in Section 3.4.
Our first result is on the ABC bias of the log-likelihood.
Proposition 3.2.1. Assume (A1-5). Then there exist a C < +∞ such that for any
n ≥ 1, µθ ∈ P(X),  > 0, θ ∈ Θ we have:
|log(pθ(y1:n))− log(pθ(y1:n))|≤ Cn.
Proof of Proposition 3.2.1 is in Appendix A.2.
Remark 3.2.1. As n grows, the L2-error of the the SMC estimate does not deteriorate
any faster than O(n), linearly with time [Whiteley, 2011]. When using ABC-SMC, in
addition to the simulation error, there will be a deterministic bias, inherent from the
ABC approximation. Proposition 3.2.1 states that this bias is O(n). Proposition 3.2.1
also provides two guarantees: that for a given , the bias will not increase more than
linearly in time, and that the bias is controllable to arbitrary precision via . Thus, as
the time parameter increases, the ABC bias of the log-likelihood will not dominate the
simulation-based error that would be present even if gθ were evaluated. We illustrate the
O(n) ABC bias, for a toy example, in Figure 3.1a. In Figure 3.1b, we illustrate the
O(n) error of the SMC estimate and the O(n+ n) error of the ABC-SMC, against the
true log-likelihood.
Generally in an optimization, especially one via gradient ascent, the accuracy of the
gradient of the log-likelihood is more pressing than the accuracy of the log-likelihood
itself. However, we show the bounds for both quantities, because we will see in Sec-
tion 3.3.2 that our estimate of the gradient relies upon our estimate of the log-likelihood,
therefore so does its accuracy. Now let us prove the upper-bound of the bias of the
gradient of the log-likelihood, ∇ log(pθ(y1:n)).
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Figure 3.1: SMC error and ABC bias: linearly increasing in the log-likelihood with
time. This example is for a linear Gaussian HMM. The black line denotes the true
log(pθ(y1:k)), for k = 1, . . . , 5000. In (a), the blue lines denote the ABC-SMC estimates
(using N = 1000) for  = 0.1, 1, 10 corresponding to increasing thickness, time steps
k = 1, . . . , 1000. In (b), the red line denotes the SMC estimate (using N = 1000), and
the blue line denotes the ABC-SMC estimate (using N = 1000,  = 0.1). The inset figure
is zoomed for the last 100 time steps.
Theorem 3.2.1. Let µ˜θ denote the derivative of initial density µθ w.r.t. θ. Assume
(A1-5). Then there exists a C < +∞ such that for any n ≥ 1, µθ ∈ P(X), µ˜θ ∈ M(X),
 > 0, θ ∈ Θ we have:
|∇{log(pθ(y1:n))} − ∇{log(pθ(y1:n))}|≤ Cn(2 + ‖µ˜θ‖).
Proof of Theorem 3.2.1 is in Appendix A.3. We remark here that we prove The-
orem 3.2.1 for dθ = 1. To establish the above control of the bias of the gradient of
the log-likelihood for dθ > 1, the same arguments can be applied to each component,
∇θi log(pθ(y1:n)) i = 1, . . . , dθ, of the gradient.
Remark 3.2.2. In estimating the gradient, the simulation error of SMC algorithms is
expected to grow linearly with time [Del Moral et al., 2011]. ABC-SMC algorithms will
have the same simulation error, O(n), and an additional bias due to the ABC approxi-
mation, which the above theorem guarantees is O(n). This guarantee means that for a
reasonable , reasonable is relative to the complexity and dimensionality of the problem,
the bias does not dominate over the simulation error. Furthermore, for a suitable method
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of evaluating the ABC approximated gradient, its accuracy is controllable to an arbitrary
precision via .
The result in Theorem 3.2.1, that is, the bound on the gradient’s bias for a given ,
can be found in [Dean et al., 2011, Equation 72]. The direct limit of ∇ log(pθ(y1:n)) →
∇ log(pθ(y1:n)) as  → 0 is shown in [Dean and Singh, 2011]. They prove this limit
by showing that the ABC approximated log-likelihood surface converges to the true.
Our proof is established by decomposing ∇ log(pθ(y1:n)) into derivatives of the transition
density ∇fθ, observation density ∇gθ, initial state density µ˜θ, and the filter F˜θ,, where
we subsequently used the boundedness and Lipschitz continuities of the functions to
reach our result.
In the next section, we describe our ABC procedure for online parameter estimation.
A noisy ABC version of our procedure could just as easily be performed - by identically
implementing our procedure but using yk ∼ K(·|yk), data that has been perturbed upon
arrival. We expect the numerical results of our ABC procedure to comply with the O(n)
bias of the propositions we presented here, but we would not expect this from the noisy
ABC procedure. As explained in Section 2.2.2.1, we would reason that the noisy ABC
procedure would deliver asymptotically consistent parameter estimates. However, we do
not pursue noisy ABC in this chapter. We will explore it in Chapters 4 and 5.
3.3 Computational Strategy
3.3.1 ABC-SMC
In order to perform online parameter estimation, we need to approximate the incremental
likelihood, pθ(yk|y1:k−1), for a fixed θ. For this, we will use an ABC-SMC algorithm,
specifically the SMC approach of [Jasra et al., 2012] which targets an ABC approximation
of a HMM.
Here we will describe Algorithm 9, the ABC-SMC algorithm. In the case that the
HMM has a transition density, fθ(·|xk−1), from which it is not possible to sample, a
proposal distribution qθ(xk|xk−1) which can be sampled from and whose density can be
evaluated is (suitably) chosen. Algorithm 9 is presented using qθ for generality. However,
if sampling from fθ is possible, the algorithm is simply implemented with qθ = fθ.
For example, our numerical simulations in Section 3.4 use the transition densities as
proposals.
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The ABC-SMC algorithm applies SMC to the ABC approximation. The algorithm
begins like SMC, initializing N particles Xi0, and propagating them. As gθ(yk|xik) is
intractable, the weight is numerically computed via pseudo-observations, denoted U ik,
that are sampled from the observation density and evaluated under the kernel:
U i ∼ gθ(·|xik)
w˜ik =
K(yk|uik)fθ(xik|xik−1)
qθ(x
i
k|xik−1)
.
The particles are resampled, and the normalized weights reset to 1N .
With Algorithm 9, we can approximate the incremental likelihood as data arrive, up
to a constant that is independent of θ. Denoting p,Nθ as the SMC estimate, we have
p̂,Nθ (yk|y1:k−1) =
1
N
N∑
i=1
w˜ik, (3.8)
and for the full likelihood,
p̂,Nθ (y1:n) =
n∏
k=1
(
1
N
N∑
i=1
w˜ik
)
.
Quantity 3.8 is extremely important, and the argument of the upcoming Section 3.3.2
hinges upon its computability.
Before moving on to Section 3.3.2, we make one elaboration with regard to imple-
menting the approximation of the ABC target. The MC simulation error of the weights
can be improved O
(
1/
√
R
)
at computational cost O(R) by sampling R ∈ N1 pseudo-
observations [Beaumont, 2003]. The joint smoothing density,
piθ(u
1:R
1 , . . . , u
1:R
n , x0:n|y1:n) ∝
n∏
k=1
[(
1
R
R∑
r=1
K(yk|urk)
)
R∏
r=1
gθ(u
r
k|xk)
]
fθ(xk|xk−1)
has the same bias as the original ABC approximation of Section 3.2.2, upon integrating
over auxiliary variables u1:R1:n ∈ YnR, the pseudo-observations. The more spread out
distribution fθ(xk|xk−1) is, the greater R should be [Del Moral et al., 2012a]. Algorithm 9
reflects the R pseudo-observation approximation of the ABC target.
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Algorithm 9 ABC-SMC: SMC filtering for ABC target
1: X1:N0
iid∼ µθ(·)
2: W 1:N0 =
1
N
3: p̂,Nθ (y1:0) = 1
4: for k = 1, 2, . . . do
5: for i = 1, . . . , N do
6: Xik ∼ qθ(·|xik−1)
7: U i,1:Rk
iid∼ gθ(·|xik)
8: w˜ik =
1
R
∑R
r=1
K(yk|ui,rk )fθ(xik|xik−1)
qθ(x
i
k|xik−1)
9: W ik ∝ w˜ik,
∑N
i=1W
i
k = 1
10: end for
11: p̂,Nθ (yk|1:k−1) =
1
N
∑N
i=1 w˜
i
k
12: p̂,Nθ (y1:k) = p̂
,N
θ (yk|1:k−1)p̂
,N
θ (y1:k−1)
13: pˆiNk (·) =
∑N
i=1W
i
kδxik
(·)
14: X1:Nk
iid∼ pˆiNk (·)
15: W 1:Nk =
1
N
16: end for
3.3.2 Simultaneous Perturbation Stochastic Approximation
The previous section supplies us, for a given θ, with two estimates: the log-likelihood
log(p̂,Nθ (y1:n)) and the incremental log-likelihood log(p̂
,N
θ (yk|y1:k−1)). We will describe
the oﬄine ML parameter estimation which uses log(p̂,Nθ (y1:n)) quantity on a fixed
batch of data size n. Then, we present our online methodology for which the estimate
log(p̂(yk|y1:k−1)) is crucial.
3.3.2.1 Oﬄine ABC-SPSA
Gradient ascent is a methodology which takes steps, within the parameter space, propor-
tional to the gradient and in the direction towards the maximum of a given function [Boyd
and Vandenberghe, 2004]. If gθ(y|x), ∇gθ(y|x), and ∇ log(pθ(y1:n)) are tractable, the fol-
lowing gradient ascent converges to the MLE of HMM (3.1)-(3.3):
θ̂j+1 = θ̂j + aj+1[∇ log(pθ(y1:n))|θ=θ̂j
where {aj}j∈N1 is a strictly positive, decreasing sequence such that aj → 0,
∑
j aj =∞.
We denote θ̂j as the parameter estimate of the jth iteration, and θ(d) for the dth element
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of the θ ∈ Θ ⊆ Rdθ parameter vector. For shorthand, we will use `1:n to denote the
log-likelihood. When the above has converged, θ̂j will be the MLE and `1:n(θ̂j) will be
the maximized log-likelihood.
In the context that gθ(y|x) and∇gθ(y|x) are not tractable, there are presently no ABC
methodologies which directly estimate the gradient1. However one can use ABC-SMC
(Algorithm 9) to obtain an estimate of the log-likelihood. Provided with this estimate,
Finite Differences (FD) can be used to approximate the gradient,
∂`1:n
∂θ(d)
∣∣∣∣
θ̂j
=
`1:n
(
θ̂j(d) + δ
)
− `1:n
(
θ̂j(d)− δ
)
2δ
+O(δ2), d = 1, . . . , dθ,
where δ ∈ R and O(δ2) is the order of the approximation error. FD results in optimizing
` with a vector gradient,
∇̂`1:n =
[
∂̂`1:n
∂θ(1)
, . . . ,
∂̂`1:n
∂θ(dθ)
]
,
that requires 2dθ computations of the likelihood. Similar to the notion of FD is Spall’s Si-
multaneous Perturbation (SP), which approximates a scalar gradient for a dθ-dimensional
unknown parameter [Spall, 1992]. SP only requires 2 computations of the likelihood.
SP perturbs the parameter vector θ̂ by a dθ-dimensional vector of independent sym-
metric Bernoulli realizations,
∆d =
{
+1, w.p. 0.5
−1, w.p. 0.5 d = 1, . . . , dθ, (3.9)
and a sequence {cj}j∈N0 , to obtain the following estimate of the gradient:
∇̂`1:n = `1:n(θ̂j + cj∆j)− `1:n(θ̂j − cj∆j)
2cj∆j
.
This estimate is a scalar times a vector of up-down directions, designated by ∆j . Provided
{cj} is a strictly positive, decreasing sequence such that cj → 0,
∑
j
a2j
c2j
< ∞ [Spall,
1992], this gradient estimate will move the parameter through a sequence of updates
that converges to the MLE, accordingly:
θ̂j+1(d) = θ̂j(d) + aj+1∇̂`1:n(d).
1 In parallel to this work, [Yildirim et al., 2013] have produced an ABC methodology in which the
gradient is directly estimated.
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Gradient ascents implemented with noisy estimates, such as SMC estimates, are
known as Stochastic Approximations (SA) [Kiefer and Wolfowitz, 1952]. Let us write
`1:n to denote the ABC approximation of the likelihood of the HMM as defined in (3.6),
and `,N1:n to denote the noisy, ABC-SMC estimate of the log-likelihood as computed
via Algorithm 9. The following oﬄine SPSA (Simultaneous Perturbation Stochastic
Approximation),
∇̂`,N1:n =
`,N1:n (θ̂j + cj∆j)− `,N1:n (θ̂j − cj∆j)
2cj∆j
θ̂j+1 = θ̂j + aj+1∇̂`
,N
1:n ,
leads to an estimate of θmlen, , the ABC-MLE from (3.7), for the fixed batch of data y1:n.
We refer to this oﬄine ML estimation as oﬄine ABC-SPSA, and illustrate its process in
Algorithm 10.
Algorithm 10 Oﬄine ABC-SPSA: oﬄine MLE for ABC target
1: Initialize θ̂0.
2: for j = 0, 1, . . . do
3: ∆j ∼ Bernoulli({+1,−1}, {0.5, 0.5})dθ
4: `,N1:n (θ̂j + cj∆j)← abc-smc(y1:n, θ̂j + cj∆j)
5: `,N1:n (θ̂j − cj∆j)← abc-smc(y1:n, θ̂j − cj∆j)
6: ∇̂`,N1:n = `
,N
1:n (θ̂j+cj∆j)−`,N1:n (θ̂j−cj∆j)
2cj∆j
7: θ̂j+1 = θ̂j + aj+1∇̂`
,N
1:n
8: end for
9: {X1:N0:n , `,N1:n (θmlen, )} ← abc-smc(y1:n, θmlen, )
3.3.2.2 Online ABC-SPSA
Now we wish to produce an online sequence of estimates leading towards the MLE.
Instead of performing oﬄine iterations on a batch of data, we will update the parameter
estimate as each datum arrives, performing a stochastic ascent using the gradient of the
incremental log-likelihood,
θ̂k+1 = θ̂k + ak+1∇̂`k|1:k−1.
For a time k estimate, denoted θ̂k, lines 4-14 of the ABC-SMC algorithm are used to
produce the empirical filter density, X1:Nk , and the incremental log-likelihood, `
,N
k|1:k−1.
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To approximate the gradient at time k, we perturb the parameter vector by ∆k, a time
k realization of the symmetric Bernoulli vector in (3.9),
θ̂k + ck∆k, θ̂k − ck∆k.
Lines 4-11 of ABC-SMC are used to produce incremental log-likelihoods for the perturbed
parameters, subsequently approximating the incremental gradient,
∇̂`,Nk|1:k−1 =
`,Nk|1:k−1(θ̂k + ck∆k)− `,Nk|1:k−1(θ̂k − ck∆k)
2ck∆k
,
and updating the parameter estimate,
θ̂k+1 = θ̂k + ak+1∇̂`
,N
k|1:k−1.
We call this procedure online ABC-SPSA, and present it in Algorithm 11.
Algorithm 11 Online ABC-SPSA: online MLE for ABC target
1: Initialize θ̂1.
2: X1:N0 ∼ µθ̂(·)
3: for k = 1, 2, . . . do
4: {X1:Nk , `,Nk|1:k−1(θ̂k)} ← abc-smc(yk, θ̂k, X1:Nk−1)
5: ∆k ∼ Bernoulli({+1,−1}, {0.5, 0.5})dθ
6: `,Nk|1:k−1(θ̂k + ck∆k)← abc-smc(yk, θ̂k + ck∆k, X1:Nk−1)
7: `,Nk|1:k−1(θ̂k − ck∆k)← abc-smc(yk, θ̂k − ck∆k, X1:Nk−1)
8: ∇̂`,Nk|1:k−1 =
`,N
k|1:k−1(θ̂k+ck∆k)−`
,N
k|1:k−1(θ̂k−ck∆k)
2ck∆k
9: θ̂k+1 = θ̂k + ak+1∇̂`
,N
k|1:k−1
10: end for
Online ABC-SPSA produces parameter estimates without requiring the evaluation
of gθ or its gradient. Our procedure of performing SPSA using ABC-SMC estimates
is similar to that of [Poyiadjis et al., 2006] for tractable HMMs using SMC estimates.
ABC-SPSA has a fixed computational cost O(NR) per time step; this is O(dθ) times
fewer than the analogous multidimensional FDSA of [Blum, 1954,Kiefer and Wolfowitz,
1952]. Also, SPSA achieves a lower mean-squared error than FDSA for the same number
of data; this directly implies that SPSA requires fewer data than FDSA to achieve the
same mean-squared error [Spall, 1992]. The first part of this statement corresponds
to oﬄine ABC-SPSA being more efficient, the second part to online ABC-SPSA being
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more efficient, than their ABC-FDSA counterparts. We rely on the convergence results
of [Spall, 2003] and his convergence requirements, that {ck}k∈N0 , {ak}k∈N1 are strictly
positive and decreasing, ak, ck → 0,
∑
k ak = ∞,
∑
k
a2k
c2k
< ∞, ∆k has a zero-mean,
E[∆−1k ] <∞.
3.4 Numerical Simulations
In this section, we look at HMMs where gθ is tractable. Therefore the accuracy and be-
havior of our numerical algorithms can be investigated w.r.t. the truth, when analytically
available, and regular SMC methodology.
We consider two HMMs: a 1-dimensional linear Gaussian HMM for which we estimate
a 3-dimensional parameter, and a 3-dimensional Lorenz ’63 HMM for which we estimate
a 4-dimensional parameter.
3.4.1 Linear Gaussian Model
We consider the following linear Gaussian HMM, with Y = X = R:
Yk = Xk + σwWk
Xk = φXk−1 + σvVk,
X0 =
σ2v
1− φ2V0
with Wk, Vk independent and Wk
i.i.d.∼ N (0, 1), Vk i.i.d.∼ N (0, 1). For this model, gθ
and the log-likelihood are analytically tractable. SPSA can be performed using exact
evaluations of the true log-likelihood, using the Kalman Filter (KF) of Algorithm 12 -
we will refer to this method as KF-SPSA. SPSA performed with SMC estimates using
Algorithm 7 will be referred to as SMC-SPSA [Poyiadjis et al., 2006]. In the subsequent
examples, we will use a simulated data set obtained with θ = {σv, φ, σw} = {0.2, 0.9, 0.3}.
3.4.1.1 Oﬄine MLEs
We look at the oﬄine ABC-SPSA method described in Section 3.3.2.1. We expect a
good return of parameter estimates for the oﬄine scenario, as the data are fixed. If
oﬄine ABC-SPSA does not perform well, expectantly online ABC-SPSA will perform
even more poorly.
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Algorithm 12 KF: Kalman Filter
1: pθ(y1:0) = 1
2: x0 = Eµθ [X0]
3: Σ0 = Varµθ [X0]
4: for k = 1, 2, . . . do
5: kk =
(
φΣk−1φ+ σ2v
) (
φΣk−1φ+ σ2v + σ2w
)−1
6: Σk = (Idx×dx−kk)
(
φΣk−1φ+ σ2v
)
7: pθ(yk|1:k−1) = (2pi|Σk|)−
dθ
2 exp
{−12(yk − φxk−1)Σ−1k (yk − φxk−1)T}
8: pθ(y1:k) = pθ(y1:k−1)pθ(yk|1:k−1)
9: xk = φxk−1+kk(yk − φxk)
10: end for
We simulated a small data set, of n = 1000 data points. For the ABC kernel, we
chose Gaussian K(yk|uk) = φ1(yk;uk, ), and for the SPSA sequences, cj = 0.4(j +
1)−0.101, aj = 0.06 for j < 2000, and aj = 0.1(j + 1)−0.602 for j ≥ 2000, which fit
the recommendations of [Spall, 2003, pages 189-190]. In Figure 3.2, we compare oﬄine
estimates of the following cases:
(a) KF with oﬄine SPSA
(b) SMC on the true model using N = 1000, with oﬄine SPSA
(c) ABC-SMC using N = 200, R = 10,  = 0.1, with oﬄine SPSA,
initialized from the same point, against MLEs obtained from an oﬄine grid search op-
timization. With behavior close to KF-SPSA and converging to the MLE, ABC-SPSA
performs very well in this example.
3.4.1.2 Online MLEs
Now we consider the more challenging scenario of online estimation. With the same
θ = {0.2, 0.9, 0.3}, we simulate a larger data set of n = 50,000 data points. This exact
example is from [Poyiadjis et al., 2006, Example 1]. We compare the online ABC-SPSA
method described in Section 3.3.2.2 with online KF-SPSA and SMC-SPSA. From the
oﬄine scenario, we keep the same SPSA sequences {ak}, {ck}, and the same N , R,  with
which to implement SMC-SPSA and ABC-SPSA.
We ran fifty independent runs of the each algorithm, for which the medians and 90%
credible intervals of the parameter estimates are plotted in Figure 3.3. The θ̂k converge
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Figure 3.2: Linear Gaussian HMM: oﬄine parameters estimates obtained by KF-SPSA,
SMC-SPSA, ABC-SPSA, and a grid search MLE.
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Figure 3.3: Linear Gaussian HMM: For multiple runs of online KF-SPSA, SMC-SPSA,
and ABC-SPSA, we plot the medians and 90% credible intervals of their streamed pa-
rameter estimates against true θ.
after k = 20000 time steps. KF-SPSA and SMC-SPSA yield similarly valued estimates,
including the bias in the converged σv and σw. This bias also appeared in [Poyiadjis
et al., 2006, Figure 1b] for SMC-SPSA on precisely this model. The fact that bias also
appears in the KF-SPSA leads us to believe that the stepsizes are decreasing faster than
the stochastic gradient approaches stationarity. A more slowly decreasing step sequence
for a greater n number of data might escape this bias, however the computation time to
investigate this over multiple runs proves prohibitive. The bias we see in the parameter
estimates of ABC-SPSA was expected, from [Dean et al., 2011] and our Proposition 3.2.1
and Theorem 3.2.1.
The variances of the parameter estimates, from left to right in Figure 3.3, are 0.0535,
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0.0548, and 0.0735. All randomness in the KF-SPSA can be attributed to the Bernoulli
process of the SPs. Increased variance is a consequence of the addtional randomness
within SMC and furthermore within ABC-SMC.
3.4.2 Lorenz ’63 Model
Real-world applications of HMMs often involve multi-dimensional (for example, robotics
[Yang et al., 1994]), non-linear (gesture recognition [Starner and Pentland, 1997]), and
even chaotic dynamics (geophysical phenomena [Haykin and Li, 1995]). In this example,
we consider a HMM used in meteorology where the hidden state is the position of some
‘fluid’ cell in three-dimensional space following a non-linear, deterministic flow [Sparrow,
1982]. With each cell corresponding to a given starting point; the Lorenz ’63 model is a
system of Ordinary Differential Equations (ODEs) that models the time evolution of the
atmospheric convection [Lorenz, 1963]. With Xt ∈ X = R3 for continuous time t,
dXt(1)
dt
= σ63 (Xt(2)−Xt(1))
dXt(2)
dt
= ρ63Xt(1)−Xt(2)−Xt(1)Xt(3)
dXt(3)
dt
= Xt(1)Xt(2)− β63Xt(3),
where Xt(d) is the dth-dimension. The parameters σ63 (the Pradntl number), ρ63 (a
normalised Rayleigh number), β63 (a wavenumber) determine the behaviour of the flow
[Sparrow, 1982]. For different parameter combinations, the system enters into drastically
different states of chaos (or stability). Because of the model’s sensitivity to its parameters,
this problem of online parameter estimation is much harder.
We discretise and, with very small noise, randomise the model so that the hidden
process is a Markov chain with stochastic dynamics:
Xk = fk(Xk−1) + Vk, k ≥ 1
where fk is the 4th-order approximation Runge-Kutta solution (see Appendix A.5) to the
Lorenz ’63 system with a time-discretisation of τ = tk − tk−1 = 0.05, k ∈ N0 a discrete
time index, Vk
i.i.d.∼ N (0, 0.02Idx) and X0 is taken as known. The data are discretely
observed,
Yk = HXk +QWk, k ≥ 1,
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where
Hij =

1
2 , i = j
1
2 , i = j − 1
0, otherwise
,
Wk
i.i.d.∼ N (0, Idy), Wk is independent of Vk, and Q is the Cholesky root of a Toeplitz
matrix defined (in [Frei and Künsch, 2012] and [Gneiting, 2002]) by the parameters κ
and σ as follows:
Qij = σS
(
κ−1 min(|i− j|, dy − |i− j|)
)
, i, j ∈ {1, . . . , dy}
S(z) =
{
1− 32z + 12z3, 0 ≤ z ≤ 1
0, z > 1
.
A visualisation of the Lorenz ’63 HMM is displayed in Figure 3.4: (a) shows n = 5000
timesteps, τ = 0.05, of the hidden Lorenz ’63 system for (σ63, ρ63, β63) = (10, 28, 83),
and (b) shows the associated data stream simulated with (κ, σ) = (2.5, 2). For the
simulated dataset in (b), we use online ABC-SPSA to stream online parameter estimates
for θ = (κ, σ, σ63, ρ63). The estimate of the ABC-MLE at time n, that was estimated using
N particles, R pseudo-observations, and a Gaussian ABC kernel with covariance Idy ,
is denoted θ̂N,R,n . We evalute the performance of ABC-SPSA relative to its algorithmic
parameters N , R, , n. For the SPSA stepsizes, we chose ck = c(k + 1)−0.101 and
ak = a
(
k + 1 + n10
)−0.602; c and a vary for different experiments but are on the order of
0.1 and 0.001 respectively, in accordance with [Spall, 2003].
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Figure 3.4: Lorenz ’63 HMM: Evolution of the 3-dimensional hidden state and observation
data
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3.4.2.1 Online ABC-MLE
We refer to the Monte Carlo (MC) bias as the absolute difference between the mean
estimate and the true value,
∣∣∣θ¯N,R,n (d)− θ(d)∣∣∣, where θ¯N,R,n (d) denotes the mean across
independent runs (for a specific combination of N,R, , n). We refer to the standard
deviation across independent runs
(∑(
θ̂N,R,n (d)− θ¯N,R,n (d)
)2) 12
as the MC standard
deviation.
First, we examine the performance of the algorithm with N ∈ {100, 1000, 10000}.
For each value of N , fifty independent runs of ABC-SPSA using R = 10 and  = 1, were
run on the full length of the data stream. The terminal parameter estimates, θ̂N,101,5000,
appear in Figures 3.5(a)-(d), as boxplots against the true values marked by dotted green
lines. Beneath in Figures 3.5(e)-(h), the MC bias and standard deviation are plotted
in red and blue, respectively. The MC bias and standard deviation points are fitted
with least-squares curves proportional to 1N and
1√
N
respectively; these are the standard
MC rates with which the accuracy, up to the point of the ABC approximation, of the
estimates is expected to improve. Any bias in the estimates has four possible sources:
(1) the MLE of the generated data may not exactly be true static parameters, (2) a
MC bias from within the SMC, (3) a SPSA bias from the step sequences decreasing too
rapidly w.r.t. the gradient’s stationarity, and (4) the inherent O(n) bias from the ABC
approximation. We allow the possibility of (1). The bias of the estimates does not seem
to improve significantly with N , so we can dismiss (2) as a major source of bias. We
dismiss (3) because we did experimentally investigate with slower step sequences. Source
(4) is reasonable as ABC’s bias should not necessarily shrink as a result of increasing
N . We do see the estimates’ variability decrease at about the theoretical rate, mainly a
consequence of the SMC. Thus, the fundamental point is that ABC-SPSA’s results are
more consistent and reproducible as N grows.
Next we look at the influence that the auxiliary variables, u1:Rk , have on parameter
estimation. For R ∈ {1, 3, 5, 10, 25, 50}, we show in Figures 3.6(a)-(d) the boxplots of the
terminal estimates θ̂5000,R1,5000 from fifty independent runs of ABC-SPSA, using N = 5000
and  = 1. The dotted green lines marks the true θ values which generated the data. In
Figures 3.6(e)-(h) underneath, the MC biases and standard deviations of the θ̂5000,R1,5000 are
plotted point-wise, in red and blue, with lines of least squared-error fit to them. The role
R plays in ABC-SPSA is in the MC integration to approximate
∫
K(yk|u)gθ(u|xk)du;
Static Parameter Estimation for Hidden Markov Models using ABC 73
here increasing R will decrease the variability of the approximation, and therefore the
variability of the approximation’s impact on the estimate. Beyond this however, R
will not improve the variability incurred by SMC and the SPs. Similarly, increasing R
will improve the accuracy of the integration to a point, but not the bias inherent to
the approximation, and furthermore will not improve the accuracy of the SMC nor the
SPSA. For this example, after R ≥ 5 there seems to be little impact on the accuracy
and variability of the estimates, which is consistent with [Del Moral et al., 2012a] as
fθ(xk|xk−1) is narrow. For other examples, the performance w.r.t. R may be different.
Now we vary n, for n ∈ {5000, 10000, 15000}. Fifty independent runs of ABC-SPSA
were run using N = 200, M = 10, and  = 1. We display boxplots of the terminal
estimates θ̂200,101,n , against the true values of θ marked in dotted green lines, in Fig-
ures 3.7(a)-(d). From Proposition 3.2.1 and its Remark 3.2.1, we recall that recursive
ML estimation maximises 1n log(p

θ(y1:n)), a quantity whose bias O() is not expected to
improve or deteriorate over time. As per [Dean and Singh, 2011,Dean et al., 2011], be-
yond obtaining sufficient number of data, the variability of the estimates is not affected.
This is confirmed in Figures 3.7(e)-(h), where the absolute value of the MC biases and
the MC standard deviations have been plotted in red and blue, and fitted with linear
lines of least squared-error.
Finally, we investigate the influence of  ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 50}. For each ,
we again ran fifty independent runs of ABC-SMC with N = 200 and M = 10, for the
full length of the dataset, n = 5000. The boxplot of the parameter estimates are plotted,
in Figures 3.8(a)-(d), against dotted green lines which indicate the true θ. Beneath
Figures 3.8e-3.8h show the absolute value of MC biases in red, and the MC standard
deviations in blue. Fitted to the MC biases is a non-linear least squares curve proportional
to + 1 . The results we presented in Section 3.2.3 (as well as [Dean et al., 2011]) states
that as  increases, the bias will increase on O(), hence the term proportional to  of
the fitted curve. However, for  too small, ABC-SMC becomes less stable. Because fewer
particles will simulate pseudo-observations within -proximity of each datum, therefore
receiving all the weight, the variance of the weights will be larger. Subsequently more
varied estimates and affected biases are incurred. We chose the 1 term to loosely illustrate
this instability. By the same reasoning, the MC standard deviations are fitted with
non-linear least squares curves proportional to 1 . For this example, the MC standard
deviation decreases at this rate as  increases.
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Figure 3.5: Lorenz ’63 HMM θ̂N,101,5000 : estimating θ = (κ, σ, σ63, ρ63) using ABC-SPSA
with values of N ∈ {100, 1000, 10000}. Figures (a)-(d) show the θ̂N,101,5000 in boxplots and
their true values in dotted green lines. Figures (e)-(h) show the MC bias and MC standard
deviation of the θ̂N,101,5000, in red and blue, with curves of least squared-error proportional
to 1N and
1√
N
respectively.
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Figure 3.6: Lorenz ’63 HMM θ̂5000,R1,5000 : estimating θ = (κ, σ, σ63, ρ63), using ABC-SMC
with values of R ∈ {1, 3, 5, 10, 25, 50}. Figures (a)-(d) show the θ̂5000,R1,5000 in boxplots
and their true values in dotted green lines. Figures (e)-(h) show the MC bias and MC
standard deviation of the θ̂5000,R1,5000 , in red and blue, with lines of least squared-error.
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Figure 3.7: Lorenz ’63 HMM θ̂200,101,n : using ABC-SPSA to estimate θ = (κ, σ, σ63, ρ63),
for data sets of length n ∈ {5000, 10000, 15000}. Figures (a)-(d) show the θ̂200,101,n in
boxplots and their true values in dotted green lines. Figures (e)-(h) show the MC bias
and MC standard deviation of the θ̂200,101,n , in red and blue, with lines of least squared-
error.
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Figure 3.8: Lorenz ’63 HMM θ̂200,10,5000 : estimating θ = (κ, σ, σ63, ρ63), using ABC-SMC
with values of  ∈ {1, 2, 3, . . . , 10, 50}. Figures (a)-(d) show the θ̂200,10,5000 in boxplots and
their true values in dotted green lines. Figures (e)-(h) show the MC biases and their
curves of non-linear least squared-error proportional to + 1 in red, and the MC standard
deviations with their curves of non-linear least squared-error proportional to 1 in blue.
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3.5 Chapter Summary
In this chapter, we have presented a technique to perform online ML estimation using
ABC-SMC and SPSA for HMMs. We have demonstrated that this is a solution to real-
time parameter estimation, when the conditional density gθ is intractable. The ABC-
SPSA methodology is of use even when gθ is tractable but the dimensionality of the state
is high and the parameter and observations moderate.
We reiterate the key points presented within this chapter:
• We offer alternative proofs from [Dean et al., 2011,Dean and Singh, 2011] of the
O(n) upper-bounds on the biases of the log-likelihood and gradient of the log-
likelihood of the ABC approximations. We established that the ABC bias does not
dominate the SMC simulation error in the composition of total error.
• We compared the oﬄine and online SPSA behaviours of ABC-SMC with those of
SMC and KF, on an example from [Poyiadjis et al., 2006]. Behaviour differences
in the oﬄine case were negligible, and behaviour in the online case exhibited the
expected bias and increase in variability.
• We investigated through heavy experimentation, the effecting behaviour of ABC-
SPSA’s algorithmic parameters N , R, , n on the resulting 4-dimensional ABC-
MLE.
The work here is closely related to [Yildirim et al., 2013], which performs a gradient as-
cent MLE for ABC approximations of HMMs, also of the form, θ̂j+1 = θ̂j + aj ∇̂`

θ
∣∣∣
θ=θ̂j
.
In this thesis, we estimated the gradient by SP, whereas [Yildirim et al., 2013] esti-
mates the gradient by decomposing it and performing ABC-SMC using the derivatives
of log fθ(xk|xk−1) and logK(yk|uk), where K(yk|uk) must be a smooth function and
gθ(yk|xk) can be written as a differentiable function of a simpler random variable with
a known p.d.f. If these provisions are possible, the method performs better than ours
and the resulting ABC-MLEs will have no long-term bias. The material in this chapter
is meant as an alternative when those provisions do/can not hold.
With regards to the work presented here, more advanced SMC approaches, such
as [Del Moral et al., 2006], could be used within ABC-SPSA. SMC within could be
altogether replaced by an approximation, such as the expectation-propagation algorithm
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of [Barthelmé and Chopin, 2011]. A natural extensions of the work here also include
ABC-SPSA with noisy data: to investigate in a like manner, the consistency of the
gradient and the log-likelihood of the noisy-ABC approximation, and to compare the
numerical results for the parameter estimation of the Lorenz ’63 HMM.
Chapter 4
Approximate Inference for
Observation Driven Time Series
Models
4.1 Introduction
In this chapter, we consider approximate Bayesian inference for observation driven time
series models. Observation driven time series are used in econometrics, for example,
GARCH models [Engle, 2001], environmental pollution [Davis et al., 2003], and in applied
mathematics [Tzamali et al., 2009], inferring the initial conditions and parameters of
ODEs.
Observation driven models have a hidden process {Xk}k∈N0 , Xk ∈ X and observable
process {Yk}k∈N1 , Yk ∈ Y. In this chapter the dynamics of {Xk} are deterministic, and
Xk depends only on past realization Xk−1 and current observation Yk. The observation
process Yk depends on the previous realization Xk−1. We write the model as follows:
Pθ (Yk ∈ A|Y1:k−1 = y1:k−1, X0:k−1 = x0:k−1) =
∫
A
Hθ(xk, y)dy (4.1)
Xk = Φθ(Xk−1, Yk) (4.2)
P(X0 ∈ B) =
∫
B
pi0(x0)dx0, (4.3)
where Φ : Θ × X × Y → X is a deterministic function, H is a distribution that induces
h : Θ × X × Y → R+ ∪ 0 as a probability density function, θ ∈ Θ ⊆ Rdθ is a set of dθ
parameters, and pi0 is the prior distribution on X0. We also define a prior probability
density function on Θ as ξ(θ).
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Given a sequence of n observations, y1:n, the object of inference is the posterior
distribution on Θ× X,
pi(θ, x0|y1:n) ∝ ξ(θ)pi0(x0)
n∏
k=1
hθ(Φθ(y1:k−1)(x0), yk)
where Φθ(y1:k−1)(x0) = Φθ ◦ . . . ◦ Φθ(x0, y1) := Φθ(. . .Φθ(Φθ(x0, y1), y2), . . . , yk−1). As
previously explained, in many applications the posterior can not be evaluated either
point-wise because either its analytic form is not expressible or it is too expensive to
compute. To reiterate, we are interested in inferring the posterior distribution in the
scenario where Hθ(x, y) is simulatable, but hθ(x, y) is not evaluable and we do not have
access to an unbiased estimator of it. We look to numerical techniques, beyond ordi-
nary MCMC, to Approximate Bayesian Computation (ABC) approximations, where the
closeness of the approximation to the true posterior can be controlled by its tolerance
parameter .
In this chapter, we introduce a new ABC approximation for observation driven time
series model. This approximation is closely associated to that developed for HMMs
in [Jasra et al., 2012] and used in Chapter 3. By approximating the likelihood of sequence
y1:n by
Pθ
(
Y1 ∈ B(y1), . . . , Yn ∈ B(yn)
)
,
the ABC retains the probabilistic structure of the time series model. The ABC approx-
imation we present is particularly well-behaved. We build on the work of [Douc et al.,
2012] and are able to show that, under the some conditions, noisy ABC provides a MAP
estimator of θ that asymptotically converges to the true parameter. MAP estimators
of standard ABC however asymptotically converge to a point that is typically different
from the true parameter.
Further in this chapter, we present a new MCMC algorithm designed to sample from
the ABC approximation. [Marjoram et al., 2003] showed that the acceptance ratios of
standard MCMC algorithms fall at a rate exponential in n, the length of the data, for
ABC targets. [Lee and Latuszynski, 2012] showed that more advanced pseudo-marginal
algorithms, such as [Beaumont, 2003,Andrieu et al., 2010], will, in theory, also perform
poorly. We develop an MCMC kernel, related to recent work in [Lee, 2012], which is
designed to have a random running time per-iteration, with the idea of improving the
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exploration ability of the Markov chain. We show that the expected cost per iteration of
the algorithm, under some assumptions and for reasonable performance, is O(n2), which
compares favorably with competing algorithms. We also show, empirically, that this new
MCMC method out-performs standard pseudo-marginal algorithms.
This chapter is structured as follows. In Section 4.2 we introduce our ABC approxi-
mation and give our theoretical results on the MAP estimator. In Section 4.3, we give our
new MCMC algorithm, along with some theoretical discussion about its computational
cost and stability. In Section 4.4 our approximation and MCMC algorithm is illustrated
on toy and real examples. In Section 4.5 we conclude the chapter with some discussion
of future work. The proofs of our theoretical results are given in Appendix B.
4.2 Model and Approximation
We are interested in the scenario for which hθ(x, y) neither can be evaluated point-wise,
nor has an unbiased estimator. We present our ABC approximation for such a model.
4.2.1 ABC Approximation
We introduce an ABC approximation of the posterior on Θ× X, for  ∈ R+:
pi(θ, x0|y1:n) ∝ pi0(x0)ξ(θ)
n∏
k=1
hθ(Φθ(y1:k−1)(x0), yk)
where
hθ(Φθ(y1:k−1)(x0), yk) =
∫
B(yk)
hθ(Φθ(y1:k−1)(x0), y)dy
Vol(B(0))
(4.4)
where Vol(·) is volume, B(yk) is an open ball centered at yk and having a radius ,
which controls the accuracy of the approximation. This approximation follows the ABC
approximation for HMMs [Jasra et al., 2012,Dean et al., 2011] seen in Chapter 3.
The approximate posterior can be rewritten on an extended state-space Θ× X× Yn
as
pi(θ, x0, u1:n|y1:n) ∝ pi0(x0)ξ(θ)
n∏
k=1
IB(yk)(uk)h

θ(Φθ(y1:k−1)(x0), uk), (4.5)
with u1:n pseudo-observations. We will show that this form of the extended state-space
approximation easily lends itself to computational inference algorithms in Section 4.3,
but first we comment on the properties of this ABC approximation.
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4.2.2 Consistency Results
In this section, we include two consistency results. These results relate the asymptotic
behavior of the maxima of ABC approximated posteriors to the true values of θ, x0, as
data accumulation tends to infinity. Our consistency analysis follows directly from that
in [Douc et al., 2012]. We begin with an observation driven time series model where h
does not depend upon θ:
p(Yk+1|Xk) = h(Xk, Yk+1)
Xk+1 = Φθ(Xk, Yk+1).
We assume the well-specified scenario that the data originate from the true model. To
simplify the analysis in this section, we further assume conditions (A6-10) below.
(A6) Priors ξ(θ) and pi0(x0) are bounded and positive everywhere in Θ and X, respec-
tively. H and h do not depend on θ.
(A7) {Xk, Yk}k∈N0 is a stationary stochastic process, with {Yk}k∈N0 strict sense station-
ary and ergodic.
(A8) For every (x, y) ∈ X × Y, θ 7→ Φθ(x, y) is continuous. In addition, there exist
0 < C < ∞ such that for any (x, x′) ∈ X, supy∈Y|h(x, y) − h(x′, y)|≤ Cd(x, x′)
where d(·, ·) is the distance metric. Finally 0 < h ≤ h(x, y) ≤ h < ∞, for every
(x, y) ∈ X× Y.
(A9) There exist a measurable % : Y → (0, %¯), 0 < %¯ < 1, such that for every (θ, y, x, x′) ∈
Θ× Y × X2
d(Φθ(x, y),Φθ(x
′, y)) ≤ %(y)d(x′x′).
(A10) We have
h(x, ·) = h(x′, ·)⇔ x = x′,
Φθ(Y0:k)(x) = Φθ′(Y0:k)(x)⇒ θ = θ′.
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Assumptions (A7)-(A10) and the compactness of Θ are standard assumptions for ML
estimation and they can be used to show the uniqueness of the MLE (e.g. [Douc et al.,
2012], or [Cappé et al., 2005, Chapter 7] in the context of HMMs). Note that 0 < h ≤
h(x, y) ≤ h < ∞, for every (x, y) ∈ X × Y, will typically hold if X × Y is compact
and is a typical assumption used in the analysis of HMMs for the observation density
(although weaker assumptions have been adopted). If assumption (A6) holds, it is a
simple corollary that the MAP estimator will tend to the MLE as n tends to infinity.
We define θmlen,x0, as the ABC-MLE of the mean log-likelihood function,
`θ,x0(y1:n) =
1
n
n∑
k=1
log (h(Φθ(y1:k−1)(x0), yk)) ,
for a given data set of size n, a given initial condition X0 = x0, and an ABC tolerance
parameter  > 0. We denote the true parameter value by θ∗. The following proposition
addresses the consistency of the ABC-MLE estimator.
Proposition 4.2.1. Assume (A7-9). Then for every x0 ∈ X and fixed  > 0
lim
n→∞ d(θ
mle
n,x0,,Θ) = 0 Pθ∗−a.s.
where Θ = arg maxθ∈Θ Eθ∗ [log(h(Φθ(Y0)(X), Y1))].
The proof of Proposition 4.2.1 is in Appendix B.1. Its result shows that θmlen,x0,
converges to Θ, which as an ABCmaximizer has an intrinsic bias from the true parameter
θ∗. This also tells us that more data do not necessarily improve the accuracy of θmlen,x0,
w.r.t. the true θ∗. The ABC-MAP estimator,
θmapn,x0, = arg maxθ∈Θ
1
n+ 1
[
log ξ(θ) +
n∑
k=1
log h(Φθ(y1:k−1)(x0), yk)
]
,
will tend towards the ABC-MLE, since the prior is bounded and positive on Θ. Therefore
θmapn,x0, will also converge to Θ and not to θ
∗.
This result is not unexpected, since the perturbed log-likelihood is being maximized
with unperturbed data, where  is viewed as a perturbation parameter. To correct
this bias, we consider noisy ABC in which, recall from Section 2.2.2.1, observations are
replaced by
Y k = Yk + Zk, (4.6)
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where Zk
iid∼ UB1(0), and the perturbed observations are used to optimize the mean log-
likelihood,
`θ,x0(y

1:n) =
1
n
n∑
k=1
log
(
h(Φθ(y

0:k−1)(x), y

k)
)
.
Now the ‘noisy data’ are from the same perturbed observation driven time series that the
log-likelihood is being calculated with respect to. We write θ,mlen,x, as the noisy ABC-MLE.
The consistency of this estimator is addressed in the following proposition.
Proposition 4.2.2. Assume (A7-10). Then for every x0 ∈ X and fixed  > 0
lim
n→∞ d(θ
,mle
n,x0,, θ
∗) = 0.
The proof of Proposition 4.2.2 is in Appendix B.2. The result shows that the noisy
ABC-MLE estimator is asymptotically unbiased. The noisy ABC-MAP will correspond
with the noisy ABC-MLE, as n → ∞, and converge to the true parameter θ∗. These
results establish that the particular approximation adopted is reasonably sensible.
4.3 Computational Methodology
The results of the previous section showed that ABC-MAP estimators of the approxi-
mated posterior will yield biased estimates, but that noisy ABC-MAP estimators will
converge to the true parameter. Now in this section, we will construct algorithms to per-
form computational inference on (4.5), the ABC posterior, and yield standard or noisy
ABC-MAP estimators of θ, x0.
We are interested in the marginal posterior for efficient parameter estimation and
inference on the initial condition,
pi(θ, x0|y1:n) =
pθ,x0(y1:n)pi0(x0)ξ(θ)∫
X×Θ p

θ,x0
(y1:n)pi0(x0)ξ(θ)dx0dθ
, (4.7)
where the likelihood term pθ,x0(y1:n) is constructed
pθ,x0(y1:n) =
∫ [ n∏
k=1
1
Vol(B(0))
IB(yk)(uk)hθ(Φθ(y1:k−1)(x0), uk)
]
du1:n. (4.8)
The marginalization (4.8) is useful in scenarios where (1) numerical algorithms such as
MCMC compute faster than direct evaluation, and (2) hθ and therefore pθ,x0 are not
analytically available. In the first scenario, numerical algorithms are more efficient; in
the second scenario, they are all that is viable.
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4.3.1 MCMC-ABC
In this section, we construct a MCMC algorithm for observation driven time series, with
a kernel that directly follows from Section 4.2.1 and the works of [Jasra et al., 2012,Dean
et al., 2011]. Then in the next section, we develop a new kernel, which in comparison
will be more explorative of the parameter space and consequently more robust for ABC
approximations of high precision (i.e. very small ).
Pseudo-marginal approaches replace pθ,x0(y1:n) with positive unbiased estimates within
an MCMC algorithm; see for instance [Andrieu et al., 2010,Andrieu and Vihola, 2012].
We will refer to such algorithm as MCMC-ABCs. The resulting algorithm can be posed
as one targeting a posterior defined on an extended state space, so that its marginal co-
incides with pin(θ, x0|y1:n). For notational convenience, let γ = (θ, x0) and set the prior
pi(γ) = ξ(θ)pi0(x0). Thus the ABC approximation of the posterior density in (4.7) is
pi(γ|y1:n) ∝
∫ { n∏
k=1
IB(yk)(uk)hθ(Φθ(y1:k−1)(x0), uk)
}
du1:npi(γ).
and with (4.8), can be extended to the space Θ× X× Yn,
pi(γ, u1:n|y1:n) = pi(γ)∫
pi(γ)pγ(y1:n)dγ
n∏
k=1
IB(yk)(uk)
Vol(B(0))
hθ(Φθ(y1:k−1)(x0), uk).
For any fixed γ, notice that as n increases, the probability of obtaining such a sample
u1:n ∈ B(y1)× . . .× B(yn)|γ decreases exponentially. This means that the acceptance
rate for its Metropolis-Hastings (M-H) kernel will fall at a rate exponential in n,
α
({θ, x0}, {θ′, x′0}) = ξ(θ′)pi0(x′0)q(θ′, θ)`(θ′)ξ(θ)pi0(x0)q(θ, θ′)`(θ)
∝ ξ(θ
′)pi0(x′0)q(θ′, θ)
ξ(θ)pi0(x0)q(θ, θ′)
n∏
k=1
IB(yk)(u
′
k)
IB(yk)(uk)
.
This basic MCMC-ABC approach will be inefficient for moderate values of n.
[Beaumont, 2003,Marjoram et al., 2003] attempt to mitigate this problem by simulat-
ing R ∈ N1 pseudo-observations. This augments the target to the state-space Θ×X×YnR,
and has the following density,
p˜i(γ, u1:R1:n |y1:n) =
pi(γ)∫
pi(γ)pγ(y1:n)dγ
n∏
k=1
(
R∑
r=1
IB(yk)(u
r
k)
RVol(B(0))
)(
R∏
r=1
hθ(Φθ(y1:k−1)(x0), uk)
)
.
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Algorithm 13 MCMC-ABC: standard M-H kernel with R-trials
1: γ0 ∼ pi(·)
2: u1:R1:n ∼
∏n
k=1
∏R
r=1 hθ(Φθ(y1:k−1)(x0), ·)
3: L 0 =
∏n
k=1
1
R
∑R
r=1 IB(yk)(u
r
k)
4: for i = 1, 2, . . . do
5: γ′ ∼ Q(γi−1, ·)
6: u′1:R1:n ∼
∏n
k=1
∏R
r=1 hθ′(Φθ′(y1:k−1)(x
′), ·)
7: L ′ =
∏n
k=1
1
R
∑R
r=1 IB(yk)(u
′r
k)
8: α = min
(
1, L
′pi(γ′)q(γ′,γi−1)
L i−1pi(γi−1)q(γi−1,γ′)
)
9: Z ∼ U(0, 1)
10: if α ≥ z then
11: γi = γ′
12: L i = L
′
13: else
14: γi = γi−1
15: L i = L

i−1
16: end if
17: end for
The marginal remains the same,∫
YnR
p˜i(γ, u1:R1:n |y1:n)du1:R1:n =
∫
Yn
pi(γ, u1:n|y1:n)du1:n,
and is targeted by the MCMC described in Algorithm 13 in which the M-H proposal has
R trials, thus we refer to Algorithm 13 as R-trials MCMC-ABC. The state of the MCMC
chain now is
(
γ, u1:R1:n
)
. We remark that as R grows, one expects to recover the properties
of the ideal M-H algorithm. Nevertheless, it has been shown in [Lee and Latuszynski,
2012] that even the M-H kernel in Algorithm 13 does not always perform well. The chain
gets stuck in regions of the state-space of γ ∈ Θ× X where the incremental likelihood,
pγ(yk|y1:k−1) ∝ αk(y1:k, γ, ) :=
∫
B(yk)
hθ(Φθ(y1:k−1)(x0), u)du, (4.9)
gets small, irrespective of the values of R. Given this notation, we will equivalently write
the likelihood as
pγ(y1:n) =
n∏
k=1
αk(y1:k, γ, )
Vol(B(yk))
.
We will discuss this point more in the next section, where we introduce a new kernel that
has the potential to overcome this issue.
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4.3.2 Metropolis-Hastings R-hit Kernel
Above, we detailed a straightforward ABC approach for M-H kernels, and raised the
issue of an exponentially decreasing acceptance ratio. To overcome this issue, we now
present a new kernel which has the same marginal, however it targets an augmented
state-space Θ× X× NnR, where {Mk}k∈N1 ∈ NR := {R,R + 1, . . .} are random variables
to be observed.
Instead of simulating R pseudo-observations, and counting the number that are suc-
cessful on B(yk), we keep simulating pseudo-observations until R succeed, counting of
the number of trials it takes. Let Mk be this trial count, i.e.
Mk = inf
{
M :
M∑
m=1
IB(yk)(u
m
k ) = R
}
.
Therefore Mk is a random variable distributed by the Negative Binomial,
Mk ∼ NB
(
R,αk(y1:k, γ, )
)
,
with density,
p(Mk = mk) =
(
mk − 1
R− 1
)
αk (y1:k, γ, )
R
(
1− αk (y1:k, γ, )
)mk−R
, (4.10)
whereR is the number of successes, and αk(y1:k, γ, ), as defined in (4.9), is the probability
of an individual success. [Neuts and Zacks, 1967,Zacks, 1980] have shown that
EMk
[
1
Mk − 1
]
=
αk(y1:k, γ, )
R− 1 ,
in which case we can take
R− 1
Vol(B(0))(Mk − 1) (4.11)
to be an unbiased estimator for αk(y1:n,γ,)Vol(B(0)) , i.e. the incremental likelihood p

γ(yk|y1:k−1).
Hence, we present the following target,
pi(γ,m1:n|y1:n) = pi(γ)
p(y1:n)
n∏
k=1
R− 1
Vol(B(0))(mk − 1)αk(y1:n, γ, )
R(1− αk(y1:n, γ, ))mk−R,
and it follows that∑
m1:n∈NnR
pi(γ,m1:n|y1:n) =
∫
YnR
pi(γ, u1:R1:n |y1:n)du1:R1:n =
∫
Yn
pi(γ, u1:n|y1:n)du1:n.
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Algorithm 14 MCMC-ABC: new R-hit M-H kernel
1: γ0 ∼ pi(·)
2: for k = 1, . . . , n do
3: mk = inf
{
Mk :
∑M
m=1 IB(yk)(u
m
k ) = R
}
, umk ∼ hθ(Φθ(y1:k−1)(x0), ·)
4: end for
5: L 0 =
∏n
k=1
(
R−1
mk−1
)
6: for i = 1, 2, . . . do
7: γ′ ∼ Q(γi−1, ·)
8: for k = 1, . . . , n do
9: m′k = inf
{
M ′k :
∑M ′
m=1 IB(yk)(u
m′
k) = R
}
, um
′
k ∼ hθ′(Φθ′(y1:k−1)(x′), ·)
10: end for
11: L ′ =
∏n
k=1
(
R−1
m′k−1
)
12: α = min
(
1, L
′pi(γ′)q(γ′,γi−1)
L i−1pi(γi−1)q(γi−1,γ′)
)
13: Z ∼ U(0, 1)
14: if α ≥ z then
15: γi = γ′
16: L i = L
′
17: else
18: γi = γi−1
19: L i = L

i−1
20: end if
21: end for
One can then simulate an M-H kernel of invariant distribution pi(γ,m1:n|y1:n) from
Algorithm 14.
The proposed kernel is based on the ‘r-hit’ kernel of [Lee, 2012], except we are able to
interpret the target as unbiased estimator of the incremental likelihood. Our approach
naturally extends to multiple observations, able to account for the data being a sequence
of observations resulting from a time series. R-hit kernels offer an advantage when
pi(γ′)q(γ′,γi−1)
pi(γi−1)q(γi−1,γ′) varies a lot. If a proposed γ
′ has a lower pi(γ′)q(γ′, γi−1) than γi−1 but a
much higher likelihood, the discrepancy between mk and m′k is disposed to being more
exaggerated than 1R
∑R
r=1 IB(yk)(u
r
k) and
1
R
∑R
r=1 IB(yk)(u
′r
k) [Lee, 2012]. Then there is
a higher probability of accepting the proposed γ′.
A natural question is how to choose the value of R. For a given R, the new kernel
clearly costs more, though this cost is random. In the next section, we discuss choosing
R, desirable properties of the new kernel, and compare its computational cost.
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4.3.2.1 On the choice of R
To implement Algorithm 14, one needs to select R. We now present a theoretical result
that can provide some intuition on choosing a sensible value of R. Let, for example,
EMk [·] denote expectation w.r.t. the density of Mk, (4.10).
First, let us consider the variances, for n = 1, of the estimators provided by the new
R-hit M-H kernel of Algorithm 14 and by the standard M-H kernel of Algorithm 13. The
standard kernel estimates the incremental likelihood as the average number of successes
of the Binomial distribution,
∑R
r=1 IB(yk)(u
r
k) ∼ B(R,αk(y1:k, γ, )), for a fixed γ and
each αk(yk, γ, ) > 0. The variance of the standard kernel’s estimate of the likelihood at
n = 1 is
VarU1:R1
[ 1
R
R∑
r=1
IB(y1)(u
r
1)
]
=
α1(y1, γ, )(1− α1(y1, γ, ))
R
. (4.12)
The variance of the new kernel’s estimate for n = 1 is
VarM1
[ R− 1
M1 − 1
]
= (R− 1)2
(
EM1
[
1
(R− 1)2
]
− EM1
[
1
(R− 1)
]2)
,
where M1 ∼ NB(R,α1). Using the fact that 1(Mk−1)2 ≤
1
(Mk−1)(Mk−2) , and from [Neuts
and Zacks, 1967] that EMk
[
1
(Mk−1)(Mk−2)
]
= αk(y1:k,γ,)
2
(R−1)(R−2) , we have that
VarM1
[ R− 1
M1 − 1
]
≤ α1(y1, γ, )
2
(R− 2) . (4.13)
With (4.12) and (4.13) we see the new estimate is preferable with regards to variance if
R
R− 2 ≤
1− α1(y1, γ, )
α1(y1, γ, )
,
which occurs if R is moderate and α1(y1, γ, ) is not too large. This is precisely the
scenario in practice, as we want  to be small to give an ABC approximation closer to
the true posterior.
Now, to select R, recall the unbiased estimator established in (4.11)
EM1:n
[
n∏
k=1
R− 1
Mk − 1
]
=
n∏
k=1
αk(y1:k, γ, ).
In general, one might expect the relative variance of the estimator to increase as n grows
and cause the algorithm to get stuck in a ‘bad’ parameter space region. One sensible way
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to select R as function of n, in Algorithm 14, is so that the relative variance associated
to
n∏
k=1
R− 1
mk − 1
will not grow with n. In other words, if R can be chosen to control the relative variance
w.r.t. n, then one might hope that a major contributor (i.e. growing n) to the instability
of the M-H algorithm, is controlled and the resulting M-H algorithm can converge quickly.
We will assume that the observations are fixed and known and will adopt the additional
assumption:
(A11) For any fixed  > 0, γ ∈ Θ× X, we have αk(y1:k, γ, ) > 0.
The following proposition puts an upper-bound the relative variance of this unbiased
estimator.
Proposition 4.3.1. Assume (A11) and let β ∈ (0, 1), n ≥ 1, and R ≥ 2n1−β ∨ 3. Then
for fixed (γ, ) ∈ Θ× X× R+, we have
VarM1:n
[∏n
k=1
R−1
Vol(B(0))(Mk−1)
pγ(y1:n)
]
≤ Cn
R
where C = 1/β.
The proof of Proposition 4.3.1 is in Appendix B.3. This result states that if R = O(n),
then the relative variance should not grow with n. This is not surprising, given the
conditional independence structure of the m1:n.
Remark 4.3.1. Proposition 4.3.1 shows that the relative variance of the new estimator
is uniformly upper-bounded in γ under minimal conditions. Conversely, it is easy to show
that the relative variance of the old estimator,
VarU1:R1:n
[∏n
k=1
1
RVol(B(0))
∑R
r=1 IB(yk)(u
r
k)
pγ(y1:n)
]
=
n∏
k=1
[
1
αk(yk, γ, )R
− R− 1
R
]
− 1,
is not uniformly upper-bounded in γ unless infk,γ αk(y1:k, γ, ) ≥ C > 0, which may not
occur. We suspect that this means in practice that the kernel with random number of
trials may mix faster than an MCMC kernel using the proposal in Algorithm 14.
Note that the issue of computational cost, which is not taken into account, is very
important.
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4.3.2.2 Computational complexity
Now let us consider the cost per iteration. We denote Q˜ as the proposal of (γ,m1:n), ζ as
the initial distribution of the Markov chain, ζKi as the distribution at time i, and mik as
the proposed state of mk at iteration i. The expectation of a random variable proposed
by Q˜ and depending on the simulated state at time i is written EζKi⊗Q˜. Assuming a
fixed data set, the following proposition estimates the expected cost per MCMC iteration
of the R-hit kernel.
Proposition 4.3.2. Let  > 0, and suppose that there exist a C > 0 such that for any
n ≥ 1 infk αk(y1:k, γ, ) ≥ C, then for any R ≥ 2, i ≥ 1
EζKi⊗Q˜
[
n∑
k=1
M ik
]
≤ nR
C
.
The proof of Proposition 4.3.2 is in Appendix B.4. This result shows that the cost
grows linearly with n. Couple this with the R = O(n) result from Proposition 4.3.1,
and in expectation, the cost per iteration is O(n2). This is comparable to many exact
approximations of MCMC algorithms (e.g. [Andrieu et al., 2010]). The standard R-trials
kernel also has an O(n2) cost per iteration to achieve reasonable performance. However,
the standard kernel’s cost is fixed, whereas the new kernel’s cost is random.
As mentioned above, one expects this new approach to work better (e.g. with regards
to mixing time) than the simple kernel, especially when the αk(y1:k, γ, ) are not large,
as it provides a more ‘targeted’ way to use the simulations of the auxiliary data. We
illustrate this with simulated and real data examples in Section 4.4.
4.4 Examples
This section provides two examples, the first in Section 4.4.1 and the second in Sec-
tion 4.4.2. The first is a normal means model; for this model, the posterior and also
MAP estimators are analytically available, hence we can compare our methodologies
with the truth and demonstrate Propositions 4.2.1, 4.2.2, 4.3.1, and 4.3.2. This model
and the simulated data meet the requirements of assumptions (A6-10).
The second example is real data, stock index returns for which we are assuming a
GARCH(1,1) model with α-stable innovations. α-stable distributions are most popular
for modeling stock returns, due to their ability to tailor to heavy tailed and skewed data
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with potentially impulsive jumps [Nolan, 2003], which tractable densities like a Gaussian
cannot capture. However, this is a model for which the likelihood is not evaluable, so
neither the true posterior nor standard MCMC techniques are available. Assumption
(A7) is violated in this example, which may often be the case with real data problems.
We will see empirically that the results hold under relaxed conditions. We will also see
how the new R-hit ABC kernel permits a very good exact-approximation to the posterior,
in comparison to the standard R-trials ABC kernel.
4.4.1 Normal Means Model
We use the following linear Gaussian model: for Yk, Xk, θ ∈ R,
Yk+1 = θXk + κk, κk
iid∼ N (0, σ2) k ∈ N1
Xk+1 = Xk k ∈ N0.
Parameter θ has Gaussian prior θ ∼ N (0, φ), and in this example, we take σ2 = 1,
φ = 1, and X0 = 1 to be known. This model is a standard normal means model in one
dimension. The posterior of θ given n data can be derived analytically,
θ|y1:n ∼ N
(σ2n
σ2
n∑
k=1
yk, σ
2
n
)
where σ2n =
(
φσ2
nφ+σ2
)
. Note that Yk
iid∼ N (θ∗, σ2), where θ∗ is the realized value of its
prior distribution. And so, the posterior is not only consistent but tends to N (θ∗, 0) as
n→∞. For this model, the ABC approximated likelihood is analytically evaluable:
pθ(y1:n) =
1
(2)n
n∏
k=1
[
F
(yk + − θ
σ
)
− F
(yk − − θ
σ
)]
(4.14)
where F (·) denotes the standard Gaussian cumulative distribution function (c.d.f.). We
can perform MCMC on the ABC marginalization (shown in Algorithm 15 for complete-
ness), and compare its resulting posterior to the true posterior.
4.4.1.1 Simulation Results
We generate a data set of length n = 1000 from the normal means model, and create
three blocks: the first n = 10 data points, the first n = 100 data points, and the full
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Algorithm 15 Marginal MCMC for ABC target of Normal Means posterior
1: θ0 ∼ ξ(·)
2: L 0 = 1(2)n
∏n
k=1
[
F
(
yk+−θ0
σ
)
− F
(
yk−−θ0
σ
)]
3: for i = 1, 2, . . . do
4: θ′ ∼ Q(θi−1, ·)
5: L ′ = 1
(2)n
∏n
k=1
[
F
(
yk+−θ′
σ
)
− F
(
yk−−θ′
σ
)]
6: α = min
(
1,
L ′ξ(θ′)q(θ′,θi−1)
L i−1ξ(θi−1)q(θi−1,θ′)
)
7: Z ∼ U(0, 1)
8: if α ≥ z then
9: θi = θ′
10: L i = L ′
11: else
12: θi = θi−1
13: L i = L i−1
14: end if
15: end for
n = 1000 data. We also generate noisy versions of these data sets, for  = 1 and  = 10,
from (4.6).
We computed the analytic posteriors, pi(θ|y1:n), for n = 10, 100, 1000. For  = 1, 10,
we ran marginal MCMC for 100,000 iterations, on the y1:n and y1:n data sets, using a
Gaussian proposal, q(θi−1, θ′) = φ1(θ′; θi−1, v), where for each run the proposal variance
v was chosen in order to yield a α ≈ 0.25 acceptance ratio. Figure 4.1 shows the true θ∗
and true posterior in black, the marginal MCMC posterior using y1:n in green, and the
marginal MCMC posterior using y1:n in orange, for each combination of n and . For
 = 1, the accuracy of the ABC approximation is good, and as n→∞, we see posteriors
pi(y1:n), pi
(y1:n)→ N (θ∗, 0). Furthermore, the noisy ABC-MAP θ,mapn,x0, corresponded to
true θ∗, as Proposition 4.2.2 had stated it would; and the ABC-MAP θmapn,x0, corresponded
to points different from θ∗, as Proposition 4.2.1 stated. With  = 10, the bias is much
larger, as expected. Also, the difference between ABC and noisy ABC becomes more
pronounced as n grows: noisy ABC provides a more accurate and informative posterior
than ABC.
Now we compare the posteriors produced by the new R-hit and standard R-trials M-H
kernels, for both MCMC-ABC and MCMC-noisy ABC. By Proposition 4.3.1, to maintain
uniform relative variance, the R-hit kernel of Algorithm 14 is run with R = n. The
standard kernel of Algorithm 13 is run with an R > n in order to lend it approximately
the same computation effort. Both were run with Gaussian random walk proposals again
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Figure 4.1: ABC vs. noisy ABC, Marginal MCMC for Normal Means Model: For each
combination of n = 10, 100, 1000 and  = 1, 10, the true θ∗ and true posterior are shown
in black, the marginal MCMC of ABC posterior pi(θ|y1:n) is in green, and the marginal
MCMC of noisy ABC posterior p(θ|y1:n) is in orange.
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aimed at achieving α = 0.25 acceptance ratios. Figure 4.2 shows, for n = 10, 100, 1000,
the posteriors after 100,000 iterations against the true θ∗ and true posteriors. Standard
MCMC-ABC is shown on the left in green, and MCMC-noisy ABC shown on the right in
orange. The posteriors of the R-hit kernel are plain curves, and posteriors of the standard
kernel are curves marked with x’s. All algorithms were run with  = 1. The fact that the
approximations don’t deteriorate as n grows attests to the guideline of R = O(n). The
posteriors of the two kernels are similar, and also similar to the true posterior, likely due
to the simplicity of the target for this example. However, in each plot of Figure 4.2,
the posteriors of the standard kernels are flatter than the R-hit, and also (very) slightly
biased to the right.
We show, in Figure 4.3, the autocorrelation of the Markov chains associated with the
marginal MCMCs using  = 1 from Figure 4.1, and the MCMC-ABCs from Figure 4.2.
On the left side, noisy ABC is illustrated in orange, and standard ABC in green. On the
right, MCMC-noisy ABC with the R-hit kernel is orange, MCMC-ABC with the R-hit
kernel is green, MCMC-noisy ABC with the standard kernel is red, and MCMC-ABC
with the standard kernel is blue.
4.4.2 Real Data Example
We consider the daily log-returns of the Standard & Poor’s 500 (S&P500) index at its
close,
yk+1 = ln
(
sk+1
sk
)
,
where sk are the closing values for the k = 1, . . . , 533 trading days between 3 January
2011 to 14 February 2013 [Yahoo!, 2013]. The log-returns data set, y1:532, is shown in
Figure 4.4. The data violate the stationarity assumption of (A7). We will see how the
R-hit kernel performs with this assumption relaxed.
4.4.2.1 GARCH(1,1) Model
We model {Yk, Xk} ∈ R×R+, the process of the log-returns and their underlying volatil-
ity mechanism, as a GARCH(1,1) observation driven time series,
Yk+1 ∼ κk, k ∈ N1
Xk+1 = β0 + β1Xk + β2Y
2
k+1, k ∈ N0
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Figure 4.2: R-hit vs. standard M-H Kernels: For n = 10, 100, 1000, the posteriors after
100,000 iterations are plotted against the true θ∗ and true posteriors in black. Standard
MCMC-ABCs are on the left in green, MCMC-noisy ABCs are on the right in orange,
the R-hit kernels are plain curves, and the standard kernel are curves with x’s. All
algorithms were run with  = 1.
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Figure 4.3: Autocorrelation of the Markov chains associated with  = 1 from Figures 4.1
and 4.2: The left side are the marginal MCMCs, with noisy ABC is illustrated in orange,
and standard ABC in green. On the right side, MCMC-noisy ABC with the R-hit kernel
is orange, MCMC-ABC with the R-hit kernel is green, MCMC-noisy ABC with the
standard kernel is red, and MCMC-ABC with the standard kernel is blue.
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Figure 4.4: Real Data: Log-returns on the closing value of Standard & Poor’s 500 index
for years 2011-2013.
where innovation κk|xk ∼ S
(
0,
√
xk
2 , 1.5, 0
)
is a Lévy α-stable distribution with location
at 0, a scale of
√
xk
2 , stability parameter of 1.5, and skewness parameter of 0. α-stable
distributions offer more tailored fits to particular types of data than Gaussians, while
keeping many of the Gaussian’s attractive properties such as infinite support (except
for skewness parameters of ±1), continuity, and differentiability (except for low-value
stability parameters), closure under convolution, etc. The model here is similar to a
GARCH(1,1) with Gaussian innovations: if the stability parameter were equal to 2, then
Yk+1 ∼ N (0, xk) and have volatility Var[Yk+1|Xk = xk] = xk. The volatility behind a
non-Gaussian α-stable distributed Yk+1, though a function of Xk, cannot be expressed
in closed form. We are interested in γ = (θ, x0) where θ = β0:2 ∈ R+3 . For priors, we set
X0, β0:2
iid∼ Ga
(
2,
1
8
)
,
where Ga(a, b) is a Gamma distribution with mean a/b. This choice of prior is not overly
informative, but restricts γ to positive values. This is a GARCH(1,1) model with an
intractable likelihood.
4.4.2.2 Simulation Results
From the original data set, we generated noisy versions, y1:532, for  = {0.01, 0.5}. For
these values of , we compare performances of the MCMC-noisy ABC algorithms, using
the standard kernel (Algorithm 13), and using the R-hit kernel (Algorithm 14). The
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MCMC-ABCs were run with log-normal proposal distributions,
Q(·|γi−1) ∼ lnN
(
ln(γi−1 +
σ2
2
), σ2
)
,
where γi is the γ estimate at the ith iteration, and the σ2 ∈ R+. The algorithms were
run with R = 250, although we mention that R ∈ [100, 500] produced similar results.
The results for  = {0.01, 0.5} are shown side-by-side in Figure 4.5.
The left-hand side of Figure 4.5 is associated with  = 0.5, and show the trace
plots of a typical run of γ = {X0, β0, β1, β2} for 50,000 MCMC iterations. Traces from
the standard kernel are shown in blue, and traces from the R-hit kernel are shown in
orange. For each MCMC-ABC run, σ2 of the proposal distribution was chosen to yield
an α ≈ 0.3 acceptance ratio, shown in Figure 4.6a. Both algorithms are seen to explore
the parameter space reasonably, and in general, perform well. The autocorrelation of the
Markov chains are also similar to each other, seen in the left-hand side of Figure 4.8. The
MCMC-ABC with the R-hit kernel took on average 1.12 seconds per iteration, and the
MCMC-ABC with the R-trials kernel took on average 0.3 seconds per iteration. Since
the R-hit kernel took longer, and returned similar results, this is not a scenario where its
advantage warrants the additional computational time.
The right-hand side of Figure 4.5 are associated with  = 0.01, and show the trace
plots of a typical run of γ for 200,000 MCMC iterations. MCMC-ABC with the R-
hit kernel provides respectable trace plots, exploring the parameter space and having
an α ≈ 0.15 acceptance ratio. MCMC-ABC with the standard kernel fails to move
around the parameter space. We tested many σ2 values trying to sustain a decent
acceptance ratio α ∈ [0.1, 0.4], however all attempts resulted in α ≤ 0.01 and in trace
plots similar to those displayed. Figure 4.6b shows the cumulatively averaged acceptance
ratios. With such a low acceptance rate, the Markov chain of the standard kernel has
high autocorrelation; the R-hit kernel does not suffer this, as seen in the right-hand side
of Figure 4.8. On average, one MCMC iteration with the standard kernel took 0.28
seconds. The R-hit kernel took longer, with 2.06 seconds per iteration. However, even
within the same amount of computational time, the R-hit kernel was able to explore
Θ× X better. Figure 4.5 is typical of the runs produced by Algorithms 13 and 14. The
numerical results here are consistent with the discussions of Sections 4.3.2, where we
stated that Algorithm 14 would exceed Algorithm 13 in performance the scenario that
αk(y1:k, γ, ) are small, as they are in this example.
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Figure 4.5: GARCH(1,1): Trace plots of γ = {X0, β0, β1, β2} using standard and R-hit
kernels within the MCMC-noisy ABC procedure. The left-hand plots show  = 0.5, and
the right-hand plots show  = 0.01. The standard kernel is shown in blue, and the R-hit
kernel is shown in orange.
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Figure 4.6: GARCH(1,1): Cumulatively averaged acceptance ratios for the standard and
R-hit kernels.
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Figure 4.7: GARCH(1,1): Number of trials of R-hit kernel, when  ∈ {0.01, 0.5}.
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Figure 4.8: GARCH(1,1): Autocorrelation of the γ Markov chains for standard and R-hit
kernels. The left-hand plots show  = 0.5, and the right-hand plots show  = 0.01. The
standard kernel is shown in blue, and the R-hit kernel is shown in orange.
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In Figure 4.7, the number of trials of the R-hit kernel,
∑n
k=1M
i
k, of each MCMC
iteration i are shown. By Proposition 4.3.2, we can expect the number of trials per
iteration to be ≥ nRC = 133000C , where here we are writing C to denote infk αk(y1:k, γ, ).
We expect that, since 0.01 < 0.5 implies C0.01 < C0.5, the number of trials for  = 0.01
to be much greater than for  = 0.5. The plot on the left, when  = 0.5, shows an
average of approximately 138,000 trials, meaning we simulated the data about 260 times
per iteration. The plot on the right, when  = 0.01, shows an average of 330,000 trials,
meaning we simulated the data about 625 times per iteration.
For  = 0.5, the R-hit kernel only simulated (on average) 10 more data sets than
the standard kernel. This scenario, where αk(y1:k, γ, ) is sufficiently large, has two
indications: that though the R-hit kernel may not be necessary, it is also not excessively
wasteful, and that for a smaller R, it will achieve for the same computational cost, the
same performance as the standard kernel.
4.5 Chapter Summary
In this chapter, we considered observation driven time series that have deterministic
state dynamics and an intractable likelihood; our interest was in performing inference
of the initial condition and model parameters. We presented an MCMC algorithm, that
used the idea of the R-hit kernel of [Lee, 2012], for targeting ABC approximations of the
model.
To summarize, the main points of this chapter are:
• We developed an ABC approximation of observation driven time series models, and
prove (on the basis of [Douc et al., 2012]) the intrinsic bias of its ML and MAP
estimators. For a noisy ABC approximation, we prove the asymptotic consistency
of the ML and MAP estimators.
• We introduced the R-hit kernel, and a discussion of its advantages. Its ability to
explore difficult regions of the parameter space (where αk(y1:k, γ, ) is small), allows
approximations with very small  that are very close to the true posterior.
• We showed that the relative variance of the R-hit kernel is O( nR), and the random
cost per MCMC iteration isO(Rn). Thus to control the relative variance, R = O(n)
which incurs an expected O(n2) cost per iteration.
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• On a simulated Normal Means data set, we demonstrated that the ABC and noisy
ABC consistency results, and that the R-hit kernel offered more informed posteri-
ors. On an intractable GARCH(1,1) model using real data, we demonstrated the
similar performance of the two kernels when  = 0.5, and the superior performance
of the R-hit kernel when  = 0.01.
Future work could include the incorporation of the R-hit kernel associated to the
proposal in Algorithm 14 within SMC methods, such as [Del Moral et al., 2012a], to
perform (potentially) enhanced sequential inference. The procedure of using the R-hit
kernel would need to be modified, as it cannot be used in [Del Moral et al., 2012a] as it
is presented here.
Chapter 5
Approximate Inference for Bayesian
Inverse Problems
5.1 Introduction
In this chapter, we are interested in Bayesian inference on the initial condition of a
dynamic system which is solely observed through noisy measurements at discrete time
intervals. The model is similar to an observation driven time series model, although here
the set-up is slightly simpler as we look only at the initial condition, and the hidden state
evolves deterministically according to the dynamic system of interest.
In particular, we restrict ourselves to the following scenario: the problem of finding
the initial solution of a hidden path of a dynamic system, given a collection of discretely
observed data. The hidden path, {xt}t∈R+ , Xt ∈ X ⊆ Rdx , obeys a known ordinary
differential equation (ODE),
dx
dt
= fθ(t, xt), (5.1)
where f : [0, T ]×Θ× X→ X is a continuous and Lipshitz function parameterized by
θ ∈ Θ up to time horizon T ∈ R+. The initial condition, along with the ODE, controls
the evolution of the state. The path {xt} is not observed, we only have access to discrete
time observations {Yk}k∈[1,dT
τ
e]⊆N1 , at intervals of length τ ∈ [0, T ]. Yk ∈ Y ⊆ Rdy , a
stochastic process dependent on xk, where k = d tτ e.
We consider a time discretization of the model which is an observation driven time
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series model. By letting Φ : Θ× X× → X be the solution of (5.1), we recover the model
Pθ(Yk+1 ∈ A|Y1:k−1 = y1:k−1, X0:k−1 = x0:k−1) =
∫
A
Hθ(xk, y)dy, (5.2)
Xk = Φθ(Xk−1). (5.3)
P(X0 ∈ B) =
∫
B
pi0(x0)dx0. (5.4)
In this chapter, we treat the model parameter θ as known. Also Φ has no dependency on
{Yk}. The set-up in this chapter is useful for data assimilation, weather forecasting, and
petroleum engineering (see e.g. [Evensen, 2009,Kaipio and Somersalo, 2005, Talagrand
and Courtier, 1987]). The model has the potential to be generalized with state equation
Φθ(Xk−1, Yk) for ODEs of the form dxdt = fθ(t, xt, yk).
5.1.1 Bayesian Inverse Problem
Inference on the initial condition of dynamic systems is of interest in many applications,
such as atmospheric and oceanic fluidities [Bennett, 2002,Kalnay, 2003], and is highly
researched area within data assimilation [Wang et al., 2000,Bouttier and Courtier, 2002].
Inference on the initial condition is a form of an inverse problem. A statistical inverse
problem is estimating the unknown x0 ∈ X which generated the data y1:n ∈ Yn, n ∈ N1,
yk = Gk(x0) + ζk
where Gk : X→ Y is a deterministic function and ζk ∈ Y is a realization of the observation
noise. The optimization approach is to minimize the squared-error,
n∑
k=1
∥∥∥Γ− 12 (yk − Gk(x0))∥∥∥2
2
,
where Γ ∈ Rdy×dy is the covariance matrix of the observation noise process, Var[ζk] = Γ.
The squared-error is likely to have multiple minima. For a problem to be well-posed,
its solution is required to exist, be unique, and not vary too much with small variations
of the data. Inverse problems are often underdetermined and therefore ill-posed. A
regularization term ∥∥∥∥Σ− 120 (x0 − µ0)∥∥∥∥2
2
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is commonly added (e.g. [Stuart, 2010]), which penalizes solutions that are farther from
the center µ0 ∈ X on a scale of Σ0 ∈ Rdx×dx . This added term makes (5.5) well-posed:∥∥∥∥Σ− 120 (x0 − µ0)∥∥∥∥2
2
+
n∑
k=1
∥∥∥Γ− 12 (yk − Gk(x0))∥∥∥2
2
. (5.5)
Attempts to optimize (5.5) include optimization and variational algorithms such as
[Wahba and Wendelberger, 1980, Dimet and Talagrand, 1986], and linearization and
Gaussian approximations such as the Ensemble KF [Evensen, 2009]. For non-linear,
non-Gaussian problems, these methods are not exact, and to measure the accuracy of
their resulting estimates is difficult. Most non-linear techniques are only efficient for
small-dimensional problems [van Leeuwen, 2010].
Expression (5.5) prompts a Bayesian formulation of the problem. The regularization
term can be recognized as ∝ |log(pi0(x0)| where pi0 is a Gaussian prior with mean µ0 and
variance Σ0. The likelihood L is obtained from the model, which for an observation
driven time series model is
Lθ(y1:n|x0) =
n∏
k=1
hθ(Φ
(k−1)
θ (x0), yk),
where Φ(k)θ (x0) = Φθ ◦ · · · ◦Φθ(x0) := Φθ(. . .Φθ(Φθ(x0, y1), y2), . . . , yk−1) is k Φ-function
compositions. Maximizing the posterior,
pi(x0|y1:n) ∝ L (y1:n|x0)pi0(x0), (5.6)
is similar to minimizing the (5.5), or equivalent in the case that ζk is Gaussian distributed.
Framing the argument for Bayesian inference makes the problem well-posed, and allows
for uncertainty quantification for x0. Bayesian methods do not report only the maximum
of the posterior, but provide the posterior in its entirety, and so, are informative about
the error estimates.
MC methods offer exact solutions, and perform with greater accuracy than the stan-
dard data assimilation algorithms [Law and Stuart, 2011]. A chronology of MC methods
for inverse problems can be found in [Mosegaard and Sambridge, 2002]. Since [Mosegaard
and Tarantola, 1995], the formulation of (5.6) has “constituted the complete solution to
the inverse problem” and is the standard model underlying Bayesian inverse modeling.
The mathematical development of the model is described in greater depth in [Tarantola,
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2005,Bal et al., 2011]. [Stuart, 2010] addresses some inverse problems of differential equa-
tions, and gives an overview of algorithms suited for such problems. [Cotter et al., 2012]
used a particular MCMC algorithm, which is often referred to as a “gold standard” due
to its exactness, as a benchmark against which to compare the performance and accuracy
of the standard data assimilation algorithms [Law and Stuart, 2011].
We are concerned with the scenario where the stochastic process governing the obser-
vations, Hθ(Xk, Yk+1), is simulatable, but its density, hθ(xk, yk+1) is intractable and we
do not have access to an unbiased estimator. With hθ intractable, MC methods are not
implementable. In this chapter, we will use the ABC to perform efficient inference on the
initial condition of a noisily observed dynamical system, and by efficient, we are referring
to both computation and statistical efficiency. Since MCMC is exact, for intractable
inverse problems, the MCMC-ABC methods (Algorithms 13 and 14) from Chapter 4,
would be theoretically well-suited solutions. Although MCMC performs well, often it is
not very efficient. MCMC can mix slowly for higher dimensional problems, requiring the
chains to have longer run times [Kantas et al., 2013]. Hence SMC samplers can provide
a useful alternative. SMC can take advantage of sequential mechanisms to improve the
sampling efficiency. Also, SMC can be parallelized yielding big speed-ups in execution
time. We achieve the following objectives:
1. Develop an SMC approach that samples from and estimates the intractable poste-
rior of the initial condition.
2. Numerically investigate different SMC sampling schemes.
The algorithm which we will present incorporates SMC sampling, as in [Chopin, 2002,
Del Moral et al., 2006]. SMC samplers were introduced to enable sampling from a se-
quence of tractable target distributions in a sequential manner. Sampling sequentially
could be more efficient than MCMC methods, and offers greater flexibility for schemes
such as tempering and adaptivity. To perform SMC sampling for an intractable target
distribution requires the ABC approximation of the likelihood. In Section 5.2, we discuss
the model and ABC approximation of interest, as well as a suitable MCMC algorithm in
Section 5.3. In Section 5.4, we present our computational strategy and discuss the suit-
ability of different samplers in various scenarios. We will present numerical results of the
ABC approach comparatively with results of the unbiased noisy ABC. Different sampling
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methods have particular advantages. We will investigate the performance of local-move
Random Walk samplers, global-move Independence samplers, and intermediary Robust
samplers [Neal, 1999] in Section 5.5. We will also demonstrate our methodology on
problems of different dx and dy dimensionalities. Some of the examples included involve
Lorenz ODEs. The inverse problem related to Lorenz dynamics is a common bench-
mark problem for data assimilation. However the methodology we present also extends
to general inverse problems of dynamical systems. Section 5.7, provides some summary
remarks and extensions for future work.
5.2 Model and Approximation
We are interested in the sequence of posteriors {pik}nk=1, where pik(x0) := piθ(x0|y1:k) is
the time-k posterior of the initial condition for the model of (5.2)-(5.4),
piθ(x0|y1:k) =
pi0(x0)
∏k
j=1 hθ(Φ
(j−1)
θ (x0), yj)
pθ(y1:k)
, (5.7)
and pθ(y1:k) =
∫
X pi0(x0)
∏k
j=1 hθ(Φ
(j−1)
θ (x0), yj)dx0 is the marginal likelihood. Let
K(y|u) be a kernel K : Y × R+ → R+ ∪ {0}, whose bandwidth depends upon the
precision parameter  ∈ R+. We can write the ABC approximation of the (intractable)
incremental likelihood Lθ(yj |y1:j−1, x0),
L θ (yj |y1:j−1, x0) := hθ(Φ(j−1)θ (x0), yj) =
∫
YK(yj |uj)hθ(Φ
(j−1)
θ (x0), uj)duj∫
YK(yj |uj)duj
,
and we write the approximation of the marginal likelihood,
pθ(y1:k) :=
∫
X
pi0(x0)
k∏
j=1
hθ(Φ
(j−1)
θ (x0), yj)dx0.
We define the ABC approximation of (5.7),
piθ(x0|y1:k) =
pi0(x0)
∏k
j=1 h

θ(Φ
(j−1)
θ (x0), yj)
pθ(y1:k)
. (5.8)
The sequence {pik} is intractable, and therefore unavailable to us. We consider {pik}, the
sequence of ABC approximated posteriors pik(x0) := pi

θ(x0|y1:k).
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The ABC approximate posterior can be extended to the state-space Θ× X× YnR,
p˜iθ(x0, u
1:R
1:n |y1:n) ∝ pi0(x0)
n∏
k=1
1
R
R∑
r=1
K(yk|urk)
R∏
r=1
hθ
(
Φ
(k−1)
θ (x0), u
r
k
)
using R ∈ N1 auxiliary variables, urk ∈ Y, at each time step k. The marginal admitted∫
YnR p˜i

θ(x0, u
1:R
1:n |y1:n)du1:R1:n remains piθ(x0|y1:n). We will see the utility of p˜iθ in numeri-
cally approximating piθ in the upcoming section.
5.3 MCMC-ABC for Intractable Bayesian Inverse Problems
A MCMC algorithm for targeting the ABC approximation piθ(x0|y1:n), requires n data
to be collected and the posterior to be fixed. Let X0,n,i denote the ith sample of the
chain targeting X0|Y1:n. We will refer to the MCMC sampling for the ABC posterior of
the initial condition as MCMC-ABC. The {X0,n,i}i∈N0 chain produced by Algorithm 16
forms an empirical distribution of pin. The computational cost of MCMC-ABC is O(IRn)
where I ∈ N1 is the total number of iterations.
Algorithm 16 MCMC-ABC: MCMC sampling for ABC target
1: X0,n,0 ∼ pi0
2: L̂ 0 =
∏n
k=1
(
1
R
∑R
r=1K(yk|urk)
)
, urk ∼ hθ(Φ(k−1)θ (x0,n,0), ·)
3: for i = 1, . . . , I do
4: X ′0 ∼ Q(·|x0,n,i−1)
5: L̂ 
′
=
∏n
k=1
(
1
R
∑R
r=1K(yk|u′rk)
)
, u′rk ∼ hθ(Φ(k−1)θ (x′0), ·)
6: α = min
(
1,
L̂ 
′
pi0(x′0)q(x0,n,i−1|x′0)
l pi0(x0,n,i−1)q(x′0|x0,n,i−1)
)
7: Z ∼ U(0, 1)
8: if α > z then
9: x0,n,i = x′0
10: L̂ i = L̂
′
11: else
12: x0,n,i = x0,n,i−1
13: L̂ i = L̂

i−1
14: end if
15: end for
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5.4 ABC-SMC for Intractable Bayesian Inverse Problems
In this section, we describe our ABC procedure for performing inference on the initial
condition of a dynamic system. The full algorithm is presented in Algorithm 17. We
will refer to this approach of SMC sampling for ABC targets as an ABC-SMC sampler.
We discuss the basic properties and aim to show the benefits of ABC-SMC samplers for
Bayesian inverse problems in Section 5.4.2. In addition, we also consider comparisons
with MCMC-ABC as a benchmark.
The ABC-SMC sampling algorithm applies SMC sampling to the ABC target. SMC
sampling permits the introduction of a sequence of intermediate probability distributions
{pik}nk=0 such pi0 is the prior (5.4) and pin is the target piθ(x0|y1:n) [Del Moral et al., 2006].
This gives rise naturally to setting the intermediate distributions equal to the time-k
posteriors of interest, pik = pi

θ(x0|y1:k).
LetXi0,k denote the particle i of N samples ofX0|Y1:k, and let {Qk}k∈N1 be a sequence
of Markov kernels Q : N1 × X → X. ABC-SMC sampling sequentially targets each
intermediate pik as follows. The N particles are randomly initialized, X
i
0,0
iid∼ pi0, with
equal weight, W i0 =
1
N .
Importance Sampling (IS) step At time step k, each particle has weight W ik, and
likelihood L θ (x
i
0,k|y1:k−1). Datum yk arrives. The incremental weight is computed on
the extended ABC space,
w˜ik =
1
R
R∑
r=1
K(yk|ui,rk ),
where {urk}R,nr,k=1,1 are pseudo-observations simulated urk
iid∼ Hθ(Φ(k−1)θ (xi0,k), ·). The par-
ticle is recursively reweighted W ik ∝ w˜ikW ik−1, and its likelihood is similarly updated
L θ (x
i
0,k|y1:k) = w˜ikL θ (xi0,k|y1:k−1). Importance resampling discards particles of low
weight and multiplies particles of high weight. The reweighting shifts the target from
pik−1 to pi

k, and the (dynamic) resampling is effective in refining the particles to fit the
latter.
The deterministic evolution of the hidden state poses a path degeneracy problem.
The diversity depleted in the resampling will not be restored by the forward dynamics
of the particles. This is remedied by the introduction of MCMC mutation steps that are
pik invariant as in [Gilks and Berzuini, 2001,Chopin, 2002].
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Algorithm 17 ABC-SMC Sampler: SMC sampling for ABC target sequence
1: Xi0,0 ∼ pi0(·), W 1:N0 = 1N , w˜1:N0 = 1
2: for k = 1, . . . , n do
3: for i = 1, . . . , N do
4: L ik−1 =
∏k
j=1
(
1
R
∑R
r=1K(yj |ui,rj )
)
, ui,rj ∼ hθ(Φ(j−1)θ (xi0,k−1), ·)
5: w˜ik =
(
1
R
∑R
r=1K(yk|ui,rk )
)
6: W ik ∝ w˜ikW ik−1,
∑N
i=1W
i
k = 1
7: end for
8: essk =
(∑N
i=1
(
W ik
)2)−1
9: if essk < N¯ then
10: Resample {Xi0,k−1,L ik} according to W ik. Set W ik = 1N .
11: end if
12: for i = 1, . . . , N do
13: xi,00,k−1 = x
i
0,k−1, L
i,0
k−1 = L
i
k−1
14: for m = 1, . . . ,M do
15: X ′0 ∼ Qk(·|xi,m−10,k−1 )
16: L ′ =
∏k
j=1
(
1
R
∑R
r=1K(yj |u′rj)
)
, u′rj ∼ hθ(Φ(j−1)θ (x′0), ·)
17: α = min
(
1,
L ′pi0(x′0)qk(x
i,m−1
0,k−1 |x′0)
L i,m−1k−1 pi0(x
i,m−1
0,k−1 )qk(x
′
0|xi,m−10,k−1 )
)
18: Z ∼ U(0, 1)
19: if α ≥ z then
20: xi,m0,k−1 = x
′
0, L
i,m
k−1 = L
′
21: else
22: xi,m0,k−1 = x
i,m−1
0,k−1 , L
i,m
k−1 = L
i,m−1
k−1
23: end if
24: end for
25: xi0,k = x
i,M
0,k−1, L
i
k = L
i,M
k−1
26: end for
27: pi,Nθ (x0|y1:k) =
∑N
i=1W
i
kδ(xi0,k)
(x0)
28: end for
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M-H mutation step To improve the diversity of the particles, we use a small number,
M ∈ N0, of pik-invariant MCMC iterations. Let Xi,m0,k−1 denote the mth move of the
particle xi0,k−1 ≡ xi,00,k−1, and let X ′0 denote a proposed candidate. For each particle, a
candidate is sampled according to Qk(X ′0|Xi,m−10,k−1 ), and accepted, Xi,m0,k = x′0, with M-H
probability
α = min
(
1,
pik(x
′
0)qk(x
i,m−1
0,k−1 |x′0)
pik(x
i,m−1
0,k−1 )qk(x
′
0|xi,m−10,k−1 )
)
,
where the calculation of pik(x
′
0) requires a complete revisit of past data y1:k. Consecutive
moves can be made, each proposal being conditional upon the successor of the previous
move. The number of moves M should be chosen to ensure that the particles are spread
over the support of pik. Qk transitions the particles from high density regions of pik−1
to high density regions of the pik in a smooth manner. The sequence {Qk} should be
designed to maintain good mixing properties for the MCMC toward each intermediate
target pik. The particles approximation of the pik target is
piNk (x0) :=
N∑
i=1
W ikδ(xi,M0,k )
(x0).
Particles of the final move are subsequently set xi,M0,k ≡ xi0,k, to reduce notation before
returning to the IS step for time k + 1.
Note that here SMC targets the ABC approximation, so unless noisy ABC is used,
this will produce biased inference. The ABC-SMC sampler operates sequentially, but like
its contemporary algorithms for (tractable) Bayesian inverse sampling [Law and Stuart,
2011], is not online, since it revisits past data and has an increasing cost per iteration,
O(NRMk). Thus, the total cost of ABC-SMC sampling up to time n is O(NRMn2). A
particle’s likelihood and its mutation steps can be performed in parallel with the other
particles, up until the point of resampling. Past particles and mutations need not be
revisited, so the memory requirement of this algorithm is constant, O(NRM).
5.4.1 Different MCMC mutation moves for ABC-SMC samplers
The proposal sequence {Qk} can be constructed to accelerate the sampling efficiency of
the MCMC moves. For the types of proposals {Qk}, we consider four samplers in this
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chapter: the RandomWalk (RW) sampler, an Adaptive RW (ARW) sampler, an adaptive
Independence sampler, and an adaptive Robust sampler.
We consider a Random Walk (RW) sampler using a Gaussian distribution with pro-
posal variance Σrwk ∈ Rdx×dx . Mutations X ′0 are proposed and accepted according to
Algorithm 18. As more data arrive and the true posterior changes, becoming possibly
more narrow or more complex. The proposal variance must be regularly tuned, to sus-
tain the desired acceptance ratio. The sequence {Σrwk} of RW sampling will be tuned
manually within this chapter.
Algorithm 18 Sampler: Random Walk (RW)
1: X ′0 ∼ N (·|Xi,m−1k−1 ,Σrwk)
2: L ′ =
∏k
j=1
(
1
R
∑R
r=1K(yj |u′rj)
)
, u′rj ∼ hθ(Φ(k−1)θ (x′0), ·)
3: α = min
(
1,
L ′pi0(x′0)
L ik−1pi0(x
i,m−1
k−1 )
)
We want to make the proposals adaptive to the structure of the posterior, by con-
ditioning the proposals on statistics extracted from the current particle population. We
consider the design of the MCMC mutation step used between intermediary targets {pik}.
At time k, we have the weighted population {W ik, Xik−1}ni=1. Assume the ABC-SMC sam-
pling algorithm has just completed the IS step, in other words, Algorithm 17 is now at
line 12. Let µ̂0,k−1 and Σ̂0,k−1 denote the MC estimates of the posterior mean and
variance, µ0,k−1 ∈ Rdx and Σ0,k−1 ∈ Rdx×dx , measured after resampling and before the
MCMC mutations of time k,
µ̂0,k−1 :=
N∑
i=1
W ikx
i,0
0,k−1
Σ̂0,k−1 :=
N∑
i=1
W ik(x
i,0
0,k−1 − µ̂0,k−1)(xi,00,k−1 − µ̂0,k−1)T .
We ensure that Σ̂0,k−1 is a positive definite matrix by using its Frobenius norm approx-
imant (see Appendix C.1). These statistics provide a more automated way of tuning
the proposal sequence {Qk}. We consider the Adaptive Random Walk (ARW) sampler
shown in Algorithm 19. The ARW proposes moves from a Gaussian distribution whose
variance Σarwk = ckΣ̂0,k−1, where ck ∈ R+ is a scaling constant. We consider an adap-
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tive Independence sampler, shown in Algorithm 20, which proposes i.i.d. Gaussian moves
with mean µ̂0,k−1 and variance Σ̂0,k−1.
Algorithm 19 Sampler: Adaptive Random Walk (ARW)
1: X ′0 ∼ N (.|xi,m−1k−1 , ckΣ̂0,k−1)
2: L ′ =
∏k
t=1
(
1
R
∑R
r=1K(yt|u′rt )
)
, u′rt ∼ hθ(Φ(k−1)θ (x′0), ·)
3: α = min
(
1,
L ′pi0(x′0)
L ik−1pi0(x
i,m−1
k−1 )
)
Algorithm 20 Sampler: adaptive Independence
1: X ′0 ∼ N (·|µˆ0,k−1, Σ̂0,k−1)
2: L ′ =
∏k
t=1
(
1
R
∑R
r=1K(yt|u′rt )
)
, u′rt ∼ hθ(Φ(k−1)θ (x′0), ·)
3: α = min
(
1,
L ′pi0(x′0)φdx (x
i,m−1
0,k−1 ;µˆ0,k−1,Σ̂0,k−1)
L i0,k−1pi0(x
i,m−1
0,k−1 )φdx (x
′
0;µˆ0,k−1,Σ̂0,k−1)
)
5.4.1.1 Robust Sampler
For targets with a Gaussian prior, one can use the Robust sampler. Changing from a
Lebesgue measure to a Gaussian measure in finite dimensions, pi0(x0)Lθ(y1:k|x0)dx0 can
then be written as Lθ(y1:k|x0)dγdxµ0,Σ0 , where dγdxµ0,Σ0 = pi0(x0)dx0 is the derivative of the
Gaussian measure,
γdxµ0,Σ0(A) =
∫
x0∈A
φdx(x0;µ0,Σ0)dx0, A ⊆ Rdx .
The Robust sampler [Cotter et al., 2012,Stuart, 2010] generates proposals according to
X ′0 = ρx
i,m
0,k−1 + (1− ρ)µ0 +
√
1− ρ2ηi,mk , (5.9)
where ρ ∈ [0, 1] is a regularization parameter, the symmetry point is equal to µ0, and
ηi,mk is distributed by a zero-mean Gaussian distribution with variance equal to that of
the problem’s prior, ηi,mk ∼ N (0,Σ0). The acceptance ratio of the Robust sampler is
α
(
xi,m0,k−1, x
′
0
)
= min
(
1,
Lθ(y1:nx
′
0)
Lθ(y1:n|xi,m0,k−1)
)
.
Proposals of the form (5.9) have a variance proportional to the prior variance, a transition
density trait that makes for a more efficient M-H chain [Roberts and Rosenthal, 2004].
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The Robust sampler, as its name indicates, has a more robust performance than RW
samplers, because as the target’s dimensionality tends to infinity, Lebesgue measures
cannot be defined but Gaussian measures can [Cotter et al., 2009]. The number of steps
to convergence, as well as the number of converged steps to obtain a certain sample size,
is less than the previously introduced samplers [Hairer et al., 2011]. The Robust sampler
regularizes between RW and Independence proposals: performance for high dimensional
problems is better sustained with a ρ near 1, and performance for multimodal targets is
better with lower ρ. The Robust sampler is only appropriate for Gaussian priors. If the
prior is not Gaussian, Robust sampling is not valid.
Lastly, we consider the adaptive Robust sampler. Let {ρk} be a sequence of regular-
izing parameters, with ρk ∈ [0, 1]. The adaptive Robust sampler proposes and accepts
moves according to Algorithm 21, and is only appropriate for problems with Gaussian
priors.
Algorithm 21 Sampler: adaptive Robust
1: ηi,mk ∼ N (0, Σ̂0,k−1)
2: x′0 = ρkx
i,m−1
0,k−1 + (1− ρk)µˆ0,k−1 +
√
1− ρ2kηi,mk
3: L ′ =
∏k
t=1
(
1
R
∑R
r=1K(yt|u′rt )
)
, u′rt ∼ hθ(Φ(k−1)θ (x′0), ·)
4: α = min
(
1, L
′
L ik−1
)
Adaptive proposal schemes should advance the smoothness of the particle transition
between intermediary targets, and uphold the mixing properties of the MCMC mutations
as k increases. Suppose for example, the step size along a particular dimension ought
to be reduced in order to increase acceptances, but doing so, would cramp the mixing
of the rest of the dimensions. While tuning the proposal parameters by inspection for
1- or 2-dimensional problems may be reasonable, it quickly becomes infeasible for higher
dimensions.
Since they only depend upon the population of the previous time point, the adap-
tive samplers are still Markovian, with the associated chain having a different invariant
distribution at each k.
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5.4.2 Problem specific considerations
Regarding inverse problems of chaotic dynamical systems, one must be careful of the
size of n, the number of data with which to perform inference. This choice of n can
be critical for systems of ODEs such as Lorenz systems where the solutions can be
chaotic. For instance, when one considers Lorenz ’63 ODEs, the path is deterministic,
and at some point there is a transition and the state moves from the area around one
equilibrium to the area around another one [Miller et al., 1994, Sparrow, 1982]. Similar
phenomena appear also in other popular dynamical systems (e.g. Navier-Stokes, Burgers’
equations, Kuramoto-Sivashinsky), although the form of the attractor might be more
complicated [Foias, 2001,Brummitt and Sprott, 2009]. In order to obtain a good posterior
estimate of the initial condition, one must perform inference in n < n∗, where n∗ is
the random time before the state enters the attractor [Brett et al., 2012]. Subsequent
observations do not add much information on the initial condition.
In regards to simulation based inference, in MCMC-ABC, a proposalX ′0 may be made
in a ‘good’ region, but the realization of the sample path is random: the path can switch
orbit at different times for identically initialized runs. The variability in the Φ(n)θ (x
′
0)
path results in low acceptance ratios. We hope that ABC-SMC will not suffer from this
issue. Because of the sequential targeting of {pik}, the variability of new generated paths
between subsequent targets might be much lower.
The M-H mutation step in Section 5.4 is the most computationally costly step of the
ABC-SMC sampling algorithm, since the MCMC moves involve a complete browsing of
past data. Ideally M , the number of MCMC moves, would be set to 1 to minimize the
cost. However the role of M is to introduce diversity to the particles, and M should
be large enough to restore a sufficient amount of diversity. This amount is difficult to
quantify. The number of accepted new particles, i.e. the acceptance rate, only serves as
an indicator of the number of unique particles. It does not asses how well the spread of
the new particles covers the spread of the target distribution. A RW sampler with a low
proposal variance, for example, will achieve a high acceptance rate but not introduce a
substantial degree of diversity. The more legitimate approach is to tune the sampler to
achieve good mixing, and to then setM equal to an integer greater than the reciprocal of
the resulting acceptance rate. Other options (not explored in this thesis) could be using
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a measure of jitter within the MCMC moves, or the jumping distance index of [Kantas
et al., 2013], as measures of diversity restoration and tune M accordingly.
Due to the increasing accumulation of data, the M-H step becomes more expensive as
k increases. For simple (unimodal) targets, the number of moves M necessary to achieve
the same amount of diversity decreases as k increases. M can be reduced by choosing an
efficient kernel Qk. In Section 5.5, we study the performance of the ABC-SMC sampler
using RW, ARW, adaptive Independence, and adaptive Robust sampling.
5.5 Numerical Examples
We study a univariate linear model, under tractable conditions in Section 5.5.1.1 and
under intractable conditions in Section 5.5.1.2. Next we study a multivariate model for
which the dynamic system is a Lorenz ODE, under tractable condition in Section 5.5.2.1
and under intractable conditions in Section 5.5.2.2. We will denote the true initial con-
dition by x∗0, the MAP estimator given n data by xmap0,n , and the standard and noisy
ABC-MAP estimators, given n data and  > 0, by xmap0,n, and x
,map
0,n, , respectively.
5.5.1 Univariate Linear Model
We consider a toy example, where the hidden process evolves
Xk = βXk (5.10)
X0 ∼ N (2, 1). (5.11)
where β = 1.024. In the next two sections, we consider two different observation pro-
cesses for Yk|Xk: a Gaussian process where we compare ABC-SMC sampling to the true
posterior and other ‘exact’ methods, and a non-Gaussian α-stable process for which the
true posterior is intractable.
5.5.1.1 Gaussian Observation Process
We consider an observation driven time series where the hidden state evolves according
to (5.10)-(5.11), and the observations are distributed
Yk = Xk + 0.2Wk,Wk ∼ N (0, 1).
Approximate Inference for Bayesian Inverse Problems 118
From this linear Gaussian model, we generated n = 100 data points, shown in Figure 5.1,
along with the hidden path x0:n. The prior pi0(x0) is shown in blue. We simulated a
noisy data set, y1:n, from a Gaussian ABC kernel, K(yk|yk) = φ1(yk; yk, ). Figure 5.1
shows the noisy data points, simulated with  = 0.1, in purple.
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Figure 5.1: Linear Gaussian: n = 100 generated time steps of dynamics xk, data yk, and
noisy data yk.
Our objective is to estimate the posterior pik = piθ(x0|y1:k) in an accurate and efficient
manner as yk arrive. The true posterior of this model is tractable. We compare the
sequential sampling performances of the standard and noisy ABC-SMC samplers against
the true posterior and the SMC sampler (Algorithm 8). In the cases of RW or (adaptive)
Robust sampling, we then compare the sequential samplers’ terminal posteriors, k =
n = 100, against MCMC as a benchmark. The algorithms were implemented with the
algorithmic settings listed in Table 5.1.
N N¯  R M k I
SMC 1000 bN2 c – – 5 1:100 –
ABC-SMC 1000 bN2 c 0.5 5 5 1:100 –
noisy ABC-SMC 1000 bN2 c 0.1 5 5 1:100 –
MCMC – – – – – 100 50,000
Table 5.1: Linear Gaussian: algorithmic settings for the samplers
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Using RW sampling (Algorithm 18), we targeted the posterior sequence {pik}100k=1, and
the resulting posteriors for k = {20, 40, 60, 80, 100} are displayed in Figures 5.2a-(e). As
one might hope, the arrival of new data makes each posterior more informative than the
last. Figures 5.2a-(e) show that the standard (in blue) and noisy (in purple) ABC-SMC
samplers are effective in transitioning their densities to each sequential target.
When tuning the proposal variances of the algorithms, we aimed to maintain α¯k ∈
[0.2, 0.3]. The average acceptance ratios are shown in Figure 5.2f, where we see that, of
the sequential samplers, SMC was able to achieve the steadiest α¯k over time, followed
by ABC-SMC, and lastly noisy ABC-SMC. We attribute this to the increasing levels of
randomness involved in each algorithm.
Next we ran 50,000 iterations of a RW MCMC algorithm (Algorithm 3) targeting
the fixed posterior pi100. The trace and the empirical autocorrelation of the resulting
chain are shown in Figures 5.3a and 5.3b; the thick trace and low autocorrelation lag
are indicative of good performance. The MCMC posterior is compared with posteriors
of the sequential samplers in Figure 5.3c. The MAPs of SMC (in red) and MCMC (in
green) are indeed exact - the fact that the SMC posterior exactly matches the MCMC
demonstrates the efficiency potential of SMC sampling without loss of accuracy. This is
a potential we look forward to seeing ABC-SMC sampling achieve in more complicated
examples to follow.
In Figure 5.3c the posteriors of the standard and noisy ABC-SMC samplers are
broader and less peaked than the SMC’s which in turn is broader and less peaked than
the true, as we would the case to be for our choices of N and . It is difficult to comment
on the consistency (bias) of the MAP of noisy (standard, respectively) ABC-SMC in
Figures 5.2a-(e) and 5.3c, most likely because the model is so simple. The fact that we
see the MCMC trace so thick in Figure 5.3a, with the fact that the ABC-SMC sampler
densities are of comparable shape, tells us that the M-H mutation moves sufficiently
reintroduced particle diversity.
Next, we targeted the {pik} using adaptive Independence sampling (Algorithm 20).
The SMC, ABC-SMC, and noisy ABC-SMC samplers were implemented with the pa-
rameters of Table 5.1. Their results are presented in the same format in Figure 5.4:
(a)-(e) show the time k = {20, 40, 60, 80, 100} posteriors, and (f) shows the average ac-
ceptance ratios. Figure 5.5 shows the enlarged version of the terminal posteriors. The
results of the adaptive Independence sampler are very similar to the RW results, which
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Figure 5.2: Linear Gaussian model with RW sampler: The posteriors of ABC-SMC
(in blue), noisy ABC-SMC (in purple), and SMC (in red), plotted against the true
posterior and true initial condition (both in black) at times k = {20, 40, 60, 80, 100}.
The acceptance rates for k = 1, . . . , 100 are shown in (f).
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Figure 5.3: Linear Gaussian model with RW Sampler: The trace and autocorrelation of
the chain are shown in (a) and (b). The n = 100 posterior of the MCMC (in green) is
shown in (c).
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is not surprising for a simple linear Gaussian model of 1-dimension. We do not run an
MCMC algorithm, as adaptive proposal compromise the Markov property of the MCMC
transition kernel.
Lastly, for the adaptive Robust sampler,  was changed to 0.5 for both the standard
and noisy ABC-SMC samplers. The results are presented in Figure 5.6: the posterior
density estimates at times k = {20, 40, 60, 80, 100} are shown in (a)-(e) and the average
acceptance ratios are shown in (f). 50,000 iterations of MCMC were run using (non-
adaptive) Robust sampling as in (5.9) for ρ = 0.999. The MCMC trace is shown in
Figures 5.7a. Notice the autocorrelation in 5.7b descends faster to 0 than the autocorre-
lation of the RW chain. For the problem of Gaussian priors, Robust sampling is known
to increase the mixing properties and accelerate the convergence of the Markov chain.
Figure 5.7c shows the terminal posteriors including the MCMC posterior estimate.
The results among these samplers are fairly similar and well-behaved for this model.
The next section sees the density hθ change to an intractable one.
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Figure 5.4: Linear Gaussian model with adaptive Independence sampler:The posteriors of
ABC-SMC (in blue), noisy ABC-SMC (in purple), and SMC (in red) plotted against the
true posterior and true initial condition (both in black) at times k = {20, 40, 60, 80, 100}.
The acceptance rates for k = 1, . . . , 100 are shown in (f).
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Figure 5.5: Linear Gaussian model with adaptive Independence Sampler: The time
k = n = 100 posteriors, enlarged from Figure 5.4e.
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Figure 5.6: Linear Gaussian model with adaptive Robust sampler:The posteriors of ABC-
SMC (in blue), noisy ABC-SMC (in purple), and SMC (in red) plotted against the true
posterior and true initial condition (both in black) at times k = {20, 40, 60, 80, 100}. The
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5.5.1.2 α-Stable Observation Process
Here we consider an observation driven time series where the hidden state still evolves
according to (5.10)-(5.11), but the observations now have an intractable α-stable distri-
bution,
Yk = Xk + 0.4Sk, Sk ∼ S(1.5, 0.5, 1, 0);
the probability density function of Sk is shown in Figure 5.8a. For this model, which
we shall call the linear α-stable model, we generated n = 100 data points. Figure 5.8b
shows the prior (in blue), the realized hidden path x0:100 (in solid black), the y1:100 data
(with black dots), and the noisy data y1:100 (with purple dots) that were simulated from
a Gaussian ABC kernel with  = 0.1.
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Figure 5.8: Linear α-Stable: n = 100 generated time steps of dynamics xk, data yk, and
noisy data yk, driven by Sk noise.
The posterior of this model is not tractable, so ABC-SMC sampling cannot be com-
pared against SMC and MCMC or the true posteriors, only against MCMC-ABC (Al-
gorithm 16) and the true initial condition x∗0. Table 5.2 lists the algorithmic parameters
settings.
We first use RW sampling (Algorithm 18) to target {pik}100k=1, tuning {Σrwk} to achieve
α ∈ [0.1, 0.4]. Figures 5.9a-(a) display the posteriors estimated by the standard (in blue)
and noisy (in purple) ABC-SMC samplers at times k = {20, 40, 60, 80, 100}. The IS
step of ABC-SMC sampling appears to successfully shift the particle population to each
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intermediate density, converging toward and narrowing about x0. 50,000 iterations of
MCMC-ABC were run targeting the terminal posterior pin=100. The converged average
MCMC-ABC (in green) acceptance ratio is superimposed in Figure 5.9f, which shows the
average acceptance ratios of standard and noisy ABC-SMCs over time. The thick trace
and the tapering autocorrelation, in Figures 5.10a-(b), are marks of a well performing
MCMC. We interpret the fact that the ABC-SMCs have similar posteriors to the MCMC-
ABC, is indication that the mutation moves sustain the sample diversity.
The results when the ABC-SMCs’ proposal variances are automatically tuned by the
ARW sampler (Algorithm 19), are very similar. Again, this is not surprising for a 1-
dimensional linear model. The posteriors at selected k can be seen in Figures 5.11a-(e);
the terminal posteriors are enlarged in Figure 5.12. In Figure 5.11f, the associated average
acceptance ratios are shown. With adaptive Independence sampling (Algorithm 20), the
ABC-SMC samplers performed equally well: Figures 5.13-5.14 present the results in
the same format. With adaptive robust sampling (Algorithm 21), both ABC-SMCs
perform well sequentially. We note that in Figure 5.16a, the ABC-SMC posteriors fully
coincide with the shape of the MCMC-ABC posterior, obtained by (non-adaptive) Robust
sampling for ρ = 0.992.
N N¯  R M k I
ABC-SMC 1000 bN2 c 0.5 5 5 1:100 –
noisy ABC-SMC 1000 bN2 c 0.5 5 5 1:100 –
MCMC-ABC – – 0.5 5 – 100 50,000
Table 5.2: Linear α-Stable: algorithmic settings for the samplers
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Figure 5.9: Linear α-Stable model with RW sampler: The posteriors of ABC-SMC (in
blue), noisy ABC-SMC (in purple), and SMC (in red), plotted against the true poste-
rior and true initial condition (both in black) at times k = {20, 40, 60, 80, 100}. The
acceptance rates for k = 1, . . . , 100 are shown in (f).
1
1.1
1.2
1.3
1.4
1.5
0 10000 20000 30000 40000 50000
x
0
Iteration
MCMC
true x
0
(a) MCMC-ABC trace
-0.2
0
0.2
0.4
0.6
0.8
0 20 40 60 80 100
A
u
t
o
c
o
r
r
e
l
a
t
i
o
n
lag
(b) MCMC-ABC autocorrelation
0
5
10
15
20
25
1.1 1.12 1.14 1.16 1.18 1.2 1.22 1.24 1.26 1.28 1.3
x0
MCMC-ABC
ABC-SMC
ABC-SMC noisy
x0
(c) Posteriors n = 100
Figure 5.10: Linear α-Stable model with RW Sampler: The trace and autocorrelation of
the chain are shown in (a) and (b). The n = 100 posterior of the MCMC-ABC (in green)
is shown in (c).
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Figure 5.11: Linear α-Stable model with ARW sampler: The posteriors of ABC-SMC
(in blue), noisy ABC-SMC (in purple), and SMC (in red), plotted against the true
posterior and true initial condition (both in black) at times k = {20, 40, 60, 80, 100}.
The acceptance rates for k = 1, . . . , 100 are shown in (f).
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Figure 5.12: Linear α-Stable model with ARW Sampler: The time k = n = 100 posteri-
ors, enlarged from Figure 5.11e.
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Figure 5.13: Linear α-Stable model with adaptive Independence sampler:The poste-
riors of ABC-SMC (in blue), noisy ABC-SMC (in purple), and SMC (in red) plot-
ted against the true posterior and true initial condition (both in black) at times
k = {20, 40, 60, 80, 100}. The acceptance rates for k = 1, . . . , 100 are shown in (f).
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Figure 5.14: Linear α-Stable model with adaptive Independence Sampler: The time
k = n = 100 posteriors, enlarged from Figure 5.13e.
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Figure 5.15: Linear α-Stable model with adaptive Robust sampler:The posteriors of
ABC-SMC (in blue), noisy ABC-SMC (in purple), and SMC (in red) plotted against the
true posterior and true initial condition (both in black) at times k = {20, 40, 60, 80, 100}.
The acceptance rates for k = 1, . . . , 100 are shown in (f).
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Figure 5.16: Linear α-Stable model with Robust Sampler: The n = 100 posterior of the
MCMC-ABC (in green) is shown in (a). The trace and autocorrelation of the chain are
shown in (b) and (c).
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5.5.2 Lorenz ’63 ODE
We consider the Lorenz ’63 ODE [Lorenz, 1963],
dXt(1)
dt
= σ63(Xt(2)−Xt(1)) (5.12)
dXt(2)
dt
= ρ63Xt(1)−Xt(2)−Xt(1)Xt(3) (5.13)
dXt(3)
dt
= Xt(1)Xt(2)− β63Xt(3), (5.14)
with the parameter choice {σ63, ρ63, β63} = {10, 28, 83}, where X ∈ R3 and Xt(d) denotes
the dth-dimension of X at time t.
5.5.2.1 Multivariate Gaussian Observation Process
We consider an observation driven times series model where the hidden state evolves de-
terministically according to (5.12)-(5.14) from an initial condition which has the following
prior p.d.f.,
pi0(x0) = φ3 (x0;µ0,0,Σ0,0) , (5.15)
where µ0,0 = 03 is a 3×1 vector of zeros and Σ0,0 = I3 the 3-dimensional identity matrix.
The hidden state Xk is the discrete 4th-order Runge-Kutta solution (see Appendix A.5)
to the Lorenz ’63 ODE using a τ = 0.003 time discretization. The observations, Yk ∈ R3,
follow a conditional Gaussian distribution,
Yk = Xk + 0.2Wk,Wk ∼ N (03, I3).
We refer to this model as the Lorenz ’63 Gaussian model.
From the Lorenz ’63 Gaussian model, we generated n = 100 data points (black
dots), shown in Figure 5.17, along with the hidden path (black line). The prior pi0(x0)
is illustrated by shading (in gray) 95% of its volume, the volume centered at µ0,0. A
noisy data set y1:n (purple) was simulated using the Gaussian ABC kernel K(yk|yk) =
φ3(y

k; yk, ) with precision parameter  = 1.
The true posterior is not analytically available for this model, but we use MCMC
and SMC sampling (Algorithms 3 and 8 respectively)to perform ‘exact’ inference. Our
objective is to compare the performance of standard and noisy ABC-SMC sampling (Al-
gorithm 17) against the exact methods, now that we are dealing with a multidimensional
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Figure 5.17: Lorenz ’63 Gaussian: n = 100 generated time steps of dynamics xk, data
yk, and noisy data yk.
and highly non-linear dynamical system. The algorithms were implemented with the
parameter settings listed in Table 5.3.
We targeted the posterior pi100 = piθ(x0|y1:100) using RW sampling (Algorithm 18) and
tuning the proposal variance to achieve α ∈ [0.1, 0.4]. Figure 5.18, along the diagonal,
shows the estimated posteriors for each dimension X0(d), and in the off-diagonals, shows
scatter plots of the particles at the cross-sections of the dimensions. The elliptical shapes
of scatter plots (d) and (e), and the flat line of scatter plot (b), ascertain that the
distributional shape of the 3-dimensional posterior is a flat disc. We do not expressly
have the true posterior, although this is the distributional shape to be expected, as
implied by the ‘tilted discs’ paths of the Lorenz ’63 ODE in Figure 3.4a.
N N¯  R M k I
grid – – – – – 100 –
SMC 1000 bN2 c – – 5 1:100 –
ABC-SMC 1000 bN2 c 1 5 5 1:100 –
noisy ABC-SMC 1000 bN2 c 1 5 5 1:100 –
MCMC – – – – – 100 100,000
Table 5.3: Lorenz ’63 Gaussian: algorithmic settings for the samplers
Approximate Inference for Bayesian Inverse Problems 132
We also estimated the posterior point-wise using an oﬄine 3-dimensional grid G ⊂ R3
of equally spaced nodes. At each node x0 ∈ G, pi0(x0)Lθ(y1:n|x0) was computed and sub-
sequently normalized for piθ(x0|y1:n). The posterior from this grid is shown (in black) in
the diagonal plots of Figure 5.18. The MCMC, whose trace and autocorrelation are shown
in Figure 5.19, and SMC posteriors are seen to indeed be accurate. In Figure 5.18, stan-
dard (blue) and noisy ABC-SMC (purple) are shown to have performed well, achieving
as expected slightly wider posteriors than the MCMC (green) and SMC (red) posteriors,
and standard ABC-SMC exhibiting bias in the MAPs.
Results for the samplers using adaptively determined proposal means and covariances,
are presented in similar format in Figures 5.20, 5.21, and 5.22, corresponding respectively
to ARW (Algorithm 19), adaptive Independence (Algorithm 20), and adaptive Robust
(Algorithm 21) sampling. MC variances may not scale well as estimators of covariance
matrices in higher dimensions. A poorly captured covariance structure may result in
estimated posteriors with greater widths and milder, possibly skewed peaks. With the
ARW sampler (Figure 5.20), we see these attributes only slightly with SMC, but otherwise
the results are similar to the RW sampler. With the adaptive Independence sampler
(Figure 5.21), these attributes are more pronounced, which may be an added effect of
using the adaptive proposal mean. The adaptive Robust sampler (Figure 5.22) is in
some sense a compromise between ARW and adaptive Independence sampling, and we
can see this in the improved MAPs of SMC and ABC-SMC. Throughout these adaptive
samplers, noisy ABC-SMC maintained a fairly robust MAP. Figure 5.22 also included
the posterior estimate of an MCMC using non-adaptive Robust sampling with ρ = 0.997;
Figure 5.23 shows that the chain has a faster de-correlation time than the chain from
RW sampling.
In Figure 5.24,the average acceptance ratios (including the converged acceptance ratio
of MCMC), the ESS, and the number of unique particles over time are shown for all the
samplers. The volatility in the average acceptance ratio transpires from the amount
of randomness in the algorithm. Notice that the acceptance ratio and unique particle
count become very low for SMC with adaptive Independence sampling after k = 70. If
the proposal distribution was not adapting well enough, its shift from the true posterior
would result in proposals being largely rejected. Finally, Figure 5.25 shows, in R3, the
time-n particles of the ABC-SMCs and the last 1000 MCMC-ABC samples, as well as
the prior (in gray), and the true x∗0 indicated at the intersection of the (black) lines.
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Figure 5.18: Lorenz ’63 Gaussian with RW sampling: The n = 100 posteriors of each
dimension component of ABC-SMC (blue), noisy ABC-SMC (purple), SMC (red), and
MCMC (green) plotted against the true x∗0 and the grid-estimated posterior (both in
black) are shown in (a), (c), (f). Cross-dimension scatter plots are shown in (b),(d),(e)
where x∗0 is indicated by the intersections of the black lines.
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Figure 5.19: Lorenz ’63 Gaussian with RW sampling: Trace and ACF of MCMC using
RW sampling
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Figure 5.20: Lorenz ’63 Gaussian with ARW sampling: The n = 100 posteriors of each
dimension component of ABC-SMC (blue), noisy ABC-SMC (purple), and SMC (red)
plotted against the true x∗0 and the grid-estimated posterior (both in black) are shown in
(d), (c), (f). Cross-dimension scatter plots are shown in (b),(d),(e) where x∗0 is indicated
by the intersections of the black lines.
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Figure 5.21: Lorenz ’63 Gaussian with adaptive Independence sampling: The n = 100
posteriors of each dimension component of ABC-SMC (blue), noisy ABC-SMC (purple),
and SMC (red) plotted against the true x∗0 and the grid-estimated posterior (both in
black) are shown in (a), (c), (f). Cross-dimension scatter plots are shown in (b),(d),(e)
where x∗0 is indicated by the intersections of the black lines.
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Figure 5.22: Lorenz ’63 Gaussian with adaptive Robust sampling: The n = 100 posteriors
of each dimension component of ABC-SMC (blue), noisy ABC-SMC (purple), SMC (red),
and MCMC (green) plotted against the true x∗0 and the grid-estimated posterior (both in
black) are shown in (a), (c), (f). Cross-dimension scatter plots are shown in (b),(d),(e)
where x∗0 is indicated by the intersections of the black lines.
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Figure 5.23: Lorenz ’63 Gaussian with Robust sampling: Trace and ACF of MCMC
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Figure 5.24: Lorenz ’63 Gaussian: The average acceptance ratios, ESSs, and the count
of unique particles over time are shown for the RW, ARW, adaptive Independence, and
adaptive Robust samplers.
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Figure 5.25: Lorenz ’63 Gaussian: R3-scatter plots of SMC (red), standard (blue) and
noisy (purple) ABC-SMC particles, and the last 1000 MCMC samples (green) approx-
imating pin having used the RW, ARW, adaptive Independence, and adaptive Robust
samplers.
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5.5.2.2 Univariate α-Stable Observation Process
We now consider an observation driven time series model where the hidden state evolves
according to a Runge-Kutta discretization with τ = 0.003 of the Lorenz ’63 ODE (5.12)-
(5.14), with prior (5.15), but the data through which the 3-dimensional dynamics are
noisily observed are 1-dimensional, Yk ∈ R,
Yk = Xk(1) +Xk(2)
2 +Xk(3)
3 + 0.4Sk,
where Sk ∼ S(1.5, 0.5, 1., 0) is a α-stable distribution. This observation density is in-
tractable. We refer to this model as the Lorenz ’63 α-Stable model. The Lorenz ’63
α-Stable model is different. Its observation density is not identifiable, and so a multi-
modal posterior is expected.
From the Lorenz ’63 α-Stable model, we generated n = 100 data points, and from
that, we simulated noisy data y1:n using the Gaussian ABC kernelK(yk|yk) = φ1(yk; yk, )
with precision parameter  = 0.5. Figure 5.26a shows the data (black dots) and the noisy
data (purple dots) over time. The data sets are shown again in Figure 5.26b in R3-space,
along with the hidden path (black line) and the initial condition prior, which is illustrated
by shading (in gray) 95% of its volume, the volume centered at µ0,0.
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(b) Xk dynamics and Yk, Y k data
Figure 5.26: Lorenz ’63 α-Stable: n = 100 generated time steps of dynamics xk, data yk,
and noisy data yk.
Our objective is to compare the standard and noisy ABC-MAPs to the true initial
condition. The true posterior is not analytically available for this model, and the model’s
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N N¯  R M k I
ABC grid – – 0.5 20 – 100 –
ABC-SMC 1000 bN2 c 0.5 5 5 1:100 –
noisy ABC-SMC 1000 bN2 c 0.5 5 5 1:100 –
MCMC-ABC – – 0.5 20 – 100 100,000
Table 5.4: Lorenz ’63 α-Stable: algorithmic settings for the samplers
intractability prevents the comparison to ‘exact’ estimates of pin, such as those of MCMC
and SMC. We do however run MCMC-ABC (Algorithm 16), against which we can at
least compare ABC-SMC’s algorithmic performance in targeting pin. The algorithms
were implemented with the parameter settings listed in Table 5.4, and aimed at achieving
α¯i, α¯k ∈ [0.1, 0.4].
To give us some intuition of the true posterior’s shape, and to help us interpret
the ABC-SMC results, we numerically approximated the ABC likelihood L θ (y1:100|x0)
point-wise using  = 0.5 and R = 20, for x0 ∈ G, the same 3-dimensional grid as in
Section 5.5.2.1, and normalized to get the ABC posterior pi100.
Let us first consider the RW MCMC-ABC targetting pin. Figure 5.28 shows, for
100,000 iterations (post burn-in), the chain and its autocorrelation. The de-correlation
time is high, around 1000 iterations, for a chain with an average acceptance ratio of
0.1 (see Figure 5.32a). Figure 5.27 shows the posteriors estimated by MCMC-ABC (in
green) and scatter plots of its last 1000 samples. In comparison to the standard ABC-
SMC (in blue), noisy ABC-SMC (in purple) and grid (in black) posteriors, the MCMC-
ABC posterior has a different shape, wider and less informative; its modes are not as
distinguishable, and do not necessarily align with the initial condition x∗0 (vertical black
line) or the ABC-MAP according to the grid. The standard ABC-MAP coincided with
x∗0. Noisy ABC-SMC better mimicked the shape of the grid’s posterior, in the number of
modes and their relative heights, and coinciding MAPs. These results are rather good,
although we would have expected the opposite: that the noisy ABC-MAPs would occur
at x∗0 and the standard ABC-MAPs would occur at the grid’s ABC-MAPs. Also, perhaps
the RW is not the most suitable sampler for this multimodal target, as it is difficult for
the walk to traverse the low density regions between two modes.
Next we targeted pin with standard and noisy ABC-SMCs using ARW sampling.
Figure 5.29 presents the resulting estimated posteriors and particle scatter plots. Tuning
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the proposals by the overall variance resulted in molding the two near-by peaks into a
single mode. Nonetheless, the single mode of the noisy ABC-SMC posterior occurs at
x∗0, and the single ABC-MAP is shifted and closer to the tallest mode of the grid’s ABC
posterior.
Finally, we targeted pin using adaptive Robust sampling. The estimated posteriors
and particle scatter plots are shown in Figure 5.30. The chain and autocorrelation of
100,000 iterations of MCMC-ABC with (non-adaptive) Robust sampling for ρ = 0.998
are shown in Figure 5.31. Although the Robust sampling reduced the correlation of the
samples from RW sampling, the resulting posterior suffers the same degradation - we
were unable to get a MCMC which mixed well, most noticeable in X0(3). As for the
ABC-SMCs, Figure 5.30 shows that the standard ABC-SMC has a more distinguished
multimodality than previously with RW and ARW sampling. Its shape conforms well to
the grid’s ABC posterior. The noisy ABC-SMC correctly falls between x∗0 and xmap0,n,. We
attribute these improvements to the mediation that (adaptive) Robust sampling provides
between (A)RW and (adaptive) Independent proposals. Heaviness in the tails of the noisy
ABC-SMC posteriors is expected, however we have no insight on the local maxima seen
in the tails of (a) and (c) of Figure 5.30.
For completeness, Figure 5.32 presents the average acceptance ratios (including the
converged acceptance ratio of MCMC-ABC), the ESS, and the number of unique particles
over time for all the samplers. Figure 5.33 shows the time-n particles of the ABC-SMCs
and the last 1000 MCMC-ABC samples in R3, as well as the prior (in gray), and the true
x∗0 indicated at the intersection of the (black) lines.
Approximate Inference for Bayesian Inverse Problems 142
0
0.5
1
1.5
2
2.5
3
3.5
-1 -0.5 0 0.5 1
grid ABC
converged MCMC-ABC
ABC-SMC
noisy ABC-SMC
true x0
(a) Posterior X0(1)
-0.5
0
0.5
1
1.5
2
-0.4 -0.2 0 0.2 0.4 0.6 0.8 1
x
2
x1
ABC-SMC
noisy ABC-SMC
converged MCMC-ABC
true x0
(b) Cross-section X0(1),X0(2)
0
0.5
1
1.5
2
2.5
3
3.5
-0.5 0 0.5 1 1.5 2
grid ABC
converged MCMC-ABC
ABC-SMC
noisy ABC-SMC
true x0
(c) Posterior X0(2)
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
-0.4 -0.2 0 0.2 0.4 0.6 0.8 1
x
3
x1
ABC-SMC
noisy ABC-SMC
converged MCMC-ABC
true x0
(d) Cross-section X0(1),X0(3)
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
-0.5 0 0.5 1 1.5 2
x
3
x2
ABC-SMC
noisy ABC-SMC
converged MCMC-ABC
true x0
(e) Cross-section X0(2),X0(3)
0
1
2
3
4
5
6
7
-1.5 -1 -0.5 0 0.5 1
grid ABC
converged MCMC-ABC
ABC-SMC
noisy ABC-SMC
true x0
(f) Posterior X0(3)
Figure 5.27: Lorenz ’63 α-Stable with RW sampling: The n = 100 posteriors of each
dimension component of ABC-SMC (blue), noisy ABC-SMC (purple), and MCMC-ABC
(green) plotted against the true x∗0 and the grid-estimated ABC posterior (both in black)
are shown in (a), (c), (f). Cross-dimension scatter plots are shown in (b),(d),(e) where
x∗0 is indicated by the intersections of the black lines.
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Figure 5.28: Lorenz ’63 α-Stable with RW sampling: Trace and ACF of MCMC
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Figure 5.29: Lorenz ’63 α-Stable with ARW sampling: The n = 100 posteriors of each
dimension component of ABC-SMC (blue) and noisy ABC-SMC (purple) plotted against
the true x∗0 and the grid-estimated ABC posterior (both in black) are shown in (a), (c),
(f). Cross-dimension scatter plots are shown in (b),(d),(e) where x∗0 is indicated by the
intersections of the black lines.
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Figure 5.30: Lorenz ’63 α-Stable with adaptive Robust sampling: The n = 100 poste-
riors of each dimension component of ABC-SMC (blue), noisy ABC-SMC (purple), and
MCMC-ABC (green) plotted against the true x∗0 and the grid-estimated ABC posterior
(both in black) are shown in (a), (c), (f). Cross-dimension scatter plots are shown in
(b),(d),(e) where x∗0 is indicated by the intersections of the black lines.
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Figure 5.31: Lorenz ’63 α-Stable with Robust sampling: Trace and ACF of MCMC
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Figure 5.32: Lorenz ’63 α-Stable: The average acceptance ratios, ESSs, and the count of
unique particles over time are shown for the RW, ARW, and adaptive Robust samplers.
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Figure 5.33: Lorenz ’63 α-Stable: R3-scatter plots of ABC-SMC (blue) and noisy ABC-
SMC (purple) particles, and the last 1000 MCMC-ABC samples (green) approximating
pin having used the RW, ARW, and adaptive Robust samplers.
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5.6 Towards high dimensional problems
In terms of high dimensional inverse problems, ‘exact’ MCMC methods are proposed
(e.g. [Law, 2012,Cotter et al., 2012,Stuart, 2010]), however the computational cost may
be prohibitive in practice. SMC is computationally more efficient, but SMC is perceived
to have stability issues in high dimensions. One way that SMC has overcome this issue
in high dimensional sampling, is to employ the same proposal schemes that improved
the MCMC performance in high dimensions. Local moves are thought to be better than
global in high dimensional space, because they yield higher acceptance rates. However the
mixing property of RW sampling can drop, in some cases quickly, as the dimensionality
increases. SMC with Robust sampling improves the sampling efficiency for better mixing
while sustaining high acceptance rates.
Another way to overcome SMC’s performance issues in high dimensions, is to incor-
porate more sophisticated designs within its methodology, designs that MCMC does not
have the flexibility to incorporate. As we’ve seen, designing adaptive proposals is one
approach. Designing tempering sequences is another. The main problem of SMC in high
dimensions is instability due to weight degeneracy. The discrepancy between pik−1 and
pik can become greater in higher dimensions, meaning that the variance of the importance
weights is higher and the SMC less stable. Tempering steps can be introduced to stabilize
the weights, by constructing artificial intermediary targets between pik−1 and pik. [Beskos
et al., 2011a, Beskos et al., 2011b] showed that weight stability can be achieved at a
reasonable computational cost. ABC-SMC sampling could be further supplemented by
tempering steps, as [Kantas et al., 2013] did for SMC sampling, but we do not explore
this option here.
5.7 Chapter Summary
In this chapter, we considered Bayesian inference for inverse problems of dynamic systems
with intractable observation densities. We showed that this problem can be modeled
effectively by an observation driven time series model. In summary,
• We developed ABC-SMC sampling, an algorithm which applies SMC samplers to
ABC approximations of the posterior, in order to perform sequential inference on
the initial condition.
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• ABC-SMC sampling is a generic approach suitable for a wide of problems with in-
tractable likelihoods. We discussed its potential for high dimensional problems, and
its suitability for chaotic problems, and the flexibility of its design to incorporate
adaptive steps and various sampling schemes.
• In several numerical examples, we demonstrated the performance capability of
ABC-SMC sampling; namely the consistency of noisy ABC-MAP estimates, ac-
curacy for multimodal targets, sustained sample diversity for pik as k increases,
and most importantly, feasibility in intractable problems.
This above work motivates the following future projects:
• Investigation into higher dimensional models, for example, the 40-dimensional
Lorenz ’96 ODE.
• Further automatic implementation: use summaries such as the average acceptance
ratio, the ESS, or the ratio of the posterior to the prior variance, to adaptively
determine M and ρk.
• Add noise to the state. Stochastic forcing is the artificial inclusion of random noise
in the state evolution, to represent uncertainty in the parameter values modeling
the dynamic system.
Chapter 6
Conclusions and Future Work
The aim of the thesis was to provide further ABC methodologies for relevant problems
of time series models. We conclude with summaries and directions of future research, for
each project, which we believe are worthwhile to pursue.
6.1 MLE parameter estimation for intractable HMMs
In Chapter 3, we presented ABC-SPSA, a technique to perform online ML estimation.
ABC-SPSA is of use when the conditional density gθ(yk|xk) is intractable, or when
gθ(yk|xk) is tractable but the dimensionality of the state is high and the parameter
and observations moderate.
Future work could address the limitations of ABC-SPSA when small  is used. Ei-
ther a more advanced SMC approach, such as [Del Moral et al., 2006], could be used
within ABC-SPSA, or the SMC within could be replaced altogether by an approxima-
tion, such as the expectation-propagation algorithm of [Barthelmé and Chopin, 2011]. A
natural extension of this and future work is the investigation of noisy ABC-SPSA, which
would include the consistency of the gradient and the log-likelihood of the noisy-ABC
approximation, and the efficiency of noisy ABC-SPSA estimates.
6.2 Inference for intractable observation driven time series
models
In Chapter 4, we developed an ABC approximation of observation driven time series mod-
els, and proved, on the basis of [Douc et al., 2012], the bias (respectively, consistency)
of its (noisy) ML and MAP estimators. We showed that the R-hit kernel of [Lee, 2012]
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could be used to produce a new unbiased estimator of the incremental log-likelihood.
We presented a R-hit MCMC-ABC algorithm which demonstrated robustness, stabil-
ity, and accuracy in difficult regions of the parameter space. R-hit MCMC allows for
approximations using very small , i.e. approximations very close to the true posterior.
Future work could include incorporating the R-hit kernel within SMC methods and
SMC samplers in order to robustly perform, with small , more precise inference sequen-
tially.
6.3 Bayesian inference for intractable inverse problems
In Chapter 5, we showed that inverse problems of dynamic systems can effectively be mod-
eled by observation driven time series models. Applying the SMC samplers of [Chopin,
2002,Del Moral et al., 2006] and the ABC approximations of Chapter 4, we developed
ABC-SMC samplers, a generic approach suitable for a wide of problems with intractable
likelihoods. We used ABC-SMC sampling to perform inference on piθ(x0|y1:k), the ini-
tial condition posterior of a dynamic system, sequentially as k increased, in numerically
simulated examples.
For investigation into higher dimensional models, we specifically recommend the 40-
dimensional Lorenz ’96 ODE since its dynamics are chaotic as well. Possible methods for
making the implementation of ABC-SMC samplers more automated are to use summaries
such as the average acceptance ratio, the ESS, or the ratio of the posterior to the prior
variance, to adaptively determine the number of MCMC moves Mk, and if using Robust
sampling, the regularisation parameter ρk.
Appendix A
Appendix of Chapter 3
A.1 Additional Notation for Appendix
We introduce some additional notation at this point, because it is used only in the proofs
of this chapter and not elsewhere in the thesis. Bb(X) is the class of bounded and real-
valued functions on X. Recall that P(X) is the class of probability measures on X, and
M(X) is the collection of finite and signed measures on X. The initial distribution is
µθ ∈ P(X), and its derivative w.r.t. θ is written µ˜θ ∈M(X).
For a function ϕ ∈ Bb(X), we define
‖ϕ‖∞:= sup
x∈X
|ϕ(x)|.
Let us define an operator Q : X → X′, a stochastic transition kernel Q(x, x′) where
x ∈ X, x′ ∈ X′. For a function ϕ ∈ Bb(X), we define
Q(ϕ)(x) :=
∫
X′
ϕ(x′)Q(x, x′)dx′,
and for a probability distribution µθ ∈ P(X), we define
µθQ(ϕ) :=
∫
X
µθ(x)Q(ϕ)(x)dx. (A.1)
Now, we can introduce the non-negative operators for the HMM in (3.1)-(3.3),
Rn,θ(x, dx
′) := gθ(yn|x′)fθ(x′|x)dx′
R1,n,θ(ϕ, x0) :=
∫
Xn
n∏
k=1
Rk,θ(xk−1, dxk)ϕ(x),
Appendix of Chapter 3 152
and the corresponding operators for the ABC approximation,
Rn,θ,(x, dx
′) := gθ(yn|x′)fθ(x′|x)dx′
R1,n,θ,(ϕ, x0) :=
∫
Xn
n∏
k=1
Rk,θ,(xk−1, dxk)ϕ(x),
where
gθ(yn|x) :=
∫
B(yn)
gθ(u|x)du∫
B(yn)
du′
and B(yn) := {u ∈ Y : |yn − u|≤ }.
Next we can write the filter at time n ≥ 0 with initial distribution µθ ∈ P(X) to
be Fnθ (µθ), and the ABC approximation F
n
θ,(µθ). For a function ϕ ∈ Bb(X) and using
(A.1), we can write
Fnθ (µθ)(ϕ) =
µθR1,n,θ(ϕ)
µθR1,n,θ(1)
and
Fnθ,(µθ)(ϕ) =
µθR1,n,θ,(ϕ)
µθR1,n,θ,(1)
.
At time 0, F 0θ (µθ) = F
0
θ,(µθ) = µθ. For the derivatives of the filter w.r.t. θ, we write
F˜nθ (µθ, µ˜θ)(ϕ) and F˜
n
θ,(µθ, µ˜θ)(ϕ) where the second argument is the gradient of the initial
measure. This notation is consistent with [Tadić and Doucet, 2005]. The strategies of
the upcoming proofs follow the ideas in [Andrieu et al., 2005].
Finally, an important notational convention that, throughout we use C to denote
a constant whose value may change from line-to-line in the calculations, but will be
independent of parameters such as  and n.
A.2 Bias of the Log-Likelihood
Proof of Proposition 3.2.1. We begin with the equality
|log(pθ(y1:n))− log(pθ,(y1:n))| = |
n∑
k=1
(
log(pθ(yk|y1:k−1))− log(pθ,(yk|y1:k−1))
)
|
≤
n∑
k=1
|log(pθ(yk|y1:k−1))− log(pθ,(yk|y1:k−1))|. (A.2)
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The proof is structured as follows: we use the inequality |log(x)− log(y)|≤ |x−y|/(x∧y),
∀x, y > 0 to have
|log(pθ(yk|y1:k−1))− log(pθ(yk|y1:k−1))| ≤
|pθ(yk|y1:k−1)− pθ(yk|y1:k−1)|
pθ(yk|y1:k−1) ∧ pθ(yk|y1:k−1)
(A.3)
where we can then show for each term k ≥ 2 that the denominator is ≥ C and the
numerator is ≤ C. The k = 1 term follows similarly, thus proving the sum is ≤ Cn.
We have
pθ(yk|y1:k−1) =
∫
X2
gθ(yk|xk)fθ(xk|xk−1)F k−1θ (µθ)(dxk−1)dxk
pθ(yk|y1:k−1) =
∫
X2
gθ(yk|xk)fθ(xk|xk−1)F k−1θ, (µθ)(dxk−1)dxk,
so we expand the denominator of (A.3) to∫
X2
gθ(yk|xk)fθ(xk|xk−1)F k−1θ (µθ)(dxk−1)dxk
∧
∫
X2
gθ(yk|xk)fθ(xk|xk−1)F k−1θ, (µθ)(dxk−1)dxk. (A.4)
From (A3) we have gθ, fθ ≥ C > 0, and so by its definition F k−1θ (µθ)(dxk−1) ≥ C as
well. Therefore (A.4) is ≥ C.
We expand the numerator of (A.3) to∣∣∣ ∫
X2
gθ(yk|xk)fθ(xk|xk−1)F k−1θ (µθ)(dxk−1)dxk
−
∫
X2
gθ(yk|xk)fθ(xk|xk−1)F k−1θ, (µθ)(dxk−1)dxk
∣∣∣,
add the canceling terms∫
X2
gθ(yk|xk)fθ(xk|xk−1)F k−1θ (µθ)(dxk−1)dxk
−
∫
X2
gθ(yk|xk)fθ(xk|xk−1)F k−1θ (µθ)(dxk−1)dxk,
and rearrange the terms to have
|
∫
X2
[gθ(yk|xk)− gθ(yk|xk)]fθ(xk|xk−1)F k−1θ (µθ)(dxk−1)dxk| (A.5)
+|
∫
X2
gθ(yk|xk)fθ(xk|xk−1)[F k−1θ (µθ)(dxk−1)− F k−1θ, (µθ)(dxk−1])dxk|. (A.6)
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The first expression, (A.5), can be dealt with by using (A1), which implies
sup
x∈X
|gθ(yk|x)− gθ(yk|x)|≤ C. (A.7)
The second expression, (A.6), is given a bound by [Jasra et al., 2012, Theorem 2]:
sup
k≥1
‖F k−1θ (µθ)− F k−1θ, (µθ)‖≤ C, (A.8)
to yield that
|pθ,(yk|y1:k−1)− pθ(yk|y1:k−1)|≤ C. (A.9)
A.3 Bias of the Gradient of the Log-Likelihood
Proof of Theorem 3.2.1. We have that∣∣∣∣∇( log pθ(y1:n)− log pθ(y1:n))∣∣∣∣ =
∣∣∣∣∣∇
{ n∑
k=1
(
log[pθ(yk|y1:k−1)]− log[pθ(yk|y1:k−1)]
)}∣∣∣∣∣
≤
n∑
k=1
∣∣∣∣∇ log[pθ(yk|y1:k−1)]−∇ log[pθ(yk|y1:k−1)]∣∣∣∣
=
n∑
k=1
∣∣∣∣∇pθ(yk|y1:k−1)pθ(yk|y1:k−1) − ∇p

θ(yk|y1:k−1)
pθ(yk|y1:k−1)
∣∣∣∣,
add the canceling terms
∇pθ(yk|y1:k−1)
pθ(yk|y1:k−1) −
∇pθ(yk|y1:k−1)
pθ(yk|y1:k−1) ,
and rearrange to get an expression
≤
n∑
k=1
∣∣∣∣ [∇pθ(yk|y1:k−1)−∇pθ(yk|y1:k−1)]pθ(yk|y1:k−1)
∣∣∣∣
+
∣∣∣∣ ∇pθ(yk|y1:k−1)pθ(yk|y1:k−1)pθ(yk|y1:k−1) [pθ(yk|y1:k−1)− pθ(yk|y1:k−1)]
∣∣∣∣. (A.10)
The proof is structured as follows: we will show that each of the two terms of (A.10) is
≤ C(2 + ‖µ˜θ‖), for k ≥ 2. The k = 1 term follows similarly, thus proving that the sum
is ≤ nC(2 + ‖µ˜θ‖).
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First starting with summand of (A.10)∣∣∣∣∇pθ(yk|y1:k−1)−∇pθ,(yk|y1:k−1)pθ(yk|y1:k−1)
∣∣∣∣ .
Recall from (A.4) that the denominators can be shown to be ≥ C, so we only need to
show the upper-bound of the numerator which we expand as follows,∫
X2
{∇gθ(yk|xk)}fθ(xk|xk−1)F k−1θ (µθ)(dxk−1)dxk
−
∫
X2
{∇gθ(yk|xk)}fθ(xk|xk−1)F k−1θ, (µθ)(dxk−1)dxk
(A.11)
+
∫
X2
gθ(yk|xk){∇fθ(xk|xk−1)}F k−1θ (µθ)(dxk−1)dxk
−
∫
X2
gθ(yk|xk){∇fθ(xk|xk−1)}F k−1θ, (µθ)(dxk−1)dxk
(A.12)
+
∫
X2
gθ(yk|xk)fθ(xk|xk−1)F˜ k−1θ (µθ, µ˜θ)(dxk−1)dxk
−
∫
X2
gθ(yk|xk)fθ(xk|xk−1)F˜ k−1θ, (µθ, µ˜θ)(dxk−1)dxk. (A.13)
We start with (A.11): we add the canceling terms∫
X2
{∇gθ(yk|xk)}fθ(xk|xk−1)F k−1θ (µθ)(dxk−1)dxk
−
∫
X2
{∇gθ(yk|xk)}fθ(xk|xk−1)F k−1θ (µθ)(dxk−1)dxk,
and rearrange to get an expression
≤
∣∣∣∣ ∫
X2
[∇{gθ(yk|xk)} − ∇{gθ,(yk|xk)}]fθ(xk|xk−1)F k−1θ (µθ)(dxk−1)dxk
∣∣∣∣ (A.14)
+
∣∣∣∣ ∫
X2
∇{gθ,(yk|xk)}fθ(xk|xk−1)[F k−1θ (µθ)(dxk−1)− F k−1θ, (µθ)(dxk−1)]dxk
∣∣∣∣. (A.15)
From (A3), we have fθ, gθ and subsequently F k−1θ, all ≤ C. Using (A4), we can establish
that for each k ≥ 1
sup
x∈X
|∇{gθ(yk|xk)} − ∇{gθ,(yk|xk)}|≤ C
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where C does not depend upon k, . Hence (A.14) ≤ C. Then we note that by (A5)
and [Jasra et al., 2012, Theorem 2] i.e. (A.8), (A.15) ≤ C. Thus we have shown that
(A.11) ≤ C.
Now, moving onto (A.12), we add the canceling terms∫
X2
gθ(yk|xk)∇fθ(xk|xk−1)F k−1θ, (µθ)(dxk−1)
−
∫
X2
gθ(yk|xk)∇fθ(xk|xk−1)F k−1θ, (µθ)(dxk−1),
and rearrange to have an expression
≤
∣∣∣∣ ∫
X2
[gθ(yk|xk)− gθ(yk|xk)]∇{fθ(xk|xk−1)}F k−1θ (µθ)(dxk−1)dxk
∣∣∣∣ (A.16)
−
∣∣∣∣ ∫
X2
gθ(yk|xk)∇{fθ(xk|xk−1)}[F k−1θ (µθ)(dxk−1)− F k−1θ, (µθ)(dxk−1)]dxk
∣∣∣∣. (A.17)
By having ∇fθ ≤ C from (A5), F k−1θ, ≤ C from (A3), and (A.7), (A.16) is therefore
less than C. Then by (A3) and [Jasra et al., 2012, Theorem 2] i.e. (A.8), we have that
(A.17) ≤ C. Therefore C is the upper-bound of the expression in (A.12).
We now move onto (A.13), add the canceling terms∫
X
gθ(yk|xk)fθ(xk|xk−1)F˜ k−1θ (µθ, µ˜θ)(dxk−1)−
∫
X
gθ(yk|xk)fθ(xk|xk−1)F˜ k−1θ (µθ, µ˜θ)(dxk−1),
and rearrange to have an expression which is upper-bounded by∣∣∣∣ ∫
X2
gθ(yk|xk)− gθ(yk|xk)fθ(xk|xk−1)F˜ k−1θ (µθ, µ˜θ)(dxk−1)dxk
∣∣∣∣ (A.18)
+
∣∣∣∣ ∫
X2
gθ(yk|xk)fθ(xk|xk−1)[F˜ k−1θ (µθ, µ˜θ)(dxk−1)− F˜ k−1θ, (µθ, µ˜θ)(dxk−1)]dxk
∣∣∣∣. (A.19)
For (A.18), we can write:(
sup
x∈X
|gθ(yk|x)− gθ,(yk|x)|
)
·∣∣∣ ∫
X
(∫
X
[gθ(yk|xk)− gθ,(yk|xk)]
(supx∈X|gθ(yk|x)− gθ,(yk|x)|)
fθ(xk|xk−1)dxk
)
F˜ k−1θ (µθ, µ˜θ)(dxk−1)
∣∣∣.
where (∫
X
[gθ(yk|xk)− gθ(yk|xk)]
(supx∈X|gθ(yk|x)− gθ(yk|x)|)
fθ(xk|xk−1)dxk
)
≤ 1.
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With (A.7) and Lemma A.4.1, we have that (A.18) ≤ C(1 + ‖µ˜θ‖). With (A3) and
Theorem A.4.1, we have that (A.19) ≤ C(2 + ‖µ˜θ‖). This establishes that (A.13)≤
C(2 + ‖µ˜θ‖), and hence establishes an upper-bound for the first term of (A.10).
Now, recall the second term of (A.10),∣∣∣∣ ∇pθ(yk|y1:k−1)pθ(yk|y1:k−1)pθ(yk|y1:k−1) [pθ(yk|y1:k−1)− pθ(yk|y1:k−1)]
∣∣∣∣ .
By (A.9), we only need to consider upper-bounding |∇pθ,(yk|y1:k−1)|. This can be
decomposed into the sum of three expressions:∣∣∣∣∫
X2
∇{gθ,(yk|xk)}fθ(xk|xk−1)F k−1θ, (µθ)(dxk−1)dxk
∣∣∣∣ (A.20)
+
∣∣∣∣∫
X2
gθ,(yk|xk)∇{fθ(xk|xk−1)}F k−1θ, (µθ)(dxk−1)dxk
∣∣∣∣ (A.21)
+
∣∣∣∣∫
X2
gθ,(yk|xk)fθ(xk|xk−1)F˜ k−1θ, (µθ, µ˜θ)(dxk−1)dxk
∣∣∣∣ . (A.22)
With (A3), (A5), and the fact that X is compact, (A.20) and (A.21) are upper-bounded
by some C. Then, we apply (A3) and Lemma A.4.1 to show that (A.22) ≤ C(1 + ‖µ˜θ‖).
Hence, we have shown that the second term of (A.10) ≤ C(1 + ‖µ˜θ‖).
For any given k, we’ve shown the two terms of (A.10) are upper-bounded by C(2 +
‖µ˜θ‖); hence the upper-bound of the sum of k = 1, . . . , n is nC(2 + ‖µ˜θ‖).
A.4 Bias of the Gradient of the Filter
Theorem A.4.1. Assume (A1-5). Then there exist a C < +∞ such that for any n ≥ 1,
µθ ∈ P(X), µ˜θ ∈M(X),  > 0, θ ∈ Θ:
‖F˜nθ (µθ, µ˜θ)− F˜nθ,(µθ, µ˜θ)‖≤ C(2 + ‖µ˜θ‖).
Proof. See [Ehrlich et al., 2013, Theorem D.1].
Lemma A.4.1. Assume (A1-5). Then there exist a C < +∞ such that for any n ≥ 1,
µθ ∈ P(X), µ˜θ ∈M(X),  > 0, θ ∈ Θ:
‖F˜nθ (µθ, µ˜θ)‖∨‖F˜nθ,(µθ, µ˜θ)‖≤ C(1 + ‖µ˜θ‖).
Proof. See [Ehrlich et al., 2013, Lemma D.3].
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A.5 Runge-Kutta Approximation of an ODE
Let dxdt = f(x) be some Ordinary Differential Equation (ODE). We approximate a dis-
crete time step τ forward from a current position xk with the 4th-order Runge-Kutta
approximation [Press et al., 1992],
xk+τ = xk +
τ
6
(z1 + 2z2 + 2z3 + z4) ,
where
z1 = f(xk)
z2 = f(xk +
τ
2
z1)
z3 = f(xk +
τ
2
z2)
z4 = f(xk + τz3).
For a given τ , we denote this approximation fk(xk) = xk+τ .
Appendix B
Appendix of Chapter 4
In this section, we will extend the process to have doubly infinite time indices(i.e. on Z)
and use notations such as y−∞:k, k > −∞ to denote sequences from the infinite past. We
denote max(C, 0) = (C)+ for some C ∈ R.
B.1 Bias in limit of ABC -MAP and -ML estimators
Proof of Proposition 4.2.1. The proof of limn→∞ d(θmlen,x,,Θ∗ ) = 0 follows from [Douc
et al., 2012, Theorem 21] if we can show that our perturbed ABC model meets their
sufficient conditions (B1-3):
(B1) {Yk}k∈Z is a strict-sense stationary and ergodic stochastic process. Denote the
distribution of {Yn}n∈Z on YZ by P∗ and denote the associated expectation E∗.
(B2) For all (x, y) ∈ X× Y, the functions θ 7→ Φθ(x, y) and x 7→ h(x, y) are continuous.
(B3) There exists a family of P∗-a.s. finite random variables {Φθ(Y−∞:k) : (θ, k) ∈ Θ× Z}
such that for each x ∈ X,
(i) limk→∞ supθ∈Θ d(Φθ(Y−k:0)(x),Φθ(Y−∞:0)) = 0
(ii) limk→∞ supθ∈Θ |lnh(Φθ(Y1:k−1)(x), Yk)− lnh(Φθ(Y−∞:k−1), Yk)| = 0
(iii) E∗ [supθ∈Θ(lnh(Φθ(Y−∞:k−1), Yk))+] <∞
The ides of our proofs are essentially just to verify these assumptions for our perturbed
ABC model, which uses the system (4.1)-(4.2), except that the observations (either the
actual ones, or perturbed ones for noisy ABC) are fitted with the density defined in (4.4).
Appendix of Chapter 4 160
Clearly (A7) establishes (B1) and (A8) establishes the first part of (B2). Now we must
demonstrate the second part of (B2), (B3i), (B3ii), and (B3iii).
The part of (B2) that remains to be demonstrated is that, for any y ∈ Y, x 7→ h(x, y)
is continuous. By definition,
∣∣h(x, y)− h(x′, y)∣∣ = 1
Vol(B(0))
∣∣∣∣∣
∫
B(y)
[h(x, y)− h(x′, y)]dy
∣∣∣∣∣ .
Let ε > 0, then, by (A8) there exists a δ > 0 such that for d(x, x′) < δ
sup
y∈Y
|h(x, y)− h(x′, y)|< ε
and hence for (x, x′) ∈ X2 as above
|h(x, y)− h(x′, y)|< ε,
which establishes (B2) of [Douc et al., 2012].
Now, (B3i) is implied by (A9) via [Douc et al., 2012, Lemma 22], which states that,
for v ∈ N0 and any fixed k ≥ 0, the limit limv→∞Φθ(Y−v:k)(x) exists and is independent
of x. Call the limit Φθ,∞(Y−∞:k).
For (B3ii) of [Douc et al., 2012], we know from (A8) that the log function has Lipshitz
continuity, so for some 0 ≤ C <∞ that does not depend upon Y−v:k−1, Yk, x, x′, ,∣∣log(h(Φθ(Y1:k−1)(x), Yk))− log(h(Φθ(Y−v:k−1)(x′), Yk))∣∣
≤ C ∣∣h(Φθ(Y1:k−1)(x), Yk)− h(Φθ(Y−v:k−1)(x′), Yk)∣∣
which by definition of h(·, ·) is
≤ C
Vol(B(0))
∣∣∣∣∣
∫
B(Yk)
[h(Φθ(Y1:k−1)(x), y)− h(Φθ(Y−v:k−1)(x′), y)]dy
∣∣∣∣∣
≤ CVol(B(0))
Vol(B(0))
sup
y∈Y
∣∣h(Φθ(Y1:k−1)(x), y)− h(Φθ(Y−v:k−1)(x′), y)]∣∣
≤ C sup
y∈Y
∣∣h(Φθ(Y1:k−1)(x), y)− h(Φθ(Y−v:k−1)(x′), y)]∣∣
which by (A8) is
≤ C ∣∣Φθ(Y1:k−1)(x)− Φθ(Y−v:k−1)(x′)∣∣
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and by (A9), is
≤ C ∣∣x− Φθ(Y−v:0)(x′)∣∣ k−1∏
j=1
%(Yj)
≤ C ∣∣x− Φθ(Y−v:0)(x′)∣∣ %¯k−1.
Taking the supremum over θ, and as X is compact, and then the limit as v → ∞, we
have
sup
θ∈Θ
∣∣log(h(Φθ(Y1:k−1)(x), Yk))− log(h(Φθ(Y−∞:k−1)(x′), Yk))∣∣ ≤ C%¯k−1,
the limit of which as k →∞ is 0, by (B3i). Hence, we have established that (B3ii) holds:
limk→∞ supθ∈Θ |log(h(Φθ(Y1:k−1)(x), Yk))− log(h(Φθ(Y−∞:k−1)(x), Yk))| = 0.
Finally, (B3iii) follows trivially from h(x, y) ≤ h <∞ of (A8). Hence we have proved
that
lim
n→∞ d(θ
mle
n,x,,Θ
∗
 ) = 0.
B.2 No Bias in limit of Noisy ABC -MAP and -ML estima-
tors
Proof of Proposition 4.2.2. This result follows from [Douc et al., 2012, Proposition 23]
which requires (A7), (B1-3) which we established in the proof of Proposition 4.2.1, and
the following conditions:
(a) x 7→ h(x, ·) is one-to-one, i.e., if h(x, ·) = h(x′, ·), then ⇔ x = x′
(b) Φθ∗(Y−∞:0)(x) = Φθ(Y−∞:0)(x) implies that θ∗ = θ.
Now, (b) is covered by (A10). For (a), we have for any A ∈ Y
h(x,A) =
1
Vol(B(0))
∫
y∈A
[∫
u∈B(y)
h(x, u)du
]
dy.
By (A10),
∫
u∈B(y) h(x, u)du =
∫
u∈B(y) h(x
′, u)du ⇔ x = x′, so
h(x,A) =
1
µ(B(0))
∫
A
[∫
B(y)
h(x′, u)du
]
dy ⇔ x = x′
which completes the proof.
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B.3 Relative Variance of ‘R-hit’ MCMC-ABC
Proof of Proposition 4.3.1. We have
VarM1:n
[ ∏n
k=1
R−1
Mk−1∏n
k=1 αk(y1:k, γ, )
]
= EM1:n
[( ∏n
k=1
1
Mk−1∏n
k=1
αk(y1:k,γ,)
R−1
− 1
)2]
=
1
(
∏n
k=1
αk(y1:k,γ,)
R−1 )
2
( n∏
k=1
EM1:n
[ 1
(Mk − 1)2
]
−
( n∏
k=1
αk(y1:k, γ, )
R− 1
)2)
.
Now, by [Neuts and Zacks, 1967,Zacks, 1980] (N ≥ 3) for any k ≥ 1
EM1:n
[ 1
(Mk − 1)(Mk − 2)
]
=
αk(y1:k, γ, )
2
(R− 1)(R− 2)
and with 1
(Mk−1)2 ≤
1
(Mk−1)(Mk−2) ,
EM1:n
[ 1
(Mk − 1)2
]
≤ αk(y1:k, γ, )
2
(R− 1)(R− 2) .
Hence
VarM1:n
[ ∏n
k=1
R−1
Mk−1∏n
k=1 αk(y1:k, γ, )
]
≤ (R− 1)2n
( 1
(R− 1)n(R− 2)n −
1
(R− 1)2n
)
. (B.1)
Now the R.H.S.of (B.1) is equal to
nRn−1 +
∑n
i=2
(
n
i
)
Rn−i[(−1)i − (−2)i]
Rn − 2nRn−1 +∑ni=2 (ni)Rn−i(−2)i . (B.2)
Now, we will show
n∑
i=2
(
n
i
)
Rn−i[(−1)i − (−2)i] ≤ 0. (B.3)
The proof is given when n is odd. The case n even follows by the proof as n− 1 is odd
and the additional term is negative. Now we have for k ∈ {1, 2, 3, . . . , (n − 1)/2} that
the sum of consecutive even and odd terms is equal to
even︷ ︸︸ ︷(
n
2k
)
Rn−2k[1− 22k] +
odd︷ ︸︸ ︷(
n
2k + 1
)
Rn−2k−1[−1i + 22k+1]
=
Rn−2kn!
(n− 2k − 1)! (2k)!
[−R(22k − 1)(2k + 1) + (22k+1 − 1)(n− 2k)
(n− 2k)(2k + 1)R
]
(B.4)
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which is negative as
R ≥ (2
2k+1 − 1)(n− 2k)
(22k − 1)(2k + 1) ,
and therefore so is the sum of all the term. Thus we have established (B.3). We will now
show that
n∑
i=2
(
n
i
)
Rn−i(−2)i ≥ 0. (B.5)
Following the same approach as above (i.e. continuing for the case n is odd) the sum of
consecutive even and odd terms is equal to
even︷ ︸︸ ︷(
n
2k
)
Rn−2k22k +
odd︷ ︸︸ ︷(
n
2k + 1
)
Rn−2k−1(−2)2k+1
=
Rn−2k22kn!
(n− 2k − 1)! (2k)!
[
R(2k + 1)− 2(n− 2k)
(n− 2k)(2k + 1)R
]
.
This is non-negative since
R ≥ 2n
1− β ≥
n− 2k
2k + 1
;
thus establishing (B.5). Now returning to (B.1) and noting (B.2), (B.3) and (B.5), we
have
VarM1:n
[ ∏n
k=1
R−1
Mk−1∏n
k=1 αk(y1:k, γ, )
]
≤ nR
n−1
Rn − 2nR =
n
R− 2n ≤
Cn
R
where C = 1β and R ≥ 2n/(1− β) and we conclude.
B.4 Expected Computational Cost of ‘R-hit’ MCMC-ABC
Proof of Proposition 4.3.2. We have
EζKi⊗Q˜
[
n∑
k=1
M ik
]
=
∫
(Θ×X)2
∑
mik∈NnR
( n∑
k=1
mik
)
{ n∏
k=1
(
mik − 1
R− 1
)
αk(y1:k, γ
′, )R(1− αk(y1:k, γ′, ))mik−R
}
q(γ, γ′)ζKi(dγ)dγ′
=
∫
(Θ×X)2
( n∑
k=1
R
αk(y1:k, γ, )
)
q(γ, γ′)ζKi(dγ)dγ′
≤ nR
C
,
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where we have used the expectation of a negative-binomial random variable and applied
infk αk(y1:k, γ, ) ≥ C in the inequality.
Appendix C
Appendix of Chapter 5
C.1 Frobenius norm positive approximant
To make Σ̂0,k−1 a positive definite matrix, let λ ∈ Rdx be a vector of the eigenvalues of
Σ̂0,k−1 and V ∈ Rdx×dx be a matrix of corresponding eigenvectors. ConstructD ∈ Rdx×dx
to be a diagonal matrix where, with δk ∈ R+ and a threshold εk{R+ ∪ 0},
Dii =
{
λi, λi > εk
δk > 0, λi ≤ εk , i = 1, . . . , dx.
Then V DV T is positive definite, and the smaller ε, δ, the nearer the matrix remains to
the original Σ̂0,k−1. For ε, V DV T is the Frobenius norm positive approximant [Higham,
1988], the nearest positive definite matrix of Σˆ0,k.
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