Abstract. We construct a minimal free resolution of the semigroup ring k[C] in terms of minimal resolutions of k[A] and k[B] when C is a numerical semigroup obtained by gluing two numerical semigroups A and B . Using our explicit construction, we compute the Betti numbers, graded Betti numbers, regularity and Hilbert series of k [C], and prove that the minimal free resolution of k[C] has a differential graded algebra structure provided the resolutions of k[A] and k[B] possess them. We discuss the consequences of our results in small embedding dimensions. Finally, we give an extension of our main result to semigroups in N n .
Introduction
Given a subset of positive integers C = {c 1 , . . . , c n }, we denote by C the semigroup generated by C. When gcd(c 1 , . . . , c n ) = 1, i.e., when N \ C is a finite set, we call C a numerical semigroup. We say C minimally generates the semigroup C if no proper subset of C generates the same semigroup C . The minimal generating set of a semigroup is unique.
Let k be an arbitrary field. Consider the algebra homomorphism φ C : k[x 1 , . . . , x n ] → k[t] induced by φ C (x i ) = t c i . The semigroup ring k[C] = k[t c i |1 ≤ i ≤ n] is the image of φ C and it is isomorphic to k[x 1 , . . . , x n ]/I C where I C = ker φ C is the prime ideal defining the affine monomial curve C C ⊂ A n k whose coordinate ring is k [C] . The ideal I C is binomial and it is homogeneous if one gives to each variable x i weight c i . Hence, one can consider graded free resolutions of k[C] over the polynomial ring graded this way. If C is minimally generated by C, we say that the embedding dimension of C is n. The ring k[C] has Krull dimension 1 and hence it is always Cohen-Macaulay. Observe that if one studies the semigroup ring k[C], one can always assume without loss of generality that gcd(c 1 , . . . , c n ) = 1 since one gets the same ideal I C when one divides all the integers in C by their gcd. When the ideal I C is generated by a regular sequence, we say the numerical semigroup C , the semigroup ring k [C] , and the monomial curve C C , are complete intersections. Similarly, we say the semigroup C and the monomial curve C C are Gorenstein when the semigroup ring k[C] satisfies this property. Note that the fact that k[C] is Gorenstein or a complete intersection does not depend on the field k and that's why we can talk about Gorenstein and complete intersection semigroups.
Numerical semigroups of embedding dimension 1 are isomorphic to the integers and hence their semigroup ring is simply the polynomial ring k [x] . When the embedding dimension is 2, the semigroup ring k[C] ≃ k[x, y]/(x a − y b ) is the coordinate ring of a hypersurface. When the embedding dimension is three, k[C] ≃ k[x, y, z]/I C is either a complete intersection or I C is the ideal of the 2 × 2 minors of a 2 × 3 matrix of the form
by [14, Theorems 3.7 and 3.8] . When the embedding dimension is four or more, there is no such simple classification for the semigroup rings. In fact, when C = {c 1 , c 2 , c 3 , c 4 }, there is no upper bound for the minimal number of generators for the ideal I C , [4] .
In this paper, we construct a minimal graded free resolution for the semigroup ring k[C] when C is a numerical semigroup obtained by gluing two smaller numerical semigroups. This is our main Theorem 3.1.
Our paper is organized as follows. In section 2, we recall the definition of semigroups obtained by gluing and give some of their properties, known and new. Section 3 has our main result and the consequences. For numerical semigroups obtained by gluing, we compute the invariants associated to the minimal graded free resolution like the Betti numbers (Corollary 3.2), the graded Betti numbers (Proposition 3.6), the CastelnuovoMumford regularity (Corollary 3.7) and the Hilbert series (Corollary 3. . In section 4, we consider the case when the numerical semigroup C decomposes as C = k 1 A ⊔ k 2 B where one of the subset of C is a singleton. In section 5, we discuss the consequences of our results for small embedding dimensions and give some examples. In particular, we classify decomposable numerical semigroups up to embedding dimension 5 (Propositions 5.1 and 5.4) and also show that, in embedding dimension n ≥ 4, there exist indecomposable numerical semigroups of any Cohen-Macaulay type between 1 and n (Corollary 5.3). Finally, in the last section we observe that our main result is valid for decomposable semigroups in higher dimension (Theorem 6.1) and give an example to illustrate this.
2. Numerical semigroups obtained by gluing 2.1. Definition. A numerical semigroup C is obtained by gluing two semigroups A and B if its minimal generating set C can be written as the disjoint union of two subsets, C = k 1 A ⊔ k 2 B, where A and B are minimal generators of numerical semigroups A and B , and k 1 , k 2 are relatively prime positive integers such that k 1 is in the numerical semigroup B but not in B and k 2 ∈ A \ A. When this occurs, we also say that C is decomposable, or that C is a gluing of A and B .
This way to decompose the minimal generating set of a numerical semigroup already appears in the classical paper by Delorme [9] where it is used to characterize complete intersection numerical semigroups. In [16] , Rosales introduces the concept of gluing for finitely generated subsemigroups of N n in terms of a presentation for the semigroup, and he shows that, for numerical semigroups, his definition coincides with the decomposition in [9] ; see section 2.3 below.
Note that one can extend the above definition when k 1 and k 2 are not relatively prime. If the positive integers in C are not relatively prime and d is their gcd, then the semigroup C is decomposable if and only if the numerical semigroup
, we ask that k * 1 ∈ B \ B and k * 2 ∈ A \ A to say that C is a gluing of A and B . 2.2. Notations. When C = k 1 A ∪ k 2 B with k 1 ∈ B and k 2 ∈ A , in particular if C is obtained by gluing A and B , we will use the following notations:
• p = #A, q = #B, and the elements in A and B are {a 1 , . . . , a p } and {b 1 , . . . , b q }.
• We consider the three polynomial rings 
• Since k 1 ∈ B and k 2 ∈ A , there exist non negative integers α i , β i such that
It is homogeneous of degree k 1 k 2 if one gives to each variable in R the corresponding weight in
2.3. Properties. The following lemma helps to understand why, in the definition of gluing, we consider k 1 / ∈ B and k 2 / ∈ A. It is slightly more precise than [9, Prop. 10 (ii)].
Lemma 2.1. If A and B minimally generate A and B respectively, and k 1 ∈ B and k 2 ∈ A are two relatively prime positive integers, then C = k 1 A∪k 2 B is a disjoint union and minimally generates the semigroup C if and only if k 1 / ∈ B and k 2 / ∈ A.
Proof. First observe that the assumption in the lemma is necessary: if k 1 ∈ B or k 2 ∈ A then k 1 k 2 ∈ C and it is not a minimal generator of C unless k 1 ∈ B and k 2 ∈ A, but in this case k 1 k 2 ∈ k 1 A and k 1 k 2 ∈ k 2 B and hence the union k 1 A ∪ k 2 B is not disjoint. Now assume that k 1 / ∈ B and k 2 / ∈ A. If C is not a minimal generating set of C or if the union C = k 1 A ∪ k 2 B is not disjoint, we may say without loss of generality that k 2 b q is in the numerical semigroup generated by the rest of the elements in C. That is, there are non negative integers c i for 1 ≤ i ≤ p and d j for 1 ≤ j ≤ q − 1 such that
c i a i = k 2 t for some non negative integer t. Moreover, t must be positive or else B will not be a minimal generating set for B .
Dividing the above equation by k 2 , we get
Now, note that k 1 = q j=1 r j b j for some non negative integers r j . Thus, we get
Since tr j + d j ≥ 0 and tr q ≥ 0, this can only occur if either d j = r j = 0 for all j = 1, . . . , q − 1 and t = r q = 1, or tr q = 0. In the first case, one has that
On the other hand, tr q = 0 implies r q = 0. But then, b q = q−1 j=1 (tr j + d j )b j which contradicts the fact that B is a minimal generating set for B . Hence, C = k 1 A⊔k 2 B minimally generates the semigroup C and we are done.
For a numerical semigroup, the definition that we gave in section 2.1 is equivalent to Rosales' original definition of gluing and this is proved in [16, Lemma 2.2] . We add our proof of the following result for completion and convenience:
. If C is obtained by gluing A and B , then the ideal I C is minimally generated by the minimal generators of I A and I B and ρ, the binomial defined in section 2.2. 
is a minimal generator for the ideal I C .
With notations in section 2.2, since
for non negative integers α i and β j , one has that ρ ∈ I C \ (I A + I B ).
be a relation on the elements in C for some integers c i and
Since k 1 and k 2 are relatively prime, we conclude that
Thus, any relation σ among the integers in C is a sum of relations among elements in A and relations among elements B, unless c i = rα i and d j = −rb j for all i, j. In that case, σ is a multiple of the relation (1) and hence I C ⊆ I A R + I B R + ρ . The other inclusion is trivial, and it is clear that taking minimal generators of I A and I B and adding ρ, one gets a sistem of generators of I C which is minimal.
Main result and consequences
With the notations in section 2.2, our main result is the following: Theorem 3.1. Consider a numerical semigroup C minimally generated by C and obtained by gluing A and B with
(
(2) A minimal graded free resolution of the semigroup ring k[C] can be obtained as the mapping cone of ρ : Now consider the complex map on G → G induced by multiplication by ρ. All the maps in the complex are also multiplication by ρ and hence this is a complex map. We note that I A R + I B R + ρ is the prime ideal I C of height n − 1. In the mapping cone M(ρ) of the multiplication map ρ : G → G, all of the fitting ideals contain I A R + I B R + ρ up to radical and hence are of depth n − 1. So, by the exactness criterion [5, Cor. 1], the mapping cone is acyclic and resolves
Minimality of our resolutions are straightforward. Since F A and F B are minimal, one has that
, and hence G resolves R/I A R + I B R minimally. Finally, since the maps in the complex map G → G are all multiplication by ρ and ρ ∈ (x 1 , . . . , x p , y 1 . . . , y q ), we see that if ∂ • are the differentials in the mapping cone
and M(ρ) resolves R/I C minimally.
As a consequence, we see that the H 1 (M(ρ)) = 0 and hence (I A R + I B R : ρ) = I A R + I B R. 
A is Gorenstein, and its minimal free resolution is
, it is Hilbert-Burch, and its minimal free resolution is
The tensor product of these two resolutions provides a minimal free resolution of R/J where J = I A R + I B R:
Note that the differentials can be easily written down if needed. Finally, the extra minimal generator in I C is ρ = x 1 x 2 − y 1 y 3 and the mapping cone induced by multiplication by ρ gives a minimal resolution of k[C],
Again, the differentials are known.
Of course, the differentials in the resolution of k[C] depend on k 1 and k 2 when the numerical semigroup decomposes as C = k 1 A ⊔ k 2 B but the Betti numbers do not as our next result shows. For any R-module M, we denote by β i (M) its Betti numbers with the convention that β i (M) = 0 for i < 0 and i > pd(M), the projective dimension of M. For the semigroup ring k[C] associated to a numerical semigroup C , we will use the notation 
Proof. Set J = I A R + I B R. Since the resolution of R/J is the tensor product of the 
is the mapping cone of the resolution of R/J induced by multiplication by ρ and hence β 0 (C) = 1, β i (C) = β i (R/J) + β i−1 (R/J) for i = 1, . . . , p + q − 2, and β p+q−1 (C) = β p+q−2 (R/J), and the result follows. Remark 1. In Corollary 3.2, A and B play the same role and hence the symmetric formula for the Betti numbers also holds: 
As a direct consequence of Corollary 3.2, one gets that if A and B have p and q elements respectively, then the last nonzero Betti number of k[C] is β p+q−1 (C) = β p−1 (A)β q−1 (B). In other words, one has the following result: The type of a numerical semigroup C is defined in [11] as the number of elements in the set C ′ = {x ∈ Z/ x / ∈ C and x + s ∈ C , ∀s ∈ C \ {0}}. In [15, Prop. 6.6] it is shown that the type of a numerical semigroup obtained by gluing two semigroups is the product of the types of the two semigroups. In order to see that this is the same result as Corollary 3.3, we need to show the following result that we will prove since we could not find any reference for it. Proof. The Cohen-Macaulay type of any simplicial Cohen-Macaulay semigroup is computed in [7, Thm. 4.2(ii) ]. Applying this result to a numerical semigroup C minimally generated by C, if e is the smallest element in C and A = C \ {e}, the Cohen-Macaulay type of k[C] is the number of elements in the set Q = {q ∈ C / q − e / ∈ C } that are maximal in the sence that q + a / ∈ Q for all a ∈ A. Now one can easily check that q ∈ Q is maximal if and only if q − e ∈ S ′ , and the result follows.
The following corollary gives more direct consequences of Corollaries 3.2 and 3.3:
Corollary 3.5. Let C be a numerical semigroup obtained by gluing A and B .
( One can be more precise and compute the graded Betti numbers of a decomposable numerical semigroup. For any graded R-module M, we denote by β ij (M) the number of syzygies of degree j at the i-th step of a minimal graded free resolution. The set of integers {β ij (M)} are the graded Betti numbers of M. As for global Betti numbers, for the semigroup ring k[C] associated to a numerical semigroup C , we will use the notation
Proof. The graded Betti numbers of k 1 A and k 2 B are β i,k 1 j (k 1 A) = β ij (A) and
The resolution of R/J is F A ⊗ F B and hence, at the i-th step of the resolution, for 1 ≤ i ≤ p + q − 2, there will be a generator of degree k 1 r + k 2 s any time β i ′ ,r (A) = 0 and β i−i ′ ,s (B) = 0 for some i ′ , 0 ≤ i ′ ≤ i. In other words, if we set t i (A) = {j ∈ N / β ij (A) = 0} for all i ∈ {0, . . . , p − 1} and t i (B) = {j ∈ N / β ij (B) = 0} for all i ∈ {0, . . . , q − 1}, the minimal free resolution of R/J is 0
. Thus, the graded Betti numbers of R/J are, for 0 ≤ i ≤ p + q − 2,
.
Now the resolution of k[C]
is the mapping cone of ρ :
by multiplication by ρ which has degree k 1 k 2 . Hence the graded Betti numbers of
, and β p+q−1,j (C) = β p+q−2,j−k 1 k 2 (R/J), and we have, for all i, j ≥ 0,
because in the second summand, for i ′ = i, one has i−i ′ −1 < 0, and the result follows.
Remark 3. As for Corollary 3.2, the formula obtained by exchanging A and B in the formula in Proposition 3.6 also holds.
For any graded R-module M, the Castelnuovo-Mumford regularity (or regularity for short) of M, reg(M), is
Again, for the semigroup ring k[C] associated to a numerical semigroup C , we will use the notation reg(C) = reg(k[C]). In this context, the regularity is sometimes called the weighted regularity since we give weights to the variables to make our semigroup rings graded modules over the corresponding polynomial ring. respectively. According to the argument in the proof of Proposition 3.6, the maximal degree of a syzygy in the last step of a minimal graded free resolution of R/I A R + I B R is k 1 δ A + k 2 δ B , and hence δ C = k 1 δ A + k 2 δ B + k 1 k 2 , and the result follows. 
Proof. Set J = I A R + I B R. The Hilbert series of R/J is
The numerator of this series, denoted by N R/J (t), can be computed using the formula for the graded Betti numbers of R/J obtained in the proof of Proposition 3.6. Using the sets t i (A) and t i (B) defined there, one has
β is (B)t
and hence H R/J (t) = H A (k 1 t) × H B (k 2 t). On the other hand, the Hilbert Series of k[C] is
and, since for all i, j ≥ 0, β ij (C) = β ij (R/J) + β i−1,j−k 1 k 2 (R/J), the numerator of this series, N C (t), is
and hence A complex of free R-modules, F : . . .
have a differential graded algebra structure (DG algebra structure for short) if there is a multiplication * on F = ⊕F i which makes it an associative and graded commutative differential graded algebra; see [6] . This means that * is associative and, for all a ∈ F i and b ∈ F j , a * b ∈ F i+j , b * a = (−1) i+j a * b, and
. This last equality is called the Leibnitz rule. When a resolution of an R-algebra has a DG algebra structure, we say that it is a DG algebra resolution. For a detailed study of these multiplicative structures on resolutions, see, e.g., [2] .
In our case, using the construction in Theorem 3.1, we can write the multiplicative structure explicitly. Proof. Assume that F A and F B in section 2.2 have a DG algebra structure over R A and R B respectively. Then F A ⊗ F B , which is a resolution of R/I A R + I B R, admits the following DG algebra structure: let
s−j be two basis elements in (F A ⊗ F B ) r and (F A ⊗ F B ) s respectively, and consider the following product:
One has that
Further, for w = (a 1 ⊗ b 1 )(a 2 ⊗ b 2 ), if ∂ denotes the differential, one has that
and hence it satisfies the Leibnitz rule. To check associativity, all we need to check is the sign. As the equality deg
always holds, we are done and hence F A ⊗ F B is a DG algebra resolution of R/I A R + I B R with this product.
Denote the complex F A ⊗ F B by G for convenience. We have a complex map ρ : G → G given by multiplication by ρ. Then the mapping cone of ρ has a multiplicative structure ⋆ :
For the sake of completion, we verify that this provides a multiplicative structure.
so it is graded commutative. It is associative because (
Finally, to check the Leibnitz rule, we see that for w = (a 1 , b 1 ) ⋆ (a 2 , b 2 ), denoting again the differential by ∂, we have
This completes the proof.
Remark 4. In fact, the following general result is true: if C 1 and C 2 are two complexes with a DG algebra structure, if C 2 has a structure of C 1 -module, and if φ : C 1 → C 2 is a complex map which is also a C 2 -module homomorphism, then the mapping cone of φ has a structure of DG algebra. This can be applied at the end of the proof of Theorem 3.9 to C 1 = C 2 = F A ⊗ F B since the map ρ is clearly a module homomorphism because it is the multiplication by an element of the ring R. We gave a direct proof of the specific result above for completion.
Simple split
Let's focus here on a special class of decomposable numerical semigroups: if the numerical semigroup C decomposes as C = k 1 {1} ⊔ k 2 A where k 1 ∈ A \ A, k 2 = 1 and gcd(k 1 , k 2 ) = 1, we call the decomposition a simple split and denote C = k 1 ⊔ k 2 A for simplicity. The structure of the resolution of k[C] and the value of its Betti numbers come as a direct consequence of Theorem 3.1 and Corollary 3.2, but it can be obtained, in this particular case, by a simple and direct argument. Proof. Assume that the embedding dimension of A is n, A = {a 1 , . . . , a n }, and denote R = k[x 0 , . . . , x n ]. The following diagram commutes:
The first row of the diagram makes I C /I A R an ideal of k[x 0 ] which is hence principal: it is generated by the class of the element ρ = x
n coming from the fact that k 1 ∈ A and so k 1 = α 1 a 1 + · · · + α n a n . Let These simple splits will appear in the next section when we describe decomposable numerical semigroups with small embedding dimension. One can also use simple splits to construct easily complete intersections of higher embedding dimension by adding generators in the semigroup one by one as the following example shows. 
Semigroups with small embedding dimension
Let C be a numerical semigroup minimally generated by C. Then the embedding dimension of the semigroup ring C is n. When n = 2, C is a complete intersection, and when n = 3, then C is either indecomposable or a complete intersection by [14] . In fact, when it is indecomposable of embedding dimension 3, it is generated by the 2 × 2 minors of a 2 × 3 matrix of the form given in the introduction, just like the semigroup B in our examples 1 and 2. This matrix is also the transpose of the matrix of the first syzygies of the ideal I C . Such ideals are called Hilbert-Burch since they fit in the class of ideals satisfying the theorem of the same name; see [10, Thm. 3.2] .
For embedding dimension 4 we have the following: Proposition 5.1. Numerical semigroups of embedding dimension 4 that are decomposable are either complete intersections or almost complete intersections of type 2.
Proof. When C is decomposable of embedding dimension 4, if C is not a simple split then it decomposes as C = k 1 A⊔k 2 B where both A and B have 2 elements (as in example 5) and C is a complete intersection as the gluing of two complete intersections. If C is a simple split, k 1 ⊔ k 2 A, and A is a complete intersection (as in example 4) then C is a complete intersection. If A is not a complete intersection, then I A is generated by the 2 × 2 minors of a 2 × 3 matrix and, by Corollary 3.2, the minimal free resolution of
At this point one can ask if every numerical semigroup of embedding dimension 4 that is an almost complete intersection of type 2 is decomposable. The answer is negative as the following example shows: the minimal free resolution of the semigroup C minimally generated by C = {9, 11, 13, 15} also has the following form, 0 → R
This semigroup is generated by an arithmetic sequence. In [12] , the minimal graded free resolution of such semigroups has been completely described. In particular, one gets from [12, Thm. We get, in particular, examples of Gorenstein semigroups that are indecomposable.
Example 6. For all n ≥ 3, if C = {n+1, 2n+1, 3n+1, . . . , n 2 +1} is a set of integers that minimally generates the numerical semigroup C , the embedding dimension of C is n. For n = 3, it fits into the family of decomposable semigroups given in Proposition 5.2. For n ≥ 4, it is a Gorenstein numerical semigroup by [12, Cor. 4.4] and it is indecomposable by Proposition 5.2. One can obtain all the Betti numbers of k[C] using formula (4) in the proof of [12, Thm. 4.1] . In particular, the ideal I C is minimally generated by (n + 1)(n − 2)/2 elements. By Proposition 5.1, one gets that semigroups of embedding dimension 4 that are Gorenstein and not complete intersections are always indecomposable. For such a semigroup C , Bresinsky showed in [4] that the ideal I C is minimally generated by 5 binomials of the form {x
In [13] , we give the structure of the minimal resolution of k[C] in this case and explicitly write down the maps in the resolution as follows:
This was also obtained independently in [3] . Moreover, one can find in [13] a way to build families of numerical semigroups of embedding dimension 4 that are Gorenstein and not complete intersections.
For numerical semigroups of embedding dimension 5, one has the following result.
Proposition 5.4. In embedding dimension 5, the decomposable numerical semigroups are either complete intersections or type 2 almost complete intersections or obtained as a simple split k 1 ⊔ k 2 A where A is an indecomposable semigroup of embedding dimension 4.
Proof. If C is a simple split C = k 1 ⊔ k 2 A then either A is indecomposable, or A is a complete intersection, or it is of type 2 and I A is minimally generated by 4 elements by Proposition 5.1. In the last case, by Theorem 4.1, I C is generated by 5 elements and it is of type 2 and hence it is an almost complete intersection of type 2.
If C decomposes as C = k 1 A ⊔ k 2 B where A and B have embedded dimension 2 and 3 respectively, if B is indecomposable then by Theorem 3.1, I C is minimally generated by 5 elements and the type of C is 2 since it coincides with the type of B . Again, in this case C is an almost complete intersection of type 2. If B is decomposable, B is a complete intersection and so is C .
In particular, one gets the following direct consequence.
Corollary 5.5. In embedding dimension 5, any decomposable Gorenstein numerical semigroup that is not a complete intersection must be obtained as simple split.
Semigroups obtained by gluing in higher dimension
One can now consider affine semigroups C finitely generated by a subset C ⊂ N n . As for numerical semigroups, given an arbitrary field k, if C = {α 1 , . . . , α s }, one can consider the ring homomorfism φ : k[x 1 , . . . , x s ] → k[t 1 , . . . , t n ] given by φ(x i ) = t α i where for α = (a 1 , . . . , a n ) ∈ N n , t α = j t a j j . The kernel of φ is a binomial prime ideal, I C , and the semigroup ring k[C] is isomorphic to k[x 1 , . . . , x s ]/I C . It is graded if one gives to each variable x i weight |α i |.
In this context, Rosales defined in [16] the concept of gluing. For an affine semigroup C , when the set of generators of the semigroup splits into two disjoint parts, C = A ⊔ B, such that I C is minimally generated by I A ∪ I B ∪ {ρ} where ρ is a binomial whose first, respectively second, monomial involves only variables corresponding to elements in A, respectively B, we say that C is obtained by gluing A and B . A characterization of this property in terms of the semigroups A and B and the groups associated to them is given in [16, Thm. 1.4 ]; see also [1] .
In this situation, the argument in the proof of Theorem 3.1 is valid and hence Theorem 3.1 and Corollaries 3.2 and 3.3 hold. We will use again notations in section 2.2 except the ones involving k 1 and k 2 that are not defined in this general context. Theorem 6.1. Consider an affine semigroup C obtained by gluing A and B .
(1) F A ⊗ F B is a minimal graded free resolution of R/I A R + I B R. 
