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Abstract
A graph G is said to be determined by its spectrum (DS for short), if any graph having the same
spectrum as G is necessarily isomorphic to G. One important topic in the theory of graph spectra
is how to determine whether a graph is DS or not. The previous techniques used to prove a graph
to be DS heavily rely on some special properties of the spectrum of the given graph. They cannot
be applied to general graphs. In this paper, we propose a new method for determining whether a
family of graphs (which have no special properties) are DS with respect to their generalized spectra.
The method is obtained by employing some arithmetic properties of a certain matrix associated
with a graph. Numerical examples are further given to illustrate the effectiveness of the proposed
method.
© 2005 Elsevier Ltd. All rights reserved.
MSC: 05C50
1. Introduction
Throughout this paper, we are concerned with simple graphs, i.e., finite undirected
graphs without any multiple edges and loops. Let G = (V , E) be a simple graph with
vertex set V = {1, 2, . . . , n} and edge set E . The adjacency matrix of the graph G is the
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n × n matrix A(G) = (ai j ), where ai j = 1 if i and j are adjacent; ai j = 0 otherwise.
The complement of the graph G, denoted by G¯, is the graph with the same vertex set as
G, while two vertices are adjacent iff they are not adjacent in G. The adjacency matrix
of G¯ is J − I − A(G), where J is the all-one matrix, and I is the identity matrix. The
characteristic polynomial of a graph G, denoted by PG (λ), is the characteristic polynomial
of its adjacency matrix A(G). The adjacency spectrum of a graph G, denoted by σ(G), is
the set of all the eigenvalues (together with their multiplicities) of the matrix A(G). The
generalized spectrum of a graph G is defined to be the adjacency spectrum together with
that of the complement of graph G, denoted by σ(G) & σ(G¯). For other various spectra
(e.g., the Laplacian spectrum) associated with a graph, see [2].
For a given spectrum, two graphs are cospectral if they share the same spectrum. A
graph G is said to be determined by its spectrum if any graph H that is cospectral with
G is also isomorphic to G (the spectrum concerned may be the adjacency spectrum, the
Laplacian spectrum, or the generalized spectrum). In the following, we will abbreviate
‘determined by the spectrum’ to ‘DS’ (see also [5]).
A fundamental problem in the theory of graph spectra is: “What kinds of graphs are
DS?” It was commonly believed that every graph is DS until the first counterexample
(a pair of cospectral but non-isomorphic trees) was found by Collatz and Sinogowitz
[4] in 1957. Since then, various constructions of cospectral graphs have been studied
extensively and a lot of results are presented in literature. The most famous result was
given by Schwenk [13] in 1973, stating that almost all trees are not DS with respect to
the adjacency spectrum. Furthermore, Schwenk’s result was proved to be true even for
the Laplacian spectrum and the generalized spectrum (see [12,7]). Summaries of available
research results concerning the construction of cospectral graphs (before 1988) can be
found in [2,3] and [8]. More recent results are available in [14].
However, it was found that proving that graphs are DS is much more difficult than just
showing that they are not DS. Up to now, only a few graphs with very special structures
are known to be DS, for example, some distance regular graphs, some line graphs and
some graphs with few distinct eigenvalues, which account for a large fraction of the known
DS graphs (for a recent survey, see [5]). The path Pn , the circuit Cn , the complete graph
Kn and the regular complete bipartite graph Km,m are some examples of graphs that can
easily be shown to be DS. But for slightly more complicated graphs, it is hard to prove
them to be DS. For example, Doob and Haemers [6] proved that P¯n is determined by its
adjacency spectrum, and Lepovic´ and Gutman [11] proved that no starlike trees share the
same adjacency spectrum. All these known DS graphs have very special properties, and
the techniques (e.g., the eigenvalue interlacing technique) involved in proving them to be
DS depend heavily on some special properties of the spectra of these graphs, and cannot
be applied to general graphs.
Results obtained in [7,9] using enumeration suggest that almost all graphs are probably
DS (with respect to the adjacency spectrum, the Laplacian spectrum or the generalized
spectrum). Unfortunately, the enumeration method is limited to a few small values of n
(e.g. n ≤ 11) due to the exponentially increasing computational cost. For instance, in order
to find out whether a given graph of order n is DS or not, about O(2(
n
2 )) graphs have to be
checked for cospectrality. This is an astronomical figure even for a small n; for example,
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the resulting value is about O(1019) for n = 12. Thus, to further investigate the properties
of DS graphs, effective methods are desirable.
In this paper, we will propose a method for checking the DS property for a family
of graphs Hn (see the definition in Section 3) in the case of the generalized spectrum
σ(G) & σ(G¯). The main idea of the proposed method is as follows:
An important observation is that the generalized spectrum of a graph determines the
total number of walks of any length in the graph. Using this fact, it can be shown (under
certain conditions) that if H is cospectral with G with respect to the generalized spectrum,
then the adjacency matrices A(G) and A(H ) are rational orthogonal similar, i.e., there
exists a unique rational orthogonal matrix Q (the sum of elements in either each row or
each column equals 1) such that QT A(G)Q = A(H ). So in order to determine whether
G is DS, it is only necessary to check whether all possible Q’s such that QT A(G)Q are
adjacency matrices of some graphs, are permutation matrices. This reduces the original
combinatorial problem to an arithmetic one, and in particular, whether a graph G ∈ Hn is
DS can be effectively determined by using some arithmetic properties of the walk-matrix
of the graph G. Numerical examples are presented to show that the proposed method is
simple and effective.
The paper is organized as follows. In Section 2, a characterization of DS graphs is given,
which is crucial to the paper. In Section 3, by using some arithmetic properties of the walk-
matrix of G, the level of a rational orthogonal matrix Q ∈ QG will be investigated for given
graphs G ∈ Hn . In Section 4, a computable sufficient condition for a graph G ∈ Hn to
be determined by its generalized spectrum is given. Some concrete examples of DS graphs
are presented in Section 5.
2. A characterization of DS graphs
Let σ(G) = {λ1, . . . , λn} be the adjacency spectrum of a graph G. An eigenvalue
λi ∈ σ(G) is simple if its multiplicity is one, main if it has an associated eigenvector the
sum of whose entries is not equal to zero. We will denote by Gn the set of all the graphs
with n vertices whose eigenvalues are all simple and main.
The walk-matrix of a graph G is defined by W (G) = [wi, j ], where wi, j is the number
of walks in the graph G of length j − 1 that start at vertex i (1 ≤ i, j ≤ n). Let
e = (1, 1, . . . , 1)T be the all-one vector. Then the i th entry of the vector Ake is the number
of walks of length k that start at vertex i , and W (G) = [e, Ae, . . . , An−1e]. Let Ak = [aki j ]
and Nk(i, j) denote the number of walks of length k starting at vertex i and terminating at
vertex j . Then Nk(i, j) = aki j (k = 0, 1, 2, . . .), and the number of all walks of length k in
G equals Nk(G) = ∑ni=1∑nj=1 aki j .
Now, we will briefly review some available results about main eigenvalues and walk-
matrices.
Theorem 2.1 ([10]). The rank of the walk-matrix of a given graph G is equal to the
number of its main eigenvalues.
Theorem 2.2 ([10]). Let λ1, λ2, . . . , λm be the main eigenvalues of a graph G. For
i = 1, . . . , m, let Pi = I if m = 1, and Pi = ∏mj=1, j =i(A(G) − λ j I ) otherwise. Then
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Pi e/‖Pi e‖ is a unit eigenvector corresponding to λi , where here and below ‖.‖ is the
Euclid norm.
Theorem 2.3 ([2]). Let G be a graph with complement G¯, and HG(t) = ∑∞k=0 Nk(G)tk
be the generating function of the number Nk (G) of walks of length k in G (k = 0, 1, 2, . . .).
Then HG(t) = 1t [(−1)n PG¯ (− t+1t )/PG ( 1t )−1], where PG(t) and PG¯ (t) are characteristic
polynomials of G and G¯, respectively.
Remark 1. By Theorem 2.1, it can be seen that graphs in Gn are all asymmetric (the
automorphism group is trivial), but the converse does not hold. However, there are so many
graphs whose eigenvalues are all main that we conjecture that almost all graphs are in Gn .
(It is well known that almost all graphs are asymmetric, but the conjecture does not follow
immediately from this.)
The following lemma is the key to the main result of this paper.
Lemma 2.4. Let A(G) and A(H ) be the adjacency matrices of graphs G (∈ Gn) and H ,
respectively; then G and H are cospectral with respect to the generalized spectrum iff there
exists a unique rational orthogonal matrix Q such that
QT A(G)Q = A(H ), Qe = e. (1)
Proof. If condition (1) holds, then σ(G) = σ(H ). Since QT (J − I − A(G))Q =
J − I − A(H ), we obtain σ(G¯) = σ(H¯ ). Thus, the sufficiency of the lemma follows.
On the other hand, suppose that σ(G) = σ(H ) and σ(G¯) = σ(H¯ ), that is PG(λ) =
PH (λ) and PG¯ (λ) = PH¯ (λ). Then by Theorem 2.3 we have HG(t) = HH (t). It follows
that all the coefficients of HG(t) and that of HH (t) are identical, that is, Nk(G) =
Nk(H ) (k = 0, 1, . . .). Since Nk(G) = eT A(G)ke and Nk (H ) = eT A(H )ke, we have
eT A(G)ke = eT A(H )ke, where k = 0, 1, 2, . . . , n − 1. It follows that W (H ) and W (G)
are congruent, i.e., W (G)T W (G) = W (H )T W (H ), where W (G) and W (H ) are the walk-
matrices of G and H , respectively. By Theorem 2.1, W (G) is non-singular, and hence so
is W (H ). Let
Q = W (G)W (H )−1; (2)
then it can directly be verified that Q is a rational orthogonal matrix with
Qe = e, Q A(H )e = A(G)e, . . . , Q A(H )n−1e = A(G)n−1e. (3)
Next we show that QT A(G)Q = A(H ).
Let σ(G) = σ(H ) = {λ1, . . . , λn}. xi and yi (i = 1, 2, . . . , n) denote the normalized
eigenvectors of A(G) and A(H ) associated with λi , respectively. Define
P1 = [x1, . . . , xn], P2 = [y1, . . . , yn],
then
PT1 A(G)P1 = diag(λ1, . . . , λn) = PT2 A(H )P2.
It follows that
(P1 P−12 )
T A(G)(P1 P−12 ) = A(H ). (4)
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By Theorem 2.2, we get (change xi or yi to −xi or −yi if necessary)
xi =
n∏
j=1, j =i
(A(G) − λ j I )e∥∥∥∥∥
n∏
j=1, j =i
(A(G) − λ j I )e
∥∥∥∥∥
, yi =
n∏
j=1, j =i
(A(H ) − λ j I )e∥∥∥∥∥
n∏
j=1, j =i
(A(H ) − λ j I )e
∥∥∥∥∥
. (5)
Moreover, from Eq. (3) we have
n∏
j=1, j =i
(A(G) − λ j I )e = A(G)n−1e + c1 A(G)n−2e + · · · + cn−1e
= Q(A(H )n−1e + c1 A(H )n−2e + · · · + cn−1e)
= Q
n∏
j=1, j =i
(A(H ) − λ j I )e,
where the c’s are the coefficients of the expansions of the product.
Since Q is orthogonal, ‖∏nj=1, j =i(A(G) − λ j I )e‖ = ‖∏nj=1, j =i(A(H ) − λ j I )e‖
holds. It follows from Eq. (5) that xi = Qyi (i = 1, . . . , n), and hence P1 = Q P2, i.e.,
Q = P1 P−12 . By Eq. (4), we get QT A(G)Q = A(H ).
Uniqueness of the matrix Q follows by assuming QT1 A(G)Q1 = QT2 A(G)Q2 = A(H )
and Q1e = Q2e = e, which will generate QT1 W (G) = QT2 W (G). Then the fact that
W (G) is full rank (see Theorem 2.1) gives Q1 = Q2, and hence completes the proof. 
Lemma 2.5. Let A(G) be the adjacency matrix of a graph G ∈ Gn. Suppose that there
exist a rational orthogonal matrix Q and an adjacency matrix A(H ) of some graph H
such that condition (1) holds. If Q is not a permutation matrix, then G and H are not
isomorphic to each other.
Proof. This follows immediately from Lemma 2.4. 
By Lemma 2.4, for a given graph G ∈ Gn , in order to determine whether G is DS or not
with respect to the generalized spectrum, the first step is to find all the rational orthogonal
matrices Q that satisfy Qe = e, QT A(G)Q being a symmetric (0, 1)-matrix with zero
diagonals. Define
QG =
{ Q is a rational
orthogonal matrix
∣∣∣∣Qe = e, QT A(G)Q is a symmetric(0, 1)-matrix with zero diagonals
}
;
then we have
Theorem 2.6. Let G ∈ Gn; then G is DS with respect to the generalized spectrum iff all
the matrices in QG are permutation matrices.
Proof. IfQG contains only permutation matrices, but G is not DS, then there exists a graph
H which is cospectral but non-isomorphic to G. By Lemma 2.4, there exists a rational
orthogonal matrix Q with Qe = e such that QT A(G)Q = A(H ). Then Q must not be
a permutation matrix (otherwise G and H will be isomorphic), which contradicts the fact
that QG contains only permutation matrices.
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On the other hand, if there exists a matrix inQG which is not a permutation matrix, say
Q1, then it follows from Lemma 2.5 that the graph with adjacency matrix QT1 A(G)Q1 is
cospectral but non-isomorphic to G with respect to the generalized spectrum, and hence G
is not DS. 
Theorem 2.6 gives a simple characterization of DS graphs in Gn . Let Q =
[x1, x2, . . . , xn] ∈ QG and xi = [x1i , x2i , . . . , xni ]T (i = 1, . . . , n). WhetherQG contains
only permutation matrices is essentially equivalent to determining whether each solution
of the following Diophantine equation in variables xi j (i, j = 1, . . . , n) (rational numbers)
can be written as xi j = Pij (i, j = 1, . . . , n) for some permutation matrix P:
n∑
i=1
[U2i + (Vi − 1)2] +
n∑
i, j=1,i = j
[(Wij (Wij − 1))2 + X2i j ]
+
n∑
j=1
(
1 −
n∑
i=1
xi j
)2
= 0,
where Ui = x Ti A(G)xi , Vi = x Ti xi , Wij = x Ti A(G)x j , Xij = x Ti x j . It seems impossible
to solve the above Diophantine equation directly. In the next section, we will introduce
the level of Q ∈ QG to help in determining whether QG contains permutation matrices
only.
3. The level of Q(∈QG) for a family of graphs
In this section, we will discuss how to determine whetherQG contains only permutation
matrices for a graph G ∈ Hn ⊂ Gn . The definition of the set Hn will be given later. First,
a useful notion, the level of a rational matrix, is defined as follows:
Definition 3.1. The level of a rational orthogonal matrix Q with Qe = e is the smallest
positive integer N such that N Q is an integral matrix.
By the definition, N is the least common denominator of all the entries of the matrix Q.
When N = 1, Q is a permutation matrix.
Lemma 3.1. Let A(G) and W (G) be the adjacency matrix and walk-matrix of a graph
G ∈ Gn, respectively. Let Q ∈ QG; then W (G)T Q is an integral matrix.
Proof. Let A(H ) = QT A(G)Q, where A(H ) is the adjacency matrix of some graph H .
Then QT A(G)ke = A(H )ke (k = 0, 1, 2, . . . , n − 1), and hence QT W (G) = W (H ).
Therefore W (G)T Q = W (H )T holds and is an integral matrix. 
Definition 3.2. An n × n matrix U with integer entries is called unimodular if det(U) =
±1. The Smith Normal Form (SNF for short) of an integral matrix M is of the
form diag(d1, d2, . . . , dn), where di is the i th elementary divisor of the matrix M and
di |di+1 (i = 1, 2, . . . , n − 1) hold.
The following theorem is well known (see [1]).
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Theorem 3.2. For every integral matrix M with full rank, there exist unimodular matrices
U and V such that
M = U SV = U


d1
d2
. . .
dn

 V ,
where S = diag(d1, d2, . . . , dn) is the SNF of the matrix M.
For a given graph G ∈ Gn , the following lemma gives a relation between the level
N of a rational orthogonal matrix Q ∈ QG and the nth elementary divisor dn(G) of the
walk-matrix W (G):
Lemma 3.3. Let G ∈ Gn, the matrix Q ∈ QG with level N; then N |dn(G), where dn(G)
is the nth elementary divisor of the walk-matrix W (G) of the graph G.
Proof. Let S = diag(d1(G), d2(G), . . . , dn(G)) be the SNF of the walk-matrix W (G) of
the graph G, and Q ∈ QG ; then by Lemma 3.1 W (G)T Q = W (H )T is an integral matrix.
By Theorem 3.2, there exist unimodular matrices U and V such that W (G) = U SV . We
can write
Q = (V −1)T diag(d−11 (G), . . . , d−1n (G)) (U−1)T W (H )T .
It follows from the definition of the SNF and the properties of unimodular matrices that
dn(G)Q is an integral matrix; thus N |dn(G). 
By Lemma 3.3, given a graph G ∈ Gn , the level N of Q ∈ QG is a factor of dn(G),
but the converse need not to be true. The following lemma shows when a prime factor p of
dn(G) is not a factor of N .
Lemma 3.4. Let Q ∈ QG with level N, and p a prime factor of dn(G). If p|N, then the
following system of congruence equations must have a non-trivial solution (i.e., x ≡ 0
Mod p):
W (G)T x ≡ 0, x T x ≡ 0 (Mod p). (6)
Proof. There must exist a column vector x of the matrix N Q such that x ≡ 0 (Mod p).
Otherwise, (N/p)Q = (N Q)/p is an integral matrix and N/p (<N) is a positive integer,
which contradicts the minimality of N . By Lemma 3.1 we have that W (G)T (N Q)/N is
an integral matrix. Let u = W (G)T x/N ; then u is an integral vector. With such a column
vector x , we have W (G)T x = Nu ≡ 0, xT x = N2 ≡ 0, x ≡ 0 (Mod p), that is, x is a
non-trivial solution of (6). 
In other words, if (6) has no non-trivial solution, then p must not be a prime factor of
N , and hence can be excluded from further consideration.
The following theorem gives a useful criterion that determines whether all the prime
factors p (>2) of dn(G) can be excluded without factoring dn(G).
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Theorem 3.5. Let W (G) be the walk-matrix of a graph G ∈ Gn. Suppose that W (G)T =
U SV , where S = diag(1, . . . , 1, 2k1 , . . . , 2kr−1 , 2kr b) is the SNF of the matrix W (G)T , b
is odd, ki ≥ 1 (i = 1, . . . , r), and U and V are unimodular matrices. Then (6) has only
trivial solutions for every prime factor p (>2) of dn(G) iff GCD(vTn vn, b) = 1, where vn
is the last column of the matrix V −1 (GCD(a1, a2) is the greatest common divisor of a1
and a2).
Proof. Suppose that GCD(vTn vn, b) = 1, and we prove that (6) has only trivial solutions for
every prime factor (>2) of dn(G). From the assumption, dn(G) = 2kr b. Let p (>2) be any
prime factor of b, and x be a solution to the first equation of (6): U SV x ≡ 0 (Mod p). Let
V x = y = (y1, . . . , yn)T ; then the equation is equivalent to Sy ≡ 0 (Mod p). It follows
from the structure of the matrix S that the solution has elements y1, y2, . . . , yn−1 ≡ 0
(Mod p), yn being arbitrary. Next we consider the second equation of (6) for two cases:
(i) If yn ≡ 0 (Mod p), then xT x ≡ 0 and x ≡ 0 (Mod p), and hence x is a trivial solution
of (6).
(ii) If yn ≡ 0 (Mod p), since x = V −1 y ≡ vn yn and vTn vn ≡ 0 (Mod p), x T x ≡
y2nvTn vn ≡ 0 (Mod p). It follows that x is not a solution of the second equation of
(6).
According to (i) and (ii), (6) has only trivial solutions and the conclusion is proved.
The necessary condition can be proved by contradiction. Assume that (6) has only trivial
solutions for every prime factor (>2) of dn(G), but GCD(vTn vn, b) = 1. Let p (>2) be a
prime factor of GCD(vTn vn, b) (note that b is odd, so p = 2). From the above discussions
we know that vn is a non-trivial solution of (6). This gives a contradiction, and completes
the proof. 
Motivated by the discussions above, we introduce the following family of graphs:
Hn =

G ∈ Gn
∣∣∣∣∣∣
The SNF of W (G) is diag(1, . . . , 1, 2, . . . , 2, 2b), where b is
odd, the number of 2’s is [n/2], and for each prime factor p
of b, (6) has only trivial solutions.

 .
In fact, for a given graph G, whether G ∈ Hn can be verified by Theorem 3.5 through
calculating the SNF of W (G) (for the details of the calculation, see [1]).
Now, let G ∈ Hn and Q ∈ QG with level N ; then by Lemma 3.3 we get N |2b (since
dn(G) = 2b). Let p be any prime factor of b; then by the definition ofHn and Lemma 3.4
we have p † N . Thus N |2; i.e., N = 1 or 2. If N = 1 holds for every Q ∈ QG , then QG
contains only permutation matrices, and hence G is DS. In the next section, we will give
a computable criterion for determining whether there exists a Q ∈ QG with level 2 for a
given G ∈ Hn .
4. A sufficient condition for G ∈Hn to be DS
Suppose that we have G ∈ Hn , Q ∈ QG with level N = 2. According to the proof
of Lemma 3.4, there exists a column vector x of 2Q with x ≡ 0 (Mod 2). Moreover,
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by Lemma 3.1 and the fact that x/2 is a column of Q, we get that x is a solution to the
following system of equations:
W (G)T x ≡ 0, x ≡ 0 (Mod 2), x T x = 4, eT x = 2, x ∈ Zn, (7)
where Z denotes the set of integers. This implies that if (7) has no solution, then there is
no Q ∈ QG with level N = 2, and hence G is DS.
To determine whether system (7) has a solution or not, we consider the following system
of equations over the finite field F2:
W (G)T x = 0, x ∈ Fn2, x having exactly four non-zero entries. (8)
Let S and S′ be sets of solutions to (8) and (7), respectively. It can be observed that the
last two equations of (7) imply that the set of non-zero entries of x must be {1, 1, 1,−1}.
Suppose S = φ and x ∈ S; changing exactly one non-zero entry ‘1’ of x into ‘−1’ will
generate a solution of (7). Using this approach, four solutions of (7) can be generated from
a solution of (8). Conversely, suppose S′ = φ and y ∈ S′; changing ‘−1’ of y into ‘1’ will
generate a solution to (8). Thus (7) having a solution or not is equivalent to (8) having a
solution or not.
Now we are ready to give the following condition for determining whether G is DS in
terms of S, the set of solutions to (8).
Theorem 4.1. Let G ∈ Hn; let S be the set of solutions to (8). If S = φ, then G is DS with
respect to the generalized spectrum.
Proof. We prove the conclusion by showing that all Q in QG are permutation matrices.
Suppose that there exists a Q ∈ QG with level N = 2; then there exists a column x of 2Q
that satisfies (7), that is, S′ = φ. On the other hand, S = φ implies S′ = φ. This gives a
contradiction, and hence all Q in QG are permutation matrices. 
In what follows, our main objective is to give a computable criterion for S = φ using
the walk-matrix W (G) of G. First we need:
Lemma 4.2. Let A be the adjacency matrix of a graph G on n vertices; then for every
positive integer k, eT Ake is even.
Proof. Since eT Ake is the sum of all the entries of Ak , and Ak is symmetric; we need only
show that Trace(Ak) is even. By the formula Trace(XY ) = ∑ni=1, j=1 Xij Yi j , and the fact
aii = 0 (i = 1, . . . , n), we obtain
Trace(Ak) = Trace(AAk−1) =
n∑
i=1, j=1
ai j bi j =
∑
i = j
ai j bi j = 2
∑
i< j
ai j bi j ,
where Ak−1 = (bi j ). 
Now we consider the set of solutions to the following linear system of equations:
W (G)T x = 0, x ∈ Fn2 . (9)
All the discussions in the rest of this section are assumed to relate to the finite field F2,
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unless stated otherwise, but we still use W (G) to denote the walk-matrix of G over the
finite field F2. We will analyze the set of solutions to (8) in two cases: n = 2k and
n = 2k + 1. First, we consider the case n = 2k.
Since n = 2k is even, by the definition of Hn , we have rank2(W (G)T ) = k. Applying
Gaussian elimination to the matrix W (G)T generates the reduced echelon form (relabelling
the vertices of G if necessary)
W1 =
[
Ik BT
O O
]
, (10)
where Ik is the k × k identity matrix and BT is the transpose of a k × k square matrix B .
Let W˜1 =
[
BT
Ik
]
; then the column vectors of W˜1 form a set of fundamental solutions to (9).
Let B = [α1, α2, . . . , αk ], where αi (i = 1, . . . , k) are k × 1 column vectors; we have:
Theorem 4.3. Let G ∈ Hn; then B is an orthogonal matrix over F2.
Proof. It can be easily verified that Gaussian elimination does not change the scalar
product of each pair of row vectors of W (G)T in F2. By Lemma 4.2, the scalar product
of each pair of row vectors of W (G)T is zero in F2. Thus the same is true for W1. Let α¯i
denote the i th row vector of W1 (i = 1, . . . , k); then α¯i α¯ j T = 0 for 1 ≤ i, j ≤ k. This
implies that αTi α j = δi j (the Kronecker symbol). Hence, B is an orthogonal matrix over
F2. 
Remark 2. Let S be the SNF of W (G) defined as in Theorem 3.5; it is not difficult to show
that the number of positive powers of 2 in the diagonal of S is at least [n/2] (this result is
not used in this paper). This can help in explaining the definition ofHn .
Let W˜ =
[
Ik
B
]
. Using the fact that B is orthogonal, the column vectors of W˜ also form
a set of fundamental solutions to (9). Thus any solution of (8) can be expressed as a linear
combination of column vectors of W˜ .
Let S = φ; then any x ∈ S has exactly four non-zero entries with value 1. It follows
from the structure of the matrix W˜ that x cannot be the sum of more than five column
vectors of W˜ . Denote by Si the subset of S in which every element is the sum of exactly i
columns of W˜ (i = 1, . . . , 4); then S = S1⋃ S2⋃ S3⋃ S4.
Lemma 4.4. Let S4 be defined as above; then S4 = φ.
Proof. We prove the lemma by contradiction. If S4 = φ, let x = v1 + v2 + v3 + v4 ∈ S4,
where vi =
[
ei
αi
]
is a column of W˜ , αi and ei are columns of B and Ik , respectively
(i = 1, . . . , 4). Then α1 + α2 + α3 + α4 = 0. Multiplying αT1 on both sides, we get
αT1 α1 = 0, which contradicts the fact that B is orthogonal. 
Lemma 4.5. Let S1 and S3 be defined as above; then S1
⋃
S3 = φ iff there exists a column
or row of B that contains exactly three 1’s.
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Proof. If there exists a column of B that contains exactly three 1’s, say αi , then vi =
[
ei
αi
]
∈
S1, and thus S1 = φ; if there exists a row of B that contains exactly three 1’s, then from the
fact that the column vectors of
[
BT
Ik
]
form a set of fundamental solutions to W (G)T x = 0,
we also obtain S3 = φ. Thus in both cases, S1⋃ S3 = φ.
Now suppose that S1
⋃
S3 = φ. If S1 = φ, then it is clear that there must exist a
column of B containing exactly three 1’s. If S3 = φ, let v = v1 + v2 + v3 ∈ S3, and
vi =
[
ei
αi
]
(i = 1, 2, 3), we will show that there exists a row of B having exactly three 1’s.
Let α = α1 + α2 + α3; then α contains exactly one 1. Denote by l the index of the entry 1
in α. Then αl1 + αl2 + αl3 = 1 (αli is the lth entry of αi ). Now let w be any column of B
other than αi (i = 1, 2, 3); then by Theorem 4.3, we get αT w = αT1 w + αT2 w + αT3 w = 0.
So the lth entry of w must be zero. Now we prove that αli = 1 (i = 1, 2, 3). If not, say
αl1 = 1, αl2 = αl3 = 0, then the lth row of B contains exactly one 1. Using the fact that
the rows of B are pairwise orthogonal in F2, it follows that there is exactly one 1 in α1. So
α = α1, and hence α2 + α3 = 0. Multiplying αT2 on both sides, we get 1 = αT2 α2 = 0
(since αT2 α3 = 0). This is absurd. So the lth row of B has exactly three 1’s. This completes
the proof. 
Now, we have to deal with S2. Exchange the columns of W˜ appropriately such that W˜
takes the form
W˜ ∼
[
P1 P2 · · · Ps
B1 B2 · · · Bs
]
, (11)
where the number of 1’s contained in each column of Bi is the same, but the number of
1’s contained in each column of Bi and those of B j are distinct for i = j . Here Pi denotes
the matrix partition of the permutation matrix P corresponding to the order of Bi , for
i, j = 1, . . . , s.
Let Si2 denote the set of solutions to (8) obtained by taking linear combinations of
column vectors of
[
Pi
Bi
]
; then we have:
Lemma 4.6. S2 = ⋃si=1 Si2, Si2⋂ S j2 = φ for i = j .
Proof. The second statement is clear; we only need to prove the first one. It suffices to
show that every x ∈ S2 cannot be the sum of two column vectors v1 and v2 which belong
to
[
Pi
Bi
]
and
[
Pj
B j
]
(i = j ), respectively. If not, suppose that there exists an x ∈ S2 such that
x = v1 + v2. Let vi =
[
ei
αi
]
(i = 1, 2); then α1 + α2 contains exactly two 1’s, i.e., α1 and
α2 differ only in two coordinates. Moreover, since the numbers of 1’s contained in α1 and
in α2 are distinct, without loss of generality we can assume that the number of 1’s in α1 is
2 more than that of α2. Then we get
αT1 α2 = the number of 1’s in α2 modulo 2 = 1,
which contradicts the fact that B is orthogonal over F2. 
An orthogonal matrix B over F2 is said to be ‘good’ if there exists neither a row nor a
column of B having exactly three 1’s, and any two columns of Bi (i = 1, . . . , s) do not
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differ in exactly two coordinates. Otherwise it is ‘bad’. Combining the lemmas above, we
obtain:
Theorem 4.7. Let G ∈ Hn, let S be the set of solutions to (8) and let B be the
corresponding orthogonal matrix over F2 obtained from the reduced echelon form of
W (G)T as in (10). Then S = φ iff B is ‘good’.
Finally, we mention that for case n = 2k + 1, the same results can be similarly obtained
by replacing the matrix W (G) using the matrix W ′ =
[
α 0
W (G) O
]
, and then ignoring the first
column of the matrix B in the remaining analysis, where α = (1, 0, . . . , 0) is a 1 × n row
vector.
5. Some examples
In this section, we will give some concrete examples of DS graphs which satisfy the
condition of Theorem 4.7. The program was coded using Mathematica 5.0, and tested
on a Pentium Pro 1794 MHz with 256 Mbyte memory. The adjacency matrices of
graphs in these examples are generated randomly, using the random variable generator
Random[ ] which gives uniformly distributed pseudo-random reals in [0, 1]. Also, we use
SeedRandom[k] to make sure that our results can be repeated (the adjacency matrices of
the graphs are too large to be written out). Given parameters n, c (1/2 ≤ c < 1), m1, m2
(m1, m2 > n and coprime), the adjacency matrices of graphs are generated as follows:
Step 1 Input parameters n, c, m1, m2, A ← 0.
Step 2 For i = 1 to n,
for j = 1 to n,
if i > j and SeedRandom[m1i + m2 j ], Random[ ] > c, then ai j = 1.
Step 3 A ← A + AT ; if det(W (G)) = 0, go to Step 1.
Step 4 If G ∈ Hn , output A; otherwise go to Step 1.
Since Random[ ] obeys uniformly distribution in the interval [0, 1], the relative edge
density 2|E(G)|/|V (G)|2 of G is about 1 − c, so the parameter c reflects to some extent
the density of the graph. The purpose of the choices of m1 and m2 is to ensure that when
generating the adjacency matrix A = (ai j ), the entries ai j (i > j) are independent,
i.e., when using SeedRandom[m1i + m2 j ], the values of m1i + m2 j are distinct for
1 ≤ j < i ≤ n (of course there are other ways of doing this).
In the following, three examples (all the graphs belong toHn) will be presented, and the
graphs concerned are of order 31, 36 and 40 respectively. The adjacency matrices of the
three graphs are generated by the above algorithm corresponding to the given parameters.
In each example, S denotes the set of solutions to (8), B denotes the orthogonal matrix
obtained in Section 4 (when n is odd, the first column of B will be ignored), Bi is defined
as (11), for i = 1, . . . , s.
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Example 1. n = 31, c = 0.53, m1 = 101, m2 = 113.
B =


0 0 1 1 0 1 0 0 0 0 0 0 0 0 1 1
0 1 1 0 0 1 1 0 1 1 0 1 1 1 1 1
0 0 1 1 0 0 0 0 1 1 0 0 1 0 1 1
0 0 0 1 1 1 1 1 1 1 0 0 1 1 1 1
1 0 0 0 0 0 0 0 0 1 0 0 1 0 1 1
0 0 0 1 0 0 1 0 1 0 0 1 1 1 0 1
0 1 1 1 1 1 0 0 0 0 1 0 1 1 0 1
1 1 1 1 0 1 0 0 1 0 1 1 0 0 0 1
1 1 1 0 1 1 0 0 0 1 1 1 0 1 0 0
0 0 0 0 0 1 0 1 0 0 0 1 1 0 1 0
0 1 1 0 0 1 1 1 1 0 0 1 0 0 1 1
0 0 1 1 0 0 1 1 0 0 1 1 0 1 0 0
1 1 1 1 0 1 0 1 1 1 0 0 1 1 1 0
1 1 1 0 1 1 0 1 0 1 0 0 0 0 0 0
0 1 1 0 1 0 1 0 1 1 0 1 0 1 1 0
0 1 0 1 0 1 1 1 1 1 1 1 1 1 0 0


16×16
It can be verified that G ∈ H31. The number of 1’s in each column of B is 52, 72, 99 and 112
(mm21 means that there are m2 columns of B the number of 1’s contained in which is m1, and
the first column of B has been ignored since n is odd). Obviously there is no row or column
having exactly three 1’s. It can be checked that no two columns of Bi (i = 1, . . . , 4)
differ in exactly two coordinates. It follows that B is ‘good’; thus G is DS.
Example 2. n = 36, c = 0.87, m1 = 101, m2 = 103.
B =


0 0 0 1 1 1 1 0 1 1 0 0 0 1 1 1 1 1
1 1 0 0 1 1 0 0 0 0 1 0 0 1 0 0 0 1
0 1 1 1 1 1 0 0 0 1 0 1 0 0 0 1 0 1
1 1 0 1 0 0 0 1 0 0 1 0 1 0 0 1 1 1
1 0 0 0 1 0 1 0 0 1 1 0 1 0 0 1 1 1
0 1 1 0 0 1 1 0 0 0 1 1 1 0 1 1 1 1
0 1 0 1 0 0 0 0 1 0 0 0 0 1 1 0 0 0
0 1 0 1 0 0 0 0 0 0 1 1 0 0 0 1 0 0
1 0 0 1 0 0 1 1 1 1 0 0 1 0 0 1 0 1
0 0 1 0 1 0 0 1 0 0 0 1 0 1 1 1 0 0
1 0 0 0 1 0 0 1 1 0 1 0 0 1 0 1 0 0
0 0 1 1 1 1 0 1 1 1 0 0 1 0 0 1 0 0
0 1 1 0 0 0 1 1 0 1 0 1 1 1 0 0 1 0
0 0 1 0 1 0 0 0 1 1 1 0 1 0 1 1 1 0
0 1 1 0 1 0 0 0 0 0 0 0 1 0 1 1 1 0
1 0 1 1 0 0 0 0 1 1 0 0 1 1 1 1 0 0
0 1 0 0 1 1 0 0 1 0 0 0 0 1 1 1 0 0
1 0 1 1 1 1 0 1 1 1 0 0 0 1 1 1 0 0


18×18
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It can be verified that G ∈ H36. The number of 1’s in each column of B is 52, 76, 98, 111
and 151. Obviously there is no row or column having exactly three 1’s. It can be checked
that no two columns of Bi (i = 1, . . . , 5) differ in exactly two coordinates. It follows that
B is ‘good’; thus G is DS.
Example 3. n = 40, c = 0.85, m1 = 101, m2 = 137.
B =


0 1 1 1 0 1 0 0 1 1 0 0 0 1 0 1 1 0 1 1
1 0 0 1 0 1 0 1 1 1 0 1 0 0 0 0 1 0 0 1
1 1 0 1 0 1 1 0 1 1 0 1 1 1 0 0 1 1 0 1
1 0 0 0 1 0 1 1 0 0 1 0 1 0 0 0 1 1 0 1
0 1 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1
0 1 1 1 1 0 1 0 0 1 1 1 1 0 1 0 0 1 1 1
0 1 0 1 0 0 0 1 0 1 1 0 0 1 0 1 0 1 0 1
1 1 0 1 1 0 1 0 1 1 1 0 1 0 1 0 1 1 0 1
0 1 0 0 1 0 0 1 1 0 1 0 1 1 1 1 1 0 0 1
0 1 0 1 0 0 1 0 1 1 1 0 0 1 0 1 0 1 1 1
0 0 1 1 1 1 0 1 0 1 0 1 0 0 1 0 1 1 1 0
0 1 1 1 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 0
0 0 0 1 1 1 1 0 0 0 0 1 1 0 1 0 0 0 1 1
0 1 1 1 1 0 0 0 1 1 1 1 0 1 0 1 0 0 1 0
0 0 0 0 0 1 1 1 1 1 1 0 0 1 1 1 0 1 1 0
0 0 0 0 1 1 0 0 0 1 0 1 0 0 1 1 1 0 0 0
1 0 0 1 0 0 1 0 1 1 0 0 1 1 1 0 0 1 0 0
0 1 0 0 1 0 0 0 0 0 1 1 1 0 1 0 1 0 0 0
0 0 1 0 0 1 1 0 1 0 1 1 0 0 1 0 1 1 0 0
0 0 1 1 1 1 0 1 1 0 0 0 0 1 1 1 0 0 0 0


20×20
It can be verified that G ∈ H40. The number of 1’s in each column of B is 51, 73, 95, 119
and 132. Obviously there is no row or column having exactly three 1’s. It can be checked
that no two columns of Bi (i = 1, . . . , 5) differ in exactly two coordinates. It follows that
B is ‘good’; thus G is DS.
Remark 3. The orders n of the graphs in the above examples are comparatively large. In
fact, our numerical experiments show that it seems that the larger n is, the easier it is for
the graphs randomly generated to satisfy the conditions of Theorem 4.7.
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