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Let P be a projective plane of order 9 other than one of the four known ones. 
Then the order of the full collineation group of P is 3” . 5*, where a is a 
nonnegative integer and b = 0 or 1. 
1. INTRODUCTION 
Associated with every finite projective plane ,P is a unique integer, called 
the order of .P, defined to be the number of points on any line of .P minus 1. 
The order of a plane is well defined and equals one less than the number of 
lines through any point. For n = 2, 3, or 4 it is a relatively simple matter to 
show that there is only one plane of order n. A nice proof of the uniqueness 
of the plane of order 5 involving the characterization of projective planes as 
complete sets of mutually orthogonal Latin squares is given in [2]. There are 
no planes of order 6 by the Bruck-Ryser theorem. The planes of orders 7 
and 8 have been shown unique through the use of long computer searches 
[3, 41. To date, no noncomputer-aided proof has been given to establish 
either of these two results. Nine is the smallest order for which there is more 
than one plane. There are at least four projective planes of order 9: a 
Desarguesian plane, two Hall planes, and a Hughes plane. It is not known 
whether any other planes of order 9 exist. 
Construction of additional planes of order 9 might well be attempted 
through a study of their possible collineation groups. That is the approach of 
this paper. The basic idea is as follows. We make an assumption concerning 
the nature of the collineation group C associated with a plane of order 9. In 
particular, we assume that some prime or prime power divides the order of 
C. This restricts the nature of the planes associated with C to the point that 
we are able to construct all planes of order 9 having C as a collineation 
group. In each case, the planes constructed are among the known ones. Thus, 
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additional planes of order 9, if they exist, have somewhat restricted 
collineation groups. More precisely, we show the only possible prime 
divisors of such a group to be 3 or 5. In addition, the 5-sylow subgroups of 
C are shown to have order at most 5. 
2. A REDUCTION LEMMA 
We begin by narrowing the possibilities for collineations of prime order in 
a projective plane of order 9. In particular, we will show that the only such 
possible divisors are 2, 3, 5, 7, and 13. It is interesting to note that each of 
these primes does in fact occur in one or more of the four known planes. For 
example, the order of the full collineation group for the Desarguesian plane 
is 2” . 36 . 5 . 7 . 13 [l], while the Hughes plane has order 25 . 34 . 13 [9]. 
Thus any further attempts to eliminate primes as possible divisors must take 
into account the structure of the four known planes. 
The following two fundamental results, see [6], will be used in establishing 
Lemma 2.3. 
RESULT 2.1. A collineation of a finite projective plane has an equal 
number of fixed points and lines. 
RESULT 2.2. If a nontrivial collineation has more than n fixed points, 
then the number of its fixed points must be n + 1, n + 2 or n + 6 + 1. 
Furthermore, the number of fixed points is n + @ $ 1 tf and only tf the 
fixed points form a subplane of order &. 
LEMMA 2.3. If a projective plane 9 of order 9 has a collineation o of 
prime order p, then p is 2, 3, 5, 7, or 13. 
Proof. 
Case 1. Suppose u has no fixed points. Then every element of .Y 
belongs to an orbit of size p. Since the union of all of these orbits is ,Y’, p 
divides 91. Hencep= 7 or 13. 
Case 2. We assume u has at least one fixed point. By Result 2.1 u has 
at least one fixed line, say 1. Clearly the points on 1 must be permuted among 
themselves in orbits of length 1 or p. If 1 contains a nontrivial orbit under o, 
then the length of that orbit can be no longer than 10 (the total number of 
points on 1); thus p = 2, 3, 5, or 7. Suppose then that 1 contains only fixed 
points. By Result 2.2, the total number of fixed points must be either 10, 11, 
or 13. However, 13 fixed points corresponds to a projective subplane of 
order 3. This contradicts the assumption that 1 is a line consisting solely of 
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fixed points. If the number of fixed points is either 10 or 11, then the number 
of fixed lines is 10 or 11, respectively. There exists a fixed line with at most 
two fixed points in either case and hence by the argument given above, p 
must equal 2, 3, 5, or 7. 
Recently Janko and van Trug [7] have shown that only the four known 
planes contain collineations of order 2, thus narrowing the field to the primes 
3, 5, 7, and 13. 
3. COLLINEATIONS OF ORDER 13 
Given a projective plane .Y of order 9, we know from the proof of 
Lemma 2.3: 
Remark 3.1. A collineation of order 13 in 9 has no fixed elements. 
Clearly then neither of the Hall planes has a collineation of order 13 as 
each of these planes contains a special element fixed by all collineations. 
Thirteen, however, does divide the order of the full collineation group of both 
the Desarguesian and Hughes planes. In the next four sections we will prove 
that there are no more planes of order 9 with this property. That is, 
LEMMA 3.2. If .B is a projective plane of order nine whose collineation 
group contains an element of order 13, then 9 is either the Desarguesian or 
the Hughes planes. 
4. ORBITS OF 0 AND THE MATRIX M 
Suppose that 9 is a projective plane of order 9 whose collineation group 
contains a collineation o of order 13. We know that u has seven point orbits 
and seven line orbits of length 13. Label these point and line orbits 
p, 7 p, ,..., P, and L,, L, ,..., L,, respectively. 
We define a matrix M whose rows and columns represent point and line 
orbits of o. 
DEFINITION. M = [mij], 1 < i, j < 7, where m, is the number of points of 
orbit Pi which lie on any given line of Li. 
M is well defined and we note that since IJ establishes a one-to-one 
correspondence between the lines of Li which meet any given point of Pi and 
the points of Pj which meet any given line of Li, mij is also the number of 
lines of Li which meet any given point of P,. 
Remark 4.1. M = [mu] is a 7 x 7 matrix of integers possessing the 
following properties: 
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(a) 0 < mi,j < 4, 
(b) ~~=,mi,=~,?=,mij=lOfor l<i,j<7, 
(c) C:=,mik.mjk=C~=,mki.mkj=13for l<i#j<7. 
Proof: If p is any point of Pj, then the number of lines through p of Li is 
mij. On each of these lines are (mij - 1) additional points of Pj. Thus 1 Pj 1 is 
at least 
1 + mij(mij - 1) for 1 & i, j < 7. (1) 
Hence mij < 4, since 1 Pjl = 13. 
Property (b) is clear since C;=r mij equals the total number of lines 
passing through a point of Pi. To establish (c), we count for fixed i and j 
(1 < i # j < 7) the number of triples 
(ii, lj, p) li in Li and lj in Lj, p meets Ii and lj 
in two ways and obtain 
13 . 13 . 1 = 13 2 mike mjk. 
k=l 
7 
! :  mik’ mjk = 13. 
k=l 
An analogous count gives 
1 
Y mki-mu= 13. 
k:l 
(2) 
(3) 
(4) 
Remark 4.2. M has three types of rows and columns: 
Type (1) containing two 3’s, four l’s and one 0, 
Type (2) containing one 3, three 2’s, one 1 and two O’s, 
Type (3) containing one 4 and six 1’s. 
Proof: For a given row or column let n, be the number of its entries 
equal to i. Consider the ordered triples (x, x’, y), where x and x’ are distinct 
elements of the orbit represented by the given row or column and y is the 
element of 9 which is determined by x and x’. Counting these triples in two 
ways we find 
13.12 s 1 = 13. n4 - 4 - 3 + 13 + n3. 3.2 + 13. n2. 2. 1. (5) 
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Thus 
6=6n,+3n,+n,. 
Furthermore by (b) of Remark 4.1 we know that 
10=4n,+3n,+2nz+n,. 
Finally, since M is a 7 x 7 matrix, it is clear that 
7 = n4 + 113 + n, + n, + n,. 
(6) 
(7) 
(8) 
These equations imply Result 4.2. 
5. POSSIBILITIES FOR THE MATRIX M 
We wish to construct all matrices, up to permutation of rows and 
columns, having row and column types given in Remark 4.2. Possibilities for 
such matrices must surely exist as two of the four known planes contain 
collineations of order 13. Fortunately, we can identity (and eliminate) these 
quite early in our investigation. They correspond to matrices containing a 
type 3 row and column. To see this, let us suppose that M contains a type 3 
row and, consequently, a type 3 column. Assume 
Then 
r1 = (4, 1, 1, 1, 1, 1, 1) and c, = r-7. 
Remark 5.1. B = P, U L, represents a Baer subplane of order 3 in 9. 
Proof. Any pair of points in P, determines a line of L, as all entries 
other than m,, in c, equal 1. Similarly any pair of lines in L, determines a 
point of P,. Since each line of L, contains at most four points of P, , P, 
contains a quadrangle. Let 12 be a line of 9 not contained in B. Assume that 
n belongs to line orbit Li. Since m,, = 1, every line of Li meets P, in a single 
point. In particular, n meets B in P, U L, in a single point. Similarly every 
point p of 9 not in B meets B in a single line. Hence B is Baer. 
However, Killgrove, Parker, and Milne [8] have shown 
THEOREM. If a plane of order nine has at least one Baer subplane, then 
it is one of the four known ones. 
This together with Remark 4.3 gives us 
Remark 5.2. If M contains a type 3 row or column, then M cannot 
correspond to a new plane of order nine. 
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Remark 5.2 severely restricts the possibilities for M, since now we may 
concern ourselves solely with matrices which do not have type 3 rows or 
columns. Indeed, up to renaming rows and columns, there is only one such 
matrix. We outline a procedure for producing it in the remainder of this 
section. 
Let ri and ci denote row i and column i of M, respectively. 
Remark 5.3. M cannot consist solely of type 2 rows and columns. 
Proof: Suppose 
rl = (3, 2, 2, 2, 1, 0, 0). 
Since the inner product of any row with r, is odd and since each row and 
column has only one 1 and one 3, either the first position of ri is 1 or the 
fifth position of ri is 3. This implies that at least one column of M is type 1. 
Remark 5.4. M contains at most one row and one column of type 1. 
Proof: Suppose M has at least three type 1 rows. Up to a permutation of 
the columns of M there are only two ways of fitting two type 1 rows 
together: 
(3, 3, 1, 1, 1, 1, 0) (3, 3, 1, 1, 1, 1, O), 
(1, 1, 3, 3, 1, 0, 1) (3, 0, 1, 1, 1, 1, 3). 
A routine computation shows that the second of these arrangements must 
occur somewhere in the first three rows. Thus by a suitable permutation of 
the rows and columns of M we may assume 
r, = (3, 3, 1, 1, 1, 1, 01, 
r2 = (3, 0, 1, 1, 1, 1, 3). 
Since type 2 columns have only one 3 and one 1, columns 1, 3, 4, 5, and 6 
are all type 1. Therefore M contains at least five type 1 columns. However, if 
a matrix M contains one type 2 column it contains at least three type 2 
columns. Thus M contains only type 1 columns and consequently only type 
1 rows. 
We may assume that c, = rT and c2 = r;. This in turn allows us to assume 
r3 = (1, 1, 3, 3, 1, 0, 1) = CT. 
For the inner product of columns 3 and 4 to be 13 we must have c, = 
(1, 1,3,0, 1,3, l)=. However, rows 3 and 5 currently inner product to eight 
with no way of bringing that product to 13. We have shown that M has at 
most two type 1 rows. Similarly M has at most two type 1 columns. 
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Suppose now that M contains exactly two type 1 rows, say r, and r2. 
Notice that these rows cannot be fitted together in the second of the two 
ways mentioned above as that would imply M contained five type 1 
columns. Thus we may assume 
r1= (3, 3, 1, 1, 1, 1, 01, 
rz = (1, 1, 3, 3, 1, 0, 1). 
We may further assume that 
c5 = (1, 1, 3, 3, 1, 1, 0)‘. 
Since the inner product of r, with r3 is odd, the sole 1 of r3 must be in the 
(3,7) position. However, this forces the inner product of rz with r3 to be 
even. In the same way we show that M has at most one type 1 column. 
Remark 5.5. M has precisely one type 1 row and one type 1 column. 
Proof. Assume M has exactly one type 1 row. Say 
rI = (3, 3, 1, 1, 1, 1, 0). 
Each of the remaining rows is type 2 by Remark 5.4 and these must contain 
in their seventh position either a 1 or a 3 since otherwise the inner product of 
this row with r, would be even. Hence c, is type 1. 
Similarly, the existence of a type 1 column implies the existence of a type 
1 row. It now follows from Remark 3.6 that M has precisely one type 1 row 
and column. 
Finally, through a routine argument of moderate length we may show 
Remark 5.6. M may be assumed to be the following matrix: 
3212200 
3120022 
1203022 
1200322 
0331111 
1022230 
1022203 
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6. DISTANCE AND SPACING 
Having discovered a possibility for the matrix M, we wish to determine 
whether M corresponds to a projective plane of order 9. It, in fact, does not. 
This will become clear once we begin fitting the point and line orbits 
represented by M’s rows and columns together. In particular, we will show 
there to be no consistent way for the lines of L, , L,, L, , and L, to meet the 
points of P, and P,. 
Our task of point and line fitting will be made easier by first introducing 
the notions of distance and spacing in an orbit. Let a and b be distinct 
elements of 9 lying in the same orbit under the action of (T. Let m, n, 1 < m, 
n < 13, be such that a”(a) = b and o”(b) = a. 
DEFINITION. The smaller of the two integers m and n is called the 
distance between elements a and b, denoted d(u, 6). If d(u, b) = 1 we say a 
and b are adjacent. 
Notice that for any pair of points a, b in Pi, d(u, b) < 6. 
Suppose that the (i, j) entry m,j of M equals 3. Then each line in Li is 
incident with three points of Pi, and each point of Pj is incident with three 
lines of L,. We define the idea of a spacing in such a case as follows: 
Let 1 be any line of Lj and a, b, and c be the 3 points of Pi incident with 1. 
Assume without loss of generality that d(u, b) ,< d(b, c) < d(u, c). 
DEFINITION. The ordered triple 
Ma, b), d(b, cl, 0, c)) 
is called the spacing of point orbit Pi relative to line orbit Lj. 
Similarly suppose p is any point of Pj and 1, m and n are three lines of Li 
passing through p arranged so that d( 1, m) < d(m, n) < d(1, n). Then 
DEFINITION. The ordered triple 
(41, ml, d(m, n), 41, n>> 
is called the spacing of the line orbit Li relative to the point orbit Pj. 
Remark 6.1. The spacing of Li relative to Pi equals the spacing of Pj 
relative to Li. We will take advantage of this use these two notions 
interchangeably. 
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7. THE SPACINGS OF 9 
Assume that the matrix M corresponds to a projective plane 9 of order 
nine. Consider the entry ml1 = 3 in M. We study the possible spacings of P, 
relative to L,. Let I be a line of L, . Label the points of P, p, , pz ,..., p13 so 
that u moves them cyclically modulo 13, that is, a(~,) = pi+ 1 for 1 < i & 12 
and a(p,,) = p,. Furthermore, assume that the subscripts have been chosen 
so that p, is incident with 1. 
If d is the smallest distance between points p, on 1, then replace u by its 
dth power and relabel the points of P, appropriately. Relative to the new u, I 
meets P, in the two adjacent points p, and pz. 
Remark 7.1. The possible spacings for P, relative to L, are (1, 2, 3), 
(1,3,4), (1,4,5), and (1,5,6). 
Proof No two entries of the ordered triple could be equal: otherwise, 1 
would intersect one of its images in at least two points. Also, since 
d(a, b) = 1, d(a, c) = d(b, c) + 1. 
Since m,, = 3 we can examine the spacing of the points of P, relative to 
the lines of L, . If (d, , d,, d3) is the spacing of P, relative to L 1, then no two 
points of P, lying on a line of L, can be distance d, , d,, or d, apart as this 
would imply L, n L, # 0. Thus for each of the four permissible spacings of 
P, relative to L, we have precisely one candidate for a permissible spacing of 
P, relative to L,. These spacings are given in Table I. 
Notice, however, that (4, 5, 6), (2, 3,6), and (2, 3,4) could not possibly 
represent true spacings. Hence we have 
Remark 7.2. The spacings of P, relative to L, and L, are (1, 3,4) and 
(2, 5, 6), respectively. 
By a dual argument we can show that the spacings of L, relative to P, and 
P, are (1, 3, 4) and (2, 5,6). Unfortunately, since we have already fixed the 
power of u under consideration, we do not know which spacing goes with 
TABLE I 
Spacing of P, 
Relative to L, Relative to L, 
(1,2,3) (4,5,6) 
(1,394) C&5,6) 
(1,4,5) (2939 6) 
(1,596) (2732 4) 
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which point orbit. Notice, however, that if (2, 5,6) were the spacing of L, 
relative to P, then no two points of P, on a line of L, could be distance 2, 5, 
or 6 apart. Because the spacing of P, relative to lines of L, is (1, 3,4), these 
are the only candidates for the distance between two points of P, on a line of 
L I . Thus (2,5,6) could not be the spacing of P, relative to L, and we have 
Remark 1.3. The spacings of L, relative to P, and P, are (1, 3,4) and 
(2, 5,6), respectively. 
We are now in a position to eliminate the matrix M thereby completing 
the proof of Lemma 3.2. This is accomplished by 
Remark 7.4. There is no consistent way for the lines of L,, L,, L,, and 
L, to meet the points of P, and P,. 
Proof: Recall from Remark 7.2 that any line of L,meets the points of P, 
in three points spaced distance 1, 3, and 4 apart. In particular, by 
considering u- ’ if necessary, we may assume that line I of L, meets P, in 
points ply ploy and p13. 
- As in the case of point orbit P, we label the points of P, ql, q*,..., q13 so 
that u moves them cyclically modulo 13 and so that line 1 of L, meets P, in 
q,. Again from Remark 7.2, we know that a line of L, meets P, in 3 points 
spaced distances 2, 5, and 6. Let m be the line of L, meeting P, in p, and p, . 
The third point of P, on m must be either ps or p9, so we have 
Case a. m meets P, in points p,, p3, and ps 
or 
Case b. m meets P, in points p, , p3, and p9. 
Let us assume that we are in Case a. 
Next we determine how line 1 of L, meets P, . Recall that ml2 = 2. Thus I 
is incident with precisely two points of P,. Since the spacing of P, relative to 
L, is (1,3,4), the two points, a and b, of P, on line I of L, cannot be 
distance 1, 3, or 4 apart. 
There are three cases to consider corresponding to d(a, b) = 2, 5, or 6. We 
will complete the case where d(a, b) = 2 and note that the remaining cases 
follow similarly. 
Let 1 meet P, in points q1 and qlz. From the matrix M we know that line 
m is incident with exactly one point of P,. We determine which point of P, 
lies on m. 
Note that p, is incident with 1, a(l), and a”(l) as well as m. If m were 
incident with any one of ql, q2 =a(q,), q3 =u4(q12), q5 =u4(ql), q12, or 
q13 = u(q,,), then m would contain two distinct points on a line of L, . This 
contradicts the fact that L, and L, are distinct line orbits. Hence q4, qs, q7, 
qs, q9, qIo, and qll are the only candidates for points of P, incident with m. 
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FIG. 1. Summary of incidences between points of P, , P, and lines of L, , L, . 
We can use the fact that p, is incident with m, u6(m), and a-‘(m) to 
eliminate all but one of these possibilities. For example, if q4 were incident 
with m, then oP2(m) would contain both p, and q2. But as we noted above 
[p,, qz] is a line of L,. Using similar arguments we can eliminate every 
possibility except q1 1. Thus 
Remark 7.5. m meets P, in ql,, 
We summarize these results in Fig. 1. 
A line of orbit L, or L, meets P, in exactly one point and P, in two 
points. Let r and s be lines of L, and L,, respectively, passing through p, . 
As both r and s contain pl, neither line is incident with any point of P, lying 
on 1, o(l), 04(E), m, d(m), or up2(m). This limits the possibilities for such 
incidences to the points q6, q, , qs, and q,. . Hence we have 
Remark 7.6. Lines I and s meet P, in points q6, q,, qs, and q,o. 
Recall that the spacing of L, relative to P, is (1, 3,4), while lines of L, 
meet P, in a pair of points distance 2 apart. This implies that r and s each 
meet P, in two points distance either 5 or 6 apart. Note, however, that no 
two points of the set q6, q, , qs , q,,, are distance ‘more than 4 apart. 
Case b can be eliminated by similar arguments, completing the proof of 
Remark 7.4. 
8. COLLINEATIONS OF ORDER 7 
In this and the next three sections we consider collineations of order 7 in a 
projective plane of order 9. We begin by determining possible associated 
fixed point structures. 
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DEFINITION. Given a collineation u of ,F”, we define f(a) to be the 
number of fixed points of o. 
Note, by Result 2.1, f(o) also equals the number of fixed lines of cr. 
Remark 8.1. Let u be a collineation of order 7 of 3”. Then either 
f(u) = 0; or f(o) = 7, in which case the fixed elements form a subplane of 
order 2 in .P. 
Proof: Each orbit of u contains either one or seven points. If n is the 
number of nontrivial orbits under u, that is, orbits of length greater than 1, 
then 
7 * n+f(u)=91= 13 * 7. (9) 
Thusf(u) = 0 (mod 7). Sincef(u) < 13 (Result 2.2),f(u) = 0 orf(u) = 7. 
Suppose that u has exactly 7 fixed points and hence exactly 7 fixed lines. 
Each fixed line must consist of one orbit of length 7 and three fixed points. 
This implies the existence of a quadrangle of fixed points. The fixed elements 
clearly form a closed configuration and hence a subplane of order 2. 
Whitesides [ 111 has shown that only the Desarguesian plane contains a 
collineation of order 7 with no fixed points. Thus we need only concern 
ourselves with collineations of order 7 fixing a subplane of order 2. Since 7 
does not divide the orders of the collineation groups of the Hall or Hughes 
planes of order nine, and since the Desarguesian plane has no subplanes of 
order 2, no known plane of order 9 contains a collineation of order 7 fixing a 
subplane of order 2 pointwise. We will show that no plane of order 9 could 
contain such a collineation. Consequently, 
LEMMA 8.2. If a projective plane 9 of order 9 has a collineation of 
order 7, then 9 is Desarguesian. 
9. THE MATRIX A4 REVISITED 
Suppose 9 is a projective plane of order 9 and u is a collineation of 9 
with order 7 fixing a subplane of order 2 pointwise. Let r, be the fixed 
elements of u. 
Each line 1 of TO contains precisely three points of TO. The remaining 
seven points of 1 must form an orbit of u. Hence there are seven point orbits 
of u associated with the lines of T,,, one orbit on each fixed line of u. 
Similarly there are seven line orbits of u associated with the points of TO, 
one orbit through each fixed point of u. Denote these point and line orbits 
p, 9 p, Y..., P, and L,, L, ,..., L,, respectively. Let P,, P, ,..., P,, be the 
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remaining nontrivial point orbits and L,, Lg,..., L,2 be the remaining 
nontrivial line orbits. 
As in Section 4, we fill out the incidence matrix M whose rows and 
columns represent the nontrivial point and line orbits of cr. More precisely, 
M = [mij], 1 < i, j < 12, where mij is the number of points of orbit Pj which 
lie on any given line of L,. Recall that mij may also be interpreted as the 
number of lines of Li which meet any given point of Pj. The matrix M is 
divided into blocks, as shown below, for easier reference. 
p, p, p, p, p, p, p, p* p, PI, PI, PI2 
L, I 
4 I 
L, I 
L4 BLOCK I I BLOCK II 
L I 7 -__-__-__--__---- __---- 
L8 I 
L9 I 
L,, BLOCK III I BLOCK IV 
Consider a line 1 of Li, 1 < i Q 7. By definition 1 passes through a point x 
of To. Precisely three lines of T meet I in x, If two of the four remaining lines 
of To met 1 in a point y, y and hence 1 would be fixed by u. Thus the 
remaining four lines of To meet 1 in four distinct points. This implies that 1 
contains precisely four points from orbits P, , P, ,..., P, with no more than 
one point from each orbit. The five points unaccounted for on 1 must come 
from orbits P,, P, ,..., P,z. Furthermore at most one point of Pi, 8 < j < 12, 
lies on 1 since otherwise 1 would intersect one of its images in two points. 
Hence 
Remark 9.1. Each line of orbit Li, 1 < i Q 7, contains one point of To, 1 
point from each of four distinct orbits P,, P, , P, , P, , 1 < k, 1, m, n < 7, and 
one point from each of the last five orbits P,, Pg,..., P,,. 
The dual argument yields 
Remark 9.2. A point x of point orbit Pi, 1 Q j < 7, lies on one line of 
T one line from each of four distinct orbits L,, L,, L,, L,, 
1’2 k, 1, m, n < 7, and one line from each of the last five orbits 
L,, Lg,..., L,,. 
Together Remarks 9.1 and 9.2 imply 
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Remark 9.3. Blocks II and III of it4 consist entirely of 1’s. 
Next we consider Block IV. Let n, be the number of entries equal to i in 
some given row of Block IV. We count ordered triples (E, I’, p),where I, I’ are 
in L,, 8<i< 12, andp=lnl’ in two ways to obtain 
7 + 6 . 1 = 7 - (6 . n3 + 2 . nJ + contributions not in IV. (10) 
Note, however, that since all the entries in Block III equal 1, there are no 
contributions from points in P,, P, ,..., P,. Also, there are no contributions 
from points of T,,. Since the number of points unaccounted for on a line of 
Li, 8 & i< 12, is three, we have 
3.n+2.n,+n1=3. (11) 
These two equations imply n3 = 1, n, = 0, and n, = 0. Since the dual 
argument shows that each column of Block IV has one 3 and four O’s, we 
can label orbits so that 
Remark 9.4. Block IV may be assumed to be 
3 0 0 0 0 
0 3 0 0 0 
0 0 3 0 0 
0 0 0 3 0 
0 0 0 0 3 
Finally we consider Block I. 
Remark 9.5. Block I is a 7 x 7 0, 1 matrix possessing the following 
properties: 
(a) C:=i rnij=CIEl mij=4 for 1 <i, j< 7. 
@I CL 1 mik * mjk=C~=,mki.mkj=2for l<i#j<7. 
ProoJ Property (a) is immediate from Remarks 9.1 and 9.2. TO establish 
(b), we count for fixed i and j (1 Q i # j Q 7) the number of triples (Zi) lj, p), 
li in Li, lj in Lj, and p = li n lj, in two ways to obtain 
7-7.1=7. C mik- mjk + contributions not in I. (12) 
k=l 
Each line of L, contains six points not accounted for in Block I. One point 
comes from T,, and is incident with no lines of Lj. Each of the remaining 
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points lies in one of the orbits P,, Pg,..., PI2 and in incident with exactly one 
line of Lj. Hence 
7*7=7. i mik a mjk + 7 . 5. (13) 
k=l 
It is now easy to show 
Remark 9.6. The only possibility, up to naming orbits, for Block I is 
1111000 
1100110 
1010011 
1001101 
0110101 
0101011 
0011110 
Together Remarks 9.3, 9.4, and 9.6 show 
Remark 9.7. M may be assumed to be the following matrix: 
p, p* p3 p.4 p5 p, p, p, p9 p,, p,, p,, 
L, 1 1 1 1 00011111 
L, 1 1 0 0 1 1 0 1 1 1 1 1 
L, 1 0 1 0 0 1 1 1 1 1 1 1 
L, 1 0 0 1 1 0 1 1 1 1 1 1 
L, 0 1 1 0 1 0 1 1 1 1 1 1 
L, 0 1 0 1 0 1 1 1 1 1 1 1 
L, 0 0 1 1 1 1 0 1 1 1 1 1 
L, 1 1 1 1 1 1 1 3 0 0 0 0 
L, 1 1 1 1 1 1 1 0 3 0 0 0 
L,, 1 1 1 1 1 1 1 0 0 3 0 0 
L,, 1 1 1 1 1 1 1 0 0 0 3 0 
L,, 1 1 1 1 1 1 1 0 0 0 0 3 
10. CONSTRUCTION OF 9 
Again, as in Section 7, we wish to determine whether the matrix M 
corresponds to a projective plane of order 9. As before, we use the completed 
matrix M to help us construct such a plane, should it exist, or to reach a 
contradiction if it does not. It does not. We prove this in the remainder of 
this section. 
582a/37/2-2 
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Assume 9 is a projective plane of order 9 having a collineation of 
order 7, u, fixing a Fano subplane and corresponding orbit matrix M. 
Remark 10.1. The 3’s appearing in Block IV represent projective 
subplanes of order 2 in 9’. 
Proof. Consider Pi U L, for 8 Q i < 12. Every pair of points in Pi 
determines a line of Li as all other entries in column i equal 1, and since no 
point of Pi for 8 < i Q 12 lies on any fixed line. Similarly every pair of lines 
in Li determines a point of Pi. Finally, as each line of Li contains exactly 
three points of Pi, Pi contains a quadrangle. 
DEFINITION. Let Ti = Pi+, ULi+, for 1 < i < 5. 
(0’ Let pi’), p2 ,..., p\“’ and I’,“, Ii’),..., E$(” be the points and lines of To. Label 
the points and lines of Ti, 1 < i < 5, py’, p;‘,..., py’, and I’,“, I:” ,..., 1:” so that 
(J permutes them cyclically modulo 7. Choose the labeling so that 
p’li’ = I’,” n I:“. 
For a fixed k, 1 Q k < 5, define the incidence matrix M, = [mij], where 
mij = 1 if Ilk’ meets pjk) and 0, otherwise. 
Remark 10.2. M,, 1 <k < 5, is equal to one of the following two 
matrices: 
1000101 1010001 
1100010 1101000 
0110001 0110100 
1011000 0011010 
0101100 0001101 
0010110 1000110 
0001011 0100011 
By using u- ’ as our collineation instead of o, if necessary, we may 
assume that the incidence matrix M, of T, is the first matrix given in 
Remark 10.2. 
We use the labelings for the lines of To and T, to coordinatize the points 
of the first seven points orbits. 
DEFINITION. Let pij = Zi”) n I;‘), 1 < i, j & 7. 
From row 8 of matrix M we see that every point of l-l:= i pk lies on 
precisely one line of T,. By construction the same is true for the points of 
lJl= i pk and lines of To. This implies that the definition is well defined and 
that every point of the first seven line orbits has been included in the 
labeling. Similarly 
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DEFINITION. Let I, = [ p!O’, pj”], 1 < i, j < 7. 
The next step in our construction of .Y is to define a matrix N which 
stores the incidences of lines of Ti, 1 Q i < 5, with the points of (Jl= r pk. 
DEFINITION. Let N = [n,], 1 < i < 5, 1 < j < 7, where nij is the subscript 
of the line of Ti meeting points pj, . That is, piI lies on the line 1;; of Ti. 
Since u moves the points of Pi and the lines of Lj cyclically, an entry nij 
of the matrix N provides information on all incidences of points of Pi with 
lines of Lj. 
Let ri, cj for 1 < i < 5, 1 < j < 7, be the ith row and jth column of N, 
respectively. By construction we have 
Remark 10.3. r, = (1, 1, 1, 1, 1, 1, 1). 
Relabel, if necessary, the lines of Ti, 2 < i ( 5, so that Ii” passes through 
pl,. Also, if necessary, relabel the lines Ii”, Ii’),..., I$“’ of To so that 2;” meets 
1:” in pj, for 1 < j Q 7. Then 
Remark 10.4. c, = (1, 1, 1, 1, l)* and r2 = (1, 2, 3, 4, 5, 6, 7). 
Finally, assume that the indices of subplanes T,, T,, and T, have been 
labeled so that n3* < nd2 < n52. There are then ten possibilities for c2 in N. 
Remark 10.5. We may assume that c: equals one of the following: 
(1,2,5,6,7), (1,2,4,5,6), (1,2,4,5,7), (1,2,4,6,7), (1,2,3,4,5), 
(1,2,3,4,6), (1,2,3,4,7), (1,2,3,5,6), (4 2,3,5,7), (1,2,3,6,7). 
Having chosen c2 from the list we need to complete the matrix N. This 
task will be made easier by observing 
Remark 10.6. The 4 x 6 matrix obtained from N by deleting column 1 
and row 1 is a Latin rectangle with integer entries between 2 and 7. 
ProojI Suppose nij = k = nij,, for i, j, j’ # 1. Then 12’ is incident with 
both pi, and pi,, . However, Pj, and pj,, are already incident with It”. This 
contradicts the fact that i # 1. Similarly nij = ni,j or nij = 1 leads to a con- 
tradiction. 
Using Remark 10.6, we program a simple backtracking algorithm to 
construct all possibilities for the matrix N. There are 6552 distinct 
possibilities for each choice of cl. Having constructed a possibility for the 
matrix N, we know all incidences between points of the first seven nontrivial 
points orbits U:= r Pk and the lines of the subplanes To, T, ,..., T, . This infor- 
mation may now be used in an attempt to place the points ot U:= I P, on the 
lines of IJi=, L,. Note that since we know the action of IJ on the first seven 
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point and line orbits, it is sufficient to determine which points of (Ji=, P, are 
incident with each of the lines I,, , Z2, ,..., 1 ,i. 
We will show in the next two sections that for no choice of the matrix N is 
it possible to establish these incidences in a consistent fashion. This clearly 
suffices to prove Lemma 4.1. 
11. POINTS AND LINES FROM THE FIRST SEVEN ORBITS 
Recall from the matrix M that each line of U:=, L, contains four points 
of ui= i Pk with no more than one point from each orbit P, (1 < k < 7). 
Remark 11.1. The line I, i = [pi”, pi”], 1 < i < 7, contains four points 
pa3, pbS ,pc6, and pd7 of CJ:=, P, where a, b, c, and d are distinct integers 
between 1 and 7. 
ProoJ: By Remark 10.1, piI’ is incident with lines I’,“, r:“, and I:” of T, . 
Note that I:” contains all seven points of Ul=, P, whose second subscript 
equals k. Furthermore, $“’ contains all points of u:= i Pk whose first 
subscript equals k. Thus no line other than those of To contains two points of 
lJ:=, P, with the same first subscript. 
Remark 11.2. Each point pij, 1 <i< 7, j= 3, 5,6, or 7, occurs on 
precisely one line of I,, , I,, ,..., l,, . 
Proof: The lines 1 i,, 1 ?, ,..., I,, are all incident with pi” and hence no two 
of them are incident with the same point of U:=, P,. Since each of these 
lines contains four points of Ul= i P,, the total number of points of Ul=, P, 
on these lines is 28. 
By Remark 11.2 each of the points p13, P,~, p,, must lie on a line of 
1 1 ,,, 21 ,..., I,, and no two points lie on the same line. Assume P,~, p15, P,~, 
and pI, lie on Ial, l,, , l,, , and &, , respectively. For each possibility for the 
matrix N we attempt to fill out the remaining points pij, 2 < i < 7, j = 3, 5, 6, 
and 7, on the four lines I o,, 1*,, &,, and I,,. Often this will not be possible 
since pairs of points set on one of these lines may already determine a line of 
Ti, 0 < i < 5. Whenever we are unable to complete one of the lines I,, , lb1 , 
I,, , or Id, for a particular matrix, we reject that matrix as a possibility for N. 
In this way we are able to eliminate most, but not all, of the possibilities 
for N. 
Summarizing, we find that all the points and lines of 9 have been labeled. 
Relative to this labeling, we have constructed candidates for a matrix N 
storing all incidences of lines from the subplanes Ti, 1 < i < 5, with points of 
(J I= i Pi. Finally, we have started fitting points of U 7=, Pi onto the lines of 
U!= i Li taking care not to put two points on the same line if they already 
determine a line of Ti, 1 Q i Q 5. We have completed possibilities for these 
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fittings corresponding to the four lines l,,, , lbl, l,, , and 11, containing P,3, 
P 159 P16, and P,,, respectively (managing to eliminate most of the 
possibilities for the incidence matrix N in the process). Recall that this yields 
all incidences for the line orbits L,, , Lbl, L,, and L, with points of Uy=, Pi. 
None of the possibilities for the constructed fittings are internally 
consistent as we now show. 
By definition, each of the lines I,, , bl, C,, I 1 and l,, contains a unique point 
of T,,. Since a point of Ui= 1 P, has first index equal to the index of the 
unique line of TO containing it, we may use the indices of these points to 
determine the lines of TO intersecting lkl, k = a, b, c, or d. If the result of our 
construction is to be a plane, it is important that points and lines of T,, meet 
1 aI, lb,, k19 and ldl in a fashion which is consistent with the incident 
structure of a Fano plane. 
Remark 11.3. Precisely two points of U:= i P, with first index equal to 
h lie on the lines 1 al, I,,, , I,, , and Id, for each h = 2,3 ,..., 7. 
Proof: Any two lines of T,, miss precisely two points of TO 
simultaneously. In particular, the lines I(,“’ and If’ miss two points pp’ and 
PY (‘) of To. These lines intersect each of the lines lxl, 1,,1 in two points of 
Ul=, P, whose first indices equal 1 and h, respectively. This implies that lx1 
and l,, are two of the four lines given above and proves the remark. 
Finally, we check that the incidences between points of U := I P, and the 
twenty-eight lines of U:=, L, defined above are consistent. That is, each pair 
of points of U:= i P, determines at most one line of Ui= 1 L,. 
Remark 4.17. Let m and n be two of the four lines l,, , lb,, l,, , and ld, 
given. Suppose prw, pjx are incident with m and pi,, , pjL are incident with n 
for 1 < i # j Q 7, W, x, y, z belonging to the set { 3,5,6,7}. There does not 
exist g, 1 ( g < 7, such that 
w+g=y (mod 7) (14) 
x+g=z (mod 7). (15) 
Proof: Suppose, to the contrary, that there exists an integer g with the 
property given. For such a g we have 
ag(Pjx> = Pjz * (17) 
Thus 
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ug(m)=ug([Piw~ Pjxl) 
= [ug(Piw)7 @(Pjx>l 
= [Piy, Pjzl 
(18) 
= n. 
However, this contradicts the fact that m and n belong to distinct line orbits 
of u. 
We examine each of the remaining candidates for the matrix N together 
with all possibilities for incidences of points from U:= I P, with lines lO1, lb,, 
L, and L. In every case, either the incidence structure is not consistent 
with the structure of TO, (Remark 11.3 fails) or the incidences are nor inter- 
nally consistent (Remark 11.4 fails). Thus 
Remark 11.5. Given any possibility for the matrix N as defined, it is not 
possible to place the points of Uz=, Pk on the lines of U := , L, in a 
consistent fashion. 
This proves Lemma 8.2. 
12. COLLINEATIONS OF ORDER 5 
It has not yet been possible to rule out 5 as a collineation of an unknown 
plane of order 9. We can, however, limit the size of the 5sylow subgroups of 
a collineation group associated with any projective plane of order 9. Such 
groups have order at most 5. 
Recallf(u) equals the number of fixed points of the collineation cr. 
Remark 12.1. A collineation of order 5 in 9 has one fixed point and 
one fixed line not incident with each other. 
Proof. Each orbit of u has length 1 or 5. If n is the number of orbits of 
length 5, then 
5 * n+f(cr)=91. (19) 
Hence f(a) = 1 (mod 5). By Result 2.2, f(a) = 1, 6, or 11. 
Case i. f(o) = 1. 
Here u fixes precisely one point and one line. The fixed line clearly must 
contain two orbits of length 5. Hence the fixed point and line cannot be 
incident with each other. 
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Case ii. f(u) = 6. 
Each fixed line contains at least one fixed point, namely its intersection 
with another fixed line. Let k be a fixed line of u. Since not all of the points 
of k are fixed, k must contain at least one point orbit of length 5. However, 
among the remaining five points on k there is at least one which is fixed. 
Hence these points cannot form a second orbit of length 5 on k. Thus k 
consists of one orbit of length 5 and five fixed points. If p is the remaining 
fixed point, p together with any fixed point of k determines a fixed line 
containing precisely two fixed points. This, however, is clearly impossible. 
Case iii. f(a) = 11. 
It is easily seen that the points of a closed configuration either: are all 
incident with a single line; are all except one incident with a single line; or 
form a projective plane. For f(a) = 11 only the second case is a possibility. 
Let k be the line consisting solely of fixed points and let p be the unique 
fixed point not incident with k. If q is any point of k, [p, q] is a fixed line 
containing precisely two fixed points. This contradicts the fact that nontrivial 
orbits of u have length 5. 
LEMMA 12.2. The fill collineation group of .Y has no subgroup of 
order 52. 
Proof: Suppose to the contrary: that is, let S be a collineation group of 
order 52. Recall that any group of order p2, where p is a prime, is abelian. 
If S were cyclic, say S = (w), then the least number of points of 9 in 
orbits of length less than 25 would be sixteen. Then OJ’ would be a 
collineation or order 5 fixing at least sixteen points, contradicting 
Result 12.1. Hence S is elementary abelian, say G = (u, o), where u and o 
are both collineations of order 5. 
Since S is abelian, u permutes the orbits of w. In particular, the single 
fixed point and line of o must likewise be fixed by u. Let p be the point and 
k be the line fixed by both u and w. The two w-orbits of length 5 on k must 
be fixed as sets or interchanged by u. Clearly they must be fixed. Then, for 
some i, uwi fixes two points of the plane. This again contradicts Result 12.1, 
as uoi has order 5. 
With this result, we have established 
THEOREM 12.3. If 9 is a projective plane of order 9 other than one of 
the four known ones, then the full collineation group of p is 3” - 5’, where a 
is a nonnegative integer and b = 0, 1. 
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