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Abstract
Cascaded or central-moment-based lattice Boltzmann method (CLBM) is a relatively recent development in
the LBM community, which has better numerical stability and naturally achieves better Galilean invariance
for a specified lattice compared with the classical single-relation-time (SRT) LBM. Recently, CLBM has
been extended to simulate thermal flows based on the double-distribution-function (DDF) approach [L. Fei
et al., Int. J. Heat Mass Transfer 120, 624 (2018)]. In this work, CLBM is further extended to simulate
thermal flows involving complex thermal boundary conditions and/or a heat source. Particularly, a discrete
source term in the central-moment space is proposed to include a heat source, and a general bounce-back
scheme is employed to implement thermal boundary conditions. The numerical results for several canonical
problems are in good agreement with the analytical solutions and/or numerical results in the literature,
which verifies the present CLBM implementation for thermal flows.
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1. Introduction
In the last three decades or so, the lattice Boltzmann method (LBM), which is a mesoscopic numerical
method based on the kinetic theory, has been developed to be a widely used numerical method for solving
various fluid flows and heat transfer problems [1, 2, 3, 4, 5, 6, 7]. In the LBM, a discretized Boltzmann equa-
tion, based on a specific discrete velocity set and designed to reproduce the Navier-Stokes (N-S) equations
in the macroscopic limit, is solved for the distribution functions (DFs). Generally, the mesoscopic nature
of LBM allows its natural incorporation of microscopic and/or mesoscopic physical phenomena, while the
highly efficient algorithm makes it affordable computationally [8, 9].
In the extensively used algorithm for LBM, the numerical process can be split into two steps [8, 10, 9]:
the “collision” step and the “streaming” step. In the collision step, the single-relaxation-time (SRT) or BGK10
scheme [3] is the most widely used collision operator. In the BGK-LBM, all the distribution functions are
relaxed to their local equilibrium states at an identical rate, where the relaxation rate is related to the
kinematic viscosity. The BGK-LBM is quite simple to implement and can simulate low Reynolds number
flows, but it may have numerical instability at high Reynolds number or low-viscosity flows, as well as
inaccuracy of implementing the boundary conditions [11, 12, 13, 14, 15]. To overcome these difficulties, the
multiple-relaxation-time (MRT) collision operator was proposed in the literature [11, 12]. In the MRT-LBM,
the DF is transformed into a raw moment space, where different raw moments of the DF can be relaxed
at different relaxation rates to the local equilibrium raw moments. Compared with the BGK-LBM, the
MRT-LBM can enhance numerical stability by carefully separating the time scales among the kinetic modes
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[12], as well as improve the numerical accuracy for non-slip boundary conditions by choosing a specified20
relaxation rate for the energy flux [13, 14, 15]. However, Geier et al. argued that the MRT-LBM may also
encounter instability for high Reynolds number flows due to the insufficient degree of Galilean invariance
and the “cross-talk” effect induced by relaxing the raw moments [16]. By relaxing central moments of the
DF in the co-moving frame, a cascaded or central-moment-based operator was proposed in 2006 [16]. In
the cascaded LBM, also known as CLBM, the “cross-talk” effect in the MRT-LBM is eliminated naturally,
and a higher degree of Galilean invariance for a specified lattice can be preserved readily by matching the
higher order central moments of the continuous Maxwell-Boltzmann distribution. By setting the relaxation
rates for high-order central moments to be 1, CLBM has been applied to simulate high Reynolds number
(Re = 1400000) turbulent flow using coarse grids without resorting to any turbulence models [16]. Recently,
CLBM has been extended to simulate multiphase flows coupled with the pseudo-potential model [17] by30
Lycett-Brown and Luo [18]. Compared with the BGK-LBM for multiphase flows, the proposed multiphase
CLBM reduces the spurious currents near the phase interface significantly [18], and achieves higher stability
range for the Reynolds number [19]. As is known, the basic pseudo-potential model has some drawbacks,
such as thermodynamic inconsistency, large spurious currents, and suffers from the problem of tuning the
surface tension independently of the density ratio [9]. More recently, Li et al. proposed an approach of
achieving thermodynamic consistency via tuning the mechanical stability condition [20, 21], and analyzed
the effects of the equation of state on the thermodynamic consistency [22]. Inspired by the methods in
[20, 21, 22], an improved forcing scheme in pseudo-potential model was proposed in [23]. By coupling the
improved forcing scheme with the cascaded operator, Lycett-Brown and Luo achieved very high parameters
in the simulation of binary droplet collision[24].40
More recently, CLBM was first extended to simulate thermal flows by the present authors [25], where
a thermal cascaded lattice Boltzmann method (TCLBM) was proposed based on the double-distribution-
function (DDF) approach. In our TCLBM, the CLBM is used to simulate the flow field and another total
energy BGK-LBM is used for the temperature field, where the two fields are coupled by equation of state
for the ideal gas. The proposed TCLBM has been proved to be able to simulate low-Mach compressible
thermal flows with commendable stability and accuracy. For incompressible thermal flows without viscous
dissipation and pressure work, another CLBM has been constructed on a simpler lattice (D2Q5) to solve the
passive-scalar temperature field [26]. Compared with the D2Q5 MRT-LBM for the temperature equation,
the proposed D2Q5 CLBM is shown to be better Galilean invariant. Thus a higher characteristic velocity
can be adopted for convection heat transfer problems, which decreases the computational load significantly.50
Although CLBM has been applied to several thermal problems [25, 26], less attention has been paid to two
important factors: temperature field with a heat source and non-isothermal boundary conditions. In this
work, we will present the implementation of a heat source and a general bounce-back scheme for the thermal
boundary conditions.
The rest of the paper is structured as follows: In Section 2, a brief introduction for the DDF-based
CLBM for incompressible thermal flows is given, followed by the implementation of a heat source and
general bounce-back scheme for thermal boundary conditions. Numerical experiments are carried out for
several benchmark problems to validate the employed method in Section 3. Finally, a brief summary is given
in Section 4.
2. Numerical method60
The macroscopic governing equations for incompressible thermal flows can be written as:
∇ · u = 0, (1a)
∂u
∂t
+ u · ∇u = −
1
ρ0
∇p+ ν∇2u+ F, (1b)
∂T
∂t
+ u · ∇T = ∇ · (α∇φ). (1c)
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where u, p, ρ0, T , ν and α are the velocity, pressure, reference density, temperature, kinematic viscosity,
and thermal diffusivity, respectively. The Boussinesq approximation is employed in this work, thus the force
field is defined as,
F = −gβ(T − T0) + Fv, (2)
where the gravitational acceleration vector g points to the negative direction of y-axis, β is the thermal
expansion coefficient, T0 is the reference temperature, and Fv is an external body force.
2.1. CLBM for the flow field
In the present work, the D2Q9 discrete velocity model [3] is used to simulate two-dimensional problems.
As usual, the lattice spacing ∆x, time step ∆t and lattice speed c = ∆x/∆t are set to be 1. The discrete
velocities ei = [|eix〉 , |eiy〉] are defined by
|eix〉 = [0, 1, 0,−1, 0, 1,−1,−1, 1]
⊤, (3a)
|eiy〉 = [0, 0, 1, 0,−1, 1, 1,−1,−1]
⊤, (3b)
where i = 0...8, |·〉 denotes the column vector, and the superscript ⊤ indicates transposition.
For the cascaded collision operator, the collision step is carried out in the central-moment space. The
raw moments and central moments of the discrete distribution functions (DFs) fi are defined as:
kmn =
〈
fi
∣∣emixeniy 〉 , (4a)
k˜mn = 〈fi |(eix − ux)
m
(eiy − uy)
n
〉 , (4b)
and the equilibrium values keq
mn
and k˜eqmn are defined analogously by replacing fi with the discrete equilibrium
distribution functions (EDFs) feqi . In this work, a simplified raw-moment set is adopted [26],
|Γi〉 = [k00, k10, k01, k20, k02, k11, k21, k12, k22]
⊤
, (5)
and so do the central moments Γ˜i. Specifically, the raw moments can be given from fi through a transfor-
mation matrix M by |Γi〉 = M |fi〉, and the central moments shifted from raw moments can be performed
through a shift matrix N by
∣∣∣Γ˜i
〉
= N |Γi〉. The formulations for M and N can be easily obtained according
to the raw-moments set [27]. In the present study, M and N are expressed as [26],
M =


1 1 1 1 1 1 1 1 1
0 1 0 −1 0 1 −1 −1 1
0 0 1 0 −1 1 1 −1 −1
0 1 0 1 0 1 1 1 1
0 0 1 0 1 1 1 1 1
0 0 0 0 0 1 −1 1 −1
0 0 0 0 0 1 1 −1 −1
0 0 0 0 0 1 −1 −1 1
0 0 0 0 0 1 1 1 1


, (6a)
N =


1 0 0 0 0 0 0 0 0
−ux 1 0 0 0 0 0 0 0
−uy 0 1 0 0 0 0 0 0
u2x −2ux 0 1 0 0 0 0 0
u2y 0 −2uy 0 1 0 0 0 0
uxuy −uy −ux 0 0 1 0 0 0
−u2xuy 2uxuy u
2
x −uy 0 −2ux 1 0 0
−u2yux uy
2 2uxuy 0 −ux −2uy 0 1 0
u2xu
2
y −2uxu
2
y −2uyu
2
x u
2
y u
2
x 4uxuy −2uy −2ux 1


. (6b)
3
The post-collision central moments can be obtained by relaxing each of them to their local equilibrium states
independently, ∣∣∣Γ˜∗i
〉
= (I− S)
∣∣∣Γ˜i
〉
+ S
∣∣∣Γ˜eqi
〉
+ (I− S/2) |Ci〉 , (7)
where the block-diagonal relation matrix is given by,
S = diag
(
[0, 0, 0],
[
s+, s−
s−, s+
]
, [sv, s3, s3, s4]
)
, (8)
with s+ = (sb + sν)/2 and s− = (sb − sν)/2 [28, 26]. The kinematic ν and bulk viscosities νb are related to
the relaxation parameters by ν = (1/sν − 0.5)/3 and νb = (1/sb − 0.5)/3, respectively.
The equilibrium central moments Γ˜eqi are defined equal to the continuous central moments of the
Maxwellian-Boltzmann distribution in continuous velocity space,∣∣∣Γ˜eqi
〉
=
[
ρ, 0, 0, ρc2s, ρc
2
s, 0, 0, 0, ρc
4
s
]⊤
, (9)
where ρ is the fluid density, and cs =
√
1/3 is the lattice sound speed. Consistently, the forcing source terms
in central moments space are given by [27],
|Ci〉 = [0, Fx, Fy, 0, 0, 0, c
2
sFy , c
2
sFx, 0]
⊤. (10)
It may be noted that the method of incorporating a force field into the CLBM is the most recently proposed
consistent forcing scheme [27] and it shows great advantages over the previous forcing schemes in CLBM.
In the streaming step, the post-collision discrete DFs f∗i in space x and time t stream to their neighbors
in the next time step as usual,
fi(x+ ei∆t, t+∆t) = f
∗
i (x, t), (11)
where the post-collision discrete DFs are determined by |f∗i 〉 = M
−1N−1
∣∣∣Γ˜∗i
〉
. Using the Chapman-Enskog
analysis, the incompressible N-S equaltions in Eqs. (1) can be reproduced in the low-Mach number limit
[27, 29]. The hydrodynamics variables are obtained by,
ρ =
∑
i
fi, ρu =
∑
i
fiei +
∆t
2
F. (12)
It should be noted that the incompressible approximation [30] is employed in the present work. Thus the
dynamic variable density ρ can be divided into the reference density ρ0 and a small density fluctuation δρ.70
2.2. CLBM for the temperature field
Due to the simplicity of convection-diffusion equation, a D2Q5 discrete velocity model (the five discrete
velocity set is defined in Eq. (3), {ei = [|eix〉 , |eiy〉] |i = 0, 1, ...4}) can be used to construct the CLBM for
the temperature field [26]. Similarly, the raw moments and central moments of the temperature distribution
functions gi are defined by [26],
kTmn =
〈
gi
∣∣emixeniy 〉 , (13a)
k˜Tmn = 〈gi |(eix − ux)
m
(eiy − uy)
n
〉. (13b)
In the D2Q5 lattice, the following five raw moments are adopted [26],
∣∣ΓTi 〉 = [kT00, kT10, kT01, kT20, kT02]⊤, (14)
and so do the central moments
∣∣∣Γ˜Ti
〉
. Analogously, the raw moments and central moments can be calculated
through a transformation matrix MT and a shift matrix NT, respectively [26],
∣∣ΓTi 〉 = MT |gi〉 ,
∣∣∣Γ˜Ti
〉
= NT
∣∣ΓTi 〉 . (15)
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Explicitly, the transformation matrix MT is expressed as [26],
MT =


1 1 1 1 1
0 1 0 −1 0
0 0 1 0 −1
0 1 0 1 0
0 0 1 0 1

 , (16)
and the shift matrix NT is given by,
NT =


1 0 0 0 0
−ux 1 0 0 0
−uy 0 1 0 0
u2x −2ux 0 1 0
u2y 0 −2uy 0 1

 . (17)
The collision in the central-moment space can be written as,
∣∣∣Γ˜T,∗i
〉
= (I− ST)
∣∣∣Γ˜Ti
〉
+ ST
∣∣∣Γ˜T,eqi
〉
, (18)
where ST = diag(λo, λ1, λ1, λ2, λ2) is the diagonal relaxation matrix. The thermal diffusivity is related to
the relaxation parameter by α = (1/λ1−0.5)c
2
T∆t. The equilibrium values of the central moments are given
by, ∣∣∣Γ˜T,eqi
〉
=
[
T, 0, 0, T c2T , T c
2
T
]⊤
, (19)
where c2T is the sound speed in the D2Q5 lattice. The post-collision temperature distribution functions g
∗
i
can be obtained by
g∗i = M
−1
T
N−1
T
∣∣∣Γ˜T,∗i
〉
. (20)
The streaming step for g∗i is also as usual,
gi(x+ ei∆t, t+∆t) = g
∗
i (x, t). (21)
The temperature T is computed as,
T =
∑4
i=0
gi. (22)
Through the Chapman-Enskog analysis, the convection-diffusion equation for the temperature field can be
recovered in the macroscopic limit.
2.3. Heat source and boundary conditions
The DDF-based CLBM introduced above has been proved to be able to simulate several incompressible
thermal flows with isothermal boundary condition. However, it can hardly simulate convective heat transfer
problems with a heat source. Inspired by the previous method to include the heat source in the BGK and
MRT LBM [31, 32], here we present a CLBM for the temperature equation with a generalized heat source
term. Similar to the consistent forcing scheme in CLBM, a heat source Q can be incorporated into Eq. (18)
by means of central moments,
∣∣∣Γ˜T,∗i
〉
= (I− ST)
∣∣∣Γ˜Ti
〉
+ ST
∣∣∣Γ˜T,eqi
〉
+ (I− ST/2) |Ri〉 . (23)
where Ri correspond to the central moments of the heat source,
|Ri〉 =
[
Q, 0, 0, Qc2T , Qc
2
T
]
. (24)
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Analogously, the calculation of temperature is modified,
T =
∑4
i=0
gi +Q/2. (25)
To implement thermal boundary conditions, a general bounce-back scheme is adopted in this work.
After the collision step, the post-collision temperature distribution functions are obtained by Eq. (20). In
the streaming step, the distribution functions entering from “outside” of the boundary g~i(xf , t + ∆t) are
determined by,
g~i(xf , t+∆t) = −g
∗
i (xf , t) + c
2
TTw, (26)
where e~i = −ei, and Tw is the temperature at the boundary. For the general thermal boundary conditions,
b1∂Tw/∂n+b2Tw = b3, the boundary temperature Tw can be solved using a finite-difference scheme. Different
from the method in [33], a second-order finite-difference scheme is adopted for the temperature gradient,
∂Tw
∂n
=
8Tw − 9T1 + T2
3n · ei∆x
, (27)
where T1 and T2 are temperatures at the first and second layer nodes neighboring the boundary, and n is
the boundary normal vector. The boundary temperature can be calculated as,80
Tw =
9b1T1 − b1T2 + 3n · ei∆xb3
8b1 + 3n · ei∆xb2
. (28)
After obtaining Tw, the unknown distribution functions g~i(xf , t+∆t) can be calculated using Eq. (26).
3. Numerical experiments
In this section, several benchmark problems are conducted to verify our implementation of the heat
source and boundary conditions. In the present CLBM for the temperature field, the value of cT can be
independent of cs, and is set to be cT =
√
2/5 in this work. Unless otherwise specified, the half-way bounce-
back boundary scheme is used for both velocity and temperature boundary conditions, while s3 in Eq. (8)
is chosen according to the non-slip rule s3 = (16− 8sν)/(8− sν) [27].
3.1. Time-independent diffusion problem
The first tested problem is a time-independent diffusion problem, which can be described by the following
simplified equation and boundary conditions,
α
∂2T
∂y2
+Q = 0, (29a)
T (x, y = 0) = T0, T (x, y = L) = TL, (29b)
where T0 and TL are the temperatures at the bottom and the top of a straight channel. The heat source is
Q = 2α∆T/L2, with ∆T = (TL − T0), and the exact solution is,
Ta = T0 +
∆Ty
L
(2−
y
L
). (30)
Due to the simple flow configuration, only 6 nodes are used to cover the channel width (L = 6∆x). The
simulation results are compared with the analytical solution in Fig. 1. Two cases with α = [1/10, 1/3]90
are considered, where the boundary conditions are T0 = 0 and TL = 1, respectively. The corresponding
relaxation rates are chosen as: (1) λ1 = 4/3 and λ2 = 3/4 for the first case; (2) λ1 = 3/4 and λ2 = 4/3 for the
second case. It is seen that the simulation results are in very good agreement with the analytical solution.
6
As analyzed by Cui et al. [32], when the relaxation rate λ2 is specified as λ2 = 12(λ1 − 2)/(λ1 − 12), the
numerical slip in the D2Q5 MRT can be eliminated. To check its applicability in the present D2Q5 CLBM, a
series of simulations are carried out with λ2 changing from 0.2 to 1.8. As shown in Fig. 2, the global relative
error E2, defined as E2=
√∑
(T − Ta)
2
/
∑
Ta
2, reaches the minimum values at λ2 = 3/4 and λ2 = 4/3 for
α = 1/10 and α = 1/3, respectively. Thus the non-slip rule in the D2Q5 MRT is also suitable for the present
D2Q5 CLBM, which further verifies our previous analysis that the MRT-LBM and CLBM can be put into
a unified general framework [27].
α
α
Figure 1: Comparison of temperature profiles predicted by the D2Q5 CLBM simulation and the analytical solution.
λ
α α
Figure 2: Global relative errors E2 change with λ2 for α = 1/10 and α = 1/3.
100
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3.2. Viscous dissipation in Poiseuille flow
To validate the implementation of a spatially variable heat source, viscous dissipation in Poiseuille flow
is simulated. The flow is driven by a constant body force along x direction, F = [Fx, 0], while the walls are
at constant temperature Tw. The viscous dissipation is considered by adding a heat source, Q = ν(∂u/∂y)
2,
in Eq. (1c). By using the non-slip rule for the velocity field, a very accurate velocity profile can be provided
by the D2Q9 CLBM in Section. 2.1. The analytical temperature field is [31],
Ta = Tw +
1
3να
(
h2Fx
2
)2 [
1−
( y
h
)4]
, (31)
where h is the half-width of the channel. The simulation result is compared with the analytical solution in
Figure 3: Comparison of the dimensionless temperature profiles predicted by the D2Q5 CLBM simulation and the analytical
solution.
Fig. 3, where the dimensionless temperature is defined as,
T ∗ = 3να(T − Tw)/
(
h2Fx
2
)2
. (32)
It is clearly shown that the simulation result agrees well with the analytical solution. The global relative
errors at different grid sizes are shown in Fig. 4. A very good linear fit is seen in the simulation results, and
the slop is 2.05. It indicates that the implementation of the boundary conditions and heat source for the
present problem has second-order accuracy in space.
3.3. Natural convection in a square cavity
The natural convection driven by the buoyancy force in a square cavity is simulated to validate the
implementation of complex thermal boundary conditions. This problem has been widely examined in the110
literatures [25, 34, 35, 36]. The left and right walls of a square cavity are at constant temperature Th = 1
and Tl = 0, respectively, while the top and the bottom walls are adiabatic. The problem is characterized
by the Prandtl number Pr = ν/a and Rayleigh number Ra = gβ(Th − Tl)H
3/(νa), where H is the cavity
hight. In the present paper, Pr is set to be 0.71, and the characteristic velocity U =
√
gβ(Th − Tl)H is set
to be 0.1. The grid sizes are chosen to be Nx × Ny = 128 × 128, 192 × 192, 192 × 192 and 256 × 256 for
Ra = 103, 104, 105 and 106, respectively. The isotherms and streamlines at different Ra are shown in Figs. 5
8
∆Figure 4: Global relative errors E2 change with grid sizes for viscous dissipation problem in Poiseuille flow.
and 6, respectively. Qualitatively, all the characteristics in both temperature and flow fields agree well with
the results in previous studies [34, 35, 36]. To be more quantitative, data of the present work are listed in
Table 1, compared with those reported in previous studies [36, 35]. The following quantities are compared:
the maximum horizontal velocity component umax at x = H/2 and its location ymax, the maximum vertical120
velocity component vmax at y = H/2 and its location xmax, and the average Nusselt number Nu along the
cold wall. There is an excellent agreement between the present results and the benchmark solutions in the
previous studies [35, 36].
Table 1: Comparisons of the present CLBM results with the Benchmark solutions [36, 35].
Ra 103 104 105 106
umax LBM1 [36] 3.644 16.134 34.87 64.838
LBM2 [35] 3.6554 16.0761 34.8343 65.3606
CLBM 3.6532 16.1737 35.0488 65.0274
ymax LBM1 [36] 0.815 0.825 0.855 0.850
LBM2 [35] 0.8125 0.8203 0.8594 0.8516
CLBM 0.8140 0.8255 0.8574 0.8525
vmax LBM1 [36] 3.691 19.552 67.799 215.26
LBM2 [35] 3.6985 19.6368 68.2671 216.415
CLBM 3.6999 19.6735 68.7584 220.919
xmax LBM1 [36] 0.180 0.120 0.065 0.040
LBM2 [35] 0.1797 0.1172 0.0625 0.0391
CLBM 0.1792 0.1172 0.0647 0.0387
Nu LBM1 [36] 1.117 2.241 4.491 8.731
LBM2 [35] 1.1168 2.2477 4.5345 8.7775
CLBM 1.1174 2.2428 4.5178 8.8204
9
(a) (b)
(c) (d)
Figure 5: Isotherms of natural convection in a square cavity at: (a) Ra = 103, (b) Ra = 104, (c) Ra = 105, and (d) Ra = 106.
4. Conclusions
In this work, we extend previous DDF-based thermal CLBM to simulate more general incompressible
thermal flows with heat sources and thermal boundary conditions. To include a heat source in the temper-
ature equation, a discrete source term Ri is added to the collision step in central-moment space. To deal
with thermal boundary conditions, the general bounce-back boundary scheme in MRT-LBM is modified and
adopted in the present D2Q5 CLBM. Through numerical simulations of several benchmark cases, very good
accuracy of the proposed implementation for the heat source and boundary conditions are confirmed. In130
addition, it is found that the non-slip rule in the D2Q5 MRT-LBM is also suitable for the D2Q5 CLBM.
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Figure 6: Streamlines of natural convection in a square cavity at: (a) Ra = 103, (b) Ra = 104, (c) Ra = 105, and (d) Ra = 106.
were partly performed on the Tsinghua High-Performance Parallel Computer supported by the Tsinghua Na-
tional Laboratory for Information Science and Technology and partly on ARCHER funded under the EPSRC
project “UK Consortium on Mesoscale Engineering Sciences (UKCOMES)” (Grant No. EP/L00030X/1).
References
References
[1] G. R. McNamara, G. Zanetti, Use of the boltzmann equation to simulate lattice-gas automata, Physical review letters140
61 (20) (1988) 2332.
[2] F. Higuera, S. Succi, R. Benzi, Lattice gas dynamics with enhanced collisions, EPL (Europhysics Letters) 9 (4) (1989)
345.
[3] Y. Qian, D. d’Humie`res, P. Lallemand, Lattice bgk models for navier-stokes equation, EPL (Europhysics Letters) 17 (6)
(1992) 479.
[4] Y.-H. Qian, S. Succi, S. Orszag, Recent advances in lattice boltzmann computing, Annu. Rev. Comput. Phys 3 (1995)
195–242.
11
[5] S. Chen, G. D. Doolen, Lattice boltzmann method for fluid flows, Annual review of fluid mechanics 30 (1) (1998) 329–364.
[6] Y. Gan, A. Xu, G. Zhang, S. Succi, Discrete boltzmann modeling of multiphase flows: hydrodynamic and thermodynamic
non-equilibrium effects, Soft Matter 11 (26) (2015) 5336–5345.150
[7] C. Lin, K. H. Luo, L. Fei, S. Succi, A multi-component discrete boltzmann model for nonequilibrium reactive flows,
Scientific reports 7 (1) (2017) 14580.
[8] S. Succi, The lattice Boltzmann equation: for fluid dynamics and beyond, Oxford university press, 2001.
[9] Q. Li, K. Luo, Q. Kang, Y. He, Q. Chen, Q. Liu, Lattice boltzmann methods for multiphase flow and phase-change heat
transfer, Progress in Energy and Combustion Science 52 (2016) 62–105.
[10] Z. Guo, C. Shu, Lattice Boltzmann method and its applications in engineering, Vol. 3, World Scientific, 2013.
[11] D. d’Humieres, Generalized lattice-boltzmann equations, Rarefied gas dynamics- Theory and simulations (1994) 450–458.
[12] P. Lallemand, L.-S. Luo, Theory of the lattice boltzmann method: Dispersion, dissipation, isotropy, galilean invariance,
and stability, Physical Review E 61 (6) (2000) 6546.
[13] I. Ginzburg, D. daˆA˘Z´Humie`res, Multireflection boundary conditions for lattice boltzmann models, Physical Review E160
68 (6) (2003) 066614.
[14] C. Pan, L.-S. Luo, C. T. Miller, An evaluation of lattice boltzmann schemes for porous medium flow simulation, Computers
& fluids 35 (8) (2006) 898–909.
[15] Z. Guo, C. Zheng, Analysis of lattice boltzmann equation for microscale gas flows: relaxation times, boundary conditions
and the knudsen layer, International Journal of Computational Fluid Dynamics 22 (7) (2008) 465–473.
[16] M. Geier, A. Greiner, J. G. Korvink, Cascaded digital lattice boltzmann automata for high reynolds number flow, Physical
Review E 73 (6) (2006) 066705.
[17] X. Shan, H. Chen, Lattice boltzmann model for simulating flows with multiple phases and components, Physical Review
E 47 (3) (1993) 1815.
[18] D. Lycett-Brown, K. H. Luo, Multiphase cascaded lattice boltzmann method, Computers & Mathematics with Applications170
67 (2) (2014) 350–362.
[19] D. Lycett-Brown, K. H. Luo, R. Liu, P. Lv, Binary droplet collision simulations by a multiphase cascaded lattice boltzmann
method, Physics of Fluids 26 (2) (2014) 023303.
[20] Q. Li, K. Luo, X. Li, et al., Forcing scheme in pseudopotential lattice boltzmann model for multiphase flows, Physical
Review E 86 (1) (2012) 016709.
[21] Q. Li, K. Luo, X. Li, Lattice boltzmann modeling of multiphase flows at large density ratio with an improved pseudopo-
tential model, Physical Review E 87 (5) (2013) 053301.
[22] Q. Li, K. Luo, Thermodynamic consistency of the pseudopotential lattice boltzmann model for simulating liquid–vapor
flows, Applied Thermal Engineering 72 (1) (2014) 56–61.
[23] D. Lycett-Brown, K. H. Luo, Improved forcing scheme in pseudopotential lattice boltzmann methods for multiphase flow180
at arbitrarily high density ratios, Physical Review E 91 (2) (2015) 023305.
[24] D. Lycett-Brown, K. H. Luo, Cascaded lattice boltzmann method with improved forcing scheme for large-density-ratio
multiphase flow at high reynolds and weber numbers, Physical Review E 94 (5) (2016) 053313.
[25] L. Fei, K. H. Luo, Thermal cascaded lattice boltzmann method, arXiv preprint arXiv:1610.07114.
[26] L. Fei, K. H. Luo, C. Lin, Q. Li, Modeling incompressible thermal flows using a central-moments-based lattice boltzmann
method, International Journal of Heat and Mass Transfer 120 (2018) 624–634.
[27] L. Fei, K. H. Luo, Consistent forcing scheme in the cascaded lattice boltzmann method, Physical Review E 96 (5) (2017)
053307.
[28] P. Asinari, Generalized local equilibrium in the cascaded lattice boltzmann method, Phys Rev E 78 (2) (2008) 016701.
[29] K. N. Premnath, S. Banerjee, Incorporating forcing terms in cascaded lattice boltzmann approach by method of central190
moments, Physical Review E 80 (3) (2009) 036702.
[30] X. He, L.-S. Luo, Lattice boltzmann model for the incompressible navier–stokes equation, Journal of statistical Physics
88 (3) (1997) 927–944.
[31] J. Wang, M. Wang, Z. Li, A lattice boltzmann algorithm for fluid–solid conjugate heat transfer, International journal of
thermal sciences 46 (3) (2007) 228–234.
[32] S. Cui, N. Hong, B. Shi, Z. Chai, Discrete effect on the halfway bounce-back boundary condition of multiple-relaxation-time
lattice boltzmann model for convection-diffusion equations, Physical Review E 93 (4) (2016) 043311.
[33] T. Zhang, B. Shi, Z. Guo, Z. Chai, J. Lu, General bounce-back scheme for concentration boundary condition in the
lattice-boltzmann method, Physical Review E 85 (1) (2012) 016701.
[34] C. Shu, H. Xue, Comparison of two approaches for implementing stream function boundary conditions in dq simulation200
of natural convection in a square cavity, International Journal of Heat and Fluid Flow 19 (1) (1998) 59–68.
[35] Z. Guo, B. Shi, C. Zheng, A coupled lattice bgk model for the boussinesq equations, International Journal for Numerical
Methods in Fluids 39 (4) (2002) 325–342.
[36] Y. Peng, C. Shu, Y. Chew, Simplified thermal lattice boltzmann model for incompressible thermal flows, Physical Review
E 68 (2) (2003) 026701.
12
