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RESUMEN 
En muchas aplicaciones, tales como geof!sica, anAlisis de voz, 
calibraci.6n de in!;ltrumentos, medidas acústicas, etc. es útil el procesado 
digital de señal.. 
En el presente trabajo se presenta el diseño de un procesador 
digital especializado: analizador de espectros. 
Se discute y presenta la configuraci6n hardware escogida para 
implementar la estimaci6n espectral w.o.s.A. (weighting overlapped spectrum 
averaging), asimismo se comentan algunas aplicaciones. 
INTROOOCCION 
Una forma de caracterizar un proceso aleatorio estacionario es a 
través de la densidad espectral de potencia o "espectro de potencia". Esta 
funci6n ideal describe como la potencia de un proceso o señal no 
determinista se distribuye en el dominio de la frecuencia. 
En general, todos los métodos existentes para la estimación de la 
función anterior, se basan en el an!lísis mediante un banco de filtros; 
esto es, se miden niveles de potencia a la salida de los filtros de dicho 
banco.de forma que si los anchos de banda de los mismos son suficientemente 
estrechos,. pueden estimarse densidades espectrales de potencia midiendo 
niveles de la misma. 
Cuando el tratamiento de la señal se realiza "off-line•, el banco de 
filtros puede traducirse en una transformaci6n lineal como es el caso de la 
D.F.T. (transformada discreta de Fourier). La popularidad de esta 
aproximación se basa en la existencia de algoritmos rApidos para su 
cómputo: F.F.T·. (fast Fourier transform). 
As! pues, la F.F.T. puede ser entendida como un conjunto de filtros 





pero 6ptimos para el an!lisis de tonos puros en ambientes de ruido blando o 
poco coloreado. 
Si se quiere que la medida del espectro tenga una várianza baja, o 
en otras palabras, que el nivel de confianza· sea aceptable, se deber!· 
recurrir al promediado de espectros. Con esta intenci6n se desarrollan 
métodos tales el w.o.s.A. ( 'weigthing overlapped spectrum averaging'), en 
el cual, el segmento de muestras de señal se divide en bloques (con posible 
solapamiento entre ellos) sobre los que se computa la F.F.T., previo 
enventanado de las muestras. 
Es sabido, que la resoluci6n espectral o capacidad de distinguir dos 
frecuencias cercanas, depende del ancho de la ventana temporal utilizada. 
Según este objetivo, sería de desear el cómputo de F.F.T. 's del mayor 
tamaño posible. Sin embargo, para una longitud fija del segmento de señal, 
este objetivo es contrario al de conseguir medidas con niveles de confianza 
altos. Por todo ello, se debe llegar a un compromiso resolución-varianza. 
Este compromiso, también vendrá influido en la elección del tipo de 
ventana, que en el caso que nos ocupa podrá seleccinarse entre: 
rectangular, Barlett o Hanninng. Finalmente, el método (W.o.s.A.) estima el 
espectro mediante el promediado uniforme (misma importancia a todos los 
eventos) o exponencial (máxima importancia al último evento) de los 
periodogramas modificados obtenidos para el conjunto de bloques. 
IHPLEHENTACION 
Las líneas anteriores exponen el método seguido para la estimación 
del espectro por el analizador en cuestión. 
La realización del análisis en tiempo real por· encima del rango de 
las audiofrecuencias requerirá del uso de arquitecturas· y técnicas 
altamente especializadas. Dado que el diseño que se pres:nta pretende ser 
de bajo coste, el sistema se caracterizará esencialmente por ser un 
analizador de captura y de procesado "off-line". Sin embargo, en función 
del tamaño de la FFT computada así como de la optimización de dicho 
algoritmo, se podrá realizar un análisis en tiempo real en una banda de 
hasta 5KHz. 
El procesador almacena datos (captura) en un segmento de 20K 
palabras de memoria, RAM estática y sobre esos 20K es estimado el espectro. 
El t~año de cada FFT es de 2048 puntos con lo cual puede obtenerse una 
resolución de fmuestreo/2048. Como se ha mencionado previamente la 
resolución espectral depende de la ventana temporal a través de la cual se 
observa la señal, esto es, cuanto mayor sea el tamaño de la FFT computada, 
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mayor ser! la resoluci6n frecuencial. Aunque el tamaño fijo de las FFT' s 
que se computan sea de 2048, puede obtenerse una resolución lO veces mayor 
(debido a que se tienen 20K muestras de la señal). Esta opci6n es la que 
implementa el "zoom-FFT". 
Estas cuestiones relativas a resolución y enventanado pueden ser 
observadas en la figura l. 
La ventana que proporciona mejor resolución pero peor relación de 
16bulos es la rectangular¡ el caso extremo es la de Hanninng, y el 
intermedio es la triangular. De la observación de la figura 1 se concluirá 
que nuestra señal muestra consta de tres sinusoides en ruido. 
sin embargo, si se amplía la resolución mediante el 'zoom-FFT, puede 
observarse en la figura 2-a, que el tono que en la figura 1 aparecía en la 
frecuencia normaizada 0.1, es efectivamente una frecuencia pura; pero el 
tono que aparece en la figura 1 en 0.15 no es uno sino dos tonos. Queda 
pues patente la utilidad de las dos herramientas: w.o.s.A. y zoom. Mediante 
el primero la estimación es un compromiso resolución-varianza, mientras que 
el segundo consigue la máxima resolución posible con las 20K muestras pero 
la varianza es del orden de lo que se estima. 
El desarrollo anterior está soportado por el microprocesador de 
16/32 bits Hotorola MC 68000. Además de las 20K palabras de memoria RAM 
estática utilizadas en el "buffering" de la señal, el diseño consta de 
otros 32+12K palabras, utilizados según las opciones software para el 
almacenamiento de resultados intermedios y finales, tanto en procesado 
digital temporal como frecuencial. 
se dispone asimismo de 32K palabras de ROM de programa y tablas. En 
las tablas están almacenadas todas las constantes del sistema relativas a 
inicialización y cómputo de diferentes funciones (senos, logaritmos, 
bitreversed, ventanas, etc.). 
Para descargar al MC 68000 de tareas de comunicación, se ha dotado 
al procesador de distintas unidades inteligentes que operan en paralelo. El 
diagrama de bloques general puede verse en la figura 3. Se dispone de una 
unidad de presentación, basada en un Z-80 y un controlador de pantalla; una 
unidad de teclado que incorpora un canal de comunicación serie (RS-232) Y 
un co~trolador. del bus IEEE-488 lo cual dota al analizador del soporte 
hardware necesario para la comunicación entre un ordenador y una analizador 
y en general, entre varias unidades. 
La adquisición de datos se efectúa a través de un banco de filtros 
•antialiasing" analógico, una unidad de "sample & Hold" Y un conversor 





Entre las diferentes opciones software incluidas en el desarrollo 
destacan las siguentes: Transformada de Hilbert, envolvente, frecuencia y 
fase instantlineas, anlilisis de ·fase m1nima, curva de fase frecuencial, 
anlilisis de cepstrum (Util en problemas de determinación de ecos y 
deconvolución), autocorrelación, integral, derivada, histograma, etc. 
Asimismo se dispone de la qpción de modificación o edición de la señal en 
el dominio temporal. 
APLICACIONES 
Entre las ·aplicaciones prlicticas del analizador cabe citar las 
siguen tes: 
a) Mantenimiento y predicción de fallos en mliquinas, sin necesidad de 
desmontarlas. Este control puede ser constante o periódico, e~ 
función al grado de necesidad, ya que se realiza durante su uso 
normal e indica el tiempo de vida Util que resta al mecanismo 
permitiendo su cambio antes de una rotura catastrófica. 
b) Ajuste y equilibrado dinlirnico de mliquinas durante su normal 
funcionamiento, permitiendo mantenerlas al m§ximo rendimiento 
constantemente. 
e) Detección de resonancias evitando una rotura por dicha causa al 
realizar el anlilisis frecuencial tanto en la arrancada corno en el 
paro. 
d) Medición de ruidos y vibracines, que son fuente de averías, desgaste 
acelerado de los mecanismos y que añaden una fatiga innecesaria al 
personal. 
e) Almacenamiento de ciertos tipos de señales temporales o 
frecuenciales considerados óptimos para posteriores comparaciones 
(Anlilisis de firmas). 
f) Detección del perido de "pitch" en el habla. 
g) Detección y supresión de reverberaciones. 
h) Evaluación de respuestas temporales ideales (anlilisis de fase 
mínima) dadas las especificaciones espectrales en curva de respuesta 
(módulo). 
i) Estimación del coeficiente de reflexión de superficies mediante el 
an§lisis de cepstrurn·. 
j) Conexión del analizador a un ordenaaor para realizar medidas 
automliticas, almacenar datos, avisar en caso de una disfunción 
espor§dica, etc. Pueden conectarse varios analizadores a la vez si 
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Figura 1 - Espectro de potencia correspondiente a una 
señal formada por. 4 tonos más rmido blanco . Las ventanas 
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Figura 2 .- Aplicaci6n del "zoom-fft" a la m'sma - 1 ~ sena correspon-
diente a los espectros de la figura 1 . L á os m rgenes analizados van 
desde f=O.OS hasta O 15 ) d 
· en a , y esde f=O.l5 hasta f=0.25 en b) . 




Autores: Miguel A. Lagunas 
Gregori Vázquez 





TITULO: SOBRE EL CONOCIMIENTO DE LA DENSIDAD ESPECTRAL DE 
POTENCIA A LA ENTRADA, EN ALGORITMOS ADAPTATIVOS 
L.M.S. 
Este trabajo trata sobre el uso de información colateral 
o conocida "a priori" en algoritmos adaptativos. Esta fase no 
es muy específica y muchos autores la utilizan de forma no reali~ 
ta. De hecho, en algunos casos, se utiliza para apoyar una for-
mulaci6n matemática de difícil lectura. 
Desde nuestro punto de vista, hay dos posibles elecciones 
para reflejar la informaci6n adicional en un algoritmo adaptati-
vo con un objetivo cuadrático. Estas dos posibilidades son las 
siguientes.: 
a) Incluir la informaci6n colateral como restricciones en el 
proceso de minimización. 
b) Usar dicha informaci6n para estimar mejor los parámetros o 
funciones asociadas involucradas en el algoritmo adaptativo. 
Este trabajo puede englobarse dentro de la segunda alteE 
nativa, ya que nosotros utilizamos la información de la densi-
dad de potencia a la entrada para una mejor estimaci6n del ~ra­
diente. Esto se hace en orden a actualizar mejor los pesos x 
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