Abstract. The aim of this article is: (a) To establish the existence of the best isoperimetric constants for the (H 1 , BM O)-normal conformal metrics e 2u |dx| 2
Introduction
The original motivation of this paper goes back to one of the geometric Qcurvature problems posed on Lawrence J. Peterson's edited article -Future Directions of Research in Geometry: A Summary of the Panel Discussion at the 2007 Midwest Geometry Conference (cf. [28] ). Alice Chang's Question: A very general question is to ask "What is the geometric content of Q-curvature?" For example, we know that one can associate the scalar curvature with the conformally invariant constant called the "Yamabe constant". When this constant is positive, it describes the best constant (in a conformally invariant sense) of the Sobolev embedding of W 1,2 into L 2n/(n−2) space; this in itself can be viewed as a W 1,2 version of the isoperimetric inequality. It would be interesting to know if Q-curvature, or the conformally invariant quantity Q associated with it, satisfies some similar inequalities with geometric content.
To find out a way to attack this question let us choose a conformally flat manifold (R n , g) as the acting model -the 2 ≤ n-dimensional Euclidean space R n equipped with the conformal metric g = e 2u g 0 , where u is a real-valued smooth function on R n , i.e., u ∈ C ∞ (R n ), and g 0 = |dx| 2 = n k=1 dx 2 k is the standard Euclidean metric on R n . For the convenience of statement let us also agree to several more basic conventions. The symbols ∆ and ∇ denote the Laplace operator n k=1 ∂ 2 /∂x 2 k and the gradient vector (∂/∂x 1 , ..., ∂/∂x n ) over R n . The volume and surface area elements of the metric g are determined via dv g,n = e nu dH n and ds g,n = e where H k stands for the k-dimensional Hausdorff measure on R n . Thus, the volume and surface area of the open ball B r (x) and its boundary ∂B r (x) with radius r > 0 and center x ∈ R n take the following values:
e nu dH n and s g,n ∂B r (x) = ∂Br (x) e (n−1)u dH n−1 .
At the same time, on the conformally flat manifold (R n , g) there are two types of curvature -one is the Ricci's scalar curvature
and the other is the Paneitz's Q-curvature which, according as [11] and [26] , is given by
Here and hereafter, for α ∈ R the operator (−∆) α/2 is initially defined via the Fourier transform
where f is of the Schwartz class, denoted f ∈ S(R n ), that is,
for all multi-indices (k 1 , ..., k n ) and natural numbers N . Of course, the domain of (−∆) α/2 can be extended to C ∞ (R n ) via the duality pairing:
In addition to the operators S g,n and Q g,n , there is the third operator related to the Laplacian, that is, the n-Laplacian
Associated with this operator is the n-Green function G Ω (·, ·) of a domain Ω ⊂ R n with the boundary ∂Ω = ∅, that is, the weak solution to the Dirichlet problem:
Here δ y (x) is the Dirac measure. Of course, such a weak solution does not always exist. Consequently, when a domain is bounded and has the n-Green's function, the domain is said to be bounded regular.
Since the scalar curvature S g,2 /2 and the Q-curvature Q g,2 coincide with the classical Gaussian curvature K: 
R 2 |f | 2 dv g,2 is a positive number depending only on (R 2 , g), where the left-hand infimum is taken over all pre-compact domains Ω ⊆ R 2 with C 1 -boundary ∂Ω, and the right-hand infimum ranges over all C 1 -functions f with compact support in R 2 .
(ii)
holds for Q g,2 ≥ 0, where κ g,2 = 4π if and only if g = g 0 .
Clearly, an appropriate higher-dimensional analogue of the previously-quoted two-dimensional theorem (including condition (1.1) and assertions (i)-(ii)) would suggest a solution to Chang's question for the Euclidean manifold (R n , g). For future use, the symbol H 1 (R n ) (cf. [14, Theorem 6.7.4] ) denotes the Hardy space of all real-valued functions f on R n that satisfy
where the Riesz transforms
are well-determined for f ∈ L 1 (R n ) and the classical gamma function Γ(·). In addition, the best isoperimetric constant for a given conformal metric g on R n is defined by
where BDC(R n ) represents the class of all bounded domains Ω ⊂ R n with C 1 -smooth boundary ∂Ω.
According to Chang's question as well as (1.2), our focus should be on deciding when the sharp constant in (1.4) is positive. Below is the outcome.
and there is a constant c such that
where the infimum ranges over f ∈ C 1 (R n ) with compact support in R n .
Perhaps it is worth pointing out that the notion of (H 1 , BM O)-normal is naturally inspired by both (1.5) which amounts to the following Q-curvature constraint:
, John-Nirenberg's space of functions with bounded mean oscillation in R n (cf. [10] ), which contains the function log | · |/|x − ·| for any fixed x ∈ R n . Here it is also worth mentioning that the conditions (1.6) produce the definition for a conformal metric to be (classical) normal -see also [12] for n = 2; [35] for any integer n ≥ 3. Obviously, the (H 1 , BM O)-normal is stronger than the normal. From [18] , [27] and [35] it turns out that any conformal metric g on R n with n ≥ 2 satisfying
As a first application of Theorem 1.1, we obtain the following result (cf. (1.3)) which seems most closely tied to Chang's question above.
is the n-dimensional Hausdroff measure of the unit ball B 1 (0) of R n . Moreover, the relation "≤" in (1.10) becomes the relation "=" if and only if g = g 0 .
As a second application of Theorem 1.1, we gain the optimal upper bound of κ g,n through a comparison between two integrals of the Green function associated with the n-Laplacian operator.
holds for 0 ≤ q < p < ∞. Moreover, the equality in (1.11) is valid for g = g 0 .
Moreover, the equality in (1.12) holds for g = g 0 .
The proofs of Theorems 1.1-1.2-1.3 are provided in the second, third and fourth sections respectively. Our techniques and methods are of strong harmonic analysis flavor and developed partially on the basis of the following works: [2] , [3] , [5] , [8] , [9] , [26] , [27] , and [32] . Here we would like to thank P. Li for sending us the motive paper [23] , A. Chang and G. Zhang for reading the original version of this article, and the referee for giving us helpful suggestions.
Proof of Theorem 1.1
To prove Theorem 1.1, we begin with the concept of David-Semmes' strong A ∞ -weight (cf. [8] ).
is called an A ∞ -weight provided there are constants ǫ > 0 and C ≥ 1 such that
n is called a doubling measure provided there is a constant C ≥ 1 such that µ(2B) ≤ Cµ(B) holds for every Euclidean ball B = B r (x) ⊂ R n and its doubling ball 2B = B 2r (x). (iii) A doubling measure µ on R n is called a metric doubling measure provided there are a metric d µ (·, ·) on R n and a constant C ≥ 1 such that
In this case, there exists an A ∞ -weight w on R n such that dµ = wdH n -such a weight is said to be a strong A ∞ -weight.
It is well-known that if w is an A ∞ -weight then u = log w ∈ BM O(R n ):
where the supremum is taken over all Euclidean balls B ⊂ R n , and conversely, if u ∈ BM O(R n ) then there is a constant c > 0 depending on n and u BMO such that w = e cu is an A ∞ -weight. Moreover, a typical example of the strong A ∞ -weight is the Jacobian determinant J f of a quasiconformal mapping f of R n onto Lemma 2.3. Given α ∈ (0, n) and x ∈ R n let
converge for some function f :
Then w = e nu is a strong A ∞ -weight.
The forthcoming technical result is also useful.
Proof. Using a dyadic portion of B r (y) we estimate
whence getting the desired finiteness.
Proof of Theorem 1.1. We first prove 0 < κ g,n < ∞. Using (−∆) n/2 u ∈ H 1 (R n ), the celebrated Stein-Weiss-Krantz's boundedness of I α : [31] and [21] ), and (−∆)
Note also that for n ≥ 3 and x = y (cf. [20, 
Here we have used the formula (cf. [27, Proposition 2.1 (iv)]) that
holds in the sense of distribution. Consequently, (−∆) n−1
Since n ≥ 3, this last equation forces (−∆)(u−u 1 ) = 0, namely, u−u 1 is a harmonic function on R n and so is each coordinate of the vector ∇(u − u 1 ).
A combined application of (1.6), the mean-value property of ∂(u − u 1 )(y)/∂y j , Fubini's theorem and Lemma 2.4 derives that for any r > 0 and x ∈ R n ,
where we have also used the following formula (cf. [25, p.58, (1.94)]):
Letting r → ∞ we obtain that ∇(u − u 1 ) is the zero vector, whence finding that u − u 1 is a constant c. Now we get by Lemma 2.3, (2.1) and the definition of u 1 that w = e nu = e nc e nu1 is a strong A ∞ -weight. This, together with Lemma 2.2, deduces that for any Ω ∈ BDC(R n )
,
where C > 0 is a constant independent of Ω. Thus κ g,n is a finite positive number.
Next, we prove
In spite of being well-known, such an argument is included here for the completeness of the paper. For t ≥ 0 and f ∈ C 1 0 (R n ), let
Thus, using the layer cake representation, the monotonicity of s g,n ∂Ω(t; f ) with respect to t ≥ 0 and the co-area formula for ∇f (cf. [7, Theorem VIII.3 .3]) we obtain κ g,n
To check the reversed inequality of (2.3), as to Ω ∈ BDC(R n ) and ǫ > 0 we choose the following function
Here dist g (x, ∂Ω) is the distance from x to ∂Ω with respect to the metric g. When ǫ is small enough, we have that
where Ω is the closure of Ω, but also that f ǫ tends to the characteristic function 1 Ω of Ω as ǫ → 0. Hence
and consequently, (2.4) inf
Evidently, (2.3) and (2.4) imply (2.2).
Remark 2.5. (i) From [4, Theorem 1.3] and its odd-dimensional analog (cf. [27] ) it follows that there exists a dimensional constant C n ≥ 1 such that every Euclidean manifold (R n , g) with n ≥ 3 is C n -biLipschitz equivalent to the background manifold (R n , g 0 ) -in other words -e nu is comparable to the Jacobian determinant of a quasiconformal mapping from R n to itself (this guarantees that e nu is a strong A ∞ -weight), and hence (1.7) holds, as along as u ∈ C ∞ (R n ) satisfies (1.6) and (2.5)
2 7+4n e 4n(n−1) 3 2n .
Noticing the strict inclusion
, we can immediately read off that the requirements (1.5) and (1.6) are a sufficient but not necessary condition for (1.7) to be true.
(ii) Under either the hypotheses of Theorem 1.1 or the conditions (1.6) and (2.5), we can apply [8, Theorem] to establish the following inequality concerning the best Sobolev constant for the conformal metric g = e 2u g 0 :
< ∞ where 1 < p < n.
Proof of Theorem 1.2
The forthcoming isoperimetric deficit formula (attached to the Chern-GaussBonnet integral inequality for g = e 2u g 0 ) is taken from the main theorems in [27] and [35] .
g 0 is complete conformal metric on R n , n ≥ 3, but also satisfies (1.8), then
. Proof Theorem 1.2. This follows from Lemma 3.1, Theorem 1.1, the estimate
the vanishing integral condition
and the evident inequality
.
Next, we handle the equality case of (1.10). If g = g 0 , then u = 0 which derives
Conversely, suppose κ g,n = (nω
(ii) Maybe it is appropriate to recall the so-called "non-compact Yamabe problem", which states: On a smooth, complete, non-compact 3 ≤ n-dimensional Riemannian manifold (M, g), does there exist a complete conformal metric of constant scalar curvature? Although this problem was answered negatively through Z. Jin's counterexample in [19] , it would still be of independent interest to find a criterion for the 1-scalar curvature equation Lemma 4.1. Given a bounded domain Ω ⊂ R n with n ≥ 2 let f be a real-valued
holds for almost all t ∈ f (Ω), where f −1 (t) \ {x ∈ Ω : ∇f (x) = 0} is an (n − 1)-dimensional C 1 -submanifold with
Consequently, if S f consists of the above t's then
With the help of Lemma 4.1 and the asymptotic behavior of the Green's function of Ω ∈ BRD(R n ) below:
W. Wang discovered an integral formula for the n-Green function (cf. [32, Lemma 4.1]) as follows.
holds for each t ∈ S GΩ(·,y) .
Proof of Theorem 1.3. (i) For t ≥ 0 and y ∈ Ω ∈ BRD(R n ) set Ω(t, y; G) = x ∈ Ω : G Ω,n (x, y) ≥ t .
Then G Ω (·, y) is of C 1 class on Ω \ {y}, and hence for t ∈ S GΩ,n we have
which is the pre-image of t under G Ω,n (·, y). From now on, we will assume |∇G Ω (x, y)| dH n−1 (x) for t ∈ S GΩ,n .
Applying Hölder's inequality, Lemma 4.2 and Theorem 1.1, we further derive from (4.1) that for t ∈ S GΩ,n ,
The above inequalities yield
In other words, e κg,nt F (t, y) decreases with t ∈ S GΩ,n . Because Lemma 4.1 illustrates H 1 {t = G Ω,n (x, y) ∈ (0, ∞] : x ∈ Ω} \ S GΩ,n = 0, we can treat F (·, y) as a continuous and decreasing function on [0, ∞) but also e κg,nt F (t, y) as a decreasing function with t ∈ [0, ∞). Note that if p > 0 and G Ω,n (x, y) p e nu(x) dH n (x), then
and hence, using the layer cake representation and integrating by part, we deduce So, without loss of generality we may assume F q (0, y) < ∞ for 0 ≤ q < p < ∞ -otherwise there is nothing to argue. Since d(e κg,nt F (t, y))/dt ≤ 0 , we conclude (via an integration by part) that is valid for almost all x ∈ Ω. Especially, the quasiregular homeomorphism is said to be a quasiconformal mapping. When n = 2 and K = 1 in (4.3) the concept of quasiregular/quasiconformal returns to the concept of holomorphic/conformal. See also: [16] for more information on the quasiregular mappings, [33] - [34] for an overview of the recent research results on the holomorphic and geometric Q p -spaces on the unit disk of R 2 , and [22] for an investigation of the Q p -type function space over B 1 (0) introduced by a kind of invariance under Möbius transformations.
