Abstract-The interconnection of mobile devices in urban environments can open up a lot of vistas for collaboration and content-based services. This will require setting up of a network in an urban environment which not only provides the necessary services to the user but also ensures that the network is secure and energy efficient. In this paper, we propose a secure, energy efficient dynamic routing protocol for heterogeneous wireless sensor networks in urban environments. A decision is made by every node based on various parameters like longevity, distance, battery power which measure the node and link quality to decide the next hop in the route. This ensures that the total load is distributed evenly while conserving the energy of battery-constrained nodes. The protocol also maintains a trusted population for each node through Dynamic Trust Factor (DTF) which ensures secure communication in the environment by gradually isolating the malicious nodes. The results obtained show that the proposed protocol when compared with another energy efficient protocol (MMBCR) and a widely accepted protocol (DSR) gives far better results in terms of energy efficiency. Similarly, it also outdoes a secure protocol (QDV) when it comes to detecting malicious nodes in the network.
INTRODUCTION
Mobile devices with communication facilities are omnipresent in an urban environment. All these devices can come together to set up a network to provide interconnectivity and useful services. The mobile devices can be used as nodes in an ad hoc network which could be put to use beneficially by exploiting the processing power of these devices. An ad hoc network is heterogeneous network that consists of mobile phones, laptops and other handheld devices. As the network is ad hoc it has minimal infrastructure dependencies. But, being a part of any wireless network means putting the security of your device at risk. Moreover, an ad-hoc network requires participating nodes to forward packets meant for other nodes in the network which can consid-sequence numbers and encapsulates the routing information in the data or control packet only rather than storing it at the node. DSR also has a routing cache of size 1 which helps in keeping a record the latest path used. This routing cache is not sufficient, since in our case, we need to find the paths using the next-hops to find the optimal route and not the latest used. If we were to use the routing cache of size 1, we would have to find a route every time the destination changes, which would not be energy efficient.
There is also a third category of routing protocols known as cluster-based protocols. These protocols have also been studied in detail. The reference [7] discusses that clustering or hierarchical network topology can aid in energy conservation. Cluster based routing protocols such as [8] and [9] also help in making the network more scalable. In an urban environment like a shopping mall, a network will need to scale according to the number of people which may differ greatly in the span of a single day. But, the cluster based protocols have inherent overhead in case of dynamic networks when the nodes are mobile, and cluster head election and cluster maintenance can prove to be a costly affair. Also there are no guarantees that an elected cluster head might itself turn out to be malicious.
Routing protocols have also been proposed [10] which base their routing decisions on battery reserves and energy cost to transmit to the next hop. Other protocols like those referred to in [11] and [12] have also been proposed which base their routing decisions on power optimization to make the network energy efficient. Specifically we will compare DEESR protocol's performance against the Min-Max Battery Cost Routing algorithm [12] . This protocol first calculates the battery cost for each route using the battery cost function and then chooses the route with the maximum battery remaining. The MMBCR tries to avoid nodes with low battery, and with this, the hosts will be used more fairly. But, there is no guarantee that the minimum total transmission power paths will be selected, because the consumption of power can increase by the use of a different path. DEESR protocol incorporates hierarchy and routing decisions based on power optimization to achieve the goal of making the network energy efficient. Apart from this, we make use of special nodes with constant power supply, if present, to make the network more energy efficient.
As discussed earlier, ensuring security is critical in any urban ad-hoc network. There are various security based protocols [13] [14] [15] [16] [17] for ad hoc networks. Yi et al. [13] have discussed in their paper that if the routing protocol is compromised by changing the messages in the transit, then no security at higher layers can help. To address this problem they have proposed Security Aware Ad-hoc Routing (SAR) . It makes sure that data is routed through a secure route composed of trusted nodes and the security of the information in the routing protocol. Apart from this, security has been implemented at link layer in TinySec protocol given in [17] .
There are two ways of ensuring security: either by encrypting the data or by identification and removal of malicious node from the network. The first approach using public-key algorithms such as the Diffie-Hellman [14] is not suitable for a wireless sensor network as it has limited resources. Using such an algorithm will mean a large amount of computation power being used to encrypt and decrypt every message making the network slow. However, other security-based protocols like SPINS [15] have been proposed keeping in mind the resource limitations. This protocol encrypts a message differently each time. SPINS comprises of two building blocks, SNEP and TESLA. The TESLA protocol is based on key chain generation, in which a key is generated from the next key, in addition to the application of a function and the last key is generated once in a time-interval. But the encryption approach still requires storage of public and private keys. Also, the transmission of digital signatures consumes more energy. We follow the second approach in which malicious nodes are flagged and systematically removed from the network by observing the characteristics/behavior of a node in the system. The SNEP protocol is efficient for stationary cluster based networks which have a central key assigning authority. A base station serves as a gateway to the outside world through which a node connects. All the nodes have constraint on battery and other resources. In case of a compromise of the trusted base station, the security of the whole network collapses. The communication between the node and the base station is through the keys which are specific to all the nodes. This guarantees integrity and authentication but does not prevent the malicious node from overhearing or disguising as the base station to gain access to the sensitive data though preventing active attacks.
The proposed DEESR approach is compared against the QDV Based Routing approach followed in [16] and we define a dynamic Trust Factor (DTF) for each node in the system. This protocol is used for securing the wireless sensor networks and is based on Ant colony optimization (ACO). It uses quality-of-service (QoS) and reputation to find out the trust of the node. Thus, by monitoring these two parameters the protocol is able to detect and disable the malicious nodes from gaining access and participating in the network.
The distinguishing factors about DEESR protocol is the inclusion of factors like Next-Hop Determination Factor (NHDF), node population and dynamic trust factor which help in keeping the protocol secure and energy efficient. The protocol also takes the heterogeneity of the consumer nodes into consideration while setting up the network or finding routes by giving preference to consumer nodes with properties better suited for the purpose of the protocol. We take into consideration the longevity of the mobile devices which refers to the time for which the node has been in the network in deciding how secure using that node would be.
MOTIVATION
While, this paper discusses a routing protocol for urban environments, the long term goal of our research is to deploy service-oriented network architecture in urban environment which provides unique services to the user. Let us consider an example scenario which illustrates the long term vision behind our research. Supposed a user enters a shopping mall. As he/she enters the mall, the mobile device of the user is immediately detected by the clusterheads located within the mall and is included into the network upon the consent of the user. Once the communication channel has been set up, the user may choose to inquire about what he/she wants to shop for or about any other query related to the mall and gets a suitable reply in the appropriate format. Now suppose there is a fire in the section of the mall the user is located in. The mobile user gets an alert on his mobile phone informing him about the same. Since this may be the first visit of the mobile user to the mall, he may require directions to get out from the nearest fire exit. So when the clusterhead alerts the user about the fire, it also gives the user the directions to the nearest fire exit. This is achieved by using sensor nodes placed all over the shopping mall to find the consumer node's coordinates and accordingly locate it on the map and finally provide directions to the mobile user to swiftly and safely exit the mall. The sensor nodes are used to provide special functions, like location detection in this case, upon being asked by the clusterheads, and subsequently reply to the query of the clusterhead with the desired information.
The example above illustrates the location based routing service, which is just one of the many applications of an ad hoc network such as the one proposed in this paper. There are many other possibilities which would make the urban environment truly responsive to the needs of the costumer. This level of responsiveness and interactivity between the user and the urban environment take the customer experience to a new level. Some of the other applications facilitated by such a network layer protocol could be advertisements and offers based on the proximity to a shop, display of user-selected content on public displays, asking a user to switch off the phone in a silent zone (e.g. movie hall), enabling a user to change the AC temperature or switch it off in a certain area and providing security messages in case the user goes in a restricted area. These applications and many more can be implemented at the application layer.
OUR PROPOSED WORK

Specifications
The protocol is Reactive/On-Demand to avoid unnecessary overheads of periodically flooding the network. The protocol not only works in case of heterogeneous consumer nodes e.g. cellular mobile phones, laptops, other mobile devices but also adapts to burden the more powerful nodes like laptops while lessening the burden on mobile phones. The network shall be interconnected via Wi-Fi.
Assumptions
The incoming mobiles already have the required software installed in their devices for the protocol to work. Thus, the installation of the software onto the user's mobile will be outside the purview of the proposed protocol. The coverage of the urban environment will be 100% through the ad hoc network system. Thus, there is no area/space in the mall which cannot be communicated with and no area is inaccessible in the mall including corners. The database in the server is authentic and fully updated. The sensor nodes and cluster heads cannot be hacked and are considered as the trusted nodes in the network. Lastly, the sensor nodes and the cluster heads are placed in a way such that even without the presence of the intermediate consumer node, a packet can be transmitted back to a clusterhead by the consumer node. The administrator of the urban environment has installed the clusterheads and the sensor nodes. These nodes have already Table Components formed an ad hoc network based on DEESR protocol before any consumer node enters the network.
Server
The server has a constant power supply. It will communicate wirelessly with all the clusterheads. The position of the server is static and centrally located with respect to the clusterheads so that it can be reached by the maximum number of clusterheads making inter-communication faster and efficient. Only one server exists in the entire network system.
The main purpose of the server is to store data, thus, it shall act as a repository of all the mall specific information. This data will be accessed by the clusterheads as and when required for processing and servicing location based and content based user requests. The server will provide the clusterheads with all the information that they require to carry out their operations.
Clusterhead
Clusterheads shall be identified by a system-specific nomenclature. A clusterhead has a constant power supply and larger transmission range as compared to sensors and consumer nodes. It is a trusted node with its dynamic trust factor as 1. The position of the clusterhead is semi-static, meaning that even though its position does not change frequently, it might move from one place to another occasionally. For instance, a stall is placed in a certain area of the mall on a contractual basis for 15 days. The stall owner installs a clusterhead in the stall and it remains stationary for 15 days. But after, the contracted period is over, the clusterhead might move to another location. The location of each clusterhead will be known to every other clusterhead and to the sensor nodes as well. The population size of the clusterhead will be large as compared to the consumer nodes and sensor devices with all the neighboring sensor nodes as part of its population initially. The clusterhead will keep the location information of the sensor nodes. The number of clusterheads shall remain constant depending on the size of the mall.
The clusterheads will be responsible for detecting new incoming nodes and starting dialogue with them. They will be responsible for querying the sensor nodes for dynamic information specific to a consumer node or its environment such as its location and the environment around a node in response to queries made by a consumer node. They will also access static information about the urban environment from the server for content-based services. The clusterhead also maintains a log of the communication between itself and the other nodes (sensor nodes and consumer nodes) for a single session where the log contains the last packet sent to and the last reply received from a particular consumer node.
Sensor nodes
The sensor nodes shall be identified according to the system specific nomenclature decided upon. Unlike the previous components, the sensor nodes will be battery operated, having a maximum energy constraint and hence a maximum transmission range. It will be within the range of a clusterhead or another sensor for the purpose of routing. There are many kinds of sensors used for different purposes. The dynamic trust factor of the sensor nodes is also 1 as they are trusted. The number of sensor nodes shall remain constant as it depends on the size of the mall. The sensor nodes will know the location of the nearest clusterheads. Sensor nodes shall also be semi-static in position. The sensor nodes shall reply to the requests by the clusterhead by sensing specific information related to the sensor. The sensor nodes can also act as routers between the consumer nodes and the clusterheads.
The sensor nodes shall reply to the requests by the clusterhead for sending mobile node specific information. The sensor nodes will be communicating with the clusterheads using multiple hops, which may be other sensor nodes or mobile nodes. The sensor nodes shall take part in the routing protocol between the mobile nodes and the clusterheads. Special sensor nodes shall detect other information like temperature, etc. and reply to the query of the clusterhead.
Consumer nodes
The consumer nodes shall be identified with their IMEI (International Mobile Equipment Identity) [18] number or MAC Address. These nodes will be battery operated and thus will be energy constrained. These nodes will be mobile, i.e. their position will keep changing at frequent intervals. The number of consumer nodes is variable and the system should scale accordingly. The consumer nodes, like the sensor nodes, will have very limited transmission range. Consumer nodes will be heterogeneous as they can range from different models of mobile phones to laptops with different configurations. When a consumer node enters the shopping mall for the first time, its dynamic trust factor will be initialized to 0. As time passes on, the trust of a consumer node will be increased or decreased according to its behavior.
Consumer nodes shall be used for routing purposes for forwarding the messages when required. They shall also be used for initializing requests and reply packets according to the service required by the user. They may also be used to store user preferences, so that the user doesn't have to detail them to the system again the next time he/she enters the mall.
Terms and Notations
The protocol has been designed so that an ad hoc network can be set up for mobile devices securely and in an energy efficient manner. To facilitate this, certain parameters have been focused upon. These parameters are then used in a weighted manner to come to a routing decision. The following subsections present the terms and parameters used in the protocol as it is necessary to understand them before proceeding.
Population
Every node in the network has a set of nodes which are in its transmission range and with which it decides it can communicate securely. This set of nodes with which a node communicates is called the population of that node. Only the nodes satisfying a certain criteria are included into the population of a node. In this protocol, as security and energy efficiency are of prime importance, the parameter used for narrowing down a node's population is the Dynamic Trust Factor (DTF).
To limit the database requirements and to minimize network traffic for population maintenance, a node maintains a population restricted up to a maximum population size. The population size is dependent on the type of the node, e.g. a clusterhead would have a population size greater than that for the sensor nodes and consumer nodes and this protocol tries to find this optimal population size.
Dynamic Trust Factor (DTF):
This is given by the ratio of the sum of the packets received and generated subtracted by the number of packets transmitted to the sum of the packets received and generated. Thus, DTF gives the ratio of the number of packets dropped to the total number of packets received and generated. In DEESR protocol, a particular node is trusted if its packet dropping ratio is low. Thus, trust is inversely proportional to the number of packets dropped. We do not consider or handle the situation where the packet is tampered with at the next-hop before retransmission. This value is also extracted from the routing table.
(1)
Where, denotes the DTF p r = Number of packets received by that node p g = Number of packets generated by that node p d = Number of packets dropped by that node Equation 1 represents how the DTF ( ) is calculated where is given by the ratio of the packets transmitted by a node to the total number of packets received and generated at that particular node. Subtracting the number of packets dropped (p d ) from the sum of the number of packets received (p r ) and packets generated (p g ) results in the number of packets transmitted. Similarly the sum of p r and p g results in the total number of packets at a particular node.
At the source and the destination nodes, the packets for which the node is the source/destination are not counted in the DTF calculation, which provides security against active attack, specifically, malicious packet injection.
Next-Hop Determination Factor
Every node maintains a routing table for the nodes in its population, which it would be using as a next-hop for a particular destination. Once the population has been identified and narrowed down, the transmission starts. The source node or the intermediate node searches its routing table for the next-hop for the desired destination. Upon searching the destination, if there is only one node which is a part of a route to that destination, the packet is forwarded to that member of the population.
In case there are two or more nodes which can be treated as next-hop for a specific destination, the protocol uses a criterion called the Next-Hop Determination Factor (NHDF) to decide which node would be more suitable. The NHDF is the weighted sum of the link quality and the node quality.
A. Link Quality (LQ)
The link quality is defined as the property of the connection between two communicating nodes. The preference of one link over another is decided upon by the following parameters:
Link Usage Factor (LUF): It is defined as the ratio of the number of times a link has already been used in the past to the maximum possible number of times it can be used. This factor gives an indication of the reliability of the link. This value is extracted from the routing table entry for that node. Since this is a desired quality, it is directly proportional to the link quality.
Hop Count (HC):
It is the number of hops required to reach the destination from the nexthop entry in the routing table. This value is extracted from the routing table as well. The greater the hop count, the greater the number of resources, in the form of consumer nodes or sensor nodes, is required and thus greater energy is being used. Since we want energy efficiency, the node quality will be inversely proportional to the hop count. Distance Factor (DF): It is given by the ratio of the distance between the two nodes, namely the present node and the next-hop node, to the maximum possible distance between any two nodes in the network. This value is extracted from the request/reply packet received by the current node. Since this value is desired to be the minimum, it is inversely proportional to the link quality. Link Normalization Factor (LNF): Experimentation has shown that the value which the link quality gets comes out to be greater than 1 in many situations, which is undesirable as this unavoidably gives more weight-age to link quality. To avoid this, there is a need for a Link Normalization factor. This LNF is a constant which needs to be calculated for each given physical set up, i.e. there will be only one constant for each urban environment. Since we need to make the value of the Link Quality less than 1, the LNF is the maximum value that the link quality can take for a given urban environment.
(2) Equation 2 represents how the link quality is calculated. Link quality ( ) is given by ratio of link usage factor ( ) to the product of hop count ( ) and distance factor ( ). This ratio is then divided by the link normalization factor (K) which normalizes to have values ranging from 0 to 1.
B. Node Quality (NQ)
Node quality is the intrinsic property of the next-hop node. The parameters by which it is decided are as follows.
Battery Power Factor (BPF):
It is defined as the percentage of battery power remaining at the next-hop node. If the value of battery power factor for a node is above a certain minimum level, it may be used as a next-hop, else not. The greater the battery power factor, the more suitable is the node for usage as a next-hop. Thus, battery power is proportional to node quality. Longevity Factor: Longevity factor is defined as the ratio of the time for which the nexthop has remained in the network to the total time a node is expected to stay in the network. Longevity gives us an indication of how well the node has been providing services while it has remained in the network. Since this is a desirable quality in a next-hop, this quantity is directly proportional to the node quality. is given by the product of battery power factor ( ) and longevity factor ( ).
So, finally we get the formula for NHDF as: (4) Where, w 1 and w 2 are the weights assigned to and . In equation 4, the values of the weights w 1 and w 2 can vary from 0.0 to 1.0 such that their sum remains equal to 1.0 at all times. These weights can be adjusted according to the needs of the hour. If we want that the connection quality be more important than the security, we can keep w 1 more than w 2 . In contrast, if we want our network to be more secure, we can increase w 2 . Similarly, if we don't want to consider the node quality (NQ), we can make w 2 equal to 0 and w 1 equal to 1.
PROTOCOL FUNCTION
In this section, the functioning of the proposed protocol has been explained. There are four subsections in this section which explain the initiation, population maintenance, updating of next-hops and data packet transmission processes, respectively. The initiation population, maintenance and updating of next-hops are sub-routines of the data packet transmission protocol.
Dynamic Route discovery
Let us consider a scenario in which a node A acts as a source and requires to send data to the destination node E. As shown by arrows in the Figure 1 , A broadcasts the route-request packet. It contains the following information: link usage factor, longevity, battery power, reputation, coordinates and hop type of node A along with the hop count till now. This packet is received by, say, node B which updates the information about A in its routing table and replaces that information in the route-request packet by its own information before broadcasting the packet again. Similarly, this goes on till the packet reaches the destination node E with the information of the previous node, say, node D while the routing tables for all the intermediate nodes get updated. In Figure 1 , the dashed arrows show the route-request packets which actually reached the destination.
Since E is the destination node, it initiates a route-reply packet with this information: link usage factor, longevity, battery power, reputation, coordinates and hop type of node E along with the hop count till now and sends it to all the previous nodes from which it has received the request since there maybe more than one route between the source and destination. The first hop in the reply route updates the information of the destination node and again replaces that infor- Fig. 1 . Route-request packets being broadcasted mation with its own information and unicasts the packet back to previous nodes in the route. When the reply packets finally reach the source node, it makes an entry in its routing table for the routes discovered and chooses the best next hop based on the NHDF. This route-reply procedure is illustrated in Figure 2 .
In Figure 3 , let us say a malicious node F injects packets into the network disguising itself as a trustworthy node, say, node A. Since F is not the actual source, so the disguised packet will be tracked down and will be counted in calculating the DTF which will indicate its untrustworthiness. Hence, DEESR protocol will be able to isolate such a node from the network.
Population Maintenance
When a node needs to send a message to any other node for the first time, it broadcasts hello packets and discovers routes to a particular destination. These discovered routes are entered into the routing table. A typical routing table entry has the following entries about the next-hop node: battery power, longevity, distance, hop type, reputation, link usage factor, packets generated, packets received, packets forwarded and hop count from the node to the destination. These nexthop nodes in the routing table thus form the population of the node. As the node communicates to send more packets over time, it discovers more routes and makes entries for more next-hop nodes making the size of the routing table increase. Thus, the number of members of its population keeps increasing with time.
The number of nodes in the population of a particular node is not equal to the number of routing table entries, but equal to the number of distinct next-hops in the routing table. This is because, there might be a single node which is the next-hop for two destinations, which results in Fig. 2 . Route-reply packets being uni-cast back to the source via the routes discovered Fig. 3 . Illustration of how a malicious node F is detected in the system two routing table entries but only one distinct node in the population. At some point, the members in the population may increase beyond the population size. At this juncture, the node has to eliminate certain nodes from its population which it does by evaluating the DTF of the nodes present in the routing table and keeping the nodes with the maximum DTF out of the nodes present.
Let us illustrate this with an example where the Population size is 5. In Figure 2 , frame 1 shows the scenario when node B enters into the network and has no nodes in its population. Slowly, as it needs to communicate more, it starts finding more nodes as next-hops to include in its population. This is depicted in frames 2,3,4,5 and 6 of Figure 2 . The node B does not check for any parameter before taking a node into its population till the population size is reached. Now in Figure 5 , frame 7, the node G is also discovered by node B but it already has the max- imum number of members in its population, but does not know if node G it should be included or not. To resolve this, it calculates the DTF of all the nodes in its population along with the DTF for node G. After calculation, the node B finds that the node D has the minimum DTF and thus decides to eliminate node D and give membership to node G in its population, thus maintaining its population size.
Updating of next-hops
An updating sub-routine is also used in the protocol for updating the nodes in the population of a certain node about the activity of that node. An UPDATE packet is used to transmit to the next-hop nodes in the routing table of a node whenever there is a change in its characteristic parameters namely: link usage factor, longevity, battery power, reputation, coordinates and hop type hop count, Link Usage Factor, packets generated, packets received and packets forwarded. This is unicast to only nodes which feature as a next-hop in its routing table. It is also to be noted here, that the node sending the UPDATE packet does not send it to that entry in the routing table which it used as a next-hop for data transmission. This is beneficial since all the other nodes will have updated information regarding the node and hence a fresh value of the NHDF. There is no reply for the UPDATE packet to prevent unnecessary usage of battery power of a node.
To prevent the network from getting flooded with update packets and also to reduce the energy consumption at the sending and receiving nodes of these packets, the update packets are sent after specific intervals rather than after every data packet. This interval is dictated by the amount of change in battery power left, number of packets transmitted, packets received and packets generated.
The logic is that no update is sent to the nodes in its population till the values as mentioned above change enough to affect the NHDF appreciably. So every time the node sends messages, it calculates the NHDF leaving out the distance factor and sends an update if the NHDF (without distance) has changed appreciably. Figure 7 given in the next section shows the updating function in progress.
Overall Protocol
The moment a consumer node enters into the network it is detected by either a clusterhead or a sensor node. If it is detected by a sensor node, the identifying information about this consumer node is sent to a clusterhead. Since the sensor node and the clusterheads have already formed an ad hoc network (as mentioned in the assumptions) they easily communicate with each other. If a clusterhead senses the incoming consumer node or if it receives information about the consumer node, it makes an entry for the consumer node in a separate Serving Consumer Node (SCN) database in which it keeps a record of the nodes being currently served. Also when a clusterhead, say, CH1 provides another clusterhead information about a particular consumer node which was in its domain earlier, then CH1 will remove the consumer node entry from its own SCN database and all those entries in which it features from its routing table. Now, since the clusterhead needs to communicate with the consumer node, it broadcasts hello packets (if required, in the case it has not detected the consumer node on its own) and finds a route to the consumer node. Once the route is found, it sends the data (i.e. information about the services provided by it) to the consumer node. Once the consumer node receives this data packet, it needs to reply to the clusterhead. For replying, it also uses the route discovery sub-routine to find a route back to the clusterhead. The consumer node needs to find a route back to the clusterhead because, its transmission range is lesser than that of a clusterhead and the route discovered from clusterhead to consumer node may not be suitable for the consumer node's reply. Once a route is found for the clusterhead, the consumer node updates its routing table and sends back the data to the clusterhead. As the consumer node continues communication with the clusterhead, its routing table size keeps increasing as does the number of members in its population. If the population increases beyond population size, it eliminates a few entries based on the DTF to maintain the number of members as the population size dictates. Now suppose, in one of the route discovery subroutines, more than one route is discovered for a particular destination. In this case, the source node would break the tie between two (or maybe more) next-hop nodes by finding out the NHDF of the two next-hops by using the information in the routing table. The node with the highest NHDF is eventually used to transmit the data packet. Suppose, a node A gets next-hops for a destination node E as nodes B and G. The node A now needs to calculate the NHDF to find out the optimal route. If it finds node B's NHDF to be greater than node G's it will choose to send the data through B.
It should be noted that when a clusterhead is the source, any other kind of node can be the destination. Whereas, when consumer node is the source, only a clusterhead is the destination, other nodes act only as forwarding nodes. In the case of sensor node being the source, again only a clusterhead can be the destination.
Protocol Functioning: An Example
Let us take an example and understand the entire protocol graphically. Figure 6 shows a subsection of the ad hoc network at a certain time instant. At this time, node A wants to send data to node E. The figure also shows the state of routing table of node B.
In order to find a route to node E, the node A carries out the dynamic route discovery protocol as shown in Figure 7 . When the sub-routine is executed, node A discovers that there are two nodes in its routing table for the same destination node E. Once it has added the nodes B and F Fig. 6 . A sub-section of the network; the arrow shows the source node A in its routing table, it needs to calculate the NHDF to break the tie and be able to decide as to which route is better.
After calculating the NHDF at node A, it discovers that node B has a higher NHDF and is hence a better option for reaching node E. Thus, node A starts data transmission for destination E via node B. Figure 8 shows that data transmission takes place from node A to node E.
After data has been sent, node B updates the other nodes in its population, namely nodes G and H, carries out the Updating sub-routine and updates them with the UPDATE packet. Figure  9 shows how node B updates only those members in its population which it hasn't communicated with for the latest activity.
Routing Table for 
EXPERIMENTS AND RESULTS
The simulation experiments conducted were performed using the Global Mobile Information System Simulator (GloMoSim version 2.03) [19] [20] . It has being designed using the parallel discrete-event simulation capability provided by Parsec [21] . Parsec is a C-based simulation language, developed by the Parallel Computing Laboratory at UCLA, for sequential and parallel execution of discrete-event simulation models. It can also be used as a parallel programming language. GloMoSim currently supports protocols for a purely wireless network.
While testing, the energy used in the transmission/reception of a data packet is kept as 100 times that required for transmitting/receiving a control packet. The network is simulated in a square area environment.
Energy Efficiency Aspect
In this section of testing, we shall be comparing the DEESR protocol with the MMBCR (MinMax Battery Cost Routing) protocol as it is an energy efficient protocol to gauge the energy efficiency of the DEESR protocol. We also compare with another widely studied and used protocol, DSR (Dynamic Source Routing) protocol to show how it performs against the standard protocols. Figure 10 depicts the comparison of the energy consumption of DSR, MMBCR and DEESR protocol with the change in the number of nodes in a low mobility (node speeds ranging from 0-5m/s) and low traffic scenario. In this simulation, almost all the packets are being delivered by the network as it is a low mobility, low traffic scenario in which there is no corresponding increase in the number of packets delivered with the increase in the number of nodes in the network. The terrain are of the simulation is 2000 * 2000 square meters. The x-axis gives the num- Routing Table for ber of nodes present in the network. The y-axis represents the power consumption relatively with the maximum power consumption being marked as 100 units.
Low Mobility Scenario
As can be seen from Figure 10 , the proposed DEESR protocol is found to be more energy efficient and conserves the total amount of energy that is being utilized in the network. Also, in general the energy required by a network is more as the number of nodes increases. This is because more number of control packets gets exchanged in the network. The figure also shows that the overall energy required keeps increasing with the increase in the number of nodes. Figure 11 shows the energy comparison between the three protocols at a high mobility scenario, where the speed of each node ranges from 5m/s to 20m/s. The x and y axes have the same units as those of Figure 10 . In this figure, it can easily be seen that DEESR protocol is much more energy efficient than both MMBCR and DSR in all the given scenarios. In fact, DSR has highest energy consumption in 4 out of 5 scenarios which is marginally greater than that of MMBCR. Though the energy efficiency of DEESR protocol is much better than both these protocols, the absolute energy used increases for DEESR while it decreases for the other two protocols. Figure 12 shows the packets delivery ratio for the three protocols in the same scenario. The yaxis shows the packet delivery ratio which can be defined as: (5) Where, p r = Number of packets received. p t = Number of packets transmitted.
High Mobility Scenario
Since, this scenario has very high mobility of nodes, which is rarely found in a real-life scenario, almost all the protocols discussed struggle with it. It illustrates a very poor packet delivery ratio ranging from 0.22 to 0.36 for all the three protocols. However, our DEESR protocol is able to provide better packet delivery ratios with the increase in the number of nodes as shown by the figure and the packet delivery ratio is considerably better than the other two protocols in 4 out of the 5 results. The placement of the nodes was done randomly and in this particular case, the placement was done more favorably resulting in high packet delivery ratios. Figure 13 and 14 show a scenario with medium mobility that is where the speed of each node varies from 0m/s to 10m/s. Here, to add variety, we have varied the terrain size while keeping the number of nodes in the network constant at 100. The area of the network is varied from 25x10 4 m 2 to 625x10 4 m 2. In Figure 13 the three protocols are again tested on energy efficiency at the medium mobility level. The y-axis depicts the relative energy consumption as in figures 10 and 11. The x-axis represents the area of the network as a multiple of 10 4 m 2 . From the figure, we can infer that the energy efficiency of DEESR protocol although higher in small terrain size becomes better than the other two protocols as the size of the terrain increases. Figure 14 shows the comparison of the packet delivery ratio for the same scenario. At first glance, the figure tells us that there is a sharp decrease in the packet delivery ratio for the three protocols as the area increases. This is intuitive, since as the area increases, the nodes could be more spread out. If the nodes are more spread out, lower number of nodes would be present in the transmission range of a particular node which might lead to a failure of route discovery and therefore a failure to send packets to the desired destination; finally leading to a low packet delivery ratio.
Medium Mobility Scenario
From Figure 14 , we can infer that the DEESR protocol follows the general trend when the nodes have medium mobility, but in the end it does marginally better than DSR and MMBCR when the area increases beyond 4,000,000 m 2 . The packet delivery ratio varies from 0.29 to 0.98 for all the three protocols combined, whereas it varies from 0.46 to 0.98 for the proposed DEESR protocol alone. 
Apparent cost of network
As the network is deployed in an urban environment, with the nodes being the mobile computing devices of real people, we need to keep the apparent cost of the network in mind. Since the nodes are not only used for the network but are also used for other services such as communication, text-messaging, gaming, and music, the network cannot be allowed to hog the battery of a node for its usage. Thus, we define a new parameter called as "Dead Nodes." A dead node is a consumer node which used up more than 10% of its energy while being in the network and has gone beyond a certain energy threshold currently taken as 50% of the total battery power. Thus, the aim of our network is not only to maximize the energy efficiency of the network, but also to minimize the number of dead nodes in the network.
We consider a medium mobility scenario in which the node speed ranges from 0m/s to 10 m/s. The nodes have been assigned different levels of battery power from the start randomly and the network is monitored to find any dead nodes in the network.
In Figure 16 , the simulation area of the network has been kept constant at 2000x2000 m 2 while varying the number of nodes present in the network. As can be seen from the figure, the DEESR protocol fares considerably well against the MMBCR Protocol which is also an energy aware protocol. Figure 16 shows the scenario in which the number of nodes has been kept constant at 100 while the terrain of the network has been varied. As the terrain size increases, MMBCR protocol shows an increase in the number of dead nodes with most of the data packets being transmitted through set routes in the network. On the other hand, the DEESR protocol performs better and is able to keep the number of dead nodes to a minimum.
Security Aspect
In this section of testing, we shall be comparing the DEESR protocol with SNEP and QDV protocols to gauge the security aspect of the DEESR protocol.
First of all, let us see the effect of malicious nodes on the packet delivery ratio in the network. In Figure 17 , the x-axis represents the percentage of malicious nodes in the network. The y-axis represents the packet delivery ratio for the three protocols. As can be seen from the figure, the packet delivery ratio of DEESR protocol is considerably better than both the QDV protocol and the SNEP protocol. But, in general, with the increase in the percentage of malicious nodes, the packet delivery ratios drop significantly in the network, dropping to as low as 0.6 in the case of SNEP.
In Figure 18 , we compare the detection times of the three protocols while varying the percentage of malicious nodes in the network. Thus, here also the x-axis represents the percentage of malicious nodes in the network. The y-axis represents the time taken to detect the malicious nodes in the network. It can also be seen that the time taken for detection of the malicious nodes is minimum for DEESR protocol in all the instances. For both QDV and DEESR protocol, the amount of time taken to detect malicious nodes keeps decreasing when the percentage of malicious nodes keeps increasing.
While Figure 18 gives a comparison of the detection times based on the percentage of malicious nodes, Figure 19 gives a comparison of the detection times by varying the number of nodes in the network while keeping the number of malicious nodes constant. As can be seen from the Figure, the detection times increase with the increase in the number of nodes in the network since the malicious nodes are able to hide better. However, still DEESR protocol fares well in this scenario as well. 
CONCLUSION
There is a need for energy efficient secure routing protocols to make wireless sensor networks be used in urban environments by real people. Most of the existing sensor networks usually have dedicated sensor devices with a single purpose in mind, but in an urban environment, the devices used by the people often have multiple tasks. Thus, it is important not only to keep the footprint of the running algorithm low, but also to enable the user to have trust in the system. The proposed DEESR protocol is an attempt geared towards the same objective. As shown in the energy efficiency testing section of this paper, the proposed protocol is not only energy efficient but is highly resilient in low mobility, medium mobility and high mobility scenarios. Apart from this, the packet delivery ratio delivered by the protocol is comparable and sometimes better than some of the well-established protocols like DSR and MMBCR.
As shown in the security testing section of this paper, we believe that the protocol is safe for communication in different scenarios, generally delivering better results in terms of the number of dead nodes and the packet delivery percentage over the QDV and the SNEP security based protocols. Thus, we believe that the proposed DEESR protocol can provide reasonable amounts of services while keeping a minimum energy footprint along with a good level of security.
This protocol is a first step towards a future in which everybody will be interconnected with every other person through various kinds of handheld or wearable devices without using much energy which meets the goal of having Green communication and networking systems.
