Owing to its complexity, the traveling salesman problem (TSP) is one of the most intensively studied problems in computational mathematics. The TSP is defined as the provision of minimization of total distance, cost, and duration by visiting the n number of points only once in order to arrive at the starting point. Various heuristic algorithms used in many fields have been developed to solve this problem. In this study, a solution was proposed for the TSP using the ant colony system and parameter optimization was taken from the Taguchi method. The implementation was tested by various data sets in the Traveling Salesman Problem Library and a performance analysis was undertaken.
Introduction
Route planning is a type of problem that aims to determine the shortest available route from point (x) to point (y) on a map. The most popular application in the route planning problem is the traveling salesman problem (TSP), in which the points of the start and finish are the same [1, 2] . The TSP is the type of problem used to determine the shortest (most cost-effective) route to return to the starting point by stopping at each point for each given M point (city) [3] . It is an easily definable but hard to solve NP-hard problem (nondeterministic polynomial-time hard). As the number of points increases, the degree of difficulty increases exponentially. The time complexity of this method is O(n!) [1] . For example, even in instances where 40 cities are used, the number of permutations is so high (40!) that computers cannot solve them in a short time. For this reason, the approximation methods (heuristic and approximation algorithms) that help to reach good solutions in a short time have been used in many fields, in addition to more definite methods [4, 5] . This solution to the problem is used in daily life in road and route planning, business planning, and the identification of a sequence of operations during perforation for printed circuit boards.
Scientists have developed successful optimization algorithms by examining animal behaviors. These techniques have been applied to many scientific and engineering problems successfully. Since modeling through deterministic methods requires an abundance of mathematical infrastructure and proves inadequate when the dimensions of the problem increase, the attractiveness of the heuristics increases day by day [6, 7] .
The ant colony algorithm is a population-based heuristic algorithm developed for solving optimization problems. There are many algorithms derived from ant colony metaheuristics that are used in the solution of various problems. These algorithms are different from each other in terms of their formulations; however, they all share the common features of ant colony metaheuristics. The details of the successful ant colony optimization (ACO) variants can be seen in Blum's study [8] . A brief survey of the ACO variants used in the literature and the fields in which they are applied is provided in the Appendix.
Simulation-based software was developed in this study to find the most available route, with the help of the ant colony system (ACS), by visiting the points of settlement whose distances are provided. In the study, the TSP was selected as the route planning method. The study aims to reach the best solution for the problems Berlin52, Eil51, Eil76, Eil101, A280, KroA100, KroC100, Pr76, Lin105, Pr1002, and D1291 in the Traveling Salesman Problem Library (TSPLIB) [9] . The parameter optimization of the Taguchi method was provided in the study in order to increase the performance of the ant colony algorithm. The experimental results for the proposed study were compared with the best known values and studies [10] [11] [12] [13] [14] in the literature. Section 2 provides information about these studies.
Related work
In recent years, some methods have been presented for solving the TSP. Angeniol et al. [10] presented a method using self-organizing feature maps to solve the TSP. Somhom et al. [11] presented a self-organizing model to solve the TSP. Alaykıran and Engin [12] presented an ant colony algorithm for solving the TSP. Pasti and Castro [13] proposed new metaheuristics for solving TSPs based on a neural network trained using ideas from the immune system. Vallivaara [14] proposed a team ACO (TACO) for solving the TSP. Dorigo and Gambardella [15] presented an ACS to solve the TSP. Ellabib et al. [16] presented a multiple ACS with exchange strategies for solving the TSP. Nguyen et al. [17] presented a genetic algorithm to solve the TSP. Xie and Liu [18] presented a multiagent optimization system for solving the TSP. Yi et al. [19] presented a fast elastic net method for solving the TSP. Saadatmand-Tarzjan et al. [20] presented a novel constructive-optimizer neural network for solving the TSP. Sauer and Coelho [21] presented a discrete differential evolution with a local search method to solve the TSP. Shi et al. [22] presented an ACO method with time windows to solve the prize-collecting TSP. Li et al. [23] presented an improved ACO method for solving the TSP. Liu and Zeng [24] presented a genetic algorithm with reinforcement learning to solve the TSP. Chien and Chen [25] presented a method for solving the TSP based on the parallelized genetic ACS. Cheng and Wang [26] presented a genetic algorithm with a decomposition technique to solve the vehicle routing problem with time windows. Naimi and Taherinejad [27] presented an ant colony algorithm with a new interpretation of a local updating process for solving the TSP. Marinakis and Marinaki [28] presented a hybrid algorithm by combining genetic algorithms and particle swarm optimization algorithms for solving the vehicle routing problem. Karaboga and Görkemli [29] developed a new combinatorial artificial bee colony algorithm for solving the TSP. You et al. [30] proposed a parallel ACO algorithm based on a quantum dynamic mechanism for the TSP. Masutti and Castro [31] suggested some adjustments on an immune-inspired self-organizing neural network for solving the TSP. Bianchi et al. [32] introduced the ACO for a different version of the TSP, the probabilistic TSP, where each customer has a given probability of requiring a visit. Attempts have been made to improve the performance of ACO algorithms since their introduction.
Tsai et al. [33] presented a new metaheuristic approach called the ACO with multiple ant clans (ACOMAC) algorithm to solve the TSP.
Analyses are undertaken in studies using ant colony algorithms to find out how the parameters are determined. According to the analyses, the optimal parameter series in ant colony algorithms and other metaheuristic methods (genetic algorithms, simulated annealing, particle swarm algorithms, etc.) are generally determined through the use of experiments. These experiments are based on trial and error. In many studies, it can be seen that the authors follow the suggestions obtained from the studies of Dorigo and Gambardella [34] . The Appendix displays the details of the parameter determination methods used in previous studies and the parameter values that they optimized. There are studies in the literature focusing on the importance of parameter values and the need for them to be identified systematically. Baykasoglu et al. stated that there is no optimal strategy to determine the best parameter setting in the ant colony algorithm and that it is imperative for experts in the field to identify a practical method approved by researchers [35] . Eiben et al. explained the importance of parameter values in metaheuristic methods [36] . Chan and Swarnkar stated that the ACS parameters Q, α , β , and ρ should be chosen carefully, as they might lead to poor performance of the algorithm, and they investigated the parameter behaviors graphically in their study [37] . Simon et al. indicated that it is only through the appropriate selection of parameters that it will be possible for the ACS to show a high level of convergent behavior [38] . Karpenko et al. maintained that the algorithm performance is sensitive to the parameter selection in the ACS [39] . Shi et al. indicated that the α , ρ, Q, and β parameters in the ACS affect the calculation efficiency and the convergence of the algorithm directly or indirectly [40] .
In light of this information, the method proposed in this study is thought to provide a good solution in terms of parameter optimization. Although it is possible to obtain optimum values through experiments that use trial-and-error methods, that would require a large number of experiments to achieve the desired results, which would then be problematic in terms of time. On the other hand, the method proposed in this study will provide a new approach to the solution of the problem. It is also thought that the proposed method could be used not only for ant colony algorithms, but also for other heuristic algorithms.
Method

Ant colony system
Ants have the ability to find the shortest route from the food source to their ant hills without using their sense of sight [41] . They also have the ability to adapt to environmental change. For example, let us think about the shortest route between the ant nest and the food that was discovered by the ants. In case this route cannot be used due to external reasons, the ants can discover the shortest route again [42, 43] .
At the beginning, the ants follow a straight route and they leave pheromones in their path, which helps the other ants to find their way (see Figure 1) . When a barrier is placed in front of the ants, they cannot follow the pheromones anymore and they randomly select 1 of the 2 routes they could use. Since the use of the short route will be higher in unit time, the amount of pheromone will also be higher. Accordingly, the number of ants selecting the short route will increase in time. After a specific time, all of the ants will prefer the shortest route.
The following of the densely traced route by controlling the traces of the ants who acted randomly at first is an autocatalytic type of behavior and there is a synergic effect in the interaction of the ants. Since the algorithm is inspired by ant colonies, the system is called the ant system (AS) and the algorithm is called the ant colony algorithm. Ant colonies are used in optimization problems. The ants in the AS are different from natural ants. They have memory, they are not completely blind, and they live in an environment where time is discrete/discontinuous. The basic operations in the working of the algorithm are the increase in the amount of pheromones in the routes that the artificial ants pass through at the end of their tours, the vaporization of specific amounts of pheromones, the finding of the best solution and pheromone updating accordingly, and the realization of new tours according to these renewed pheromone amounts.
Ant colony formulation
The ant colony algorithm can be described briefly as follows. Initially, put m ants into n cities randomly, and each edge has an initial pheromone τ ij (0) between 2 cities. The first element of each ant's tabu list is set to be equal to its starting town [15] . Thereafter, every ant moves from town i to town j . According to the following probability function, ants select the next city [45] .
where:
• τ ij (t) : Pheromone trace amount in ttime in the (i, j) corners.
• The desirability value (also referred to as the visibility or heuristic information) between a pair of cities is the inverse of their distance η ij = 1 / d ij , where d ij is the distance between cities i and j . Hence, if the distance on the arc (i, j)is long, visiting city j after city i (or vice versa) will be less desirable.
• α (alpha) is the parameter that shows the relative importance of the pheromone trace.
• β (beta) is the parameter that shows the importance of the visibility value.
• allowed k (t) is the set of cities not visited by ant k at time t.
A data structure, which is also called a tabu list, is associated with each ant in order to stop the ants from visiting a city more than once [46] . This list, tabuk(t), sustains a set of visited cities up to time t by the k th ant. Therefore, the set allowedk(t) can be stated as follows:
a tour is completed, the tabuk(t)list (k = 1, . . . , m) is cleared and every ant is once more free to select an alternative tour for the next cycle. The term tabu list is used here to imply a simple memory consisting of a set of already visited cities, and it bears no relation to tabu search [46] .
After visiting all of the points in the problem, a tour or iteration is completed [45] . At this point, the pheromone trace amount is updated according to Eq. (2) [47] .
There are 2 basic elements in pheromone updating: a) Vaporization of the pheromones in all of the routes in specified ratios (rate of vaporization).
b) Increasing of the pheromone amounts in the routes that the ants use by inverse proportioning to the route distance [48] .
The evaporation rate decreases the importance of previous solutions. An increase in pheromone inversely proportional with tour length provides an increase in the importance of good solutions [41] .
• 0 < ρ < 1 is a value that shows the pheromone trail evaporation. Parameter ρ is used to refrain from unlimited collection of the pheromone trails and it also permits the algorithm to 'forget' previous bad judgments [49] . If an arc is not selected by the ants, its related pheromone strength diminishes exponentially.
• At the beginning of the optimization, the initial pheromone value τ ij (0) is usually set to a constant value.
Dorigo et al. did some experiments on
, where τ ij (0) is inspired by Q-learning [50] . Lnn is the tour length produced by the nearest heuristic neighbor, where n is the number of decision points [51] . The authors found that the result on τ ij (0) = 0 was worse than the other ones, whereas the latter ones performed rather well. In this paper, we choose to employ τ ij (0) = 1 / (n x Lnn)
for its simplicity and the adequacy of the performance.
• ∆τ ij shows the pheromone trace amount owing to the selection of the (i, j) corners in the ant's tour [52] .
This amount is calculated according to Eq. (3):
where
• m is the total number of ants, and
• ∆τ k ij is the pheromone trace amount left by ant k in the (i, j) corners.
Eq. (4) shows the contribution of ant k to the pheromone trace amount at any point in the (i, j) corners.
• Q is a constant, representing the amount of pheromone an ant put on the path after an exploitation, and Lk is the tour length of ant k.
Application and discussion
In this study, a solution for the TSP is proposed utilizing the ACS and parameter optimization taken from the Taguchi method. The implementation was tested by various data sets in the TSPLIB and a performance analysis was undertaken. In addition, a variance analysis was done in order to identify the effect values of the parameters on the system. Implementation software was developed using the MATLAB program, which employs a useful interface and simulation support. The flow chart for the proposed system is provided in Figure  2 .
Parameter set
The values of the parameters used in the solution of the problem were found with the help of optimization. Values α and β in Eq. (1) are control parameters and they affect the rates of the pheromone trace and contribution to heuristic functions ( α ≥ 0, β ≥ 0) [48] . If (α = 0) , the selection will be based only on visibility, i.e.
heuristic function, and the algorithm is turned into a stochastic greedy search algorithm. If (β = 0) , only pheromone amplification is at work; this will lead to the rapid emergence of a stagnation situation with the corresponding generation of tours, which, in general, are strongly suboptimal [53] . Thus, they both need to contribute weight to the function as required. However, without pheromone vaporization (ρ) the ACS cannot provide good solutions (0 < ρ < 1). The pheromones do not contain any information at this stage since the first inquiries in the search space are completely random [53] . Hence, a vaporization mechanism is needed in order for the other ants to forget these useless values easily and to follow routes through good solutions.
Another important parameter in the ACS is the current number of ants. A high number of ants in the system causes suboptimal results, whereas too few ants remove the collective work feature, as a result of pheromone vaporization [54] . For this reason, Dorigo stated that the number of ants should be equal to the number of cities (m = n) and that they should be distributed to cities randomly at first. In this study, we equalized the number of ants with the number of cities according to this information.
Parameter Q is a parameter related to the quantity of routes initiated by the ants and it stops the cumulative pheromone levels from being too high or too low [55] . In many studies, it has been stated that the parameters do not have a very important effect on the solutions provided that they are not too small [12, 50, 55] . This parameter was added to the parameter optimization in order to identify its effect on the ACO. The values of the Q parameter that was to be optimized were identified as Q ∈ 1, 10, 100, 1000, 10000}. These values were identified according to the response of the algorithm obtained as a result of intensive experiments prior to optimization and by utilizing other studies [55] [56] [57] [58] [59] . The values of the iteration number (S) were identified as S ∈ 1000, 2000, 3000, 4000, 5000} . It can be seen in the literature that these values are used extensively [11, 33, 41, 55, 57] . This parameter was included in the optimization in order to learn which iteration value best represented the problem.
Selection of parameters through the Taguchi method
Many trials were performed on the test problem in order to find the most suitable values for the parameters that are specific to the problem. The 'Lin105.tsp' problem from the TSPLIB, consisting of 105 cities, was used as the test problem [9] . This problem is a hard problem owing to its complex nature.
Taguchi experimental design was used in order to identify the range of effectiveness for the parameters affecting the ACS by utilizing a minimal number of experiments. The Taguchi experimental design is a design method that aims to minimize the variability in a product or operation in line with a specified function (least best, most best, targeted value best) by selecting the most suitable combinations of the controllable factor levels compared to the uncontrollable factors that create variability for a specific product or operation [60] [61] [62] . Figure  2 presents the steps of the Taguchi method.
The parameters in Table 1 , whose lowest and highest levels have been determined, are classified in levels of 5. Table 2 displays the level values obtained for the factors. In the case of an experiment where classic full factorials are used, 5 5 = 3125 experiments would be needed for each observation value, whereas it is sufficient to undertake 25 experiments with a selected L25 orthogonal index (5 parameters and 5 levels in each parameter). This method ensures the identification of effective parameters and levels with fewer experiments by providing balance among the orthogonal index, parameters, and levels [63] . Table 1 . Range of the experimental parameters. Table 3 presents the results obtained from the experiments undertaken with the help of Minitab [64] in the related orthogonal index, parameter, and value levels. The table lists the values of α , β , ρ, Q, and S , created in the L25 octagonal order. The table also presents the tour values obtained through implementing the parameters to the problem. The parameters were implemented twice in order to increase the reliability of the experiments and the average of 2 different observation values was obtained.
Factors Lower limit
The results obtained with the help of the Taguchi experimental design were evaluated by transforming the results into signal/noise (S/N) ratios (see Table 4 ). The signal value represents the real value that the system provides and the noise factor represents the unwanted factors in the evaluated value [65, 66] . This table shows us the order of importance of the variables and displays the level at which variables should be used in order to achieve the best result. Delta is the difference between the maximum and minimum values of the variable. Rank shows the level according to which variables should be used in order to receive the best solution. The level with the highest S/N value is the most suitable level. The S/N values were calculated using the 'least best' formula, in Eq. (5), since the shortest total route length was desired for the TSP. Here, Y is the performance characteristic value (strain) and n is the number of Y values [67] . It is possible to see the effect values of factors graphically according to the S/N values in Figure  3 . When Table 4 and Figure 3 were taken into consideration, the best parameter set was identified as α1−β2−ρ4 − Q3 − S3 according to the S/N values. The real values of these levels are presented in Table 5 . After identifying the best parameter levels, the percentages of the parameter effect on the system were examined through variance analysis (ANOVA). ANOVA helps to statistically identify which factor affects which operation and allows the combination that creates the best performance to be identified [68] . Moreover, the statistical reliability of the results is tested. The ANOVA table was created in light of the S/N values obtained through experiments, and the important factors were identified.
When Table 6 is examined, it is seen that parameters are statistically significant at P = 0.05 (5%). Five important elements were found in the analysis by alpha (α) (20.10%), beta ( β) (29.09%), evaporation rate (ρ) (17.83%), Q (8.35%), and S (13.70%). Figure 4 presents the effect percentages of the parameters graphically.
According to this result, the most important parameter value was obtained as beta (β) , although all of the parameters are important in the ACS. Figure 4 . Effect percentages of the parameters on the system.
Solution of TSP and performance analyses
The TSP was solved with a computer with an Intel Pentium 2.0 GHz microprocessor and 2 GB RAM. The TSP was implemented using the MATLAB software package (MATLAB version R2010a). The problems were solved with the parameter set in Table 5 . Figure 5 presents the working of the simulation software and the screen shots of the results. We also compared the experimental results of the proposed method with the ones presented by Angeniol et al. [10] , Somhom et al. [11] , Alaykıran and Engin [12] , Pasti and Castro [13] , and Vallivaara [14] . The selection of these studies was based on the fact that the tests of these studies were implemented with the TSPLIB library and they are considered to be among the studies that display best performance. Angeniol et al. are the only ones who did not implement any experiments with the TSPLIB library. Our reason for choosing the algorithm of Angeniol et al. for comparison is because it is one of the pioneering algorithms in the literature and it also incorporates a growing mechanism in the network. Berlin52, Eil51, Eil76, Eil101, A280, KroA100, KroC100, Pr76, Lin105, Pr1002, and D1291 were selected from the TSPLIB library for comparison. The studies referenced in [12] and [14] are ant colony-based studies. In the present study, ant colony-based studies were examined in more detail, and the following conclusions were drawn:
Alaykıran and Engin [12] proposed a solution for the TSP that requires the use of ACO. In their study, the number of iterations was fixed at 2000 and the number of ants was fixed at 5. The authors employed experiments for parameters α , β , and ρ in order to determine the appropriate parameters. After they identified the border values for each parameter, the authors undertook experiments. The results of the experiments pointed to the following values: α = 0.6, β = 4.3, and ρ = 0.8. The study did not provide any information about the value of parameter Q .
Vallivaara [14] proposed a TACO to solve the TSP. The innovative idea that was proposed includes the exchange of each ant in the ACO with other ant teams and providing opportunities for the teams to create solutions for the TSP. The iteration number in the study was fixed to the value of 150. The results of the experiments helped us to determine α = 1, β = 2, and ρ = 0.1, and the ant number (m) as 10. The study did not provide any information about the value of parameter Q .
Comparison of the algorithms
The results presented are the minimum, average, and standard deviation of the cost (tour length) over 30 runs. The relative error (RE) values obtained according to the best known values and computing times for the algorithms are also displayed. Furthermore, the performances of other algorithms from the literature are considered when available. Table 7 presents the comparative results acquired from the current study and the earlier solutions provided for problems regarding other heuristics in the literature. All of the results are presented for 30 runs. The best solutions are emphasized in bold. In Table 7 , all of the algorithms were reimplemented using MATLAB 7.10. We chose to reimplement the algorithms in order to reduce the bias introduced by the implementation and programming language when comparing the computational cost of the different algorithms. All of the experiments required the completion of 3000 iterations to ensure a more impartial comparison. The values suggested by the authors in their original articles were used for the other parameter values. In general, better performances were observed with the proposed method in all of the cases compared with those of the other algorithms, with the exception of the Berlin52, Eil101, and KroA100 problems. The best solutions for Berlin52, Eil101, and KroA100 were obtained with our study and Somhom et al.'s method, with Somhom et al.'s method, and Pasti and Castro's methods, respectively. Table 8 presents the comparison of computing times for each algorithm. It also displays the RE of the cost for each solution obtained by the algorithms in comparison with the best known solutions. The RE is a number that compares how incorrect a quantity is from a number considered to be true [69] . The relative percent error value given in Table 8 was obtained from the following equation: Table 9 displays the comparison of the proposed method and the other methods suggested in the literature. The experimental results in this table are reported directly from the original articles of the authors, as opposed to Table 7 . Table 9 does not carry the results obtained by Angeniol et al. because those authors did not utilize the TSPLIB for any experiments. Again, it is possible to observe that the proposed method is competitive when the target is to find the lowest cost routes for the TSP.
The comparison of results shows that the proposed method is only 1% worse than the best known solutions to date in instances involving less than 100 cities, a fact that proves the strength of the method. In bigger instances, deviations of up to 8% are observed compared to the best known results. This may be explained by the fact that the degree of difficulty increases exponentially with the increase of the number of cities. The fact that the algorithm does not obtain the best solutions in large-scale problems shows that the proposed method trips on the local minima, improvements in the algorithms are necessary, and the proposed method should be only applied to smaller scale problems.
The results obtained in light of the relative data show that the proposed method is superior to other approaches in terms of the attributes of the solution (tour length); however, more computing time is required for solving problems involving a higher number of cities. All in all, the average solution obtained with the proposed algorithm was satisfactory, generally better than those found by similar algorithms.
An important point to consider in the results analysis is that the algorithm (ACS) used by Alaykıran and Engin and the algorithm (ACS) used in the present study are identical. The most important difference between these 2 studies is the difference in the method used for identifying the parameters and the parameter values obtained as a result of the optimization. The differences in parameter values have affected the results significantly. This shows that algorithm parameter values are as important as the parameter selection. Note: 'N/A' means that there are not any studies related to that type of problem.
Future investigations
The performance analysis shows that the algorithm trips on local minima. As a future undertaking, the algorithm will be implemented on more complex test problems and hybridized with some local search heuristics to obtain better results. It is also aimed to obtain a system that generates faster solutions by reducing the computing time with the help of running the algorithm on graphic processors, such as CUDA-based GPU programming, whose popularity is increasing day by day.
Results
This study applies the ant colony algorithm inspired by the behavior of ant colonies to the TSP, a route planning problem. The results obtained are summarized below:
• The most interesting part of the study is the parameter optimization that affects the system performance to a great extent. It was seen in the system, utilizing the Taguchi method, that it is possible to provide fewer experiments and save time and costs. It is also possible through this system to undertake parameter optimization in ant colony metaheuristics in order to achieve optimum or close to optimum results. The best parameter set that can be achieved with 3125 trials was obtained with only 25 trials with this method.
• It is possible to observe the operations of the ant colony algorithm to achieve results with the help of the simulation-based features of this study.
• The most effective parameter in the parameter optimization of the study was found to be β , with the effect value of 29.09%. The percentage effect of the Q parameter, which is not regarded to be important in the literature and therefore is not included in parameter optimization, was found to be 8.35%. This value is a substantial value that points to the need for this parameter to be included in studies.
The Taguchi method can be used to realize parameter optimization in other heuristic algorithms to ameliorate performance.
Appendix.
A brief survey of the ant-based algorithms and details of the system parameters. 
