Abstract-Tracking-by the system output-of a reference signal (assumed bounded with essentially bounded derivative) is considered in the context of a class of nonlinear, single-input, single-output systems modelled by functional differential equations and subject to input saturation. Prespecified is a parameterized performance funnel within which the tracking error is required to evolve; transient and asymptotic behaviour of the tracking error is influenced through choice of parameter values which define the funnel. The control structure is a saturating error feedback with time-varying nonmonotone gain designed to evolve in such a way as to preclude contact with the funnel boundary. A feasibility condition-formulated in bounds of the plant data, the saturation bound, the funnel data, the reference signal, and the initial data-is presented under which the tracking objective is achieved, whilst maintaining boundedness of the state and gain function. 
I. INTRODUCTION
IN common with its precursor [1] , we investigate funnel control in the presence of input constraints. In contrast with [1] , the systems to be controlled are nonlinear and are described by functional differential equations. We restrict attention to SISO systems. By way of motivation, consider a system of two interconnected nonlinear subsystems _ y(t) = f1 (d(t); y(t); z(t))+ satû (u(t)); y(0) = _ z(t) = f 2 (y(t); z(t)); z (0) = 
Regarding the second subsystem in (1.1) as an independent system with (continuous) input y, let '(1; ; y) denote the unique maximal solution of the initial-value problem _ z(t) = f2(y(t); z(t)); z(0) = :
( ) (parameterized by the initial data ) defined by the property that T y = '(1; ; y) is the unique global solution of (1.3). Equipped with this operator, system (1.1) may be expressed in the form of a functional differential equation _ y(t) = f 1 (d(t); y(t); (T y)(t)); y(0) = (1.5) which provides the prototype for the general system class underpinning the paper. Note that in a sense the zero dynamics of (1.1) are captured by the operator T . Example 1.1: As a highly specialized example of a system (1.1), consider the following: Returning to the prototype system (1.1) (or its equivalent (1.5)), the control objective is formulated in terms of a performance funnel (see Fig. 1 ) F( ) := f(t; e) 2 + 2 j jej < (t) g The control objective is: determine a feedback which ensures that, for a given reference signal r 2 W 1;1 ( + ), the output tracking error e = y0r evolves within the funnel (i.e., graph(e) F( )): transient and asymptotic behavior of the tracking error is influenced through choice of the function . The proposed control structure is an error feedback of the form u(t) = 0k(t)e(t), wherein the gain function k: t 7 ! 1=( (t) 0 je(t)j) evolves so as to preclude contact with the funnel boundary. A feasibility condition (formulated in terms of the plant data, the funnel data, the reference signal r, the disturbance signal d, and the initial state ) is presented under which the tracking objective is achieved, whilst maintaining boundedness of all signals.
Given > 0 (arbitrarily small) and 3 > 0, a wide variety of funnels are possible. For example, if ; > 0 are chosen such that > and 3, then the function t 7 ! (t) := maxfe 0t ; g is in G(3;) and evolution within the associated funnel ensures a prescribed exponential decay in the transient phase [0; ln(=)=] and tracking accuracy > 0 thereafter (we stress that may be taken arbitrarily small). Monotonicity of the funnel boundary is not required: nonmonotone funnels may be advantageous in applications for which it is known a priori when perturbations or set-point changes may occur-in this sense, nonmonotone funnels have the connotation of re-initialization of the control structure.
Example 1.2 (Example 1.1 Revisited):
In the highly specialized context of example (1.6), the main result of the paper translates into the following: for arbitrary 3; 0, 2 G(3;), any absolutely continuous reference signal r: + ! with essentially bounded derivative, and writing e(t) = y(t) 0 r(t), the simple control strategy u(t) = 0k(t)e(t); k(t) = [ (t) 0 je(t)j] 01 applied to (1.6) ensures attainment of the tracking objective (and, moreover, the gain function k is bounded) provided that the initial data satisfy j 0r(0)j < (0) and the following feasibility assumption holds:
, where
The concept of funnel control was introduced in [4] . For several generalizations and substantial bibliography pertaining to that literature, see the survey article [3] . For experimental results on controlling the speed of electric devices using the funnel control methodology, see [5] . The control problem to be considered in the present note is the analogue-in a context of nonlinear single-input, single-output systems-of the problem considered (in a context of linear multi-input, multi-output systems) in its precursor [1] .
II. THE SYSTEM CLASS Generalizing the prototype (1.1), or its equivalent (1.5), we consider single-input, single-output systems described by a functional differential equation 
III. THE MAIN RESULT
We now arrive at the main result, the proof of which may be found in the Appendix B. holds, then application of the feedback strategy u(t) = 0k(t) e(t); k(t) = [ (t) 0 je(t)j] 01 ; e(t) = y(t) 0 r(t) (c) The function u(1) is bounded and the following hold:
(i) jg(u( ))j < for some 2 + .
(ii) 9 0 : jg(u( ))j < ) jg(u(t))j < 8 t :
Remark 3.2: (i) Assertion (b) is the essence of the result: it asserts that, if (3.2) and the feasibility condition (3.3) hold, then the funnel control (3.4) ensures achievement of the control objectives; in particular, the tracking error e = y 0 r remains uniformly bounded away from the funnel boundary and the gain function k is bounded, with kkk1 1=".
(ii) Assertion (c) has nontrivial content only in the case wherein is finite and either the supremum + or the infimum 0 0 of g is attained, that is, the case wherein the input may saturate (the prototype being the saturation function g = satû ). Assertion and exhibits the interplay between the saturation bound (sufficiently large to ensure performance) and bounds of the plant data, funnel data, initial data, reference signal data, and disturbance signal data. The nature of the dependence of the saturation bound on these data is not surprising: 1) it is to be expected that tracking of "large and rapidly varying" reference signals r would require control inputs capable of taking sufficiently large values; 2) transient and asymptotic behavior of the tracking error is influenced by the choice of funnel F( ) determined by the globally Lipschitz function ; 3) it is to be expected that the saturation bound depends on the disturbance signal d.
IV. SIMULATIONS
For purposes of illustration, consider system (1.6) subject to the saturation constantû := 25. Example 2.2(i) shows that the systems (1.6) can be written in the form (2.1) and that the conditions (C) and (G) are satisfied.
As reference signal we choose r(1) = 1 (1) , the first component of the solution of the Lorenz system For a = b = 1 and = 1 and L as in Example 1.2, we have L + k _ rk1 + 3 = 24:68 < 25 =û, and so the feasibility condition (3.3) is satisfied. The condition (3.2), i.e., je(0)j = j 0 r(0)j < 2, implies 2 (01; 3). To illustrate the occurrence of saturation of the control input, we choose to be such that Assertion (c)(ii) fails to hold for = 0 (in which case, there exists > 0 such that the control u is saturated on [0;)). Note that jsatû (u(0))j <û () j 0 r(0)j < (0)û 1 +û and so the input is saturated at the beginning if, and only if, je(0)j = j 0 r(0)j 25=13. Hence, we choose = 00:95, and so " = =(2û) = 0:002. Nonmonotonicity of gain function k is also evident: it increases when the error approaches the funnel boundary and decreases when the error recedes from the boundary. The last two simulations show that the input is initially saturated: it remains so on an interval of short duration and remains unsaturated thereafter.
APPENDIX PROOFS

Proof of the Claim in Example 2.2 (i):
That condition (G) holds is an immediate consequence of Remark 2. We may now conclude that Assumption (L) holds with c 0 = 1+c e L .
Proof of Theorem 3.1:
We preface the proof with some remarks.
To interpret (B) and (L) correctly, we need to give meaning to T y, for a function y 2 C(I) on a bounded interval I of the form [0h; ) or The proof of Theorem 3.1 now proceeds in four steps.
Step 1: We show that the tracking error e satisfies e(t)_ e(t) 0je(t)j 3 0 0 + jg(u(t))j for almost all t 2 [0; !): (5.5) Observe that jy(t)j je We will show that (t) 0 je(t)j " 8 t 2 [0; !):
Seeking a contradiction, suppose that there exists t 1 2 (0; !) such that (t1) 0 je(t1)j < ". Since (0) 0 je(0)j ", the number t0 := maxft 2 [0; t1)j (t) 0 je(t)j = "g 2 [0; t1) is well defined. It follows that (t) 0 je(t)j " for all t 2 [ Noting that jg(u(t))j = g(ju(t)j); if u(t) 0 0g(0ju(t)j); if u(t) < 0 (5.8) and invoking (5.5), we may infer that e(t)_ e(t) 0 je(t)j(3 0 0 + 0) = 0 3je(t)j 8 t 2 [t0; t1]:
which, on integration, gives je(t 1 )j 0 je(t 0 )j < 03 jt 1 0 t 0 j. By the Lipschitz property of , it follows that je(t 1 )j0je(t 0 )j 0j (t 1 )0 (t 0 )j (t 1 ) 0 (t 0 ):
We now arrive at the contradiction: " = (t0) 0 je(t0)j (t1) 0 je(t1)j < ": Therefore, (5.7) holds.
Step 3: We establish Assertions (a) and (b). In view of (5.6), boundedness of r implies boundedness of y. To establish Assertions (a), (b), it remains only to show that ! = 1. Seeking a contradiction, suppose that ! < 1. Then f(t; y) 2 Dj t 2 [0; !]; (t) 0 jy 0 r(t)j "g is a compact subset of D and contains the graph of yj [0;!) : this contradicts the fact that the closure of the graph is not a compact subset of D.
Therefore, ! = 1.
Step 4: We establish Assertion (c). Boundedness of u is an immediate consequence of Assertion (b). If = 1, then Assertion (c) trivially holds. Assume < 1.
Step 4a: First, we establish Assertion (c)(i) . Seeking a contradiction, suppose jg(u(t))j for all t 0. Recalling that > 0 and invoking (5.5), we have e(t)_ e(t) 03je(t)j for all t 0, which, on integration, yields the contradiction: 0 je(t)j je(0)j 0 3t 8 t 0:
Therefore, there exists 0 such that jg(u())j < . This establishes Assertion (c)(i).
Step 4b: Next, we show that Assertion (c)(ii) holds. Let 2 + be such that jg(u())j < . Again seeking a contradiction, suppose that jg(u(t))j for some t 2 [; 1). Therefore, jg(u(t))j < for all t 2 [; 1). This completes the proof.
I. INTRODUCTION
There are two major approaches to online parameter identification of nonlinear systems. The first is the identification of parameters as a part of a state observer while the second deals with parameter identification as a part of a controller. In the first approach, the observer is designed to provide state derivatives information and the parameters are estimated via estimation methods such as least squares method [15] and dynamic inversion [3] . The second trend of parameter identification is more widespread, as it allows identification of systems with unstable dynamics. Algorithms in this area include parameter identification methods based on variable structure theory [18] , [19] and those based on the notion of passivity [9] .
In conventional adaptive control algorithms, the focus is on the tracking of a given reference trajectory and in most cases parameter estimation errors are not guaranteed to converge to zero due to a lack of excitation [6] . Parameter convergence is an important issue as it enhances the overall stability and robustness properties of the closed loop adaptive systems [10] . Moreover, there are control problems whereby the reference trajectory is not known a priori but depends on the unknown parameters of the system dynamics. For example, in adaptive extremum seeking control problems, the desired target is the operating setpoint that optimizes an uncertain cost function [4] , [17] .
Assuming the satisfaction of appropriate excitation conditions, asymptotic and exponential parameter convergence results are available for both linear and nonlinear systems. Some lower bounds which depend (nonlinearly) on the adaptation gain and the level of excitation in the system have been provided for some specific control and estimation algorithms [7] , [13] , [16] . However, it is not always easy to characterize the convergence rate.
A parameter estimation scheme that allows exact reconstruction of the unknown parameters in finite-time was developed in [1] . The finite-time (FT) identification method has two distinguishing features. First, the true
