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Abstract
The increasing demand for oil and gas in the world today drives the need
for new and improved methods for identifying hydrocarbon prospects. The
petroleum industry uses information about the subsurface in the exploration
and production of oil and gas. The industry’s tendency to explore deeper
waters and more geologically complex areas requires reliable and more robust
methods for extracting such information.
This thesis illustrates possible strategies for using seismic reflection data
in the inversion for subsurface earth properties. One strategy which is the tra-
ditional approach in seismic is to consider inversion as a stepwise procedure
consisting of a model-driven global reflectivity imaging process (migration)
followed by target-related elastic inversion of the reflectivity information into
earth property parameters.
In this thesis a method describing wave equation prestack depth migra-
tion of converted wave data in anisotropic media is presented. The migration
is accomplished by numerical wavefield extrapolation in the frequency-space
domain using precomputed space-variant filter operators. Imaging is per-
formed by crosscorrelating the source wavefield with the data wavefield at
each depth level. Data examples demonstrate good dip response and correct
kinematic behavior and illustrate the method’s ability to handle complex
multi-layer models with a relatively high degree of anisotropy.
By considering seismic inversion as a stepwise approach, this thesis also
presents a method for inversion of reflection information into medium param-
eters. The method provides estimation of density and P-wave and S-wave
velocities at the seafloor by inversion of the acoustic-elastic PP reflection
coefficient estimated at the seafloor. The PP reflection coefficient is calcu-
lated in the frequency-slowness domain from seafloor measurements of the
pressure and the vertical component of the particle velocity. The algorithm
gives estimates of seafloor parameters in good agreement with the true model
parameters.
Another strategy for using seismic data in the inversion for subsurface
earth properties is to perform inversion as a data-driven procedure where the
medium parameters are directly inverted for. In this thesis a new method
on inverse scattering for the estimation of the medium properties of a one-
dimensional acoustic layered medium from single scattering data is presented.
The method provides an explicit, non-iterative and fully data-driven solution
of the inverse one-dimensional scattering problem.
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Preface
The work presented in this thesis was carried out at the Department of
Physics at the Norwegian University of Science and Technology (NTNU).
Outline of the thesis
The thesis is divided into two parts:
Part 1 – Introduction This part contains a introduction to the thesis -
the motivation for the work presented and a short summary of the
suggested solutions.
Part 2 – Papers In this part my scientific work is presented in the form of
four papers. The first and second paper have been prepared for pub-
lishing. The third paper is already published. The fourth paper is not
ready for publishing yet. The paper is in its present form more like an
extension of the third paper and will probably need some restructuring
before it can be submitted. The papers included in this thesis are:
Paper 1 Wave equation prestack depth migration of converted wave data in
TIV and TIH media
by Hans Kristian Helgesen, Børge Arntsen and Tage Røsten.
Paper 2 Estimation of seafloor wave velocities and density from multicompo-
nent data by AVA analysis
by Hans Kristian Helgesen and Lasse Amundsen.
Paper 3 Data-driven inversion/depth imaging derived from approximations to
one-dimensional inverse acoustic scattering
by Lasse Amundsen, Arne Reitan, Hans Kristian Helgesen and Børge
Arntsen.
Paper 4 Forward and inverse models in one-dimensional acoustic scattering
Paper 3 is included as published with some exceptions: I have here in-
cluded one more numerical example together with three additional appen-
dices (with additional references in the main text).
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Chapter 1
Introduction to the thesis
This thesis consists of four separate self-contained papers together with this
introduction. Four papers are presented in Chapters 2, 3, 4 and 5, and each
paper has its own abstract, introduction and conclusion. A list of references
is also given at the end of each paper.
1.1 Motivation for the present work
In the oil and gas industry, various methods for determining subsurface
earth properties have been developed to identify and evaluate hydrocarbon
prospects. Seismic surveying is probably the most widely used method for ex-
tracting such information, but other methods like gravemetric measurements
and electro-magnetic surveying are becoming more common, and they are
often used in conjunction with seismic in order to reduce risk and optimize
recovery of a prospect. The problem of determining earth properties from
such measurements is an inverse problem that is theoretically and practically
challenging.
General inverse geophysical methods have been the subject of many re-
search papers since the 1970s. In particular, inverse scattering methods from
mainstream physics were introduced to the petroleum exploration industry
during the late 1970s and early 1980s (see, e.g., Razavy (1975) and Weglein
(1985)). As a alternative to full seismic inversion one might consider inver-
sion in steps as described by Berkout and Wapenaar (1990). The inversion
in steps consists of three major steps. The first step is a surface-related
preprocessing step which involves transformation of the recorded data into
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primary upgoing and downgoing waves. The second step is reflectivity imag-
ing where the propagation effects are removed from the seismic data by true
amplitude prestack migration and structural images of the reflectivity are
obtained. The third and final step is a target-related postprocessing proce-
dure which involves transformation of the reflectivity information into earth
property parameters. The three major steps can be classified as: (1) Multiple
removal, (2) depth migration and (3) amplitude versus angle (AVA) analysis.
The stepwise approach to seismic inversion has for many years proven to be
a powerful and robust alternative to full seismic inversion.
The three steps in the stepwise inversion procedure have also separately
been the subject of many research studies. In the field of seismic data process-
ing it has long been standard practice to seek to attenuate all multiples from
the seismic data before using primaries for imaging changes in the medium’s
properties. The literature on multiple suppression is voluminous [see, e.g.,
Claerbout (1971), Weglein (1985), Stolt and Benson (1986), and Ikelle and
Amundsen (2005)]. The methods for performing seismic migration, which
may be considered as the nucleus of “seismic inversion in steps”, have dur-
ing the last forty years undergone a tremendous development from relatively
simple migration schemes for homogeneous media to more advanced meth-
ods that handle inhomogeneous media, account for anisotropy and preserve
amplitudes. Classical references to migration are Claerbout (1971,1985),
Schneider (1978), Stolt (1978), Berkhout (1982), and Hubral (1983). More
recent references on migration are Holberg (1988), de Bruin et al (1990),
Hale (1991), Schleicher et al (1993), Ristow and Ruhl (1994), Huang and
Wu (1996), Gary et al (2001), Hill (2001), Ferguson and Margrave (2002),
Biondi (2002), Ursin (2004) and Sava and Fomel (2005). If proper amplitude
preserving processes have been applied to the seismic data in the demultiple
step and migration step, AVA analysis on the reflectivity information can be
performed in order to invert for the subsurface earth properties (density and
seismic velocities).
Full seismic inversion aims at transforming the seismic measurements into
earth property parameters in one large unified inversion procedure. The full
inverse scattering problem of seismic, viewed as a 3D problem, is one of
the most challenging problems of geophysics and mathematical physics. In
the field of seismic inverse scattering, two different solutions for inversely
reconstructing the scattering potential have recently been proposed.
Weglein and coworkers have in a series of papers [Weglein et al (2000,
2002, 2003), Innanen (2003), Innanen and Weglein (2003), Shaw et al (2004),
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Shaw (2005), Zhang and Weglein (2005), and Liu et al (2005)] described a
general approach to the problem of inversely reconstructing the potential.
The potential to be recovered is expanded in a series, each term of which is
determined in terms of the scattering data and a reference Green’s function.
The approach requires no prior information about the subsurface medium
parameters. Further, Weglein and coworkers show the validity of the concept
of “subseries” within the expansion of the potential, where each subseries is
associated with a specific inversion task that can be carried out separately.
The four subseries associated with the inversion process are: (1) Free-surface
related multiple removal, (2) internal multiple attenuation or elimination,
(3) spatial location of reflectors in the subsurface (depth imaging), and (4)
identification of changes in medium properties across reflectors (inversion).
The two last subseries work on primaries, that is, those events in the data
that have experienced a single upward reflection in the subsurface. The
primaries are those reflection events that in the two last subseries are used
to determine the locations and properties (contrast in wave velocities) of the
reflector that caused their observation (recording at the surface).
The inverse scattering series is exact (Weglein et al (2003)). Although
all developments based on the inverse scattering series have been very useful
for the processing and interpretation of seismic data, it turns out to be ex-
tremely challenging to identify all high-order terms related to the subseries
for imaging primaries at depth, also for the case of an one-dimensional (1D)
layered medium. Even though work is in progress to extend the depth imag-
ing and inversion capability of the inverse scattering series (see, e.g., Innanen,
2003; Innanen and Weglein, 2003), the current depth imaging scheme is based
on what is called leading-order inverse scattering. It is well appreciated in
physics that approximations play an important role in the understanding of
processes that cannot analytically be solved exactly. Depth imaging derived
from the inverse scattering series, for 1D media, contains an infinite number
of terms of which many, based on physical insight, are neglected to give useful
and practical algorithms for imaging (Innanen 2003, and Shaw et al 2004).
Realizing that approximations are inevitable at some stage in the inverse
scattering series, one is lead to ask: building on the tremendous achieve-
ments already obtained by inverse scattering series analysis, can we achieve
added understanding of the inverse scattering problem if approximations are
introduced into the forward scattering model instead of the inverse scatter-
ing series? As a response to this challenge, influenced by the leading-order
closed-form 1D depth imaging/inversion algorithms described by Shaw et
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al (2003) and Innanen (2003), Amundsen et al (2005a, 2005b) suggested a
closed-form solution of the 1D inverse scattering problem that is precise when
the product of reflection coefficients from any three interfaces of the medium
is negligible compared to the reflection coefficients themselves. This approach
is now extended to include elastic multidimensional single scattering.
Neither the direct inversion approach based on inverse scattering series
nor the direct inversion approach of Amundsen and coworkers require prior
information about the subsurface medium parameters below the reference
medium within the specific model types for which the methods have been
developed, but they require that the scattering data consist of primaries only.
All types of multiples that are normally recorded in the seismic experiment
need to be removed or well attenuated through data preprocessing. The
preprocessing is in agreement with the standard practice to seek to attenuate
all multiples from seismic data before using primaries for imaging changes
in the medium’s properties. Furthermore, they require an estimate of the
seismic wavelet.
The increasing demand for oil and gas in the world today drives the need
for reliable and more robust methods for identifying hydrocarbon prospects.
Information about the subsurface is used in the petroleum industry both to
identify and evaluate possible prospects and to help the planning of wells
and to monitor changes in the reservoir due to production. The development
of new and improvement of existing methods for extracting such information
is important in order to correctly evaluate and optimize the recovery of a
prospect.
1.2 Summary
In this thesis I consider inversion and migration of seismic data in order to
extract information from the subsurface. The work I present here represent
development of new and improvement of existing methods for extracting such
information which is used in the exploration and recovery of hydrocarbons.
In Chapter 2 a paper describing wave equation prestack depth migration
of converted wave data in anisotropic media is presented. The anisotropy
considered is that of a transversely isotropic (TI) medium with a symmetry
axis that can be either vertical (TIV) or horizontal (TIH). The migration is
accomplished by numerical wavefield extrapolation in the frequency-space do-
main where the upgoing and downgoing wavefields are extrapolated in depth
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with space-variant filter operators. The filter operators are precomputed in a
separate design program and accessed by the migration algorithm. Imaging
is performed by crosscorrelating the source wavefield with the data wavefield
at each depth level. The method is evaluated based on a study of migration
impulse responses, a synthetic data example and a real data example. Data
examples demonstrate good dip response and correct kinematic behavior and
illustrate the method’s ability to handle complex multi-layer models with a
relatively high degree of anisotropy. The paper is prepared for publishing in
an international journal.
In Chapter 3 a paper describing estimation of density and P-wave and S-
wave velocities at the seafloor is presented. The parameters are estimated by
inversion of the acoustic-elastic reflection coefficient calculated from point-
source measurements of pressure and vertical component of particle veloc-
ity recorded at the seafloor. A regular Fourier transform (FT) is used to
transform the pressure and particle velocity recordings from time domain to
frequency domain while a triangle-Fourier transform (T-FT) is used to trans-
form the data from space domain to radial slowness domain. The reflection
coefficient is then calculated by spectral division of the transformed two-
component recordings. By performing the spectral division in the frequency-
radial slowness domain we obtain a calculated reflection coefficient that is
directly comparable to the theoretical reflection coefficient. The paper is
prepared for publishing in an international journal.
Chapter 4 presents a new mathematical framework based on inverse scat-
tering for the estimation of the scattering potential and its nature of a one-
dimensional acoustic layered medium from single scattering data. Given the
Born potential associated with constant-velocity imaging of the single scat-
tering data, a closed-form, implicit expression for the scattering potential is
derived in the WKBJ and eikonal approximations. Adding physical insight,
the WKBJ and eikonal solutions can be adjusted so that they conform to the
geometrically-derived precise solutions of the 1D scattering problem recently
suggested by Amundsen et al (2005a). In a layered medium the WKBJ and
eikonal approximations, in addition to providing an implicit solution for the
scattering potential, provide an explicit estimate of the potential, not within
the actual potential discontinuities (layer interfaces), but within the Born
potential discontinuities derived by the constant velocity imaging. This es-
timate of the potential is called the “squeezed” potential since it mimics the
actual potential when the depth axis is squeezed so that the discontinuities
of the actual potential match those of the Born potential. In the 1D case, it
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is shown that the squeezed potential can be estimated by amplitude-scaling
the Born potential by an amplitude function of the Born potential. The
accessibility of the squeezed potential makes the inverse acoustic scattering
problem explicit and non-iterative since the estimated squeezed potential
can non-linearly be stretched with respect to the depth axis so that the po-
tential discontinuities are moved towards their correct depth location. The
non-linear stretch function is a function of the Born potential. The solu-
tion is fully data-driven in the respect that no information of the medium
other than the Born potential is required. In the nomenclature of reflection
seismic, the three steps of the non-iterative, data-driven inverse solution are
constant-velocity migration, inversion and residual migration (stretch). The
paper is published in Inverse Problems 21 (1823-1850).
In Chapter 5 a new and improved forward model for single scattering
of acoustic waves in a 1D stratified medium is derived. The new model is
inverted following the same strategy as described in Chapter 4. The model is
then compared with the model already considered in Chapter 4. The models
are compared both with regards to the amplitude handling in the forward
modeling and with regards to inversion results.
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Chapter 2
Wave equation prestack depth
migration of converted wave
data in TIV and TIH media
Abstract
This paper describes prestack depth migration of converted wave data in
transversely isotropic (TI) media where the symmetry axis is either verti-
cal (TIV) or horizontal (TIH). The migration is accomplished by numerical
wavefield extrapolation in the frequency-space domain where the upgoing
and downgoing wavefields are extrapolated in depth with space-variant fil-
ter operators. The filter operators are precomputed in a separate design
program and accessed by the migration algorithm. The ratio between the
temporal frequency and the local velocity, together with the anisotropic pa-
rameters and wave mode (qP or qSV), are used to determine the correct filter
operator at each grid point during the wavefield extrapolation. Imaging is
performed by crosscorrelating the source wavefield with the data wavefield at
each depth level. The method is evaluated based on a study of migration im-
pulse responses, a synthetic data example and a real data example. Impulse
responses demonstrate good dip response and correct kinematic behavior and
the synthetic data example illustrates the method’s ability to handle complex
models with a relatively high degree of anisotropy. The real data example
shows that the method is applicable to real data and that correcting for
anisotropy might be very important in converted wave imaging.
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2.1 Introduction
Depth migration is the preferred imaging technique for both compressional
wave data (P-P data) and converted wave data (P-S data). Earlier studies re-
garding imaging indicate that wave equation based prestack depth migration
techniques provide better solutions to the imaging problem than traditional
Kirchhoff techniques. We want to utilize the strengths of wave equation based
prestack depth migration for converted wave imaging where we in addition
include proper handling of anisotropy.
Depth imaging of P-S data can be accomplished and will usually provide
better images than time imaging methods. Depth imaging of P-P data and
P-S data will also provide images that have the same depth axis (as opposed
of P-P and P-S time axes). Depth images of P-P data and P-S data may
therefore be easier to correlate and interpret than time images. Several case
studies considering isotropic, Kirchhoff prestack depth migration of converted
wave data illustrate the benefits of performing imaging in depth rather then
imaging in time. Kendall et al (1998) reported that prestack depth migration
of converted wave data from the Mahogany field (Gulf of Mexico) allowed
better imaging than time imaging of the shallow sediments above salt as well
as for imaging salt and below salt. The added shear wave information also
helped improve reservoir characterization by providing further constrains on
the rock properties, lithology and fracture density and orientation. Hoffe
and Lines (1999) showed in a case study from the Blackfoot field (Alberta,
Canada) that depth migrated P-S sections might have similar or even better
resolution than the depth migrated P-P sections, and that converted wave
information allows for enhanced lithology discrimination, especially between
sandstones and shales. Zhu et al (1999) used prestack depth imaging for
imaging complex salt dome structures and showed that not only is depth
migration the preferred product for P-wave data, it is also the preferred
product for converted waves. Common for all the depth imaging studies
above is that the imaging methods are based on Kirchhoff prestack depth
migration.
Wave equation based prestack depth migration techniques might provide
better solutions to the imaging of converted wave data than the traditional
Kirchhoff techniques. In areas with complex structures and strong lateral
velocity variations several examples using compressional waves have shown
that depth migration based on wave equation algorithms give significantly
better results than Kirchhoff depth migration methods. Jin et al (2002)
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developed a pseudoscreen prestack depth migration technique and used syn-
thetic 2D and 3D P-data to demonstrate that the technique is superior to
Kirchhoff implementations when considering image quality. Rousseau et al
(2003) presented a 3D depth imaging technique using generalized screens
in a case study and showed that the wave equation approach to prestack
depth migration produces better images than the equivalent Kirchhoff ap-
proach. Arntsen and Røsten (2002) and Soubaras (2002) have also reported
that wave equation based imaging techniques provide better images than
traditional Kirchhoff imaging techniques. We expect that wave equation
depth migration algorithms give better results than Kirchhoff depth migra-
tion methods also for converted waves. Several authors have investigated
methods for wave equation based prestack depth migration using compres-
sional waves. Holberg (1988) presented a scheme for 2D numerical wavefield
extrapolation in the frequency-space domain using space-variant symmet-
ric filter operators designed based on a least-squares method. Hale (1991)
considered a modified Taylor series method for designing the explicit filter op-
erators for wavefield extrapolation. Sollid and Arntsen (1993) extended the
work of Holberg (1988) to describe wave extrapolation in 3D. In all these pa-
pers the wave extrapolation algorithms were derived and tested with respect
to extrapolation of compressional waves in isotropic media. These techniques
can however, easily be modified to handle extrapolation of converted waves
in anisotropic media.
The earth is anisotropic in nature and especially sedimentary rocks ex-
hibit anisotropy. These sedimentary rocks may often be described as being
transversely isotropic (TI) with a symmetry axis perpendicular to the bed-
ding plane. A homogeneous medium which is fractured may also be described
as being TI, now with a symmetry axis perpendicular to the fractures. Seis-
mic waves are affected by anisotropy and converted waves are more affected
than compressional waves. In areas with complex structures, strong lateral
velocity variations and possibly anisotropy, one must consider anisotropic
depth migration for correct imaging of converted wave data. Thomsen (1986)
considered wave propagation in elastic anisotropic media. Uzcatequi (1995)
combined the work of Holberg (1988) and Thomsen (1986) and derived for-
mulas for seismic wavefield depth extrapolation in TI media with a vertical
symmetry axis (TIV). Zhang et al (2001) extended the work of Holberg
(1988) and developed a method for wavefield depth extrapolation in TI me-
dia with a tilted symmetry axis using asymmetric numerically optimized
explicit filter operators. The techniques of Uzcatequi (1995) and Zhang et al
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(2001) were tested on synthetic models using simulated P-data and S-data
separately.
In this paper, a method for anisotropic wave equation prestack depth
migration of converted wave data is presented. The migration is accom-
plished by numerical wavefield extrapolation where the upgoing and down-
going wavefields are extrapolated in depth with space-variant filter operators.
The explicit filter operators are designed using a constrained least-squares
method. Imaging is performed by a crosscorrelation of the upgoing and
downgoing wavefields at each depth level. The method is valid for TI me-
dia with either a vertical (TIV) or a horizontal (TIH) axis of symmetry and
arbitrary strength of the anisotropy. The method is evaluated based on a
study of migration impulse responses, a synthetic data example and a real
data example.
2.2 Methodology
In this section a more detailed description of the prestack depth migration
is presented. The migration is expressed as a wavefield extrapolation step
followed by an imaging step. The wavefield extrapolation is accomplished
by space variant convolution in the frequency-space domain and imaging
is performed by crosscorrelating the upgoing wavefield with the downgoing
wavefield divided by the source illumination at each depth level. The space
variant extrapolation operators are precomputed in a separate operator de-
sign program and accessed by the migration algorithm. The problem of de-
signing proper extrapolation operators is formulated as a linear least-squares
filter optimization problem with non-linear constraints.
2.2.1 Prestack depth migration algorithm
Most prestack depth migration algorithms can be expressed as a wavefield
extrapolation step followed by an imaging condition. Usually we consider
one-way wavefield extrapolation, where the upgoing receiver wavefield (U)
and the downgoing source wavefield (D) are extrapolated in depth by ap-
propriate extrapolation operators. In 2D, one-way downward wavefield ex-
trapolation (the z-direction is positive downwards) may be expressed in the
frequency-wavenumber domain by
P (ω, kx, z + ∆z) = exp[ikz∆z]P (ω, kx, z), (2.1)
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where ω is (angular) frequency, kx and kz are horizontal and vertical wavenum-
ber, respectively. P (ω, kx, z + ∆z) is the extrapolated wavefield at depth
z + ∆z and P (ω, kx, z) is the wavefield at depth z.
Wavefield extrapolation by application of equation (2.1) is, strictly speak-
ing, only valid for a homogeneous medium. However, by doing wavefield
extrapolation iteratively in depth and assuming that the velocity model is
locally smooth, a laterally-varying extrapolator may be applied such that
inhomogeneous velocity fields can be handled. The extrapolation operator
may be approximately represented by a finite-length discrete filter (Holberg
(1988)) to obtain spatially varying extrapolators. This is also described in
more detail in Appendix 2.B. Downward wavefield extrapolation can then be
expressed as a space-variant convolution in the frequency-space domain by
P (ω, x, z + ∆z) =
L∑
l=0
wl[P (ω, x+ l∆x, z) + P (ω, x− l∆x, z)], (2.2)
where wl are the numerically optimized discrete complex-valued filter coeffi-
cients of the appropriate filter with total length (2L + 1). The filter is then
an approximation of the exact extrapolation operator. Here is ∆z the ex-
trapolation step length in the vertical direction while ∆x is the horizontal
distance between data points. In TIV and TIH media the filter coefficients
become functions of ω/VP0, the Thomsen (1986) parameters ε, δ and the ratio
VP0/VS0. The filter coefficients will also depend on wave mode (qP or qSV).
VP0 and VS0 are the vertical qP- and qSV-wave velocities, respectively. The
Thomsen (1986) parameters ε and δ describe the strength of the anisotropy.
The wavefield extrapolation is done separately for the receiver and the
source wavefields and an image can be obtained by crosscorrelation of the
two extrapolated wavefields. The crosscorrelation imaging technique used is
similar to the one presented by Claerbout(1971) and can be expressed as
I(x, z) =
∫
U(ω, x, z)D∗(ω, x, z)
(D(ω, x, z)D∗(ω, x, z) + λ)
dω, (2.3)
where I(x, z) is the image at position (x, z), U(ω, x, z) represents the upgo-
ing wavefield at depth z (the backward extrapolated receiver wavefield) and
D(ω, x, z) represents the downgoing wavefield at depth z (forward extrapo-
lated source wavefield). Superscript ∗ indicates the complex conjugate and
λ is a pre-whitening factor to stabilize the deconvolution-like operation.
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2.2.2 Explicit migration operators
The exact representation of the extrapolation operator may be expressed in
the frequency-wavenumber domain as
G(ω, k) = exp[ikz∆z]. (2.4)
For TI media with a symmetry axis lying in the vertical plane and making
an angle φ with the vertical axis, the phase velocities for qP- and qSV-waves
can be expressed exactly as (Tsvankin (1996))
V 2(θ)
V 2P0
= 1 + ε sin2(θ − φ)− f
2
±f
2
√(
1 +
2ε sin2(θ − φ)
f
)2
− 2(ε− δ) sin
2 2(θ − φ)
f
, (2.5)
where θ is the phase angle and f = 1 − V 2S0/V 2P0. The ± in equation (2.5)
gives the phase velocities for qP- and qSV-waves, respectively.
By introducing plane waves in equation (2.5) and setting φ = 0 (see
Appendix 2.A) yields a dispersion equation for TIV media which becomes
kz = ±
√
−a±√a2 − 4b
2
, (2.6)
where ± in front of the square-root is related to up- or down-going waves
and the ± inside the square-root is related to qSV- or qP-waves, respectively.
The coefficients a and b are given by (subscript TIV indicates coefficients for
TIV media)
aTIV =
−2(1 + ε− f − fδ)k2x + ( ωVP0 )2(2− f)
(f − 1) (2.7)
and
bTIV =
(2 + 2ε− f)( ω
VP0
)2k2x − ( ωVP0 )4 − (1− f)(1 + 2ε)k4x
(f − 1) . (2.8)
For TIH media (setting φ = 90) we will get a similar dispersion equation
as given by (2.6). The coefficients a and b are now given by (subscript TIH
indicates coefficients for TIH media)
aTIH =
(−2(1 + ε− f − fδ)k2x + ( ωVP0 )2(2 + 2ε− f))
(f − 1)(1 + 2ε) (2.9)
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and
bTIH =
(2− f)( ω
VP0
)2k2x − ( ωVP0 )4 − (1− f)k4x
(f − 1)(1 + 2ε) . (2.10)
The dispersion equation (2.6) will provide the exact phase-shift extrapolation
operator for qP- and qSV-waves propagating in either TIV or TIH media.
The approximation of the extrapolation operator G(ω, k) can be formu-
lated as a numerical optimization problem of finding the filter coefficients
wl (as introduced in equation (2.2)) of a finite-length filter that approxi-
mates the exact phase-shift extrapolator defined in equation (2.4) in the
frequency-wavenumber domain. This is done in a least-squares sense. To
ensure stability of the migration scheme, the optimization of the operators
is constrained such that the evanescent energy and waves propagating at
higher angles than a chosen maximum design angle are damped in the iter-
ative downward extrapolation process. The problem of designing the filter
operators is described in more detail in Appendix 2.B.
2.2.3 The implementation
The implementation of the prestack depth migration scheme is subdivided
into two separate parts. One operator design program and one extrapolation
and imaging program (migration algorithm). The filter operator design pro-
gram is implemented as a numerical optimization problem where the phase
and amplitude errors of the approximated operator are minimized compared
to the exact extrapolation operator. The exact operator G(ω, k) is given
equation (2.4). The vertical wavenumber kz is given by equation (2.6) where
the coefficients a and b are for TIV media given by equation (2.7) and equa-
tion (2.8), respectively. For TIH media are the coefficients a and b given by
equation (2.9) and equation (2.10), respectively. The migration algorithm
is implemented by direct translation of equation (2.2) which is the wave-
field extrapolation step. At each depth level in the extrapolation an imaging
condition given by equation (2.3) is applied. In the migration algorithm
we have included a source function to represent the source wavefield. The
constructed source wavefield and the input receiver wavefield (the recorded
reflection data) are the two wavefields needed to perform the migration. In
addition to the wavefields and the velocity models, the anisotropic parameter
models and the precomputed migration operators are input to the migration
algorithm.
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The first step in the migration scheme is to design proper migration op-
erators as described above. These are designed based on investigation of the
velocity models and the anisotropic parameter models. The anisotropic pa-
rameter models (ε model and δ model) and the VS0/VP0 ratio model define
a combined model called media type model. A media type is defined by its
ε value, δ value and VS0/VP0 ratio. One set of operators is designed for each
wave mode (qP and qSV) and media type and each set of operators is de-
signed for a range of ω/VP0 ratios, stored in tables and later accessed in the
wavefield extrapolation process. The next step is then to prepare the veloc-
ity models, the anisotropy models and the reflection data together with the
precomputed extrapolation operators for input to the migration algorithm.
In the migration, the anisotropic parameter models and the velocity models
are used to determine the correct operator at each spatial grid point during
the downward extrapolation of the source and receiver wavefields. The flow
of processes is also illustrated in figure 2.1.
The problem of finding proper models when considering real earth ex-
periments is often a difficult and time consuming task. This is especially
true for the anisotropic models. Without dwelling upon how both velocity
models and anisotropic models may be found we simply state that the way
these models often are generated result in continuously varying models (as
opposed to layer by layer models). Because of this the number of mediatypes
(defined by its ε, δ and VS0/VP0 ratio) for a specific real earth experiment
may become extremely large. This would then result in an impractically
large number of operators to be designed.
For situations where continuously varying anisotropic models are used
in the migration an approximated migration scheme can be proposed. By
investigation of the anisotropic parameter models and the velocity models
we determine the extreme anisotropic parameters εmin, εmax, δmin and δmax,
together with (VP0/VS0)min and (VP0/VS0)max which are the minimum and
maximum anisotropic parameters and (VP0/VS0) ratios found in our mod-
els. We then design a set of operators for all possible combinations of the
anisotropic parameters and (VP0/VS0) ratios within the ranges [εmin ; ∆ε ;
εmax], [δmin ; ∆δ ; δmax] and [(VP0/VS0)min ; ∆(VP0/VS0) ; (VP0/VS0)max].
The increments ∆ε, ∆δ and ∆(VP0/VS0) must be chosen so they reflect a
proper sampling of the parameter models. Each set of operators is designed
for a range of of ω/VP0 ratios and operators for both qP-mode propagation
and qSV-mode propagation are prepared. In the migration, the anisotropic
parameter models and the velocity models are then used to determine the
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nearest operator to use at each spatial grid point during the downward ex-
trapolation.
In the migration algorithm we have also included the option to input
reflection data sorted either as common shot records or common receiver
records. The migration scheme which we present is suitable for common shot
records because we can use the same filter operator for wavefield extrapola-
tion of individual common shot records. Depth migration is performed on all
individual common shot records followed by a common image-point stacking
to obtain the final depth migrated stacked section. By considering reciprocity
of particle velocity (which is the physical quantity that is measured in the
recording of the reflection data) and monopole sources, we may treat a com-
mon receiver gather as a common shot gather (source and receiver positions
are interchanged) in the migration process, provided that the particle velocity
component and the force component from the source are interchanged.
2.3 Numerical Results
The performance of the suggested migration scheme is evaluated through
a study of migration impulse responses, one synthetic and one real data
example. The data examples show that the migration scheme ensures correct
positioning of both P-P and P-S reflection events for complex models and
that it is applicable to real data provided that accurate models (velocity
models and anisotropic models) are available.
The impulse responses for P-P, S-S and P-S migration in TIV and TIH
media are presented in figures 2.2 to 2.7 and figures 2.8 to 2.13, respectively.
Impulse responses for a weak anisotropic medium and a strong anisotropic
medium are presented for both TIV and TIH symmetries. The medium pa-
rameters for the weak anisotropic medium and the strong anisotropic medium
are presented in table 2.1 and are the same for both TIV and TIH symme-
tries. The input data to the migration is a spike at 1 second - two-way
traveltime (together with the velocity models and the anisotropic models).
For all impulse responses examples, 41-point (L=20) symmetric extrapola-
tion operators are used.
To evaluate the kinematic behavior of the migration technique we project
the correct depth surface in black on the P-P and S-S impulse responses. We
also project the corresponding isotropic depth surface in white for compar-
ison. The derivation of the correct depth surfaces (overlay functions) are
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given in Appendix 2.C. For P-P impulse responses presented in figures 2.2,
2.3, 2.8 and 2.9 we see excellent kinematic behavior for both weak and strong
anisotropic medium (both TIV and TIH media) for all angles (phase angles)
up to the maximum design angle, which for this case is 70 degrees. For the
S-S impulse responses presented in figures 2.4, 2.5, 2.10 and 2.11 we also see
excellent kinematic behavior for both weak and strong anisotropic medium
(both TIV and TIH media), up to 45 degrees. Beyond this, for angles between
45 degrees and up to the maximum design angle we see a small misfit be-
tween the S-S impulse responses and the correct depth surface for both weak
anisotropic media and strong anisotropic media. The error in positioning is
increasing with increasing angle and is somewhat more pronounced for the
strong anisotropic medium. The misfit can be related to phase errors in the
approximation of the extrapolation operator. We have calculated the maxi-
mum misfit between the S-S impulse response and the correct depth surface
to be 2 samples in either direction for the weak anisotropic medium (figures
2.4 and 2.10) and 4 samples in either direction for the strong anisotropic
medium (figures 2.5 and 2.11). We consider this error in positioning at high
angles to be small and within acceptable limits. Based on these calculations
we conclude that the impulse responses (figures 2.2 to 2.13) show good kine-
matic behavior for both P-P migration and S-S migration, and therefore also
P-S migration for both weak and strong anisotropy.
The migration algorithm is further evaluated using a synthetic data ex-
ample. Typical input gathers to the migration are presented in figures 2.14
and 2.15. The P-P and P-S images from the synthetic data example are
presented in figures 2.16 and 2.17. The model consist of seven layers includ-
ing the water-layer (the water-bottom reflection is not being modeled). The
model parameters are summarized in table 2.2 and the model interfaces are
overlayed the migrated images presented in figures 2.16 and 2.17. We are
here considering TIV symmetry. The synthetic data is generated using a
Kirchhoff integral modeling scheme that models P-P and P-S data which are
kinematically correct. The modeling is performed in the CDP-offset domain
(common depth point - offset domain). A total of 340 CDP’s is modeled with
a CDP increment of 10 meters. The maximum offset is 1600 meters (split
spread) with an offset increment of 20 meters. The temporal sampling inter-
val is 4 milliseconds. The modeled data (sorted into common shot records)
together with the velocity models and the anisotropic models are then input
to the anisotropic migration algorithm. In figures 2.14 and 2.15 examples of
common shot-gathers for both P-P and P-S data are displayed. After migra-
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tion the migrated shot records are sorted into common image-point gathers
which then are stacked to obtain the final images presented in figures 2.16
and 2.17. All operators used are 41-point (L=20) symmetric extrapolation
operators.
For comparison between the exact model and the migrated images we
have plotted the correct depth surfaces in white on to the P-P- and P-S
images. We see that there is a very good agreement between the migrated
images and the correct depth surfaces.
Finally, the migration algorithm is applied to a real data set. The multi-
component data used in the real data example was acquired over the Volve
field (North Sea) in 1999. From the original 3D data a 2D line is selected for
input to the migration. Pre-processing of the selected data involves summa-
tion of the pressure and vertical velocity component for multiple suppression
on the P-P data and rotation analysis on the horizontal velocity components
for wave mode identification on the P-S data. Both P-P and P-S data is
then sorted into common receiver gathers (CRG) and input to the migra-
tion. In figures 2.18 and 2.19 examples of common receiver-gathers for both
P-P and P-S data are displayed. A total of 240 CRGs with a CRG interval
of 25 meters is used in the migration. Each CRG consist of 560 shots with a
shot interval of 25 meters. The temporal sampling interval is 4 milliseconds.
Velocity models and anisotropic models are also input to the migration. The
ε model ranges from zero to 0.1, the δ model is zero and the VP0/VS0 ratio
varies from 2 to 2.6. The degree of anisotropy is therefore considered to
be weak (we are however using exact equations in the operator design and
migration algorithm). It should be mentioned that these models (especially
the anisotropic models) are probably not the optimal models to use in the
migration as these models are being refined as we speak. This will of course
have an impact on the performance of the migration scheme. After migra-
tion the migrated CRGs are sorted into common image-point gathers and
stacked to produce the final images presented in figures 2.20 and 2.21. For
comparison, the input data is also migrated using the isotropic migration
scheme where anisotrophy is not considered ( the anisotropic models are set
to zero), while the same velocity models are being used. The final images
using isotropic migration are presented in figures 2.22 and 2.23. All operators
used are 41-point (L=20) symmetric extrapolation operators.
Comparing the two P-P sections we see some small differences between
the anisotropic and isotropic sections. Some of the deeper events (below 2000
meters) seem to be a bit stronger, more continuous and better focused on the
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anisotropic section. The overall difference however is not very pronounced
and the interpretation of reflectors would probably be very much the same
for both sections.
Comparing the two P-S sections on the other hand illustrates the impor-
tance in considering anisotropy when using converted wave data for imaging.
Even though the quality of the P-S sections are not as good as the P-P sec-
tions we clearly see that the P-S section where anisotropy is being corrected
for is of far better quality than the P-S isotropic section. We see that the
characteristic event at approximately 1100 meters depth is much better fo-
cused and more continuous on the P-S anisotropic section than on the P-S
isotropic section. For this event there is also a good correlation between the
P-S anisotropic section and the P-P sections. Deeper down in the sections it
is harder to correlate the P-S image and the P-P image. What is obvious is
that also here there is a clear difference between the P-S anisotropic and the
P-S isotropic sections. The anisotropic section have more continuous events
than the isotropic one and is therefore more reliable. Also for this deeper
part of the section the correlation between the P-S image and the P-P image
is better for the anisotropic section. It should be mentioned here that the
anisotropic P-S image presented here is probably not the optimal P-S image.
We clearly see that the P-S data is very sensitive to the anisotropic models.
These models are being refined as we speak and even small changes in these
models could improve the P-S image significantly.
Another issue that also needs to be considered when we evaluate these
images (both P-P and P-S) is the fact that we are here using 2D data and
2D algorithms to image an 3D earth.
2.4 Conclusions
A prestack migration scheme for converted wave data using space-variant fil-
ter (convolutional based) operators has been developed for anisotropic media.
The method is valid for TIV and TIH media with arbitrary strength of the
anisotropy. Impulse responses demonstrate good dip response and correct
kinematic behavior and the synthetic data example illustrates the methods
ability to handle complex multi-layer models with a relatively high degree of
anisotropy. The real data example shows that the method is applicable to
real data and that correcting for anisotropy might be a very important factor
when using converted wave data for imaging.
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Figure 2.1: The flow of processes involves first a operator design process and
then a migration process.
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Medium VP0 [m/s] VS0 [m/s] VP0/VS0 ε δ
Weak Anisotropic 2000 1000 2.0 0.2 0.1
Strong Anisotropic 2000 1000 2.0 0.4 0.2
Table 2.1: Medium parameters for the weak anisotropic medium and the
strong anisotropic medium used in the impulse response examples. The
medium parameters are the same for both TIV and TIH examples.
Layer VP0 [m/s] VS0 [m/s] VP0/VS0 ε δ
1 1500 400 3.75 0.00 0.00
2 1800-2000 500-550 3.60 0.05 0.02
3 2200 800 2.75 0.22 0.06
4 2850-3000 1250-1350 2.23 0.16 0.08
5 3500 1800 1.94 0.03 0.00
6 3000 1500 2.00 0.12 0.03
7 2500 1250 2.00 0.10 0.00
Table 2.2: Medium parameters for the model used in the synthetic data
example. We are here considering TIV symmetry. The layers are numbered
from top to bottom and the water-bottom reflection has not been modeled.
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Figure 2.2: P-P Impulse response in weak anisotropic TIV medium. The
black and white curves are the correct anisotropic and isotropic depth sur-
faces, respectively.
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Figure 2.3: P-P Impulse response in strong anisotropic TIV medium. The
black and white curves are the correct anisotropic and isotropic depth sur-
faces, respectively.
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Figure 2.4: S-S Impulse response in weak anisotropic TIV medium. The black
and white curves are the correct anisotropic and isotropic depth surfaces,
respectively.
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Figure 2.5: S-S Impulse response in strong anisotropic TIV medium. The
black and white curves are the correct anisotropic and isotropic depth sur-
faces, respectively.
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Figure 2.6: P-S Impulse response in weak anisotropic TIV medium.
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Figure 2.7: P-S Impulse response in strong anisotropic TIV medium.
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Figure 2.8: P-P Impulse response in weak anisotropic TIH medium. The
black and white curves are the correct anisotropic and isotropic depth sur-
faces, respectively.
2.4. CONCLUSIONS 49
Figure 2.9: P-P Impulse response in strong anisotropic TIH medium. The
black and white curves are the correct anisotropic and isotropic depth sur-
faces, respectively.
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Figure 2.10: S-S Impulse response in weak anisotropic TIH medium. The
black and white curves are the correct anisotropic and isotropic depth sur-
faces, respectively.
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Figure 2.11: S-S Impulse response in strong anisotropic TIH medium. The
black and white curves are the correct anisotropic and isotropic depth sur-
faces, respectively.
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Figure 2.12: P-S Impulse response in weak anisotropic TIH medium.
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Figure 2.13: P-S Impulse response in strong anisotropic TIH medium.
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Figure 2.14: A selected P-P shot-gather (at position 1500 meters) which is
input to the migration.
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Figure 2.15: A selected P-S shot-gather (at position 1500 meters) which
is input to the migration. The sudden cut-off in the first event is due to
limitations set in modelling.
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Figure 2.16: P-P image using anisotropic migration. The tiny white curves
are the model interfaces. The layers are numbered from the top to bottom.
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Figure 2.17: P-S image using anisotropic migration. The tiny white curves
are the model interfaces. The layers are numbered from the top to bottom.
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Figure 2.18: A selected P-P receiver-gather (at position 3000 meters) which
is input to the migration.
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Figure 2.19: A selected P-S receiver-gather (at position 3000 meters) which
is input to the migration.
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Figure 2.20: Stacked PP section using anisotropic migration.
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Figure 2.21: Stacked PS section using anisotropic migration.
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Figure 2.22: Stacked PP section using isotropic migration.
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Figure 2.23: Stacked PS section using isotropic migration.
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Appendix 2.A
Dispersion equation for P- and S-waves in TI
media
This appendix contains the derivation of the dispersion equation for P- and S
waves in TI media with an arbitrary symmetry axis. The equations is further
simplified considering a vertical symmetry axis or a horizontal symmetry axis
to yield dispersions equations for P- and S-waves in TIV media and TIH
media, respectively. A similar derivation of the dispersion equation for TI
media can be found in Zhang et al (2001).
The phase velocities of qP- and qSV-waves for TI media can be expressed
exactly in the Thomsen (1986) notation (Tsvankin (1996)) as
V 2(θ, φ)
V 2P0
= 1 + ε sin2(θ − φ)− f
2
±f
2
√(
1 +
2ε sin2(θ − φ)
f
)2
− 2(ε− δ) sin
2 2(θ − φ)
f
, (2-A-1)
were φ is the angle between the vertical direction and the axis of symmetry.
f = 1 − V 2S0/V 2P0. VP0 and VS0 are, respectively, the qP- and the qSV-wave
velocities in the direction parallel to the symmetry axis, ε and δ are the
Thomsen (1986) parameters describing anisotropy, here defined in a coordi-
nate system rotated through the angle φ.
For plane waves propagating in the vertical x, z-plane, the phase angle is
given by
sin(θ) =
V (θ, φ)kx
ω
, cos(θ) =
V (θ, φ)kz
ω
. (2-A-2)
By rewriting equation (2-A-1) as
[
V 2(θ, φ)
V 2P0
−
(
1− f
2
)
(sin2 θ + cos2 θ)− ε sin2(θ − φ)
]2
=
f 2
4
[(
sin2 θ + cos2 θ +
2ε sin2(θ − φ)
f
)2
− 2(ε− δ) sin
2 2(θ − φ)
f
]
(2-A-3)
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and then using equation (2-A-2) and substituting for θ yields a dispersion
equation for TI media.
The dispersion equation for TI media is quartic and is expressed as
k44 + a3k
3
z + a2k
2
z + a1kz + a0 = 0 (2-A-4)
where
a3 = [f(ε− δ) sin 4φ+ 2ε(1− f) sin 2φ]kx/a4
a4 = f − 1 + 2ε(f − 1) sin2 φ− f2 (ε− δ) sin2 2φ
a2 = [b2k
2
x + (
ω
VP0
)2(2 + 2ε sin2 φ− f)]/a4
b2 = f(ε− δ) sin2 2φ− 2(1− f)(1 + ε)− 2f(ε− δ) cos2 2φ
a1 = [b1k
3
x − 2ε sin 2φ( ωV P0)2kx]/a4
b1 = 2ε(1− f) sin 2φ− f(ε− δ) sin 4φ
a0 = b0/a4
b0 = (2 + 2ε cos
2 φ− f)( ω
VP0
)2k2x − ( ωVP0 )4 −
[(1− f)(1 + 2ε cos2 φ) + f
2
(ε− δ) sin2 2φ]k4x
The analytical solutions of (2-A-4) can be obtained by separating the
quartic equation into two quadratic equations :
k2z +
(
a3/2 +
√
a23/4 +R− a2
)
kz +R/2±
√
R2/4− a0 = 0 (2-A-5)
k2z +
(
a3/2−
√
a23/4 +R− a2
)
kz +R/2∓
√
R2/4− a0 = 0 (2-A-6)
where R is a real root of the cubic equation,
R3 − a2R2 + (a1a3 − 4a0)R− (a21 + a0a23 − 4a0a2) = 0 (2-A-7)
and should give real coefficients in the quadratic equations (2-A-5) and
(2-A-6) and satisfy
a3R/2− a1 ∓
√
(a23/4 +R− a2)(R2/4− a0) = 0 (2-A-8)
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The three roots of (2-A-7) are given as follows
Let
s1 = [r + (q
3 + r2)
1
2 ]
1
3
s2 = [r − (q3 + r2) 12 ] 13
where
q =
1
3
a1a3 − 1
9
a22 −
4
3
a0
r =
1
27
a32 +
1
2
a21 +
1
2
a0a
2
3 −
4
3
a0a2 − 1
6
a1a2a3
Then
R1 = (s1 + s2) +
a2
3
, (2-A-9)
R2 = −1
2
(s1 + s2) +
a2
3
+
i
√
3
2
(s1 − s2), (2-A-10)
R3 = −1
2
(s1 + s2) +
a2
3
− i
√
3
2
(s1 − s2). (2-A-11)
When the negative sign makes (2-A-8) valid, the signs in (2-A-5) and (2-
A-6) should be, respectively, + and−, otherwise the signs should be− and +.
The four roots of (2-A-5) and (2-A-6) are the roots of the quartic equation
(2-A-4). The four roots of the quartic dispersion equation are related to
the downgoing and upgoing qP-waves and the downgoing and upgoing qSV-
waves, respectively.
Considering the vertical axis as the axis of symmetry as for TIV media
(φ = 0) the above coefficients become
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a3 = 0
a2 = [−2(1 + ε− f − fδ)k2x + ( ωVP0 )2(2− f)]/(f − 1)
a1 = 0
a0 = [(2 + 2ε− f)( ωVP0 )2k2x − ( ωVP0 )4 − (1− f)(1 + 2ε)k4x]/(f − 1)
The dispersion equation for TIV media then becomes
k4z + a2k
2
z + a0 = 0 (2-A-12)
with solution
kz = ±
√
−a2 ±
√
a22 − 4a0
2
, (2-A-13)
where ± in front of the square-root is related to down- or up-going waves and
the ± inside the square-root is related to qP- or qSV-waves, respectively.
Considering the horizontal axis as the axis of symmetry as for TIH media
(φ = 90) we will get a similar dispersion equation as given by (2-A-13). The
coefficients a2 and a0 are now given by (a3 and a1 still become zero)
a2 = [−2(1 + ε− f − fδ)k2x + ( ωVP0 )2(2 + 2ε− f)]/(f − 1)(1 + 2ε)
a0 = [(2− f)( ωVP0 )2k2x − ( ωVP0 )4 − (1− f)k4x]/(f − 1)(1 + 2ε)
In the main text of this paper the coefficient a2 is named aTIV for TIV
media and aTIH for TIH media. The coefficient a0 is named bTIV for TIV
media and bTIH for TIH media.
Appendix 2.B
The filter design problem
This appendix contains the formulation of the numerical optimization prob-
lem of finding the filter coefficients that approximates the exact phase-shift
operator in the frequency-wavenumber domain. The exact phase shift opera-
tor in equation (2.1) alters the phase of a plane wave component by kz∆z and
does not change the amplitude. We wish to approximate the desired phase
shift by some operator w(kω, x) with spatial frequency response W (kω, kx).
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kω is here the frequency-velocity ratio ω/VP0. We have here for notational
convenience omitted the ², δ and VP0/VS0 dependence of the operator as these
are constant for each media type (defined by one set of ², δ and VP0/VS0 val-
ues) considered.
By series expansion the exact phase shift operator in equation (2.1) can
be expressed as
exp[ikz∆z] =
∞∑
n=0
(ikz∆z)
n
n!
=
∞∑
n=0
(ikω∆z)
n(kz/kω)
n
n!
, (2-B-1)
with
kz/kω = 1− (kx/kω)2/2− (kx/kω)4/8− (kx/kω)6/16− ..., (2-B-2)
where kω = ω/VP0. Collecting terms up to order N the phase shift operator
in equation (2.1) can be expressed as
exp[ikz∆z] =
N∑
n=0
γnk
2n
x , (2-B-3)
where the coefficients γ are functions of the temporal frequency and the
velocity (VPO). An inverse Fourier transform with respect to kx of equation
(2.1) using (2-B-3) now gives
P (ω, x, z + ∆z) =
N∑
n=0
(−1)nγn(∂2n/∂x2n)P (ω, x, z). (2-B-4)
Approximation of the spatial derivatives in equation (2-B-4) by FIR (Finite
Impulse Response) operators yields
∂2nP/∂x2n =
M∑
m=0
dm,n[P (x+m∆x) + P (x−m∆x)]. (2-B-5)
Inserting (2-B-5) in (2-B-4) and truncating we obtain
P (ω, x, z + ∆z) =
L∑
l=0
wl[P (ω, x+ l∆x, z) + P (ω, x− l∆x, z)]. (2-B-6)
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Downward wavefield extrapolation can then be expressed as a space-variant
convolution in the frequency-space domain.
The equation for downward extrapolation can then be written in the
ω − kx domain as
P (ω, kx, z + ∆z) = W (kω, kx)P (ω, kx, z)
= (1 + Ω) exp [i(kz∆z + ξ)]P (ω, kx, z) (2-B-7)
where
W (kω, kx) =
L∑
l=0
2Re(wl) cos(kxl∆x) + i
L∑
l=0
2Im(wl) cos(kxl∆x) (2-B-8)
is obtained by a spatial Fourier transform of the operator w in equation
(2-B-6).
Ω = Ω(kω, kx) = |W | − 1 (2-B-9)
is the amplitude error and
ξ = ξ(kω, kx) = kz∆z − tan−1[Im(W )/Re(W )] (2-B-10)
is the phase error introduced in each computational step.
A detailed analysis of the effects of the amplitude error Ω(kω, kx) and
phase error ξ(kω, kx) in equation (2-B-7) is beyond the scope of this work.
Here we are interested in a sensible criterion for the design of the wavefield
extrapolators. We therefore simply state that by considering small phase
and amplitude errors that are independent of each other and independent
of depth, that there is no coupling between the kω and kx dependency for
both amplitude error and phase error and that the ω-derivatives can be
approximated by first-order finite differences, we can construct a sensible
design criterion for the wavefield extrapolators.
The design criterion for the wave propagator is to minimize the phase and
amplitude errors and their gradients for a range of propagation-angles. To
ensure stability, this optimization is constrained such that the evanescent en-
ergy and waves propagating at higher angles than a chosen maximum design
angle are damped in the recursive downward extrapolation process.
The optimization problem can be summarized as follows:
For kω = 0, ...., kω,max find wl(kω) , l = 0, ...., L such that the error
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function given by
E(W |kω) = (2-B-11)
kx,max∑
0
[
(Ω)2 + (ξ)2 + s
(
(∂Ω/∂kω)
2 + (∂Ω/∂kx)
2 + (∂ξ/∂kω)
2 + (∂ξ/∂kx)
2
)]2
with the constrain that
|W | < 1 for kxmax < kx < pi/∆x (2-B-12)
is minimum. Here is kω,max the highest kω ratio of interest and kx,max =
kω,max × sinθmax where θmax is the maximum design angle. The factor s
in equation (2-B-12) allows us to balance the weight put on the amplitude
and phase errors relative to their derivatives. The constrain (2-B-12) was
incorporated into the least-squares problem (2-B-12) by adding to the er-
ror function in (2-B-12) a penalty function which grows large whenever the
magnitude of the operator response exceeds unity.
For the minimization of the resulting error function we have used a
Levenberg-Marquardt search algorithm which generally guarantees global
convergence, even for starting points far from the solution.
Appendix 2.C
The coordinates for the overlay-functions
This appendix contains the derivation of the coordinates for the overlay-
functions to the impulse responses in TIV media and TIH media. The deriva-
tion is based on the relationship between the phase velocity V (θ) and the
group velocity v(ψ), the phase angle θ and the group angle ψ.
The coordinates for the overlay-functions are given by
x = r sin(ψ) z = r cos(ψ) (2-C-1)
where r = v(ψ)t is the radius. v(ψ) is the group velocity and t is the one-
way travel-time for the wave in consideration. In order to calculate the
coordinates for the P-P and S-S impulse responses we need to find proper
expressions for the group velocity v(ψ) and the group angle ψ expressed
through the phase velocity V (θ) and the phase angle θ.
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The relationship between group velocity and phase velocity for a medium
without attenuation is given by (Berryman(1979))
v2(ψ) = V 2(θ) +
(
dV
dθ
)2
(2-C-2)
and the relationship between group angle ψ and phase angle θ is given by
(Thomsen (1986))
tan(ψ) =
(
tan(θ) + 1
V
dV
dθ
)(
1− tan(θ)
V
dV
dθ
) . (2-C-3)
For TI media with a vertical axis of symmetry (TIV) can the phase ve-
locities of qP- and qSV-waves be expressed exactly in the Thomsen (1986)
notation (Tsvankin 1996) as
V 2
TIV
(θ) = V 2P0
[
1 + ε sin2(θ)− f
2
± f
2
D
]
, (2-C-4)
were
D =
√(
1 +
2ε sin2(θ)
f
)2
− 2(ε− δ) sin
2(2θ)
f
and f = 1 − V 2S0/V 2P0. VP0 and VS0 are, respectively, the qP- and the qSV-
wave velocities in the vertical direction, ε and δ are the Thomsen (1986)
parameters describing anisotropy. The ± in front of the square-root gives
the qP and qSV phase velocity, respectively.
By carrying out the derivation of the above we obtain
dVTIV
dθ
=
V 2P0
2VTIV
[
2² sin(θ) cos(θ)± f
2
D
′
]
, (2-C-5)
where
D
′
=
1
2D
[(
1 +
2² sin2(θ)
f
)(
8² sin(θ) cos(θ)
f
)
− 8(²− δ) sin(2θ) cos(2θ)
f
]
.
The expressions for the phase velocity in TIV media and its derivative
(equation (2-C-4) and (2-C-5)) can the be inserted into equation (2-C-2) to
yield the group velocity for TIV media.
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For TI media with a horizontal axis of symmetry (TIH) can the phase
velocities of qP- and qSV-waves be expressed exactly in the Thomsen (1986)
notation (Tsvankin 1996) as
V 2
TIH
(θ) = V 2P0
[
1 + ε cos2(θ)− f
2
± f
2
Dˆ
]
, (2-C-6)
were
Dˆ =
√(
1 +
2ε cos2(θ)
f
)2
− 2(ε− δ) sin
2(2θ)
f
.
The ± in front of the square-root gives the qP and qSV phase velocity,
respectively.
By carrying out the derivation of the above we obtain
dVTIH
dθ
=
V 2P0
2VTIH
[
−2² sin(θ) cos(θ)± f
2
Dˆ
′
]
, (2-C-7)
where
Dˆ
′
=
1
2Dˆ
[
−
(
1 +
2² cos2(θ)
f
)(
8² sin(θ) cos(θ)
f
)
− 8(²− δ) sin(2θ) cos(2θ)
f
]
.
The expressions for the phase velocity in TIH media and its derivative
(equation (2-C-6) and (2-C-7)) can the be inserted into equation (2-C-2) to
yield the group velocity for TIH media.
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Chapter 3
Estimation of seafloor wave
velocities and density from
multicomponent data by AVA
analysis
Abstract
This paper describes estimation of density and P-wave and S-wave velocities
at the seafloor. The parameters are estimated by inversion of the acoustic-
elastic reflection coefficient calculated from point-source measurements of
pressure and vertical component of particle velocity recorded at the seafloor.
A “triangle”-Fourier transform (T-FT) is used to transform the pressure
and particle velocity recordings from time-space domain to frequency-radial
slowness domain. The reflection coefficient is then calculated by spectral
division of the transformed two-component recordings. By performing the
spectral division in the frequency-radial slowness domain we obtain a cal-
culated reflection coefficient that is directly comparable to the theoretical
reflection coefficient.
3.1 Introduction
Seabottom properties play an important role in fields as diverse as under-
water acoustics, earthquake and geotechnical engineering, and marine geo-
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physics. Water-column acousticians study shear and interface waves in the
near bottom sediments with the aim of inferring seabed geo-acoustic pa-
rameters for predicting reflection and absorption of waves at the seafloor.
Geotechnical engineers, working on design and siting of offshore structures
focus on these waves to characterize soil and rock properties. In the field
of geophysics, seabottom parameters are of interest for several reasons. In
conventional marine acquisition these parameters determine the partition-
ing of the incident P -wave energy from the source into transmitted P -waves
and mode-converted S-waves (Tatham and Goolsbee (1984), Kim and Seriff
(1992)). Seafloor P - and S-wave velocities and density are also necessary
inputs for decomposing multicomponent seafloor data into P - and S-waves
(Amundsen and Reitan (1995a, 1995b)), as well as in the numerical study of
wave propagation phenomena.
In this paper we present a method for inferring density and P - and S-wave
velocity at the seabottom. The technique is based on estimating these pa-
rameters from the acoustic-elastic reflection coefficient calculated from point-
source measurements of pressure and vertical component of particle velocity
recorded at the seafloor. By spectral division of the two-component record-
ings transformed to the frequency-radial slowness domain, we obtain an es-
timate of the slowness-dependent reflection coefficient, containing AVA (am-
plitude versus angle) information. The reflection coefficient is then inverted
with respect to wave velocities and density using an iterative least-squares
inversion scheme.
The method presented here is similar to the method presented by Amund-
sen and Reitan (1995c). The major difference between the two methods is
the domain in which the reflection coefficient is estimated. In Amundsen and
Reitan (1995c) the reflection coefficient is estimated by spectral division of
the two-component recordings in the frequency-radial wavenumber domain.
Here we perform the spectral division in the frequency-radial slowness do-
main after applying a newly developed method that exactly transforms data
from time-space domain to frequency-radial slowness domain.
Other seafloor parameter estimation techniques based on inversion of
acoustic reflection amplitude data have been presented by, e.g., Chapman
and Oldenburg (1986), Schmidt and Jensen (1986) and Chapman and Rohr
(1991). The experimental geometry and the data measurements considered
by these authors were, however, somewhat different. Their data base con-
sists of seafloor reflected pressure seismograms measured by a series of hy-
drophones in the water layer. Furthermore, under conditions valid for ray
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theory they determine the plane-wave reflection coefficient from the ratio of
the peak amplitudes of the reflected and the direct path signals, or by divid-
ing the frequency spectrum of the reflected signal by that of the direct sig-
nal. More recent references on seafloor parameter estimation are Allnor et al
(1997), Muyzert (2000), Schalkwijk et al (2003) and Muijs et al (2003,2004).
Allnor et al (1997) and Muyzert (2000) estimated elastic properties of the
seafloor using dispersion analysis of interface waves. Muijs et al (2003) esti-
mated seafloor properties from multicomponent data in a similar fashion as
Amundsen and Reitan (1995c), but using all four recorded data components.
Schalkwijk et al (2003) and Muijs et al (2004) estimated elastic parameters
at the seafloor in conjunction with decomposition of the recorded wavefield
into upgoing and downgoing wavefields.
In the following the theoretical framework with related inversion proce-
dure is briefly outlined. The viability of the inversion method is demonstrated
through a synthetic data example.
3.2 Theory
In the experiment we assume that the water sound velocity α1 and density
ρ1 are known, and that the seafloor at depth z1 is flat. From a point source
explosion in the water layer the resulting wavefield is measured along a line of
hydrophones and vertical component geophones deployed at the seabottom.
We assume that the dominant recorded energy is the direct wave and the
primary reflection at the seafloor, and that these events are well separated in
time from strong, reflected events from subsurface structures. These latter
events can then be muted. This strategy is a reasonable approximation when
the near-seabottom layers do not produce any significant scattered energy.
The ideal medium is, of course, a medium with a thick nonscattering sediment
column below the seafloor.
A “triangle”-Fourier transform (T-FT) is used to transform the pressure
and particle velocity data from time-space t− x domain to frequency-radial
slowness ω − p domain.
3.2.1 Calculation of the reflection coefficient
In an acoustic medium the upgoing U and downgoing D pressure component
can be computed from the transformed fields P and Vz by (Amundsen and
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Reitan (1995a))
U(z1) = P (z1)− (ρ1/qα1)Vz(z1), (3.1)
and
D(z1) = P (z1) + (ρ1/qα1)Vz(z1), (3.2)
where qα1 =
√
α−21 − p2 is the vertical slowness. The radial slowness p
is related to the radial wavenumber k and P -wave angle of incidence θ as
p = k/ω = sin θ/α1. The radial wavenumber k is related to the horizontal
wavenumbers kx and ky through k
2 = k2x + k
2
y.
The reflection coefficient for the fluid-solid boundary can be calculated
from the transformed fields P and Vz as the ratio between the upgoing and
the downgoing pressure component by
Rcalc(z1) =
P (z1)− (ρ1/qα1)Vz(z1)
P (z1) + (ρ1/qα1)Vz(z1)
. (3.3)
The theoretical plane-wave reflection coefficient for a seafloor with con-
stant P - and S-wave velocities α2 and β2, respectively, and density ρ2 is
(Berkhout (1987))
Rtheo(z1) =
A1ρ2qα1 + A2qα1qα2 − ρ1qα2
A1ρ2qα1 + A2qα1qα2 + ρ1qα2
, (3.4)
where A1 and A2 are shear coefficients, A1 = (1− 2p2β22)2, A2 = 4p2ρ2β42qβ2 ,
and qα2 and qβ2 are, respectively vertical P -wave and S-wave slownesses in
the solid. Note that Rtheo is a function of radial slowness p.
Given a calculated reflection coefficient for various slownesses, we may
estimate the three unknown parameters (α2, β2, ρ2) by inversion. Since this
inverse problem is nonlinear we apply a classical iterative least-squares Gauss-
Newton scheme which minimizes the misfit between the theoretical reflection
coefficient Rtheo and the calculated reflection coefficient Rcalc. From the es-
timated values αest2 , β
est
2 and ρ
est
2 we may calculate a predicted reflection co-
efficient from equation (3.4).
Real data measurements will most likely be contaminated by noise from
a number of sources with varying degrees of dominance. Also poor and vari-
able geophone planting can seriously distort the seismic signals. Depending
on the noise characteristics, other optimization criteria with more robust sta-
tistical properties than the least-squares criterion can of course be used in
the parameter estimation problem.
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3.2.2 The triangle-Fourier transform
The triangle-Fourier transform (see Ikelle and Amundsen (2005)) which is
also described in Appendix 3.A is a modified version of the Fourier transform
that outputs data on regular lines of radial slowness p in the Fourier domain.
Consider the sampled space-time data u(nx∆x, nt∆t) for nx = 1, 2, ..., NX
and nt = 0, 2, ..., NT−1, where ∆x and ∆t are spatial and temporal sampling
intervals, respectively. In the following, suppress the sampling intervals of the
data. The discrete 2D FT from space-time domain to frequency-wavenumber
domain is achieved in two operations. First, FT the space-time data u(nx, nt)
to frequency domain, U˜(nx, nω). The FT formula is defined as
U˜(nx, nω) =
NT−1∑
nt=0
u(nx, nt) exp
(
i
2pinω · nt
NT
)
(3.5)
for nω = 0, ..., NT/2. Then, apply the FT to U(nx, nω) from space to
wavenumber,
U(nkx , nω) =
NX/2∑
nx=−NX/2+1
U˜(nx, nω) exp
(
−i2pinkx · nx
NX
)
(3.6)
for nkx = −NX/2 + 1, ..., NX/2. Here figure 3.1 shows the ω − kx-grid for
NT = 32 and NX = 16. In this case, NW = 16 and NKX = 16.
The grid in figure 3.1, however, is not optimal for calculating the slowness
dependent reflection coefficient. In numerical computations, since the 2-D
FT of u(nx, nt) gives data on a regular grid as function of frequency ω and
wavenumber kx, interpolation on the ω − kx-grid to the lines kx = pω (for
varying p) is required.
On the other hand, the use of the so-called pseudo-polar, or triangle,
Fourier transform eliminates the interpolation problem. The triangle-Fourier
transform (T-FT) combines the conventional FT (3.5) over temporal samples
with a modified FT over spatial samples. In the spatial FT (3.6), letting
nx → 2nx · nω/NT , nω = 0, ..., NT/2, (3.7)
outputs transformed data on a non-Cartesian point-set, as illustrated in fig-
ure 3.2. This grid, a subset of the pseudo-polar grid, we call the triangle
grid. The T-FT outputs the Fourier transformed data on the required lines
kx = pω.
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How can we implement the T-FT to make it computationally fast? We
here present one possible solution based on the fast fractional Fourier trans-
form (Bailey and Swarztrauber, 1991). Equation (3.6) gives the conventional
FT from space to wavenumber:
U(nkx) =
NX/2∑
nx=−NX/2+1
U˜(nx) exp
(
−i2pinkx · nx
NX
)
, (3.8)
for nkx = −NX/2+1, ..., NX/2. Here we have suppressed the nω-dependency.
For the T-FT, nx appearing in the exponential function above must be re-
placed according to equation (3.7) by nx · α, where α = 2nω/NT . Inserting
into (3.8) yields
U(nkx) =
NX/2∑
nx=−NX/2+1
U˜(nx) exp
(
−i2pinkx · nx
NX
· α
)
, (3.9)
for nkx = −NX/2 + 1, ..., NX/2. This expression is known as the fractional
Fourier transform. Noting that
−2nkx · nx = (nkx − nx)2 − (nkx)2 − (nx)2 (3.10)
the expression for the fractional Fourier transform becomes
U(nkx) = exp
(
−ipi(nkx)
2
NX
· α
)
(3.11)
NX/2∑
nx=−NX/2+1
{
U˜(nx) exp
(
−ipi(nx)
2
NX
· α
)}
exp
(
i
pi(nkx − nx)2
NX
· α
)
,
for nkx = −NX/2 + 1, ..., NX/2. The sum is recognized as a convolution
between two functions: the one inside the curly brackets and the exponen-
tial function. The convolution most efficiently is implemented by Fourier
transforming the two functions, multiplying their Fourier transforms, before
applying an inverse Fourier transform. Then the convolution expression is
multiplied by the exponential function in front of the sum sign to obtain the
triangle Fourier transform of the seismic data. All Fourier transforms are
computed, of course, by FFTs.
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3.3 Numerical results
In this section the viability of the inversion method is demonstrated through
a synthetic data example. The pressure and vertical component of particle
velocity recordings at the seafloor are modeled using the modeling package
OSIRISTM . The model consist of a 300 meters thick water layer overlaying
an acoustic half-space. The seafloor parameters at the seabed used in the
modeling are density ρ2 = 2000 kg/m
3 and wave velocities α2 = 1880 m/s and
β2 = 550 m/s. The fluid parameters were ρ1 = 1040 kg/m
3 and α1 = 1480
m/s.
3.3.1 Parameter sensitivity of reflection coefficients
Before the inversion process is run we want to show the sensitivity of the
acoustic-elastic reflection coefficient to variations in P - and S-wave velocities
and density from the above model. We show amplitude behavior of the
resulting reflection coefficients.
In figure 3.4a the amplitude dependence of R is shown for two P -wave
velocities differing from α2 = 1880 m/s with ±100 m/s. The S-wave velocity
and density are kept constant. We observe a very strong sensitivity in am-
plitude to the P -wave velocity near the critical angle for onset of evanescent
P -waves, θc = arcsin(α1/α2). Hence, the P -wave velocity should be well
determined when near- and postcritically reflected data are included in the
inversion process.
In figure 3.4b the amplitude dependence of R are displayed for two S-wave
velocities differing from β2 = 550 m/s with ±100 m/s. P -wave velocity and
density are held constant. For our model the amplitude sensitivity are sig-
nificant for P -wave postcritical angles of incidence. The reflection coefficient
shows, however, a small amplitude sensitivity also to variations in S-wave
velocity for angles below the P -wave critical angle. In this region R is real.
Increasing S-wave velocities lead to decreasing reflection coefficient near the
P -wave critical angle, and hence, a decrease in the reflected amplitude.
In figure 3.4c the amplitude dependence of R is shown for two densities
differing from ρ2 = 2000 kg/m
3 with ±200 kg/m3. Wave velocities were
kept constant. The most significant variation is in this case in the precritical
region of the amplitude spectrum. The zero-offset reflection coefficient is
known to determine the product of density and P -wave speed, that is, ρ2α2.
Since the P -wave velocity strongly depends on the critical reflection angle
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we may deduce that the density will be determined from the strength of
the reflection coefficient at small angles of incidence, provided that P -wave
critical angle reflection data are included in the parameter estimation.
Our observations are consistent with what is typically observed when
considering parameter estimation from real multicomponent data. Muijs et
al (2004), for instance, showed that the best determined parameters are P -
wave velocity and density while S-wave velocity is more difficult to determine
with confidence.
3.3.2 Parameter estimation
Following the strategy outlined in the previous section we calculate the reflec-
tion coefficient from the pressure and vertical component of particle velocity
at the seafloor. The modeled data are displayed in figures 3.5 and 3.6. The
data window considered in the estimation of the reflection coefficient is 0.5
seconds in time and 750 meters in offset. In the frequency domain we use
data between 25− 60 Hz for estimating the reflection coefficient.
We have for comparison also included the results from calculating the
reflection coefficient by spectral division of the pressure and vertical com-
ponent of particle velocity transformed to the frequency-radial wavenumber
ω − k domain as presented by Amundsen and Reitan (1995c).
In figures 3.7a and 3.7b the amplitude spectra of the calculated reflection
coefficient is presented. The reflection coefficient in figure 3.7a is calculated
based on spectral division of the two-component recordings transformed to
the frequency-radial wavenumber ω − k. The reflection coefficient in figure
3.7b is calculated based on spectral division in the frequency-radial slowness
ω − p domain. In figure 3.7c we show the mean and median values (mean
and median values of the reflection coefficient for each slowness p) for the
data in figure 3.7b. On all figures 3.7a, 3.7b and 3.7c we have for comparison
also plotted the theoretical reflection coefficient together with the estimated
reflection coefficients.
Applying the inversion scheme with input data shown in figures 3.7a, 3.7b
and 3.7c we obtain the estimated parameters presented in table 3.1. We see
that calculation of the reflection coefficient in the frequency-radial slowness
ω−p domain gives slightly better estimates for the inverted parameters than
the method presented by Amundsen and Reitan (1995c) where the reflection
coefficient is calculated in the frequency-radial wavenumber ω − k domain.
The maximum angle of incidence considered by the algorithm was θmax = 60
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degrees (corresponding to the maximum radial slowness pmax = sin θmax/α1).
If the inversion algorithm is constrained to process lower maximum incidence
angles, the estimates of P -wave velocity and density still become the same,
but the S-wave velocity turns out to be less well determined. This result
is in good agreement with the sensitivity analysis, where we predicted that
P -wave postcritical angles would be important for confidently determining
the S-wave velocity. The P -wave critical angle is θc ≈ 52 degrees.
3.4 Conclusions
A simple inversion method has been described for estimating the seafloor
wave velocities and density. The method is based on determining the PP re-
flection coefficient in the frequency-slowness domain from seafloor measure-
ments of the pressure and the vertical component of the particle velocity.
Frequency-slowness domain analysis lends itself naturally to the exploita-
tion of median or mean values for every slowness as input to least-squares
inversion.
The algorithm gives estimates of seafloor parameters in good agreement
with the true model parameters. The two best determined parameters are
the P -wave velocity and density, provided that P -wave critical angle reflec-
tions are included in the AVA analysis. The reflection amplitude depends
strongly on the P -wave critical angle of incidence, which determines the P -
wave velocity. The density is then determined by the strength of the reflection
coefficient in the P -wave precritical region down to zero-offset. The S-wave
velocity is more difficult to determine with confidence. This is related to
the fact that the PP reflection coefficient is rather insensitive to the S-wave
velocity at precritical angles of incidence.
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Figure 3.1: Time-space data have NT = 32 and NX = 16 samples. The
red triangles show the related Cartesian kx − ω-grid with nkx = −NX/2 +
1, ..., NX/2 along the horizontal axis and nω = 0, NT/2 along the vertical
axis.
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Figure 3.2: Time-space data has NT = 32 and NX = 16 samples. The blue
triangles show the related triangle (pseudo-polar) grid with nkx = −NX/2 +
1, ..., NX/2 along the horizontal axis and nω = 0, NT/2 along the vertical
axis.
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Figure 3.3: The Cartesian (red) and triangle (blue) grids in figures 3.1 and
3.2, respectively, plotted on top of each other.
3.4. CONCLUSIONS 87
0 10 20 30 40 50 60 70 80 90
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(a)
Angle[degrees]
Am
pl
itu
de
0 10 20 30 40 50 60 70 80 90
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(b)
Angle[degrees]
Am
pl
itu
de
0 10 20 30 40 50 60 70 80 90
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(c)
Angle[degrees]
Am
pl
itu
de
Figure 3.4: Dependence of plane wave reflection coefficient (amplitude spec-
tra) on (a) P -wave velocity: α2 =1880 m/s (solid black line); α2 =1780 m/s
(broken red line); α2 =1980 m/s (dotted blue line), (b) S-wave velocity:
β2 =550 m/s (solid black line); β2 =450 m/s (broken red line); β2 =650
m/s (dotted blue line), and (c) density: ρ2 =2000 kg/m
3 (solid black line);
ρ2 =1800 kg/m
3 (broken red line); ρ2 =2200 kg/m
3 (dotted blue line).
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Figure 3.5: Modeled pressure recordings at the seafloor.
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Figure 3.6: Modeled vertical velocity component recordings at the seafloor.
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Figure 3.7: (a) Estimated reflection coefficient using regular FFT, (b) Esti-
mated reflection coefficient using fractional FFT and (c) Mean (crosses) and
median (dots) values of data in (b). On all figures a, b and c we have for
comparison also plotted the theoretical reflection coefficient as a solid black
line.
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Parameter Exact a) using
FT
b) using
T-FT
c) using mean
values
d) using median
values
α2 [m/s] 1880 1856 1890 1891 1890
β2 [m/s] 550 536 562 562 579
ρ2 [kg/m
3] 2000 2020 1983 1983 1984
Table 3.1: The estimated wave velocities and density based on inversion of the
calculated reflection coefficient. The tabular shows the estimated parameters
based on using a) FT and b) T-FT when calculating the reflection coefficient.
The estimated parameters using c) mean and d) median values from the
estimated reflection coefficient using T-FT are also presented.
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Appendix 3.A
The Radon transform in geophysics
In this appendix we will consider the relation between the Radon trans-
form, the Fourier ransform and the triangle Fourier transform (see Ikelle and
Amundsen (2005)).
Let u(x, t) represent a seismogram (seismic section) at the surface, z = 0.
The Radon transform is
uˇ(p, τ) =
∫ ∫
dxdtδ(t− px− τ)u(x, t), (3-A-1)
The relation between the Radon transform and the Fourier transform
(FT) is straightforward:
U(ωp, ω) =
∫
dτ exp(iωτ)uˇ(p, τ) . (3-A-2)
Symbolically,
F2u = F1uˇ , (3-A-3)
where F2 and F1 denotes 2D and 1D, respectively, Fourier transforms. Thus,
the Fourier transform of the Radon transform with respect to the intercept
variable τ is equal to the 2D Fourier transform of u(x, t) evaluated on the
line kx = pω.
The inverse Radon transform can be represented in many ways; for in-
stance,
u(x, t) = − 1
2pi2
∫ ∫
dpdτ
∂uˇ(p, τ − px)/∂τ
τ − t . (3-A-4)
The Radon transformed function uˇ(p, τ) is also referred to as the slowness
representation, plane-wave decomposition, or slant stack. The latter expres-
sion is quite obvious: one stacks all the values of the wavefield on each ”slant”
line. The Radon transform thus takes a line of slope p0 and intercept τ0 in
xt-space and transforms it into a point (p0, τ0) in the new domain. That is,
the Radon transform takes a line into a point. The inverse Radon transform
takes the point back to the original line.
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In contrast, the 2D Fourier transform takes a line in the t−x domain into
a line in the f −k domain, and the inverse Fourier transform takes it back to
the original line. For instance, the Fourier transform of the line t = px+ τ is
∫
∞
−∞
∫
∞
−∞
dxdt exp[i(ωt− kxx)]δ(t− px− τ) =∫
∞
−∞
dx exp {i [ω(px+ τ)− kxx]} =
2pi exp(iωτ)δ(pω − kx) .
Thus, the Fourier transform has a magnitude given by a delta function
along the line ω = kx/p and has a phase given by ωτ . Note that the line
goes through the origin (intercept zero), has a reciprocal slope of the xt-line.
In addition, the phase spectrum contains information about the intercept τ .
The inverse Fourier transform regains the original line
1
(2pi)2
∫
∞
−∞
∫
∞
−∞
dkxdω exp[−i(ωt−kxx)] exp(iωτ)δ(pω−kx)= δ(t−px−τ) .
On the Discrete Fast Radon Transform
We have briefly discussed the Radon transform in continuous terms. For
many modern seismic applications, like multiple-elimination in (τ−p)-domain1,
it is important to find a fast, digital Radon transform for sampled seismic
data. Over the last twenty years, in seismic as well as other disciplines, at-
tention to this problem has been given. Mersereau and Oppenheim (1974)
introduced a non-Cartesian grid in the 2D Fourier plane, called the concen-
tric squares grid. Recently, Averbuch et al (2003) have proposed a discrete
Radon transform that is rapidly computable and invertible by means of fast
Fourier transforms (FFTs). Its basis is the concentric squares grid, which
1Multiple suppression by predictive deconvolution builds on the periodicity of mul-
tiples. However, on time-distance gathers, like common shot gathers, common midpoint
gathers, or common receiver gathers, multiples are not periodic in time for non-zero offsets.
Multiples in layered media are periodic along radial traces (fixed p). The time separation
is different from one radial trace to another. Therefore, a predictive deconvolution oper-
ator can be designed from the autocorrelogram of each p-trace and applied to attenuate
multiples in (τ, p)-domain, where the primary and subsequent multiples are ellipses.
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they call the pseudo-polar grid. In this appendix, we take advantage of the
idea of the concentric squares grid, or the pseudo-polar grid, as introduced
by these authors, to transform data to the 2D Fourier space. For most seis-
mic applications, it is sufficient to transform data to a triangle sub-domain
of the concentric squares grid. Therefore, we call for short the transform the
triangle-Fourier transform (T-FT). The T-FT is also discussed in Ikelle and
Amundsen (2005).
Before we consider the triangle-Fourier transform, it is instructive to dis-
cuss the use of the projection-slice theorem as a basis for the Radon trans-
form. The projection-slice theorem says that the Radon transform can be
obtained by
(a) performing a 2D Fourier transform of (x, t) data,
(b) obtaining a radial slice of the 2D Fourier transform, and
(c) applying a 1D inverse Fourier transform to the radial slice.
The projection-slice theorem can be exploited for discrete data by replacing
steps (a) and (c) by 2D and 1D FTs on data in Cartesian grids. However, step
(b) then requires interpolation since the radial slices of the Fourier domain
generally do not intersect the Cartesian grid outputted by the 2D FT.
Let us look into this in more detail by considering the sampled space-
time data u(nx∆x, nt∆t) for nx = 1, 2, ..., NX and nt = 0, 2, ..., NT −1, where
∆x and ∆t are spatial and temporal sampling intervals, respectively. A
2D Fourier transform over time and space gives the corresponding data in
frequency-wavenumber domain. The Nyquist frequency and Nyquist wavenum-
ber are ω(N) = pi/∆t and k
(N)
x = pi/∆x, respectively. Since u is real, we need
only consider the zero and positive frequencies. The zero’th and positive
frequencies up to Nyquist take values nω = 0, 2, ..., NW , where NW = NT/2.
The frequency sampling interval is
∆ω = 2ω(N)/NT . (3-A-5)
Both positive and negative wavenumbers must be considered, nkx = −NX/2+
1,−NX/2 + 2, ...,−1, 0, 1, ..., NX/2− 1, NX/2. The number of wavenumbers
NKX equals the number of spatial samples NX . The wavenumber sampling
interval is
∆kx = 2k
(N)
x /NX . (3-A-6)
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The sampled 2D Fourier transform thus is U(nkx∆kx, nω∆ω). In the follow-
ing, suppress the sampling intervals of the data.
The 2D FT from space-time domain to frequency-wavenumber domain
is achieved in two operations. First, FT the temporal data u(nx, nt) to
frequency domain, U˜(nx, nω). The FT formula is defined as
U˜(nx, nω) =
NT−1∑
nt=0
u(nx, nt) exp
(
i
2pinω · nt
NT
)
, (3-A-7)
for nω = 0, ..., NT/2. Then, apply the FT to U(nx, nω) from space to
wavenumber,
U(nkx , nω) =
NX/2∑
nx=−NX/2+1
U˜(nx, nω) exp
(
−i2pinkx · nx
NX
)
, (3-A-8)
for nkx = −NX/2 + 1, ..., NX/2. It is common practice to plot the wavenum-
bers along the horizontal axis and the positive frequencies along the vertical
axis in upward direction. Figure (3.1) shows the ω−kx-grid for NT = 32 and
NX = 16. In this case, NW = 16 and NKX = 16.
The grid in Figure (3.1), however, is not suitable for the discrete Radon
transform. The Fourier slice theorem shows that the Fourier transform of
the Radon transform with respect to the intercept variable τ is equal to the
2D Fourier transform of u(x, t) evaluated on the line kx = pω. In numerical
computations, however, since the 2D FT of u(nx, nt) gives data on a regular
grid as function of frequency ω and wavenumber kx, that is, U(nkx , nω),
generally, interpolation on the ω − kx-grid to the lines kx = pω (for varying
p) is required.
On the other hand, the use of the so-called pseudo-polar, or triangle,
Fourier transform eliminates the interpolation problem. The triangle-Fourier
transform (T-FT) combines the conventional FT (3-A-7) over temporal sam-
ples with a modified FT over spatial samples. In the spatial FT (3-A-8),
letting
nx → 2nx · nω/NT , nω = 0, ..., NT/2, (3-A-9)
outputs transformed data on a non-Cartesian point-set, as illustrated in Fig-
ure (3.2). This grid, a subset of the pseudo-polar grid, we call the triangle
grid. This type of grid, which enables fast Fourier computations, has been
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considered by many scientists since the 1970s and until recently. The pio-
neers in this field are Mersereau and Oppenheim (1974) who proposed the
so-called Linogram grid. Recently, the pseudo-polar grid was proposed as
the base for fast slant-stack (Averbuch et al (2003)).
The T-FT outputs the Fourier transformed data on the required lines
kx = pω. The sampled lines are npx = −NPX/2+1,−NPX/2+2, ..., NPX/2−
1, NPX/2. The number of lines NPX equals the number of wavenumbers NKX
which equals the number of spatial samples NX . For kx ≥ 0, the p-lines are
given as
p0 = 0
p1 = ∆kx/ω
(N) =
1
(NX/2)
∆t
∆x
.
pnpx = npx∆kx/ω
(N) =
npx
(NX/2)
∆t
∆x
.
pNPX /2 = k
(N)
x /ω
(N) =
∆t
∆x
Observe that the lines are equispaced in slope, with slowness sampling inter-
val
∆p =
1
(NX/2)
∆t
∆x
, (3-A-10)
but have different lengths (radius). Furthermore, as shown in Figure (3.3),
any signal information in frequency-wavenumber domain that is outside the
blue triangle will not be present after the application of the T-FT. Therefore,
the T-FT implicitly produces a velocity filtering of the seismic data. For
example, for ∆t = 0.008 ms and ∆x = 12.5 m, line NPX/2 corresponds to
the apparent velocity p−1NPX /2
= 1562.5 m/s. Any signal with lower apparent
velocity will be filtered.
Applying a 1D inverse Fourier transform for every p-trace now gives the
Radon transformed data. The discrete Radon transform is exact, invertible,
and rapid to compute. In this appendix, we have shown how to compute the
Radon transform for 2D seismic data. It is straightforward to generalize the
procedure to compute the 3D Radon transform, or τ − px − py transform,
of 3D sampled seismic data u(nx, ny, nt), where ny = 1, .., NY , and NY is
the number of traces in the crossline direction. Basically, in the spatial FFT
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from y-coordinate to ky-wavenumber, one merely has to substitute ny →
2ny · nω/NT .
On the numerical implementation of the triangle Fourier transform
How can we implement the T-FT to make it computationally fast? We here
present one possible solution based on the fast fractional Fourier transform
(Bailey and Swarztrauber, 1991). Equation (3-A-8) gives the conventional
FT from space to wavenumber:
U(nkx) =
NX/2∑
nx=−NX/2+1
U˜(nx) exp
(
−i2pinkx · nx
NX
)
, (3-A-11)
for nkx = −NX/2+1, ..., NX/2. Here we have suppressed the nω-dependency.
For the T-FT, nx appearing in the exponential function above must be re-
placed according to equation (3-A-9) by nx ·α, where α = 2nω/NT . Inserting
into (3-A-11) yields
U(nkx) =
NX/2∑
nx=−NX/2+1
U˜(nx) exp
(
−i2pinkx · nx
NX
· α
)
, (3-A-12)
for nkx = −NX/2 + 1, ..., NX/2. This expression is known as the fractional
Fourier transform. Noting that
−2nkx · nx = (nkx − nx)2 − (nkx)2 − (nx)2 (3-A-13)
the expression for the fractional Fourier transform becomes
U(nkx) = exp
(
−ipi(nkx)
2
NX
· α
)
(3-A-14)
NX/2∑
nx=−NX/2+1
{
U˜(nx) exp
(
−ipi(nx)
2
NX
· α
)}
exp
(
i
pi(nkx − nx)2
NX
· α
)
,
for nkx = −NX/2 + 1, ..., NX/2. The sum is recognized as a convolution
between two functions: the one inside the curly brackets and the exponen-
tial function. The convolution most efficiently is implemented by Fourier
transforming the two functions, multiplying their Fourier transforms, before
applying an inverse Fourier transform. Then the convolution expression is
multiplied by the exponential function in front of the sum sign to obtain the
triangle Fourier transform of the seismic data. All Fourier transforms are
computed, of course, by FFTs.
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Chapter 4
Data-driven inversion/depth
imaging derived from
approximations to
one-dimensional inverse
acoustic scattering
Abstract
This paper presents a new mathematical framework based on inverse scat-
tering for the estimation of the scattering potential and its nature of a one-
dimensional acoustic layered medium from single scattering data. Given the
Born potential associated with constant-velocity imaging of the single scat-
tering data, a closed-form, implicit expression for the scattering potential is
derived in the WKBJ and eikonal approximations. Adding physical insight,
the WKBJ and eikonal solutions can be adjusted so that they conform to
the geometrically-derived precise solutions of the one-dimensional scattering
problem recently suggested by the authors.
In a layered medium the WKBJ and eikonal approximations, in addi-
tion to providing an implicit solution for the scattering potential, provide
an explicit estimate of the potential, not within the actual potential dis-
continuities (layer interfaces), but within the Born potential discontinuities
derived by the constant velocity imaging. This estimate of the potential is
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called the “squeezed” potential since it mimics the actual potential when
the depth axis is squeezed so that the discontinuities of the actual potential
match those of the Born potential. It is shown that the squeezed potential
can be estimated by amplitude-scaling the Born potential by an amplitude
function of the Born potential. The accessibility of the squeezed potential
makes the inverse acoustic scattering problem explicit and non-iterative since
the estimated squeezed potential can non-linearly be stretched with respect
to the depth axis so that the potential discontinuities are moved towards
their correct depth location. The non-linear stretch function is a function of
the Born potential. The solution is fully data-driven in the respect that no
information of the medium other than the Born potential is required.
4.1 Introduction
Scattering is an important tool in studying the structure and dynamics of
matter and is used in many disciplines of the physical, mathematical and
engineering sciences as an investigative probe. The fields of application are
numerous, and diverse as quantum physics, nuclear physics, classical physics
like elasticity, acoustics, electromagnetics, geophysics, to electrical engineer-
ing and medical imaging. In all these fields scattering theory is used in one
form or another to extract information about the system under investigation.
Forward scattering involves determining the scattered field when the scatter-
ing potential is known. The inverse scattering problem, on the other hand,
is the reverse: from the measured scattered field satisfying certain boundary
conditions, determine the scattering potential. Whereas forward scattering is
quite well understood, the inverse scattering problem still attracts attention
in many major branches of science and engineering. The common thread
underlying every inverse scattering problem, irrespective of the field of appli-
cation, is the requirement of a procedure that identifies from the scattering
data the properties of the scattering potential.
Scattering of acoustic waves has undergone a long development. The liter-
ature on acoustic scattering is extensive, and reference is made to Morse and
Ingard (1968) and Gladwell (1993) and references therein. The problems in
the field of acoustics are closely allied to those in elasticity and seismology,
in particular. The research on inverse acoustic back scattering (reflection
seismic) reached a new height when Weglein and coworkers in a series of
papers [Weglein et al (2000, 2002, 2003), Innanen (2003), Innanen and We-
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glein (2003), Shaw et al (2004), Shaw (2005), Zhang et al (2005), and Liu
et al (2005)] described a general approach to the problem of inversely recon-
structing the potential. The potential to be recovered is expanded in a series,
each term of which is determined in terms of the scattering data and a ref-
erence Green’s function. The approach requires no prior information about
the subsurface medium parameters. Further, Weglein and coworkers show
the validity of the concept of “subseries” within the expansion of the poten-
tial, where each subseries is associated with a specific inversion task that can
be carried out separately. The four subseries associated with the inversion
process are: (1) Free-surface related multiple removal, (2) internal multiple
attenuation or elimination, (3) spatial location of reflectors in the subsur-
face (depth imaging), and (4) identification of changes in medium properties
across reflectors (inversion). The two last subseries work on primaries, that
is, those events in the data that have experienced a single upward reflection
in the subsurface. When all multiples, which is seismic energy which has been
reflected more than once, have been eliminated from the reflection data, one
is left with primaries. The primaries are those reflection events that are used
to determine the locations and properties (contrast in wave velocities) of the
reflector that caused their observation (recording at the surface).
The inverse scattering problem to be analyzed in the present paper is lim-
ited to that of processing primaries, or equivalently, single scattering events.
As any data from a layered medium will contain both primaries and mul-
tiples, data have to go through a preprocessing step to remove all types of
multiples before applying the proposed inversion/depth imaging steps to be
presented. The preprocessing is in agreement with the standard practice to
seek to attenuate all multiples from seismic data before using primaries for
imaging changes in the medium’s properties. [see, e.g., Claerbout (1971),
Berkhout (1982), Weglein (1985), Stolt and Benson (1986), and Ikelle and
Amundsen (2005)]. The historical evolution and development of seismic pro-
cessing and inversion explain the motivation for addressing the inverse acous-
tic scattering problem as that of inverting primaries. On its own, the single
scattering model in a layered medium is an idealization realized only when
the incident wave from the distant source is scattered only once at each in-
terface in the medium. One therefore could be lead to think that the single
scattering model should only be used when the medium changes slowly with
depth with no strong discontinuities of the medium parameters. However,
the realization is within practical reach with the use of new methods which
have been developed to attenuate and eliminate internal multiples (Weglein
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et al (1997), and Ramirez and Weglein (2005)).
The inverse scattering series is exact (Weglein et al (2003)). Although all
developments based on the inverse scattering series have been very useful for
the processing and interpretation of seismic data, it turns out nevertheless to
be extremely challenging to identify all high-order terms related to the sub-
series for imaging primaries at depth, also for the case of an one-dimensional
(1D) layered medium. Even though work is in progress to extend the depth
imaging and inversion capability of the inverse scattering series (see, e.g., In-
nanen, 2003; Innanen and Weglein, 2003), the current depth imaging scheme
is based on what is called leading-order inverse scattering. As a response to
this challenge, influenced by the leading-order closed-form 1D depth imag-
ing/inversion algorithms described by Shaw et al (2003) and Innanen (2003),
Amundsen et al (2005) suggested a closed-form solution of the 1D inverse
scattering problem that is precise when the product of reflection coefficients
from any three interfaces of the medium is negligible compared to the reflec-
tion coefficients themselves. The solution was found from physical intuition
and geometrical observations of the relationship between the actual potential
and the “Born potential” associated with constant-velocity imaging of the
single scattering data. The solution, however, was not founded on a firm
mathematical-physics framework, which is essential and required for extend-
ing the solution for the 1D acoustic medium to multidimensional acoustic and
elastic stratified media. It is our objective in the present paper to give the
mathematical-physics framework for 1D inverse acoustic (or seismic) scatter-
ing problem for layered media where velocities are generally discontinuous
at layer interfaces. Once the framework is established for 1D acoustic scat-
tering, it will be the fundament required for extension to multidimensional
stratified media.
It is well appreciated in physics that approximations play an important
role in the understanding of processes that cannot analytically be solved ex-
actly. Depth imaging derived from the inverse scattering series, for 1D media,
contains an infinite number of terms of which many, based on physical insight,
are neglected to give useful and practical algorithms for imaging (Innanen
2003, and Shaw et al 2004). Realizing that approximations are inevitable
at some stage in the inverse scattering series, one is lead to ask: building
on the tremendous achievements already obtained by inverse scattering se-
ries analysis, can we achieve added understanding of the inverse scattering
problem if approximations are introduced into the forward scattering model
instead of the inverse scattering series? This is the line of action we take
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in the present work to investigate what kind of inverse solutions can be ob-
tained. We remark that our mathematical-physics framework for the inverse
scattering problem does not make explicit use of the inverse scattering series
introduced in exploration seismology by Weglein et al (2003). Instead, our
approach is to attempt a direct inversion of the forward scattering formula.
The approximations we invoke in the forward scattering model are the
WKBJ, eikonal, and Born approximations. The WKBJ approximation has
its name after Wentzel, Kramers and Brillouin, who independently intro-
duced it in quantum mechanics in 1926, and Jeffreys, who contributed to
its development in 1923. The WKBJ approximation is also known as the
WKB approximation or the BWK approximation, depending on the number
of contributors that are mentioned in which order, or also as the classical
approximation or the phase integral method. For example, this approxima-
tion has been widely used in atomic physics. We refer to the textbook by
Schiff (1955 and later editions) for a description of the physical basis and
applications of this method. Other general references on the WKBJ approxi-
mation are Morse and Feshbach (1953), Fro¨man and Fro¨man (1965), Bender
and Orszag (1978), and Bransden and Joachain (1989). Some references re-
lated to geophysical applications of the WKBJ approximation are Bremmer
(1951), Aki and Richards (1980), Clayton and Stolt (1981), Robinson (1982,
1986), Bleistein (1984), Ursin (1984, 1987), and Amundsen (1994). To the
eikonal approximation (from ²ικων = image) there is, in our opinion, no
better introduction than that of Glauber (1959) in his 1958 Boulder lectures.
By an extension of the method to scattering problems beyond those that are
described by a potential, the so-called Glauber approximation or assump-
tion of phase additivity, this method was used extensively in the 1960’s and
1970’s for elementary particle scattering on nuclei, and also for electron scat-
tering on atoms. In fact, one of the present authors contributed to these
developments, see e.g. Reitan (1979).
The Born approximation is, of course, so widely used in many branches of
the sciences that it need here only be mentioned for the sake of completeness.
In inverse scattering the Born approximation is recognized as an important
practical tool as long as all scattering involves a single interaction of the
probe wavefield with the target. In the nomenclature of reflection seismic,
the Born approximation accounts for primary reflections from the subsurface.
In scattering studies, the actual medium is divided into a reference medium
and a scattering potential that characterizes the difference between the actual
and reference media. In a general sense, the Born approximation is known to
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be good as long as the product of the range of the scattering potential and
its average strength is small.
Even though it is well known that the key to a successful application of
the Born approximation is that the reference medium must be selected or
estimated accurately enough to capture all the long-wavelength information
contained in the actual medium, a convenient choice of reference medium is,
still, that of a homogeneous one. One reason for the latter choice is that the
reference response of a homogeneous medium is known analytically. How-
ever, inverse scattering imaging based on a homogeneous reference medium
is known to produce incorrect results. The related Born image potential can
be far from the actual potential, both in amplitude and positioning of dis-
continuities. In this paper, where we consider single scattering, it turns out,
nevertheless, very convenient as a first step towards the inverse solution to
express the imaging of the primaries through the Born potential.
The full inverse scattering problem of seismic, viewed as a three-dimensional
(3D) problem, is one of the most challenging problems of geophysics and
mathematical physics. In this paper, therefore, we shall be concerned with
1D inverse acoustic single scattering from layered media. One-dimensional
models, although they severely restrict or idealize the system under consider-
ation, when treated rigorously they are rich, intricate and involve many deep
results from pure mathematics, and need to be understood before dealing
with the general 3D models.
The literature on the 1D inverse problem is extensive. Some of the im-
portant work in geophysical inversion from the early literature is Goupillaud
(1961), Claerbout (1968), Ware and Aki (1968), Razavy (1975), Gjevik et al
(1976), Koehler and Taner (1977), Nilsen and Gjevik (1978), Berryman and
Greene (1980), Burridge (1980), Carroll and Santosa (1981), Coen (1981),
Symes (1981), Santosa (1982), Santosa and Schwetlick (1982), Bube and
Burridge (1983), and Bruckstein et al (1985). The reader may also want to
consult the reviews by Newton (1981) and Ursin and Berteussen (1986).
The paper is organized as follows: First, we give a brief review of the for-
ward models for acoustic single scattering in the WKBJ, eikonal and Born ap-
proximations. This is used as a mathematical framework for relating the Born
potential to the primary reflection response of a layered acoustic medium. In
a constant-velocity reference medium, the Born potential is simply obtained
by data trace integration, by which the primary reflection events are placed
at depths computed linearly only using the constant reference velocity and
the travel times of primaries. Next, we derive a closed-form implicit rela-
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tionship between the Born potential and the potential of the medium in the
WKBJ and eikonal approximations. Then we show how the relationship
can be made more accurate by conforming it to the geometrical relationship
between the Born and WKBJ (eikonal) solutions found by Amundsen et al
(2005). Instead of embarking on developing an iterative scheme for the es-
timation of the potential, we develop a closed-form direct solution approach
that is data-driven and non-iterative. The data-driven method is split into
two steps. From the Born potential itself, we estimate within its layer bound-
aries what the actual potential would be. In 4.6.2 we show that the estimate
is precise for those media where the product of any three reflection coeffi-
cients is small compared to the reflection coefficients themselves. Since the
layer boundaries are mislocated in the Born potential, this first step obtains
good estimates of the amplitude of the actual potential but at wrong depths.
What the first step achieves is to provide an amplitude-adjusted, scaled Born
potential, which we denote the “squeezed” potential since it mimics the ac-
tual potential when the depth axis is squeezed. The second step focuses on
the mispositioning in depth of the reflectors. From the estimated squeezed
potential we show in the WKBJ approximation that the reflectors can be
moved with high precision towards their correct spatial location. Finally,
we construct a simple example to show how the procedures introduced in
this paper can be applied to obtain the potential in the WKBJ and eikonal
approximations from the Born potential.
4.2 Forward scattering models
We consider a 1D acoustic medium, where the velocity is a function of depth,
c = c(z), that is embedded in a homogeneous reference medium with wave
velocity c0. The 1D wave equation for scattering of pressure waves P with
angular frequency ω and corresponding wave number k = ω/c0 in a velocity
potential
α(z) = 1−
(
c0
c(z)
)2
(4.1)
that characterizes the difference between the reference and actual media, is
described by the equation[
d2
dz2
+ k2 − k2α(z)
]
P (k, z, z0) = −s(k)δ(z − z0) . (4.2)
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The z-axis is pointing vertically downwards, and the source with strength
s(k) is located at z = z0. The forward problem associated with equation
(4.2) is stated as follows: Given the potential α, find the solution P that
satisfies prescribed boundary conditions. In this section, the forward problem
is stated in the WKBJ, eikonal and Born approximations. As is usual in
scattering theory, the potential α is assumed to vanish asymptotically, i.e.,
α → 0 as z → ±∞, at which limit the wave function P is merely a plane
propagating wave described by exp(±ikz). We write the solution of equation
(4.2) as the sum of a term P0(k, z, z0) which is the solution of the wave
equation in the homogeneous reference medium, i.e., with no potential, and
an additional term δP (k, z, z0) caused by the potential α(z), i.e.,
P (k, z, z0) = P0(k, z, z0) + δP (k, z, z0) , (4.3)
where [
d2
dz2
+ k2
]
P0(k, z, z0) = −s(k)δ(z − z0) , (4.4)
and where the additional pressure δP obeys the differential equation[
d2
dz2
+ k2
]
δP (k, z, z0) = k
2α(z)P (k, z, z0) . (4.5)
Formally, the solution of the differential equation (4.5) for the additional
pressure δP can be expressed as the integral equation
δP (k, z, z0) = −k2
∫
∞
−∞
dz′ g(k, z, z′)α(z′)P (k, z′, z0) , (4.6)
where the causal Green function in free space
g(k, z, z′) = − 1
2ik
exp(ik|z′ − z|) (4.7)
is a solution of the scattering-free problem[
d2
dz2
+ k2
]
g(k, z, z′) = −δ(z − z′) . (4.8)
The incident wave due to the point source at z0 is
P0(k, z, z0) = s(k)g(k, z, z0) = S(k) exp(ik|z0 − z|) , (4.9)
4.2. FORWARD SCATTERING MODELS 109
where S(k) = (i/2k)s(k) is the initial wavefield from the source. When the
source is located at z0 = 0 the incident wave becomes
P0(k, z, 0) ≡ P0(k, z) = S(k) exp(ikz) . (4.10)
The Green function entering the expression (4.6) for the additional pres-
sure δP (k, z) ≡ δP (k, z, 0) is g(k, z, z ′) with z′ > z, so that
δP (k, z) = F (k) exp(−ikz) , (4.11)
where F (k) is the scattering amplitude. We have
F (k) = − ik
2
∫
∞
−∞
dz′ exp(ikz′)α(z′)P (k, z′) , (4.12)
where P (k, z) ≡ P (k, z, 0). When the receiver is located at z = 0 the scat-
tering amplitude is identical to the scattered data,
F (k) = δP (k, z = 0) . (4.13)
4.2.1 The scattering amplitude
It is convenient to introduce the dimensionless scattering amplitude
Φ(k) =
F (k)
S(k)
, (4.14)
and write the expression for Φ(k) in a form reminiscent of a quantum me-
chanical matrix element,
Φ(k) = − ik
2
∫
∞
−∞
dz ψ∗f (z)α(z)ψi(z) , (4.15)
where
ψi(z) =
P (k, z)
S(k)
. (4.16)
In the absence of the potential α the initial and final states ψi and ψf are
given by the expressions
ψi0(z) = ψ
?
f0(z) = exp(ikz) . (4.17)
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Introducing the so-called complex phase shift function χ(z) we write the
actual states as
ψi(z) = ψ
?
f (z) = ψi0(z) exp[iχ(z)] , (4.18)
and equation (4.15) becomes
Φ(k) = − ik
2
∫
∞
−∞
dz exp(2ikz)α(z) exp[2iχ(z)] . (4.19)
The influence of the potential α(z) on the wave functions ψi(z) and ψf(z) is
thus contained in the phase shift function χ(z). Since the scattered wave ψf
travels through the same potential α(z) as the incident wave ψi the phase
shift function is the same for both cases. Writing ψi and ψ
?
f in the form (4.18)
is, so far, just a matter of convenience. The physical basis for this choice and
various approximations to the phase shift function χ are considered in the
next section.
4.2.2 The phase shift function
In this section we present three different approximations to the phase shift
function χ(z) which appears in the expressions (4.18) for the wave functions
ψi(z) and ψf(z). These are the Born, WKBJ and eikonal approximation,
respectively.
Differential equations
In accordance with (4.2) the wave function (4.18) for the initial state obeys
the differential equation[
d2
dz2
+ k2 − k2α(z)
]
ψi(z) = 0 . (4.20)
Factorizing ψi in the form
ψi(z) = ψi0(z)φ(z) = exp(ikz)φ(z) (4.21)
we get the differential equation[
d2
dz2
+ 2ik
d
dz
− k2α(z)
]
φ(z) = 0 (4.22)
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for the function φ(z).
In terms of the phase shift function χ(z) we write
φ(z) = exp[iχ(z)] , (4.23)
where the differential equation for χ(z) becomes
i
d2χX(z)
dz2
− 2kdχX(z)
dz
−
(
dχX(z)
dz
)2
− k2α(z) = 0 . (4.24)
The Born approximation
In the Born approximation the exact pressure wave (4.17) is replaced by the
incident wave (4.18) in the expression (4.15) for the scattering amplitude,
which means that the function φ(z) defined in equation (4.21) is
φB(z) ≡ 1 , (4.25)
the corresponding phase shift function being
χB(z) ≡ 0 . (4.26)
The WKBJ approximation
We separate the real and imaginary part of χ(z),
χ(z) = χR(z) + iχI(z) . (4.27)
According to equation (4.24) we then, for a real potential α(z), obtain the
coupled differential equations
χ′′I + 2kχ
′
R + (χ
′
R)
2 − (χ′I)2 + k2α = 0 ,
χ′′R − 2kχ′I − 2χ′Rχ′I = 0 , (4.28)
where the primes denote differentiation with respect to z. On the assumption
that the phase shift function varies slowly over a wavelength we can disregard
the second derivatives in the equations (4.28) and put χI(z) ≡ 0. The first
equation (4.28) becomes
2kχ′R + (χ
′
R)
2
+ k2α = 0 , (4.29)
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where the physically acceptable root for the derivative χ′R ≡ χ′W of the phase
shift function is
χ′W(z) = k
{
[1− α(z)] 12 − 1
}
. (4.30)
In the WKBJ approximation the phase shift function is thus
χW(z) = k
∫ z
−∞
dz′
{
[1− α(z′)] 12 − 1
}
, (4.31)
where it is assumed that α(z′) < 1 for all z′ < z.
Alternatively, we can base the present approximation upon the concept
of a local wavenumber klocal(z), where in accordance with equation (4.20),
k2local(z) = k
2 − k2 α(z) . (4.32)
It is convenient to express the WKBJ phase shift function χW in equation
(4.31) in terms of the WKBJ shift function ξW in the following way:
χW(k, z) = −kξW(z). (4.33)
The WKBJ shift function obeys
ξ′′W = 0 , −2ξ′W + (ξ′W)2 + α = 0 , (4.34)
so that
ξW(z) =
∫ z
−∞
dz′
[
1− (1− α(z′)) 12
]
. (4.35)
The eikonal approximation
The eikonal approximation is based upon an expansion of the square root in
equation (4.31) to first order in the dimensionless potential α. The corre-
sponding phase shift function is then
χE(z) = −k
2
∫ z
−∞
dz′ α(z′) . (4.36)
Another way of arriving at the expression (4.36) is to use the differential
equation (4.22) for φ(z) as a starting point. Assuming again a slowly vary-
ing deviation from plane-wave behavior, or, equivalently, a weak potential
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α(z), we disregard the second derivative and obtain the first-order differen-
tial equation
dφ(z)
dz
= − ik
2
α(z)φ(z) . (4.37)
The solution of this is then φ(z) = exp[iχE(z)], with a phase shift function
χE(z) as given by (4.36).
As for the WKBJ approximation, it is convenient to express the phase
shift function χE in equation (4.36) in terms of the eikonal shift function ξE
according to
χE(k, z) = −kξE(z) , (4.38)
so that
ξE(z) =
1
2
∫ z
−∞
dz′ α(z′) . (4.39)
4.2.3 The single scattering forward model
Equation (4.19) is a non-linear forward model for computing the dimension-
less single scattering amplitude Φ(k) from the potential α. Replacing the
phase shift function by the shift function, χ = −kξ, gives the forward single
scattering model
Φ(k) = − ik
2
∫
∞
−∞
dz α(z) exp[2ik(z − ξ(z))] . (4.40)
The WKBJ, eikonal and Born approximations are obtained by choosing ξ =
ξW, ξ = ξE, and ξ = 0, respectively.
We make the following remarks. The single scattering amplitude is found
by performing an integral over depth over the product of an amplitude func-
tion and a delay function. The amplitude function is the scattering potential.
The delay function consist of the product of two functions, where the first
exp(2ikz) accounts for two-way wave propagation in the reference medium,
whereas the second exp[−2ikξ(z)] accounts for the influence of the potential.
For a piecewise-constant layered medium the delay function in the WKBJ ap-
proximation predicts the exact traveltimes of single scattering events. How-
ever, performing the integral over depth, the predicted amplitudes of the
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single scattering events will not be exact for the piecewise-constant layered
medium unless the boundary conditions of continuity of the pressure and the
displacement at the interfaces are explicitly introduced. For the sake of for-
ward modeling, the boundary conditions easily can be accounted for. Inter-
faces or discontinuities in the potential are then treated by correctly coupling
the incident wave to the scattered waves. However, for the inverse problem,
where the location of interfaces is not known, it would be cumbersome to
account for the continuity conditions in an explicit manner. Therefore, we
choose to neglect these conditions at the expense of using a forward model
that predicts slightly incorrect amplitudes of the single scattering events.
When we later simulate data to test the inverse scattering algorithm
to be described in the next section, we do not base the simulation on the
single scattering forward model (4.40), but on an exact forward model for
primary reflections in a piecewise-constant layered medium. This model is
described in Appendix 4.A. The relationship of the forward model (4.40) and
that developed in Appendix 4.A with respect to amplitude handling is not
discussed further in the present paper. We would like to indicate, however,
the WKBJ forward model (4.40) converges to the exact forward model when
reflection coefficients of the medium are “small” in the sense that the product
of any three of the reflection coefficients is vanishingly small compared to the
reflection coefficients.
4.3 Inverse scattering
The inverse scattering problem consists of reconstructing the potential α
from the dimensionless scattering amplitude Φ(k) (the single scattering data
measured at depth z = 0). In this section we develop a procedure for re-
constructing the potential α from the scattering amplitude. The solution
is obtained in two steps. First, the Born potential is computed from the
scattered field using a constant reference medium. Second, a relationship
between the Born potential and the actual potential obtained in the WKBJ
approximation is derived. This relationship is used as a basis for introducing
a data-driven estimation approach for the potential, requiring no other infor-
mation than the Born potential itself. The data-driven approach is divided
into two computational steps. First, the Born amplitude is adjusted by scal-
ing the Born amplitude by a WKBJ correction amplitude function that is a
function of the Born amplitude. We denote this potential the “squeezed” po-
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tential since it mimics the actual potential when the depth axis is squeezed.
Second, the estimated squeezed potential is non-linearly shifted with respect
to the depth axis. The non-linear shift function is a function of the Born
potential. Thus, the solution for the potential can be considered obtained
by amplitude and shift adjusting the Born potential. No information other
than the Born potential is required.
As shown in Appendix 4.F, the inverse Fourier transform over frequency
of equation (4.40) yields
4
∫ 2z/c0
−∞
dt′Φ(t′) =
∞∑
n=0
1
n!
dn
dzn
α(z)ξn(z) , (4.41)
where z = c0t/2. Recall that in the Born approximation, the shift function is
zero. By considering ξ = 0 in the forward model (4.40), and inverse Fourier
transforming over frequency, the Born potential, per definition, is obtained:
αB(z) ≡ 4
∫ 2z/c0
−∞
dt′Φ(t′) . (4.42)
Equation (4.42), which amounts to data trace integration of single scatter-
ing events, is known as linear migration-inversion. The primary events are
placed at depths computed linearly using their traveltimes together with the
constant reference velocity. Thus, the trace integration yields the Born ap-
proximation of the scattering potential. Equation (4.41) therefore can be
written
αB(z) =
∞∑
n=0
1
n!
dn
dzn
α(z)ξn(z) . (4.43)
Given the Born potential αB(z) associated with constant-velocity imaging of
single scattering data, our goal is now to use equation (4.43) as the basis for
solving the inverse scattering problem in the WKBJ and eikonal approxima-
tions.
Observe that equation (4.43), on the left side, contains the Born potential,
and on the right side, involves the actual potential. For a layered medium
where velocities are generally discontinuous at layer interfaces but constant
or slowly varying functions of depth between layer interfaces, any physical
solution for the actual potential should not contain more discontinuities (layer
interfaces) than the number of discontinuities (layer interfaces) in the Born
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potential. Before embarking on the inverse solution of equation (4.43) we
will use this requirement to guide us towards the form of the inverse acoustic
scattering solution in the WKBJ and eikonal approximations.
4.3.1 The form of the inverse solution
To this end, it is instructive to consider plane-wave propagation through a
medium with N + 1 homogeneous layers with constant layer velocities cn
and thicknesses hn as shown in figure 4.1. To illustrate the concepts to be
introduced, we use the high-velocity contrast piecewise-constant ten-layer
(N = 9) acoustic 1D medium with velocity c(z) shown in figure 4.2a. The
layer depths zn =
∑n−1
j=0 hj and velocities are also listed in table 4.1. The
source and receiver are both located at depth z = 0 in the zero’th layer which
is the reference medium with known velocity c0. The scattering potential is
plotted in figure 4.2b. From equation (4.1) it follows that the potential in
layer n is
αn = 1−
(
c0
cn
)2
. (4.44)
The primary pressure data for this example consist of N reflections. As
shown in Appendix 4.A the normalized primary reflection response can be
represented as
Φ(t) =
N∑
n=1
Rˆnδ(t− tn) , (4.45)
where Rˆn, defined in equation (4-A-3), is the amplitude of the reflection event
from interface n measured at z = 0 at time tn = 2
∑n−1
j=0 hj/cj, and δ(t) is
the Dirac delta-function. The primary data corresponding to the ten-layer
model is shown in figure 4.3.
In imaging in the Born approximation, the first reflector is located at its
correct depth, z1B = z1 since α(z) = 0 for z < z1. Using that the Born-
estimated thickness of layer n is hnB = (c0/cn)hn, it follows that the depth at
which the reference velocity images the nth reflector is znB = c0
∑n−1
j=0 hj/cj.
The depth model that would be obtained from constant-velocity Born
imaging is shown in figure 4.4. The Born solution for α is found by substi-
tuting the primary reflection response (4.45) into equation (4.19), yielding
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the Born potential
αB(z) = 4
N∑
n=1
RˆnH(z − znB) , (4.46)
where H(z) is the Heaviside function. Thus, the Born potential in layer n
becomes
αnB = 4
n∑
j=1
Rˆj = 4
(
R1 +
n∑
j=2
Rj
j−1∏
i=1
(1−R2i )
)
. (4.47)
For the ten-layer model, the Born potential αB(z) is shown by the dashed
line in figure 4.2c.
Amundsen et al (2005) observed that it is possible to non-linearly shift
the interfaces of the actual potential α(z) onto the interfaces of the Born
potential αB(z) by the transformation
α(z) = αˆ
(
z −
∫ z
−∞
dz′
[
1− (1− α(z′)) 12
])
. (4.48)
Equation (4.48) shows that traversing along the depth axis of the actual
potential α, say from depth zn−1 to zn, corresponds to traversing along the
depth axis of the shifted potential αˆ from depth zn−1,B to znB. The depth
geometry of αˆ is sketched in figure 4.5. Thus, the actual potential α can be
shifted in such a way that its layer interfaces coincide with the layer interfaces
of the Born potential αB. The shifted potential αˆ is called the “squeezed”
potential since it appears like the actual velocity potential when the depth
axis is squeezed. Note that it is only the layer interfaces that are affected
by the squeeze operation. For the ten-layer medium, the squeezed potential
αˆ(z) is displayed in figure 4.2c together with the Born potential. Observe
that the interfaces of αˆ(z) and αB match. Inside layer n, the amplitude of αˆ
equals that of α. The number of interfaces is preserved.
On the other hand, the layer interfaces of the squeezed potential αˆ now
coinciding with the layer interfaces of the Born potential αB can be restored,
that is, “stretched” onto the layer interfaces of the actual potential α, by the
transformation
αˆ(z) = α
(
z +
∫ z
−∞
dz′
[
(1− αˆ(z′))− 12 − 1
])
. (4.49)
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Figure 4.2d shows that the stretch procedure (4.49) restores the actual po-
tential. The number of interfaces is unaffected. Stated differently, equation
(4.49) shows that traversing along the depth axis of αˆ, say from depth zn−1,B
to znB, corresponds to traversing along the depth axis of α from depth zn−1
to zn.
In the inverse acoustic scattering problem, however, we have at our dis-
posal the scattering amplitude Φ(t) from which the Born potential αB(z) can
be computed by trace integration. We have argued that any physical solution
for the potential should not contain more discontinuities than the number of
discontinuities in the Born potential. Furthermore, we have observed that
equation (4.43) on its left side contains the Born potential, and on its right
side involves the actual potential. First, consider the Born depth profile (left
side of equation (4.43)). When moving from one discontinuity to the next,
say from zn−1,B to znB in the Born depth profile, for the number of interfaces
to be constant one must move between the corresponding discontinuities zn−1
to zn in the actual depth profile (right side of equation (4.43)). With refer-
ence to equation (4.49), this requirement is fulfilled when the Born potential
is proportional to
αB(z) ∝ α
(
z +
∫ z
−∞
dz′
[
(1− αˆ(z′))− 12 − 1
])
. (4.50)
On the right side of equation (4.50), the innermost α-function is the ac-
tual potential depth profile squeezed so that its discontinuities coincide with
those of the Born depth profile on the left side. While moving along the
Born depth profile from discontinuity zn−1,B to znB, the integral on the right
side stretches the once squeezed potential back to its original position. In
this way, the number of discontinuities is preserved. Considering once more
equation (4.43), it is obvious that the left and right sides must have equal
(or approximately equal, if the WKBJ approximation is invoked) amplitudes.
This can be achieved if equation (4.43) involves on its right side an amplitude
correction factor A that adjusts the Born potential amplitude to the actual
potential amplitude. Since the exact amplitude correction factor must de-
pend on the actual potential, the form of A must contain that of the squeezed
potential since the Born potential and the squeezed potential both have dis-
continuities at the same depths. Thus, with respect to amplitude the Born
potential should behave as
αB(z) ∝ A−1 [αˆ(z)] . (4.51)
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This form of A ensures that whenever there is a discontinuity of αB, say at
depth znB, there is a discontinuity in A at znB. The now obvious, but bold
guess suggests that the solution of the inverse scattering problem for the
layered model should have the form
αB(z) = A
−1 [αˆ(z)]α
(
z +
∫ z
−∞
dz′
[
(1− αˆ(z′))− 12 − 1
])
. (4.52)
Thus, knowing αB(z), the actual potential can be found by stretching the
depth axis of the Born potential solution while at the same time applying
an amplitude scaling function A that corrects the Born amplitude onto the
actual potential amplitude.
The non-trivial challenge is now first to investigate if wave theory in the
WKBJ approximation leads to a similar form as that suggested in equation
(4.52) for the solution of the potential, and secondly to determine the am-
plitude function A in the WKBJ approximation. The eikonal approximation
follows as a special case by an expansion of the square root in equation (4.52)
to first order in the potential α.
4.3.2 WKBJ approximation: implicit solution for po-
tential
We show in Appendix 4.D that by neglecting terms dnξ/dzn for n = 2, ...,∞,
we can write equation (4.43) as an infinite sum where the nth term is pro-
portional to the nth power of the derivative of the shift function,
αB(z) ≈
∞∑
n=0
(
dξ(z)
dz
)n ∞∑
m=n
1
(m− n)!
(
m
n
)
ξm−n(z)
dm−nα(z)
dzm−n
. (4.53)
Equation (4.53) is a basis for deriving a closed-form solution for α as shown in
Appendix 4.E. To this end, the Fourier representation of α(z) is introduced,
which gives
αB(z) ≈
∞∑
n=0
(
dξ(z)
dz
)n
1
2pi
∫
∞
−∞
dkDn(kξ) exp(−ikz)α(k) , (4.54)
where
Dn(kξ) =
∞∑
m=n
1
(m− n)!
(
m
n
)
[−ikξ(z)]m−n . (4.55)
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The sum Dn can be written
Dn(kξ) = exp[−ikξ(z)]
n∑
m=0
1
m!
(
n
m
)
[−ikξ(z)]n−m , (4.56)
and the expression for the Born potential then becomes
αB(z) ≈
1
2pi
∫
∞
−∞
dk
{
∞∑
n=0
(
dξ(z)
dz
)n n∑
m=0
1
m!
(
n
m
)
[−ikξ(z)]n−m
}
exp[−ik(z + ξ(z))]α(k) .
(4.57)
In equation (4.57) the double sum can be written as a single sum that is
recognized as an expression for the exponential function,
∞∑
n=0
(
dξ(z)
dz
)n n∑
m=0
1
m!
(
n
m
)
[−ikξ(z)]n−m =
1
1− ξ′(z)
∞∑
n=0
(−1)n
n!
(
ikξ(z)ξ′(z)
1− ξ′(z)
)n
=
1
1− ξ′(z) exp
(
− ikξ(z)ξ
′(z)
1− ξ′(z)
)
. (4.58)
The Born potential in equation (4.57) now reads
αB(z) ≈
(
1− dξ(z)
dz
)
−1
1
2pi
∫
∞
−∞
dk exp
[
−ik
(
z +
ξ(z)
1− ξ′(z)
)]
α(k) .(4.59)
Using the translation property of the Fourier transform, we obtain a closed-
form expression for the Born potential,
αB(z) ≈
(
1− dξ(z)
dz
)
−1
α
(
z +
ξ(z)
1− dξ(z)
dz
)
. (4.60)
However, although close, equation (4.60) is not exactly of the form proposed
by equation (4.52). We therefore introduce two new approximations, both
which are valid in the WKBJ approximation. First, as shown in Appendix
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4.B [see equation (4-B-5)], under the WKBJ assumption that ξ ′′(z) is negli-
gible, the replacement
ξ(z)
1− dξ(z)
dz
→
∫ z
−∞
dz′
dξ(z′)
dz′
1− dξ(z′)
dz′
, ξ′′(z) = 0 , (4.61)
is justified. Second, as shown in Appendix 4.B [see equation (4-B-11)], when
ξ′′(z) and all higher-order derivatives are disregarded, the following replace-
ment is justified:
[1− α(z)]− 12 → [1− αˆ(z)]− 12 , d
nξ(z)
dzn
= 0 , n ≥ 2 . (4.62)
Here, αˆ (z), defined in equation (4.48), represents the actual potential which
has layer boundaries at zn squeezed to new layer boundaries znB coincid-
ing with the Born layer boundaries. Inserting the two approximations into
equation (4.60) and recalling equation (4.35) give the result
αB(z) ≈ [1− αˆ(z)]−
1
2 α
(
z +
∫ z
−∞
dz′
[
(1− αˆ(z′))− 12 − 1
])
, (4.63)
which is consistent with the solution form proposed in equation (4.52). Ob-
serve that WKBJ theory has provided the form of the amplitude scaling
function A that corrects the Born potential amplitude onto the actual po-
tential amplitude:
A(z) ≈ [1− αˆ(z)] 12 . (4.64)
Equation (4.63) is thus the desired inverse scattering solution for the potential
α. Since αˆ is a function of α (cfr. equation (4.48)), equation (4.63) is an
implicit equation for α that can be solved, in principle, by iteration as a
data-fitting problem with known αB.
Note that equations (4.42) and (4.63) represent a two-step procedure for
obtaining the scattering potential. First, the Born potential αB is computed
from the dimensionless scattering amplitude according to equation (4.42).
Second, the potential α is solved from equation (4.63). In this paper, we will
not embark on the problem of developing an iterative estimation scheme.
Instead, we illustrate the difference between equations (4.60) and (4.63),
which both are expressions for the Born potential, by computing the Born
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potential from the actual potential. The results shown in figure 4.6 are
in agreement with the discussion above. Observe that αB computed from
equation (4.60) gives a reasonable estimate of αB but that the number of
interfaces is wrong. On the other hand, equation (4.63) produces an αB-
estimate that is quite precise.
4.3.3 WKBJ approximation: data-driven, direct solu-
tion for potential
The form of equation (4.63) suggests another possible approach valid for the
case that we can predict from WKBJ theory what the actual layer potentials
are, not as function of their true depth, but as function of the interface depths
provided by the Born potential. Thus, the question we ask is: can we predict
αˆ from αB by means of WKBJ theory? As stated earlier, the function αˆ(z)
represents a mapping of layers of the actual potential onto the layers of the
Born potential. The amplitudes of this squeezed potential αˆ and the actual
potential α are the same, and generally different from the Born amplitudes.
On the other hand, the locations of discontinuities (layer boundaries) of the
squeezed potential αˆ and the Born potential αB are the same. Inside a layer,
velocities are assumed to vary smoothly with depth. It is then reasonable to
disregard all derivatives of α, and the WKBJ approximation, it turns out,
leads to an approximate relationship between αˆ and αB. The non-zero terms
in equation (4.53) arrive for all n = m, giving
αB(z) ≈ αˆ(z)
∞∑
n=0
[
1− (1− αˆ(z)) 12
]n
,
dn+1α(z)
dzn+1
= 0 . (4.65)
The sum is a geometric series, and we find
αB(z) ≈ [1− αˆ(z)]− 12 αˆ(z) . (4.66)
Inversion of equation (4.66) yields the admissible solution
αˆ(z) ≈ ˆˆα(z) =
[(
1 +
1
4
α2B(z)
) 1
2
− 1
2
αB(z)
]
αB(z) . (4.67)
Equation (4.67) shows that once αB has been derived, then the squeezed
potential estimate ˆˆα can be obtained,
ˆˆα(z) = AW(z)αB(z) (4.68)
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by multiplying αB by the the WKBJ correction amplitude
AW(z) =
(
1 +
1
4
α2B(z)
) 1
2
− 1
2
αB(z) . (4.69)
The only information that is required for this estimation is the Born potential
itself. In Appendix 4.C we show that relation (4.68) is precise for layered
media where the product of reflection coefficients from any three interfaces is
negligible compared to the reflection coefficients themselves. Therefore, for
such media, equation (4.63) can be re-written in the following form:
ˆˆα(z) = α
(
z +
∫ z
−∞
dz′
[(
1− ˆˆα(z′)
)
−
1
2 − 1
])
. (4.70)
Provided that the Born potential has been computed according to equation
(4.42), then equation (4.70) suggests a two-step solution for the scattering
potential α. First, the Born potential is scaled by the WKBJ correction am-
plitude (4.69) to find the squeezed potential estimate ˆˆα. Then the potential
α is derived as a non-linear shift of ˆˆα according to equation (4.70). The non-
linear shift is seen to correspond to stretching the depth axis of the squeezed
potential result, ˆˆα. The effect of shifting is to locate interfaces that are
mislocated in ˆˆα towards their correct location. Thus, in the absence of the
actual velocity function, the scale and shift algorithm extracts the necessary
information from the Born depth profile αB(z).
4.3.4 Eikonal approximation
The eikonal approximation for the scattering potential follows from equation
(4.63) and (4.70) by an expansion of the square roots to first order in the
potential α. The eikonal approximation data-driven, direct solution corre-
sponding to equation (4.70) is
ˆˆα(z) = α
(
z +
∫ z
−∞
dz′
[(
1− 1
2
ˆˆα(z′)
)
−1
− 1
])
, (4.71)
in which the squeezed potential estimate ˆˆα in the eikonal approximation,
ˆˆα(z) = AE(z)αB(z) , (4.72)
124 CHAPTER 4. DATA-DRIVEN INVERSION/DEPTH IMAGING
is obtained by multiplying αB by the eikonal correction amplitude
AE(z) =
(
1 +
1
2
αB(z)
)
−1
. (4.73)
4.4 Model calculations
As an example of data-driven estimation of the scattering potential, we con-
sider once more the high-velocity contrast piecewise-constant ten-layer acous-
tic medium listed in table 4.1 and displayed in figure 4.2a. The reference
velocity is c0 = 1500 m/s. The actual potential is plotted in figure 4.7a.
First, single scattering data are computed according to equation (4.45) for
infinite bandwidth. The scattered data are displayed in figure 4.3. Second,
the Born potential is derived by constant velocity imaging according to equa-
tion (4.46). The Born depth profile is shown by the blue line in figure 4.7b.
Third, the squeezed potential estimate ˆˆα is calculated from the Born po-
tential by use of equation (4.68) for the WKBJ approximation and equation
(4.72) for the eikonal approximation. Essentially, ˆˆα which for the WKBJ and
eikonal cases, respectively, is displayed in red and pink lines in figure 4.7b, is
obtained by scaling αB by the the proper correction amplitude, AW or AE.
Now, the actual potential can be estimated in the WKBJ and eikonal
approximations simply by stretching the depth axis of the squeezed poten-
tial estimate ˆˆα according to the formula (4.70) and (4.71), respectively. The
WKBJ derived result is shown in figure 4.7c, and the corresponding eikonal
derived potential is plotted in figure 4.7d. For the purpose of comparison,
the actual potential is re-plotted in black line. As can be expected, for the
high velocity contrast example, the WKBJ approximation performs better
than the eikonal approximation (which essentially is an approximation to the
WKBJ approximation) with respect to estimating the potential discontinu-
ities (layer boundaries). The estimated depths of the potential discontinuities
are listed in table 4.1.
As a perhaps more realistic example 1of data-driven estimation of the
scattering potential, we now consider single scattering data with finite band-
width in the inversion procedure. Again we use the high-velocity con-
trast piecewise-constant ten-layer acoustic medium listed in table 4.2 and
1
This example is not included in the Inverse Problems paper.
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displayed in figure 4.2a as the actual medium. The reference velocity is
c0 = 1500 m/s. The actual potential is plotted in figure 4.8a. Instead of
considering single scattering data with infinite bandwidth, we now gener-
ate synthetic data with finite bandwidth by multiplying the forward model
given by (4.45) with a source-wavefield in the frequency domain. The source-
wavefield is represented by S(ω) = ic0
2ω
s(ω) where s(ω) is a Richer wavelet
with 1 ms sampling-interval and 50 Hz as dominant frequency. The source-
wavefield is then removed from the data by spectral division in the frequency
domain. The source-wavelet is displayed in figure 4.9a. The scattered data
are displayed in figure 4.9b. The scattered data after removing the source
wavelet are displayed in figure 4.9b. Then, the Born potential is derived
by constant velocity imaging according to equation (4.46). The Born depth
profile is shown by the blue line in figure 4.8b. Next, the squeezed potential
estimate ˆˆα is calculated from the Born potential by use of equation (4.68) for
the WKBJ approximation and equation (4.72) for the eikonal approximation.
In figure 4.8b ˆˆα is displayed in red and pink lines for the WKBJ and eikonal
cases, respectively. ˆˆα is obtained by scaling αB by the the proper correction
amplitude, AW or AE.
Now, the actual potential can be estimated in the same manner as de-
scribed above. The WKBJ derived result is shown in figure 4.8c, and the cor-
responding eikonal derived potential is plotted in figure 4.8d. For the purpose
of comparison, the actual potential is re-plotted in black line. As before, the
WKBJ approximation performs better than the eikonal approximation with
respect to estimating the potential discontinuities (layer boundaries). The
estimated depths of the potential discontinuities are listed in table 4.2. The
estimated values for this example where we have considered single scattering
data with finite bandwidth in the inversion procedure are very similar to
the estimated values where we considered single scattering data with infinite
bandwidth.
4.5 Future work
In the present paper we have restricted the inverse scattering analysis to 1D
(plane-wave normal-incidence) acoustic scattering. However, many of the
elements of the inverse scattering theory are general, and extend to higher
dimensions as well as to elastic media. Work is in progress to study inverse
acoustic and elastic multidimensional single scattering in stratified media and
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results will be reported as they are obtained (Amundsen et al (2006)).
In the practical applications of inverse scattering theory many questions
arise, relating for example to the optimum collection of data and to the pre-
processing of data. Such questions are being addressed by several university
consortia as well as by the seismic contractors and we expect to benefit from
their ongoing studies.
4.6 Conclusions
The ultimate objective of inverse scattering is to determine the medium and
its properties from measurements external to the object under investiga-
tion. We have given a brief review of the forward models for acoustic single
scattering from one-dimensional layered media in the WKBJ, eikonal and
Born approximations. From the Born potential associated with constant-
velocity imaging of the single scattering data, we derived a closed-form, im-
plicit expression for the scattering potential. The inverse scattering solution
estimates by iteration the potential by stretching the depth axis of the Born
potential solution while at the same time applying an amplitude scaling func-
tion that corrects the Born amplitude onto the actual potential amplitude.
For a layered medium we showed that the WKBJ and eikonal approxima-
tions, in addition to providing an implicit solution for the scattering potential,
provide an explicit estimate of the potential, not within the actual potential
discontinuities (layer interfaces), but within the Born potential discontinu-
ities derived by the constant velocity imaging. The estimate is fed directly
into the inverse acoustic scattering solution such that the inversion problem
becomes fully explicit and non-iterative. Further, this solution is data-driven
in the respect that no other information of the medium other than the Born
potential is required. The data-driven method is split into two steps. First,
within the layer boundaries provided by the Born potential, it is estimated
what the squeezed potential would be. Since the layer boundaries are mis-
located in the Born potential, this first step obtains accurate estimates of
the amplitude of the actual potential but at wrong depths. The amplitude
estimation is simply obtained by scaling the Born potential by a function of
itself. In the second step the mislocated reflectors in the estimated squeezed
potential are moved with high precision towards their correct spatial loca-
tion by applying a non-linear stretch function that is a function of the Born
potential only.
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A simple model example showed how the potential could be estimated in
the WKBJ and eikonal approximations, given the Born potential. For high-
velocity contrast media (strong potential), WKBJ theory gives an inverse
scattering procedure that with high precision reconstructs the potential and
its nature. The eikonal approximation, which is based upon an expansion of
the square root in the WKBJ shift function to first order in the potential, and
thus involves a weak-discontinuity potential assumption, does not provide the
same precise depth location of layer interfaces as that provided by WKBJ
theory for high-contrast velocity media.
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Table 4.1: Ten-layer model with reference velocity c0 = 1500 m/s. Here, zn
is the actual layer depth, znB is the layer depth from Born constant-velocity
imaging, zˆnW is the estimated layer depth from depth imaging in the WKBJ
approximation, zˆnE is the estimated layer depth from depth imaging in the
eikonal approximation, cn is the actual layer velocity, cˆnW is the estimated
layer velocity in the WKBJ approximation computed according to equation
(4-C-8), cˆnE is the estimated layer velocity in the eikonal approximation
computed according to equation (4-C-8), αn is the actual potential, αnB is
the Born potential, and Rn is the reflection coefficient.
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Figure 4.1: Layered medium. The velocity c(z) and potential α(z) are gen-
erally discontinuous at layer interfaces z1, z2, ..., zN .
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Figure 4.2: “Squeezing” and “stretching” of potentials. (a) The actual veloc-
ity model, c(z), which is listed in table 4.1. (b) The actual potential, α(z).
(c) Squeezing of the actual potential according to equation (4.48). Com-
parison of the squeezed potential αˆ (solid line) and the Born potential αB
(dashed line) shows that the layer boundaries are at identical depths. Note
that αˆ can be estimated from αB according to equation (4.68). (d) Stretching
of the squeezed potential αˆ according to equation (4.49) restores the actual
potential, α.
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Figure 4.3: Primary reflection events from the ten layer (nine-interface)
model in figure 4.2a.
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Figure 4.4: Layered medium that would be obtained from Born constant-
velocity imaging.
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Figure 4.5: The layer boundaries of the “squeezed” potential αˆ correspond to
those of αB shown in figure 4.4. The amplitudes αˆn correspond to those of αn
illustrated in figure 4.1. As shown by equation (4.68), αˆn can be estimated
from αB, leading to an estimate of layer velocities cˆn according to equation
(4-C-8).
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Figure 4.6: Born potential αB estimated (solid lines) from (a) equation (4.60)
and (b) equation (4.63). The exact Born potential is displayed in dashed line.
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Figure 4.7: (a) The actual scattering potential. (b) The Born (blue line) and
estimated squeezed potentials in the WKBJ (red line) and eikonal (pink line)
approximations. (c) WKBJ-derived potential (red line) obtained by stretch-
ing the squeezed WKBJ potential in (b, red line) compared to the actual
potential (black line). (d) Eikonal-derived potential (pink line) obtained by
stretching the squeezed eikonal velocity potential in (b, pink line) compared
to the actual potential (black line).
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Table 4.2: Ten-layer model with reference velocity c0 = 1500 m/s. Here, zn
is the actual layer depth, znB is the layer depth from Born constant-velocity
imaging, zˆnW is the estimated layer depth from depth imaging in the WKBJ
approximation, zˆnE is the estimated layer depth from depth imaging in the
eikonal approximation, cn is the actual layer velocity, cˆnW is the estimated
layer velocity in the WKBJ approximation computed according to equation
(4-C-8), cˆnE is the estimated layer velocity in the eikonal approximation
computed according to equation (4-C-8), αn is the actual potential, αnB is
the Born potential, and Rn is the reflection coefficient.
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Figure 4.8: (a) The actual scattering potential. (b) The Born (blue line)
and estimated squeezed potentials in the WKBJ (red line) and eikonal (pink
line) approximations. (c) The WKBJ-derived potential (red line) obtained
by stretching the squeezed WKBJ potential in (b, red line) compared to
the actual potential (black line). (d) The eikonal-derived potential (pink
line) obtained by stretching the squeezed eikonal potential in (b, pink line)
compared to the actual potential (black line).
138 CHAPTER 4. DATA-DRIVEN INVERSION/DEPTH IMAGING
−0.1 −0.08 −0.06 −0.04 −0.02 0 0.02 0.04 0.06 0.08 0.1
−2
−1
0
1
2
(a)
Time[s]
Am
pl
itu
de
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5
−0.4
−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
(b)
Time[s]
Am
pl
itu
de
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5
−0.1
−0.05
0
0.05
0.1
0.15
(c)
Time[s]
Am
pl
itu
de
Figure 4.9: (a) The source wavelet used in the forward modeling of the
scattered data. (b) The modeled single scattering data. (c) The modeled
single scattering data where the source wavelet has been removed by spectral
division.
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Appendix 4.A
Modeling of the primary reflection response
We consider plane-wave propagation through a medium with N + 1 homo-
geneous layers with constant layer velocities cn and thicknesses hn as shown
in figure 4.1. The source and receiver are both located at depth z = 0 in the
zero’th layer which is the reference medium with velocity c0.
The differential equation (4.2) together with proper boundary conditions
yield that the pressure field is made up of an infinite sum of reflections
and refractions inside the medium (Bremmer (1951)). In what follows we
show how to model the exact primary reflection response, that is, the waves
that are split off by reflection from the downgoing source wavefield when
it is transmitted into the medium. To this end, it is necessary to define
the reflection and transmission coefficients in the stack of layers. As is well
known, the coefficients can be derived by assuming that the pressure and
displacement are continuous fields at every boundary. For a plane wave
incident in layer n− 1, the reflection coefficient is
Rn =
cn − cn−1
cn + cn−1
, (4-A-1)
and the transmission coefficient is T
(D)
n = 1 + Rn. We will also need that
a wave transmitted in the opposite direction, upwards from layer n into
layer n − 1, has transmission coefficient T (U)n = 1 − Rn. Thus, the two-way
transmission loss for a plane wave passing down and up through the interface
at depth zn is T
(D)
n T
(U)
n = 1−R2n.
When the source is initiated with unit strength a plane wave propagates
downwards with velocity c0 into the discontinuous, layered medium. At the
boundary of the first layer, at depth z1 = h0, the incident wave which is
represented by
D0(ω) = exp(iωh0/c0) ,
is split into [I] a refracted wave penetrating into this layer with amplitude
T
(D)
1 and represented by
D1(ω) = D0(ω)T
(D)
1 exp[iω(z − z1)/c1] , z1 < z < z2 ,
and [II] a reflected wave with amplitude R1 returning to the receiver level
where it is represented by
Φ1(ω) = R1 exp(2iωh0/c0) .
140 CHAPTER 4. DATA-DRIVEN INVERSION/DEPTH IMAGING
The downgoing wave D1(ω) will be split at the next interface at depth z2
into a refracted wave
D2(ω) = D1(ω)T
(D)
2 exp[iω(z − z2)/c2] , z2 < z < z3 ,
penetrating into layer 2, and a reflected wave which, after being refracted
through the interface at depth z1 returns to the receiver level with represen-
tation
Φ2(ω) = R2(1−R21) exp(2iωh1/c1) exp(2iωh0/c0) .
This procedure of splitting is repeated at each next interface. The chain of
wave consisting of the sequence Φ1,Φ2, ...,ΦN is by Bremmer (1951) called
the principal wave, but is in reflection seismology called the primary reflection
response.
In the frequency domain the N events of the dimensionless scattering
amplitude can be is modeled as
ΦX(ω) =
N∑
n=1
Φn(ω) =
N∑
n=1
Rˆn exp
(
2iω
n−1∑
m=0
hm
cm
)
, (4-A-2)
where each wave has the form of the product of an amplitude function and
a delay function. The frequency dependency comes only as a complex expo-
nential due to the delay. The amplitude of the wave from the interface at
depth zn is the product of the plane-wave reflection coefficient at zn and the
transmission coefficients encountered by the wave, namely
Rˆ1 = R1 , Rˆn = Rn
n−1∏
j=1
(
1−R2j
)
, n = 2, 3, ..., N . (4-A-3)
Performing an inverse Fourier transform over frequency, the dimensionless
scattering amplitude in the time domain becomes
ΦX(t) =
N∑
n=1
Rˆnδ(t− tn) , (4-A-4)
where δ(t) is the Dirac delta-function. The arrival time of the primary re-
flection from depth zn is tn = 2
∑n−1
m=0
hm
cm
.
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Appendix 4.B
Two approximations introduced into the WKBJ
approximation
In this appendix we develop two approximations that are introduced into
equation (4.60).
4.6.1 First approximation
Writing
ξ(z) =
∫ z
−∞
dz′ ξ′(z′) (4-B-1)
and
ξ˜(z) =
∫ z
−∞
dz′ ξ˜′(z′) , (4-B-2)
and introducing
ξ˜′(z) =
ξ′(z)
1− ξ′(z) , (4-B-3)
partial integration gives
ξ˜(z) =
ξ(z′)
1− ξ′(z′)
∣∣∣∣
z
0
−
∫ z
−∞
dz′
ξ(z′)ξ′′(z′)
(1− ξ′(z′))2 . (4-B-4)
In the WKBJ approximation, ξ ′′(z) = 0; therefore,
ξ˜(z) =
ξ(z)
1− ξ′(z) =
∫ z
−∞
dz′
ξ′(z′)
1− ξ′(z′) . (4-B-5)
4.6.2 Second approximation
By writing
1√
1− α(z) =
1√
1− αˆ(z)
√
1 +
α(z)− αˆ(z)
1− α(z) , (4-B-6)
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we readily observe that a sufficient criterion for the the validity of the ap-
proximation (4.62) in the WKBJ approximation, is
α(z)− αˆ(z)
1− α(z) ≈ 0 ,
dnξ(z)
dzn
= 0 , n ≥ 2 . (4-B-7)
By writing equation (4.49) in the form
αˆ(z) = α
(
z + ξˆ(z)
)
, (4-B-8)
where
ξˆ(z) =
∫ z
−∞
dz′
[
(1− αˆ(z′))− 12 − 1
]
, (4-B-9)
it can be shown that
α(z)− αˆ(z)
1− α(z) =
− 1
1− α(z)
[
α′(z)ξˆ(z) +
1
2
α′′(z)ξˆ2(z) +
1
6
α(3)(z)ξˆ3(z) + ...
]
. (4-B-10)
Further, from equation (4.34) it follows that in the WKBJ approximation
where the second-order and all higher order derivatives of the shift function
ξ(z) can be disregarded, then α(n) for n ≥ 1 can be neglected. Therefore, in
the WKBJ approximation it is allowed to write
1√
1− α(z) ≈
1√
1− αˆ(z) ,
dnξ(z)
dzn
= 0 , n ≥ 2 . (4-B-11)
Appendix 4.C2
Analysis of the relationship between the squeezed
potential estimate ˆˆα and the Born potential αB
The WKBJ-derived equation (4.68) gives a relationship between the esti-
mated squeezed potential ˆˆα and the Born potential αB. In this appendix we
2
This appendix is not included in the Inverse Problems paper.
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show that ˆˆα, derived from αB, is a precise estimate of α for those acoustic
media where the product of any three reflection coefficients is small compared
to the reflection coefficients themselves. Further, the relationship between ˆˆα
and αB can be used to estimate the acoustic velocity in the layered medium.
The corresponding eikonal-derived equation (4.72) is not analyzed in this
paper but can be shown to have similar properties.
The relationship is analyzed for a layered model by evaluating the accu-
racy between the n-layer potentials αn and ˆˆαn. The n-layer Born potential
αnB derived in equation (4.47) is expressed as function of the reflection co-
efficients R1 to Rn. Therefore, ˆˆαn can be represented in terms of the same
reflection coefficients. The n-layer actual potential αn defined in equation
(4.44), on the other hand, is given in terms of the velocity ratio c0/cn. For
the purpose of comparison with ˆˆαn it needs to be expressed in terms of the
reflection coefficients. Equation (4-A-1) yields
cn−1
cn
=
1−Rn
1 +Rn
,
therefore the velocity ratio c0/cn can be written as
c0
cn
=
c0
c1
c1
c2
...
cn−1
cn
=
n∏
j=1
1−Rj
1 +Rj
.
Hence, the n-layer actual potential αn can be represented as
αn = 1−
(
n∏
j=1
1−Rj
1 +Rj
)2
. (4-C-1)
Series expanding and subtracting αn and ˆˆαn show that
|αn − ˆˆαn| = On[R3] , (4-C-2)
where On[R
3] represents the product of any combination of reflection coeffi-
cients R1, R2, ..., Rn to the power of three. Therefore, the difference between
the n-layer actual potential and its estimate from the Born potential is al-
ways proportional to the third power of any of the reflection coefficients of
the n-layered medium. Thus, when reflection coefficients of the medium are
“small” in the sense that the product of any three of the reflection coefficients
is vanishingly small compared to any of the reflection coefficients, it is a good
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approximation to estimate the squeezed potential from the Born potential
by the algorithm
ˆˆα(z) = AW(z)αB(z) , (4-C-3)
where the WKBJ correction amplitude AW is given in equation (4.69).
For example, consider n = 1, in which case α1 and ˆˆα1 can be written in
terms of reflection coefficients as
α1/4 =
R1
1 + 2R1 +R21
= R1 − 2R21 + 3R31 − 4R41 + O[R51] ,
and
ˆˆα1/4 = R1
[(
1 + 4R21
) 1
2 − 2R1
]
= R1 − 2R21 + 2R31 + O1[R51] ,
respectively. Subtraction of α1 and ˆˆα1 shows that
|α1 − ˆˆα1|/4 = R31 − 4R41 + O1[R51] . (4-C-4)
Equation (4-C-4) implies that ˆˆα1 is a good approximation to α1 when R
3
1 is
much smaller than R1. Next, consider n = 2, in which case α2 and ˆˆα2 can
be written in terms of reflection coefficients as
α2/4 = R1 +R2 − 4R1R2 − 2R21 − 2R22 + O2[R3] ,
and
ˆˆα2/4 = R1 +R2 − 4R1R2 − 2R21 − 2R22 + O2[R3] ,
respectively. Subtraction of α2 and ˆˆα2 shows that
|α2 − ˆˆα2|/4 =
2R1R
2
2 + 3R
2
1R2 +R
3
1 +R
3
2 + 5R1R
3
2 + 4R
3
1R2 + 7R
2
1R
2
2 + O2[R
5] . (4-C-5)
Equation (4-C-5) implies that ˆˆα2 is a good approximation to α2 when the
product of reflection coefficients R1 and R2 of the third power are negligible
compared to the reflection coefficients R1 and R2. Likewise, the case n = 3
yields
α3/4 = R1 +R2 +R3 − 4R1R2 − 4R1R3 − 4R2R3 − 2R21 − 2R22 − 2R23 + O3[R3] ,
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and
ˆˆα3/4 = R1 +R2 +R3 − 4R1R2 − 4R1R3 − 4R2R3 − 2R21 − 2R22 − 2R23 + O3[R3] .
Subtraction of the series expansions of α3 and ˆˆα3 gives
|α3 − ˆˆα3|/4 = R31 +R32 +R33 + 2R1R22 + 2R1R23 + 2R2R23 + 3R21R2 + 3R21R3
+3R22R3 + 4R1R2R3 + O3[R
4] . (4-C-6)
Equation (4-C-6) shows that ˆˆα3 is a good approximation to α3 when the
product of any of the reflection coefficients R1, R2 and R3 to the third power
is small compared to the reflection coefficients themselves. For a general n,
equation (4-C-2) can be shown to be valid.
4.6.3 Layer velocities from the estimated potential
From the computation of ˆˆαn the velocity of layer n can be estimated. Equa-
tion (4.44) leads to the algorithm
cˆn =
c0√
1− ˆˆαn
. (4-C-7)
In the case that a continuous depth Born profile αB(z) is derived, the con-
tinuous velocity estimate reads
cˆ(z) =
c0√
1− ˆˆα(z)
. (4-C-8)
The only information that is required to estimate the layer velocities is the
Born potential obtained from constant-velocity imaging.
4.6.4 Analytic example
Consider the ten-layer medium where layer velocities cn, actual potentials αn
and reflection coefficients Rn for n = 1, ..., 9 are listed in table 4.1. Assume
that the Born potentials αnB corresponding to each of the layers have been
found through constant-velocity imaging. Then, compute ˆˆαn from the Born
potentials αnB by use of equation (4-C-3). Inputting ˆˆαn into equation (4-C-7)
yields the estimated layer velocities, cˆnW. The results presented in table 4.1
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show that the layer velocity estimates are quite precise, the errors being less
than three percent. Further, it is observed that the size of the error correlates
with the amplitude size of the Born potential, αB. When the same exercise
is repeated in the eikonal approximation, one obtains the velocity estimates
cˆnE presented in the table.
Appendix 4.D 3
Simplification of equation (4.43)
In this appendix, we simplify equation (4.43), that is,
αB(z) =
∞∑
n=0
1
n!
dn
dzn
α(z)ξn(z) (4-D-1)
under the WKBJ approximation. First, we must evaluate the nth order
derivatives. For order one to five we obtain:
(αξ)′ = αξ′ + α′ξ (4-D-2)
(αξ2)′′ = 2α(ξ′)2 + 4ξα′ξ′ + ξ2α′′ + 2αξξ′′ (4-D-3)
(αξ3)(3) = 6α(ξ′)3 + 18ξα′(ξ′)2 + 9ξ2ξ′α′′ + ξ3α(3) + 9ξ2α′ξ′′
+18αξξ′ξ′′ + 3αξ2ξ(3) (4-D-4)
(αξ4)(4) = 24α(ξ′)4 + 96ξα′(ξ′)3 + 72ξ2(ξ′)2α′′ + 16ξ3ξ′α(3) + ξ4α(4)
+144ξ2α′ξ′ξ′′ + 144αξ(ξ′)2ξ′′ + 24ξ3α′′ξ′′ + 36αξ2(ξ′′)2
+16ξ3α′ξ(3) + 48αξ2ξ′ξ(3) + 4αξ3ξ(4) (4-D-5)
(αξ5)(5) = 120α(ξ′)5 + 600ξα′(ξ′)4 + 600ξ2(ξ′)3α′′ + 200ξ3(ξ′)2α(3)
+25ξ4ξ′α(4) + ξ5α(5) + 1800ξ2α′(ξ′)2ξ′′ + 1200αξ(ξ′)3ξ′′
+600ξ3ξ′α′′ξ′′ + 300ξ3α′(ξ′′)2 + 900αξ2ξ′(ξ′′)2 + 50ξ4ξ′′α(3)
+400ξ3α′ξ′ξ(3) + 600αξ2(ξ′)2ξ(3) + 50ξ4α′′ξ(3)
+200αξ3ξ′′ξ(3) + 25ξ4α′ξ(4) + 100αξ3ξ′ξ(4) + 5αξ4ξ(5) (4-D-6)
3
This appendix is not included in the Inverse Problems paper.
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Neglecting terms of order ξ ′′ and higher gives
(αξ)′ = αξ′ + α′ξ (4-D-7)
(αξ2)′′ = 2α(ξ′)2 + 4α′ξξ′ + α′′ξ2 (4-D-8)
(αξ3)(3) = 6α(ξ′)3 + 18α′ξ(ξ′)2 + 9α′′ξ2ξ′ + α(3)ξ3 (4-D-9)
(αξ4)(4) = 24α(ξ′)4 + 96α′ξ(ξ′)3 + 72α′′ξ2(ξ′)2
+16α(3)ξ3ξ′ + α(4)ξ4 (4-D-10)
(αξ5)(5) = 120α(ξ′)5 + 600α′ξ(ξ′)4 + 600α′′ξ2(ξ′)3 + 200α(3)ξ3(ξ′)2
+25α(4)ξ4ξ′ + α(5)ξ5 (4-D-11)
With this approximation, in Table 4.3 we list the terms entering equation
(4-D-1) for n = 0, ..., 5. Considering the table, observe that summing along
diagonals, gives the following series representation for αB:
αB =
∞∑
n=0
αn =
∞∑
n=0
(ξ′)nαˆn (4-D-12)
where
αˆ0 = α + α
′ξ +
1
2!
α′′ξ2 +
1
3!
α(3)ξ3 +
1
4!
α(4)ξ4 +
1
5!
α(5)ξ5 + ... (4-D-13)
αˆ1 = αξ
′ +
4
2!
α′ξ +
9
3!
α′′ξ2ξ′ +
16
4!
α(3)ξ3ξ′ +
25
5!
α(4)ξ4ξ′ + ... (4-D-14)
αˆ2 =
2
2!
α +
18
3!
α′ξ +
72
4!
α′′ξ2 +
200
5!
α(3)ξ3 + ... (4-D-15)
αˆ3 =
6
3!
α +
96
4!
α′ξ +
600
5!
α′′ξ2 + ... (4-D-16)
αˆ4 =
24
4!
α +
600
5!
α′ξ + ... (4-D-17)
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n
0 1
0!
α
1 1
1!
αξ′ 1
1!
α′ξ
2 2
2!
α(ξ′)2 4
2!
α′ξξ′ 1
2!
α′′ξ2
3 6
3!
α(ξ′)3 18
3!
α′ξ(ξ′)2 9
3!
α′′ξ2ξ′ 1
3!
α(3)ξ3
4 24
4!
α(ξ′)4 96
4!
α′ξ(ξ′)3 72
4!
α′′ξ2(ξ′)2 16
4!
α(3)ξ3ξ′ 1
4!
α(4)ξ4
5 120
5!
α(ξ′)5 600
5!
α′ξ(ξ′)4 600
5!
α′′ξ2(ξ′)3 200
5!
α(3)ξ3(ξ′)2 25
5!
α(4)ξ4ξ′ 1
5!
α(5)ξ5
Table 4.3: Terms in equation (4-D-1).
αˆ5 =
120
5!
α + ... (4-D-18)
It follows that αˆn and α become
αˆn =
∞∑
m=n
n!
m!
(
m
n
)2
ξm−nα(m−n) =
∞∑
m=n
1
(m− n)!
(
m
n
)
ξm−nα(m−n) (4-D-19)
and
αn = (ξ
′)n
∞∑
m=n
1
(m− n)!
(
m
n
)
ξm−nα(m−n) (4-D-20)
Observe that αn is proportional to (ξ
′)n.
Appendix 4.E 4
Closed-form expression for equation (4.53)
4
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Our goal is to derive a closed-form expression for equation (4.53). First
consider
αn(z) =
(
dξ(z)
dz
)n ∞∑
m=n
1
(m− n)!
(
m
n
)
ξm−n(z)
dm−nα(z)
dzm−n
. (4-E-1)
To this end, the Fourier representation of αn(z) is introduced, which gives
αn(z) =(
dξ(z)
dz
)n ∞∑
m=n
1
(m− n)!
(
m
n
)
ξm−n(z)
1
2pi
∫
∞
−∞
dk exp(−ikz)(−ik)m−nα(k)
=
(
dξ(z)
dz
)n
1
2pi
∫
∞
−∞
dkDn(kξ) exp(−ikz)α(k), (4-E-2)
where
Dn(kξ) =
∞∑
m=n
1
(m− n)!
(
m
n
)
[−ikξ(z)]m−n . (4-E-3)
Setting x = ikξ, Dn for n = 0, ..., 5 becomes
D0 = exp(−x) (4-E-4)
D1 = (1− x) exp(−x) (4-E-5)
D2 =
1
2
(2− 4x+ x2) exp(−x) (4-E-6)
D3 =
1
6
(6− 18x+ 9x2 − x3) exp(−x) (4-E-7)
D4 =
1
24
(24− 96x+ 72x2 − 16x3 + x4) exp(−x) (4-E-8)
D5 =
1
120
(120− 600x+ 600x2 − 200x3 + 25x4 − x5) exp(−x)(4-E-9)
Dn can be written
Dn = exp(−x)
n∑
m=0
1
m!
(
n
m
)
(−x)n−m. (4-E-10)
The evaluation of the Born potential in equation (4.53), that is,
αB =
∞∑
n=0
αn (4-E-11)
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now amounts to evaluating
αB =
1
2pi
∫
∞
−∞
dk
{
∞∑
n=0
(
dξ
dz
)n n∑
m=0
1
m!
(
n
m
)
(−ikξ)n−m
}
exp[−ik(z + ξ)]α(k). (4-E-12)
As before, let x = ikξ. Introducing y = dξ/dz, we must evaluate the double
sum
S =
∞∑
n=0
yn
n∑
m=0
1
m!
(
n
m
)
(−x)n−m. (4-E-13)
Considering equations (4-E-4) to (4-E-9), we obtain by grouping terms in
powers of x (that is, summing in the vertical direction)
S =
∞∑
n=0
Sn, (4-E-14)
where
S0 = 1 + y + y
2 + y3 + y4 + y5 + ... =
1
1− y (4-E-15)
S1 = −xy
(
1 + 2y + 3y2 + 4y3 + 5y4 + ...
)
= − xy
(1− y)2 (4-E-16)
S2 =
1
2!
(xy)2
(
1 + 3y + 6y2 + 10y3 + ...
)
=
1
2!
(xy)2
(1− y)3 (4-E-17)
S3 = − 1
3!
(xy)3
(
1 + 4y + 10y2 + ...
)
= − 1
3!
(xy)3
(1− y)4 (4-E-18)
and
Sn = (−1)n 1
n!
(xy)n
(1− y)n+1 . (4-E-19)
Therefore, the sum (4-E-14) becomes
S =
1
(1− y)
∞∑
n=0
(−1)n 1
n!
(
xy
1− y
)n
=
1
(1− y) exp
(
− xy
1− y
)
. (4-E-20)
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The Born potential in equation (4-E-12) becomes
αB =
1
1− dξ
dz
1
2pi
∫
∞
−∞
dk exp
[
−ik
(
z + ξ + ξ
dξ
dz
/
(
1− dξ
dz
))]
α(k). (4-E-21)
Simplifying the expression in the exponential function,
ξ + ξ
dξ
dz
/
(
1− dξ
dz
)
=
ξ
1− dξ
dz
, (4-E-22)
and using the translation property of the Fourier transform, we obtain a
closed-form expression for the Born potential,
αB =
1
1− dξ
dz
α
(
z +
ξ
1− dξ
dz
)
. (4-E-23)
Appendix 4.F 5
Inverse Fourier transform of equation (4.40)
This appendix demonstrates that the inverse Fourier transform over fre-
quency of equation (4.40) yields equation (4.41). To this end, we make use
of the Dirac delta function properties.∫
∞
−∞
dxf(x)
dnδ(x− a)
dxn
= (−1)n d
nf(a)
dxn
, (4-F-1)
δ(ax) =
1
|a|δ(x), (4-F-2)
and the Fourier transform representation
dnδ(x− a)
dxn
=
1
2pi
∫
∞
−∞
dk(ik)n exp[ik(x− a)]. (4-F-3)
5
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In addition we make use of the Fourier integral transform
1
2pi
∫
∞
−∞
dk exp[−ikz]f(k)−ik =
∫ z
−∞
dt f(t). (4-F-4)
For any finite k and ξ(z), express the exponential function exp[ikξ(z)] in
equation (4.40) as an infinite series
exp[−2ikξ(z)] =
∞∑
n=0
(−2ik)n
n!
ξn(z). (4-F-5)
Equation (4.40) is then written as
Φ(ω)
−iω =
q
2
∞∑
n=0
(−q)n
n!
∫
∞
0
dz′ α(z′)(2iω)n exp[2iωqz′], (4-F-6)
where we have used that k = ωq. Applying the inverse Fourier transform
(2pi)−1
∫
dω exp[−iω(2qz] to equation (4-F-6), and using equation (4-F-4),
and interchanging the depth and frequency integrals give
4
∫ 2qz
−∞
dt′Φ(t′) = q
∞∑
n=0
(−q)n
n!
∫
∞
0
dz′α(z′)
1
2pi
∫
∞
−∞
dω (iω)n exp[iωq(z′ − z)].(4-F-7)
By using the Delta function properties (4-F-3), (4-F-2) and (4-F-1), and
recalling that q = 1/c0, one obtains equation (4.41).
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Chapter 5
Forward and inverse models in
one-dimensional acoustic
scattering
Abstract
This paper presents a new model for single forward scattering of acoustic
waves in a 1D stratified medium. The new model is compared to the model
presented in Chapter 4. Analytic studies and numerical examples show that
the new model performs more accurately both with regards to amplitude
handling in the forward modeling and thus with regards to estimation of the
layer depths and layer velocities in the inversion.
The method is evaluated through analytic studies and synthetic data
examples.
5.1 Introduction
General inverse geophysical methods have been the subject of many research
papers since the 1970s. In particular, inverse scattering methods from the
mainstream physics were introduced to the petroleum exploration industry
during the late 1970s and early 1980s (see, e.g., Razavy (1975) and Weglein
(1985)). During the last few years, inverse scattering theories related to seis-
mic have been revisited and further developed. Weglein et al (2000, 2002,
2003) introduced the general and exact inverse scattering series, where the
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three-dimensional (3D) potential is expanded in a series, each term of which
is determined in terms of the scattering data and a reference Green’s function.
Further, Weglein and coworkers introduce the subseries approach for elimi-
nating multiples and imaging/inverting primaries. Significant results related
to the inverse scattering series and its subseries for inversion/imaging are
reported in Innanen (2003), Innanen and Weglein (2003), Shaw et al (2004),
Shaw (2005), Zhang and Weglein (2005) and Liu et al (2005). On the other
hand, influenced by the results of Weglein and coworkers and those presented
in Shaw et al (2004) in particular, Amundsen et al (2005a, 2005b) by limiting
the inverse scattering problem to that of processing single scattering data,
proposed to directly invert for the scattering potential for a one-dimensional
(1D) forward scattering model in the WKBJ approximation.
In this paper we derive a new physical model for single scattering of
acoustic waves in a 1D stratified medium based on the first-order WKBJ
approximation. The model is inverted using the same strategy as presented
in Chapter 4. The model is then compared with the model presented in
Chapter 4 and by Amundsen et al (2005b) both with regards to the amplitude
handling in the forward modeling and with regards to inversion results.
5.2 The forward scattering model
In this section we present the forward model of acoustic scattering in a 1D
medium. For a 1D medium it is standard procedure to transform the physical
field variables by applying a Fourier transform with respect to time. This
transforms the acoustic equations into a system of first order differential
equations.
Let t denote time and z the depth coordinate, where z is positive down-
wards. An acoustic medium, where wave velocity c is a function of z is em-
bedded in a homogeneous reference medium with wave velocity c0. Density
ρ = ρ0 is constant. The system of equations governing wave motion consists
of the pressure-particle velocity relation (the time derivative of Hooke’s law),
∂v(z, t)
∂z
+
1
M(z)
∂p(z, t)
∂t
=
∂iv(z, t)
∂t
, (5.1)
and the equation of motion
∂p(z, t)
∂z
+ ρ0
∂v(z, t)
∂t
= 0 , (5.2)
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where p is the pressure, v is the particle velocity, M = ρ0c
2 is the bulk
modulus, and iv is a source distribution which represents a volume density
of volume injection. A monopole point source at z = 0 is represented by
ρ0
∂2iv(z, t)
∂t2
= δ(z)s(t) ,
where s(t) is the source signature and δ(z) represents a Dirac delta function.
The boundary conditions state continuity of pressure and particle velocity at
the interfaces. In addition, we impose the radiation conditions that the only
downgoing wave in the source layer is that radiated by the source, and that
there are no upgoing waves in the lower halfspace.
We introduce the Fourier transform with respect to time
G(ω) =
∫
∞
−∞
dt exp(iωt)g(t) , (5.3)
with inverse
g(t) =
1
2pi
∫
∞
−∞
dω exp(−iωt)G(ω) . (5.4)
were ω denotes circular frequency. In the following we introduce the wavenum-
ber k(z) = ω/c(z). In the reference medium the wavenumber is denoted by
k0 = ω/c0.
Fourier transform of equations (5.1) and (5.2) leads to the first-order wave
equation for pressure P and particle velocity V (Ursin 1983),
d
dz
B(z) = A(z)B(z) + Σ(z) , (5.5)
with field vector
B(z) =
[
P (z)
V (z)
]
, (5.6)
system matrix
A(z) =
[
0 iωρ0
−[iωρ0]−1k2(z) 0
]
, (5.7)
and source vector
Σ(z) =
[
0
−iωIv(z)
]
. (5.8)
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To characterize the difference between the reference and actual media we
introduce the velocity potential
αc(z) = 1−
(
c0
c(z)
)2
. (5.9)
The wavenumber now can be expressed as
k(z) = k0 Γ(z) ,
where
Γ(z) = [1− αc(z)]
1
2 =
c0
c(z)
(5.10)
is a function of the velocity potential and defines the ratio between the ve-
locities in the reference and actual media. In the scattering formalism, the
system matrix then can be written
A(z) =
[
0 iωρ0
−[iωρ0]−1k20Γ2(z) 0
]
. (5.11)
The field vector B can be decomposed into a wave vector W = (U,D)T
containing upgoing (U) and downgoing (D) pressure waves by an eigensystem
analysis of the system matrix A. By inserting the eigenvectors of A into the
columns of the matrix L, the up/down decomposition is achieved by the
linear transformation
W = L−1B , (5.12)
where
L
−1 =
1
2
[
1 −Z
1 Z
]
(5.13)
is the decomposition matrix, and
L =
[
1 1
−Z−1 Z−1
]
(5.14)
is the composition matrix, with
Z(z) = Z0 [Γ(z)]
−1 ,
where Z0 = ρ0ω/k0 is the acoustic impedance of the reference medium.
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5.2.1 Differential equation for W in an inhomogeneous
medium
Disregarding the source term in equation (5.5) the differential equation for
W in an inhomogeneous medium follows from equation (5.5) as
dW (z)
dz
=
[
Λ(z)−L−1(z)dL(z)
dz
]
W (z) , (5.15)
where the eigenvalue decomposition of A gives the diagonal eigenvalue matrix
Λ = L−1AL . (5.16)
Equation (5.15) then can be written
dW (z)
dz
=
[ −ik0Γ(z) 0
0 ik0Γ(z)
]
W (z) + s(z)
[
1 −1
−1 1
]
W (z) , (5.17)
where s is the scattering function,
s(z) = −1
2
Z(z)
(
dZ−1(z)
dz
)
= −1
2
d
dz
ln [Γ(z)] . (5.18)
The differential equations for U and D thus become
dU(z)
dz
= −ik0Γ(z)U(z) + s(z) [U(z)−D(z)] , (5.19)
and
dD(z)
dz
= ik0Γ(z)D(z) + s(z) [D(z)− U(z)] . (5.20)
Note that the upgoing and downgoing waves are coupled because of the
vertical variations of the medium parameters, which are expressed by the
term dL/dz.
In the reference medium, αc = 0, and the exact solution for the upgoing
and downgoing waves is
U(z) = exp(−ik0z)U(0) ,
D(z) = exp(ik0z)D(0) .
Neither of these two solutions admit scattering.
As is usual in scattering theory, the potential αc(z) is assumed to vanish
asymptotically, i.e., αc(z) → 0 as z → ±∞, at which limit the wave function
P is merely a plane propagating wave described by exp(±ik0z).
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5.2.2 WKBJ solutions for incident and scattered waves
Equations (5.19) and (5.20) are general differential equations for U and D,
and they describe all possible wave arrivals in the layered medium. In par-
ticular, they show how the entire wave field is made up of all the internal
reflections and transmissions within the medium. This wave field can be rep-
resented by an infinite series, known as the Bremmer series (Bremmer 1951),
each term which of represents a wave that is reflected a particular number
of times inside the medium.
In this paper, however, our interest is to describe single scattering. To this
end, we must describe the downward propagation of the incident field, and
its interaction with the upward propagating single-scattered wave. Then, for
the incident field we neglect the coupling of U withD. (We do not include the
generation of downgoing waves (multiples) caused by the upgoing scattered
field.) Disregarding this interaction, which is called the zero-order WKBJ
approximation, gives the one-way wave equation for the incident field,
dD0(z)
dz
= [ik0Γ(z) + s(z)]D0(z) , (5.21)
with solution
D0(z) = D0(0) exp
(∫ z
0
dz′s(z′)
)
exp
(
ik0
∫ z
0
dz′ Γ(z′)
)
. (5.22)
The boundary condition states that the only downgoing wave in the source
layer is that radiated by the source. Considering a point-source represented
by a Dirac delta function at z = 0, the downgoing field just below the source
is:
D0(0
+) = A(k0) = −a(ω)
2ik0
, (5.23)
where a(ω) is the source strength. By evaluating the integral over s we obtain
the following zero-order WKBJ solution for the downgoing field
D0(z) = A(k0) [Γ(z)]
−
1
2 exp
(
ik0
∫ z
0
dz′ Γ(z′)
)
. (5.24)
It is convenient to characterize the phase of the incident field in terms of
the difference between wave propagation in models without and with the
influence of the velocity potential. Equation (5.24) then can be written
D0(z) = A(k0) [Γ(z)]
−
1
2 exp (ik0 [z − ξ(z)]) , (5.25)
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where the WKBJ shift function
ξ = ξW(z) =
∫ z
−∞
dz′ [1− Γ(z′)] (5.26)
now picks up the additional phase caused by the velocity potential. The
WKBJ shift function obeys the differential equation
−2ξ′W + (ξ′W)2 + αc = 0 , ξ(n)W = 0 , n ≥ 2 . (5.27)
The zero of the second and higher order derivatives of the shift function
implies that it inside a layer must vary slowly over a wavelength.
The scattered field is solved in the first-order WKBJ approximation, as
shown in Appendix 5.B, where the zero-order WKBJ approximation incident
field (5.25) is substituted into the differential equation (5.19). The scattered
field then satisfies the linear first order differential equation
dU1(z)
dz
+ [ik0Γ(z)− s(z)]U1(z) = −s(z)D0(z) . (5.28)
Taking into account the radiation condition, U(∞) = 0 (no scattered (upgo-
ing) waves at infinity) the solution for the scattered field at the measurement
level is
U1(z = 0) = A(k0)
∫
∞
0
dz s(z) exp (2ik0 [z − ξ(z)]) . (5.29)
Thus, the scattered field is an integral over all depths of the derivative of the
logarithm of the acoustic velocity ratio, retarded by two-way traveltimes.
5.2.3 The single scattering forward model
It is convenient to express the single scattering data in terms of the dimen-
sionless scattering amplitude Φ = A−1U1. Our objective is to analyze the
logarithmic changes of the acoustic potential, and not the vertical derivatives
as expressed by the scattering function s in equation (5.18). A partial inte-
gration in equation (5.29) leads to the following result for the dimensionless
scattering amplitude
Φ(k0) = − ik0
2
∫
∞
0
dz α(z) exp (2ik0 [z − ξ(z)]) , (5.30)
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where α(z) is the scattering potential
α(z) = −2 ln [Γ(z)] Γ(z) . (5.31)
The forward model presented in Chapter 4 and in Amundsen et al (2005b)
is a special case of the model (5.30). When
(αc)
2
24
¿ 1 (5.32)
the following approximation is reasonable1
[1− αc(z)]
1
2 ln [1− αc(z)] ≈ −αc(z) , (5.33)
and the potential α(z) can be written
α(z) ≈ αc(z) . (5.34)
Thus, the approximation α(z) ≈ αc(z) yields the single scattering forward
model used in Chapter 4 and in Amundsen et al (2005b).
Equation (5.30) is a non-linear forward model for computing the dimen-
sionless scattering amplitude Φ(k) from the potential α. The single scattering
amplitude is found by performing an integral over depth over the product
of an amplitude function and a delay function. The amplitude function is
the scattering potential. The delay function consists of the product of two
functions, where the first exp(2ik0z) accounts for two-way wave propaga-
tion of the unperturbed wave in the reference medium, whereas the second
exp[−2ik0ξ(z)] corrects for the influence of the potential. Since the scattered
wave U1(z) travels through the same potential α(z) as the incident wave
D0(z) the shift function ξ(z) is the same for both cases. For a piecewise-
constant layered medium the delay function in the WKBJ approximation
predicts the exact traveltimes of the single scattering events. However, per-
forming the integral over depth, the predicted amplitudes of the single scat-
tering events will not be exact for the piecewise-constant layered medium
1
We have used that
(1− x) 12 ln (1− x) ≈ −x + x
3
24
+
x4
24
+ ...
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unless the boundary conditions of continuity of the pressure and the vertical
component of the particle velocity at the interfaces are explicitly introduced.
For the sake of forward modeling, the boundary conditions easily can be ac-
counted for. Interfaces or discontinuities in the potential are then treated
by correctly coupling the incident wave to the scattered waves. However,
for the inverse problem, where the location of interfaces is not known, it
would be cumbersome to account for the continuity conditions in an explicit
manner. Therefore, we choose to neglect these conditions at the expense
of using a forward model that predicts slightly incorrect amplitudes of the
single scattering events.
We will later compare the two forward models presented in this section
(with scattering potentials α(z) and αc(z), respectively) against an exact
forward model. We will in particular be considering the amplitude handling
of the two forward models.
5.3 Inverse scattering
The inverse scattering problem consists of reconstructing the potential α
from the dimensionless scattering amplitude Φ(k) (the single scattering data
measured at depth z = 0).
We refer the reader to Chapter 4 for a more detailed description of the
inversion approach. Here we will give a overview of the main elements in the
inversion method.
The inversion method is obtained in three main steps. In step one the
Born potential profile is computed by constant-velocity imaging (migration)
of the single scattering data in the time domain. Generally, interfaces in
the Born potential are severely mislocated in depth compared to the true
potential. In step two, a “squeezed” depth-dependent velocity potential is
estimated by non-linear direct inversion of the Born potential. We denote
this potential the “squeezed” potential since it mimics the actual velocity
potential when the depth axis is squeezed. Step three estimates the actual
depth-dependent velocity potential by stretching the squeezed potential so
that the interfaces are moved towards the correct depth. The stretch func-
tion is a function of the Born potential. Thus, the solution for the velocity
potential can be considered obtained by amplitude and shift adjusting the
Born potential. No information other than the Born potential is required.
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5.3.1 The Born potential and the single scattering data
As shown in Appendix 4.F, the inverse Fourier transform over frequency of
equation (5.30) yields
4
∫ 2z/c0
−∞
dt′Φ(t′) =
∞∑
n=0
1
n!
dn
dzn
α(z)ξn(z) , (5.35)
where z = c0t/2. In the Born approximation, the shift function is zero. By
considering ξ = 0 in the forward model (5.30), and inverse Fourier trans-
forming over frequency, the Born potential, per definition, is obtained:
αB(z) ≡ 4
∫ 2z/c0
−∞
dt′Φ(t′) . (5.36)
Equation (5.36), which amounts to data trace integration of single scatter-
ing events, is known as linear migration-inversion. The primary events are
placed at depths computed linearly using their traveltimes together with the
constant reference velocity. Thus, the trace integration yields the Born ap-
proximation of the scattering potential. Equation (5.35) therefore can be
written
αB(z) =
∞∑
n=0
1
n!
dn
dzn
α(z)ξn(z) . (5.37)
Given the Born potential αB(z) associated with constant-velocity imaging of
single scattering data, our goal is now to use equation (5.37) as the basis for
solving the inverse scattering problem in the WKBJ approximation.
In Appendix 4.D it is shown that by neglecting terms dnξ/dzn for n =
2, ...,∞, we can write equation (5.37) as an infinite sum where the nth term
is proportional to the nth power of the derivative of the shift function,
αB(z) ≈
∞∑
n=0
(
dξ(z)
dz
)n ∞∑
m=n
1
(m− n)!
(
m
n
)
ξm−n(z)
dm−nα(z)
dzm−n
. (5.38)
Equation (5.38) is a new basis for deriving a closed-form solution for α.
5.3.2 Estimation of the squeezed velocity potential αˆc
from αB
We now show that we can predict what the velocity potential is, not as a
function of the true depth, but as a function of the interface depths provided
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by the Born potential. This potential which is predicted from αB is called
a “squeezed” velocity potential, denoted αˆc, because it mimics the actual
velocity potential when the depth axis is squeezed so that the discontinuities
of the actual velocity potential match those of the Born potential.
Inside a layer, velocities are assumed to vary smoothly with depth. It
is then reasonable to disregard in equation (5.38) all derivatives of α. The
non-zero terms in equation (5.38) arrive for all n = m, giving
αB(z) ≈ αˆ(z)
∞∑
n=0
[
1− (1− αˆc(z))
1
2
]n
,
dn+1α(z)
dzn+1
= 0 . (5.39)
The sum is a geometric series, and we find
αB(z) ≈ αˆ(z)[1− αˆc(z)]− 12 . (5.40)
By inserting equation (5.31) for αˆ(z), we find
αB(z) = −2 ln[1− αˆc(z)] 12 . (5.41)
Solving for αˆc(z) now gives
αˆc(z) = 1− exp [−αB(z)] . (5.42)
Equation (5.42) shows that once αB has been derived, then the squeezed
velocity potential estimate αˆc(z) can be obtained. The only information
that is required for this estimation is the Born potential itself.
5.3.3 Stretching of the squeezed velocity potential to-
wards the actual velocity potential
For the 1D inverse scattering problem, Amundsen et al (2005a, 2005b) have
shown how the squeezed velocity potential can be non-linearly stretched with
respect to the depth axis so that the potential discontinuities are moved
towards their correct location. We will here follow the same procedure.
Equation (5.38) is a basis for deriving a closed-form solution for α. To
this end, the Fourier representation of α(z) is introduced, which gives
αB(z) ≈
∞∑
n=0
(
dξ(z)
dz
)n
1
2pi
∫
∞
−∞
dkDn(kξ) exp(−ikz)α(k) , (5.43)
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where
Dn(kξ) =
∞∑
m=n
1
(m− n)!
(
m
n
)
[−ikξ(z)]m−n . (5.44)
The sum Dn can be written
Dn(kξ) = exp[−ikξ(z)]
n∑
m=0
1
m!
(
n
m
)
[−ikξ(z)]n−m , (5.45)
and the expression for the Born potential then becomes
αB(z) ≈
1
2pi
∫
∞
−∞
dk
{
∞∑
n=0
(
dξ(z)
dz
)n n∑
m=0
1
m!
(
n
m
)
[−ikξ(z)]n−m
}
exp[−ik(z + ξ(z))]α(k) .
(5.46)
In equation (5.46) the double sum can be written as a single sum that is
recognized as an expression for the exponential function,
∞∑
n=0
(
dξ(z)
dz
)n n∑
m=0
1
m!
(
n
m
)
[−ikξ(z)]n−m =
1
1− ξ′(z)
∞∑
n=0
(−1)n
n!
(
ikξ(z)ξ′(z)
1− ξ′(z)
)n
=
1
1− ξ′(z) exp
(
− ikξ(z)ξ
′(z)
1− ξ′(z)
)
. (5.47)
The Born potential in equation (5.46) now reads
αB(z) ≈
(
1− dξ(z)
dz
)
−1
1
2pi
∫
∞
−∞
dk exp
[
−ik
(
z +
ξ(z)
1− ξ′(z)
)]
α(k) . (5.48)
Using the translation property of the Fourier transform, we obtain a closed-
form expression for the Born potential,
αB(z) ≈
(
1− dξ(z)
dz
)
−1
α
(
z +
ξ(z)
1− dξ(z)
dz
)
. (5.49)
5.3. INVERSE SCATTERING 171
As shown in Chapter 4, equation (5.49) can be improved by introducing
two new approximations, both which are valid in the WKBJ approximation.
First, under the WKBJ assumption that ξ ′′(z) is negligible, the replacement
ξ(z)
1− dξ(z)
dz
→
∫ z
−∞
dz′
dξ(z′)
dz′
1− dξ(z′)
dz′
, ξ′′(z) = 0 , (5.50)
is justified. Second, when ξ ′′(z) and all higher-order derivatives are disre-
garded, the following replacement is justified:
[1− αc(z)]−
1
2 → [1− αˆc(z)]−
1
2 ,
dnξ(z)
dzn
= 0 , n ≥ 2 . (5.51)
Inserting the two approximations into equation (5.49) and recalling equation
(5.26) give the result
αB(z) ≈ [1− αˆc(z)]−
1
2 α
(
z +
∫ z
−∞
dz′
[
(1− αˆc(z′))−
1
2 − 1
])
.(5.52)
By using the relationship (5.40) between the Born potential αB and the
squeezed potential αˆ, equation (5.52) can be re-written in the following form:
αˆ(z) = α
(
z +
∫ z
−∞
dz′
[
(1− αˆc(z′))−
1
2 − 1
])
. (5.53)
The scattering potential α and the velocity potential αc have the same po-
tential discontinuities in depth. The shift function of the velocity potential
must therefore obey the same shift-formula as the scattering potential, that
is
αˆc(z) = αc
(
z +
∫ z
−∞
dz′
[
(1− αˆc(z′))−
1
2 − 1
])
. (5.54)
Observe that the non-linear shift function is a function of the Born potential.
Thus, the solution for the velocity potential can be considered obtained by
amplitude and shift adjusting the Born potential.
Provided that the Born potential has been computed according to equa-
tion (5.36), then equations (5.42)and (5.54) suggest a two-step solution for
the velocity potential αc. First, the squeezed potential αˆc is estimated from
the Born potential according to equation (5.42). Then the potential αc is
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derived as a non-linear shift of αˆc according to equation (5.54). The non-
linear shift is seen to correspond to stretching the depth axis of the squeezed
potential result, αˆc. The effect of shifting is to locate interfaces that are
mislocated in αˆc towards their correct location. Thus, in the absence of the
actual velocity function, the scale and shift algorithm extracts the necessary
information from the Born depth profile αB(z).
5.4 Comparing forward models with regards
to amplitude handling
In this section we compare the amplitude handling of the two forward models
described previously. The amplitudes of the forward models are compared
against the exact amplitudes from an exact forward model for primary reflec-
tions in a piecewise-constant layered medium. This exact model is described
in Appendix 4.A. The performance of the forward model (5.30) with respect
to amplitude handling is derived in Appendix 5.A.
Exact modeling in the frequency domain of the N events of the dimen-
sionless scattering amplitude can be performed according to
ΦX(ω) =
N∑
n=1
Rˆn exp
(
2iω
n−1∑
m=0
hm
cm
)
, (5.55)
where each wave has the form of the product of an amplitude function and
a delay function. The frequency dependency comes only as a complex expo-
nential due to the delay. The amplitude of the wave from the interface at
depth zn is the product of the plane-wave reflection coefficient at zn and the
transmission coefficients encountered by the wave, namely
Rˆ1 = R1 , Rˆn = Rn
n−1∏
j=1
(
1−R2j
)
, n = 2, 3, ..., N . (5.56)
For the piecewise-constant layered medium the frequency response in the
WKBJ model gives
ΦW(ω) =
N∑
n=1
Υn exp
(
2iω
n−1∑
m=0
hm
cm
)
, (5.57)
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where the amplitude of the wave from the interface at depth zn is
Υn =
cn
4c0
αn − cn−1
4c0
αn−1 , n = 1, 2, ..., N . (5.58)
By comparing the modeling schemes (5.55) and (5.57) we observe that the
delay functions are equal but that the amplitude functions differ.
We now consider two numerical examples in order to analyze the ampli-
tude error of the WKBJ forward models given by (5.30). Results for both
α = −2 ln [1− αc]
1
2 [1− αc]
1
2 and α = αc are presented and compared. First
we consider a ten-layer medium with reference velocity c0 = 1500 m/s. Next
we consider a fifteen-layer medium with reference velocity c0 = 1500 m/s.
The major difference between these two media is the sea-bottom properties.
In the ten-layer medium there is a high contrast in velocity at the sea-bottom
while in the fifteen layer medium there is a more gradual increase in velocity
at the sea-bottom. The velocity profiles of the ten-layer medium and the
fifteen-layer medium are given in figures 5.2a and 5.4a, respectively. The
amplitude responses for the ten-layer medium and the fifteen layer medium
are presented in tables 5.1 and 5.2, respectively.
The analytic studies and the numerical examples show that the forward
scattering model given by equation (5.30) performs more accurately with re-
gards to the amplitude handling when the scattering potential is represented
by α = −2 ln [1− αc]
1
2 [1− αc]
1
2 compared to the α = αc representation. The
amplitude error for the ten-layer example ranges from approximately 0.5 to
3 percent and 1.5 to 15.5 percent, respectively, for the two representations.
For the fifteen-layer medium the amplitude errors are significantly smaller
(the ranges are approximately 0 to 2 percent and 0 to 14.5 percent for the
two representations). The amplitude errors are smaller for the fifteen-layer
medium due to the fact that the velocity contrast between layers and then
also the reflection coefficient are smaller for the fifteen-layer medium than
on the ten-layer medium. Amundsen et al (2005b) showed that the forward
scattering model is more accurate for those media where the product of any
three reflection coefficients is small compared to the reflection coefficients
themselves.
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5.5 Comparing the inverse solutions
In this section we compare three different solutions of the inverse scattering
problem.
For the forward scattering model given by equations (5.30) and (5.31) the
squeezed velocity potential is determined from the Born potential by
αˆc(z) = 1− exp [−αB(z)] . (5.59)
An approximation to (5.60) which is exact for the single-interface problem
is2,
αˆc(z) ≈ αB(z)
(1 + αB(z)/4)2
. (5.60)
By considering the approximation α(z) ≈ αc(z) in the single scattering
forward model given by equation (5.30) we obtain the squeezed velocity po-
tential formula developed in Chapter 4
αˆc(z) =
[(
1 +
1
4
α2B(z)
) 1
2
− 1
2
αB(z)
]
αB(z) . (5.61)
The three different inverse solutions for the squeezed velocity potential
given by equations (5.59), (5.60) and (5.61) are subject to comparison with
regards to how accurate the layer depths and layer velocities are estimated.
We consider the same models as in the previous section – the ten-layer
medium and the fifteen-layer medium. Synthetic data are generated based on
the exact forward model described in Appendix 4.A. The synthetic data for
the ten-layer medium and the fifteen-layer medium are displayed in figures 5.1
and 5.3, respectively. We then apply the different inverse scattering solutions
described above. Recall that the inverse solution is obtained in three steps.
First, the Born potential is computed by constant-velocity migration of the
single scattering data. Second, the squeezed velocity potential is estimated
2
We have written
exp[−αB] =
(
exp[−αB/4]
exp[αB/4]
)2
≈
(
1− αB/4
1 + αB/4
)2
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by nonlinear direct inversion of the Born potential. Third, the actual velocity
potential is estimated by stretching the estimated squeezed velocity potential
according to equation (5.54). The estimated velocity profiles from the differ-
ent inverse solutions of the ten-layer medium and fifteen-layer medium are
given in figures 5.2b and 5.4b, respectively. The estimated layer depths and
layer velocities for the ten-layer medium and fifteen layer medium are pre-
sented in tables 5.3 and 5.5, respectively. The estimated velocity potentials
for the two media are presented in tables 5.4 and 5.6.
The numerical examples show that the inversion scheme given by (5.59)
gives the most accurate estimates of the layer depths and layer velocities for
both media considered. The inversion method gives very good estimates for
both layer depths and layer velocities with errors below 0.5 percent for the
ten-layer medium and below 0.2 percent for the fifteen-layer medium. The
other inversion schemes give sligthly higher errors, but still perform quite
well. The errors are consistently higher for the ten-layer medium than for
the fifteen-layer medium. This is consistent with the observations done when
analyzing the amplitude prediction in the forward scattering model developed
in this chapter and Chapter 4.
5.6 Conclusions
In this paper we have derived a new and improved physical model for single
scattering of acoustic waves in a 1D stratified medium based on the first-order
WKBJ approximation. The analytic studies and the numerical examples
showed that the improved forward scattering model performed more accu-
rately with regards to amplitude handling compared to the forward model
presented in Chapter 4. An improved forward model also yields more ac-
curate inversion results. The numerical examples showed that the inversion
scheme based on the improved forward model gave more accurate estimates
of the layer depths and layer velocities compared estimates based on the
model in Chapter 4.
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Figure 5.1: The modeled data for the ten-layer medium example.
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Figure 5.2: The ten-layer medium. (a) The actual velocity model. (b) The
estimated velocity models obtained from the estimated squeezed velocity
potentials given by (5.59), (5.60) and (5.61) in green, turquoise and red, re-
spectively. The estimated velocity models are obtained by stretching the es-
timated squeezed velocity potentials according to equation (5.54) and solving
for the velocity model c(z) using the relationship (5.9) between the velocity
potential and the velocity model. For the purpose of comparison, the actual
velocity model is re-plotted in black.
178 CHAPTER 5. FORWARD AND INVERSE MODELS
Table 5.1: Ten-layer medium with reference velocity c0 = 1500 m/s. Here, Rn
is the reflection coefficient, Rˆn is the effective reflection coefficient (the prod-
uct of the reflection coefficient and the transmission coefficients), Υn(αc) is
the analytically derived primary reflection amplitude using α = αc, ∆Υn(αc)
is the error (|(Rˆn−Υn)/Rˆn|) in Υn(αc) relative to the effective reflection co-
efficient, Υn(α) is the analytically derived primary reflection amplitude using
α = −2 ln [1− αc]
1
2 [1− αc]
1
2 and ∆Υn(α) is the error in Υn(α) relative to
the effective reflection coefficient.
n Rn Rˆn Υn(αc) ∆Υn(αc) [%] Υn(α) ∆Υn(α) [%]
0 - - - - - -
1 0.11760 0.11760 0.11930 1.4 0.11820 0.5
2 0.02564 0.02529 0.02654 4.9 0.02565 1.4
3 0.02439 0.02404 0.02560 6.5 0.02440 1.5
4 0.02326 0.02291 0.02478 8.2 0.02326 1.5
5 0.08333 0.08203 0.09289 13.2 0.08353 1.8
6 -0.06122 -0.05985 -0.06881 15.0 -0.06130 2.4
7 -0.02222 -0.02164 -0.02408 11.3 -0.02223 2.7
8 0.04348 0.04232 0.04754 12.3 0.04351 2.8
9 0.02041 0.01983 0.02292 15.6 0.02041 2.9
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Figure 5.3: The modeled data for the fifteen-layer medium example.
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Figure 5.4: The fifteen-layer medium. (a) The actual velocity model. (b)
The estimated velocity models obtained from the estimated squeezed velocity
potentials given by (5.59), (5.60) and (5.61) in green (almost identical to
the actual velocity model), turquoise and red, respectively. The estimated
velocity models are obtained by stretching the estimated squeezed velocity
potentials according to equation (5.54) and solving for the velocity model c(z)
using the relationship (5.9) between the velocity potential and the velocity
model. For the purpose of comparison, the actual velocity model is re-plotted
in black.
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Table 5.2: Fifteen-layer medium with reference velocity c0 = 1500 m/s.
Here, Rn is the reflection coefficient, Rˆn is the effective reflection coefficient
(the product of the reflection coefficient and the transmission coefficients),
Υn(αc) is the analytically derived primary reflection amplitude using α = αc,
∆Υn(αc) is the error (|(Rˆn −Υn)/Rˆn|) in Υn(αc) relative to the effective re-
flection coefficient, Υn(α) is the analytically derived primary reflection am-
plitude using α = −2 ln [1− αc]
1
2 [1− αc]
1
2 and ∆Υn(α) is the error in Υn(α)
relative to the effective reflection coefficient.
n Rn Rˆn Υn(αc) ∆Υn(αc) [%] Υn(α) ∆Υn(α) [%]
0 - - - - - -
1 0.00826 0.00826 0.00826 0.0 0.00826 0.0
2 0.00813 0.00813 0.00813 0.0 0.00813 0.0
3 0.01587 0.01587 0.01589 0.1 0.01587 0.0
4 0.02290 0.02289 0.02299 0.4 0.02290 0.1
5 0.02899 0.02896 0.02928 1.1 0.02899 0.1
6 0.03401 0.03395 0.03473 2.3 0.03403 0.2
7 0.02564 0.02557 0.02654 3.8 0.02565 0.3
8 0.02439 0.02430 0.02560 5.3 0.02440 0.4
9 0.02326 0.02316 0.02478 7.0 0.02326 0.4
10 0.08333 0.08294 0.09289 12.0 0.08353 0.7
11 -0.06122 -0.06051 -0.06881 13.7 -0.06130 1.3
12 -0.02222 -0.02188 -0.02408 10.0 -0.02223 1.6
13 0.04348 0.04279 0.04754 11.1 0.04351 1.7
14 0.02041 0.02005 0.02292 14.3 0.02041 1.8
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Table 5.3: Ten-layer medium with reference velocity c0 = 1500 m/s. Here, zn
is the actual layer depth, zˆnW1, zˆnW2 and zˆnW3 are the estimated layer depths
obtained from stretching the estimated squeezed potentials given by (5.59),
(5.60) and (5.61), respectively. cn is the actual layer velocity, cˆnW1, cˆnW2 and
cˆnW3 are the estimated layer velocities obtained from the estimated squeezed
potentials (5.59), (5.60) and (5.61), respectively. ∆cˆnW1, ∆cˆnW2 and ∆cˆnW3
are the errors in cˆnW1, cˆnW2 and cˆnW3, respectively, relative to the actual
velocity.
n zn[m] zˆnW1[m] zˆnW2[m] zˆnW3[m]
0 0 0 0 0
1 300 300 300 300
2 400 400 400 401
3 500 501 501 500
4 600 600 601 599
5 700 701 702 699
6 800 799 801 795
7 1000 999 1003 993
8 1100 1099 1103 1091
9 1200 1198 1203 1188
n cn[m/s] cˆnW1[m/s] ∆cˆnW1[%] cˆnW2[m/s] ∆cˆnW2[%] cˆnW3[m/s] ∆cˆnW3[%]
0 1500 1500 0.0 1500 0.0 1500 0.0
1 1900 1898 0.1 1900 0.0 1894 0.3
2 2000 1996 0.2 2000 0.0 1989 0.6
3 2100 2095 0.3 2101 0.1 2082 0.8
4 2200 2193 0.3 2203 0.1 2174 1.2
5 2600 2584 0.6 2620 0.8 2523 3.0
6 2300 2292 0.3 2307 0.3 2266 1.5
7 2200 2195 0.2 2206 0.3 2176 1.1
8 2400 2389 0.5 2410 0.4 2353 2.0
9 2500 2486 0.6 2514 0.5 2438 2.5
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Table 5.4: Ten-layer medium with reference velocity c0 = 1500 m/s. Here,
αn is the actual velocity potential, αˆnW1, αˆnW2 and αˆnW3 are the estimated
velocity potentials obtained from the estimated squeezed potentials (5.59),
(5.60) and (5.61), respectively. Notice that αn and αˆnW2 are exactly equal
for n=1, in agreement with the construction of the solution (5.60).
n αn αˆnW1 αˆnW2 αˆnW3
0 0.0000 0.0000 0.0000 0.0000
1 0.3767 0.3754 0.3767 0.3727
2 0.4375 0.4355 0.4377 0.4312
3 0.4898 0.4872 0.4904 0.4811
4 0.5351 0.5321 0.5364 0.5240
5 0.6672 0.6630 0.6723 0.6466
6 0.5747 0.5718 0.5774 0.5616
7 0.5351 0.5331 0.5375 0.5250
8 0.6094 0.6058 0.6126 0.5935
9 0.6400 0.6359 0.6439 0.6215
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Table 5.5: Fifteen-layer medium with reference velocity c0 = 1500 m/s. Here,
zn is the actual layer depth, zˆnW1, zˆnW2 and zˆnW3 are the estimated layer
depths obtained from stretching the estimated squeezed potentials given by
(5.59), (5.60) and (5.61), respectively. cn is the actual layer velocity, cˆnW1,
cˆnW2 and cˆnW3 are the estimated layer velocities obtained from the estimated
squeezed potentials (5.59), (5.60) and (5.61), respectively. ∆cˆnW1, ∆cˆnW2
and ∆cˆnW3 are the errors in cˆnW1, cˆnW2 and cˆnW3, respectively, relative to
the actual velocity.
n zn[m] zˆnW1[m] zˆnW2[m] zˆnW3[m]
0 0 0 0 0
1 300 300 300 300
2 310 310 310 310
3 320 320 320 320
4 330 330 330 330
5 350 350 350 350
6 375 376 376 376
7 400 401 401 401
8 500 502 502 501
9 600 600 601 600
10 700 700 701 698
11 800 800 803 797
12 1000 1000 1004 993
13 1100 1101 1106 1094
14 1200 1200 1205 1191
n cn[m/s] cˆnW1[m/s] ∆cˆnW1[%] cˆnW2[m/s] ∆cˆnW2[%] cˆnW3[m/s] ∆cˆnW3[%]
0 1500 1500 0.0 1500 0.0 1500 0.0
1 1525 1525 0.0 1525 0.0 1525 0.0
2 1550 1550 0.0 1550 0.0 1550 0.0
3 1600 1600 0.0 1600 0.0 1600 0.0
4 1675 1675 0.0 1675 0.0 1675 0.0
5 1775 1775 0.0 1776 0.0 1773 0.1
6 1900 1900 0.0 1902 0.1 1895 0.2
7 2000 1999 0.1 2003 0.2 1992 0.4
8 2100 2099 0.0 2106 0.3 2086 0.7
9 2200 2198 0.1 2209 0.4 2179 0.9
10 2600 2595 0.2 2632 1.2 2533 2.6
11 2300 2299 0.0 2315 0.6 2272 1.2
12 2200 2201 0.0 2211 0.5 2181 0.8
13 2400 2397 0.1 2419 0.8 2360 1.7
14 2500 2495 0.2 2524 1.0 2447 2.1
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Table 5.6: Fifteen-layer medium with reference velocity c0 = 1500 m/s. Here,
αn is the actual velocity potential, αˆnW1, αˆnW2 and αˆnW3 are the estimated
velocity potentials obtained from the estimated squeezed potentials (5.59),
(5.60) and (5.61), respectively.
n αn αˆnW1 αˆnW2 αˆnW3
0 0.0000 0.0000 0.0000 0.0000
1 0.0325 0.0325 0.0325 0.0325
2 0.0635 0.0635 0.0635 0.0635
3 0.1211 0.1211 0.1211 0.1210
4 0.1980 0.1980 0.1988 0.1976
5 0.2859 0.2857 0.2863 0.2846
6 0.3767 0.3764 0.3778 0.3737
7 0.4375 0.4370 0.4393 0.4327
8 0.4898 0.4892 0.4925 0.4830
9 0.5351 0.5344 0.5388 0.5262
10 0.6672 0.6659 0.6753 0.6492
11 0.5747 0.5743 0.5800 0.5640
12 0.5351 0.5354 0.5398 0.5271
13 0.6094 0.6085 0.6154 0.5960
14 0.6400 0.6387 0.6468 0.6241
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Appendix 5.A
Modeling of the primary reflection response in
the WKBJ approximation
In Appendix 4.A we showed how to model the primary reflection response of
a medium with N + 1 homogeneous layers. The primary reflection response
is exact since the boundary conditions of continuity of the pressure and the
vertical component of particle velocity were explicitly introduced at every
boundary.
In the main text of this chapter we have noted that for a piecewise-
constant layered medium the WKBJ forward model (5.30) predicts the exact
traveltimes of single scattering events, but not exact amplitudes unless the
boundary conditions inside the medium are explicitly accounted for. In this
appendix we derive analytic expressions for the amplitude of the single scat-
tering events when the boundary conditions are not explicitly introduced as
for the WKBJ forward model.
As an illustration we consider plane-wave propagation in a medium con-
sisting of two halfspaces above and below a single layer (two interfaces). The
interfaces are at depths z1 and z2, and the source and the receiver are both
located at depth z = 0 in the zero’th layer which is the reference medium
with velocity c0. The single layer has velocity c1 and the lower halfspace has
velocity c2.
The forward model being considered is given by (5.30), that is,
ΦW(ω) = − ik0
2
∫
∞
0
dz α(z) exp (2ik0 [z − ξ(z)]) , (5-A-1)
where the WKBJ shift function
ξ(z) = ξW(z) =
∫ z
−∞
dz′
[
1− (1− αc(z)) 12
]
. (5-A-2)
The potential for this two interface model is
α(z) =


0 z < z1
α1 z1 < z < z2
α2 z ≥ z2.
(5-A-3)
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The shift function becomes
ξ(z) =


0 z < z1
(1− c0
c1
)(z − z1) z1 < z < z2
(1− c0
c1
)(z2 − z1) + (1− c0c2 )(z − z2) z ≥ z2.
(5-A-4)
By evaluating the integral in (5-A-1), one obtains
ΦW(ω) =
c1α1
4c0
exp
(
2iω
h0
c0
)
+
c2α2 − c1α1
4c0
exp
(
2iω
h1
c1
)
exp
(
2iω
h0
c0
)
, (5-A-5)
where h0 = z1 and h2 = z2 − z1.
For a piecewise-constant N + 1 layered medium the frequency response
in the WKBJ model gives
ΦW(ω) =
N∑
n=1
Υn exp
(
2iω
n−1∑
m=0
hm
cm
)
, (5-A-6)
where the amplitude of the wave from the interface at depth zn is
Υn =
cn
4c0
αn − cn−1
4c0
αn−1 , n = 1, 2, ..., N . (5-A-7)
and hm = zm+1 − zm. By comparing the modeling schemes (4-A-2) derived
in Appendix 4.A and (5-A-6) we observe that the delay functions are equal
but that the amplitude functions differ.
Appendix 5.B
The scattered field in the first-order WKBJ
approximation
In this appendix we solve the linear first order differential equation (5.28) for
the scattered field3,
dU1(z)
dz
+
(
ik0[1− αc(z)] 12 − s(z)
)
U1(z) = −s(z)D0(z) . (5-B-1)
3
The linear first order differential equation
u′(z) + f(z)u(z) = g(z),
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Letting
f(z) = ik0[1− αc(z)] 12 − s(z)
g(z) = −s(z)D0(z)
the solution for U1 is
U1(z) =
exp
(
−
∫ z
dz′f(z′)
)[∫ z
dz′g(z′) exp
(∫ z′
dz′′f(z′′)
)
+ C
]
(5-B-2)
i.e.,
U1(z) =
exp
(
−
∫ z
∞
dz′f(z′)
)[∫ z
∞
dz′g(z′) exp
(∫ z′
∞
dz′′f(z′′)
)
+ C
]
(5-B-3)
i.e.,
U1(z) =
− exp
(∫
∞
z
dz′f(z′)
)[∫
∞
z
dz′g(z′) exp
(
−
∫
∞
z′
dz′′f(z′′)
)
− C
]
.(5-B-4)
The radiation condition (no upgoing waves at infinity) gives C = 0. Then
U1(z) = − exp
(∫
∞
z
dz′f(z′)
)∫
∞
z
dz′g(z′) exp
(
−
∫
∞
z′
dz′′f(z′′)
)
. (5-B-5)
The integral in the exponential function becomes∫
∞
z
dz′f(z′) = ik0
∫
∞
z
dz′[1− αc(z′)] 12 −
∫
∞
z
dz′s(z′). (5-B-6)
has the solution
u(z) = exp
(
−
∫
z
dz′f(z′)
)[∫
z
dz′g(z′) exp
(∫
z
′
dz′′f(z′′)
)
+ C
]
.
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The last integral gives∫
∞
z
dz′s(z′) =
∫
∞
z
dz′
d
dz′
ln
(
[1− αc(z′)]−1/4
)
= ln
(
[1− αc(z′)]−1/4
)
∞
z
= − ln
(
[1− αc(z)]−1/4
)
(5-B-7)
hence,∫
∞
z
dz′f(z′) = ln
(
[1− αc(z)]−1/4
)
+ ik0
∫
∞
z
dz′[1− αc(z′)] 12 . (5-B-8)
Thus,
exp
(∫
∞
z
dz′f(z′)
)
= [1− αc(z)]−1/4 exp
(
ik0
∫
∞
z
dz′[1− αc(z′)] 12
)
(5-B-9)
and
exp
(
−
∫
∞
z′
dz′′f(z′′)
)
= [1− αc(z′)]1/4 exp
(
−ik0
∫
∞
z′
dz′′[1− αc(z′′)] 12
)
.
(5-B-10)
Equation (5-B-5) now gives
U1(z) = A(k0) exp
(
ik0
∫
∞
z
dz′[1− αc(z′)] 12
)
×
∫
∞
z
dz′s(z′) exp
(
ik0
∫ z′
0
dz′′ [1− αc(z′′)]
1
2
)
exp
(
−ik0
∫
∞
z′
dz′′[1− αc(z′′)] 12
)
.
(5-B-11)
Using that
exp
(
ik0
∫ z′
0
dz′′ [1− αc(z′′)]
1
2
)
exp
(
−ik=
∫
∞
z′
dz′′[1− αc(z′′)] 12
)
=
exp
(
2ik0
∫ z′
0
dz′′ [1− αc(z′′)]
1
2
)
exp
(
−ik0
∫
∞
0
dz′[1− αc(z′)] 12
)
, (5-B-12)
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equation (5-B-11) yields
U1(z) = A(k0) exp
(
−ik0
∫ z
0
dz′[1− αc(z′)] 12
)
×
∫
∞
z
dz′s(z′) exp
(
2ik0
∫ z′
0
dz′′ [1− αc(z′′)]
1
2
)
. (5-B-13)
The scattered field at z = 0 is
U1(z = 0) = A(k0)
∫
∞
0
dzs(z) exp
(
2ik0
∫ z
0
dz′ [1− αc(z′)]
1
2
)
, (5-B-14)
where the scattering function s is given in equation (5.18). In terms of the
WKBJ shift function (5.26) the upgoing field is written
U1(z = 0) = A(k0)
∫
∞
0
dzs(z) exp (2ik0 [z − ξW(z)]) . (5-B-15)
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