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Abstract. We present an algorithm which tracks multiple objects for
video surveillance applications. This algorithm is based on a Bayesian
framework and a Particle ﬁlter. In order to use this method in practical
applications we deﬁne a statistical model of the object appearance to
build a robust likelihood function. The tracking process is only based
on image data, therefore, a previous step to learn the object shape and
their motion parameters is not necessary. Using the localization results,
we can deﬁne a prior density which is used to initialize the algorithm.
Finally, our method has been proved successfully in several sequences
and its performance is more accurate than classical ﬁlters.
1 Introduction
Nowadays, the presence of cameras in streets and buildings is habitual. Human
operators control these cameras in order to notify any incidence. However, in
most cases, a video surveillance system is composed of a great number of cameras
which can not be observed at the same time. Therefore, it is necessary a computer
vision system in order to assist humans.
Usually, an automatic video surveillance systems includes the followingtasks:
locatingobjects, visual trackingand action recog nition. The localization module
involves to detect objects into the images. Next, these objects are classiﬁed
in diﬀerent categories. The visual tracking task is used to maintain the object
trajectories and to prevent localization errors. Lastly, the goal of the action
recognition module is to describe what happens in the scene.
The main diﬃculties of an automatic video surveillance system are the variety
of both the scenarios and the acquisition conditions. It is possible to design
systems with one or more cameras which can be static or mobile, and diﬀerent
sensors such as color or infrared cameras.
In this paper, we ﬁrstly revise the previous work. Subsequently, we deﬁne a vi-
sual trackingmethod suitable for video surveillance applications. This method
is based on a Bayesian framework and a Particle ﬁlter. Also, we deﬁne a prior
density which allows to use this algorithm for video surveillance. Finally, we
present the results of our algorithm and we discuss the conclusions and further
work.
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2 Background and Previous Work
There are two main approaches for object detection in automatic video surveil-
lance applications: temporal diﬀerences and background subtraction. Frame dif-
ferencingperforms well in real-time[ 7] but it fails when a tracked object ceases
its motion. Background subtraction[10] is based on statistical models to build
the appearance model of a static scene. Both methods require the use of a static
camera.
Referringto the trackingmodule, there are works based on a combination
of diﬀerent computer vision algorithms which performs properly in real envi-
ronments [2, 9]. However, these works are application-based and they can not
be generalized for general visual tracking applications. The main diﬃculty of
these visual trackingalg orithms is to maintain the object trajectory when new
objects appear in the scene or occlusions occur. Therefore it is necessary a pro-
cess of data association and diﬀerent application-based heuristics to perform the
trackingprocess.
The Bayesian model for temporal state estimation [3] includes the Kalman
ﬁlter as a particular case. This approach is used in computer vision to track
shapes [4], motion estimation [1] and discrete event recognition [5]. An advantage
of the bayesian approach is that it performs data association while doingthe
prediction-estimation loop. This fact makes feasible its use to track multiple
objects[6].
3 Image-Based Tracking: iTrack
Based on the Bayesian probabilistic framework, we deﬁne an estimation algo-
rithm to track people in video surveillance applications. The basic idea is that
our method is just based on image data and it is not necessary to design any
previous human body model.
3.1 Bayesian Formulation
Let be st =( xt,ut,wt,Mt) the state vector for an object. Where xt is the
position, ut the velocity, wt the size, and Mt the appearance of the object (see
Fig. 1).
Let be It =( I1,...,It) a sequence of images. The posterior probability den-
sity over the parameters of the object state at time t, given a sequence of images
is expressed as:
p(st|It)=

p(St|It)dSt−1 , (1)
where St i st h eo b j e c ts t a t eh i s t o r y ,St =( s1,...,st). Applyingthe Bayes rule
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Fig.1. Object state parameters
p(st|It) ∝ p(It|st)

p(st|st−1)p(st−1|It−1)dst−1 , (2)
where p(It|st) is the likelihood function. The integral of (2) is referred to as the
temporal prior or the prediction, and p(st|st−1) is the motion model.
3.2 Motion Model
In order to deﬁne the motion model we assume the next independent relations
between the state parameters:
p(xt,ut,wt,Mt|xt−1,ut−1,wt−1,Mt−1)=
p(xt|xt−1,ut−1)p(ut|ut−1)p(wt|wt−1)p(Mt|Mt−1).
We use a smooth motion model for the position, velocity and size parameters:
p(xt|xt−1,ut−1)=η(xt − (xt−1 + ut−1),σx)
p(ut|ut−1)=η(ut − ut−1,σu)
p(wt|wt−1)=η(wt − wt−1,σw) ,
where η(µ,σ) denotes a Gaussian density with mean µ and standard deviation
σ. The deviations σx, σu and σw are deﬁned empirically.
To complete the motion model, it is necessary to deﬁne the appearance evo-
lution, p(Mt|Mt−1). The brightness constant assumption used in several optical
ﬂow algorithms is applied here. Using probabilistic terms, the density for the
appearance model is deﬁned as:
p(Mt|Mt−1)=δ(Mt − Mt−1) , (3)
where δ(·) is a Dirac delta function. This model is also assumed by Sidenbladh
et al. in 3D trackingof humans[ 8].1044 Javier Varona et al.
3.3 Appearance Model for the Likelihood Function
To compute the recursive expression of (2) we need a likelihood function, i.e.
p(It|xt,ut,wt,Mt). This function is the probability of observingthe imag e It
given the object parameters. First, we observe that the likelihood function is
independent of the velocity parameter. The parameters xt and wt deﬁne an
image region denoted as Ip. Thus, we compare this image region with the object
appearance model, Mt, by means of an aﬃne transform to scale both models:
R = AIp ,
where A is an aﬃne matrix transform containingtranslations and scale param-
eters. Finally, the complete likelihood function is expressed as:
p(It|xt,wt,Mt)=p(R|Mt) , (4)
p(R|Mt)=
1
N

i,j∈R
pij(Rij|Mij,t) , (5)
where N is the number of pixels and pij is the probability that the appearance
of the region pixel (i,j) belongs to the distribution of the appearance model:
pij(Rij|Mij,t)=η(Rij − Mij,t,σM) , (6)
where η(·) is a Gaussian density whose standard deviation, σM,i su s e dt om o d e l
the noise of the adquisition system.
This deﬁnition of the likelihood function is robust to outliers because their
presence (due to clutter and oclussions) does not penalize the probability mea-
sure.
The expression (3) means that the object appearance does not change over
time. To maintain a correct appearance model, it is necessary to adjust the model
after each estimation step. Once the new state has been estimated, p(st|It), we
adjust the appearance model usingan adaptive rule for each pixel of the model:
µij,t = µij,t−1 + α(Rij,t − µij,t−1) , (7)
where Ri,j,t is the appearance value of pixel (i,j) of the region obtained with the
new state parameters. For the learningcoeﬃcient, α, we use the next temporal
adjust:
αt = e
−t . (8)
This approximation is established due to the fact that the best estimations are
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3.4 Algorithm
To make possible the multiple object trackingprocess by usingonly one estima-
tor, we need to maintain a multimodal density. Usingthe Condensation algo-
rithm we can implement the probabilistic model by means of a Particle ﬁlter[4].
Therefore, the conditional state density, p(st|It), is represented by a sample set:
{s
(n)
t },n =1 ,...,N. Finally, in order to identify each object, we use an aug-
mented state addinga label, l.
The complete algorithm is showed in Table 1.
Table 1. iTrack algorithm
iTrack
The posterior density at time t − 1 is represented by the sample set, {s
i
t−1},w h e r ei = {1,...,N}.A l s o ,t h e
prior density p(st) for time t is assumed to be known at this stage.
Generate the ith sample of N that represents the posterior at time t as follows:
1. Predict: Generate a random number, α ∈ [0,1) uniformly distributed,
(a) If α<ruse the initilialisation prior, p(st), to generate s
i,−
t .
(b) If α ≥ r apply the motion model to the sample s
i
t−1:
s
i,−
t = p(st|st−1 = s
i
t−1) ,
using the smooth motion model:
x
i,−
t = x
i
t−1 + u
i
t−1 + ξ
i
x ,
u
i,−
t = u
i
t−1 + ξ
i
u ,
w
i,−
t = w
i
t−1 + ξ
i
w ,
2. Correct: Measure and weight the new sample, s
i,−
t , in terms of image data, It, using the likelihood
funcion of expression (5):
π
i
t = p(It|xt = x
i,−
t ,wt = w
i,−
t ,Mt−1) .
Once the N samples have been generated, normalize the weights to

i π
i
t =1 , and build the cumulative
probabilities:
c
0
t =0,
c
i
t = c
i−1
t + π
i
t ∀i =1 ,...,N .
Use the values of the cumulative probabilities to generate by sampling the new samples that represents the
posterior at time t,{s
i
t}.
For each object, estimate the new state computing the mean of their samples:
ˆ sL,t =
1
NL

i,l=L
s
i
t ,
where NL is the number of samples for the object L.
Finally, use the new state to actualize the appearance model.1046 Javier Varona et al.
Table 2. Comparison results
SAE MAE
Kalman 680.1809 5.3983
Bayesian 575.2219 4.5653
iTrack 247.2923 1.9626
4T h e P r i o r D e n s i t y
The prior density is used to initialize the trackingprocess at the ﬁrst frame.
Subsequently, it is used to initialize new objects while appearingin the scene.
We deﬁne the prior density by usingthe Stauﬀer-Grimson backg round subtrac-
tion method[9] as our localization method. As a result, pixels are classiﬁed into
two categories: foreground and background. The spatial positions of the fore-
ground pixels are used to model the prior density for the parameter x in terms
of a Mixture of Gaussians:
pt(x)=
B 
k=1
P(k)p(x|k) , (9)
where B is the number of blobs located (so P(k)=1 /B)a n dp(x|k)=η(bk,Σ B).
bk is the blob mean position, ΣB is constant for all the blobs, which is deﬁned
a priori. The size parameter w is formulated similarly in terms of the size of the
blobs. Finally, the velocity parameter is initially established to zero.
5 Evaluation
First, we compare our method with two trackingapproaches which requires
a previous feature extraction step: the Kalman Filter and the original Bayesian
Filter. Comparison is performed by manually annotatingthe object position in
a sequence. Then we compute the mean absolute error (MAE) and the sum of
absolute errors for each method. The results are shown in Table 2.
The results of the expected positions and the marginal density for the x
position for diﬀerent test sequences are shown in Fig. 2.
6 Conclusions
In this paper, we have presented an algorithm which allows multiple objects
trackingfor video surveillance applications. Our alg orithm, called iTrack is based
on a statistical model of the object appearance and a likelihood function which
is suitable enough to handle clutter and occlusions. The algorithm uses a prior
density deﬁned from the results of the localization module. Finally, we compareAppearance Tracking for Video Surveillance 1047
Fig.2. Trackingmultiple objects1048 Javier Varona et al.
our method with classical approaches to show up that, by consideringthe object
appearance, the ﬁlter results are outperformed. Moreover, we should test the
algorithm in more complex scenarios in order to be evaluated. However, current
visual trackingevaluation methods are not mature enoug h. Therefore, further
work should be addressed to algorithm evaluation.
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