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As is well known, each point of the closed generalized unit-disk X can be 
associated to a holomorphically induced representation of the Heisenberg group. 
First canonical intertwining operators are constructed between pairs of such 
representations. Next, after having introduced suitable definitions, it is noted that 
the classical correspondence between group extensions and 2-cocycles also makes 
sense when applied to transformation spaces. As an example of transformation 
space extension, the manifold of pure symplectic spinors is described. It is the 
analogue of the manifold of pure spinors when the spin representation of the 
Clifford algebra is replaced by the Stone-Von Neumann representation of the 
Heisenberg group. Then, the associated 2-cocycle ml is worked out, which is a r- 
valued function on A’ x XX X. and the composition law of the canonical 
intertwining operators is given. Lifting m2, an R-valued 2-cocycle m is constructed 
whose restriction to the Shilov boundary of X takes integer values and coincides 
with the ordinary Maslov index. For this reason, it is called the generalized Maslov 
index. Finally, using these results, explicit realizations of the metaplectic group, its 
Shale-Weil representation, and the universal covering of the symplectic group are 
given. c 1984 Academic Press. Inc. 
INTRODUCTION 
Dans les notes qui suivent, now reprenons les travaux de Lion (voir [13, 
partie 11) sur les relations entre les representations unitaires, irreductibles du 
groupe de Heisenberg, la representation de Shale-Weil du groupe symplec- 
tique et la notion d’indice de Maslov. Mais alors que dans [ 131, on ne 
considere que des representations de type Schrodinger du groupe de 
Heisenberg parametries par des plans lagrangiens reels, nous nous placons 
dans un contexte plus general, en utilisant les representations associees aux 
plans lagrangiens complexes positifs quelconques, ce qui nous permet 
d’englober dans le mCme formalisme les modiles de Fock et the Schrodinger. 
La Section 1A est constituee de rappels destines a fixer les notations. Nous 
introduisons l’espace X (resp. P) des plans lagrangiens complexes positifs 
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(resp. strictement positifs) d’un espace vectoriel symplectique V de 
dimension 2r et sa parametrisation par le disque-unite generalise ferme (resp. 
ouvert). Suivant la theorie des representations induites holomorphes ([ 11, 
voir aussi [3; IS]), nous faisons correspondre a tout Clement x de X une 
representation unitaire, irreductible p, du groupe de Heisenberg N associe a 
V, dans un espace de Hilbert (;F”, de fonctions @ mesurables sur N. Toutes les 
representations ainsi construites sont equivalentes d’apres le thtoreme de 
Stone-Von Neumann. Le groupe symplectique G de V agit sur X par faction 
x +gx. Par ailleurs, il est isomorphe au groupe des automorphismes de N 
agissant trivialement sur le centre. De plus, on a une action naturelle D(g) 
de G sur les fonctions @ sur N donnee par (D(g) Q)(n) = @(g-In) qui 
induit un isomorphisme de Rx sur 4, tel que D(g) p,(n) D( g- ‘) = p,,( gn). 
Dans 1 B, nous etudions les operateurs d’entrelacement entre les represen- 
tations (q,p,) et (&,p,) associees a un couple d’elements x, et x2 de X. 
D’apres le lemme de Schur, ils sont igaux a un facteur multiplicatif de C* 
pres. Lorsque x, et x2 sont reels, des operateurs d’entrelacement canoniques 
unitaires ,7x1,X , ont tte construits par Souriau [ 23 ] puis par Lion [ 13 1. On a 
Nous etendons les resultats de Lion et de Souriau en detinissant sous 
forme du prolongement continu d’une integrale, des optrateurs d’en- 
trelacement canoniques vtrifiant les relations ci-dessus, entre des represen- 
tations associees a des couples d’elements quelconques de X. Nous utilisons 
pour cela les proprietes elementaires de la transformation de Fourier et des 
noyaux autroreproduisants. Lorsque x, et x2 sont totalement complexes, nous 
avons v&tie qu’a des facteurs multiplicatifs pres, nos operateurs sont 
equivalents a ceux construits par Satake dans 1191. Signalons enfin que, 
comme le montre un article de Fujiwara, Lion, et du present auteur [9], la 
notion d’operateur d’entrelacement canonique est egalement utile dans le 
cadre de la theorie des representations induites holomorphes des groupes de 
Lie resolubles generaux. 
Dans la Section 2, nous introduisons de facon elementaire une thtorie de 
la cohomologie des espaces de transformations (ou T-espaces) qui nous sert 
de point de repere pour la suite et qui nous semble justifiee par l’absence de 
reference sur le sujet (voir cependant [ 261 qui nous est parvenu lorsque nous 
redigions la forme revisee de cet article). Nous definissons en 2.1 un T- 
espace comme la donnte d’un couple (G, X) ou G est un groupe agissant sur 
l’espace X. Par exemple, si G est un groupe, le couple (G, G) est de facon 
naturelle un T-espace. Nous associons a un T-espace (G, X) et a un groupe 
commutatif A sur lequel G agit par automorphismes, un complexe differentiel 
dont le groupe des cocyles de dimension 2, note Z’(X,A), a pour elements 
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les fonctions m sur XX XX X a valeurs dans A equivariantes sous l’action 
de G, nulles si deux arguments successifs sont bgaux et verifiant l’identite 
On dit qu’un T-espace (G, 2) est une extension par A du T-espace (G, X), 
s’il existe un morphisme surjectif (rr’, n) de (G,J?) sur (G, X) tel que, e itant 
l’element neutre de G, pour tout x de X, (71’-‘(e), z-‘(x)) est isomorphe a 
(A, A) en tant que T-espace. Un groupe G est une extension du groupe G par 
A, au sens habitue1 de la cohomologie des groupes discrets si et seulement si, 
le T-espace (c”, c”) est une extension de (G, G) par A suivant notre 
terminologie. Cependant, la correspondance entre le deuxieme groupe de 
cohomologie et les classes d’extensions de (G, X) par A nest plus bijective en 
general comme c’est le cas pour les groupes, mais seulement injective. On est 
done amene soit a construire des 2-cocycles plus generaux pour retablir la 
bijection [ 161, soit, comme dans ce qui suit, a se restreindre aux extensions 
qui possedent une fonction de Maslov. On entend par la une fonction s a 
valeurs dans A sur x x 2 qui virifie certaines proprietes naturelles donnees 
en 2.4, (nous avons emprunte cette terminologie a [26] ou elle est utilisee 
dans un sens legerement plus restrictif). 
Soit (G,f, s) une extension par A de (G, X) munie d’une fonction de 
Maslov. On peut lui faire correspondre un element m de Z’(X, A) (voir 
(2.7.1)). A des equivalences convenables pres, cette correspondance est une 
bijection. Dans la suite de l’article, on trouvera plusieurs exemples qui 
montrent que, dans la pratique, les 2cocycles sont souvent d’un emploi plus 
commode que les extensions correspondantes. 
Dans la Section 3, nous revenons au contexte de la premiere partie. Nous 
nous donnons une representation (X, p) de N equivalente a celle de 1 B. 
Designant de nouveau par G le groupe symplectique, par <X” le sous-espace 
vectoriel des vecteurs C” de R (resp. par ,P-” son dual), par pot (resp. 
p-“) la representation du complexifie de l’algebre de Lie n de N dans .F” 
(resp. ,Pern), nous posons 
G, = ( g E Aut(<F) 1 3g E G, @(n)gP ’ = p( gn), Vn E NJ 
if;== (~‘E~“0,~‘#O~3XEX”;~~(Y)~‘=0,vYYEX} 
X,={x’E~-a’,~#O~3xEX;p~~(~)~=o,vYYx}. 
On a une injection naturelle de 2: dans 2,. On peut definir des actions de 
G, sur $ et 2, compatibles avec cette injection. Les T-espaces (G,,R) 
(resp. (G,, 2,)) sont des extensions de (G, X0) (resp. (G, X)) par C*. NOUS 
appelons les elements de x1, spineurs symplectiques purs. Cette terminologie 
est en accord avec celle de Kostant dans le cas ou x est reel [ 111. 
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Le produit scalaire sur 3 permet de construire facilement une fonction de 
Maslov s, pour (G,, 2:). De plus, bien que les elements de 2, soient des 
vecteurs-distributions, nous construisons une fonction naturelle s; a valeurs 
dans le tore T sur 2, x 2, qui prolonge le produit scalaire, du moins en ce 
qui concerne les phases. On obtient ainsi un couplage entre des couples de 
spineurs symplectiques purs quelconques qui prolonge le couplage de 
Kostant qui n’etait defini que lorsque les plans lagrangiens associees sont 
reels et transverses [ 11, 6.1). On en deduit l’existence d’une fonction de 
Maslov s, pour G, = G,/RT; T?z =2,/R:. 
Nous commencons la Section 4 par un calcul des 2-cocycles m, et m, de 
Z2(Xo, C*) et de Z’(X, T) associes a (G”, , xy, s,) et a (G,, fl, s2). Cela 
nous permet d’expliciter les lois de composition des operateurs d’en- 
trelacement canoniques. Apris quoi, utilisant un argument de connexite, nous 
construisons un element m de Z*(X, R) tel que ei(R’4)m = m2. Nous le 
calculons explicitement. 
Si A est la variete des plans lagrangiens reels de V et si l’element iu de 
Z’(/i, z) designe l’indice de Maslov ordinaire difini par Leray-Souriau- 
Kashiwara (voir ] 13 ]), on a sur /i x /i x /i, m($, l:, 1,“) =p(l,, 1,, I,). Pour 
cette raison la fonction m est appelee indice de Maslov generalise. 
Dans la Section 5, on considere I’extension ((?f, (e)‘) resp. (G’:, 2;) de 
(G, X0) (resp. (G, X)) par C* (resp. T) associe au cocycle mf (resp. m:) 
obtenu en prenant le cart+ de m, (resp. mJ. On remarque que G: (resp. Gi) 
est, de facon unique, une extension triviale du groupe G. On a done une 
action naturelle de G sur ($)’ et 2;. Nous en precisons les orbites et nous 
remarquons que certaines d’entre elles sont isomorphes a la grassmannienne 
des plans lagrangiens orient&. 
Soit (G, 2) l’extension de (G, X) par R avec fonction de Maslov, associee 
a m. Pour des raisons cohomologiques le revetement universe1 G de G 
s’injecte dans G. Soit P un point de X considere comme origine. On peut lui 
associer une realisation C?(P) de d qui est une realisation de Kashiwara (voir 
[ 131) dans le cas oti P est reel. Certains des cocycles du groupe G qui 
apparaissent ont deja ete explicit& par DuPont-Guichardet-Wigner dans le 
cadre de la cohomologie des groupes de Lie simples reels [7; S]. Nous 
donnons aussi une realisation G,(O) du relevement a deux feuillets de G ou 
groupe metaplectique associee a 0 E X0. A l’aide des operateurs d’en- 
trelacement canoniques, nous explicitons la representation de Shale-Weil de 
d,(O) dans l’espace de Fock ,W,. Nos resultats sont voisins de ceux de [ 191, 
mais notre formalisme est plus maniable et plus general. 11 nous permettrait 
aussi bien de construire la representation de Shale-Weil du group mitaplec- 
tique dans l’espace de Schrodinger (voir [ 13 I). 
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1, OP~RATEURS D'ENTRELACEMENT CANONIQUES 
A. Notations et Rappels 
1.1. Dans tome la suite, on se donne un espace vectoriel reel V de 
dimension 2r muni d’une forme bilineaire alternee, non degenerie, B. Le 
prolongement par lineariti de B a V” est aussi note B. On designe par - la 
conjugaison dans I/“. On dit qu’une base (Pj, Qj),cj,<,. est symplectique si 
elle verifie les relations 
B(Pj, Pk) = B(Qjl Qk) = 0, B(pj, Q/+1 = dj,. 
Pour WG V, on pose WI= (v E V 1 B(u, v’) = 0, Vu’ E W). 
Soit X l’ensemble des sous-espaces vectoriels complexes x de V” qui sont 
totalement isotropes maximaux pour B et qui sont tels que la restriction a x 
de la forme hermitienne antilineaire a gauche sur Vcp, donnee par (v, , v2) w 
2iB(V,, VJ est semi-definie, positive. On les appelle plans lagrangiens 
positifs. On a une action naturelle du groupe symplectique G de (I’, B) sur 
X. On pose pour O<p<r, XP=(xEXIdimxfJV=p}. Soit II l’espace 
des plans lagrangiens reels 1 qui sont totalement isotropes maximaux pour 
(V, B) et I+ lc la bijection naturelle de /i sur X’. Les elements de X0, 
associes a une forme hermitienne strictement positive, sont appeles plans 
lagrangiens strictement positifs; ils sont totalement complexes: on a 
x+x= P. 
Soit V’ un espace vectoriel reel muni d’une forme bilineaire alternee 
quelconque B’. On peut reprendre la definition precedente pour introduire 
comme precedemment l’ensemble note X( V’) des sous-espaces vectoriels 
totalement isotropes maximaux de V’c, associes a une forme hermitienne 
semi-definie positive. On a done X(V) =X. 
Nous designerons toujours par 0, un element privilegii de X0 qui servira 
d’origine pour X. Comme 0 f3 I’= {O), on note J l’element de End I’, tel que 
0 = (Id,, - zY) V. On a J2 = -Id,. Posons a = +(Id, - iJ). Alors (r (resp. (r) 
est une bijection lineaire (resp. antilineaire) de (I’, J) sur 0 (resp. 0). De 
plus, (Y’ et Crc sont des projecteurs supplementaires de Vc. 
Soit H, la forme hermitienne, definie positive sur (V, J), donnee par 
H(v,, v2) = 2iB(Crv,, avz) = S(v,, v2) + iB(v,, v2) 
avec 
S(v,, ~2) = B(u, 3 Ju,). 
Si x E X, x/x nx est un plan lagrangien strictement positif de 
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V, = (x + X) n V/x n V. On note J, la structure complexe associte a 
x/x n X dans V,. On peut trouver une base symplectique de V telle que 
x= @ CQj @ C(Pj- iQ,). 
1 Ci<p pc.i<r 
Soit (k’, /I II), le sous-espace vectoriel norme de Hom(& 0) forme par les 
elements Z qui verifient la relation B(Zv,, u2) = -B(u,, Zv,) sur 0 X 0 avec 
A tout element x de X, on peut associer un element Z, de d dont le 
graphe dans v est X. En effet, xn 0 = {O}. La correspondance x + Z, 
etablit une bijection de X0 (resp. X) sur la boule unite ouverte (resp. fermee) 
de f‘. On obtient ainsi une parametrisation de X par le disque-unite 
generalist de Siegel. Pour le voir plus explicitement, on choisit I ~/i, 
on a alors V = l@ JZ. Soit u l’involution J-antiliniaire de V definie 
par a(v,+Jv,)=u,-Jv, pour v,, v* E 1. Sur V X V, on pose 
S, (v, v’) = H(av, v’). La forme S, est J-bilineaire et symitrique. L’ap- 
plication x--f P, = UC ‘Z,a met X (resp. X0) en bijection avec I’ensemble 
des endomorphismes J-lineaires P de V, S,-symetriques et tels que 
Id, - 2.3 > 0 (resp. >O). 
1.2.. Etant donnis g dans G et x dans X0, on d&it a,(g) dans 
End(x) et b,(g) dans Horn@, x) par la formule gv = (a,(g) + 6,(g)) c pour 
c E x. Nous ecrirons a(g) et b(g) au lieu de aO(g) et b,(g). Identifiant 6 
avec le dual de 0 par B, on definit les transposes ‘a(g) E End(O) et 
‘b(g) E Hom(a, 0) de a(g) et b(g). On a 
wMg)+ ‘b(g)qg)=o * 
‘a(g) 4s) + ‘b(g) &) = Id,. 
Soit x E X, g E G, posant a(g) = a, 6(g) = b, on a 
Z,, = (uZ, + b)(bZ, + a)-‘. 
Soient Xj E X, (j = 1, 2). g E G. On pose Z,, = Zj, ZBli = Z,!, Id, = 1. On a 
les formules 
(a) Z-Z;~;=‘(bZ,+a)-‘(Z--Z,Z,)(~~,+U)~’, 
(b) (I-Z;y;)p’(Z-ZZ;~;)=(b~,+u)(Z-Z,Z,)-’ 
(1.2.1) 
X (I - Z,z,)(bZ, + a)-‘, si x, E X0. 
58o:f;Y ‘I 7 
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1.3. A un espace vectoriel riel V’, muni d’une forme bilinitaire 
alternite quelconque B’, on peut associer l’algibre de Lie n( V’) = V’ @ Rc, 
oti c est un vecteur de R, dont le crochet est ditfini comme suit: 
IV,, ~21 = B’(u,, ~2) c sur V’ X V’ 
[n(V’), c] = 0 autrement dit Rc est dans le centre de n( V’). 
Soit N(V) le groupe de Lie, connexe et simplement connexe, d’algkbre de 
Lie n(V) soit l,(,,, son Gment neutre. On pose C = exp Rc. L’application 
exponentielie ltant un diffkomorphisme de n(P) sur N( V’), tout ClCment n 
de N(V) peut se mettre sous la forme exp(v + tc), oli v E I/‘, t E R. De plus, 
exp(v, + t,c) exp(u, + t,c) 
= exp(v, + u2 + (t, + t2 + jB’(v,, u2)) c]. 
Lorsque V’ = V, B’ = B, on krira n et N au lieu de n(V) et N(V). Le 
groupe N est le groupe de Heisenberg de dimension (2r + 1). 
Dans toute la suite, A dksigne un kliment fixe de IRT (dans la prati- 
que I. = 1 ou k = 271). Sur N, on dkfinit la fonction f donnie par 
f(exp(tl + tc)) = 8”. 
Etant donnts une fonction @, C” sur N(V) et un itkment Y de n(V), 
nous posons 
[P(Y) Q](n) = -$ @(exp - tY n) ~ 
t=o 
[J?(Y)@](n)=g@(nexpIY) 1 
110 
On prolonge 9 et .9? B n(V’)C par linkaritk puis g l’algtbre enveloppante 
?/(n( V’)c) par compositions. 
1.4. PROPOSITION. (1) Soient x, 3 x2 E x, alors x, nx, = (x, n 
x, n V)’ et x, + x2 = VF2 oli V,* = (x, fl x2 f-3 V)-. 
(2) I1 existe une fonction Cm sur N( V, 2), unique, qu’on note K,, .-~, ou 
simplement K,,, avec K,2(l,c,,2,) = 1, telle que 
(i) K,, (nexp tc)=e pi*fK,2(n); .7lr(Y)K,,=O; VfE R, VYEx,. 
(ii) J?(Y)K,,=O, VYEx,. 
Preuve. (1) Soit v E x, n<, du fait de la positiviti de x, et de x2, on 
a 2iB(t: V) = 0 puis 2iB(V’, v) = 0, Vu’ E x,. Done x1 nx, CX, et 
X, nx, = (x, nx, n V)? De plus (x, + x2) = (x, nx,)‘. 
(2) Soit NFz le groupe de Lie connexe et simplement connexe, 
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d’algebre de Lie n(v,,)@. 11 existe une fonction unique Kc, C” sur NF*, telle 
w 
K”(exp - Y n) = K’(n), VY E x, , K”(n exp F) = K”(n), V Y E x,, 
K”(n exp tc) = e-iA’Kc(n) et K’( l,,,%) = 1. 
Si pz (resp. p,) designe la projection sur Xz parallelement a x, (resp. sur x, 
parallelement a X2) dans I’“, on a 
f$(exp(v + tc)) = e(i,~12)R(p,l..PzI,)e-i~/. 
La restriction de Kc au sous-groupe N(V,,) de NF1 est la seule fonction 
qui verifie les conditions de la proposition. 
Supposons que x, =x, x2 = 0. On a V,, = V. Posons 2, = Z, il vient 
K,,,(exp v) = e i(.liZ)R(nl,~7nr..nl, t jr,l,) 
=e (.\i4)1/(,.. /’ -n ‘/IT!,) (1.4.1) 
Pour x E X, on pose K, = K .,.,. ~. Si x = 0, on retrouve la gaussienne 
classique sur V: 
K,(exp(L, + tc)) = e-LLJL5(r~. f,)e-i-Lf. 
Les fonctions K,, sont directement liees au concept de spineurs symplec- 
tiques purs (voir Proposition 3.6). Elles ont deja ete utilisees implicitement 
dans beaucoup de cas (Bargmann [2], Satake [ 191, Vergne [24, 
Proposition 11.61, et Segal [20; 211. 
1.5. D’apres le theoreme de Stone-Von Neumann (voir [ 13 I), il 
existe, a isomorphisme pres, une et une seule representation unitaire irreduc- 
tible /, de N dans un espace de Hilbert .F, telle que p(exp tc) = e”’ Id,. 
Rappelons comment la theorie des representations induites holomorphes 
permet d’associer a tout point x de X une representation de ce type [ 11, voir 
aussi [3, Chap. VII; 181. 
Soient les sous-groupes D, = N(x f’ I’) et E, = N((x + A?) f’ V) de N. Pour 
simplifier, nous les notons D et E dans ce paragraphe. Difinissons X’ 
comme l’ensemble des couples x’ = (x, dri) ou x E X et dri est une mesure N- 
invariante sur N/D. On a une action naturelle de G sur X’. Soit (x, dri) E X’, 
considerons l’espace prehilbertien forme par les fonctions @, C” sur N, 
verifiant les relations 
@(n exp tc) = e-“‘@(n), Vt E R et 2(Y)@=O, VYEX. 
et muni du produit scalaire don& par .J‘M,n @,&1(n) dri. 
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Soit (&, ( I >,,I son complete. On a une representation unitaire P.~ de N 
dans ZX definie par b,(h) 0)(n) = @(/I -In). On demontre qu’elle est 
irrtductible. C’est une sous-representation de la representation induite a N du 
caractere f,, de D. Soit v + d la projection canonique de (x + X) n V sur 
V, = (x + X) fT V/x n V. L’espace XX est en bijection avec les classes de 
fonctions mesurables @ sur N telles que 
(i) @(n/z) =f(h-‘) Q(n), Vh E D, n-presque partout. 
(ii) ti + @(n exp v) K;‘(exp U) est une fonction holomorphe sur 
(V,, J,), n-presque partout. 
(iii) J,V,n 1 @ I* dri < co. 
Plus generalement, si x est un element de X(V), la construction 
precidente permet d’obtenir une representation de N(T) notee p,@(V)) 
dans un espace de Hilbert ZX(N( V’)). Nous avons done RX(N) = cpX. 
La representation de N associee a un plan lagrangien strictement positif 
(resp. reel) de V est la representation de Fock ([2] et Proposition 5.7) (resp. 
la representation de Schriidinger, voir [ 131). 
1.6. Soit, dans un contexte general, (X, p) une representation 
unitaire d’un groupe de Lie quelconque N. On note ZE, l’espace de Frechet 
des elements C” de la representation (resp. X-E son dual) et pm 
(resp. p-“) la representation naturelle de l’algebre enveloppante %(n”) de N 
dans Xm (resp. G?O”). La topologie de X” est engendree par les familles 
de semi-normes @ + ]lp”O(Y) @ /], oti YE g(n)” (voir [4]). 
Revenant aux notations precedentes, on verifie que les elements de 
Z,“(N(V’)) correspondent aux fonctions @, C” sur N(V) telles que 
(i) @(n exp tc) = e-“(Q(n), Vt E R, et 5?(Y) @ = 0, VY E x. 
(1.6.1) 
(ii) ]y’(Y) @] = sup,,,(,,) IF(Y) Q(n)1 < co, VY E P(n(v’)“.) 
On a p”(Y) @ = J/(Y) @, pour tout Y de n( V’)‘. De plus, la topologie de 
Xp(N( V’)) est engendree par la famille de semi-normes @ -+ I p( Y) @ I. 
Plus concretement, soit W un supplementaire de x n V’ dans V’, les 
elements de ZF(N(V’)) correspondent aux fonctions Cp, CW sur N(V)) 
veritiant le (i) ci-dessus et la condition suivante: 
(ii’) la fonction QW sur W, donnee par QW(v) = @(exp v), appartient 
a I’espace de Schwartz Y(W) des fonctions a decroissance rapide sur W. 
La correspondance @ -+ @,+, etablit un isomorphisme d’espaces de Frechet 
de A?,“(N( V’)) sur son image dans .U’( W) (voir [9]). 
1.7. Le groupe symplectique se rtalise comme le groupe des 
automorphismes de N qui preservent son centre, par la formule 
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g exp(v + tc) = exp(gv + tc). On a une action de G sur les fonctions sur N 
don&e par (D(g) Q)(n) = @( g-‘n). Soit x’ = (x, dri) E X’. Alors D(g) 
ktablit une bijection unitaire de (RX”, ( 1 ),,) dans (q,, ( 1 )gX8). De plus, 
D(g)P,(n)D(g~‘)=P,,(gn), VnEN. 
B. Les Operateurs d’Entrelacement Canoniques 
Soient xj = (xj, d,ri), j = 1, 2, deux Gments de X’, associks aux groupes 
Ej, Dj et aux reprksentations (q,pj, ( 1 )j) comme dans 1.5. Soit F, un 
kltment de l’espace q(EJ = Rx2(EX2). Pour @ E &, la fonction 
h + @(&I -‘) F,(h) est constante sur D, n D,. Dkfinissons formellement 
l’opkateur 
(F@)(n) = 1 @(nh - ‘) F,(h) dh’. 
‘E?lD, nO2 
Formellement, on voit we ,F@(n exp tc) = e-“‘Y@(n), we 
.$(Y).F@ = 0, VY E x2 et que .F commute avec I’action de N. On peut 
done penser que .5+- dtfinit un optkateur d’entrelacement. D’autre part, la 
fonction KX2 = K, de la Proposition 1.4 nous fournit un irlkment privikgit de 
TT(E,). C’est le seul Ctlkment de -;Y;(E,) invariant par la transformation 
@ + 6, 6(h) = @(h -1). 
1.8. TH~OR$ME. (1) I1 existe un operateur d’entrelacement unitaire 
K:.,; =, F2, de (& , p ,) dans (& , pz) defini par la formule 
(ou dh’ est une certaine mesure E,-invariante de E21D, n D,), sur le sous- 
espace vectoriel 3: des elements @ de & pour lesquels cette integrale 
converge pour presque tout n de N. On a -WY s6.Wt et, chaque fois que 
x,n vcx,n v,~~;=x;. 
(2) On a 
(02 dri est une certaine mesure N-variante de N/D, n D,), sur le sous-espace 
vectoriel des elements (Q1, Q2) de <X; xX2 pour lesquels cette integrale 
converge. Ce sous espace contient 277 x A%@‘;” et est egal a <X; X cP2 tout 
entier lorsque x1 n V = x2 n V. 
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Preuve. Une partie de ce theoreme est une consequence d’un resultat de 
Poulsen ([ 17, Thioreme 3.4; et 4, Theoreme 2.3 I). Nous donnons ici une 
demonstration elementaire plus instructive mais plus longue. 
La mesure E,-invariante dh’ est dtterminee par le fait que ~&;z est unitaire, 
elle peut etre choisie quelconque si on abandonne cette condition. Nous 
posons, a priori, 
12, Q(n) = j- n @(nh -1) K,(h) dh 
Ez/DI DZ 
= 
J @(n exp - v) K,(exp v) dti. (x~+.~~jnv/x~nx*flv 
La deuxieme egalite est justiliee par le fait que si on se donne deux sous- 
espaces vectoriels I/, et V, de I’ tels que I’, c I/, et un supplementaire W de 
V, dans V,, l’application v + exp v definit un diffeomorphisme de W sur 
N( V,)/N(V,) qui fait correspondre aux mesures de Lebesgue dti sur 
WE V, / V, , les mesures N( V,)-invariantes dri sur N( v,)/N( V,). 
Utilisant 1.6, on voit que I,, @ est detini pour tout n de N, lorsque 
@ E GYy et que l’integrale du (2) converge sur GYr x Zy. 
(a) Le theorime est verilie dans les quatre cas particuliers qui suivent: 
1 er cus. dim V = 2, (P, Q} est une base symplectique de (I’, B), X, = RP, 
et x2 = IRQ. Rappelons que la correspondance @ + (q 2 @(exp qQ)) etablit 
un isomorphisme de & sur L’(dq). 
Pour /?E E?t, on delinit la transformation de Fourier ,Fb comme itant 
l’operateur unitaire sur L’(dq) dont la restriction in L’(dq) f? L’(dq) est 
donnee par (%Fb Y)(p) = l Y(q) epibp4 dq. D’apres [ 13, 1.41, on obtient un 
operateur qui verilie les conditions du theoreme, si on pose 
(F2, @)(exppP exp qQ exp tc) = e-‘-3fLFA(q’ + @(exp q’Q))(p). 
2Pme et 3Zme cas. dim V= 2, {P, Q} est une base symplectique, dans le 
deuxiime cas x1 = C(P - iQ), x2 = CQ, dans le troisieme cas, on intervertit 
X, et x2. On voit que X; est un espace de Fock. Utilisant les techniques de 
[ 18, 2.3); 3, VII], on obtient des operateurs d’entrelacement explicites, delinis 
sur <Y, (resp. ,X;) et verifiant le (1) du theoreme, donnes par les formules 
(.Fzl @)(exppP exp qQ exp fc) = eC”!FA(q’ + @(exp(PP + q/Q)> 
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On a alors successivement, ce qui donne le (2), 
42me cas. x, et x2 sont strictement positifs. Soit 6v la mesure de 
Lebesgue sur V associee a la 1-densiti (l/271)” In”BI et 6ri la mesure 
correspondante sur N/C. Soit ((P(N), p, ( / )) la representation induite de C 
a N par le caractere flc, dans l’espace de Hilbert associe a la mesure 6ri. 
Utilisant les noyaux autoreproduisants, on demontre le 
1.9. LEMME. Soit x E X0. le projecteur orthogonal ,TY de A“(N) sur :Y?‘~ 
est don& par la formule 
La restriction a ,;;y1 du projecteur ,Y> de .F(N) sur PI, nous donne un 
operateur d’entrelacement ,F*, qui verifie le (1) du theoreme. Sur 6 X .Fz, 
on a (@, 1 @J = (.-Pz”z, I @J, ce qui en prouvant le (2) acheve la 
demonstration du theoreme dans ce cas. 
(b) Supposons qu’on puisse decomposer V sous la forme W OL W’ de 
telle sorte que, pour j = 1, 2, on ait xi = yj 0~’ oti yj = xj n W” E X(W) et 
J’ = x, n WIC =x2 n W’” E X( W’). Supposons de plus que le theorime soit 
vrai pour les representations p,,(N( W)) de N(W) (notations de 1.5). Alors, 
en utilisant les proprietes des representations induites, on verifie qu’il existe 
un operateur d’entrelacement F de (,&, p,) dans ((&, pJ donne, chaque 
fois que cela a un sens, par la formule 
.9-@(n) = j @(n exp - v) K,(exp v) dti. 
(X~+X*)nw/x,nx,nw 
(c) Demontrons maintenant le theoreme par recurrence sur la 
dimension r de V. Nous le supposons done exact jusqu’au rang r - 1. 
Remarquons que le cas oti dim(x, n x2 n V) = r est trivial. On a facilement 
le 
1.10. LEMME. Soient deux e’lkments x,, x2 de X tels que 
dim(x, n xz n V) < r, alors on peut d&composer V sous la forme W 0 L W’ 
de telle sorte que, pour j = 1, 2, on ait xj = yj @ y,! oti yj = xjn WC et 
yj = xi n wlc et qu’on soit dans l’une des situations suivantes: 
(a) dim W = 2, y, = CP, y, = CQ, (P, Q} est une base symplectique de 
W. 
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(b) dim W = 2, y, = C(P - iQ), yz = CQ, {P, Q} est une base symplec- 
tique de W. 
(c) duns le (b), on inverse y, et y,. 
(d) y, et y2 sont des plans lagrangiens strictement positif. 
Dans le contexte du lemme, posons x3 = y, 0 y;. D’apres le (a), le (b), et 
l’hypothese de recurrence, on a un operateur d’entrelacement 3-i1 
(resp. Yij) de 4 dans & (resp. de ;F; dans 4) donne, lorsque cela a un 
sens, par 
@b( n exp - v) K,(exp v) dv 
w 
(resp.,F;, Q(n) =jcx +X,)nw,,x nx nw, @(n exp - U &(exp ~‘1 dd’). 
2 I 2 
Du fait que K,(exp(v + v’)) = K,(exp v) K,(exp v’), on deduit que sur 
X:, I,,@ =.Fi3.iF;, @, ce qui prouve le (1) du theoreme 1.8. Une 
application repetee du thioreme de Fubini et le fait que ,Fz, =SY-;3S 8;, 
impliquent le (2). 
Les operateurs ,rl, sont appeles ope’rateurs sentrelacement canoniques. 11s 
verilient les proprietis suivantes, oti xi = (xj, djri) E X’ pour j = 1, 2: 
1.11. PROPOSITION. (a) ,q, = Id x’, 
(b) 3;+% = Id,l 
Cc> WWi;,,rNg-l) =‘%+x;, ‘jg E G. 
Preuve. Prouvons le (b) par example. On a d’apris le (2) du Theoreme 
1.8. 
1.12. On verifie qu’on peut, dans l’enonce du (1) du Theoreme 1.8, 
remplacer K, par n’importe quelle fonction non nulle F, de Rp(EJ, mais 
l’egalite du (2) n’est plus verifiee qu’a un scalaire multiplicatif pres, mime 
lorsque F,( lN) = 1. 
2. CONTEXTE COHOMOLOGIQUE: EXTENSIONS DE T-ESPACES 
Dans ce paragraphe, qui peut etre lu independamment du reste de l’expose, 
nous developpons une theorie elementaire de la cohomologie des espaces de 
transformation (ou T-espaces). Les notations, quoiqu’indipendantes de celles 
des autres parties sont cependant compatibles avec elles. 
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2.1. Nous appelons T-espace la donnee d’un couple (G, X) ou G est 
un groupe d’element neutre e et X un ensemble, et d’une application 
(g, x) + gx de G x X darts X verifiant les relations g,( g,x) = (g, g2) x et 
ex = x. En particulier, si G est un groupe, on notera (G, G) le T-espace 
associe a l’application (g, , g2) + g, g,. Nous appelons sous-T-espace de 
(G,, X,), un couple (G,, X,) ou G, est un sous-groupe de G, et X, un sous- 
ensemble de X, stable sous l’action de G,. Un morphisme du T-espace 
(G, ,X,) dans le T-espace (G,, X,) est la donnte d’un couple (r’, r) ou r’ 
(resp. t) est un morphisme du groupe G, dans le groupe G, (resp. de l’en- 
semble X, dans l’ensemble X,) tel que sur G, x X,, t(gx) = r’(g) r(x). Si 
(G,, X,) est un sous-T-espace de (G,, X,), alors (r’ -‘(G3), t-‘(X,)) est un 
sous-T-espace de (G,, X,). 
2.2. Dans la suite de ce paragraphe on se donne un groupe fixe G 
d’element neutre e. On appelle G-module, un groupe abelien sur lequel G agit 
par automorphismes. Soit (G, X) un T-espace et A un G-module, d’tlement 
neutre 0 (dans les paragraphes suivants, on supposera que G est le groupe 
symplectique, que l’action de G sur A est triviale et que A est l’un des 
groupes @*, lr, ou Z, en notant additivement ou multiplicativement les lois 
de compositions internes suivant les cas). Pour p E W, soit C’(X,A) le G- 
module des fonctions m sur X x . . . x X (p + 1 fois) a valeurs dans A telles 
we 
m(gx,,..., gx,) = gm(x,,..., xp), VJg E G, 
et que m = 0 des que xj = xi+, (0 <j < p). On a le complexe de cochaines 
CO(X,A)4 C’(X,A)4 ... 1! CP(X,A)+, 
dont la differentielle d est definie par 
dm(x,,..., xp+, ) = x (-l)j m(x, ,..., fj ,..., xp+ ,). 
O&jSp+ 1 
Soient alors Z”(X, A), BP(X, A) les groupes des cocycles et des cobords de 
dimension p et W(X, A) le pieme groupe de cohomologie de ce complexe. 
Rappelons que pour X = G, H*(G, A) est en bijection avec le G-module des 
classes d’extensions de G par A [ 101. Nous allons enoncer des resultats 
analogues lorsque X est quelconque. 
2.3. Nous dirons que le T-espace (C?, 2) est une extension par A du 
T-espace (G, X), ou de facon equivalente que (G, 2) E 9-(X, A), si on a un 
morphisme de T-espaces (z’, z) de (G”, 2) sur (G, X) tel que 
(a) 71’ et z sont surjectifs. 
(b) pour tout x de X, le sous-T-espace (7~‘~ l(e), VI(x)) de (c’, 2) est 
isomorphe au T-espace (A, A). 
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Le fait que (G, 8) appartienne a F(X,A) implique done que G est une 
extension du groupe G par A, au sens habituel. De m&me, si c’ est une 
extension du groupe G par A, alors (G, G) E F(G, A). Muni de la topologie 
discrete, (2, n,X) (resp. (6, rr’, G)) est un fibri principal d’espace total x 
(resp. G”), de base X (resp. G), de groupe structural A et de projection 7c 
(resp. rc’). 
On dit que les elements (Gj, 2j) de F(X,A) associes aux projections 
(rc; , rrj) (j = 1,2) sur (G, X) sont isomorphes, s’il existe un morphisme de T- 
espaces (r’, r) de (G”, , 2,) sur (ez, z2) tel que ~5 o r’ = rci et rr2 0 7 = 71,. On 
note F’(X, A) l’ensemble des classes d’iquivalence de F(X, A). On peut voir 
[ 16) que F(X, A) est de facon naturelle un G-module. 
2.4. Nous appelons fonction de Maslov pour un element (G, 2) de 
;T(X, A ) une fonction s sur 2 x X! a valeurs dans A telle que 
(a) s(fi , uZ,) = u + s(x’, , X’J, Vu E A G G'. 
(b) ~(g~~,~~~)=gs(~~,~*), VgE G, avec n’(g)=g. 
(c) s(< 2) = 0. 
Cette terminologie est justifiee par le fait que lorsque G et 2 sont, respec- 
tivement, les revttements universels du groupe symplectiques et de la 
grassmannienne des plans lagrangiens reels, il existe une fonction a valeurs 
entieres de ce type, appelee indice de Maslov. 
2.5. PROPOSITION. Soit (G, x) E 3(X, A), les proprie’tks qui suivent sont 
kquivalentes: 
(i) (G, 2) possPde une fonction de Maslov. 
(ii) Quels que soient les t%%nents .fj de 2 (j = 1, 2) et g de c?, les 
kgalitt% &fj = uj fj avec uj E A G C?, impliquent que u, = u2. 
Preuve. Le (i) implique le (ii): choisissons les Tj tels que s(.z?, , &) = 0. 
Comme s( @, , &) = (u, - u,) + s(~?, , .?*) = 0, on a 24, = u,. 
Reciproquement, si le (ii) est verifie, on choisit un point arbitraire (xi, XJ 
sur chacune des G-orbites de X x X, puis un point (Zi, Zz) de x x 2 tel que 
~(2,) = xi et z(z,) =x2. 11 existe une fonction de Maslov unique qui vtrifie, 
pour tout g de G, s( @i, &Zz) = 0 pour tous les couples (fi, &) ainsi choisis. 
On note P,(X, A) le sous-ensemble des elements de F(X, A) qui possedent 
un representant veriliant les conditions ci-dessus. D’apres le (ii), il est clair 
que F,(G, A) = F(G, A). L’inclusion de F,(X, A) dans F(X, A) est stricte en 
general: on construit facilement des extensions de T-espaces qui ne possedent 
pas de fonction de Maslov. 
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2.6. Soit &YO(X,A) la classe des triplets (G,f, s) ou s est une 
fonction de Maslov pour l’element (G”, 2) de F,(X, A). Deux elements 
(Gj,JFj, Sj) (j= 1, 2) sont dits isomorphes dans kY,,(X, A), s’il existe un 
isomorphisme de .F(X, A), (t’, r), de l’un sur l’autre, tel que 
s2(r(Z,), t(ziYq)) = sr(Zr, Zz). On note E,(X, A) l’ensemble des classes 
d’equivalence d’elements de cYJX, A). 
2.7. Nous faisons correspondre a un element (G, 2, s) de E,(X, A) 
un element m de Z’(X, A) donne par la formule 
m(x,, WY,, x2) = -s(Z,, f*) + s(x’,, 22) - s(&, 21) (2.7.1) 
od les gj (j = 0, 1, 2) sont choisis tels que z(.?~) = -Y,/. 
Dans ces conditions, fixons P dans X et P dans 2 avec n(P”) = P. La 
bijection 
de (G, x’) sur (A x G, A x X) munit ce dernier d’une structure d’extension de 
(G, X) par A, notee (C?(P), x(P)), avec une fonction de Maslov qu’on note 
s(P), dont les lois sont donnees par les formules 
(~,~g,)(~*~g2)=(~,+g,~*+~(P~glP~glg*P)~glg*) 
(u, > g>(u*, x) = (u, + gu, + m(P, gp, gxh gx) (2.7.2) 
s(P)((u,. x,), (4,x2)) = u, - u1 - w3 x,7 .‘c?) 
avec (0, e) pour element neutre de C?(P). 
Lorsque P varie, ces realisations de (G”, 2, s) sont isomorphes. Precisons 
les isomorphismes. Soit P”’ E d tel que rc(P’) = P’ et que s(P”‘, P) = 0, il vient 
s(P, &p) = s(F, gp”> + m(P’, P, gP) - m(P’, gP’, gP) 
sp, 2) = s(P, 2) + m(P’, P, x). 
L’isomorphisme de (e(P), x(P)) sur (G(P’), Jf(P’)) est done donne par les 
formules 
(u, g) -+ (u + m(P, P’, gP) - NP’, gP’3 gP), s) 
(2.7.3) 
(u, x) + (u + m(P’, p, xl, xl. 
2.8. Reciproquement, on peut faire correspondre a l’element m de 
Z’(X,A) un element de E,(X,A). Donnons-nous P dans X, des calculs 
simples permettent de verifier que les formules (2.7.2) font de (A X G, A X X, 
s(P)) un element ((G(P),2(P), s(P)) de c!?~(X, A). Lorsque P varie, les 
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extensions ainsi obtenues ont, d’apres les formules (2.7.3), la mime image 
dans E,(X,A). On a alors la 
2.9. PROPOSITION. Les correspondances 2.1 et 2.8 sont inverses l’une de 
l’autre et de3nissent un isomorphisme de E,(X, A) duns Z’(X, A). 
En quotientant, on verifie que F,(X, A) est en bijection avec H*(X, A). 
Nous n’utiliserons pas ce resultat. On trouvera dans [ 161 un expose rapide 
concernant une description cohomologique de F(X, A) tout entier. Nous 
reviendrons sur ces questions dans un article ulterieur. 
2.10. Soit (c”, x, s) E E&X, A) et x E X. Notons x*(s) la fonction 
de Maslov pour l’extension (G, G) de (G, G) difinie par x*(s)( g,, g2 = 
s( i, 2, g2xT avec n(Z) = x. 
Soit x*(m) l’tlement de Z*(G, A) associe a (G, G, x*(s)). On a 
x*(m)(goy g, y 8,) = m(w3 g,-w24. 
2.11. PROPOSITION. Soit (G,*,s)EgO(X,A1) et q:A,+A, un 
morphisme de G-modules. II existe toujours un element (p*(G), p*(2), (D(S)) 
de, 50(X, A,), et u,n morphisme de T-espaces, note’ abusivement (cp’, q), de 
(G,X) duns (q*(G), ul*(f>> tels que, 
(1) v, (resp. p’) commute avec les projections de X et de cp,(X) 
(resp. G’ et p,(G)) sur X (resp. G). 
(2) t,o(ux’) = y(u) q(f), Vu E A,, Vx’ E X. 
(3) Sur 2 X X v(s)(rp(X,>, ~(2,)) = cp(s(-fl, .f2)). 
Si deux elements de kFO(X, A *), associes aux morphismes (vi, q,) et 
(q;, q2), vertj?ent ces proprietes, on a un isomorphisme nature1 (r, r’) de t”un 
sur Pautre caracte’rise par les egalite’s: t’(qi(g)) = (o;(g) sur G, et 
t(ql (2)) = fp,(x’) sur 2. 
Si m E Z’(X, A ,) correspond h (G, 2, s), l’e’lement q(m) E Z’(X, A*)) 
correspondant a (u,*(G), (D*(Z), (D(S)) est don& par cp(m)(x”, x, , x2) = 
~e%-%~ Xl 2 x2))* 
Preuve. Etant donni P E X, on peut, d’apres 2.8, associer a m puis a 
cp(m) une structure d’extension pour (A, x G,A, XX) puis pour 
(A, x G, A, x X). La premiere peut etre identitite a (6,x) et on choisit 
(q*(G), q*(x)) egale a la seconde. Le morphisme (rp’, o) donne par 
o’(u,g) = (p(u),g) et o(u,x) = (cp(u),x) ripond aux conditions de la 
proposition. Ceci prouve l’existence de (q*(G), o*(x), (D(S)). Les autres 
resultats de Proposition 2.11 s’obtiennent facilement. 
Dans le cas particulier oti (D est le morphisme u -+ up (p est un entier et la 
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loi de composition interne de A est notee multiplicativement), on ecrira 
(G”p,2p, s”) au lieu de (q*(G), q*(X), o(s)), mp au lieu de cp(m), et on notera 
rep (resp. n’“) la projection canonique de xp (resp. Gp) sur X (resp. G). Ceci 
afin de simplifier les notations. 
2.12. PROPOSITION. Soit un element (6,X, s) de 8’JX, A) associe au 
cocycle m de Z’(X, A). Fixons-nous F dans 2 avec @) = P. L’ensemble des 
morphismes de T-espaces (I’, I) de (G, X) dans (G, 2’) tels que 71’ 0 z’ = Id,, 
rt o I = Id, et z(P) = p est en bijection avec le sous-ensemble (vide en g&&-al) 
des fonctions n de C’(X, A) telles que m = dn. 
Preuve. On fait correspondre a (I’, I), la fonction n de C’(X, A) donnee 
par n(x,, x2) = -s(z(x,), 1(x1)); on a bien m = dn. Riciproquement, si n est 
un element de C’(X, A) tel que m = dn, on voit que (G, X) est isomorphe au 
sous-T-espace des elements de (G(P), x”(P)) de la forme (-n(P,gP), g), 
(-n(P, xl, x). 
2.13. Soit x dans X, on peut, d’apres la Proposition 2.12, faire 
correspondre a tout homomorphisme I’ du groupe G dans le groupe G tel 
que 71’ 0 I’ = Id,, une fonction n(x) de C’(G, A) telle que x*(m) = dn(x). 
Cette correspondance et une bijection. Soient -Y,, x2 E X, on a sur G x G, 
(n(x2)-n(x,))(g,~g2)=m(g,x,~gl~~2~g2x2) 
- m(w,, g2xl 1 g2x2). 
2.14. Reprenons le contexte et les notations de la Proposition 2.11. 
On peut associer a tout element n de C’(X, AZ) tel que q(m) = dn, 
une injection (I’, I) de (G, X) dans (p*(G), q*(x)). Posant 
(cp--‘(z’(G),y,-‘(z(X))= (e’,d), on obtient un sous-T-espace de (G, 2) qui est 
une extension de (G, X) par Ker o. Etant donne P dans X, (G, 2) est 
isomorphe au sous-T-espace (G(P), X(P)) de (G(P), x”(P)) dtfini par 
W) = {(u, g) I 2.i E A,, co(u) = -n(P, gp) 1 
X(P) = ((u, x) / u E A,, q(u) = -n(P, x)}. 
(2.14.1) 
2.15. Si G est egal a son groupe derive et s’il agit transitivement sur 
X, on virifie que tout element m de B’(X, A) s’ecrit de facon unique sour la 
forme dn. 
3. COUPLAGE DE SPINEURS SYMPLECTIQUES PURS 
3.1. Rappelons la construction de la representation projective de 
Shale-Weil du groupe symplectique G (122 et 251, voir aussi [ 131). Comme 
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dans 1.5, on se donne une representation unitaire, irreductible (2, p, ( / )) 
du groupe de Heisenberg N telle que p(exp CC) = e-” Id,. Pour tout g de G, 
la representation n + p( gn) de N est equivalente a p. Soit G, (resp. G”,) le 
groupe des automorphismes continus (resp. unitaires) S de Z+’ tels que 
3g E G, @(n) g-’ = p( gn), vn E N. 
On pose alors $(a = g (resp. &(a = g). On voit que (G”, , rc[, G) 
(resp. (G,, rc;, G)) est une extension (centrale) du groupe G par le groupe 
abelien C * (resp. ie tore lr). De plus G2 = G”,/lR T. Toute section de G dans 
G’z donne la representation projective de Shale-Weil de G. 
Soit x E X. Les operateurs de la forme R = zNx~,,,~D(g) (oti u E C*, 
x’ E X’ se projette en x sur X et g E G) forment un sous-groupe de Aut(RX) 
isomorphe a G,. En effet, d’apres 1.7, on a Rp,(n) R ’ = p,( gn). On 
trouvera dans [ 131 des precisions sur les operateurs ainsi construits lorsque x 
est reel. Supposons maintenant x totalement complexe. Delinissant .yX 
comme dans le Lemme 1.9, on a sur TX, 
R~(n)=u(.li”,D(g)~)(n)=uj @(h)K,(g(h-‘)n)& 
N/C 
Nous reviendrons sur ces questions dans la Proposition 5.6. 
3.2. Dans le contexte de 1.6, soitj l’injection antiliniaire canonique 
de Z dans X-” don&e pa: j(@,) (Q2) = (Qz 1 @,) pour Q2 E R”. Sur 
AP”, on a &“(Y) =ppco(Y)j, pour YE nc. On delinit une action 
(& Y)+g”o Y de G, sur Z-” telle que sur R, ,@ 0 j =jg, en posant 
(80 ul)(@)= Y/(r(g)*g-I@), tly’EZp”C, V@ E,F”- oti v(g) est l’unique 
element de R T tel que ‘I( &’ SE G,. 
3.3. PROPOSITION. (1) On peut faire correspondre 6 tout e’lPment x de 
X (resp. X0), une droite vectorielle dklkments x’ de G’F” (resp. 2’ de G’F”) 
tels que 
p-m(F)f=O(resp.p”O(Y)f’=O), VYEX. 
Cette correspondance est injective. 
(2) Soit 2, (resp. 2:) l’ensemble de ces droites vectorielles privkes de 
zPro et 71, la surjection canonique de 2, sur X telle que n,(f) =x. Alors 
j(2:) = 7~; ‘(X0). 
Preuve. Dans le (l), on reprend la methode utilisee par Kostant dans le 
cas oti x est reel [ 11, 5.31, on identifie Z’ a l’espace de Schrodinger L’(R’); 
on est ramene a resoudre une equation differentielle du premier ordre, dont 
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les solutions, uniques a un facteur multiplicatif prts, font partie de y(lR’) si 
et seulement si x E X0. Le (2) risulte du (1). 
11 est clair que (f,, z,,X) (resp. (fy, n,,X’)) est un Iibre principal de 
groupe structural C *. 
Nous appelons les elements de x, spineurs symplectiques put-s. Supposons 
momentanement que (3,~) est la representation spinorielle de I’algebre de 
Clifford N d’un espace vectoriel V muni d’une forme quadratique neutre Q. 
On sait (voir [5 et 151) que les spineurs purs sont les elements x’ de 1%” tels 
w 
p(Y) x’= 0, VYEX, 
ou x est un sous-espace isotrope maximal de (V, Q). Ceci justifie notre 
terminologie. On demontre saris peine la 
3.4. PROPOSITION. Le sous-espace d, (resp. 2: ) est stable par l’action 
de G, sur ,3‘-” (resp. pm), de telle sorte que (G,, 2,) (resp. (G,, f’f) mum 
des projections (xi, z,) est une extension de (G, X) (resp. (G, X0)) par C *. 
On a une fonction de Maslov s, pour (G, ,$) don&e par 
s,(,q ) 2;) = (2; I q/(2; lx’;) sur $X$. 
Bien que les elements de 2, soient en general des vecteurs-distributions 
pour lesquels le produit scalaire n’est pas difini, nous allons construire une 
fonction naturelle s; sur f, x x1 a valeurs dans 8, appelee couplage, 
possedant certaines proprietts d’invariance et telle que 
we A-G)) = Q-G 14) sur 2: X2: 
ou E est l’homomorphisme de groupes u -+ u/]u] de C * dans T. Nous 
utiliserons les r&hats suivants. 
3.5. PROPOSITION. Soient 0 E X0 (comme duns l.l), 
(1) Soit x E X. La fonction K,,, de (1.4.1) est un e’lkment de R,” qui 
est un multiple de flx,oKo. 
(2) Soit x E X0. La fonction K,,, est un klle’ment de RF tel que 
PO”(Y) K,,, =o, VYEX. 
Preuve. On sait que Ko E RF, done Fx,oKo E RF. On a 
i/‘(Y).Fx,oKo=O, VYE 0 et A%?(~)jrx,oKo =O, VYEx, d’apres 1.6. Cette 
fonction est done un multiple de Ko,x d’apres la Proposition 1.4. Ceci prouve 
le (1). On obtient le (2) de facon identique. 
Le groupe e, agit sur chacun des espaces ZX par la formule g, 
@ + g,@ =xX fF;’ @ ou 37, est un operateur d’entrelacement de (kF”, p) 
110 BERNARDMAGNERON 
darts (RX, p,). Nous donnons maintenant une rialisation explicite du fibre 
des spineurs symplectiques purs. 
3.6. PROPOSITION. Soit (X1(O), z,(O), X) le fibre principal de base X 02 
<t(o) = Uuec*,xex uKo,x et T,(O) est la projection naturelle uK~,~+ x de 
X,(O) sur X. Soit <To un operateur d’entrelacement de (A?, p) duns (Ro, po). 
On a un isomorphisme defibrb nature& T(O), de 2, sur f,(O), unique a un 
facteur multiplicatifprds dependant du choix de Ro, tel que x,(O) z(O) = TT, 
et que, pour .f E 2,, 
x’(Q) = \ (r(O)f)(n)(&o @)(n-‘) &, 
. N/C 
vcp E x=:. 
On a alors pour g E G, , 
t(0)(goq=~(~)2D(g)~,‘5(0).f 0; x = 71,(x1). 
Preuve. Nous utilisons les 
3.1. LEMME. Soit x E X. On a une application lineaire EFr de Rx sur la 
droite vectorielle 71; ‘(x) V { 0) don&e par 
De plus, Ker EYI est l’orthogonal de Ko,, duns R,. 
Preuve du Lemme 3.1. Utilisant 1.6, on voit que gX(Q1) E2?+Oc. On a 
pour YE x, 
On en deduit le debut du Lemme 3.7. Si maintenant G1 E Ker ;“,, on a 
(Q, 1 K,,,) = FY(@,)(K,,,) = 0 du fait que K,,,(n~‘) = K,,,. Ceci prouve 
que Ker FX c (Ko,x)‘, comme i(er gX est un hyperplan, on a l’egalite. D’ou le 
Lemme 3.7. 
3.8. LEMME. Le groupe G”, agit sur UxsxZYx par la formule g, 
@ + L( ,f) @ = n( g’)’ D(g) 2; ’ @ pour @ E Zx. Soit E- l’application de 
U,,,;;“, duns 21 U {0 } telle que 5 *c = fTx, on a 
R(L(&y) @; = go E-(Q). 
Preuve de Lemme 3.8. Du fait que D(g) g; ’ est un operateur d’en- 
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trelacement de (A??, pX) dans (&, p,,) on deduit facilement que L detinit 
bien une action de G,. Nous prouvons maintenant que la forme biliniaire 
bicontinue w(g) sur RX x 22, donnee par 
(D(g)g;‘~,)(n)(g’,~*)(n-‘)6ri 
NIC 
ou g est tel que x1(g) = g, ne depend pas de g dans G. Pour cela, on 
remarque que si on fixe @r (resp. @,), la forme Q2-’ o(g)(@r, @J 
(resp. @, + w( g)(@, , Q2)) sur A?: (resp. RF) est un spineur symplectique 
pur de J“;” (resp. Z’;“) q ui se projette en x (resp. en 0). Par consequent 
w(g) = u( g, x, 0) w(e). Choisissant par exemple Qz = K,, on constate que 
u( g, x, 0) = u( g, 0,O) = u(g) ne depend ni de x, ni de 0. De plus, g -+ u(g) 
est un caractere necessairement rivial de G. D’ou le Lemme 3.8. 
Comme D(g)&’ KO,,-est un multiple de Ko,nx, on voit que B,(O) est 
stable par l’action L de G, sur U,,, RX. La restriction de g a f,(O) met 
celui-ci en bijection avec X,. On pose alors r(O) = (qn,,o,)p ‘, ce qui nous 
donne l’isomorphisme attendu et acheve la preuve de la Proposition 3.6. 
Une demonstration identique a celle du Lemme 3.8 donne la 
3.9. PROPOSITION. Soient 0’ E X0 et g E G tels que g0 = 0’. II existe 
un e’lkment g de G, se projettant sur g tel que, sur 2,) 
T(o’)~=&,t(o)~ avec x = 7c1(X’). 
3.10. Nous pouvons maintenant construire la fonction si. Soient fj 
(j = 1, 2), deux elements de x1 tels que ~~(2~) = xj. Les elements t(0) Zj, 
appartiennent a A?]?. Posons 
sip, 5 -&) = E(T(O) x’, , .52r(O) -fz), , (3.10.1) 
oti *2 est un operateur d’entrelacement canonique de (&, pr) dans (4, pJ 
(voir Theoreme 1.8), dtfini a un scalaire de R T pres qui depend du choix des 
mesures et qui est saris importance pour le resultat final. D’apres la 
Proposition 3.9, le choix de 0 dans la definition de s; est aussi saris impor- 
tance. 
Pour u E C*, oti C* est considere comme un sowgroupe de G”, , on a 
r(0) u 0 2* = u - ‘r(0) 22, sur XI. 
Pour x1* = jZ; E j($), il vient 
[r(o>W;>l(n> = V&W-‘). 
Dans ce cas, s;(x’r , fz) = eZI(Z;). D’ou le 
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3.11. TH~OR~ME. La fonction s; sur 2, X 2, ve’rifie les proprit%s 
suivantes 
Reprenant les notations de la Proposition 2.11, on a G, = s*(G:,), on pose 
z’2 = e*@i). On note encore E, la surjection canonique de xi sur zz. On 
definit la fonction de Maslov sp pour (G”*, z2) par 
3.12. PROPOSITION.(C?,,J~~,S,)E k?',,(X,n). 
4. INDICE DE MASLOV G~NBRALIS~ 
D’apres 2.7 on peut associer a l’extension (G, , a:, si) (resp. (G,, X,, sz)) 
de (G, X0) (resp. (G, X)) par C* (resp. T), un element m, (resp. m,) de 
Z2(Xo, C*) (resp. Z’(X, T)) q ue nous nous proposons de calculer. Nous 
adoptons les conventions suivantes : si a est un endomorphisme d’un C- 
espace vectoriel W, on note Det a, le produit des valeurs propres non nulles 
de a affect&es de leur multiplicite. Si Ker a = {0}, on a done Det a = det a. Si 
maintenant y est un sous-espace vectoriel totalement isotrope de V, on pose 
(XxX)(y)= {(x,,x,)EXXX~x,nx,n V=y}. 
Lorsque y = (O}, on a X0 X X0 c (X X X)(O) c X X X, par consequent 
(Xx X)(O) muni de la topologie trace de celle de XXX est simplement 
connexe. En se placant dans l’espace symplectique yl/j~, on obtient un 
resultat analogue lorsque y est quelconque. Comme dans la Section 1, on 
associe a xj (j = 1, 2) le sous-groupe Dj puis, &ant don& 0 E x0, 
l’operateur Zj ; on convient de noter Fj l’element K,,, de 4. 
4.1. PROPOSITION. (1) Soit (x1, x2) E (X X X)(O), on a 
j F,F,(n)&=dettf(Id,-Z,Z,), NIC 
(2) Soient x1, x2 E X, on a 
F, F, (n) dri = E Det i(Id, - Z, Z,), 
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06 dri est une mesure N-invariante, et E est comme dans la Section 3. Les 
puissances -4 sont d&ermint?es de telle sorte que les fonctions correspon- 
dantes sont kgales ci 1 dans C* (resp. lr) lorsque x, = x2, et sont continues 
sur (X X X)(O) (resp. (X X X)(y) lorsque y = x1 f7 xz CJ I’ reste Jxe). 
Preuve. Soit x E X, nous posons TX = a -‘Z,ii, oti a et Z, ont Itd dkfinis 
en 1.1. On note Tj = T,,, c’est un opkrateur antilinkaire sur (V,J). On a 
d’aprks (1.4.1) 
F,F,(exp v) = e- (~I~)[S(~.~)~(~/~)H(~,T,~~~(I/~)H(L~,T~~~)I 
On vCtrifie que pour (x,, x2) E (X x X)(O), cette fonction est intkgrable sur 
V. On calcule aiskment l’intkgrale lorsque x, = x2. On en dttduit le (1) de la 
Proposition 4.1 par prolongement analytique. Pour prouver le (2), on utilise 
le 
4.2. LEMME. (1) Soit x E X, on a Ker(Id, - T) = x n V et 
Ker(Id, + T) = J(x f7 V). 
(2) Soient x,,x,EX, on a Ker(Id,-T,T,)=(x,nx,T\IV)@ 
J(x, n x2 n v). 
Preuve du Lemme 4.2. Prouvons le (2) par exemple, on a 
Ker(Id, - T, T,) = a-’ Ker(Id, - Z,Z,) = a-‘aC(x, nx,). 
D’aprks la Proposition 1.4, x1 n X2 = (x, n x2 n V)“. On d(?duit alors le (2) 
du fait que a-‘a”i = Ja-‘a’. 
Remarquant que T, et T2 coincident avec l’identik sur x, n x2 n V, 
posant V’ = ((x1 n x2 n V) 0 J(x, n x2 n V))‘, il vient 
e-‘~/2’[S’“‘,““-I/211(L”,T,L”)~(I/2)H(L”.T~L”) 1 dv’ dv 
le (2) de la Proposition 4.1 se dbduit alors de son (1). 
4.3. Nous pouvons maintenant calculer le 2-cocycle m, (resp. m2). 
D’aprits (2.7.1) on a sur X0 x X0 x X0 (resp. X x X x X), 
m,(xo,x,,x,)=s;l(f,’ ,?/ )s,(f; ,Z; )s;‘(.?; ,x”,‘) 
(rev. m2(xo,x1, x2> = s;‘(.f,,~,) s2(Zoo,Z2) s;‘(x”,,l,)) 
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2: E 2; (resp. & E z2) avec n,($) = xk (resp. z2(fk) = xk) (k = 0, 1, 2); ou 
s, (resp. s,) a CtC defini dans la Proposition 3.4 (resp. Proposition 3.12). 
Choisissons les .?A (resp. k?,J tels que x0$ = P,, avec P,(n) = B,(n-‘), 
(resp. r(0) -Is, = F,J ou x0 (resp. r(0)) a et& defini dans la Proposition 3.6. 
On pose 
4.4. PROPOSITION. L’&!ment m, de Z2(Xo, C*) (resp. m2 de Z’(X, T)) 
associe’ ci (G, , a:, s,) resp. (G”*, T2, s,) est don& par la formule 
pour j = 1 (resp. 2), avec 
K~(x,,x,) = deti(Id, - Z,Z,)/det~(Id, -Z,Z,) 
x2(x,, x2) = E Deti(Id, - Z,z). 
4.5. PROPOSITION. Soient pour j, k = 0, 1, 2, trois Gments (xj, drij) de 
respace X’ dt$ni en 1.5 auxquels on associe les op&ateurs dentrelacement 
canoniques qk du Thbort?me 1.8. Alors 
sT,2;T21sSo = m;‘(x,, x1, x2) Idso. 
Preuve. Dans la formule donnant m2 en fonction de s2, choisissons les zj 
de telle sorte que r(O) 2, = T,s(O) 2, et r(O) f2 = ;41&or(0) I,, utilisant 
le (2) de Theoreme 1.8 et (3.10.1), on obtient 
d’ou le resultat. 
4.6. Notre but dans ce qui suit est de construire en utilisant un 
argument de connexite, un 2-cocycle a valeurs reelles qui releve m, sur 
xxxxx. 
Soit y un sous-espace isotrope de V. On a vu que la restriction au domaine 
simplement connexe (X x X)(y) de la fonction (x, , x2) --t E Det(Id, - Z, 2,) 
est continue et Cgale i 1 lorsque x, =x2. Soit x la fonction continue sur 
(X X X)(y), a valeurs reelles, telle que 
MDICE DE MASLOV 115 
(0 x(x, x> = 0 
(ii) ei(s/2)X(x1J2) = x:(x1, x2) = E Det(Id, - Z, 2,). 
En faisant varier y, on obtient ainsi une fonction alternee, encore notee x, 
sur X X X tout entier. Sur X X X X X, nous posons 
Dans le rtsultat suivant q denote le morphisme de groupes de R sur TT 
donne par y(u) = ei(n’4)u. 
4.7. TH~OR~ME. II existe une fonction re’elle unique m sur X X X X X 
qui v&$e les propri&s suivantes: 
(a) sur XX XX XX X et pour gEG, on a 
~(x,~x,~x,)-~(x,,x,,x,)+~(x,,x,,x,)-m(x,,x,,x,)=0, 
m( PO 3 gx, 3 gx2) = m&J, x, , x2). 
De plus m est alter&e. En re’sume’ (notation de 2.2), m est un &ment 
alternb de Z’(X, R). 
(b) On a e i(n’4’m(x+~~x~) = m2(x0, x,, x2). Autrement dit (notation de la 
Proposition 2.1 l), p(m) = m,. 
(c) La restriction de m ti toute partie de XX X X X sur laquelle les 
dimensions des xjnx,n V (ozj j, k E (0, 1, 2) avec j# k) sont constantes, 
est continue. 
Preuve. Nous prouvons le (c). Le sous-groupe de stabilid U dans G de 
I’eliment 0 de X0, isomorphe au groupe unitaire, agit transitivement sur les 
sous-espaces isotropes y de V de dimension donnee p. De plus, il laisse 
invariante la fonction x2, puisque pour g E U, on a 
X2(@, 3 @2> = E 
1 
D(W’,D(d~2(nP~ =x2(.%x2)- 
Nl@,ngD, 
Par relevement, cela entraine que la fonction x est egalement invariante 
par U. Comme la restriction de x a (X x X)(y) est continue, on en deduit 
que x est continue sur toute partie de X x X telle que dim(x, n x2 f? V) = 
C*. Cela implique le (c). 
La fonction g -+ m( gx,, gx, , gx2) est done continue sur G et d’apres le (b), 
qui est evident, elle est constante. Les autres proprietes du Theoreme 4.7 sont 
faciles a prouver. 
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4.8. PROPOSITION (Calcul pratique du 2-cocycle m). On a 
m(x,,x,,x,) =x($,x*) -xX(x,,-4 +x(x,,x,) mf?c 
oli pk et ek sent, respectivement, la multiplicite’ et I’argument compris entre 
-z/2 et 7~12 de la kilme valeur propre non nulle de l’opbateur Id, - Z, Z, 
de End(O). En effet, ces valeurs propres ont une partie GeelIe strictement 
positive. 
Preuve. Du fait que iB(z,Z,V; Z,z,v) < iB(V, v), les valeurs propres de 
(Id, - Z,Z,) sont situees a l’interieur d’un cercle de centre (LO) et de rayon 
1, d’oti la derniere remarque de la proposition. La fonction x ainsi delinie 
verifie bien les proprietis (i) et (ii) de 4.6, d’oti la Proposition 4.8. 
4.9. Nous appelons la fonction m, indice de Maslov gh!ralise’. 
Justilions cette terminologie. Soit /i comme dans 1.1 et ,U l’indice de Maslov 
ordinaire delini par Leray-Souriau-Kashiwara (voir [ 131, ainsi que [23] et 
[ 121). Rappelons que sur /1 x /i x /1, ,u(&, I,, Z2) est la signature de la forme 
quadratique Q sur I, @ 1, @ I,, delinie par 
Q(v,ov,ovz>=B(v,,v,)-B(v,,v,)+B(v,,v,). 
On sait que ,U E Z’(li, z). De plus, 
4.10. PROPOSITION. Sur A x A x A, on a 
Preuve. Du fait que m et p verifient l’identite de cocycle, il suffit de 
verifier l’tgalite lorsque I, et 1, sont transverses. On sait [ 131 qu’il existe 
alors une base symplectique (Pj, Qj) de V telle que 
1,= @ IRP,, 1,~ 0 RQj, 
I<i<r l<j<i- 
1, = W’, + Q,) 0 ... @ “(Pp + Q,> 0 W’p,, - Q,, ,> 
@J ... 0 w,,, - Q,,,) 0 RP,,,,, 0 ... o W,. 
et que, dans ce cas, p(Z,, I,, Z2) =p - q. 
Pour calculer m(Zt, IF, Z:), on choisit 0 de telle sorte que la structure 
complexe associee J de V donnte en 1.1 soit telle que JPj = Qj (1 <j < r). 
Pour k = 0, 1,2, associons a I,” les endomorphismes Tk delinis dans la 
Proposition 4.1. Alors I, = Ker(Id, - T,) et Jl, = Ker(Id, + T,). Les Pj sont 
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des vecteurs propres (associes a des valeurs propres complexes) des 
endomorphismes Id, - T, T,, = a- ‘(Id, - Z,Z,,) a de (I’, J). Un calcul 
explicite donne 
x($, I:> = x(G I,“) = i(P - 41, r&L z,“> = 0. 
Par consequent m(Zi, ZF, 1:) =p - q, d’oii la Proposition 4.10. 
Soit x E X et y un sous-espace vectoriel isotrope de (I’, B). Dans ce qui 
suit, nous posons xy = yc + x n y’. On verifie que xy E X. 
4.11. PROPOSITION. (1) Soient W’ et W” deux sous-espaces vectoriels 
de V tels que V = W’ 0’ W”, auxquels on associe Zes 6Ztfments m’ et ml’ de 
Z’(X( W’), R) et de Z’(X( W”), R) donntfs par Ze Thiorime 4.7. Soient, pour 
j = 0, 1, 2, xj’ E X( W’), xj” E X( W”), et xj = xj @ x7 E X. Alors, 
(2) Soient x,,, x1 E X et y un sous-espace vectoriel de x, f’ V. On a 
alors m(x,, x)d, x,) = 0. 
(3) Soient x0, x, , x2 E X et y un sous-espace vectoriel (nbzessairement 
isotrope) de x, n x2 n V + x, n x2 n V + x,, n x1 n V. AZors 
Preuve. On peut choisir 0 de telle sorte que 0 = 0 n W’” @ 0 n W”‘. 
Dans ce cas On W’” et 0 n W”@ sont stables par Id, - Z,Z,, 
(j, k E {0, 1,2}). Le (1) est alors une consequence de la Proposition 4.8. On 
deduit le (2) du (l), puis en appliquant l’identite de cocycle, le (3) du (2). 
En utilisant les Propositions 4.11 et 4.8, on verilie la 
4.12. PROPOSITION. Soient x0, x, , x2 E X, posons 
(xlnx2n v+x,nx,n V+x,nx,n v)=y. 
AZors 1 m(x,, x, , xz)I < r -p oli r = { dim V et p = dim y. 
5. R~ALISATION DU RECOUVREMENT UNIVERSELDU GROUPE SYMPLECTIQUE 
ET REPRESENTATION DE SHALE-WEIL DU GROUPE M~TAPLECTIQUE 
Dans ce paragraphe, nous mettrons en evidence certaines propribtes 
cohomologiques des elements m,, m2, m et ,u de Z2(Xo, C*), Z*(X, T), 
Z’(X, R), et Z*(A, Z) definis dans le paragraphe precedent puis leurs conse- 
quences au niveau des groupes et des T-espaces associes. Le groupe symplec- 
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tique itant igal a son groupe derive, now utiliserons plusieurs fois le fait que 
2.15 s’applique. 
Comme dans 2.10, on associe a xEX”, l’element x*(mr) de Z2(G, C*), a 
x E X, les elements x*(mz) de Z*(G, T), et x*(m) de Z’(G, R) puis i I E A, 
l’tltment I*@) de Z2(G, .T?). 
5.1. PROPOSITION. Soit x E X0 (resp. X), alors, avec les notations de la 
Proposition 2.11, x*(mr)’ E B*(G, C *) (resp. x*(m2)* E B2(G, a)). On a un 
&hent unique n,(x) (resp. n*(x)) de C’(G, c*) (resp. C’(G, T)) tel que 
x*(ml)’ = dti,(x) (resp. x*(m2)* = ei(n’2)x*(m) = dn,(x)). De plus, dans Zes 
notations de 1.2. 
n I (x>(e, s> = det a,( g>. 
Preuve. D’apres 2.13, il sufftt de prouver le resultat pour un seul x. 
Supposons x confondu avec l’origine 0 de X0. On a, d’apres la 
Proposition 4.4 puis 1.2, 
MA g, 0, g, g2 0) = xXgl 0, g, g2 0) 
=deta(g,)deta(g,)dett’a(g,g,) 
on en deduit le resultat. 
5.2. PROPOSITION. Soit ,u Z’indice de Maslov ordinaire. 
(1) einrc = dv E B*(A, einE) avec V(Z,) I,) = (-l)r-dim(‘ly oc 
r=dim V. 
(2) Soit 1 E A, on a 
ei(n/*)/*(v) = dn2(/“) E BZ(G, ei(d2)z)e 
Preuve. (1) Utilisant l’identite de cocycle, il suffit de constater que 
einp(ro,rl,‘z) = dv(Z,, I,, Z,) pour I, et 1, transverses, ce qui se virifie facilement 
(voir la preuve de la Proposition 4.10). 
(2) On a d’apres les Propositions 5.1 et 4.10, 
dn,(Z”) = e i(n/2)lC’(m) = ei(n/2)l*(p) et dn2(/c)2 = einl*(u) 
done n,(Z”)( g,, g2) E ei(n’2)E puisque (d’apres 2.15), n,(Z”)( g, , g2)2 = 
vk,Lg,O 
Le fait que, pour j = 1,2, x*(mj)* est de facon unique un cobord implique, 
d’apres 2.13, qu’on a un morphisme injectif natural I; de G dans G,!. Le 
groupe G, isomorphe a z;(G) (resp. z;(G)) agit done naturellement sur (R)’ 
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(resp. 2:) par l’action g, f+ gx’ = zj( g) 2. D’apres 2.4 et (2.7. l), la fonction 
de Maslov sj’ sur (e)’ X (R)” (resp. 2’: X 2:) verifie les formules 
(i) sf(.T, ?) = 0, 
(ii) sT( gZl, g&) = sy(x”r, f2), g E G, (52.1) 
(iii) mi(x,g,x, g, g,x) = $(-t g,q-’ SXf, g, g2x3 s%f, g,-f-‘. 
D’apres 2.7 et 2.8, la donnee d’un element 0 de X0 (resp. PdeX) permet 
de munir (C * x G, C * x X) (resp. (T x G, T x X)) d’une structure d’ex- 
tension du T-espace (G, X0) (resp. (G, X)) munie d’une fonction de Maslov, 
isomorphe a (Gf, (e)‘, si) resp. ((IT:, $, s:) et notee (G:(O), (Z:)*(O), 
s:(O)) (resp. (C:(P), J?‘:(P), s:(P)). Soit z;(O) (resp. z;(P)), l’injection 
naturelle de G dans G”:(O) (resp. c’:(P)). 0 n a, d’apres les Propositions 2.12 
et 5.1 pour le (i), et d’apres la deuxieme formule de (2.7.2) la 
Proposition 4.4 et le (b) de (1.2.1) pour le (ii) et le (iii), 
0) 11(O)(g) = (det-’ a(g), g>, 
(ii) zl(O>(g)(u,x)=(udet~‘(a(g)+b(g)Z,),gx), 
(iii) z;(O)(g)(u, x) = (us dett ‘(a( g) + b(g) z,>, gx). 
La fonction de Maslov $0) sur (R)*(O) (resp. r?:(O)) est donnee par 
$(O>((u,,x,>, (u,,x*)) = w4;1x,~2(x~,x2). 
5.3. PROPOSITION. (1) L’action naturelle de G sur 2: est transitive sur 
chacun des sous-espaces (z$‘(Xp), (0 <p < r). 
(2) Les orbites de G duns (TC~)~‘(X’) sent des reltkements ci deux 
feuillets de X’, isomorphes d la grassmannienne des plans lagrangiens 
orient&. 
Preuve. (1) L’action de G itant transitive sur chaque Xp (0 < p < r), il 
suffit de verifier que l’action du sous-groupe de stabilite d’un element P de 
Xp est transitive sur la tibre (T&‘(P). Pour p = 0, on choisit P = 0, dont le 
sous-groupe de stabilitt dans G est le groupe unitaire U de (V, J, H). Pour 
gE U, on a 
[G(O)(g)]@, x) = (u det-’ g, gx). 
Comme det g prend toutes les valeurs possibles de T, on a le resultat dans ce 
cas. Si 0 <p < r, on se ram&e au cas precedent: &ant don& P E Xp, on 
pose I/= W 0 W’, de telle sorte que WC fT P soit totalement complexe et 
que W’” f3 P = (W’ fT P)C. On se restreint alors au sous-groupe des elements 
de G qui agissent trivialement sur W” n P et qui laissent W”n P 
globalement invariant. Ce groupe, isomorphe a un groupe unitaire, agit tran- 
sitivement sur (7~:) ‘(P). 
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(2) Soit P E II et Fc E (7+‘(F). Posons 
x> = {i” I7p) = l”, 1 E A, s:(F, F)’ = V(P, I)-‘}. 
On voit que XL est un relhement a deux feuillets de X’, stable par l’action 
g, iC-+giC= z;(g) ic de G sur (zi)-‘(X’). En comparant la formule (iii) de 
(5.2.1) appliquee a Z= ic avec la formule analogue (1.7.6) de [ 131, et en 
utilisant 2.15, on verifie que X\ est une orbite de G dans Xi, isomorphe a la 
grassmannienne des plans lagrangiens orient&. 
5.4. On note (6,X, s) l’element de E,(X, R) associe a m E Z’(X, R) 
par 2.8. Si P est une origine de X, les lois de la realisation(G(P), x(P), s(P)) 
de (G,2, s) sont don&es par (2.7.2), avec A = R. Si on suppose que cp est le 
morphisme de R dans T donne par p(u) = e”“‘2’U, on a (P*(ei(n’2’m)) = 
dn,(P). La construction de 2.14 permet d’associer a n,(P) un sous-groupe G 
de G qui est une extension de G par Ker (D = 4L. On a 
G(P) = ((24, g) E G(P) 1 eiCn’*)’ = n*(P) ‘(e, g)}. 
5.5. PROPOSITION. Le groupe G est le revztement universe1 de G. 
Preuve. Quel que soit le choix de P, C?(P) est isomorphe a 6. De plus, 
lorsque P = l”, notre construction est identique a celle de Kashiwara (voir 
[ 13, 1.9]), qui donne le recouvrement universe1 de G. On peut aussi 
demontrer directement ce resultat en prenant P = 0. 
On sait que l’element (G, ,X1, s,) de E,(X’, C *) est associe a 
m, E .Z’(X”, C *). Soit G, , le sous-groupe de G”, associi pour P E X0, A la 
fonction n)(P) telle que P*(mf) = dn,(P), par la construction de 2.14. On 
voit que G, N G/2Z est l’extension non triviale de G par {f I}, ou groupe 
mitaplectique. Appliquant les memes resultats que ci-dessus, on a la 
5.6. PROPOSITION. On peut munir C * X G d’une structure d’extension du 
groupe G, notke G,(O) dont la loi de composition interne est don&e par 
(u, 3 g&2 3 g2) = ( ulu2m,(O~g10~gl g2 O>,sl g2). 
On a un sous-groupe C?,(O) de G,(O) isomorphe au groupe mbtaplectique 
avec 
e,(O)= {(~,g)~uEC*,u*=deta(g)~~}. 
Dans ce qui suit R0 est, comme dans 1.5 l’espace de Fock des fonctions 
@, Cm sur N, telles que 
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(i) @(n exp tc) = e-“\‘@(n), 
(ii) ZI + @K;‘(exp v) est holomorphe sur (V, J), 
(iii) JNIC / @/* (n) 6ri < 03. 
5.7. PROPOSITION. On a une reprkentation unitaire R de C?,(O) dam 
respace de Hilbert X0, qui est une rkalisation de la reprksentation de 
Shale- Weil du groupe me’taplectique don&e, pour CD E <To et (u, g) E G, (0), 
par 
CR@, g> @l(n) = u ldet a(g)I j Q(h) K&W’) n) G. 
NIC 
Preuve. On considkre que G, est le groupe des automorphismes de R0 de 
la forme uYoD( g) ce qui est possible d’apris 3.1, et que 2: est l’espace des 
Gments de ,W, de la forme uK,,~ (voir le (2) de la Proposition 3.5). On 
dtmontre que (Ko, %YOoD( g) K,) = ldet a( g)l~ *, en utilisant le Lemme 1.9 et 
la Proposition 4.1. L’isomorphisme de G, sur G”,(O) de 2.7 fait correspondre 
det a(g) .YOD(g) d (1, g). D’oti la Proposition 5.7. 
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