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Abstract
We analyze existence of crossed product constructions of Lie group actions on C∗-
algebras which are singular. These are actions where the group need not be locally compact,
or the action need not be strongly continuous. In particular, we consider the case where
spectrum conditions are required for the implementing unitary group in covariant repre-
sentations of such actions. The existence of a crossed product construction is guaranteed
by the existence of “cross representations”. For one-parameter automorphism groups, we
prove that the existence of cross representations is stable with respect to a large set of
perturbations of the action, and we fully analyze the structure of cross representations of
inner actions on von Neumann algebras. For one-parameter automorphism groups we study
the cross property for covariant representations, where the generator of the implementing
unitary group is positive. In particular, we find that if the Borchers–Arveson minimal im-
plementing group is cross, then so are all other implementing groups. We study a smoothing
phenomenon for one-parameter actions on Lie groups, and display the usefulness of cross
representations for this context. For higher dimensional Lie group actions, we consider a
class of spectral conditions which include the ones occurring in physics, and is sensible also
for non-abelian or for infinite dimensional Lie groups. We prove that the cross property of a
covariant representation is fully determined by the cross property of a certain one-parameter
subsystem. This greatly simplifies the analysis of the existence of cross representations, and
it allows us to prove the cross property for several examples of interest to physics. We also
consider non-abelian extensions of the Borchers–Arveson theorem. There is a full extension
in the presence of a cyclic invariant vector, but otherwise one needs to determine the van-
ishing of lifting obstructions.
Keywords: C∗-action, covariant representation, crossed product, singular action, spectrum
condition, Borchers–Arveson theorem
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1 Introduction
In this paper, we interweave two strands of enquiry: singular actions α : G → Aut(A) of topo-
logical groups G on C∗-algebras A, and spectral conditions for covariant representations. A
singular action α is an action for which either G is not locally compact or the G-action on A is
not strongly continuous. For these actions the usual construction of a crossed product C∗-algebra
A ⋊α G fails. Singular actions are abundant in physics and arise naturally in mathematics in
important examples. For instance, the field C∗-algebra for bosonic field theories is usually cho-
sen to be either the Weyl algebra or the resolvent algebra, and then non-constant one-parameter
symplectic groups produce one-parameter automorphism groups on these algebras which are
not strongly continuous (cf. [BGN17, Exs. 2.8/9]). Singular actions of the non-locally compact
group C∞(M,K) of local gauge transformations arise also in quantum gauge theories. In fact,
Borchers pointed out on many occasions ([Bo83, Bo96]), that in quantum field theory the nat-
ural actions α : G → Aut(A) are usually not strongly continuous, and the groups G need not
be locally compact. E.g., the group G may be an infinite dimensional Lie group, such as the
group C∞(M,K) of gauge transformations, or the group Diff(M) of diffeomorphisms of a com-
pact manifolds. It may also be a topological subgroup of the unitary group in a von Neumann
algebra which carries no manifold structure. We refer to [BGN17] for a review of covariant
representations for singular actions.
For singular actions, many of the usual mathematical tools break down. In particular, the
non-existence of a C∗-crossed product shows that there is no good global structure theory for
their covariant representations. We addressed this problem in a previous work (cf. [GrN14]).
The difficulty arising of G not being locally compact can be overcome by imposing regularity
conditions on the considered unitary representations U : G → U(H). A particularly natural
requirement is that the class of specified representations of G is in one-to-one correspondence
with the non-degenerate representations of a C∗-algebra L, called a host algebra of G (see
Definition 3.1, or [Gr05]). If G is locally compact, then L will typically be a quotient of C∗(G),
and if G is an infinite dimensional Lie group, we shall see other natural examples of host algebras.
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In [GrN14], we introduced a crossed product construction which is possible for a subclass of
singular actions (cf. [GrN14]), relative to a choice of host algebra L, which controls the unitary
representations allowed for covariant representations. This is particularly useful in that the
existence of such a “crossed product host” brings with it a good structure theory for states
and a subclass of representations associated with it, and offers tools such as direct integral
decompositions. Depending on the choice of the class of representations required, controlled by
a host algebra L, these crossed product hosts are unique, but the existence problem is much
harder and depends on the existence of cross representations (cf. Definition 3.8). Whilst in
[GrN14] we provided many examples of cross representations where the usual crossed product
does not exist, in general they are not easy to find for an arbitrary singular action, so here we
want to extend this analysis. In particular, one should be able to deal with the main covariant
representations of physical interest. Our first problem is to extend the small set of known systems
in [GrN14], and so we analyze the cross property with respect to perturbations of the action.
This allows us to show that, for the Fock representation of a bosonic system equipped with the
dynamics of a positive one-particle Hamiltonian, the second quantized covariant representation
is cross (Example 3.27). For the special case of a singular action α : G → Aut(A), where A
is a von Neumann algebra and α is inner, we fully characterize the cross representations in
Subsection 3.3. These will restrict to cross representations on invariant C∗-subalgebras, but
such subalgebras may have cross representations which do not extend to cross representations
of the von Neumann algebra.
The second strand in this paper concerns covariant representations of singular actions sat-
isfying spectral conditions. Here G is a Lie group and for some elements X in its Lie algebra,
we require that the selfadjoint generator HX of the corresponding unitary one-parameter group
U(exp tX) = eitHX is bounded from below. As the concrete lower spectral bounds are specified
in terms of a closed convex subset C in the dual of the Lie algebra of G, we speak of a C-spectral
condition (Definition 6.1). Of particular importance are representations which are semibounded.
This is a stable version of the positive spectrum condition which means that the operators HX
are uniformly bounded from below for all X in some non-empty open subset of the Lie algebra
of G.
Special tools are available for such representations, which allow us to further analyze the
cross property for these. Covariant representations of this type are of profound interest in
quantum physics, as the generator of time evolution is almost always required to be a positive
selfadjoint operator. This has a natural generalization to higher dimensional abelian groups,
e.g. in relativistic quantum field theory and, and non-abelian extensions have also been studied
([Ne00, Ne10, Ne12, Ne14b, Ne17]). Lie group representations satisfying spectral conditions are
of fundamental importance in physics [SW64, Bo96, Ot95, H92, LM75], harmonic analysis [Ol82,
Ol90, HO96, Ne00, Ne10, Ne12, Ne14b, Ne17] and operator algebras (cf. [Pe89, Ch. 8]) and have
some nice structural properties (cf. [Ne00, Ne10]). The paper [Bo84] seems to be the first one
where the spectrum condition is studied for group actions which are not strongly continuous,
which is in our focus here. We already considered the cross property for a few of these systems (cf.
Examples 6.11 and 9.1–9.3 in [GrN14]), but here we want to pursue the general analysis of this
question, because new mathematical tools such as smoothing operators for infinite dimensional
Lie groups have recently become available ([NSZ15]).
The setting of a discontinuous action of G = R is the easiest to study the cross property for
positive covariant representations of singular actions, and so we start this strand with that. Here
the generator of the implementing unitary group is positive. This will turn out to be important,
as we will show that for C-spectral covariant representations on higher dimensional Lie groups,
the cross property for the full system can be tested on certain one-parameter subsystems. The
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Borchers–Arveson Theorem provides a special “minimal” inner implementing unitary group for
positive covariant representations, and we show that if the Borchers–Arveson inner covariant
representation is cross, then so are all the other positive covariant representations, keeping the
representation of the algebra itself fixed.
As the generalization of the positive spectrum condition to non-abelian Lie groups is unfamil-
iar to physicists, we present it in detail, including some standard tools such as complex Olshanski
semigroups, generalizing the complex upper half plane. We explore interesting properties of co-
variant representations satisfying C-spectral conditions, and we obtain an important result that
reduces the question about the cross condition to that of the representation restricted to some
one-parameter subgroup (Theorem 7.4). This is extremely useful, and allows us to show that the
Fock representation for a bosonic system is cross for the symplectic action of the conformal group
SO(2, d) (which contains the Poincare group) on the Weyl algebra where the action is defined by
a semibounded representation of SO(2, d). We also obtain a generalization to the non-abelian
case of the Borchers–Arveson Theorem for when there is an invariant cyclic vector, and in the
general case there are lifting obstructions that we describe in terms of central extensions.
In more detail, the paper is structured as follows. After establishing notation, we give a brief
review of the results on crossed product hosts from [GrN14] which we will need. A few new
results (e.g. on the Laplacian) are added with proof. In Subsection 3.2 we analyze the question
on whether cross representations are stable under perturbation and how their associated crossed
product hosts are related. We obtain conditions that allow us to establish the cross property
for the important physics example consisting of the Fock representation of the Weyl algebra
equipped with the dynamics of a positive one-particle Hamiltonian (Example 3.27). We move to
the special case of an inner singular action on aW ∗-algebra in Subsection 3.3, analyze its normal
cross representations and fully characterize these in Theorem 3.37. Our assumption of an inner
action is not restrictive if there are (positive) spectrum conditions, as the Borchers–Arveson
Theorem ensures that such actions must be inner.
We then turn to spectral conditions for covariant representations and start with the one-
parameter case, where we can use the generator of the implementing unitary group to concretely
analyze the cross property (Section 4). One finds that if the Borchers–Arveson minimal inner
covariant representation is cross, then so is the original one (Theorem 4.4). In the following we
describe how to factor out an ideal from a crossed product host to obtain one which only allows
positive covariant representations (Proposition 4.5), and how to build a positive covariant cross
representation from a covariant cross representation which does not satisfy the positive spectral
condition (Proposition 4.8).
The analysis of positive covariant representations for one-parameter automorphism groups of
groups (rather than algebras) has been well-studied in mathematics (cf. [Ne14, NS14]), and we
consider how the current analysis connects with that area in Section 5. Here one would choose
for the algebra with the singular action the discrete group algebra C∗(Gd). This leads to an
interesting phenomenon, where in a positive cross representation (π, U) for the action α : R →
Aut(G), the positive unitary one-parameter group (Ut)t∈R can “regularize” the representation π
of the group G. It defines a crossed product host which only allows continuous representations
of G. A typical example of this is the Fock representation of the Weyl algebra, where the one-
parameter group generated by the number operator produces a crossed product host which only
allows regular cross representations. This leads naturally to the study of smoothing operators
(cf. [NSZ17]) where this phenomenon is studied in greater depth, and in Subsection 5.2 we recall
some results from [NSZ17] and establish the link with crossed product hosts (Theorem 5.15).
We next generalize the positive spectral condition from R to general Lie groups (possibly
non-abelian or infinite dimensional) to define “C-spectral representations” (Section 6). For
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brevity, we only study finite dimensional Lie groups, possibly non-abelian. As host algebras
for C-spectral representations are not well-known in physics, we give two constructions, one via
smoothing operators in Subsection 6.1, and another one via the Olshanski semigroup, defined
in Subsection 6.2. There are some interesting restriction properties for these, listed in Proposi-
tion 6.24 and Corollary 6.25, not shared by the usual group algebra C∗(G). These host algebras
are now used to analyze the cross property for covariant C-spectral representations (Subsec-
tion 7.1). This culminates in the result that the property of whether a C-spectral representation
is cross is fully determined by whether its restriction to some one-parameter subgroup is cross
or not (Theorem 7.4). Thus the previous analysis of the cross property for the one-parameter
case applies, and this is so useful that we can immediately establish the cross property for the
Fock representation on the Weyl algebra, for the the symplectic actions of either the translation
group on Minkowski space or the conformal group (which contains the Poincare´ group), where
the spectral condition is the usual one from physics, i.e. the joint spectrum of the generators of
translation is contained in the closed forward light cone (Example 7.6). Unfortunately we do
not know whether the restriction of this representation to the Poincare´ group is also cross. In
the case that a conventional crossed product exists, we show that our crossed product hosts are
quotients of the conventional one.
Given the generalization of the spectral condition to non-abelian groups, we need to check
how to adapt tools from the abelian case. One natural question is whether one can obtain a
version of the Borchers–Arveson Theorem, and indeed we find that if we have a C-spectral co-
variant representation containing a cyclic G-invariant vector, then there is an inner C-spectral
representation such that on the one-parameter subgroups corresponding to semibounded gen-
erators, it restricts to the Borchers–Arveson minimal groups (Proposition 7.10). If there is no
cyclic invariant vector, the general problem is further explored in Subsection 7.3.
Finally, we conclude with a section containing further examples, first, in Subsection 8.1 a
full crossed product host with a non-abelian spectrum condition. It is constructed for the group
of symplectic transformations acting on the Weyl algebra of a finite dimensional symplectic
space. The next example addresses a case left open in [GrN14, Ex. 5.11] (Subsection 8.2). It
determines that for A = B(ℓ2) and the R-action defined by αt := Ad eitH , where H = H∗ is an
unbounded operator such that (i1−H)−1 ∈ B(ℓ2) is not compact, there are no non-zero cross
representations. The translation action, whilst strongly continuous on C0(R) (hence cross in
all covariant representations), is singular on the larger C∗-algebra Cb(R) and so it is a natural
question as to whether the representation on L2(R) is cross. In Subsection 8.3 we show that this
is not the case. In Subsection 8.4 we finally give two examples of hosts for infinite dimensional
Lie groups, one for the Virasoro algebra, and one for the twisted loop group. In both cases one
proves that for a certain one-parameter group acting on these, a positive covariant representation
is cross using smoothing operators, hence the crossed product host constructed from the discrete
group algebra is a host algebra for the respective central extensions of the groups.
2 Basic concepts and notation
Below we will need the following.
Definition 2.1. (i) For a C∗-algebra A, we write M(A) for the multiplier algebra of A. If A
has a unit, U(A) denotes its unitary group. There is an injective morphism of C∗-algebras
ιA : A →M(A) and we will just write A for its image in M(A). Then A is dense in M(A)
with respect to the strict topology, which is the locally convex topology defined by the
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seminorms
pA(M) := ‖M ·A‖ + ‖A ·M‖, A ∈ A, M ∈M(A)
(cf. [Bu68, Prop. 3.5] and [Wo95, Prop. 2.2]).
(ii) Let A and L be C∗-algebras and ϕ : A → M(L) be a morphism of C∗-algebras. We say
that ϕ is non-degenerate if span(ϕ(A)L) is dense in L (cf. [Rae88]). A representation
π : A → B(H) is called nondegenerate if π(A)H is dense in the Hilbert space H.
If ϕ : A → M(B) is a morphism of C∗-algebras which is non-degenerate, then we write
ϕ˜ : M(A) → M(B) for its uniquely determined extension to the multiplier algebras (cf. [Ne08,
Prop. 10.3]).
For a complex Hilbert space H, we write Rep(A,H) for the set of non-degenerate represen-
tations of A on H, and S(A) for the set of states of A. To avoid set–theoretic subtleties, we will
express our results below concretely, i.e., in terms of Rep(A,H) for given Hilbert spaces H. We
have an injection
Rep(A,H) →֒ Rep(M(A),H), π 7→ π˜ with π˜ ◦ ιA = π,
which identifies a non-degenerate representation π ofA with the representation π˜ of its multiplier
algebra which extends π on the same Hilbert space. The representations of M(A) on H arising
from this extension process are characterized as those representations which are continuous
with respect to the strict topology on M(A) and the strong operator topology on B(H), or
equivalently by non-degeneracy of their restriction to A (cf. [Ne08, Prop. 10.4]). We will refer
to π˜ as the multiplier extension of π. It can be obtained by
π˜(M) = s-limπ(MEλ) for M ∈M(A)
where (Eλ)λ∈Λ is any approximate identity of A.
Remark 2.2. Below we will use the notation JSK := span(S), where S ⊂ Y and Y is a Banach
space. If B is a C∗-algebra, andX is a left Banach B–module, then the closed span of BX satisfies
JBXK = BX = {Bx | B ∈ B, x ∈ X} (cf. [Bla06, Th. II.5.3.7] or [Pa94, Th. 5.2.2]). In particular
it implies that if ϕ : A → M(L) is non-degenerate, then L = ϕ(A)L, and if π : A → B(H) is a
non-degenerate representation, then Jπ(A)HK = π(A)H.
For a topological group G we will denote by Rep(G,H) for the set of all (strong operator)
continuous unitary representations of G on H . Moreover Gd will denote the group G equipped
with the discrete topology.
Definition 2.3. (i) We write (A, G, α) for a triple, where A is a C∗-algebra, G a topological
group and α : G → Aut(A) is a homomorphism. We call α strongly continuous if for every
A ∈ A, the orbit map αA : G → A, g 7→ αg(A) is continuous. If α is strongly continuous, we
call (A, G, α) a C∗-dynamical system (cf. [Pe89], [BR02, Def. 2.7.1]), or say that the action is
strongly continuous. Unless otherwise stated, we will not assume that α has this property and
simply speak of the triple (A, G, α) as a C∗-action. The usual case will mean that the action is
strongly continuous, and the group G is locally compact. A singular action is one which is not
the usual case.
Given any C∗-dynamical system (A, G, α), we can always define the strongly continuous part
of it by
Ac := {A ∈ A | g 7→ αg(A) is norm continuous} and αcg := αg ↾ Ac.
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In the case where A is a von Neumann algebra or a W ∗-algebra and the orbit maps of elements
A ∈ A are σ(A,A∗)-continuous, we call (A, G, α) a W ∗-dynamical system.
(ii) A covariant representation of (A, G, α) is a pair (π, U), where π : A → B(H) is a nonde-
generate representation of A on the Hilbert space H and U : G→ U(H) is a continuous unitary
representation satisfying
U(g)π(A)U(g)∗ = π(αg(A)) for g ∈ G, a ∈ A. (1)
For a fixed Hilbert space H, we write Rep(α,H) for the set of covariant representations (π, U) of
(A, G, α) on H. In the case that we are given a concrete von Neumann algebra or nondegenerate
C∗-algebraM⊆ B(H) and a unitary representation U : G→ AutM which produces an action
by αg(M) = AdUg(M) := UgMU
∗
g on M, we will also speak of the pair (M, U) as a covariant
representation for α.
Remark 2.4. Given (A, G, α) where α need not be strongly continuous, and a covariant repre-
sentation (π, U) ∈ Rep(α,H), then the map U : G→ U(H) is strong operator continuous. Then
it follows from [Pe89, 7.4.2] that (π(A)′′, G, β), defined by β(g) = Ad(U(g)) is a W ∗-dynamical
system.
3 Cross representations
3.1 Review
In [GrN14] we examined the question of how to construct crossed products for C∗-actions
(A, G, α) which may be singular (e.g. α need not be strongly continuous or G need not be
locally compact). In the following sections we want to examine such crossed products where we
require a spectral condition for the covariant representations produced by the crossed product.
We review the basic facts regarding cross representations, extracted from [GrN14], which is
where proofs of the material below can be found. There are a few new results at the end, which
will be proven here.
First, we need to generalize the concept of a group algebra ([Gr05]).
Definition 3.1. Let G be a topological group. A host algebra for G is a pair (L, η), where L is
a C∗-algebra and η : G→ U(M(L)) is a group homomorphism such that:
(H1) For each non-degenerate representation (π,H) of L, the representation π˜ ◦ η of G is con-
tinuous.
(H2) For each complex Hilbert space H, the corresponding map
η∗ : Rep(L,H)→ Rep(G,H), π 7→ π˜ ◦ η
is injective.
We write Rep(G,H)η for the range of η∗, and its elements are called L-representations of G
on H. If U : G→ U(H) is a unitary representation of G in the range of η∗, we write UL for the
unique corresponding representation of L with U˜L ◦ η = U .
We call (L, η) a full host algebra if, in addition, we have:
(H3) Rep(G,H)η = Rep(G,H) for each Hilbert space H.
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Thus by (H2) and (H3), a full host algebra, when it exists, carries precisely the continuous
unitary representation theory ofG, and if it is not full, it carries some subtheory of the continuous
unitary representations of G. In particular, if we want to impose a spectral condition, then we
will specify a host algebra which is not full. In this case we define:
If (L, η) satisfies (H1) and (H2) and if for each Hilbert space H we specify a subset Repc(G,H) ⊆
Rep(G,H), we will call (L, η) a full host algebra for the class of representations in all Repc(G,H)
if we also have:
(H3’) Rep(G,H)η = Repc(G,H) for each Hilbert space H.
If G is locally compact, then let L = C∗(G) with the canonical map η : G → U(M(C∗(G)))
which is strictly continuous, (i.e. continuous for the strict topology on U(M(C∗(G)))). This
defines on C∗(G) the structure of a full host algebra for the class of continuous representations
of G (cf. [Dix77, Sect. 13.9]).
If L is a host algebra of G and I ⊆ L is a closed ideal, the quotient map q : L → L/I induces
a surjective homomorphism q˜ : M(A) → M(L/I), and q˜ ◦ ηG : G → M(L/I) defines on L/I
the structure of a host algebra for G. By construction we then have a morphism from the host
algebra L (with respect to G) to the host algebra L/I (with respect to G). For example, if
G = R, L = C∗(G), and I consists of the C∗-subalgebra of L generated by those L1-functions
whose Fourier transforms are supported in (−∞, 0), then L/I ∼= C0([0,∞)) will be a full host
algebra for the positive continuous unitary representations of R.
We are now ready to define the main structure we are interested in:
Definition 3.2. Let G be a topological group, and let (L, η) be a host algebra for G and
(A, G, α) be a C∗-action. We call a triple (C, ηA, ηL) a crossed product host for (α,L) if
(CP1) ηA : A →M(C) and ηL : L →M(C) are morphisms of C∗-algebras.
(CP2) ηL is non-degenerate, i.e. ηL(L)C is dense in C (cf. Definition 2.1).
(CP3) The multiplier extension η˜L : M(L)→M(C) satisfies in M(C) the relations
η˜L(η(g))ηA(A)η˜L(η(g))
∗ = ηA(αg(A)) for all A ∈ A, and g ∈ G.
(CP4) ηA(A)ηL(L) ⊆ C and C is generated by this set as a C∗-algebra.
We call the crossed product host for (α,L) full if it also satisfies
(CP5) For every covariant representation (π, U) of (A, α) onH for which U is an L-representation
of G, there exists a unique representation ρ : C → B(H) with
ρ(ηA(A)ηL(L)) = π(A)UL(L) for A ∈ A, L ∈ L.
(Note that (L, η) need not be full for (C, ηA, ηL) to be full).
Two crossed product hosts (C(i), η(i)
A
, η
(i)
L
)i=1,2 are said to be isomorphic if there is an isomor-
phism Φ : C(1) → C(2) such that (Φ(C(1)), Φ˜ ◦ η(1)A , Φ˜ ◦ η(1)L ) = (C(2), η(2)A , η(2)L ).
Example 3.3. Consider the usual case, i.e. a strongly continuous homomorphism α : G →
Aut(A), and G is locally compact and we take L = C∗(G) as a full host algebra for G. Then
the crossed product algebra C = A ⋊α G is a full crossed product host for (α,L) in the sense
above, by the following reasoning.
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From the usual construction (cf. [Pe89, Thm. 7.7]) we already have the two homomorphisms
ηA : A →M(C) and ηG : G→ U(M(C)) (strictly continuous) such that
ηA(αgA) = ηG(g)ηA(A)ηG(g)
∗ for g ∈ G,A ∈ A
(also see [Rae88, Prop. 3]). Then the strict continuity of ηG : G→ U(M(C)) leads by integration
to a morphism L1(G) → M(C) of Banach ∗-algebras. It therefore extends to a morphism
ηL : C
∗(G)→M(C) of C∗-algebras which is non-degenerate, and ηG = η˜L ◦ η follows. It is easy
to verify conditions (CP1)-(CP5), hence the usual crossed product C = A⋊α G is a full crossed
product host.
A property of central importance for a crossed product host is that it carries the covariant
L-representations of (A, G, α):
Definition 3.4. Given (A, G, α), where the action α : G→ Aut(A) need not be strongly contin-
uous, assume a host algebra (L, η) for G. Then a covariant representation (π, U) of (A, G, α) is
called an L-representation if U is an L-representation (cf. Definition 3.1). We write RepL(α,H)
for the set of covariant L-representations of (A, G, α) on H.
Theorem 3.5. ([GrN14, Thm. 4.5]) Let (C, ηA, ηL) be a crossed product host for (α,L), and
recall the homomorphism ηG := η˜L ◦η : G→ U(M(C)). Then, for each Hilbert space H, the map
η∗× : Rep(C,H)→ Rep(α,H), given by η∗×(ρ) :=
(
ρ˜ ◦ ηA, ρ˜ ◦ ηG
)
is injective, and its range Rep(α,H)η× consists of L-representations of (A, G, α). If C is full,
then we also have Rep(α,H)η× = RepL(α,H).
Theorem 3.6. (Uniqueness Theorem; [GrN14, Thm. 4.8]) Let (L, η) be a host algebra for the
topological group G, and (A, G, α) be a C∗-action. Let (C, ηA, ηL) and (C♯, η♯A, η♯L) be crossed
product hosts for (α,L), such that Rep(α,H)η× = Rep(α,H)η♯
×
for every Hilbert space H. Then
there exists a unique isomorphism ϕ : C → C♯ with ϕ˜ ◦ ηA = η♯A and ϕ˜ ◦ ηL = η♯L. In particular,
full crossed product hosts for (α,L) are isomorphic.
Theorem 3.7. ([GrN14, Thm. 5.1]) Let (L, η) be a host algebra for the topological group G and
(A, G, α) be a C∗-action.
(a) Let (C, ηA, ηL) be a crossed product host for (α,L). Then for the (faithful) universal repre-
sentation (ρu,Hu) of C, the corresponding covariant L-representation (π, U) of (A, G, α)
satisfies
ρu(ηA(A)ηL(L)) = π(A)UL(L) for A ∈ A, L ∈ L,
η∗×(ρu) =
(
ρ˜u ◦ ηA, ρ˜u ◦ ηG
)
= (π, U) and ρu(C) = C∗
(
π(A)UL(L)
)
.
(b) Conversely, let (π, U) ∈ RepL(α,H) and put C := C∗
(
π(A)UL(L)
)
. Then π(A)∪UL(L) ⊂
M(C) ⊂ B(H), and we obtain morphisms ηA : A →M(C) and ηL : L →M(C) determined
by ηA(A)C := π(A)C and ηL(L)C := UL(L)C for A ∈ A, L ∈ L and C ∈ C. Moreover,
the following are equivalent:
(i) (C, ηA, ηL) is a crossed product host.
(ii) π(A)UL(L) ⊆ UL(L)B(H).
(iii) For every approximate identity (Ej)j∈J of L we have
‖UL(Ej)π(A)UL(L)− π(A)UL(L)‖ → 0 for A ∈ A, L ∈ L.
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(iv) There exists an approximate identity (Ej)j∈J of L such that
‖UL(Ej)π(A)UL(L)− π(A)UL(L)‖ → 0 for A ∈ A, L ∈ L.
(c) Let (C, ηA, ηL) be a crossed product host and Φ : C → C/J be a quotient map, where J is
a closed two-sided ideal. Then
(C/J , Φ˜ ◦ ηA, Φ˜ ◦ ηL) is a crossed product host.
The preceding theorem shows how crossed product hosts can be constructed. It also isolates
a distinguished class of representations:
Definition 3.8. Let α : G→ Aut(A) be a C∗-action and (L, η) be a host algebra for G. Then a
covariant L-representation (π, U) ∈ RepL(α,H) is called a cross representation for (α,L) if any
of the equivalent conditions (b)(i)-(iv) of Theorem 3.7 hold. We write Rep×L (α,H) for the set of
cross representations for (α,L) on H.
Condition (b)(ii) is also equivalent to
π(A)UL(L) ⊆ JUL(L)π(A)K which is equivalent to Jπ(A)UL(L)K = JUL(L)π(A)K.
Remark 3.9. (i) Note that for a cross representation (π, U), we get from these last conditions
that
C = C∗(π(A)UL(L)) = Jπ(A)UL(L)K .
(ii) From Remark 2.2 we know that UL(L)B(H) is a closed right ideal of B(H), so that
R := {L ∈ L | π(A)UL(L) ⊆ UL(L)B(H)} (2)
is a closed right ideal of L and condition (ii) in Theorem 3.7(b) is equivalent to R = L. If an
element L ∈ L generates L as a closed right ideal, it follows in particular that the statement
R = L is equivalent to L ∈ R.
The cross representations satisfy a range of permanence properties (cf. [GrN14, Prop. 5.3]),
e.g. we have closure with respect to the taking of subrepresentations, arbitrary multiples, and
finite direct sums (but not infinite ones). To express our existence theorem, we need the following:
Definition 3.10. Cyclic representations of A⋊αGd are obtained from states through the GNS
construction. Let SL denote the set of those states ω on A⋊αGd which thus produce a covariant
L-representation (πω , Uω) ∈ RepL(α,Hω). This allows us to define the universal covariant L-
representation (πu, Uu) ∈ RepL(α,Hu) by
πu :=
⊕
ω∈SL
πω , Uu :=
⊕
ω∈SL
Uω on Hu =
⊕
ω∈SL
Hω.
ClearlyHu = {0} ifSL = ∅. If G is locally compact and L = C∗(G) then (πu, Uu) ∈ RepL(α,Hu)
is just the universal covariant representation (πco, Uco) ∈ Rep(α,Hco) defined before. We will
use (πu, Uu) below to prove the existence of crossed product hosts. We use the notation Uu,L :=
(η∗)−1(Uu) ∈ Rep(L,Hu) for the associated representation of L.
Theorem 3.11. (Existence Theorem; [GrN14, Thm. 5.6]) Let (L, η) be a host algebra for G
and α : G→ Aut(A) be a C∗-action. Then the following are equivalent:
(i) There exists a full crossed product host (C, ηA, ηL) for (α,L).
(ii) The universal covariant L-representation (πu, Uu) of (A, G, α) on Hu is a cross represen-
tation.
(iii) RepL(α,H) = Rep×L (α,H) for all Hilbert spaces H.
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Below in Subsect 8.1 we give an example of a full crossed product host when the usual crossed
product does not exist. (Unfortunately [GrN14, Example 5.9] contains an error, hence fails.)
Let (L, η) be a host algebra for the topological group G and α : G → Aut(A) be a C∗-
action. We assume that we are given a set of cyclic covariant L-representations and form
their direct sum, denoted (π⊕, U⊕). Following the construction in Theorem 3.7(b), we put
C := C∗(π⊕(A)U⊕
L
(L)), which produces a triple (C, ηA, ηL) such that
(CP1) ηA : A →M(C) and ηL : L →M(C) are morphisms of C∗-algebras.
(CP4) ηA(A)ηL(L) ⊆ C and C is generated by this set as a C∗-algebra.
As (π⊕, U⊕) need not be a cross representation, (CP2) and (CP5) will fail in general. If (CP2)
fails, the covariance requirement (CP3) does not make sense, as it uses the multiplier extension
η˜L : M(L) → M(C). Covariance will have to be expressed differently, and our first task is to
obtain an adequate covariance condition to replace (CP3).
Definition 3.12. Assume (CP1) and (CP4) for (C, ηA, ηL) in the context above.
(i) For any Hilbert space H, a (nondegenerate) representation ρ ∈ Rep(C,H) is called an
L-representation if ρ˜ ◦ ηL : L → B(H) is a nondegenerate representation of L. We write
RepL(C,H) for the set of L-representations of C on H.
For each ρ ∈ RepL(C,H) there is a unitary L-representation Uρ : G → U(H), which is
uniquely specified by Uρ(g) · (ρ˜ ◦ ηL)(L) = (ρ˜ ◦ ηL)(η(g)L) for all g ∈ G, L ∈ L.
(ii) Let SL(C) := {ω ∈ S(C) | ρω ∈ RepL(C,Hω)} denote the set of those states, whose GNS
representations ρω are L-representations of C. We define the universal L-representation
of C, ρCu ∈ RepL(C,HCu) by
ρCu :=
⊕
ω∈SL(C)
ρω on HCu =
⊕
ω∈SL(C)
Hω .
When there is no danger of confusion, we will omit the superscript C.
(iii) The covariance condition is given by assuming that the universal L-representation ρu is
faithful and satisfies
Uρu(g) · (ρ˜u ◦ ηA)(A) · Uρu(g)∗ = (ρ˜u ◦ ηA)
(
αg(A)
)
for all g ∈ G,A ∈ A. (CP3’)
Any triple (C, ηA, ηL) obtained as in Theorem 3.7(b) from a covariant L-representation will
satisfy condition (CP3’). Moreover, if we replace ρu by any other faithful L-representation, the
resulting covariance condition will be equivalent to (CP3’).
In the context of assuming (CP1) and (CP4) for (C, ηA, ηL), consider the hereditary C∗-
subalgebra of M(C) generated by ηL(L) ⊂M(C). It is
M(C)L := ηL(L)M(C)ηL(L) = ηL(L)M(C) ∩M(C)ηL(L)
We put CL :=M(C)L ∩ C = ηL(L)CηL(L), which is a hereditary subalgebra of C.
Definition 3.13. Given a triple (C, ηA, ηL) satisfying (CP1) and (CP4) and CL as above, let
AL :=
{
A ∈ A | ηA(A)CL ⊆ CL and ηA(A∗)CL ⊆ CL
}
. (3)
This includes the commutant of ηL(L) in A.
Proposition 3.14. ([GrN14, Prop. 7.9]) For a C∗-action (A, G, α) and a triple (C, ηA, ηL)
satisfying (CP1) and (CP4), the following assertions hold:
11
(i) AL = {A ∈ A | ηA(A)ηL(L) ⊆ ηL(L)C and ηA(A∗)ηL(L) ⊆ ηL(L)C},
(ii) For any (hence all) approximate identities (Ej)j∈J of L, we have
AL =
{
A ∈ A ∣∣ (ηL(Ej)− 1)ηA(B)ηL(L)→ 0 for B = A and A∗, and for all L ∈ L}.
(iii) In addition, assume (CP3’). Then AL is an αG-invariant subalgebra of A. Moreover AL
contains all the elements of A which are invariant with respect to αG.
Corollary 3.15. ([GrN14, Cor. 7.10]) With α : G→ Aut(A) and a triple (C, ηA, ηL) satisfying
(CP1) and (CP4) as above, we have
(i) AL = A if and only if CL = C
(ii) If (C, ηA, ηL) is constructed from the universal covariant L-representation of (A, G, α),
then a full crossed product host exists if and only if AL = A.
The preceding corollary implies that:
Corollary 3.16. A covariant L-representation (π, U) ∈ RepL(α,H) is a cross representation if
and only if π(A) = π(A)L.
Proposition 3.17. ([GrN14, Prop. 8.2]) Let (L, η) be a host algebra for a topological group G
such that the multiplier action η : G → U(M(L)) is strictly continuous and let (A, G, α) be a
C∗-action for which we have a triple (C, ηA, ηL) satisfying (CP1), (CP3’) and (CP4). We define
AL as in (3). Then the following assertions hold:
(i) The subspace ηL(L)C is contained in the closed right ideal of C:
CLc := {C ∈ C | lim
g→1
Uρu(g) · ρu(C) = ρu(C)}.
(ii) For A ∈ A we have ηA(A)ηL(L) ⊆ CLc if and only if for each L ∈ L the map
G→ C, g 7→ ηA(αg(A))ηL(L)
is continuous.
(iii) In addition, let G be locally compact and L = C∗(G). Then ηL(L)C = CLc and
AL =
{
A ∈ A | lim
g→1
ηA(αg(B))ηL(L) = ηA(B)ηL(L) for all L ∈ L and B ∈ {A, A∗}
}
.
By part (iii) we have that Ac ⊆ AL if G is locally compact and L = C∗(G).
Corollary 3.18. ([GrN14, Cor. 8.4]) Let G be locally compact, L = C∗(G), and (A, G, α)
be a C∗-action. If (C, ηA, ηL) is constructed from the universal covariant L-representation of
(A, G, α), then the following are equivalent:
(i) A full crossed product host exists.
(ii) limg→1 ηA(αg(A))ηL(L) = ηA(A)ηL(L) for A ∈ A and L ∈ L.
(iii) The conjugation action of G on C is strongly continuous.
These conditions imply that the maps G→M(C), g → ηA(αg(A)) are continuous with respect
to the strict topology of C for all A ∈ A. If A is unital, then (i)-(iii) are equivalent to
(iv) For every A ∈ A, the map G→M(C), g 7→ ηA(αg(A)) is strictly continuous.
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Corollary 3.19. ([GrN14, Cor. 8.6]) For G = R and L = C∗(R), let (A,R, α) be a C∗-action for
which we have a triple (C, ηA, ηL) satisfying (CP1), (CP3’) and (CP4). For a Hilbert space H,
consider the injection:
η∗× : RepL(C,H)→ RepL(α,H), given by η∗×(ρ) :=
(
ρ˜ ◦ ηA, Uρ
)
=:
(
πρ, Uρ
)
.
Let ρ ∈ RepL(C,H) be faithful, and denote the spectral measure of Uρ, resp., its infinitesimal
generator by Pρ. Then an element A ∈ A belongs to AL if and only if
lim
t→∞
Pρ([−t, t])πρ(B)Pρ([−s, s]) = πρ(B)Pρ([−s, s]) for s ∈ R+, B ∈ {A, A∗}.
For the case that A = B(H) in the identical representation, and P is the spectral measure
of a selfadjoint operator H on H, and the action is αt := Ad(eitH), then this produces the
convenient formula
AL =
{
A ∈ B(H) ∣∣ (∀s ∈ R+) lim
t→∞
P [−t, t]BP [−s, s] = BP [−s, s] for B ∈ {A, A∗}},
to calculate AL.
In the case that G is a finite dimensional Lie group, we know that on L2(G) the resolvent
Rλ = (λ1−∆)−1 =
∫ ∞
0
e−λtet∆ dt λ > 0
of the Laplacian ∆ < 0 is in L = C∗(G). To see this, recall from [Hu74, Thm. 3.4] that
the positive semigroup (et∆)t>0 generated by the Laplacian is represented by convolution with
functions pt ∈ L1(G) satisfying ‖pt‖ ≤ 1 (the heat kernel), hence Rλ is given by convolution
with the function
∫∞
0
e−λtpt dt ∈ L1(G).
Lemma 3.20. For every λ > 0, the right ideal RλC
∗(G) is dense.
Proof. In view of [Dix77, Thm. 2.9.5], we have to show that no state ω of C∗(G) vanishes on Rλ.
This follows from the fact that, for every continuous unitary representation (U,H) of G and
0 6= ξ ∈ H, we have
〈ξ, U(Rλ)ξ〉 = 〈ξ, (λ1 − dU(∆))−1ξ〉 > 0,
which in turn follows from dU(∆) ≤ 0, so that λ1−dU(∆) is strictly positive (see Definition 5.8
for the derived representation dU).
We may thus identify Rλ with an element of C
∗(G), and this is very useful, in that the cross
condition only needs to be checked against Rλ by the next proposition:
Proposition 3.21. Given a C∗-action α : G → Aut(A), where G is a finite dimensional Lie
group, fix the host L = C∗(G) and let (π, U) ∈ RepL(α,H). For λ > 0, let Rλ ∈ C∗(G) be the
element representing the resolvent of the Laplacian. Then (π, U) is a cross representation for
(α,L) if and only if
π(A)UL(Rλ) ⊆ UL(L)B(H) for some/any λ > 0.
Proof. Consider the closed right ideal R = {L ∈ L | π(A)UL(L) ⊆ UL(L)B(H)} of L from (2).
Then (π, U) is a cross representation if and only if L = R. By Lemma 3.20, this is equivalent
to Rλ ∈ R for some λ > 0, and this completes the proof.
This generalizes to replacing Rλ by any selfadjoint element E ∈ L for which multiplication
of L by E is nondegenerate. This in turn generalizes to any topological group G and host
algebra L.
An interesting special case is:
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Theorem 3.22. ([GrN14, Thm. 6.1]) Let (A, G, α) be a C∗-action and (L, η) be a host algebra
for G. If (π, U) ∈ RepL(α,H) satisfies π(A)UL(L) ⊆ K(H), then (π, U) is a cross representation
for (α,L). This holds in particular if UL(L) ⊆ K(H).
Proposition 3.23. ([GrN14, Lemma C.3]) Let (U,H) be a continuous unitary representation
of the locally compact abelian group G and UC∗(G) : C
∗(G)→ B(H) be the associated integrated
representation. Then
UC∗(G)(C
∗(G)) ⊆ K(H)
if and only if the spectral measure P of U is a locally finite sum of point measures with finite-
dimensional ranges. For G = R and Ut = e
itA, this condition is equivalent to the compactness
of the resolvent (A+ i1)−1.
Let ω be an invariant state of A for a given C∗-action (A, G, α) and (πω, Uω) be the corre-
sponding covariant pair, where Uω : G→ U(Hω) is the GNS unitary group determined by
Uωg πω(A)Ωω = πω(αg(A))Ωω for g ∈ G,A ∈ A.
For any topological group G, we can now ask for conditions on ω that ensure the continuity of the
unitary representation Uω, and if G is locally compact, we can further try to see when (πω , U
ω)
is a cross representation with respect to L = C∗(G). To formulate these characterizations, we
write
(A∗)c := {ω ∈ A∗ | lim
g→1
‖α∗gω − ω‖ = 0}.
for the closed subspace of A∗ consisting of the α-continuous elements.
Proposition 3.24. For a C∗-action α : G → Aut(A), where G is locally compact, and a
G-invariant state ω of A, the following assertions hold:
(a) (πω, U
ω) is a covariant representation, i.e., Uω is continuous, if and only if AωA ⊆ (A∗)c.
(b) If (a) is satisfied, then (πω , U
ω) is a covariant cross representation with respect to the host
L = C∗(G) if and only if, for all A ∈ A and f ∈ L1(G), we have that
lim
g→1
∫
G
ω
(
B∗(αg(A) −A)αh(C)
)
f(h) dh = 0
uniformly with respect to B and C in the set {X ∈ A | ω(X∗X) ≤ 1}.
Proof. (a) follows from [BGN17, Prop. 2.26(iii)].
(b) Consider the version of the cross condition in Proposition 3.17(iii):
lim
g→1
πω(αg(A)−A)UωL (L) = 0 for all L ∈ L and A ∈ A.
Here it is enough to let L range over the dense subspace L1(G) ⊂ C∗(G) = L. Note that
‖πω(αg(A)−A)UωL (L)‖ = sup
{ |〈v, (αg(A)−A)UωL (L)w〉|
‖v‖‖w‖
∣∣∣ v, w ∈ Hω\{0}}.
As Uωg Ωω = Ωω for all g, we have U
ω
g πω(C)Ωω = πω(αg(C))Ωω , hence
UωL (f)πω(C)Ωω =
∫
G
f(h)πω(αh(C))Ωω dh =: πω(αf (C))Ωω for f ∈ L1(G), C ∈ A
by an abuse of notation (note that πω(αf (C)) ∈ πω(A)′′). By setting v = πω(B)Ωω and
w = πω(C)Ωω for B,C ∈ A and L = f ∈ L1(G) ⊂ L, we get
〈v, (αg(A)−A)UωL (f)w〉 = ω
(
B∗(αg(A) −A)αf (C)
)
.
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Thus,
‖πω(αg(A)−A)UωL (f)‖
= sup
{ |ω(B∗(αg(A)−A)αf (C))|[
ω(B∗B)ω(C∗C)
]1/2
∣∣∣∣ B, C ∈ A, 0 < ω(B∗B), ω(C∗C)
}
,
where we use the short-hand notation
ω
(
B∗(αg(A)−A)αf (C)
)
:=
∫
G
ω
(
B∗(αg(A) −A)αh(C)
)
f(h) dh .
We conclude that the covariant pair (πω, U
ω) is a cross representation if and only if
0 = lim
g→1
sup
{ |ω(B∗(αg(A)−A)αf (C))|[
ω(B∗B)ω(C∗C)
]1/2
∣∣∣∣ B, C ∈ A, 0 < ω(B∗B), ω(C∗C) ≤ 1
}
holds for all A ∈ A and f ∈ L1(G), and this is condition (b).
Below we will also need the following variant of Corollary 3.18(iii):
Proposition 3.25. Given a C∗-action α : G → Aut(A) where G is locally compact, fix the
host L = C∗(G), let (π, U) ∈ RepL(α,H) and put C := C∗
(
π(A)UL(L)
)
with morphisms
ηA : A →M(C) and ηL : L →M(C) as in Theorem 3.7. Then (π, U) is a cross representation if
and only if the conjugation action AdU of G on C is strongly continuous.
Proof. If the action AdU of G on C is strongly continuous, then as AdU of G on UL(L) is also
strongly continuous, it follows from
π(αg(A))UL(L)− π(A)UL(L)
=
(
Ug(π(A)UL(L))U
−1
g − π(A)UL(L)
)
+ Ug
(
π(A)UL(α
L
g−1 (L)− L)
)
U−1g (4)
that
lim
g→1
π(αg(A))UL(L) = π(A)UL(L) for all A ∈ A, L ∈ L. (5)
By Proposition 3.17(iii), this implies that π(A) = π(A)L, i.e. (π, U) is a cross representation.
If, conversely, (π, U) is a cross representation, then (5) follows from Proposition 3.17(iii). As
C := C∗(π(A)UL(L)), it suffices to show that
lim
g→1
Ugπ(A)UL(L)U
∗
g = π(A)UL(L) for all A ∈ A, L ∈ L.
This follows from the identity (4), (5), and the strong continuity of AdU on UL(L).
3.2 Perturbations
In general if one does not have the usual case, it is hard to find cross representations (hence
crossed product hosts). For a small class of situations, we gave methods of finding and construct-
ing cross representations in [GrN14]. Here we want to continue with that line of enquiry, and
in particular investigate whether cross representations are stable under perturbations. This will
allow us to extend the classes of C∗-actions known to have cross representations. Perturbations
of one-parameter groups is a large area of study, so there is much theory available to investigate
the question. In Sections 4 and 7 below we will consider how spectral conditions relate to cross
representations.
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Consider the one-parameter case, so U : R→ U(H), t 7→ eitH , is a strong operator continuous
unitary one-parameter group such that αt := AdUt defines an action α : R→ Aut(M) on a von
Neumann algebra M⊆ B(H). Observe that if L = C∗(R), then
Mc ⊂ML = {A ∈M | ηM(B)ηL(L) ⊆ ηL(L)B(H) for B ∈ {A,A∗}}.
If M = π(A)′′ and α is not strongly continuous on A, then π(A) need not be in Mc, though it
can still be in ML ([GrN14, Ex. 5.11, Ex. 9.1]).
We first consider perturbations.
Proposition 3.26. Given a concrete C∗-subalgebra A ⊆ B(H), let H and B be selfadjoint
operators such that H +B is essentially selfadjoint, let U
(0)
t := e
itH and Ut := exp(it(H +B)),
and assume that A is preserved by both α(0)t := AdU (0)t and αt := AdUt. Assume that either:
(i) B(i1−H)−1 and B(i1−H −B)−1 are both bounded (e.g. if B is bounded), or
(ii) H and B are positive and both B(1+H)−1 and B(1+H +B)−1 are bounded.
Then
A(0)
L
:=
{
A ∈ A | BU (0)
L
(L) ⊆ U (0)
L
(L)B(H) for B ∈ {A,A∗}}
= AL :=
{
A ∈ A | BUL(L) ⊆ UL(L)B(H) for B ∈ {A,A∗}
}
.
Hence (A, U (0)) is a cross representation if and only if (A, U) is a cross representation.
Proof. (i) By the second resolvent identity we have
(i1−H −B)−1 − (i1−H)−1 = (i1−H −B)−1B(i1−H)−1 = (i1−H)−1B(i1−H −B)−1,
so
(i1−H −B)−1 = (i1−H)−1 + (i1−H)−1[B(i1−H − B)−1] ∈ (i1−H)−1B(H),
and
(i1−H)−1 = (i1−H −B)−1 − (i1−H −B)−1[B(i1−H)−1] ∈ (i1−H −B)−1B(H).
Thus (i1−H)−1B(H) = (i1−H −B)−1B(H), and likewise
B(H)(i1−H)−1 = B(H)(i1−H −B)−1.
If A ∈ A(0)
L
, then A(i1 −H)−1 ∈ U (0)
L
(L)B(H) = C∗((i1 −H)−1)B(H) = (i1−H)−1B(H) by
definition, hence by the preceding
A(i1−H−B)−1 ∈ A(i1−H)−1B(H) ⊆ (i1−H)−1B(H) = (i1−H −B)−1B(H) = UL(L)B(H).
As this also holds for A∗, we have A ∈ AL, i.e. A(0)L ⊆ AL. Likewise we get the converse
inclusion, hence A(0)L = AL.
(ii) In the case that H and B are positive, then U
(0)
L
(L) = C∗((1 + H)−1) and UL(L) =
C∗((1+H +B)−1), so the rest of the proof follows by transcribing the one above for the replace-
ment of the resolvents (i1−H)−1, (i1−H−B)−1 by (1+H)−1, (1+H+B)−1 respectively.
Thus cross representations are stable with respect to bounded perturbation of the generator
of the dynamics. A more interesting example is the following.
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Example 3.27. We return to [GrN14, Ex. 9.3] to resolve a question which was left open. There
we proved that the Fock representation for a bosonic quantum field is a cross representation for
the dynamics induced by a second quantized one-particle Hamiltonian for which zero is isolated
in its spectrum. We now prove that the hypothesis that zero is isolated in its spectrum is
unnecessary, hence the Fock representation is a cross representation for the second quantized
dynamics produced by any (positive) Hamiltonian.
We start by recalling the notation. Let (H, σ) consist of a non-zero complex Hilbert space
H and the symplectic form σ : H × H → R, σ(x, y) := Im〈x, y〉. Note that U(H) ⊂ Sp(H, σ).
The Weyl algebra A = ∆(H, σ) carries an action α : Sp(H, σ) → Aut(A) determined by
αT (δx) := δT (x). The Fock representation πF : A → B(F(H)) is given as follows. The bosonic
Fock space is
F(H) :=
∞⊕
n=0
⊗nsH , ⊗nsH ≡ symmetrized Hilbert tensor product of n copies of H
with the convention ⊗0sH := C. The finite particle space F0(H) := span{⊗nsH | n = 0, 1, · · · } is
dense in F(H). For each f ∈ H we define on F0(H) a (closable) creation operator a∗(f) by
a∗(f)
(
v1 ⊗s · · · ⊗s vn
)
:=
√
n+ 1S
(
f ⊗ v1 ⊗ · · · ⊗ vn
)
=:
√
n+ 1 f ⊗s v1 ⊗s · · · ⊗s vn,
where S is the symmetrizing operator. Define on F0(H) an essentially selfadjoint operator
by ϕ(f) :=
(
a∗(f) + a(f)
)
/
√
2 where a(f) is the adjoint of a∗(f). The Fock representation
πF : A → B
(F(H)) is then defined by πF (δf ) = exp(iϕ(f)), for all f ∈ H, and it is irreducible.
Given a strong operator continuous one-parameter group Ut = exp(itA) in U(H), where A
is selfadjoint, define a unitary group Γ(Ut) in U
(F(H)) by
Γ(Ut)
(
v1 ⊗s · · · ⊗s vn
)
:= Utv1 ⊗s · · · ⊗s Utvn
which is strong operator continuous and whose generator is given on F0(H) by
dΓ(A)
(
v1⊗s · · ·⊗s vn
)
= Av1⊗s v2⊗s · · ·⊗s vn+ · · ·+v1⊗s · · ·⊗s vn1⊗sAvn for vj ∈ D(A).
We then have the covariance πF (αUt(A)) = Γ(Ut)πF (A)Γ(Ut)
∗. If Pn denotes the projection
onto the n-particle space ⊗nsH, then Pn commutes with dΓ(A) and Γ(U) by construction.
In this example we show:
Proposition 3.28. If A ≥ 0, then (πF ,Γ(U)) is a cross representation for (α,C∗(R)), where
Ut = e
itA for t ∈ R and α : R→ Aut(A) is given by αt(δx) = δUtx for x ∈ H.
We already know that this is the case when either 0 6∈ σ(A), or zero is isolated in the spectrum
σ(A). For a fixed operator A ≥ 0 on H, decompose A = A1 + A∞, where A1 := χ[0,1](A) · A
and A∞ := A − A1. Then, for the spectra we have the inclusions σ(A1) ⊆ [0, 1], σ(A∞) ⊆
[1,∞), and A, A1 and A∞ strongly commute. Now strong commutativity is equivalent to the
commutativity of the unitary one-parameter groups generated by these selfadjoint operators
(cf. [RS80, Thm. VIII.13]). Hence, by the definition of their second quantized unitary groups,
these also commute, hence their generators strongly commute, and these are dΓ(A), dΓ(A1)
and dΓ(A∞). Define U
(∞)
t := exp(itA∞), αt := AdΓ(Ut) and α
(∞)
t := AdΓ(U
(∞)
t ) on M =
B(F(H)). Let
ML :=
{
M ∈ M | B · Γ(U)L(L) ⊆ Γ(U)L(L) · B(F(H)) for B ∈ {M,M∗}
}
,
M(∞)
L
:=
{
M ∈ M | B · Γ(U (∞))L(L) ⊆ Γ(U (∞))L(L) ·B(F(H)) for B ∈ {M,M∗}
}
.
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As 0 6∈ σ(A∞), we know by [GrN14, Ex. 9.3] that πF (A) ⊆ M(∞)L , i.e. that (πF ,Γ(U (∞))) is
a cross representation for (α(∞),L). We want to apply Proposition 3.26(ii) to conclude that
ML = M(∞)L , which will imply that (πF ,Γ(U)) is a cross representation for (α,L) as well. As
dΓ(A∞) and dΓ(A1) are positive we only need to show that the two operators
dΓ(A1)(1+ dΓ(A∞))
−1 and dΓ(A1)(1+ dΓ(A))
−1
are bounded on F(H). We start with the second one. As
0 ≤ dΓ(A1) ≤ dΓ(A1) + dΓ(A∞) = dΓ(A) ≤ 1+ dΓ(A),
we have
0 ≤ (1+ dΓ(A))−1/2dΓ(A1)(1+ dΓ(A))−1/2 = dΓ(A1)(1+ dΓ(A))−1 ≤ 1,
using strong commutativity, hence dΓ(A1)(1+ dΓ(A))
−1 ∈ B(F(H)).
For the first operator, recall that Pn commutes with dΓ(A1) and dΓ(A∞) and 1 =
∞∑
n=0
Pn
gives an orthogonal decomposition of F(H). Hence it suffices to show that the sequence∥∥dΓ(A1)(1+ dΓ(A∞))−1Pn∥∥ is uniformly bounded with respect to n. Recall from the [RS80,
Cor., p. 301] that, for any selfadjoint operator H on H, we have
σ(dΓ(H)Pn) =
{ n∑
k=1
λk | λk ∈ σ(H)
}
.
Thus ‖dΓ(A1)Pn‖ ≤ n. On the other hand, by σ(A∞) ⊆ [1,∞) we have σ((1 + dΓ(A∞))Pn) ⊆
[n+ 1,∞), hence σ((1 + dΓ(A∞))−1Pn) ⊆ [0, 1/(n+ 1)] by the Spectral Mapping Theorem, so∥∥(1+ dΓ(A∞))−1Pn∥∥ ≤ 1/(n+ 1). Combining these:∥∥dΓ(A1)(1+ dΓ(A∞))−1Pn∥∥ ≤ n
n+ 1
< 1
which gives the desired uniform bound. Thus dΓ(A1)(1 + dΓ(A∞))
−1 ∈ B(F(H)) and so, via
Proposition 3.26(ii), we get that (πF ,Γ(U)) is a cross representation for (α,L).
In this example we could as well apply Proposition 3.26 directly to πF (A).
Example 3.29. This example continues [GrN14, Rem. C.4]. Let h1(λ) = ⌊λ⌋ and h2(λ) :=
λ − h1(λ). Then we decompose H = h1(H) + h2(H) and obtain αt = α(1)t ◦ α(2)t , where
α
(j)
t = AdU
(j)
t ∈ Aut(B(H)), U (j)t := exp(ithj(H)) and Ut := eitH . As ‖h2‖∞ = 1, the operator
H is a bounded perturbation of h1(H), and so by Proposition 3.26 we conclude that
B(H)(1)L :=
{
A ∈ B(H) | BU (1)L (L) ⊆ U (1)L (L)B(H) for B ∈ {A,A∗}
}
= B(H)L :=
{
A ∈ B(H) | BUL(L) ⊆ UL(L)B(H) for B ∈ {A,A∗}
}
.
Thus A ⊆ B(H) with Ut is a cross representation for α if and only if A ⊆ B(H)(1)L , and A is
preserved by αt (but not necessarily α
(1)
t ). This is very convenient, as α
(1)
2π = id, so that it is
actually a representation of the circle group T ∼= R/2πZ. If P is the spectral measure of H and
Pn := P [n, n+ 1), then U
(1)
L (L) = C∗
({Pn | n ∈ Z}). Thus
B(H)(1)L =
{
A ∈ B(H) ∣∣ (∀k ∈ Z) lim
n→±∞
PnBPk = 0, B ∈ {A, A∗}
}
, (6)
which can in fact already be proven from Corollary 3.19. Clearly, if H ≥ 0 then the limit
n → −∞ is omitted from the condition. This leads to the following matrix picture. We can
write A = (Ajk)j,k∈Z as a matrix with Ajk = PjAPk, and keep in mind that the convergence
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A =
∑
j∈Z
∑
k∈Z
Ajk =
∑
j∈Z
∑
k∈Z
PjAPk is in general with respect to the strong operator topology. If
we now form the matrix MA = (‖Ajk‖)j,k∈Z, then the condition above states that A ∈ B(H)(1)L
if and only if lim
j→±∞
‖Ajk‖ = 0 = lim
k→±∞
‖Ajk‖ i.e., the real matrixMA has c0–rows and columns.
The Arveson spectral spaces can also be expressed in terms of the properties of this matrix, as
in [BGN17, Example 4.5].
In Proposition 3.26 above we saw that cross representations are stable with respect to
bounded perturbations. A natural question is then whether the crossed product hosts for the
original and the perturbed actions are the same.
Proposition 3.30. Given a concrete C∗-algebra A ⊆ B(H), let H and B be selfadjoint operators
such that H + sB is essentially selfadjoint for all s ∈ (−ε, ε) and some ε > 0. Let U (s)t :=
exp(it(H + sB)) and assume that A is preserved by both α(0)t := AdU (0)t and α(s
′)
t := AdU
(s′)
t
for a fixed s′ ∈ (−ε, ε). Assume that (A, U (0)) (resp. (A, U (s′))) is a cross representation for
α(0) (resp. α(s
′)) with respect to L = C∗(R), so that we obtain the respective crossed product
hosts C(0) := C∗(AU (0)
L
(L)) and C(s′) := C∗(AU (s′)
L
(L)). Assume that B(iλ1−H)−1 ∈ C(0) for
some λ ∈ R\{0} (e.g. if B ∈ A).
(i) Then, for all s ∈ R such that ∥∥sB(iλ1−H)−1∥∥ < 1, we have:
(iλ1−H − sB)−1 = (iλ1−H)−1
∞∑
n=0
(
sB(iλ1−H)−1)n ∈ C(0),
and the series converges in norm.
(ii) If
∥∥s′B(iλ1−H)−1∥∥ < 1, then C(0) ⊇ C(s′).
(iii) If we also have B(iλ1 − H − s′B)−1 ∈ C(s′) for some λ ∈ R\{0} (e.g. if B ∈ A) and∥∥s′B(iλ1−H − s′B)−1∥∥ < 1 then C(0) = C(s′).
Proof. (i) By applying [We80, Thm. 5.11] to T := iλ1 − H and S := −sB, using the given
hypotheses, we immediately obtain the norm-convergent series
(iλ1−H − sB)−1 = (iλ1−H)−1
∞∑
n=0
(
sB(iλ1−H)−1)n .
Since by hypothesis all terms of the series are in C(0), by norm convergence so is the limit, and
hence (iλ1−H − sB)−1 ∈ C(0), as (iλ1−H)−1 ∈ U (0)
L
(L). This proves (i).
(ii) By part (i) we have (iλ1−H − s′B)−1 ∈ C(0) and hence
AU (s′)L (L) = AC∗
(
(iλ1−H − s′B)−1) ⊂ C(0),
from which it follows that C(s′) = C∗(AU (s′)
L
(L)) ⊆ C(0).
(iii) The hypotheses allow us to interchange in the inclusion in (ii) the operators H with
H + s′B to obtain the reverse inclusion, hence equality.
Given the hypothesis that B(iλ1 − H)−1 ∈ C(0) for some λ ∈ R\{0}, then by the first
resolvent relation, we also have for any µ ∈ R\{0} that
B(iµ1−H)−1 = B
[
(iλ1−H)−1 + i(λ− µ)(iλ1−H)−1(iµ1−H)−1
]
∈ C(0) .
By taking adjoints, we also get that (iµ1−H)−1B ∈ C(0) for all µ ∈ R\{0}.
In the case that (iλ1−H)−1 ∈ A ∋ B (e.g. for the inner dynamics of a positive implementing
group on a von Neumann algebra), then we already obtain equality in (ii).
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In Example 3.29 above, we had to decompose H into more convenient parts. As this is a
technique we will often use, we prove the general lemma below to address this situation. We
have H = h1(H) + h2(H), where hi : R → R are real Borel functions satisfying h1 + h2 = idR.
Then αt = α
(1)
t ◦ α(2)t where α(j)t = AdU (j)t ∈ Aut(B(H)) and U (j)t := exp(ithj(H)).
Lemma 3.31. With the notation from above, fix the host as L = C∗(R), and assume for a
concrete C∗-algebra that A ⊆ B(H)L with respect to both actions (α(j))j=1, 2. If
{f(H) | f ∈ C0(σ(H))} ⊆ C∗
({f1(h1(H))f2(h2(H)) | fj ∈ C0(σ(hj(H)), j = 1, 2}),
then (A, U) is a cross representation for α : R→ Aut(A).
Proof. From the hypotheses we obtain for all A ∈ A and each fj ∈ C0(σ(hj(H))) that
Afj(hj(H)) = gj(hj(H))Bj
for some gj ∈ C0(σ(hj(H))) and Bj ∈ B(H). Thus
Af1(h1(H))f2(h2(H)) = g1(h1(H))B1f2(h2(H)) = g2(h2(H))B2f1(h1(H)),
hence lim
t→0
(U
(j)
t − 1)Af1(h1(H))f2(h2(H)) = 0 for both j = 1, 2. Using
‖(Ut − 1)D‖ = ‖(U (1)t U (2)t − 1)D‖ ≤ ‖U (1)t (U (2)t − 1)D‖+ ‖(U (1)t − 1)D‖
= ‖(U (2)t − 1)D‖+ ‖(U (1)t − 1)D‖
for any D ∈ B(H), we conclude that
lim
t→0
(
Ut − 1)Af1(h1(H))f2(h2(H)) = 0, hence Af1(h1(H))f2(h2(H)) ∈ UL(L)B(H).
This also holds for A∗ ∈ A, so by the hypothesis that the set
{f1(h1(H))f2(h2(H)) | fj ∈ C0(σ(hj(H)))}
generates a C∗-algebra containing UL(L), we conclude that A ⊆ B(H)L with respect to the
action α, i.e. the given representation is a cross representation.
Remark 3.32. We can use Proposition 3.26 to give a partial answer to the following natural
question. If (A, U) and (A, V ) with A ⊆ B(H) ⊃ UR ∪ VR are both covariant L-representations
for the same α and one is a cross representation, is the other one also a cross representation?
It is true if A = B(H) because in this case there exists a λ ∈ R with Ut = eiλtVt for all t ∈ R.
More concretely, we recall from [GrN14, Ex. 5.11] that Ut = e
itH defines a cross representation
for A = B(H) if and only if (i1 −H)−1 is a compact operator. By the resolvent formula, this
property is stable under bounded perturbations.
If we assume that Ut := e
itH and Vt := exp(it(H +B)), where H and B are selfadjoint
operators such that H + B is essentially selfadjoint, then Proposition 3.26 applies, and we
get that boundedness of B(i1 − H)−1 and B(i1 − H − B)−1 implies that (A, U) is a cross
representation if and only if (A, V ) is a cross representation.
For positive implementing groups Ut and Vt, Theorem 4.4 below further analyzes the question.
3.3 Inner cross representations of W ∗-algebras
Here we want to examine cross representations for W ∗dynamical systems. As remarked before,
the cross property of a covariant representation does not in general extend to the W ∗-dynamical
system generated by the covariant representation. Recall the following example:
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Example 3.33. Let A = K(H) and consider its identical representation π. Further, let αt =
AdVt for Vt = e
itH for unbounded H = H∗, where (i1−H)−1 6∈ K(H). Then (π, V ) is a cross
representation of α : R→ Aut(A). ForM = π(A)′′ = B(H), then the pair (M, V ) is not a cross
representation for βt := AdVt on M (cf. [GrN14, Ex 5.11]), even though (π, V ) is so for α.
In the converse direction the cross property is conserved, i.e. if (M, V ) is a cross represen-
tation, then so is its restriction to the AdV –invariant subalgebra π(A), where M = π(A)′′ (cf.
[GrN14, Prop. 5.3(iv)]).
It is well-known that the requirement for the algebraM on which we have an action α : R→
Aut(M), to be aW ∗-algebra, places strong restrictions on it and on its covariant representations.
For instance, if the action is strongly continuous, it must be uniformly continuous, hence it is
inner and implemented by a continuous unitary one-parameter group in the W ∗-algebra (cf.
[Ta03, Ex. XI.3.6]), or if a covariant representation is positive, then the action is inner in that
representation, and implemented by a W ∗-continuous unitary one-parameter group in the W ∗-
algebra (cf. Borchers–Arveson Theorem [BR02, Thm. 3.2.46]). We will see likewise below in
Theorem 3.37 that the cross condition places strong restrictions on an inner W ∗-dynamical
system. We will only consider the case where the W ∗-dynamical system is inner.
Definition 3.34. Let M be a W ∗-algebra and (Vt)t∈R be a weakly continuous unitary one-
parameter group of U(M). Denote the inner action AdVt of R on M by αt.
(a) We call a normal representation (π,H) of M a V -cross representation if the pair (π, U)
with Ut := π(Vt) is a cross representation for (A,L, α) = (M, C∗(R), α) in the sense of Subsec-
tion 3.1.
(b) We call a normal representation (π,H) of M V -bounded if π ◦ V is a norm-continuous
one-parameter group.
(c) We call a normal representation (π,H) ofM of bounded type if it is an orthogonal direct
sum of V -bounded representations.
Remark 3.35. Every V -bounded representation (π,H) is a V -cross representation by continuity
of the action t 7→ Ad(Vt). As (Vt)t∈R ⊂ U(M), the spectral projection map P of V has range in
M, hence a normal representation (π,H) ofM is V -bounded if and only if there is some Cπ > 0
such that π(P (−∞,−Cπ)) = 0 = π(P (Cπ ,∞)). As π(M) ∼= ZπM for some central projection
Zπ ∈ Z(M), π is V -bounded if and only if ZπP (−∞,−Cπ) = 0 = ZπP (Cπ ,∞). It is clear that
a direct sum of V -bounded representations need not be V -bounded, unless it is a finite direct
sum. Thus representations of bounded type need not be V -bounded.
Proposition 3.36. Given (M, V ), then any normal representation (π,H) has a decomposition
π = πN ⊕ πT
where πN is of bounded type, and where πT contains no V -bounded subrepresentation other than
the trivial one. Furthermore, πN (M) is an ℓ∞-direct sum of ideals (Mj)j∈N such that (Mj , V j)
has a faithful normal representation for which V jt = e
−itHj for a bounded operator Hj ∈ Mj.
Here V jt is the projection of πN (Vt) onto the j-th component.
Proof. Let HN ⊆ H denote the π(M)-invariant subspace generated by all vectors ξ ∈ H gener-
ating a V -bounded cyclic subrepresentation. Then the invariant subspace HT := H⊥N contains
no non-zero V -bounded subrepresentation. An application of Zorn’s Lemma now shows that the
representation (πN ,HN ) is a direct sum of V -bounded cyclic subrepresentations.
For the last claim, we consider for every j ∈ N the maximal π(M)-invariant subspace of H
on which the the infinitesimal generator of V has norm ≤ j. Then ⋃j Hj is dense in HN , so
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that HN is the Hilbert space direct sum of the subspaces Kj := Hj+1 ∩ H⊥j . It follows from
their definition, that the subspaces Hj are also invariant under the commutant π(M)′. This
shows that the projections Zj onto Hj are central in π(M), which leads to the ℓ∞-direct sum
decomposition πN (M) ∼= ⊕∞j=1ZjπN (M).
Using this proposition, we can state the main result of this subsection, in which we char-
acterize the cross representations for this system. We will call a spectral projection P (E) of a
one-parameter group V : R→ U(H) finite if E ⊂ R is a bounded measurable set.
Theorem 3.37. For the pair (M, V ), a normal representation
π = πN ⊕ πT on H = HN ⊕HT
decomposed as in Proposition 3.36 defines a cross-representation (π(M), π ◦V ) for α if and only
if both of the following conditions are satisfied:
(i) For every finite spectral projection P of πN (V ), there exists a finite spectral projection Q
of πN (V ) with
πN (M)P ⊆ QπN (M). (7)
(ii) πT (M) is an orthogonal, at most countable, direct sum of ideals Mj ∼= B(Hj), j ∈ J , and
the infinitesimal generator Hj of the one-parameter group (V
j
t )t∈R in Mj, has compact
resolvent. Here V jt is the projection of πT (Vt) onto the j-th component. Moreover, every
finite spectral projection of πT (V ) generates an ideal in πT (M) consisting of a finite direct
sum of the ideals Mj.
This theorem is based on the special case (B(H), V ), for which we have seen in [GrN14,
Ex. 5.11] that the cross condition is equivalent to the compactness of (i1 −H)−1 if Vt = eitH
for t ∈ R. We also recall that the corresponding conjugation action of R on B(H) is strongly
continuous if and only if H is bounded [GrN14, Prop. 5.10] and [Ta03, Ex. XI.3.6].
Proof. (first part) By [GrN14, Prop. 5.3], the set of cross representations is closed under sub-
representations and finite direct sums. Thus (π(M), π ◦ V ) is a cross representation if and only
if both (πN (M), πN ◦ V ) and (πT (M), πT ◦ V ) are cross representations. Criteria (i) and (ii)
are the conditions for (πN (M), πN ◦V ) and (πT (M), πT ◦V ), resp., to be cross representations,
which we now prove.
(i) Clearly (7) implies the cross condition for πN . Suppose that (7) is not satisfied. Then
there exists a P such that the left multiplication action of πN (Vt) on πN (M)P is not norm
continuous. We thus find pairwise different elements jn ∈ N and bounded subsets En ⊆ R with
En∩[−n, n] = ∅ and P (En)jnMjnPjn 6= {0}, where Pj denotes the component of P inMj in the
decomposition of Proposition 3.36. Here we use that, for any finite subset F = {j1, . . . , jn} ⊆ N,
the right multiplication action on
∑
j∈F Mj is norm continuous.
Pick Mn ∈ P (En)jnMjnPjn with ‖Mn‖ = 1, so that the sum M :=
∑
nMn ∈ πN (M)
converges in the weak topology. Then M does not satisfy the cross condition because
‖M − P [−n, n]M‖ 6→ 0 for n→∞.
This proves (i)
To prove (ii), we need the following definition and lemmas.
Definition 3.38. If M is a W ∗-algebra, then the weakly closed left ideals of M are of the
formMP , where P is a hermitian projection ([Sa71, Prop. 1.10.1]). We say that a normal state
ω ∈ Sn(M) is supported by MP if
M(1− P ) ⊆ kerω, or, equivalently, 1− P ⊆ (Mω)⊥.
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Lemma 3.39. Let ω ∈ M∗ be a state supported on a σ(M,M∗)–closed left ideal J ⊆ M on
which the left multiplication action of R given by (M, t) 7→ VtM is norm continuous. Then
(πω ,Hω) is a V -bounded representation.
Proof. The assumption that R× J → J , (t,M) 7→ VtM is norm continuous, implies that there
exist real numbers a < b such that J = P [a, b]J , where P [a, b] is the corresponding spectral
projection of V for which Vt =
∫
R
eitx dP (x).
Writing J = MQ for a projection Q ([Sa71, Prop. 1.10.1]), we have M = J ⊕M(1− Q).
As ω is supported on J we have M(1 − Q) ⊆ Nω ⊂ Ker(ω) where Nω is the left kernel of ω.
Thus ξω(M) = ξω(J ) = M/Nω ⊂ Hω is dense, where ξω : M→ Hω,M 7→ πω(M)Ωω denotes
the GNS map. As
πω(P [a, b])ξω(M) = ξω(P [a, b]M) = ξω(M) for all M ∈ J ,
we obtain that πω(P [a, b]) = 1Hω , i.e., that π is V -bounded.
Lemma 3.40. Let J ⊆ M be a non-zero weakly closed left ideal. Then there exists a normal
state ω ∈ Sn(M) supported by J .
Proof. If 0 6=M ∈ J , thenM∗M ∈ J , and since this element is hermitian, 0 6=M∗M ∈ J ∩J ∗.
Let P ∈ M be a projection with J = MP ([Sa71, Prop. 1.10.1]). Then J ∩ J ∗ = PMP . If
ν ∈ Sn(J ∩ J ∗), then ω(M) := ν(PMP ) is a normal state of M supported by J .
Lemma 3.41. Let M be a W ∗-algebra.
(i) If Q ∈M is a minimal projection, then the weakly closed (two-sided) ideal of M generated
by Q is isomorphic to some B(H).
(ii) If M is generated, as a two-sided weakly closed ideal of M, by minimal projections, then
M∼=
⊕
j∈J
B(Hj) for Hilbert spaces Hj .
Proof. (cf. [Bla06, p. 354]) (i) Let J ⊆ M be the weakly closed ideal generated by a minimal
projection Q ∈ M. Let 0 6= Z ∈ Z(J ) be a projection. Then Q = QZ + Q(1 − Z), so that
QZ 6= 0 implies Q(1 − Z) = 0 by minimality. Thus Q = QZ so Z is the identity of J . We
conclude that the center Z(J ) = CZ, so that J is factor. Since J contains a minimal projection,
[Dix81, Cor. I.8.3] implies that J ∼= B(H) for some Hilbert space H (it also follows from [Pe89,
Cor. 5.5.8]).
(ii) Let M be generated, as a two-sided weakly closed ideal of M, by minimal projections.
Let {Pj | j ∈ J} be a set of minimal projections which generates M as a two-sided weakly
closed ideal of M. Let Jj ⊆ M be the weakly closed ideal generated by Pj ∈ M. Then by
[Sa71, Prop. 1.10.5], there is a central projection Zj ∈ Z(M) with Jj = MZj . Clearly Zj is
minimal, so that we either have ZjZk = Zj or ZjZk = 0. We conclude that there is a subset
J ′ ⊆ J such that M∼= ⊕
j∈J′
Jj . The assertion then follows from part (i).
Lemma 3.42. Assume that (πT (M), πT (V )) satisfies the cross condition. Let P = P (E) be a
spectral projection of πT (V ), where E ⊆ R is a bounded measurable subset. Then P is a finite
orthogonal sum of minimal projections in πT (M).
Proof. If P is not a finite orthogonal sum of minimal projections in πT (M), then it can be written
as P =
∑∞
j=1 Pj , where the Pj ∈ πT (M) are non-zero pairwise orthogonal projections. Recalling
that πT contains no V -bounded subrepresentation other than the trivial one, Lemmas 3.39 and
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3.40 imply that the left multiplication actions (t,M) 7→ πT (Vt)M of R on the left ideals πT (M)Pj
are not norm continuous. Hence we can inductively choose aj ∈ R, j ∈ N, such that the spectral
projections Qj = P [aj, aj + 1] satisfy QjπT (M)Pj 6= {0} and |aj+1| > |aj |+ 1.
Let Mj ∈ QjπT (M)Pj be an element with ‖Mj‖ = 1. Since the sequences of projections
(Pj)j∈N and (Qj)j∈N are mutually disjoint, the series M :=
∑∞
j=1Mj converges weakly in
πT (M). In fact, if v ∈ HT , then
∞∑
j=1
‖Mjv‖2 =
∞∑
j=1
‖MjPjv‖2 ≤
∞∑
j=1
‖Pjv‖2 ≤ ‖v‖2.
Since the vectorsMjv are also mutually orthogonal,Mv :=
∑
jMjv defines a bounded operator
on HT with ‖M‖ ≤ 1. By construction, the element M ∈ PπT (M) does not satisfy the cross
condition
lim
n→∞
‖MP − P [−n, n]MP‖ = 0.
This contradicts our assumption that (πT (M), πT (V )) satisfies the cross condition. Thus P is
a finite orthogonal sum of minimal projections.
Proof. (of Theorem 3.37(ii)):
Assume that (πT (M), πT (V )) satisfies the cross condition. Let J E πT (M) be the weakly closed
ideal generated by the finite spectral projections of V . Lemma 3.42 further implies that πT (M)
is generated by minimal projections. In view of 1 = P (R) = limn→∞ P [−n, n], we then have
1 ∈ J , i.e., πT (M) = J , so that Lemma 3.41 implies that
πT (M) =
⊕
j∈J
Mj ∼=
⊕
j∈J
B(Hj) (8)
for Hilbert spaces Hj . Now the corresponding unitary one-parameter group V jt ∈ U(Hj) satisfies
the cross condition for B(Hj), so that the compactness of the resolvent of Hj follows from
[GrN14, Ex. 5.11].
As each finite spectral projection P of πT (V ) is a finite orthogonal sum of minimal pro-
jections in πT (M), we can build up a compatible set of minimal projections for the projec-
tions P [−n, n] such that the set of minimal projections of P [−n, n] is contained in that of
P [−n − 1, n + 1]. This can be done by starting from P [−1, 1] and proceeding inductively by
letting the set of minimal projections of P [−n− 1, n+ 1] be the union of that of P [−n, n] and
of P
(
[−n− 1,−n) ∪ (n, n+ 1]). By 1 = P (R) = limn→∞ P [−n, n], this produces a countable
resolution of the identity
1 =
∞∑
k=1
Pk
into minimal projections. If we use this resolution to obtain the decomposition (8) above, then
each summandMj ∼= B(Hj) is the weak operator closure ofMPkM for some k ∈ N, and clearly
J is countable. Consider P [−n, n] = ∑
k∈Kn
Pk where Kn is finite. It follows that
P [−n, n] ∈
⊕
j∈Jn
Mj , where Jn := {j ∈ J | Pk ∈ Mj for some k ∈ Kn}.
As the only weakly closed ideals of
⊕
j∈Jn
Mj are direct sums of Mj , and P [−n, n] is not in
any of these except the full sum, it follows that the weakly closed ideal generated by P [−n, n]
is all of
⊕
j∈Jn
Mj . It is obvious that Jn is finite. If E ⊂ [−n, n] is measurable, then P (E) =
P (E)P [−n, n] hence the weakly closed ideal generated by P (E) is contained in the one generated
by P [−n, n], which is therefore a finite direct sum of the Mj’s. This proves Theorem 3.37(ii) in
one direction.
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In the opposite direction, assume that πT (M) =
⊕
j∈J Mj ∼=
⊕
j∈J B(Hj) for a subset J ⊆
N, where the infinitesimal generator Hj of the one-parameter group (V
j
t )t∈R inMj has compact
resolvent and every finite spectral projection of πT (V ) generates an ideal in πT (M) consisting of
a finite direct sum of the ideals Mj . Let M ∈ πT (M), and let P be a finite spectral projection
of πT (V ). Then MP ∈
⊕
j∈J0
Mj, where J0 is finite. As Mj = MZj for a central projection
Zj and ZjπT (Vt) = V
j
t , we have ZjP (E) = Pj(E) for any measurable set E ⊆ R and where
P (E) (resp. Pj(E)) is the spectral measure of πT (V ) (resp. Vj). As Hj has compact resolvent,
(Mj , Vj) is a cross representation. This implies that, for any bounded measurable subset E ⊆ R,
we have
P [−n, n]MP (E) =
∑
j∈J0
Pj([−n, n])MZjPj(E)→
∑
j∈J0
MZjPj(E) =MP (E)
as n→∞. Thus (πT (M), πT ◦ V ) is a cross representation.
Remark 3.43. (i) We conclude from Theorem 3.37 that, for an inner W ∗-dynamical system
(M,AdV ), a cross representation (π(M), π(V )) has a decomposition
π = πN ⊕ πT , πN (M) =
∞⊕
k=1
Mk and πT (M) ∼=
∞⊕
j=1
B(Hj),
where the projection onto a component Mk of πN is a V -bounded representation, and the
projection onto a component B(Hj) of πT converts V to a one-parameter group where the
generator has compact resolvent.
(ii) If, for a concretely given von Neumann algebra M ⊂ B(H) preserved by the adjoint
action Ad V defined by a unitary one-parameter group (Vt)t∈R, we have that Vt 6∈ M for some t,
we can of course extend the system to the new von Neumann algebra (VR ∪M)′′ to which we
can apply Theorem 3.37, and then restrict the cross representation obtained to M. Of course
this leaves the possibility that some cross representations ofM are not such restrictions of cross
representations of (VR ∪M)′′.
4 Positive cross representations – the one-parameter case
In this section, we consider covariant representations of one-parameter actions where the gener-
ator of the implementing unitary group is positive, and examine when they are cross represen-
tations. This will be generalized in Sections 6 and 7 to higher dimensions and to non-abelian
groups, and in Theorem 7.4 we will see that the one-parameter case fully determines the cross
property for the other generalizations.
Let U : R → U(H) be a strong operator continuous unitary one-parameter group such that
αt := AdUt defines an action α : R → Aut(A) on a given concrete C∗-algebra A ⊆ B(H). Let
H = H∗ be its generator, so that Ut = e
itH . Then U(C∗(R)) = {f(H) | f ∈ C0(σ(H))}. As we
seek a crossed product for covariant representations (π, U) ∈ Rep(α,H) which are positive, i.e.
where H ≥ 0, we need to choose a host algebra L that will produce such unitary representations
of R. As U(f) = f̂(H) for f ∈ L1(R), it is clear that we should take for our host the quotient
algebra
L := C∗+(R) := C0([0,∞)) of C0(R) ∼= C∗(R),
where the quotient map corresponds to restricting to the closed positive half-line [0,∞). If
U : R→ U(H) is a unitary one-parameter group, then the integrated representation of C∗(R) ∼=
C0(R) factors through the quotient C
∗
+(R) if and only if H ≥ 0, resp., σ(H) ⊆ [0,∞). Hence we
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may use the conditions in Corollary 3.19 to check that the covariant representation (π, U) is a
cross representation.
Thus, the problem is just that of finding cross representations with respect to this host,
and if a representation (π, U) ∈ Rep(α,H) is not a cross representation, then we reduce the
algebra π(A) to π(A)L. There are natural questions of how to obtain such cross representations
from positive representations, or from cross representations with respect to the larger host
algebra C∗(R).
Remark 4.1. As U(C∗(R)) is generated by a single element L, such as (i1 − H)−1, we only
need to check that π(A)L ∈ UL(L)B(H) (and similar for A∗) to conclude that A ∈ ML. If
(π, U) is positive, we can take L = exp(−H) > 0. If Eλ is an approximate identity in π(C∗(R)),
then we need to check that lim
λ→∞
Eλπ(A)L = π(A)L. One natural approximate identity is
En = L
1/n = exp(−H/n) (see [Bla06, Prop. II.4.2.1] for more). So one checks that
lim
n→∞
exp(−H/n)π(A) exp(−H) = π(A) exp(−H).
There is also the complex semigroup, i.e. {exp(zH)|Re(z) < 0} which generates the C∗-algebra
UL(L), so it can also be used in this condition.
First we want to connect with the Borchers–Arveson Theorem (cf. [BR02, Thm. 3.2.46] and
Theorem 7.9 below), so we begin with a positive covariant representation. The positivity also
allows for comparison of generators of different implementing unitary groups, which we exploit
below:
Lemma 4.2. Let H be an infinite dimensional Hilbert space and 0 ≤ A ≤ B be selfadjoint
operators commuting in the strong sense. Then
(1+B)−1 ∈ C∗((1+A)−1(1+B)−1)((1+B)−1 ∪ (1+A)−1)′′ ⊂ C∗((1+A)−1)B(H).
Proof. As 0 ≤ 1+A ≤ 1+B, strong commutativity implies
0 ≤ (1+A)(1+B)−1 = (1+B)−1/2(1+A)(1+B)−1/2 ≤ (1+B)−1/2(1+B)(1+B)−1/2 = 1,
hence (1+A)(1+B)−1 ∈ B(H). Thus
(1+B)−1 = (1+A)−1(1+A)(1+B)−1 ∈ (1+A)−1B(H) and hence
(1+B)−1 ∈ (1+A)−1B(H) ∩ ((1+B)−1 ∪ (1+A)−1)′′.
For R = R∗ ∈ B(H), the intersection of any right ideal C∗(R)B(H) = RB(H) with a C∗-
subalgebraN ⊂ B(H) containingR is just C∗(R)N (an easy consequence of [Pe89, Thm 3.10.7]),
hence
C∗((1+A)−1)B(H) ∩ ((1+B)−1 ∪ (1+A)−1)′′ = C∗((1+A)−1)((1+B)−1 ∪ (1+A)−1)′′.
As
(
(1 + B)−1 ∪ (1 + A)−1)′′ is commutative, it is clear that the previous right ideal is a two
sided ideal. Since it is also obvious that (1 +B)−1 ∈ C∗((1 + B)−1)((1+ B)−1 ∪ (1 + A)−1)′′
and the intersection of ideals is their product, we have
(1+B)−1 ∈ C∗((1+A)−1(1+B)−1)((1+B)−1 ∪ (1+A)−1)′′
as claimed.
We first consider the case of positiveW ∗-dynamical systems (cf. Theorem 3.37, which applies
here). See Theorem 4.4(iii) below for the more general C∗-case. In the following proposition we
shall use the Borchers–Arveson Theorem (cf. [BR02, Thm. 3.2.46] and Theorem 7.9 below).
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Proposition 4.3. Let (M,R, α) be a W ∗-dynamical system on a von Neumann algebra M ⊆
B(H) and let (Ut)t∈R be a positive strong operator continuous unitary one-parameter group
on H such that αt = AdUt on M. Let V : R→M be the positive one-parameter unitary group
provided by the Borchers–Arveson Theorem. For L = C∗(R) or C∗+(R), we then have:
(i) CV := C∗
(
VL(L)M
) ⊆ M, and (M, V ) is a cross representation if and only if CV is a
non-zero ideal of M contained in Mc.
(ii) UL(L) ⊆ VL(L)B(H) and
CU := C∗
(
UL(L)M
) ⊆ C∗(VL(L)(M∪ UL(L))′′) ⊇ CV .
Proof. (i) As VR ⊂ M, we have VL(L) ⊂ M and hence VL(L)M ⊆ M ⊇ CV . Now (M, V )
is a cross representation if and only if ML = M and this implies that CV ⊂ M is a two-
sided ideal of M by Proposition 3.14(i) and Corollary 3.15(i). That it is in Mc follows from
Corollary 3.15(i) as in this case MVL(L) ⊆ VL(L)B(H) hence CV ⊆ VL(L)B(H) and t 7→ VtA
for A ∈ VL(L)B(H) is norm continuous. As it is a C∗-algebra, also right multiplication of CV
with Ut produces functions norm continuous in t, so CV ⊆Mc.
Conversely, let CV be a non-zero ideal of M contained in Mc. Then MVL(L) ⊂ CV and α
acts strongly continuously on CV . Thus, for all A ∈ M and L ∈ VL(L), we have that
lim
t→0
∥∥(αt(A) −A)L∥∥ ≤ lim
t→0
‖αt(AL)−AL‖+ lim
t→0
‖αt(A)(αt(L)− L)‖ = 0
as αt = Ad Vt also acts strongly continuously on VL(L). Thus lim
t→0
αt(A)L = AL for all L ∈
VL(L), and likewise for A∗, hence by Proposition 3.17 we have that A ∈ ML. As this holds for
all A ∈M, it follows that (M, V ) is a cross representation.
(ii) Let Ut = e
itB and Vt = e
itA for positive operators A, B on H. As αt = AdUt = AdVt
on M, and Vt ∈ M we have that (AdUt)(Vs) = αt(Vs) = (AdVt)(Vs) = Vs hence UtVs = VsUt
for all t, s ∈ R. Therefore A and B commute in the strong sense, i.e. their spectral projections
commute (cf. [RS80, Thm. VIII.13]). Moreover as V : R → M is the positive unitary group
constructed in the Borchers–Arveson Theorem, we have that B ≥ A ≥ 0 (cf. Equation (3.2) and
the subsequent proposition on [Arv74, p.235]). Thus, by Lemma 4.2, we have
UL(L) = C∗((1+B)−1) ⊂ C∗((1+A)−1)B(H) = VL(L)B(H).
By the same lemma, we also have UL(L) ⊆ C∗(VL(L)UL(L))
(
UL(L) ∪ VL(L)
)′′
so
UL(L)M⊆ C∗(VL(L)UL(L))
(
UL(L) ∪ VL(L)
)′′M⊆ VL(L)(M∪ UL(L))′′
by VL(L) ⊂M ∋ 1, and commutativity of
(
UL(L) ∪ VL(L)
)′′
.
In general we do not have CU ⊆ CV because CV ⊆M, and if U is outer then CU ⊃ UL(L) will
not be in M. By part (i), for nontrivial actions, the Borchers–Arveson positive representation
is not a cross representation for simple von Neumann algebras (e.g. finite factors or countably
decomposable type III factors [KR86, Cor. 6.8.4, 6.8.5]). This is not as serious as it looks, as in
general M = π(A)′′ and (π, V ) can be a cross representation, even when (M, V ) is not (cf. the
trivial Example 3.33).
Theorem 4.4. Let (M,R, α) be a W ∗-dynamical system on a von Neumann algebraM⊆ B(H)
and let U : R → U(H) be a positive unitary one-parameter group such that αt = AdUt on M.
Let V : R →M be the positive one-parameter unitary group provided by the Borchers–Arveson
Theorem. Then, for L = C∗(R) or C∗+(R), the following assertions hold:
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(i) We have
MVL :=
{
M ∈M | BVL(L) ⊆ VL(L)B(H) for B ∈ {M,M∗}
}
⊆ MUL :=
{
M ∈ M | BUL(L) ⊆ UL(L)B(H) for B ∈ {M,M∗}
}
(ii) If (M, V ) is a cross representation, then (M, U) is a cross representation.
(iii) Let (A, G, α) be a C∗-action and let π : A → B(H) be a representation such that π(A) ⊆
M, and π ◦ αt = AdUt ◦ π = AdVt ◦ π, with U, V, M as above. If (π, V ) is a cross
representation, then (π, U) is a cross representation.
Proof. (i) We have the situation in Proposition 4.3, hence we may take Ut = e
itB and Vt = e
itA
for positive operators A, B on H, where A and B commute in the strong sense, and B ≥ A ≥ 0.
Moreover C := B − A ≥ 0 is the generator of the homomorphism t 7→ Wt := UtV−t. As the
conjugation action of Wt on M is trivial, we have Wt ∈ M′.
Assume for an M ∈ M that MVL(L) ⊆ VL(L)B(H). Then, using Proposition 4.3, we
have MUL(L) ⊆ MVL(L)B(H) ⊆ VL(L)B(H). Thus t 7→ VtMUL(L) is continuous. Moreover,
t 7→ UL(L)eitC is continuous for L ∈ L, as
t 7→ (1+B)−1eitC = (1+A+ C)−1eitC = [(1+A+ C)−1(1+ C)](1+ C)−1eitC
is continuous by (1+A+ C)−1(1+ C) ∈ B(H). Thus, by eitC ∈ M′, we have
UtMUL(L) = e
itCVtMUL(L) = VtMUL(L)eitC = (VtMUL(L)) · (UL(L)eitC),
hence the maps t 7→ UtMUL(L) are continuous for all L ∈ L. Hence by [GrN14, Lemma A.1(ii)b],
we have that MUL(L) ⊆ UL(L)B(H). By applying this also to M∗ we see that MVL ⊆MUL .
(ii) If (M, V ) is a cross representation, then M = MVL and so by the previous part we get
M =MUL , i.e. (M, U) is a cross representation.
(iii) If (π, V ) is a cross representation, then π(A) ⊆ MVL , so by (i) we get π(A) ⊆ MUL , i.e.
(π, U) is a cross representation.
Case (ii), i.e. M = MVL , means that as we have an inner cross representation of a von
Neumann algebra, hence Theorem 3.37 applies and so this representation has the form in Re-
mark 3.43(i).
Crossed products for the usual case were first fully defined in the paper by Doplicher, Kastler
and Robinson [DKR66]. Later in that paper an ideal of the crossed product was factored out,
to obtain an algebra which is a crossed product host (in our terminology) which produced only
covariant representations satisfying a desired spectral condition. The question arises whether
this can also be done in our context, starting with a crossed product host (e.g. where the action
is discontinuous, but cross representations exist). By Theorem 3.7(c) we know that a factor
algebra of a crossed product host is again a crossed product host, so the main question becomes
whether we can obtain a suitable ideal to factor out, so that the resulting factor crossed product
host will have only the positive covariant representations.
Let us start with a crossed product host (C, ηA, ηL) for (α,L), where L = C∗(R). Our aim
is to find an ideal in C such that the factor algebra is a crossed product host producing only
positive covariant representations. Thus we would like to have as our host the C∗-algebra
C∗+(R) := C0([0,∞)) = C∗{f̂ |[0,∞) | f ∈ L1(R)} ∼= C0(R)/L−,
where
L− := {h ∈ C0(R) | h|[0,∞) = 0} ∼= C0((−∞, 0)) E L = C0(R).
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In L we also consider the ideal
L+ := {h ∈ C0(R) | h|(−∞,0] = 0} ∼= C0((0,∞)) E L = C0(R)
and note that L/(L+ + L−) ∼= C.
If ηL(L−) = 0, then C is already a crossed product host for positive covariant representations,
so let us assume that ηL(L−) 6= {0}. As C = C∗
(
ηA(A)ηL(L)
)
= ηL(L)CηL(L) follows from
the cross property, it is natural to consider the C∗-subalgebra C− := C∗
(
ηA(A)ηL(L−)
)
, but in
general it need not be an ideal.
Proposition 4.5. Let α : R→ Aut(A) be given, together with a crossed product host (C, ηA, ηL)
for (α,L) where L = C∗(R). If
ηL(L−)ηA(A) ⊆ JηA(A)ηL(L−)K
then C− := C∗
(
ηA(A)ηL(L−)
)
is a closed two-sided ideal of C.
Moreover, the quotient algebra C(+) := C/C− is also a crossed product host. In particular, if
Φ : C → C/C− is the quotient map, then
(C/C−, Φ˜ ◦ ηA, Φ˜ ◦ ηL) is a crossed product host with
respect to L = C∗(R). As Φ˜ ◦ ηL(L−) = {0}, C(+) = C/C− is a crossed product host with respect
to the host C∗+(R), the set Rep(α,H)η× consists of positive representations of (A,R, α), i.e.,
C∗+(R)-representations.
Proof. If ηL(L−)ηA(A) ⊆ JηA(A)ηL(L−)K, then all monomials in elements of
ηA(A)ηL(L−) ∪ ηL(L−)ηA(A)
can be written as elements of JηA(A)ηL(L−)K hence JηA(A)ηL(L−)K = C−. Likewise we have
C = JηA(A)ηL(L)K and so
ηA(A)ηL(L) · ηA(A)ηL(L−) ⊆ ηA(A)ηL(L)JηL(L−)ηA(A)K
⊆ JηA(A)ηL(L−)ηA(A)K ⊆ JηA(A)ηL(L−)K ⊆ C−
ηA(A)ηL(L−) · ηA(A)ηL(L) ⊆ JηA(A)ηL(L−)ηL(L)K ⊆ JηA(A)ηL(L−)K ⊆ C−
leads to CC− ⊆ C− and C−C ⊆ C−. Thus C− is a closed two sided ideal of C. That C(+) := C/C− is
a crossed product host follows from Theorem 3.7(c), so we only need to prove that Φ˜◦ηL(L−) = 0.
For L ∈ L− and C ∈ C, we have(
Φ˜ ◦ ηL(L)
)
Φ(C) = Φ
(
ηL(L)C
)
= 0
as ηL(L)C ∈ ηL(L−)C = ηL(L−)JηL(L)ηA(A)K ⊆ JηL(L−)ηA(A)K = C− = kerΦ.
Remark 4.6. If the crossed product host (C, ηA, ηL) is faithfully represented in a cross rep-
resentation (π, U) of (A, G, α) as in Theorem 3.7, then the condition of Proposition 4.5 that
ηL(L−)ηA(A) ⊆ ηA(A)ηL(L−) requires that it is also a cross representation with respect to L−.
This condition can be interpreted as a consistency condition for a quantum constraint condition
in the following sense (cf. [Gr06], [GrL00]). Note that H− := P (−∞, 0)H = UL(L−)H. Hence,
if B = A,A∗ both satisfy π(B)UL(L−) ⊆ UL(L−)π(A), then π(A) will preserve both the space
H− and its orthogonal complement H+ := H⊥− = P [0,∞)H. Then the quotient map consists of
restricting π(A) to H+ and this can only be done if π(A) preserves these spaces. The quantum
constraint condition is that of putting the space H− to zero.
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Example 4.7. (a) An example where the condition from Proposition 4.5 holds is easily obtained.
Let H = H∗ be an unbounded operator on ℓ2 such that (i1 −H)−1 ∈ K(ℓ2), Ut := eitH and
αt := AdUt for all t ∈ R, and assume the host L = C∗(R). In addition, we assume that the
negative part of the spectrum of H is unbounded. Let H− := P (−∞, 0)H = UL(L−)ℓ2 as above,
and let A := B(H−) + D ⊂ B(H), where D ⊂ B(H) is the unital nondegenerate C∗-algebra
D := C1+ C∗((i1−H+)−1) where H+ := P [0,∞)H. Then the given representation on ℓ2 is a
a cross representation (cf. [GrN14, Prop. 5.10]), and α is not strongly continuous (cf. [GrN14,
Th. 6.1, Ex. 5.11]). Obviously D commutes with both UL(L) and UL(L−) hence we only need to
verify that UL(L−)B(H−) ⊆ JB(H−)UL(L−)K to conclude that UL(L−)A ⊆ JAUL(L−)K. Now
as we started with a cross representation, we have JUL(L)AK = JAUL(L)K (cf. the equivalent
condition in Definition 3.8). As B(H−) ⊂ A, we have
JUL(L−)B(H−)K ⊆ JUL(L)AK ⊆ JAUL(L)K .
As UL(L−) consists of compact operators,
JUL(L−)B(H−)K ⊆ K(H−) = JB(H−)UL(L−)K
Thus UL(L−)A ⊆ JAUL(L−)K so we have satisfied the condition of Proposition 4.5. Now
C = C∗(ηA(A)ηL(L)) = K(H−) + C∗((i1 − H+)−1) and C− = C∗(AUL(L−)) = K(H−),
thus C/C− ∼= C∗((i1−H+)−1).
(b) For an example where the condition from Proposition 4.5 fails, consider the translation
action of R on A = C∗{δt | t ∈ R} ⊂ Cb(R) where δt(x) := eitx acts by multiplication on
L2(R). The translation action is implemented by the unitaries Ut := e
itP with P = i ddx the
usual momentum operator. We first show that (A, U) is a cross representation. Now UL(L) =
{f(P ) | f ∈ C0(R)} and
δtf(P )δ−t = f(P − t1) = ft(P ) for f ∈ C0(R), where ft(x) := f(x− t).
Thus, as ft ∈ C0(R), we have δtUL(L) ⊆ UL(L)A and so (A, U) is a cross representation for
the host L = C∗(R). On the other hand, if the support of f is in (−∞, 0), then this need not
be true for the translated function ft, i.e. we have δtf(P ) = ft(P )δt and so by choosing t so
that the support of ft will not be in (−∞, 0), we can see that the condition of Proposition 4.5
is violated: the algebra AL− annihilates the Fourier transform of L2(R+), but L−A does not.
As A is commutative, we already know from the Borchers–Arveson Theorem that there are no
non-trivial positive covariant representations.
A common situation for physics is how to build a positive covariant representation from
one which is not (especially if there is no positive subrepresentation). One can treat this as
a constraint situation by selection of those elements of the algebra which are compatible with
restriction of the generator to its positive part.
Proposition 4.8. Let (π, U) be a covariant representation of (A,R, α). Let Ut = eitH and let
P be the spectral measure of H. Define
Oπ+ := P [0,∞)′ ∩ A = {A ∈ A | [A,P [0,∞)] = 0}.
Then
(i) Oπ+ is an α-invariant C∗-subalgebra of A preserving H+ := P [0,∞)H = (U(L−)H)⊥.
Moreover the restriction (π+, U+) of (π, U) on Oπ+ to H+, i.e. π+(A) := π(A) ↾ H+,
A ∈ Oπ+ and U+t := Ut ↾ H+, is a positive covariant representation of (Oπ+,R, α).
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(ii) If (π, U) is a cross representation, then (π+, U+) is also a cross representation.
(iii) If (π, U) is not a cross representation, let
Cπ+ :=
{
A ∈ A | π(B)UL(L)P [0,∞) ⊆ UL(L)P [0,∞)B(H) for B ∈ {A, A∗}
}
.
Then Cπ+ ⊆ Oπ+ is α-invariant and (π+, U+) restricted to Cπ+ is a cross representation.
Moreover Cπ+ is the maximal C∗-subalgebra of Oπ+ on which (π+, U+) is cross.
Proof. (i) From the definition, it is clear that Oπ+ is a C∗-algebra. To see that it is α-invariant,
just note that (π, U) is a covariant representation where Ut commutes with P [0,∞). For H+ =
P [0,∞)H, t 7→ U+t := Ut ↾ H+ is a positive unitary one-parameter group, and as π(Oπ+) restricts
to H+, it follows from
π(αt(A))H+ = Utπ(A)U−tH+ = U+t π(A)U+−tH+ for all A ∈ Oπ+
that (π+, U+) is a positive covariant representation of (Oπ+,R, α).
(ii) If (π, U) is a cross representation, then by Definition 3.8 we have π(A)UL(L) ⊆ JUL(L)π(A)K.
Note that π+(A) = P [0,∞)π(A) ↾ H+ for A ∈ Oπ+. Thus
π+(Oπ+)U+L (L) = P [0,∞)π(Oπ+)UL(L) ↾ H+ ⊆ P [0,∞)JUL(L)π(A)K ↾ H+
= JU+L (L)P [0,∞)π(A)K ↾ H+ ⊆ U+L (L)B(H+).
Thus (π+, U+) is also a cross representation.
(iii) Note that
UL(L)P [0,∞) = {f(H) | f ∈ C0([0,∞))},
hence, if A ∈ Cπ+ and B ∈ {A,A∗}, then
π(B)P [0,∞)H = π(B)UL(L)P [0,∞)H ⊆ UL(L)P [0,∞)B(H)H = P [0,∞)H,
i.e. π(A) and its adjoint preserve the space H+ = P [0,∞)H, hence commute with P [0,∞), and
so Cπ+ ⊆ Oπ+. From the definition, it is clear that Cπ+ is a C∗-algebra. To see that it is α-invariant,
just note that UL(L)P [0,∞) commutes with Ut, hence
π(αt(B))UL(L)P [0,∞) = Utπ(B)UL(L)P [0,∞)U−t ⊆ UtUL(L)P [0,∞)B(H)U−t
= UL(L)P [0,∞)B(H).
Thus (π+, U+) restricts on Cπ+ to a positive covariant representation. That it is a cross represen-
tation follows from the restriction of the defining condition for Cπ+ to H+. To prove maximality,
note that the cross condition for (π+, U+) is for B = A, A∗ ∈ Oπ+
π+(B)U+L (L) ⊆ U+L (L)B(H+). (9)
Recalling that π+(A) = P [0,∞)π(A) ↾ H+ this condition (9) becomes
π+(B)UL(L)P [0,∞) ↾ H+ ⊆ UL(L)P [0,∞)B(H) ↾ H+
which is equivalent to the defining condition for Cπ+ if we keep in mind that the left hand side of
that condition vanishes on (H+)⊥ hence restriction of both sides of that condition to H+ does
not change Cπ+. We conclude that A ∈ Cπ+ which proves the maximality claimed for Cπ+.
Remark 4.9. Even if (π, U) is a covariant cross representation of (A,R, α) with respect to
L = C∗(R), it is possible that Oπ+ = {0}. A good example is the translation action of R
on A = C0(R) with (π, U) the usual covariant representation on L2(R) (see last sentence in
Example 4.7(b)).
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Example 4.10. Let A = B(H), where H is an infinite dimensional Hilbert space, H = H∗ be
an unbounded selfadjoint operator on H, and Ut := eitH and αt := AdUt for all t ∈ R, and let
π be the identical representation. Then α is not strongly continuous (cf. [GrN14, Prop. 5.10]).
We will also assume that the spectrum of H has negative parts, σ(H)∩ (−∞, 0) 6= ∅ and choose
the host L = C∗(R). Let P be the spectral measure of H . Then H+ = P [0,∞)H, and the
C∗-subalgebra of A consisting of all elements which preserve H+ and its orthogonal complement
H−, is the commutant of P [0,∞) i.e.
P [0,∞)′ = P [0,∞)B(H)P [0,∞)⊕ P (−∞, 0)B(H)P (−∞, 0) ∼= B(H+)⊕B(H−) .
The restriction of this toH+ is just the first component, and if (i1−H)−1P [0,∞) 6∈ K(H+), then(
B(H+), U+) is not a cross representation (cf. [GrN14, Ex. 5.11] for separable Hilbert spaces).
By Proposition 4.8(iii), (π+, U+) is always a cross representation on Cπ+, hence the containment
π(Cπ+) ⊆ P [0,∞)′ can be proper. As K(H+) ∪ U ′R ⊆ π(Cπ+), we also know that Cπ+ is not trivial.
It is easy to adapt Corollary 3.19 to this example to provide useful conditions such as:
Cπ+ =
{
A ∈ A | (∀s ∈ R+)(∀B ∈ {A,A∗}) lim
t→∞
P [0, t]BP [0, s] = BP [0, s]
}
.
5 Covariant representations of actions on topological groups
There are many instances of one-parameter groups which act on topological groups, and this
provides an interesting subclass of covariant systems. Positivity conditions for the one-parameter
group have strong structural implications as seen e.g. in [BGN17, Ex. 4.16].
Let G be a topological group and α : R→ Aut(G) be a homomorphism defining a continuous
action of R on G. We then form the topological semidirect product group G♯ ∼= G ⋊α R (cf.
[Ne14]). Continuous unitary representations of G♯ are pairs (π, U), where π : G → U(H) is a
continuous unitary representation and (Ut)t∈R is a unitary one-parameter group satisfying
Utπ(g)U−t = π(αt(g)) for g ∈ G, t ∈ R.
Let A := C∗(Gd) denote the C∗-algebra of the discrete group underlying G. Then α extends to
a C∗-dynamical system (A,R, α). We are interested in situations, where the positive covariant
representations of G♯ can be described in terms of crossed product hosts for (A,R, α) with
respect to the positive quotient C∗(R)/C0((−∞, 0)) ∼= C0([0,∞)) =: C∗+(R).
In this section we will analyze the following interesting situation for this context. In a positive
cross representation (π, U) of the action α : R → Aut(G), the positive unitary one-parameter
group (Ut)t∈R can “regularize” the representation π of the group G. For instance, in this
representation the group algebra U(C∗(R)) of the one-parameter group times the discrete group
algebra π(C∗(Gd)) of the group can be a crossed product host which only allows continuous group
representations. (This happens if the maps g 7→ π(g)U(B) are continuous for all B ∈ C∗(R).)
This will produce another method for construction of host algebras for some infinite dimensional
Lie groups. This then leads to the study of smoothing operators (cf. Theorem 5.9 below, or
[NSZ15]) which provide a method for constructing host algebras for some infinite dimensional
Lie groups. In particular, the structure of these host algebras makes it easier to construct crossed
product hosts for the groups involved.
In this context it is interesting to recall that, in [Ta67] one finds an example of a non-type I
C∗-algebra with automorphism group G such that all covariant representations of (A, G, α) are
type I. So, even without spectral conditions, forming crossed products may have a regularizing
effect. This is consistent with our observations for crossed products with L = C∗(S,C), studied
in Subsection 6.2.
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5.1 Regularization by one-parameter subgroups
Here we want to examine the phenomenon mentioned above. We start with an example to
illuminate the issue.
Example 5.1. Let A = ∆(X, σ) be the Weyl algebra of the symplectic space (X, σ) consisting
of a complex pre-Hilbert space (X, 〈·, ·〉) and the symplectic form σ(x, y) := Im〈x, y〉. It is the
unique unital C∗-algebra with generating unitaries (δz)z∈X satisfying
δ∗z = δ−z and δzδw = e
−iσ(z,w)/2δz+w for z, w ∈ X.
Define a T-action by αt(δz) := δtz for t ∈ T, z ∈ X . Then the corresponding Fock representation
(π, U,F) of (A,T, α) (see also Example 3.27) is a cross representation for α with respect to
L = C∗(T) ∼= C0(Z) (cf. [GrN14, Ex. 6.11]). Thus
C := C∗(π(A)U(L)) ⊆ U(L)B(F) ∩B(F)U(L) . (10)
As A contains a copy of
G = Heis(X, σ) = T×X with multiplication (a, z)(b, w) = (abe−iσ(z,w)/2, z + w)
through the identification (a, x) 7→ aδx for a ∈ T, x ∈ X, the action ηA : A →M(C) also produces
a unitary multiplier action of G on C. We will prove that this action is norm continuous, hence
that all covariant representations produced by C for (A,T, α), must be regular for A. In this
sense the one parameter group acting on G regularizes the representations of G.
The generator of Ut is the number operator, hence the U -eigenspaces are the n-particle
subspaces Fn ⊆ F . Let Pn ∈ B(F) denote the projection onto Fn. If we write π(δx) =
exp(iϕ(x)), then we get as in the proof of [RS75, Thm. X.41]
‖ϕ(x)Pn‖ ≤ (‖a(x)Pn‖+ ‖a(x)∗Pn‖)
/√
2 ≤ 21/2(n+ 1)1/2‖x‖,
hence ‖ϕ(x)kPn‖ ≤ 2k/2((n+ k)!)1/2‖x‖k.
As
∞∑
k=0
‖ϕ(x)kPn‖s
k
k!
≤
∞∑
k=0
2k/2((n+ k)!)1/2‖x‖k s
k
k!
<∞,
the series
∑∞
k=0 ϕ(sx)
k/k! on the space Fn is norm convergent, and converges to an analytic
function in the variable s ≥ 0, and the limit is π(δsx)Pn. In fact, from the last sum we see
∥∥(π(δx)− 1)Pn∥∥ ≤ ∞∑
k=1
‖ϕ(x)kPn‖ 1
k!
≤
∞∑
k=1
2k/2((n+ k)!)1/2‖x‖k 1
k!
and it is clear that this goes to zero as ‖x‖ → 0. Therefore the maps X → B(F), x 7→ π(δx)Pn
are norm-continuous (and in fact analytic). As U(L) = C∗({Pn | n ≥ 0}), we get that the maps
x 7→ π(δx)L, L ∈ U(L) (11)
are norm continuous. By the cross representation condition, this implies that the crossed product
host
C := C∗(π(A)U(L)) ⊆ B(F)
has the property that the multiplier action of G = Heis(X, σ) on C through (a, x) 7→ aηA(δx) ∈
M(C) is continuous. We conclude that C is a host algebra for the Oscillator group
G♯ := Heis(X, σ)⋊α R .
It carries a subset of the representations whose restrictions to the distinguished one-parameter
group is positive. By [Ch68, Thm. 1.3], these representations are direct sums of the Fock
representation.
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Remark 5.2. For the Heisenberg group G = Heis(X, σ) we consider the complexification
GC = C
× ×XC with multiplication (a, z)(b, w) = (abe−iσ(z,w)/2, z + w),
where σ also denotes the complex bilinear skew-symmetric extension to XC. Then α extends to
a holomorphic action α : C× → Aut(GC) by αc(a, z) = (a, cz), so that we can form the complex
group
G♯
C
= Heis(X, σ)C ⋊α C.
It contains the open subsemigroup
S := {(a, z, c) | Im c > 0} = Heis(X, σ)C × C+.
According to [Ze15, Thm. 5.4], a smooth positive covariant unitary representation of G♯ ex-
tends naturally to a holomorphic representation UC : S → B(H). By analytic extension, it then
follows that the C∗-algebra C1 := C∗(UC(S)) ⊆ B(H) is generated by the image of the sub-
set Heis(X, σ) × i(0,∞) ⊆ S under UC. As UC(C+) = U(L) and UC(gs) = π(g)UC(s) for
g ∈ G, s ∈ S, it follows that
C1 = C∗(π(A)U(L)) = C.
The important property in Example 5.1 was the norm continuity of the maps (11). Let us
generalize this:
Proposition 5.3. (Host algebras for covariant group representations) Let G be a topological
group and let α : R→ Aut(G) be a homomorphism defining a continuous action of R on G. Let
(π, U) be a covariant representation of (G,R, α) on H which is cross, in the sense that
π(G)U(L) ⊆ U(L)B(H), where L = C∗(R).
If the maps πL : G→ B(H), g 7→ π(g)L, L ∈ U(L), are norm continuous, then the algebra
C := C∗(π(G)U(L))
is a host algebra for the group G♯ := G ⋊α R and it carries a subset of the (continuous) repre-
sentations of G♯.
Proof. From the cross condition we construct the crossed product host
C := C∗(π(G)U(L)) = C∗(π(C∗(Gd))U(L)) ⊆ U(L)B(H) ∩B(H)U(L)
for the action α˜ : R → Aut(C∗(Gd)) by α˜t(δg) = δαt(g) (recall that C∗(Gd) is generated by
unitaries (δg)g∈G satisfying the group law in G). As there is an injection from the covariant
representations of α˜ to the representations of Gd⋊αR, it follows that C is a host algebra for G♯.
The injection is that a covariant representation (π˜, U˜) on H˜ (corresponding to a representation
ρ : C → B(H˜)) is mapped to the representation γ of Gd ⋊α R defined by γ(g, t) := π˜(δg)U˜t.
To get a representation of G♯ = G ⋊α R, it suffices to prove that the map g 7→ π˜(δg) is strong
operator continuous on G. As U˜(L) is nondegenerate, U˜(L)H˜ is dense in H˜, hence it suffices to
observe that for L ∈ L and v ∈ H˜ the map
g 7→ π˜(δg)U˜(L)v = ρ (π(g)U(L)) v
is continuous, using the assumed continuity of the maps πL.
Remark 5.4. If U(L) ⊆ K(H), then the maps πL : G → B(H), g 7→ π(g)L, L ∈ U(L), are
automatically norm continuous. Thus, for example if G is a compact Lie group, and U(t) =
exp(it∆), where ∆ is the Laplacian of π : G → B(H), then U(L) ⊆ K(H) is equivalent to the
finiteness of the multiplicities of all irreducible subrepresentations of π ([GrN14, Prop. C.5]).
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It is easy to make further examples, e.g. Examples 6.6, 8.8, 8.9 below, and:
Example 5.5. Let H be an infinite dimensional Hilbert space, and let F(H) be the symmetric
Fock space built on it. Let G = U(H) be the unitary group with the norm topology. Then by
second quantization there is a representation Γ : G→ U(F(H)) on Fock space, which preserves
the n-particle subspaces F(H)n ⊆ F(H). Let Pn denote the projection onto F(H)n. These
are the eigenspaces for the action U : T → U(F(H)) by Utv = tnv for t ∈ T, v ∈ F(H)n. As
this commutes with Γ(G), conjugation with Ut is trivial on Γ(G), and the cross condition is
immediate as
Γ(G)U(L) = U(L)Γ(G).
Moreover, the restriction of Γ(G) to an n-particle space F(H)n is just a symmetrized n-fold
tensor product of the defining representation of G, which is norm continuous. Thus, we obtain
norm continuity of the maps g 7→ Γ(g)Pn, hence continuity of g 7→ π(g)L for L ∈ U(L). By
Proposition 5.3, we now obtain a host algebra for G♯ = G× T. In fact, as U(T) coincides with
Γ(Z(G)) (Z(G) ∼= T), it follows that we have a host algebra for G = U(H), endowed with the
norm topology.
The form of the host algebra obtained in Proposition 5.3 makes it easier to check the cross
condition for any further C∗-action of G♯:
Proposition 5.6. Let G be a topological group and let (πG, U) be a covariant representation
of a continuous action (G,R, γ), and assume that (πG, U) is cross for L = C∗(R), and that for
each L ∈ U(L), the map πLG : G → B(H), g 7→ πG(g)L is norm continuous, so that we have the
host algebra
L♯ := C∗(U(L)πG(G)) = JU(L)πG(G)K ⊆ B(H)
for the semidirect product group G♯ = G⋊γ R.
Let (A, G♯, α) be a C∗-action (possibly singular). Then a covariant L♯-representation (πA, V )
of (A, G♯, α) on H′ is cross with respect to L♯ if and only if its restriction to the subsystem
(A,R, α ↾ R) is cross with respect to L = C∗(R).
Proof. A covariant L-representation (πA, V ) we must have that V = π′G × U ′ for G♯ = G ⋊γ R
for some γ-covariant representation (π′G, U
′). Thus V (L♯) = JU ′(L)π′G(G)K (where U ′(L) =
U ′(C∗+(R)) by positivity. Assume first that the restriction of (πA, V ) to the subsystem (A,R, α ↾ R)
is cross with respect to L, i.e. πA(A)U ′(L) ⊆ U ′(L)B(H′). Thus
πA(A)VL(L♯) = πA(A)JU ′(L)π′G(G)K ⊆ U ′(L)B(H′) ⊆ V (L♯)B(H′),
where the last step follows because U ′(L) ⊂ V (L♯). Thus (πA, V ) is cross for (A, G♯, α).
Conversely, assume that (πA, V ) is cross for (A, G♯, α), i.e. πA(A)V (L♯) ⊆ V (L♯)B(H′). As
U ′(L) ⊂ V (L♯) we get
πA(A)U ′(L) ⊆ V (L♯)B(H′) ⊆ U ′(L)B(H′)
because U ′(L) acts nondegenerately on V (L♯). Thus the restriction to (A,R, α ↾ R) is also
cross.
Thus it suffices to check the cross condition on the one-parameter subgroup in the semidirect
product G⋊γ R.
Example 5.7. We continue Example 5.5 to realize the assumptions of Proposition 5.6. Let
H be an infinite dimensional Hilbert space, and let G = U(H) be the unitary group with the
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norm topology. Let G act on the Weyl algebra A = ∆(H, σ), where σ(x, y) := Im〈x, y〉 by the
usual symplectic action α : G→ Aut(A) determined by αV (δx) := δV x, V ∈ G = U(H). On the
bosonic Fock space F(H), we then have the second quantization representation Γ : G→ U(F(H))
which is covariant for the Fock representation of the Weyl algebra πF : A → B(F(H)). The
restriction of Γ to Z(G) ∼= T defines the action U : R → U(F(H)) by Us = Γ(eis) for which
Example 5.5 produces the host algebra
L♯ := C∗(U(L)Γ(G)) = JU(L)Γ(G)K ⊆ B(H), where L = C∗(R).
To establish that (πF ,Γ) of (A, G, α) is cross with respect to L♯, we only need to check by
Proposition 5.6 that (πF , U) of (A,R, α) is cross with respect to L. As Us = exp(is dΓ(1)) and
dΓ(1) is the number operator, this has already been verified in [GrN14, Example 6.11]. Thus
(πF ,Γ) of (A, G, α) is cross with respect to L♯.
5.2 Smoothing operators for unitary Lie group representations
For Lie groups, we will have to replace the continuity condition above by a smoothness condition.
We want to examine this situation.
Definition 5.8. Let G be a Lie group (possibly infinite dimensional) with Lie algebra g and
a smooth exponential function exp: g → G. We write g∗ for the space of continuous linear
functionals on g (which carries the structure of a locally convex space), endowed with the weak-
∗-topology.
Let U : G→ U(H) be a continuous unitary representation of G and H∞ ⊆ H be the subspace
of smooth vectors. We say that U is smooth if H∞ is dense, which is always the case if G is
finite-dimensional. If U is smooth, then we obtain for each X ∈ g an essentially self-adjoint
operator
−idU(X) : H∞ → H∞, dU(X)v := d
dt
∣∣∣
t=0
U(exp tX)v.
We write ∂U(X) := dU(X) for the closure of the skew-symmetric operator dU(X) on H∞.
Its domain D(∂U(X)) is the set of differential vectors for the unitary one-parameter group
t 7→ U(exp tX) and for any such vector v, we have
∂U(X)v =
d
dt
∣∣∣
t=0
U(exp tX)v.
We write
D∞(∂U(X)) :=
⋂
n∈N
D((∂U(X)n)
and note that this space coincides with the smooth vectors of the one-parameter group UXt :=
U(exp tX). Then D∞(∂U(X)) ⊇ H∞, and mostly this inclusion is proper.
We have the following characterization of smoothing operators A ∈ B(H), i.e., operators
mapping H into H∞ ([NSZ17, Thm. 2.1]):
Theorem 5.9. (Characterization Theorem for smoothing operators) For a smooth unitary rep-
resentation (U,H) of a Fre´chet–Lie group G with smooth exponential function and A ∈ B(H),
the following are equivalent:
(i) The map G→ B(H), g 7→ U(g)A is smooth.
(ii) AH ⊆ H∞, i.e., A is a smoothing operator.
(iii) All operators A∗dU(X1) · · · dU(Xn), X1, . . . , Xn ∈ g, n ∈ N, are bounded on H∞.
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If these conditions are satisfied, then all operators dU(X1) · · · dU(Xn)A, X1, . . . , Xn ∈ g, are
bounded.
Smoothing operators are very useful, as we show below.
Proposition 5.10. Let G be a finite dimensional Lie group, H ⊆ G be a closed subgroup and
(U,H) be a continuous unitary representation of G. If U(C∗(H)) contains a dense subspace
consisting of smoothing operators for G, then U(C∗(H)) ⊆ U(C∗(G)).
Proof. Since U(C∗(H)) consists of multipliers of U(C∗(G)), the assertion follows from Lemma 5.11
below.
Lemma 5.11. Let (U,H) be a continuous unitary representation of the finite dimensional Lie
group G, let L = C∗(G) and let
M := {A ∈ B(H) | AUL(L) + UL(L)A ⊆ UL(L)}
be the relative multiplier algebra of the C∗-algebra UL(L) ⊆ B(H). Every A ∈ M for which the
map
UA : G→ B(H), g 7→ UgA
is continuous is contained in the ideal UL(L) EM.
Proof. Let (δn)n∈N be a δ-sequence in Cc(G), i.e.,
∫
G
δn = 1 and the supports of the δn shrink
to 1. Then the continuity of UA implies that UL(L) ∋ UL(δn)A → A, so that the assertion
follows from the closedness of UL(L).
We also recall the following theorems from [NSZ17]:
Theorem 5.12. (Subgroup Host Algebra Theorem; [NSZ17, Thm. 4.1]) Let (U,H) be a unitary
representation of the metrizable Lie group G and ιH : H → G a morphism of Lie groups where
dimH <∞ and UH := U ◦ ιH satisfies
H∞ = H∞(UH).
Then C∗
(
U(G)UH(C∞c (H))
)
= C∗
(
U(G)UH(C∞c (H))U(G)
)
is a host algebra for a class of
smooth representations of G.
Theorem 5.13. ([NSZ17, Thm. 4.2]) Let (U,H) be a unitary representation of the metrizable
Lie group G. If
H∞ = D∞(∂U(X0)) for some X0 ∈ g with sup Spec(i∂U(X0)) <∞,
then ei∂U(X0) is a smoothing operator and L := C∗(U(G)ei∂U(X0)) = C∗(U(G)ei∂U(X0)U(G))
is a host algebra for a class of smooth representations (ρG,K) of G satisfying
sup Spec(i∂ρG(X0)) ≤ sup Spec(i∂U(X0)). (12)
Remark 5.14. (a) If the group G in Theorem 5.13 is finite dimensional, then Proposition 5.10
implies that the holomorphic semigroup eC+∂U(X0) is contained in U(C∗(G)). The subalgebra of
U(C∗(G)) generated by this semigroup coincides with the image of C∗(R) under the integrated
representation of the one-parameter group UX0(t) := U(exp tX0).
(b) ([NSZ17]) Assume that G is finite dimensional and let X1, . . . , Xn be a basis of its Lie
algebra g. Then
H∞ = D∞(∆) for ∆ :=
n∑
j=1
∂U(xj)2
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([Nel69, Cor. 9.3]) and since ∆ has non-positive spectrum, it follows that the contraction semi-
group (et∆)t>0, which is an abstract version of the heat semigroup on L
2(G), consists of smooth-
ing operators.
(c) By Theorems 6.3 and 6.4 below, there is a rich source of smoothing operators in some
representations of G.
Let G be a Lie group (possibly infinite dimensional) with an exponential function and let
α : R → Aut(G) be a homomorphism defining a continuous action of R on G. Let (π, U) be a
positive covariant representation of (A,R, α) which is smooth as a representation of G♯ = G⋊αR.
If Ut = e
itH , then we write Uz := e
izH , Im z ≥ 0, for its holomorphic extension to C+, where
C+ = {z ∈ C | Im z > 0} denotes the upper half plane. Note that C∗{Uz | z ∈ C+} = U(C∗(R))
(cf. Theorem 6.18 below).
Theorem 5.15. Let G be a Lie group with smooth exponential function and let (π, U) be a
positive covariant representation of (G,R, α) for which
(S) the operators (Uz)z∈C+ are smoothing operators, i.e., G→ B(H), g 7→ π(g)Uz is smooth.
Then
C := C∗(π(G)UC+) ⊆ B(H).
is a crossed product host for (A,L, α), where A = C∗(Gd) and L = C∗+(R). Moreover, all
representations of C define smooth representations of the Lie group G.
Proof. Observe first that U(L) = U(C∗+(R)) = C∗(UC+). In view of Theorem 5.9, (S) implies
that
dπ(U(g))Uz ⊆ B(H) for Im z > 0.
Clearly, UC+ ⊆ C and π(G)C ⊆ C, so that we get a homomorphism ηG : G → M(C) into the
multiplier algebra of C. Since C contains a dense subspace spanned by elements of the form
π(g)UzA, A ∈ C, g ∈ G, z ∈ C+,
the multiplier action has a dense subset of smooth vectors. In particular, it is strongly continuous.
From this property one already derives that every non-degenerate representation (π,H) of C
defines a smooth representation π˜ ◦ ηG : G→ U(H) of G on H.
Next we observe that, for z ∈ C+ and g ∈ G, the map
R→ C, t 7→ Utπ(g)Uz = π(αt(g))Uz+t
is continuous if the action of R on G is continuous, and smooth if this action is smooth. This
implies that C satisfies the cross condition for L = C∗+(R) and the discrete group algebra A =
C∗(Gd).
The algebra C := C∗(π(G)UC+ ) in the theorem is therefore a host algebra for a class of
representations of G♯ = G ⋊α R, as representations of G
♯ are all covariant representations of
(G,R, α). The next example specifies the class of representations via Theorem 5.13.
Example 5.16. Suppose that α defines a smooth action, so that G♯ = G⋊αR is a Lie group. For
X0 := (0, 1) we then have Uz = e
z∂U♯(X0). Now the holomorphy of the map C+ → B(H), z 7→ Uz
implies that U ♯(expRX0)e
i∂U♯(X0) and eC+∂U
♯(X0) generated the same norm-closed subspace of
B(H). Therefore the algebra L in Theorem 5.13 coincides with the C∗-algebra C = C∗(π(G)UC+)
in Theorem 5.15.
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Remark 5.17. The form of the host algebra obtained in Theorem 5.15 makes it easier to check
the cross condition for any further C∗-action of G♯. In particular, we can adapt Proposition 5.6
to condition (S) to also simplify the cross condition for C∗-actions of G♯.
Example 5.18. The assumptions of the preceding theorem are in particular satisfied for the
unitary representation of the Heisenberg group G = Heis(H, σ) on Fock space F(H) and the
automorphism group αt(z, v) = (z, tv) for t ∈ T, corresponding on F(H) to the number op-
erator (Remark 5.2). In this case C can either be obtained from the holomorphic semigroup
representation of S or as in Example 5.1 as a crossed product host.
The hypotheses of Theorem 5.15 are realized by the initial Example 5.1. Further examples
where Theorem 5.15 produces crossed product hosts are given in Example 6.6, and in Section 8
(Examples 8.8 and 8.9).
6 General spectral conditions—Review
Next we want to examine spectral conditions for Lie groupsG other than R. The generalization is
in two directions;- higher dimensions, and non-abelian groups. We want to analyze the covariant
representations (π, U) ∈ Rep(α,H) of (A, G, α), where U satisfies a spectral condition of a
type we will specify below. Lie group representations satisfying such spectral conditions are of
fundamental importance in physics [Bo96, Ot95, H92, LM75], harmonic analysis [Ol82, Ol90,
HO96, Ne00, Ne10, Ne12, Ne14b, Ne17] and operator algebras (cf. [Pe89, Ch. 8]). In this section
we will review some Lie group representations satisfying spectral conditions in order to use it in
the next sections. Proofs and further details are in [Ne00]. This theory extends to some infinite
dimensional Lie groups (cf. [Ne08, MN12, Ze15]).
Below we will need the following terminology:
Definition 6.1. Let G be a Lie group (possibly infinite dimensional) with Lie algebra g and
a smooth exponential function exp: g → G. We write g∗ for the space of continuous linear
functionals on g, endowed with the weak-∗-topology.
(a) Let U : G→ U(H) be a smooth unitary representation of G andH∞ ⊆ H be the subspace
of smooth vectors. Each smooth unit vector v ∈ H∞ defines a continuous linear functional
Φ(v) ∈ g∗ by
Φ(v)(X) := −i〈dU(X)v, v〉 for X ∈ g
and the momentum set of U is defined by
IU := weak-∗-closed convex hull of
{
Φ(v) | v ∈ H∞, ‖v‖ = 1} ⊆ g∗.
This is an Ad∗(G)-invariant weak-∗-closed convex subset of g∗.
(b) Given a subset C ⊆ g∗, we say that U satisfies the C-spectral condition if IU ⊆ C. We
write
RepC(G,H) :=
{
U ∈ Rep(G,H) | IU ⊆ C
}
for the set of smooth representations on H satisfying the C-spectral condition.
(c) The fact that the operators idU(X) on H∞ are essentially selfadjoint implies that
inf
(
spec(−i∂U(X))) = inf IU (X) for X ∈ g. (13)
The smooth representation U is said to be semibounded if the open convex cone
WU := {X ∈ g | Y 7→ inf IU (Y ) is bounded below in a neighborhood of X}
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is not empty. If g is finite-dimensional, this cone WU coincides with the interior of
B(IU ) := {X ∈ g | inf IU (X) > −∞}.
For finite dimensional groups G, the cone WU is non-empty (i.e. U is semibounded) if and only
if the convex set IU contains no affine lines ([Ne00, Prop. V.1.15]).
For a general locally convex space V , we use the following notation: for any subset S ⊆ V ∗
(the topological dual), we write
B(S) := {v ∈ V | inf〈S, v〉 > −∞} and S⋆ := {v ∈ V | 〈S, v〉 ⊆ [0,∞)}
and note that these are both convex cones, the dual cone S⋆ is closed, and B(S) = B
(
conv(S)
)
.
Clearly, if S1 ⊂ S2 ⊆ V , then S⋆2 ⊆ S⋆1 and B(S2) ⊆ B(S1). If W ⊆ V is a convex cone, then
B(W ) =W ⋆ in V ∗, and W ⋆⋆ =W .
(d) For the set W ⋆ ⊆ g∗, we derive from (13) that for a smooth unitary representation
U : G → U(H) to satisfy the W ⋆-spectral condition, means that all the operators −i∂U(X),
X ∈ W , have non-negative spectrum. Such representations are also called W -dissipative (cf.
[Ne00, Def. X.3.11]).
Remark 6.2. (a) By definition, a unitary representation (U,H) of G isW -dissipative if and only
if it satisfies the W ⋆-spectral condition (Definition 6.1). If the cone W is open, W -dissipativity
implies semiboundedness. If, conversely, (U,H) is semibounded and we extend U by U ♯(z, g) :=
zU(g) to the trivial central extension G♯ := T×G, then the dissipative cone
W+
U♯
:= {X ∈ g♯ | −i∂U ♯(X) ≥ 0}
has interior points. This simple construction essentially reduces the investigation of semibounded
representations to W -dissipative representations with respect to open invariant cones W ⊆ g.
(b) If (U,H) is a semibounded unitary representation and ιH : H → G a morphism of Lie
groups for which the image of the derived homomorphism L(ι) : h → g intersects WU , then
UH := U ◦ ιH is also semibounded. This holds in particular for restrictions to Lie subgroups
H ⊆ G for which h ∩WU 6= ∅.
6.1 A host algebra for C-spectral representations
We start by quoting some results from [NSZ17]. Semibounded representations have a number
of special useful properties, e.g.
Theorem 6.3. (Zellner’s Smooth Vector Theorem; [NSZ17, Thm. 3.1]) Let G be a Lie group
(possibly infinite dimensional) with a smooth exponential function. If U : G → U(H) is a
semibounded unitary representation and X0 ∈ WU , then H∞ = D∞(∂U(X0)) and all operators
of the form
∫
R
f(t)U(exp tX0) dt, f ∈ C∞c (R), are smoothing.
From these smoothing operators, one can even obtain host algebras which are full for C-
spectral representations of infinite dimensional Lie groups. The following theorem is the primary
source for host algebras constructed from semibounded representations:
Theorem 6.4. ([NSZ17, Thm. 4.3, Prop. 4.1]) Let (U,H) be a semibounded unitary representa-
tion of the metrizable Lie group G with smooth exponential function. Then the operators ei∂U(X),
X ∈ WU , are smoothing operators and L := C∗
(
U(G)ei∂U(WU )
)
= C∗
(
U(G)ei∂U(WU )U(G)
)
is
a host algebra for a class of smooth representations (ρ,K) of G satisfying Iρ ⊆ IU . For every
X ∈ WU , we have L = C∗
(
U(G)ei∂U(X)
)
.
40
From the preceding theorem one obtains the following general existence result on host alge-
bras for C-spectral representations:
Corollary 6.5. ([NSZ17, Cor. 4.1]) (A full host algebra for C-spectral representations) Let G
be a metrizable Lie group with smooth exponential function and let C ⊆ g∗ be a weak-∗-closed
Ad∗(G)-invariant subset which is semi-equicontinuous in the sense that its support function
sC : g→ R ∪ {∞}, sC(x) := sup〈C,−x〉 = − inf〈C, x〉
is bounded in the neighborhood of some point X0 ∈ g. Then there exists a host algebra (L, η)
of G whose representations correspond to those semibounded unitary representations (U,H) of G
for which sU (X) := sup Spec(i∂U(X)) ≤ sC(X), i.e., IU ⊆ C.
From Theorem 6.3 we get in particular:
Example 6.6. If (π,H) is a semibounded representation of the Lie group G and X ∈ Wπ ,
then we may consider the R-action on G given by αXt (g) := exp(tX)g exp(−tX). With Ut :=
π(exp tX), we then obtain a covariant representation (π, U) of (G,R, αX). Combining Theo-
rems 6.3 and 5.12 implies that condition (S) in Theorem 5.15 is satisfied and the last statement in
Theorem 6.4 implies that the crossed product host C = C∗(π(G)UC+) from there coincides with
the host algebra L = C∗(π(G)ei∂(WU )) from Theorem 6.4. As Ut = π(exp tX), the multiplier
action ηG♯ of G
♯ = G⋊γ R on C satisfies
{(exp tX,−t) ∈ G♯ | t ∈ R} ⊆ Ker(ηG♯) ,
hence ηG♯ coincides with the multiplier action ηG of G on L = C.
6.2 Analysis of host algebras for C-spectral representations
In this subsection G denotes a connected finite dimensional Lie group and g = L(G) its Lie
algebra. Specific groups we have in mind forG are Rn, SL2(R) and the conformal group SO2,n(R)
of n-dimensional Minkowski space.
Definition 6.7. Fix an open convex Ad(G)-invariant nonempty cone W ⊆ g. If W contains
no affine lines, then, for each element X ∈ W , the operator adX on gC is diagonalizable with
Spec(adX) ⊆ iR, i.e. the cone W is elliptic (cf. [Ne00, Prop. VII.3.4]). We call the cone W
weakly elliptic if Spec(adX) ⊆ iR for all X ∈ W , but adX need not be diagonalizable.
Let U : G→ U(H) be a continuous unitary representation of G. If dU is injective (e.g. if kerU
is discrete), then I⊥U = ker dU = 0 is trivial, hence by [Ne00, Prop. VII.3.4(c)], any open cone
W ⊆ B(IU ) is elliptic. In particular, if U is also semibounded, thenWU is elliptic. This produces
a large set of examples of elliptic cones, but here are two particularly important examples for
applications.
Example 6.8. (Abelian groups) In physics an important class of representations consists of
continuous unitary representations U : R4 → U(H) such that the joint spectrum of the generators
for the coordinate subgroups R in R4 is in the closure
V+ =
{
x ∈ R4 | x20 − x21 − x22 − x23 ≥ 0, x0 ≥ 0
}
of the open forward light cone
V+ := {x = (x0,x) ∈ R4 | x0 > 0, x20 > x2}.
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With G = R4, we get g ∼= R4 ∼= g∗ and we take W := V+ ⊂ R4 ∼= g to be the interior of the dual
light cone, and thus W ⋆ = V+. As R
4 is abelian, W is certainly elliptic. Then the W ⋆-spectral
condition means that all the operators −i∂U(X), X ∈ W , have non-negative spectrum, and
hence that the joint spectrum of U is in W ⋆ = V+ (cf. [Bo96, Def. II.6.3]).
Example 6.9. (Non-abelian groups) Let (X, σ) be a finite dimensional symplectic space and
consider the associated symplectic group G = Sp(X, σ) ⊂ GL(X). For any element of its Lie
algebra A ∈ sp(X, σ) ⊂ gl(X), we define the Hamiltonian quadratic form HA : X → R by
HA(x) :=
1
2
σ(Ax, x).
Then we write HA ≫ 0 if and only if
√
HA is a Hilbert norm on X , i.e. HA is a positive definite
quadratic form. By [AM78, Thm. 3.1.19], this is equivalent to requiring X to have a complex
structure J ∈ Sp(X, σ) commuting with A such that
〈x, y〉 := 1
2
σ(Ax, y)− i
2
σ(Ax, Jy)
defines a Hilbert inner product on X . Define an open invariant convex cone W ⊂ sp(X, σ) by
W := {A ∈ sp(X, σ) | HA ≫ 0}
(cf. [Ne10, §6.2]). Then W is nonempty (in canonical coordinates it contains the Hamiltonian
function of the harmonic oscillator) and B(W ) = W ⋆. Moreover, the closed invariant convex
cone W is pointed, hence W is elliptic. Since A 7→ HA is a linear bijection from sp(X, σ) onto
the space of quadratic forms on X and W corresponds to the positive semidefinite ones, this
cone is pointed. That W is the unique non-zero closed invariant convex cone in sp(X, σ) up to
sign follows from [Ne00, Thm. VIII.3.21] and the fact that Cmin = Cmax (in the notation from
loc. cit.) holds for the Lie algebra sp(X, σ).
For a representation U : G→ U(H) to satisfy the the W ⋆-spectral condition, means that all
the operators −i∂U(X), X ∈W , have non-negative spectrum, which is a desirable property for
quantum mechanics.
For extensions of this correspondence to infinite dimensional symplectic spaces we refer to
[Ne10], and in particular to [NZ13], where oscillator groups Heis(X, σ) ⋊α R with non-trivial
positive covariant representations are characterized.
In the rest of this section we will summarize the theory involved with obtaining host algebras
(L, η) for the representations satisfying the W ⋆-spectral condition, i.e. such that Rep(G,H)η =
RepW⋆(G,H) for each Hilbert space H. Such a host algebra can be obtained directly from
a factor algebra of the group algebra C∗(G), but we describe here a route for obtaining it
which generalizes to some infinite dimensional Lie groups (hence for which C∗(G) is undefined);
see [Ne08] and the applications to host algebras in [NSZ17].
For any connected Lie group G, and a nonempty open convex invariant cone W ⊆ g not
containing affine lines (or more generally ifW is weakly elliptic), there is a very useful associated
object, the Olshanski semigroup of G and W , which we now define.
Definition 6.10. (a) First we recall that, for any Lie group G, there exists a pair (GC, ηG),
consisting of a complex Lie group GC and a morphism ηG : G→ GC of real Lie groups, with the
following universal property: For every smooth homomorphism α : G→ H of G to a complex Lie
group H , there exists a unique morphism αC : GC → H of complex Lie groups with αC ◦ ηG = α
([Ne00, Rem. XIII.5.7]). The pair (GC, ηG) is called the universal complexification of G. In view
of its universal property, it is unique up to isomorphism.
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In order to define the complex conjugation σ on GC, we need to consider the construction
of the universal complexification for the case where G is connected. Let qG : G˜ → G be the
universal covering group of G and denote (G˜)C for the simply connected Lie group whose Lie
algebra is the complexification gC = g ⊗R C of g. Then the simple connectedness of G˜ shows
that there exists a unique morphism ηG˜ : G˜→ (G˜)C whose differential is the inclusion g →֒ gC.
There also exists an antiholomorphic involutive automorphism σ of (G˜)C whose differential is
the complex conjugation x+ iy 7→ x− iy on gC. That ((G˜)C, ηG˜) is a universal complexification
of G˜ follows directly from the simple connectedness of (G˜)C.
In general the map ηG˜ is not injective, as the example G = SL2(R) with (G˜)C = SL2(C)
shows. Let N ⊆ (G˜)C be the smallest closed complex subgroup of (G˜)C containing ηG˜(ker qG) ⊆
Z((G˜)C). Then GC := (G˜)C/N is a complex Lie group and ηG˜ : G˜ → (G˜)C factors through a
morphism ηG : G→ GC of Lie groups. Then (GC, ηG) is a universal complexification of G. From
the construction it follows that GC always carries an antiholomorphic involutive automorphism
σ : GC → GC with σ◦ηG = ηG, and this implies that ηG(G) coincides with the identity component
of the group Gσ
C
of σ-fixed points in GC. In general the kernel of ηG is non-trivial and it may
even have positive dimension, so that dimCGC < dimRG.
(b) Let W ⊆ g be an open weakly elliptic cone. Then the Olshanski semigroup ΓG(W )
corresponding to G and W is defined as follows.
Case 1: First we assume that ηG is injective, so that we may consider G as a closed subgroup
of GC. Then Lawson’s Theorem ([Ne00, Thm. XIII.5.6]) asserts that
ΓG(W ) := G exp(iW ) ⊆ GC
is an open subsemigroup of GC stable under the antiholomorphic involution s
∗ := σ(s)−1 and
for which the polar map
G×W → ΓG(W ), (g,X) 7→ g exp(iX)
is a diffeomorphism. Here we use that the closure W of a weakly elliptic cone is also weakly
elliptic because of the “semicontinuity” of the spectrum of operators on finite dimensional spaces.
Case 2: If G is simply connected, then ker ηG is discrete, so that Case 1 applies to the
subgroup G1 := G/ ker ηG ⊆ GC. Then we define ΓG(W ) as the simply connected covering of
ΓG1(W ) ⊆ GC. Basic covering theory implies that it inherits the involution ∗ and a diffeomorphic
polar map G ×W → ΓG(W ). We also write exp: iW → ΓG(W ) for the canonical lift of the
exponential function exp |iW : iW → ΓG1(W ) ⊆ GC.
Case 3: In the general case we put ΓG(W ) := ΓG˜(W )/ ker qG, and one verifies that this
inherits the involution and the polar decomposition from ΓG˜(W ).
Remark 6.11. The Olshanski semigroup S = ΓG(W ) has a range of desirable properties (cf.
[Ne00, Thm. XI.1.12]). It is a complex manifold with a holomorphic semigroup multiplication
and an antiholomorphic involution, i.e., (S, ∗) is a complex involutive semigroup.
In terms of the polar decomposition s = g exp(iX), the involution is given by
s∗ = exp(iX)g−1 = g−1 exp(iAd(g)X).
Furthermore, we have an action of G on S by left and right multiplications (actually by multi-
pliers of (S, ∗)):
h(g exp(iX)) = hg exp(iX) and g exp(iX)h = gh exp(iAd(h)−1X).
Each X ∈W generates a holomorphic one-parameter semigroup
γX : C+ := {z ∈ C | Im z > 0} → S, γX(a+ ib) = exp(aX) exp(ibX).
The “boundary values” of γX are given by the one-parameter group of G generated by X .
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Remark 6.12. (1) Given the range of conditions we had to assume to construct the Olshanski
semigroup, it is natural to consider the existence question, i.e. when these conditions hold. The
conditions are that G is a connected Lie group, and that W ⊆ g is a nonempty invariant open
weakly elliptic cone. The technical characterization for a Lie algebra to have such a cone W ,
is given in [Ne00, Thm’s VIII.3.6 and VIII.3.10], but a more constructive discussion is given
below in Remark 6.19(c). Examples are plentiful, some above, and more in the literature (cf.
[Ne00, Ne10]).
(2) If U is a semibounded representation, we defined above the open invariant cone WU in g.
If U is injective, then WU is elliptic ([Ne00, Prop. VII.3.4(c)]) and there exists a corresponding
Olshanski semigroup S = ΓG(WU ). If U is not injective, it defines an injective semibounded
representation U on the factor group Q := G/ker(U) and we can construct an Olshanski semi-
group ΓQ(WU ).
The Olshanski semigroup ΓG(W ) has a close relation to the W -dissipative representations.
Theorem 6.13. Let S = ΓG(W ) be a complex Olshanski semigroup and (U,H) be a continuous
unitary representation of G such that W ⊆ B(IU ) (e.g. if U is W -dissipative). Then
Û : S → B(H), Û(g exp(iX)) := U(g)ei∂U(X) for g ∈ G,X ∈W,
defines a holomorphic non-degenerate ∗-representation of S “extending” U in the sense that
U(g)Û(s) = Û(gs) for g ∈ G, s ∈ S,
and (13) implies that
∥∥Û(g exp(iX))∥∥ = ∥∥ei∂U(X)∥∥ = e− inf(IU (X)). (14)
Note that ei∂U(X) always is a positive operator.
The main claim is proven in [Ne00, Thm XI.2.3]. Not all holomorphic ∗-representations of
ΓG(W ) correspond to W -dissipative representations. To formulate the exact class, we have to
take a closer look at the norms of the operators Û(s).
Definition 6.14. (a) Let C ⊆ g∗ be a closed convex Ad∗(G)-invariant subset with W ⊆ B(C).
Then λC : S → [0,∞) defined by
λC
(
g exp(iw))
)
:= e− inf(C(w)), ∀g ∈ G, w ∈W
is an absolute value in the sense that λC(s
∗) = λC(s) and λC(st) ≤ λC(s)λC(t) for all s, t ∈ S
(cf. [Ne00, XI.3.2]). It is locally bounded, and its explicit form further implies that λC(s
∗s) =
λC(s)
2 for s ∈ S.
(b) Given an absolute value λ : S → [0,∞), we say that a holomorphic ∗-representation
V : S → B(H) is λ-bounded if ‖V (s)‖ ≤ λ(s) for all s ∈ S.
Theorem 6.15. Let S = ΓG(W ) be a complex Olshanski semigroup.
(i) Let V : S → B(H) be a holomorphic ∗-representation. Then there is a unique continuous
representation U : G→ U(H) such that
V (g exp(iX)) = U(g)ei∂U(X) for g ∈ G,X ∈ W .
It satisfies W ⊆ B(IU ).
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(ii) A continuous unitary representation (U,H) of G extends to a holomorphic ∗-representation
Û : S → B(H) if and only if W ⊆ B(IU ). For a closed convex Ad∗(G)-invariant subset
C ⊆ g∗ with W ⊆ B(C) the relation IU ⊆ C holds if and only if Û is λC-bounded.
Part (i), resp. (ii), is proven in [Ne00, Prop. XI.3.1], resp. [Ne00, Thm XI.3.3]. So by (i) we
have a bijection between the nondegenerate holomorphic representations of S and a subclass of
representations of G, and part (ii) identifies this subclass. It also gives the condition on Û which
corresponds to the C-spectral condition for U . We next construct the appropriate host algebra
for these representations. Generalization of this theorem to infinite dimensional Lie groups and
corresponding Olshanski semigroup can be found in [Ze15, Thm. 4.9] for locally convex groups
and in [MN12] for Banach–Lie groups.
Definition 6.16. Let S = ΓG(W ) be a complex Olshanski semigroup and C ⊆ g∗ be a closed
convex Ad∗(G)-invariant subset with W ⊆ B(C). Let C[S] := C(S) be the space of finitely
supported functions f : S → C. This is the span of {δs | s ∈ S} where δs(t) = 1 if t = s and zero
otherwise. Then C[S] is a ∗-algebra with the product δs ·δt := δst and involution f∗(s) := f(s∗).
It has a submultiplicative norm ‖ · ‖C given by
‖f‖C :=
∑
s∈S
|f(s)|λC(s) for f ∈ C[S].
The completion of C[S] with respect to this norm is a Banach ∗-algebra, which we denote by
B := ℓ1(S,C). Given any C∗-seminorm p : B → [0,∞), i.e.
p(ab) ≤ p(a)p(b), p(a∗) = p(a) and p(a∗a) = p(a)2 for a, b ∈ B,
let the C∗-algebra Bp be the completion of B/p−1(0) with respect to p. Then there is a natural
morphism ξp : S → Bp by ξp(s) := δs + p−1(0) ∈ B/p−1(0). Define
Phol := {p : B → [0,∞) | p is a C∗-seminorm, ξp : S → Bp is holomorphic}.
Since everyC∗-seminorm p on ℓ1(S,C) satisfies p(f) ≤ ‖f‖C for every f (cf. [Ne00, Cor. III.1.21]),
we obtain a well defined seminorm
pC(f) := sup
p∈Phol
p(f) ≤ ‖f‖C
on B = ℓ1(S,C) which is easily seen to be a C∗-seminorm and since it corresponds to the
holomorphic morphism
ξC : S →
∞⊕
p∈Phol
Bp, s 7→ (ξp(s)),
it is the unique maximal element in Phol. Define C∗(S,C) := BpC , i.e. the completion of
ℓ1(S,C)/p−1C (0) with respect to pC and observe that it is isomorphic to the C
∗-algebra generated
by the image of ξC . In particular, we have the holomorphic ∗-morphism ξC : S → C∗(S,C) whose
range spans a dense subalgebra and which satisfies
‖ξC(s)‖ ≤ λC(s) for s ∈ S.
Since the absolute value λC on S is G-biinvariant, the left and right actions of G on S lead to
a homomorphism ζG : G→ U(M(C∗(S,C))) determined by ζG(g) ·
n∑
i=1
ai δsi :=
n∑
i=1
ai δg·si . Thus
we obtain the triple (C∗(S,C), ξC , ζG), and in the remark below we will see that (C
∗(S,C), ζG)
is a host algebra for G.
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Remark 6.17. (a) The triple (C∗(S,C), ξC , ζG) constructed above is universal in the following
sense. Let ξ : S → A be any holomorphic ∗-homomorphism into a C∗-algebra A (i.e., it is
multiplicative ξ(ab) = ξ(a)ξ(b) and involutive, i.e. ξ(s∗) = ξ(s)∗) which satisfies ‖ξ(s)‖ ≤ λC(s)
for every s ∈ S. Then there exists a unique morphism ξ̂ : C∗(S,C) → A with ξ̂ ◦ ξC = ξ
(cf. [Ne08, Thm. 3.5]). This universal property of the pair (C∗(S,C), ξC) determines it up to
isomorphism by standard arguments.
(b) The definition of C∗(S,C) from above seems to differ from the definition in [Ne00,
Def. IV.2.5] of a C∗-algebra C∗(S, λC) which was based on the universal representation specified
by a set of holomorphic positive definite functions. We claim that C∗(S,C) ∼= C∗(S, λC). Now
C∗(S, λC) has a holomorphic ∗-morphism ξλC : S → C∗(S, λC) with total range, and it has the
universal property that, for every λC -bounded holomorphic representation V : S → B(H), there
is a unique representation V̂ : C∗(S, λC)→ B(H) with V̂ ◦ξλC = V ([Ne00, Thm. IV.2.7]). Since
every C∗-algebra A has a faithful ∗-representation A →֒ B(H), the pair (C∗(S, λC), ξλC ) has
the analogous universal property in (a). That is, for every holomorphic ∗-morphism ξ : S → A
into a C∗-algebra with ‖ξ(s)‖ ≤ λC(s) there exists a unique C∗-morphism ξ̂ : C∗(S, λC) → A
with ξ̂ ◦ ξλC = ξ. The universal property now implies the existence of a unique isomorphism
Φ: C∗(S, λC)→ C∗(S,C) with Φ ◦ ξλC = ξC .
Theorem 6.18. Let S = ΓG(W ) be a complex Olshanski semigroup and C ⊆ g∗ be a closed
convex Ad∗(G)-invariant subset with W ⊆ B(C). Then the following assertions hold:
(i) There is a surjective ∗-homomorphism γ : C∗(G)→ C∗(S,C) such that γ◦ηG(g) = ζG(g)◦γ
for all g ∈ G, where ηG : G→ U(M(C∗(G))) is defined by(
ηG(g)f
)
(h) := f(g−1h) for all g, h ∈ G, f ∈ L1(G).
(ii) The pair (C∗(S,C), ζG) is a host algebra for the C-spectral representations of G in the
sense that, for each complex Hilbert space H, the map
ζ∗ : Rep(C∗(S,C),H)→ Rep(G,H), given by ζ∗(π) := π˜ ◦ ζG,
is injective with range RepC(G,H).
(iii) For any representation π ∈ Rep(C∗(S,C),H), we have that π(C∗(S,C)) = ζ∗(π)(C∗(G)).
Note that π ◦ ξC is the unique holomorphic extension of ζ∗(π) : G→ U(H).
Proof. (i) According to [Ne00, Thm XI.6.24], the surjective ∗-homomorphism γ : C∗(G) →
C∗(S,C) is given by
γ(f) := lim
n→∞
∫
G
f(h) ξC
(
exp( in X)h
)
dµ(h) for any X ∈W and all f ∈ C∞c (G),
where ξC : S → C∗(S,C) is the canonical map induced by s 7→ δs and µ is a left Haar measure
on G. Then
γ(ηG(g) f) = lim
n→∞
∫
G
(ηG(g) f)(h) ξC
(
exp
(
i
nX
)
h
)
dµ(h)
= lim
n→∞
∫
G
f(g−1h) ξC
(
exp
(
i
nX
)
h
)
dµ(h)
= lim
n→∞
∫
G
f(h) ξC
(
exp
(
i
nX
)
gh
)
dµ(h)
= lim
n→∞
∫
G
f(h) ξC
[
g exp
(
i
n Ad(g
−1)X
)
h
]
dµ(h) = ζG(g) γ(f)
46
using the independence of γ on X ∈W .
(ii) This part follows directly from part (i) and [Ne00, Prop. X.6.17].
(iii) This part is proved in Prop. XI.6.22 and the proof of Thm. XI.6.24 in [Ne00].
As C∗-algebras always have enough representations, this theorem guarantees the existence
of C-spectral representations of G given the hypotheses for W and C, provided we know that
ζG is injective. For pointed cones W this is always the case by the Gelfand–Ra¨ıkov Theorems
([Ne00, Thms. XI.5.1/2]).
Remark 6.19. (a) The surjective morphism γ : C∗(G)→ C∗(S,C) induces a morphism
γ˜ : M(C∗(G))→M(C∗(S,C))
([Ne08, Prop. 10.3]), and the relation γ ◦ ηG(g) = ζG(g) ◦ γ now implies that
γ˜ ◦ ηG = ζG : G→ U(M(C∗(S,C))).
(b) By Theorem 6.18(i), this host algebra for the C-spectral representations of G could be
obtained by taking the quotient of the group algebra C∗(G) by a suitable ideal.
(c) Construct the universal C-spectral representation UC : G → U(HC) by a direct sum of
the GNS representations of all states on C∗(Gd) whose GNS representations restrict on G ⊂
C∗(Gd) to C-spectral representations. This is a C-spectral representation, hence it has a unique
holomorphic extension U˜C to S. By Theorem 6.18(ii), U˜C must be the universal representation
of C∗(S,C), hence C∗(S,C) is isomorphic to the C∗-algebra generated by U˜C(S) ⊂ B(HC). By
Theorem 6.18(iii) it then follows that
C∗(S,C) ∼= ζ∗(U˜C)
(
C∗(G)), hence kerγ = ker ζ∗(U˜C).
This gives an alternative definition of C∗(S,C) as the image of C∗(G) under the universal
C-spectral representation. (An explicit characterization of kerγ is given in [Ne00, Prop. X.6.17].)
Definition 6.20. Conversely, if one only assumes that C ⊆ g∗ is a closed convex Ad∗(G)-
invariant subset, the question arises if there is a host algebra which is full for the C-spectral
representations. This can be obtained as a quotient
C∗(G)C := C
∗(G)/IC , (15)
where IC E C∗(G) is the common kernel of all C-spectral representations.
Remark 6.21. (a) All C-spectral representations of G contain N := 〈expC⊥〉, C⊥ ⊂ g, in their
kernel, so that IC contains the kernel of the quotient map C∗(G) → C∗(G/N), and we may
identify C∗(G)C with C
∗(G/N)C˜ , where C˜ = C ∩ n⊥ ⊆ n⊥ ∼= (g/n)∗.
(b) If G is simply connected, then n = C⊥ and we simply have C˜ = C, now considered as a
subset of (g/n)∗. This procedure leads to a situation where C spans g∗, i.e. C⊥ = {0}. Then
B(C) contains no affine lines, but it need not possess interior points.
(c) If C ⊆ g∗ is an invariant linear subspace, then B(C) = C⊥ and C ∼= (g/C⊥)∗. Therefore,
if G is simply connected, the C-spectral condition becomes vacuous for the quotient group G/N ,
and C∗(G)C ∼= C∗(G/N).
(d) Whether C∗(G)C can be written as some C
∗(S,C) depends on whether B(C) has interior
points. If this is the case, then W := B(C)◦/C⊥ is an elliptic cone in the quotient algebra g/C⊥
([Ne00, Prop. VII.3.4(c)]), so that we have the corresponding complex Olshanski semigroup
S = ΓG1(W ) and C
∗(S,C) is a host algebra for G which is a quotient of C∗(G/N), where
N E G is the normal subgroup corresponding to the ideal n = C⊥ E g. This argument shows
that we only need elliptic cones to obtain the semigroup.
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Example 6.22. Suppose that S = ΓG(W ) is a complex Olshanski semigroup, whereW ⊆ g is an
open invariant convex cone. Let Û : S → B(H) be a non-degenerate holomorphic representation
and U : G→ U(H) be the corresponding unitary representation of G. We fix an element X◦ ∈W
and put Uz := e
z∂U(X◦) for Im z ≥ 0. This makes sense because the boundedness of Û implies
that all operators −i∂U(X), X ∈ W , are positive. Then condition (S) in Theorem 5.15 is
satisfied because Û is holomorphic and, for every z ∈ C+, the map G → S, g 7→ g exp(zX◦), is
real analytic, hence in particular smooth. This produces a crossed product host which is a host
algebra for G.
Remark 6.23. In Example 6.6 we already saw that using this idea for a semibounded represen-
tation U manages to produce a host algebra of the form C∗(π(G)ei∂U(WU )) even in an infinite
dimensional setting. In our context, it clearly is a homomorphic image of C∗(S, IU ).
Above Proposition 3.21 we saw that, for any representation U : G → U(H) of a finite
dimensional Lie group G, the resolvent of the Laplacian is contained in U(C∗(G)). In general it
is not true that the resolvent of −i∂U(X) is in U(C∗(G)) for a non-zero X ∈ g. However, we
now show that a special property of C-spectral representations is that, for any X in the open
cone
WU = {X ∈ g | − i∂U(X) is bounded below}◦ = B(IU )◦,
the resolvent (1− ∂U(X))−1 is in U(C∗(G)).
Proposition 6.24. Let G be a connected finite dimensional Lie group, let C ⊆ g∗ be a closed
convex Ad∗(G)-invariant subset and let U : G → U(H) be a C-spectral representation. Then,
for any non-zero X ∈ B(C)◦, its resolvent (1 − ∂U(X))−1 is in U(C∗(G)). Moreover, its
multiplication action on U(C∗(G)) is nondegenerate.
Proof. Let U denote the corresponding representation of the quotient group G := G/ kerU .
Then X ∈WU is equivalent to its image in g being contained in WU . We may therefore assume
that U is injective. Then W := WU ⊇ B(C) is an elliptic open invariant cone in g ([Ne00,
Prop. VII.3.4(c)]) and there exists a corresponding Olshanski semigroup S = ΓG(W ). As U
is a C-spectral representation, we have Û(C∗(S,C)) = U(C∗(G)) by Remark 6.19(c). Thus
Û(S) ⊆ U(C∗(S,C)) = U(C∗(G)) and by Theorems 6.15 and 6.13 this is given by
Û(g exp(iX)) = U(g)ei∂U(X) for g ∈ G,X ∈ W .
Thus the one-parameter semigroup (eit∂U(X))t>0 is contained in U(C
∗(G)) and hence the C∗-
algebra generated by it is in U(C∗(G)). The function x→ etx is a C0-function on spec(i∂U(X)) ⊂
R− which separates the points, hence the C
∗-algebra generated by eit∂U(X) consists of all C0-
functions of i∂U(X) < 0. In particular, the resolvent (1 − ∂U(X))−1 is in U(C∗(G)) as x →
(1− x)−1 is a C0-function on R−.
If (1 − ∂U(X))−1 acts degenerately on U(C∗(G)), i.e. (1 − ∂U(X))−1L = 0 for some non-
zero L ∈ U(C∗(G)), then the non-zero space ran(L) is contained in ker(1 − ∂U(X))−1, which
contradicts that (1− ∂U(X))−1 is a resolvent.
Corollary 6.25. Let G be a connected finite dimensional Lie group, H ⊆ G be a closed connected
subgroup, and (U,H) be a semibounded unitary representation of G. If WU ∩ h 6= ∅, then
(U |H)(C∗(H)) ⊆ U(C∗(G)).
Proof. Passing to the quotient group G/ kerU , we may w.l.o.g. assume that U is injective.
Here we use that we have for every closed normal subgroup N a natural surjection C∗(G) →
C∗(G/N). Then the momentum set IU generates the linear space g
∗ because I⊥U = kerdU = {0}
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is trivial. Hence WU is an open elliptic cone. By assumption, we may apply Proposition 6.24
with X ∈ h ∩WU to conclude that (1 − ∂U(X))−1 ∈ U(C∗(G)). As U(C∗(H)) is contained
in the multiplier algebra of U(C∗(G)) and (1− ∂U(X))−1U(C∗(H)) is dense in U(C∗(H)), the
assertion follows.
For a closed subgroup H ⊂ G of a locally compact group, in general C∗(H) 6⊆ C∗(G), just
C∗(H) ⊆ M(C∗(G)), so for many representations (U,H) of G we do not have this property of
semibounded representations that (U |H)(C∗(H)) ⊆ U(C∗(G)).
Remark 6.26. The preceding two results can alternatively be obtained without reference of
Olshanski semigroups by using the more recent technique of smoothing operators (cf. Theo-
rem 6.3).
(a) To obtain Proposition 6.24, we first observe that the existence of an element in B(C)◦ =
WU implies that U is semibounded. For X ∈ WU , let UXt := Uexp tX . Then Theorem 6.3 implies
that UX(C∞c (R)) consists of smoothing operators, so that U
X(C∗(R)) ⊆ U(C∗(G)) follows from
Proposition 5.10. In particular, the resolvent (1− ∂U(X))−1 is in U(C∗(G)) as x→ (1− ix)−1
is a C0-function on R.
(b) For Corollary 6.25, we can argue as follows: Let X ∈ WU ∩ h and consider the unitary
one-parameter group UXt := Uexp tX . By Theorem 6.3, U
X and U have the same space of smooth
vectors. As X ∈ h, the representation U |H also has the same space of smooth vectors. Therefore
U |H(C∞c (H)) consist of smoothing operators and the assertion follows from Proposition 5.10.
7 Spectral conditions for covariant representations
In this section we study how spectral conditions for non-abelian Lie groups relate to cross
representations.
7.1 Covariant C-spectral representations which are cross
Having obtained the host algebra (C∗(S,C), ζG) = (L, η) for the C-spectral representations of
G in the previous section, we can now apply the general theory developed in [GrN14].
Definition 7.1. Let (A, G, α) be an automorphic C∗-action, where G is a connected finite
dimensional Lie group, and fix an open invariant weakly elliptic cone W ⊆ g with complex
Olshanski semigroup S = ΓG(W ). Let C ⊆ g∗ be a closed convex invariant subset with W ⊆
B(C), and fix the host algebra (L, η) with L = C∗(S,C).
(a) We say that a covariant representation (π, U) of (A, G, α) on H satisfies the C-spectral
condition if the G-representation U does, i.e., if IU ⊆ C (cf. Definition 6.1). Then we call (π, U)
a C-spectral representation and put
RepC(α,H) :=
{
(π, U) ∈ Rep(α,H) | IU ⊆ C
}
.
(b) If (π, U) ∈ RepC(α,H), then its cyclic components also satisfy the C-spectral condi-
tion. This allows us to define the universal C-spectral representation (πC , UC) ∈ RepC(α,HC)
as follows. Let Sα denote the set of those states ω on A ⋊α Gd which produce a covariant
representation (πω , Uω) ∈ Rep(α,Hω) and put
SC :=
{
ω ∈ Sα | (πω, Uω) ∈ RepC(α,Hω)
}
.
Then
πC :=
⊕
ω∈SC
πω, UC :=
⊕
ω∈SC
Uω on HC =
⊕
ω∈SC
Hω.
49
The universal C-spectral representation coincides with the universal covariant L-representation
as in [GrN14, Def. 5.4]).
(c) A C-spectral crossed product for α is a crossed product host algebra C of (A, G, α), where
L = C∗(S,C) is the host algebra for the C-spectral representations of G.
Our main task will be to analyze the conditions for the existence of a non-zero C-spectral
crossed product for a given α : G→ Aut(A).
Remark 7.2. (a) For a C-spectral representation (π, U), we have U(C∗(S,C)) = U(C∗(G))
by Remark 6.19(c), hence it is a cross representation with respect to C∗(S,C) if and only if it
is a cross representation with respect to C∗(G) (similar to the case in the first paragraph of
Section 4).
(b) For the trivial case C = g∗, we have RepC(α,H) = Rep(α,H). If α is strongly continuous,
then Rep(α,H) is bijective to the set of representations of the crossed product A ⋊α G on H
(cf. [Pe89, Prop. 7.6.4]), hence Rep(α,H) 6= ∅ for some non-zero H. Moreover C := A⋊α G is a
C-spectral crossed product for α. However, there are subsets C 6= {0} for which RepC(α,H) = ∅
for all non-zero H (cf. Example 7.3 below).
(c) Assume that C ⊆ g∗ is a closed convex Ad∗(G)-invariant subset for which B(C) has non-
empty interior, i.e., C contains no affine lines. Recall that, if C generates g∗, i.e., C⊥ = {0},
then the open cone B(C)◦ is elliptic ([Ne00, Prop. VII.3.4(c)]). For any elliptic open invariant
coneW ⊆ B(C), we have constructed the host algebra (C∗(S,C), ζG) = (L, η) for the C-spectral
representations of G, and hence the covariant C-spectral representations are just the covariant
L-representations, i.e. RepC(α,H) = RepL(α,H). The structure of RepW⋆(α,H) has been
analyzed for G = Rn in [Bo96], and for strongly continuous actions α in [Pe89, Ch. 8] (using
Arveson spectral subspaces).
Example 7.3. Let G = R, A = C0(R), and consider the action α : G→ Aut(A) by translations.
This is strongly continuous, and the crossed product A⋊αG is a transformation group algebra,
well-known to be isomorphic to K(L2(R)) (cf. [Bla06, Thm II.10.4.3]). Thus each representation
ofA⋊αG is a direct sum of the unique irreducible representation, given by (π(f)v)(x) = f(x)v(x)
and (Utv)(x) = v(x − t) for all f ∈ C0(R), v ∈ L2(R), t, x ∈ R. All covariant representations
of α are therefore direct sums of this representation. However, the selfadjoint generator of UR
is i ddx , and this has spectrum R. Thus in every covariant representation of α the generator of
the implementers has spectrum R. So if we choose C = [0,∞), then RepC(α,H) = ∅ for all
non-zero H.
Example 7.3 shows that, even if a full crossed product exists for the host algebra C∗(G), and
there is a host algebra L which is full for the C-spectral representations of G, then a non-zero
C-spectral crossed product for α need not exist.
Theorem 7.4. Let G be a connected Lie group, let C ⊆ g∗ be a closed convex invariant subset
with B(C)◦ 6= ∅. Fix the host algebra (L, η) with L = C∗(G)C . Assume we have an automorphic
C∗-action (A, G, α) and a C-spectral representation (π, U) ∈ RepC(α,H) and consider for X ∈ g
the representation UXt := Uexp tX of R and the corresponding R-action αX on A. Then the
following are equivalent:
(i) For every X ∈ B(C)◦, (π, UX) is cross for αX with respect to C∗(R).
(ii) There exists an element X ∈ B(C)◦ for which (π, UX) is cross for αX with respect to
C∗(R).
(iii) (π, U) is a cross representation of (A, G, α) with respect to L (or equivalently with respect
to C∗(G)).
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Proof. (i) ⇒ (ii) is trivial.
(ii) ⇒ (iii): We use Proposition 6.24 from which we have R := (1− ∂U(X))−1 ∈ U(C∗(G)).
By assumption, we have π(A)UL(R) ⊆ JUL(R)B(H)K = UL(L)B(H) by Proposition 6.24. Note
that UL(L)B(H) = JUL(R)B(H)K by the fact that multiplication by R ∈ L is nondegenerate on
L. By normality of UL(R) we obtain from the assumption that π(A)UL(C∗(R)) ⊆ UL(L)B(H).
Let (En)n∈N ⊂ C∗(R) be an approximate identity (countable as C∗(R) is separable), then
‖(En − 1)L‖ → 0 for all L ∈ L by nondegeneracy (cf. [GrN14, Thm. A.2]). In particular
π(A)UL(L) ∈ Jπ(A)UL({EnL |n ∈ N})K ⊂ UL(L)B(H) for all A ∈ A, L ∈ L.
Thus (π, U) is a cross representation.
(iii)⇒ (i): If (π, U) is a cross representation, fix anyX ∈ B(C)◦ and put R := (1−∂U(X))−1.
Then, by R ∈ L, it follows immediately that π(A)UL(R) ⊆ UL(L)B(H) = JUL(R)B(H)K, and
now (i) follows from Theorem 3.7(b)(ii).
This preservation of the cross property under restriction to one-parameter subgroups does
not hold for general cross representations (cf. [GrN14, Ex. 6.10]). It requires the C-spectral
condition.
Remark 7.5. (1) If X ∈ B(C)◦ is such that the action αX : R→ Aut(A) is strongly continuous,
then Example 3.3 implies that (π, UX) is cross for αX with respect to C
∗(R), so that Condition (i)
in Theorem 7.4 is satisfied.
(2) If the universal covariant C∗(S,C)-representation (πu, Uu) of (A, G, α) satisfies the con-
ditions in Theorem 7.4 above, it is cross, hence a crossed product host of (A, G, α) and C∗(S,C)
exists, which is full for the C-spectral representations. In this case the covariant C-spectral rep-
resentations comprise the representation theory of a C∗-algebra, hence we can analyze it with
standard C∗-tools.
Example 7.6. (a) We return to Example 3.27, where (H, σ) consists of a non-zero complex
Hilbert space H and the symplectic form σ(x, y) := Im〈x, y〉. The Weyl algebra A = ∆(H, σ)
carries an action α : Sp(H, σ) → Aut(A) determined by α
T
(δx) := δT (x). Consider the Fock
representation πF : A → B(F(H)) (details and notation in Example 3.27). This is covariant
for the subgroup U(H) ⊂ Sp(H, σ), where the unitary implementers are the second quantized
unitaries, i.e.
πF
(
αU (δx)
)
= Γ(U)πF (δx)Γ(U)
−1 for x ∈ H,
where
Γ(U)
(
v1 ⊗s · · · ⊗s vn
)
:= Uv1 ⊗s · · · ⊗s Uvn for U ∈ U(H), v1, . . . vn ∈ H, n ∈ N.
Consider now the case in Example 6.8, where we have a continuous unitary representation
U : R4 → U(H) such that the joint spectrum of the generators for the coordinate subgroups in
R4 is in the closed forward light cone
V+ =
{
x ∈ R4 | x20 − x21 − x22 − x23 ≥ 0, x0 ≥ 0
}
.
With G = R4 we get g ∼= R4 ∼= g∗ and we take W := V+ ⊂ R4 ∼= g to be the open light cone,
and by commutativity of G, the cone W is elliptic and invariant. As W is a convex cone, we
have B(W ) =W ⋆ = V+. Then B(V+) =W
⋆⋆ =W ⊃W . Thus we have a V+-spectral condition
for U : R4 → U(H) (i.e. all the operators −i∂U(X), X ∈ W , have non-negative spectrum) and
have satisfied the geometric hypotheses of Theorem 7.4 by Proposition 3.28.
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The second quantized representation
R
4 → U(F(H)) by x 7→ Γ(U(x))
is still a V+-spectral representation, and it implements the action of R
4 on A by x 7→ αU(x)
in the Fock representation. If we fix any X ∈ W , then −i∂U(X) has non-negative spectrum,
so by Example 3.27 the Fock representation is cross with respect to the host C∗(R) for the
one-parameter automorphism group t 7→ αU(tX). Then by Theorem 7.4, the Fock representation
(πF , Γ◦U) is a cross representation with respect to C∗(R4) for the full action α : R4 → Aut(A).
(b) In general, we have not just a representation of R4, but a representation of the restricted
Poincare´ group P0 which is a semidirect product of the proper orthochronous Lorentz group (i.e.
the identity component) with R4, where the joint spectrum of the representation on R4 is in the
positive light cone. In its larger Lie algebra V+ has empty interior, as it is contained in a proper
subspace, and there are no open invariant weakly elliptic cones containing V+ in the Lie algebra
of P0 (this follows from [Ne00, Thm. VIII.3.6] because the Lie algebra so1,3(R) ∼= sl2(C) is not
hermitian). Hence we cannot satisfy the criteria of Theorem 7.4. However, the Poincare´ group
is contained in the conformal group SO2,4(R), which is a hermitian Lie group and its Lie algebra
contains a closed pointed generating invariant cone W˜ with nonempty interior intersecting the
translation Lie algebra R4 precisely in the closure of V+ ([HNO94]). Assuming that we have
instead a W˜ ⋆-representation U : SO2,4(R) → U(H), then we can now proceed as above to con-
clude that for any X ∈ W˜ ◦, as −i∂U(X) has non-negative spectrum, then by Example 3.27 the
Fock representation is cross with respect to the host C∗(R) for the one-parameter automorphism
group t 7→ αU(tX). Then by Theorem 7.4, it follows that the Fock representation (πF , Γ ◦ U)
is a cross representation with respect to C∗(SO2,4(R)) for the action α : SO2,4(R)→ Aut(A).
Presently we do not know if restriction also leads to a cross representation for C∗(P0). This
C∗-algebra is certainly “more singular” than C∗(SO2,4(R)).
For semibounded representations, the cross property restricts to closed subgroups which are
compatible with the associated open cone:
Theorem 7.7. Let G be a connected finite dimensional Lie group, let H ⊆ G be a closed
connected subgroup, and assume an automorphic C∗-action (A, G, α) and a covariant represen-
tation (π, U) ∈ Rep(α,H) such that (U,H) is a semibounded unitary representation of G for
which WU ∩ h 6= ∅. If (π, U) is a cross representation with respect to the host C∗(G) then
its restriction (π, U |H) to H is a cross representation for (A, H, α|H) with respect to the host
C∗(H).
Proof. By Corollary 6.25 we have that (U |H)(C∗(H)) ⊆ U(C∗(G)). Thus, as (π, U) is a cross
representation with respect to C∗(G), we have (abbreviating notation):
π(A)U(C∗(H)) ⊆ π(A)U(C∗(G)) ⊆ U(C∗(G))B(H) = U(C∗(H))B(H),
where the last equality follows from the fact that C∗(H) acts nondegenerately on C∗(G) by
multiplication. This means that (π, U |H) is a cross representation with respect to C∗(H) for
the restricted action α : H → Aut(A).
Without the semiboundedness of U this restriction result fails (cf. [GrN14, Ex. 6.10]).
7.2 The connection of C with the crossed product A⋊α G
When a conventional crossed product exists, the question arises about how it is connected with
the crossed product host C for C-spectral representations. By Theorem 6.18(iii), we suspect that
C is a factor algebra of A⋊α G, and this is what we now show.
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Theorem 7.8. Let G be a connected Lie group and let C ⊆ g∗ be a closed convex invariant
subset with B(C)◦ 6= ∅. We fix the host algebra (L, η) with L = C∗(G)C . Assume we have an
automorphic C∗-action (A, G, α) which is strongly continuous and that SC 6= ∅. Then
C ∼= (πC × UC)
(A⋊α G) = JπC(A) · UC(C∗(G)C)K.
Moreover, the structure maps ηA : A →M(C) and ηG : G→ U(M(C)) are the compositions with
πC × UC of those on A⋊α G.
Proof. As α is strongly continuous, its crossed product A ⋊α G is defined. In fact, the crossed
product is characterized up to isomorphism by the fact that it is a crossed product host
(Lc, ηA, ηG) for the covariant representations Rep(α,H) for each H, and that it satisfies Lc =
JηA(A) · ηG(C∗(G))K (cf. [Wil07, Thm 2.6.1] and [Rae88]).
Thus, given a representation π ∈ Rep(Lc,H), then for the associated covariant pair η∗(π) =(
π˜ ◦ ηA, π˜ ◦ ηG
) ∈ Rep(α,H), we have
π(Lc) = J
(
π˜ ◦ ηA(A)
) · (π˜ ◦ ηG(C∗(G)))K = C∗((π˜ ◦ ηA(A)) · (π˜ ◦ ηG(C∗(G)))).
As SC 6= ∅, the universal C-spectral representation (πC , UC) ∈ RepC(α,HC) is nontrivial. Then
{0} 6= C ∼= C∗
(
πC(A) · UC(C∗(G)C)
)
= πC(C) which fixes the defining representation πC of C.
We have η∗(πC) =
(
πC , UC
) ∈ Rep(α,HC), and this pair defines the representation πC × UC of
A⋊α G, for which we again have that η∗(πC × UC) =
(
πC , UC
)
. Then
(πC × UC)
(A⋊α G) = JπC(A) · UC(C∗(G)C)K = C∗(πC(A) · UC(C∗(G)C)) = πC(C),
where we use that the representation UC of C
∗(G) factors through the quotient C∗(G)C . Thus,
as πC is the defining representation of C, it follows that C is a factor algebra of the crossed
product A⋊α G, and that the ideal factored out is ker(πC × UC).
7.3 Generalizing the Borchers–Arveson Theorem to non-abelian groups
Recall that for one-parameterW ∗-dynamical systems, we have the important Borchers–Arveson
Theorem (cf. [BR02, Thm. 3.2.46]):
Theorem 7.9. (Borchers–Arveson) Let (M,R, α) be aW ∗-dynamical system on a von Neumann
algebra M⊆ B(H). Then the following are equivalent.
(i) There is a positive strong operator continuous unitary one-parameter group U : R→ U(H)
such that αt = AdUt on M.
(ii) There is a positive strong operator continuous unitary one-parameter group U : R→ U(M)
such that αt = AdUt on M.
(iii) For the Borel subset S ⊆ R, let Mα(S) denote the Arveson spectral subspace. Then⋂
t∈R
JMα[t,∞)HK = {0}.
If these conditions hold, then we may take U : R→M to be Ut =
∫
R
e−itxdP (x), where P is the
projection-valued measure uniquely determined by
P [t,∞)H =
⋂
s<t
JMα[s,∞)HK.
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The inner one-parameter group (Ut)t∈R ⊂ M given by the theorem is minimal in the fol-
lowing sense: for any other unitary one-parameter group (U˜t)t∈R with non-negative spectrum
implementing the same automorphisms, i.e. Ad(Ut) = Ad(U˜t) = αt for t ∈ R, the corresponding
one-parameter group Zt := U˜−tUt ∈ M′ has non-negative spectrum.
Moreover, if there is a cyclic vector Ω ∈ H and a positive one-parameter unitary group
V : R → U(H) such that VtΩ = Ω and Ad(Ut) = Ad(Vt) = αt for t ∈ R, then Ut = Vt for all
t ∈ R (cf. [Pe89, Pro. 8.4.13], [BGN17, Cor. 5.6]).
Our aim in this subsection is to generalize the Borchers–Arveson Theorem to the current
(possibly noncommutative) setting, where R is replaced by a Lie group G. There is already a
generalization to finite dimensional abelian Lie groups (cf. [Bo66]) and there are also specific
instances dealing with conformal groups SO(2, d); see [Koe02], where the lifting is called the
Borchers–Sugawara construction ([Su68]). This construction is also used in Conformal Field
Theory to construct a projective representation of Diff(S1) from a positive energy representation
of loop groups (see [KR87] for the algebraic side and [GW84] for the analytic side). In the context
of infinite tensor products this kind of lifting problems has been studied in [St90].
An invariant cyclic vector provides the following generalization:
Proposition 7.10. Let G be a connected finite dimensional Lie group, let C ⊆ g∗ be a closed
convex invariant subset with B(C)◦ 6= ∅, and let (A, G, α) be an automorphic C∗-action. Let ω
be an α-invariant state on A such that (πω, Uω) ∈ RepC(α,Hω) is a C-spectral representation
where Uω : G → U(Hω) is the GNS unitary representation. Then UωG ⊂ πω(A)′′, and Uω
restricted to each one-parameter subgroup GX := exp(RX) ⊂ G for X ∈ B(C)◦ is the Borchers–
Arveson minimal group for t→ αexp(tX).
Proof. The restriction of Uω to the one-parameter subgroup GX = exp(RX) for X ∈ B(C)◦
coincides with the minimal Borchers–Arveson unitary group in πω(A)′′ which implements t →
αexp(tX) (cf. [BGN17, Cor. 5.6]), as it remains the GNS unitary representation, even for its
restrictions. As B(C)◦ ⊆ g is open, the union ⋃
X∈B(C)◦
GX generates G as a group and hence
UωG, the group generated by the subgroups U
ω
GX
, is contained in πω(A)′′.
Thus in the case that the C-spectral representation (πω , U
ω) is the GNS representation of
an α-invariant state ω, a generalization of the Borchers–Arveson theorem holds. In the general
case, where we do not have such a state, the situation is more complicated.
Theorem 7.11. (Non-abelian Borchers–Arveson Theorem) Let G be a connected finite dimen-
sional Lie group, let C ⊆ g∗ be a closed convex invariant subset with B(C)◦ 6= ∅, and let (A, G, α)
be an automorphic C∗-action. For a C-spectral covariant representation (π, U) of (A, G, α), we
consider the von Neumann algebra
M := π(A)′′ and Z := Z(U(M)) = U(M∩M′),
where the abelian group Z is endowed with the strong operator topology. Then the following
assertions hold:
(i) The representation U : G → U(H) is of inner type, i.e., UG ⊆ U(M)U(M′). This is
equivalent to all automorphisms Ad(Ug) ∈ Aut(M) being inner.
(ii) The group
Ĝ := {(g, V ) ∈ G×U(M) | V −1Ug ∈ U(M′)}
defines by q : Ĝ→ G, (g, V ) 7→ g a central extension of G by Z which has continuous local
sections. If Z is finite dimensional, i.e., if M has finite dimensional center, then Ĝ is a
Lie group.
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(iii) By Û(g,U) := U and V̂(g,U) := U
−1Ug, we obtain continuous unitary representations
Û : Ĝ→ U(M), V̂ : Ĝ→ U(M′) with Û(g,U)V̂(g,U) = Ug for g ∈ G.
If M is a factor, i.e., Z = T, then both representations are semibounded with B(C)◦ ⊆
WÛ ∩WV̂ .
(iv) Let qG : G˜→ G denote the simply connected covering of G and suppose that M is a factor.
If the second Lie algebra cohomology H2(g,R) vanishes, then the central extension Ĝ of G
by Z = T splits over G˜ and there exist continuous homomorphisms
U˜ : G˜→ U(M), V˜ : G˜→ U(M′) with U˜gV˜g = UqG(g) for g ∈ G˜.
Then U˜ is unique up to a continuous homomorphism χ : G˜→ T.
This theorem generalizes the Borchers–Arveson Theorem in several ways. First, in (i) it
asserts the innerness of the automorphisms αg for M, and from (ii) we derive that they can be
implemented by unitary operators Ûg, unique up to a multiplicative factor in the central group Z,
so that ÛgÛh = f(g, h)Ûgh, where f : G × G → Z is a group cocycle. Instead of dealing with
cocycles, we prefer to encode these ambiguous lifts in the central extension Ĝ. The minimality
in the Borchers–Arveson Theorem is reflected in the second part of (iii), asserting that both
representations are semibounded. The example of the projective oscillator representation of
Sp2n(R) on the Fock space F(L2(Rn)) (cf. Example 6.9) and the fact that the ground state
energy of the oscillator Hamiltonian is non-zero, shows that in (iv) we cannot expect that U˜
provides the minimal Borchers–Arveson implementation on one-parametergroups generated by
elements X ∈ B(C)◦. Presently we do not have a non-abelian version of a minimality condition
that specifies a unique lift. Another issue that we leave open is the determination of the extension
group Ext(G,Z) in terms of Lie algebra cohomology if Z is infinite dimensional (see [St90] for
an interesting example of this type).
Proof. (i) Pick a linear basis X1, . . . , Xn of g contained in B(C). Then [Bo66] implies the
existence of unitary one-parameter groups U˜Xj : R→ U(M) with
π(αexp(tXj)(A)) = U˜
Xj
t π(A)U˜
Xj
−t for A ∈ A, t ∈ R, j = 1, . . . , n.
Since G is connected, this implies that, for each g ∈ G, there exists an element U˜g ∈ U(M) with
π(αg(A)) = Ad(U˜g)π(A) = U˜gπ(A)U˜
∗
g for A ∈ A.
Then V˜g := U˜
−1
g Ug ∈M′ = π(A)′ for each g ∈ G, so that (i) follows from Ug = U˜gV˜g.
(ii) We consider the smooth map
Φ: Rn → G, t = (t1, . . . , tn) 7→ exp(t1X1) · · · exp(tnXn)
and observe that, by the Inverse Function Theorem, there exists a 0-neighborhood U ⊆ Rn for
which Φ|U : U → Φ(U) is a diffeomorphism onto an open identity neighborhood of G. Here we
use that the differential in 0 is the linear isomorphism Rn → g specified by the chosen basis. As
the map
Φ˜: Rn → U(M), t = (t1, . . . , tn) 7→ U˜X1t1 · · · U˜Xntn
is continuous, we obtain a continuous local section
σ : Φ(U)→ Ĝ, Φ(t) 7→ (Φ(t), Φ˜(t))
of the group extension Ĝ of G by Z, hence it is a locally trivial topological fiber bundle.
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If the centerM∩M′ is finite dimensional, i.e., isomorphic to Cd with pointwise multiplication,
then Z ∼= Td is a torus group, and this implies that Ĝ actually is a finite dimensional Lie group
([Var07, §VII.4]).
(iii) The first assertion follows directly from the definition. For the second assertion, let
X ∈ B(C) and mX := inf Spec(−i∂U(X)). Then Uexp(tX)e−itmX has a positive generator and
the Borchers–Arveson Theorem provides a minimal implementing unitary group U˜X inM with
non-negative generator, for which
V˜ Xt := U˜
X
−tUexp(tX)e
−itmX ∈ U(M′)
also has a positive generator.
We write the Lie algebra of Ĝ as ĝ = g⊕ω R with the Lie bracket
[(x, z), (x′, z′)] = ([x, x′], ω(x, x′)),
where ω ∈ Z2(g,R) is a Lie algebra cocycle. Then the lifts of X ∈ g to ĝ are of the form X̂ :=
(X, c), c ∈ R, and the unitary one-parameter group Ûexp(tX̂), which also implements αexp(tX) on
M, must have the form U˜Xt eitm for some m ∈ R, where U˜X is the minimal Borchers–Arveson
implementation. Here we use that M is a factor, so that the generators of the implementing
one-parameter groups are unique up to an additive constant. We conclude that, for X ∈ B(C)
and any lift X̂ ∈ ĝ, both operators −i∂Û(X̂) and −i∂V̂ (X̂) are bounded from below. This
proves (iii).
(iv) If H2(g,R) vanishes, then [Ne02, Ex. 7.17] implies that the pullback of the central
T-extension Ĝ of G to the simply connected group G˜ splits, i.e., there exists a continuous
homomorphism σ : G˜ → Ĝ with q ◦ σ = qG. Then σ(g) = (qG(g), U˜g), where U˜ : G˜ → U(M)
is a continuous unitary representation. The first assertion now follows with V˜g := U˜
−1
g Uq(g).
If Û : G˜ → U(M) is another homomorphism splitting Ĝ, then χ(g) := U˜gÛ−1g ∈ Z defines a
homomorphism χ : G˜ → Z. Conversely, any such homomorphism χ leads by Ûg := U˜gχ(g) to
another lift.
The vanishing condition for H2(g,R) in Theorem 7.11(iv) is satisfied for many Lie groups
arising in physics, such as the conformal Lie algebra so2,d(R) and the Poincare´ Lie algebra
Rd ⋊ so1,d−1(R). Hence a lift exists for the simply connected covering of the corresponding
groups. This is used in the version of the Borchers–Sugawara Theorem obtained in [Koe02].
One could expect that the semiboundedness requirement implies that the central extension
Ĝ is trivial. The following example shows that this is not the case, not even for factors of type I.
Example 7.12. Let Osc := Heis(C)⋊β R denote the four-dimensional oscillator group
Osc = (T× C)× R, (a, z, t)(b, w, s) = (abe−i Im(zeitw)/2, z + w, t+ s)
(cf. Example 6.9). We now form the groups
Ĝ := Osc×Osc and G := Ĝ/Z, Z := {((a, 0, 0), (a−1, 0, 0))|a ∈ T}.
As Z is contained in the commutator group of Ĝ, the central T-extension Ĝ→ G is non-trivial.
For any pair n = (n1, n2) ∈ N20, there exists a semibounded representation (Un,Hn) of Ĝ
with Un((a, 0, 0), (b, 0, 0)) = an1bn2 . It can be obtained on F(C)⊗n1 ⊗ F(C)⊗n2 from the Fock
representation of Osc on F(C). Now V := U (2,1) and W := U (1,2) have the property that
V ((a, 0, 0), (a−1, 0, 0)) = a2a−1 = a and W ((a, 0, 0), (a−1, 0, 0)) = aa−2 = a−1,
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so that the tensor product representation (V ⊗W,H(2,1)⊗H(2,1)) factors through a semibounded
representation (U,H(2,1) ⊗H(2,1)) of the quotient group G.
Here M := B(H(2,1)) ⊗ 1 is a von Neumann algebra with M′ = 1 ⊗ B(H(1,2)) and UG ⊆
U(M)U(M′). The corresponding lifting problem leads precisely to the non-trivial central ex-
tension Ĝ.
Remark 7.13. Let M ⊆ B(H) be a von Neumann algebra, G a topological group and
U : G → U(H) be a continuous unitary representation of inner type, i.e., UG ⊆ U(M)U(M′).
Above we discussed the problem to factorize U into two representations Û : G → U(M) and
Ŵ : G→ U(M′). Here we briefly discuss this problem on a general level.
(a) IfM is multiplicity free, i.e.,M′ is abelian, thenM′ ⊆M′′ =M shows that UG ⊆ U(M)
and we can put Ûg := Ug and Ŵg = 1.
(b) If M is a von Neumann algebra in standard form, then we have a continuous repre-
sentation of its automorphism group Aut(M) on H implementing the natural action on M
(cf. [BGN17]). In particular, we have a unitary representation of the group G := PU(M) :=
U(M)/Z ⊆ Aut(M) of inner automorphisms. In terms of an antiunitary involution J on H
with JMJ =M′ and JMJ =M∗ for M ∈ M∩M′, the representation of G is given by
U : G→ U(H), uZ 7→ uJuJ for u ∈ U(M).
We identify the quotient PU(M) with the group of inner automorphisms ofM, but here one
has to be aware of the fact that this identification is not compatible with the usual group topolo-
gies (cf. [Han77], [Co73]). 1 In this case Ĝ ∼= U(M) and a factorization of the representation
U of G exists if and only if the central extension by Z splits.
As we shall see below, this is never the case whenM is a factor, which corresponds to the case
Z = T, so that U(M) is a central T-extension of PU(M). One indicator for the non-triviality
of the central extension is the intersection
Z1 := Z ∩ (U(M),U(M))
of Z with the commutator group of U(M). 2
(c) If M is of type I, i.e., M∼= B(K) for some complex Hilbert space K.
For M =Mn(C), we have PU(M) = PUn(C) = PSUn(C), so that Z1 = Cn = {z1 | zn = 1}
is the finite group of nth roots of unity. To lift PUn(C) we therefore have to pass to its n-fold
simply connected covering group SUn(C).
If K is infinite dimensional, then the group PU(K) = PU(M) is simply connected (as a
consequence of Kuiper’s Theorem), but the central extension U(K) → PU(K) is non-trivial
because the group U(K) is perfect. This follows from the fact that every element of T1 is
a commutator, which follows from a simple construction with shift operators (see [Hal67] for
details).
If M is of type II1, then it has a trace, so that the central extension u(M) → pu(M) of
Banach–Lie algebras splits by su(M) := {X ∈ u(M) | trX = 0}. However, for every n ∈ N,
there exists a morphismMn(C)→M of von Neumann algebras, showing that Cn ⊆ Z1 because
Cn ⊆ (Un(C),Un(C)) = SUn(C). This implies that Z1 is dense in Z. Accordingly, the central
extension U(M)→ PU(M) is non-trivial.
1The factor M of type III given by [Co73, Cor. 1.5.8(c)] has the remarkable property that, for every faithful
normal semifinite weight, its modular automorphism group consists of inner automorphisms and yet it is not
implemented by any one-parameter unitary group in M. As explained in [Ta83, p. 21], this happens only for
W ∗-algebras with nonseparable predual. A similar example can be found in [St90, p. 214].
2Trivial central extensions Z × G → G, (z, g) 7→ g are never perfect because all commutator are of the form
(e, g).
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IfM is not of finite type andH is separable, then [Bla06, Prop. III.1.3.6] implies the existence
of a unital morphism B(ℓ2)→M of von Neumann algebras and we obtain the non-triviality of
the central extension U(M)→ PU(M) from the corresponding assertion for B(ℓ2).
8 Examples
8.1 A full crossed product host with a spectrum condition
We want to give an example of a full crossed product host when the usual crossed product does
not exist, in particular for a discontinuous action α : G → AutA. Unfortunately, our previous
example [GrN14, Ex. 5.9] contains an error, hence fails. We will not do this for L = C∗(G), but
choose instead a host L which produces a spectral restriction.
Start with Example 6.12 in [GrN14], and for simplicity take the smallest nontrivial sym-
plectic space (X, σ) = (R2, σ) with σ((p, q), (p′, q′)) = pq′ − p′q. Let G := Sp(X, σ) denote
the corresponding symplectic group, and consider the Weyl algebra A = ∆(X, σ) with the
(discontinuous) action α : G → AutA by Bogoliubov transformations αg(δx) := δg(x). Let
(πF , V ) ∈ RepL(α,HF ) with L = C∗(G) be the Fock representation with the usual (second
quantized) unitary implementers for α. By [GrN14, Ex. 6.12], this is a cross representation. By
the Stone–von Neumann Theorem, any regular representation of A is a multiple of the Fock
representation, hence a cross representation if we take the same unitary implementers Vg for αg
in each summand. Denote these implementers by V˜g.
NowG = Sp(X, σ) contains the scale transformations (q, p)→ (etq, e−tp) for t ∈ R, hence any
covariant representation (π, U) ∈ RepL(α,H) must be a regular representation ofA, hence (π, V˜ )
is a cross representation. A full crossed product host exists if and only if each corresponding
representation (π, U) is a cross representation. We can only prove below that (π, U) is cross, if
it is semibounded with respect to a certain cone, which implies that we obtain a crossed product
host which is full for this class of semibounded representations.
Observe that the Fock representation (πF , V ) is a positive representation for e.g. the har-
monic oscillator evolution t→ r(t) ∈ Sp(X, σ) with Hamiltonian P 2+Q2. Now r(t) has generator
contained in the open invariant elliptic cone W ⊂ sp(X, σ) defined in Example 6.9, and in fact
the Fock representation (πF , V ) is positive onW, i.e. t 7→ Vexp(tA) is positive for all A ∈ W. Thus
we consider the W ⋆-representation, which produces the host LW⋆ associated with this cone. We
want to show that there is a full crossed product host for (α,LW⋆), i.e. that every LW⋆ -covariant
representation of α is cross (cf. Theorem 3.11). Consider an LW⋆ -covariant representation (π, U).
Then π is regular, hence (π, V˜ ) is cross, and it is also an LW⋆ -covariant representation. As the
Fock implementers leave the Fock vacuum invariant, and this is cyclic, it follows from Proposi-
tion 7.10 that VG ⊂ πF (A)′′ and that for any one-parameter group t 7→ exp(tA) ∈ G, A ∈W, the
unitary group t 7→ Vexp(tA) coincides with the Borchers–Arveson minimal group for t 7→ αexp(tA).
As π is a multiple of πF , we can define a normal map π˜ : πF (A)′′ → π(A)′′ by π˜(πF (A)) := π(A)
for A ∈ A and extending to πF (A)′′ (in other words, we just take the appropriate multiple of πF
to produce π). As VG ⊂ πF (A)′′ we have that π˜(VG) = V˜G. However, normal maps take mini-
mal Borchers–Arveson groups to minimal Borchers–Arveson groups (cf. [BGN17, Lemma 4.19]),
hence t 7→ V˜exp(tA) coincides with the Borchers–Arveson minimal group for t 7→ αexp(tA), A ∈ W.
As (π, U) is a LW⋆ -covariant representation, t 7→ Uexp(tA) is a positive unitary group for any
A ∈ W. Thus, using the fact that (π, V˜ ) is cross with respect to LW⋆ (and that its restriction to
t 7→ exp(tA) is cross with respect to C∗(R)), it follows from Theorem 4.4(ii) that (π, U) is cross
with respect to C∗(R) for each subgroup t 7→ αexp(tA), A ∈ W. Thus, by Theorem 7.4, (π, U) is
cross with respect to LW⋆ for the whole action α : G→ AutA.
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Remark 8.1. We connect this discussion with the semigroup picture. We have an Olshanski
semigroup
S1 = ΓG1(W1) = Heis2n(C)⋊ ΓG(W ),
where G = Mp2n(R) and G1 = Heis2n(R)⋊Mp2n(R), where W ⊆ sp2n(R) is the canonical open
invariant cone. We know that our representation extends holomorphically to a representation Û
of S1 (Theorem 6.15). Then ALC is generated by Û(S1), and these operators are left continuous
for the action of G. Hence we have a cross representation.
8.2 Covariant L-representations without cross representations
In [GrN14, Ex. 5.11] we showed that the defining representation for B(ℓ2) with action on it
produced by a one-parameter unitary group, is cross if and only if the resolvent (i1−H)−1 of
the generator H of the unitary group is compact. This leaves open the question of whether it
has any cross representations at all if (i1−H)−1 is not compact and we now settle this question.
Proposition 8.2. Let A = B(ℓ2), let H = H∗ be an unbounded operator on ℓ2 such that
(i1 − H)−1 is not compact, Ut := eitH and αt := AdUt ∈ Aut(A) for all t ∈ R. Then the
given representation on ℓ2 is a covariant L-representation for L = C∗(R) but no non-zero cross
representation exists for the pair (α,L).
We know already from [GrN14, Ex. 5.11] that the given representation is not cross because
(i1−H)−1 is not compact. We prepare the proof with the following lemma. We shall argue by
contradiction. Let (π,W ) be a non-zero cross representation for α : R → Aut(A) on H. Then
there is a non-zero crossed product host and, as it is a C∗-algebra, it has non-zero irreducible
representations. Thus, by [GrN14, Thm 4.5, Prop. 4.6(iii)] it produces an irreducible cross
representation for α. Hence there are irreducible cross representations, so we may assume that
(π,W ) is irreducible and π(A) 6= {0}. We then have
(WR ∪ π(A))′ = C1 and π(A)WL(L) ⊆WL(L)B(H) .
As t 7→Wt is strong operator continuous, we have Wt = eitĤ for a selfadjoint operator Ĥ on H.
Lemma 8.3. With notation as above, we have
(i) Wt = e
itaπ(Ut) for some a ∈ R and all t ∈ R, hence t 7→ π(Ut) = e−itaWt = eit(Ĥ−a1) is
strong operator continuous on H. Thus Wt ∈ π(A) and so π(A)′ = {WR ∪ π(A)}′ = C1.
(ii) π
(
C∗((i1−H)−1)) = C∗((i1− Ĥ)−1) =WL(L) is nondegenerate on H.
Proof. (i) Write Ut = e
itH ∈ B(ℓ2) = A. For all A ∈ A, we then have
π(αt(A)) = π(UtAU−t) = π(Ut)π(A)π(U−t) =Wtπ(A)W−t,
hence Vt := W−tπ(Ut) ∈ π(A)′. As R is abelian, Wt ∈ W ′R and as Wtπ(Us) = π(αt(Us))Wt =
π(Us)Wt we have π(Us) ∈ W ′R, hence Vt ∈ W ′R. Thus Vt ∈ W ′R ∩ π(A)′ = C1. Clearly the
map t 7→ Vt =Wtπ(U−t) is a homomorphism, but it is not clear that it is continuous because π
need not be weakly continuous. Now π((i1−H)−1) 6= 0 because (i1−H)−1 6∈ K(ℓ2) and K(ℓ2)
is the only non-zero proper ideal of B(ℓ2). So t 7→ eitH(i1 − H)−1 is norm continuous, hence
t 7→ π(Ut)ψ is continuous for any ψ = π((i1 −H)−1)ϕ, and we can choose ϕ so that ‖ψ‖ = 1.
Choose ξ ∈ H such that 〈ξ, ψ〉 6= 0. As t 7→Wtξ is continuous,
t 7→ 〈ξ, Vtψ〉 = 〈W−tξ, π(U−t)ψ〉 6= 0
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is continuous, and therefore t 7→ Vt ∈ C1 is a continuous homomorphism, and so Vt = eita for
some a ∈ R.
(ii) As t 7→ (π ◦ U)(t) = eit(Ĥ−a1) is strong operator continuous, its host algebra L is
nondegenerately represented, i.e. (π ◦U)L(L) = C∗((i1− Ĥ+a)−1) = C∗((i1− Ĥ)−1) =WL(L)
acts nondegenerately. We only need to prove that π
(
C∗((i1 − H)−1)) = C∗((i1 − Ĥ)−1). 3
Consider the commutative subalgebra M(C∗((i1 − H)−1)) ⊂ B(ℓ2) which is nondegenerately
represented in π as it contains Ut = e
itH .
If there is a non-zero unit vector ψ ∈ kerπ((i1−H)−1), then it produces a vector state ωψ on
M(C∗((i1−H)−1) ∼= Cb(σ(H)) ∼= C(βσ(H)) (where βX denotes the Stone–Cˇech compactifica-
tion of a locally compact space X) such that ωψ is zero on the ideal C
∗((i1−H)−1) ∼= C0(σ(H)).
Then ωψ corresponds to a Radon measure µ on βσ(H) whose support lies in the zero set of the
function on βσ(H) extending the function x 7→ (i− x)−1 on σ(H). Hence supp(µ) is contained
in (βσ(H))\σ(H). However t 7→ ωψ(Ut) := 〈ψ, π(Ut)ψ〉 is continuous and non-zero for t = 0,
hence ωψ defines a state on C
∗(UR) ∼= C(bσ(H)), where βσ(H) → bσ(H) ⊂ is a continuous
surjection. By the continuity in t, this state is the extension of a state on the host algebra
C∗((i1 − H)−1) ∼= C0(σ(H)) of the one-parameter group t 7→ ωψ(Ut). This means that the
state is represented by a Radon probability measure on σ(H), contradicting µ(σ(H)) = 0. Thus
kerπ((i1 −H)−1) = {0}, and hence the pseudo-resolvents r(t) := π((ti1 −H)−1), t ∈ R×, are
nondegenerately represented and satisfy r(t)∗ = r(−t) (cf. [EN00, Lemma III.4.5] and [Ka59]).
Moreover the r(t) are true resolvents, i.e. there is an operator B on H such that D(B) =
π((i1−H)−1)H and
π((it1−H)−1) = r(t) = (it1−B)−1 for t ∈ R×
(cf. [EN00, Prop. III.4.6] or [Ka59, Cor. 1]). Now B is symmetric by
B∗ =
(
i1− r(1)−1)∗ ⊇ −i1− (r(1)−1)∗ = −i1− r(−1)−1 = B
and it is selfadjoint by ran(±i1−B) = ran r(±1)−1 which is dense by the nondegeneracy above.
This implies that π takes C∗((i1−H)−1) to C∗((i1−B)−1), and in particular
π(eitH(i1−H)−1) = eitB(i1−B)−1.
Thus using nondegeneracy of (i1−B)−1, the relation
Wt(i1−B)−1 = eitaπ(Ut)π((i1−H)−1) = eitaπ(eitH(i1−H)−1) = eit(B+a)(i1−B)−1
implies that Wt = e
itĤ = eit(B+a), and hence that
WL(L) = C∗((i1− Ĥ)−1) = C∗((i1−B − a)−1) = C∗((i1−B)−1) = π
(
C∗((i1−H)−1))
as required.
Proof. (of Proposition 8.2)
Now (π,W ) is a cross representation, so
π(A)WL(L) = π(A)π
(
C∗((i1−H)−1)) ⊆WL(L)B(H) = π(C∗((i1−H)−1))B(H)
implies
π
(AC∗((i1−H)−1)) ⊆ π(A) ∩ π(C∗((i1−H)−1))B(H)
3 If π is a normal representation of B(ℓ2), then it is immediate, but as it is possible that K(ℓ2) = ker π, we
cannot assume this.
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as the left hand side is contained in π(A). By [GrN14, Prop. 8.2] (or by [Dix77, Lemma 2.9.4]
and the Hahn–Banach Theorem) we conclude that
π(A) ∩ π(C∗((i1−H)−1))B(H) = π(C∗((i1−H)−1)A) and so
π(A)WL(L) =WL(L)π(A) = π(A)WL(L)π(A) =WL(L)π(A)WL(L)
is a closed two-sided ideal of π(A).
As A = B(ℓ2) has only the nontrivial ideal K(ℓ2), either π is faithful, or kerπ = K(ℓ2). First,
let π be faithful. Thus AC∗((i1−H)−1) ⊆ C∗((i1−H)−1)A, i.e. the identity representation of
A = B(ℓ2) with U is a cross representation, which contradicts [GrN14, Ex. 5.11], as (i1−H)−1 6∈
K(ℓ2).
Next, assume that kerπ = K(ℓ2). Then π(A) is isomorphic to the Calkin algebra, which is
simple. As WL(L) = π
(
C∗((i1 −H)−1)) 6= {0} because (i1 −H)−1 6∈ K(ℓ2), π(A) 6= {0} and
K(ℓ2) is the unique proper ideal, it follows that
π(A) = π(A)WL(L)π(A) =WL(L)π(A)WL(L) = π
(
C∗((i1−H)−1)AC∗((i1−H)−1)) .
Thus for each A ∈ A there is a compact operator KA ∈ K(ℓ2) such that
A+KA ∈ C∗((i1−H)−1)AC∗((i1−H)−1).
As t 7→ αt = AdUt is strongly continuous on both K(ℓ2) and C∗((i1−H)−1)AC∗((i1−H)−1),
it follows that t 7→ αt(A) is norm continuous, i.e. the action α : R → Aut(A) is strongly
continuous. But this contradicts [GrN14, Prop. 5.10]. We conclude that, even though the action
α : R → Aut(A) has covariant representations (such as the defining representation), it has no
cross representations.
Remark 8.4. In the proof of Proposition 8.2, one can alternatively argue as follows. By
Lemma 8.3, an irreducible cross representation (π,W ) on H must be inner, hence it defines an
inner W ∗-dynamical system, so Theorem 3.37 applies. As we assume π is irreducible, it is either
zero on the compacts (with simple image), or faithful and π(K(ℓ2)) acts nondegenerately. In the
first case, π is not normal, but in the second case it is. Moreover Remark 3.43(i) implies for the
normal case (hence π is faithful with image B(H)) that π is either πN or πT (cf. Theorem 3.37)
and with only one component. As the action α : R → Aut(A) is not norm continuous (or
strongly continuous) this means that πN = 0 hence π = πT which implies that the resolvent of
the generator of (Wt)t∈R is compact, which in turn implies that α is strongly continuous, which
is false. This implies that π is zero on the compacts, hence not normal. Now the last paragraph
of the proof of Proposition 8.2 implies that this cannot be a cross representation.
Lemma 8.5. For a selfadjoint operator H on a separable Hilbert space H, the following are
equivalent:
(i) (i1−H)−1B(H) is a norm-dense right ideal.
(ii) For the unitary one-parameter group Ut := e
itH and the action on A = B(H) by αt :=
Ad(Ut), the given representation (B(H), U) is a cross representation of R for L = C∗(R)
and C = B(H).
(iii) H is bounded.
Proof. (i) ⇒ (ii): Condition (i), combined with (i1 − H)−1 ∈ U(C∗(R)), implies the cross
condition.
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(ii) ⇒ (iii): As the cross condition with C = B(H) implies that the α is strongly continuous,
[GrN14, Prop. 5.10] implies that H is bounded.
(iii) ⇒ (i): If H is bounded, then the bounded operator i1 − H is invertible, so that
(i1−H)−1B(H) = B(H).
8.3 The translation action on A = Cb(R)
A fundamental example is that of the translation action of R. This is strongly continuous
on C0(R), hence every covariant representation is cross. On the other hand the translation
action on Cb(R) is discontinuous, so a very natural question is whether this is cross for standard
representations, e.g. on L2(R). This is the question we now answer.
Proposition 8.6. For the translation action α of R on A = Cb(R) ⊆ B(L2(R)), the covariant
representation of (A,R, α) on L2(R) is not a cross-representation with respect to the host L =
C∗(R).
Proof. For L = C∗(R), we start by determining what is in AL. To fix notation, put
(αtf)(x) := f(x+ t), π : A → B(L2(R)), (π(f)ψ)(x) := f(x)ψ(x)
and
U : R→ U(L2(R)), (Utψ)(x) := ψ(x+ t).
Then Ut := exp(itP ), where P = −i ddx on C∞c (R). Denote its spectral measure by E. As usual,
Q denotes the multiplication operator by x.
As α is strongly continuous on C0(R), we have C0(R) ⊂ AL. Moreover, the functions
er(x) := e
ixr, r ∈ R, are eigenvectors of P with eigenvalue r, hence they shift the spaces
E([a, b]) to E([a + r, b + r]) and hence the matrix for π(A) = π(er) = e
irQ below Lemma 3.31
will have c0-rows and columns, showing that er ∈ AL. To verify the defining condition for AL
explicitly, pick L ∈ L and write UL(L) = f(P ) for some f ∈ C0(R). Then
π(A)UL(L) = e
irQf(P ) = f(P − r1)eirQ ∈ {h(P ) | h ∈ C0(R)} · eirQ ⊂ UL(L)B(L2(R))
which shows explicitly that er ∈ AL. Hence AL contains all almost periodic functions.
We now show that if π(A) = eiQ
3
, then A 6∈ AL (a similar argument works for eiQn where
n ≥ 3). By Corollary 3.17(iii) it suffices to show that
lim
t→0
∥∥eitPπ(A)E[1, 2]− π(A)E[1, 2]∥∥ 6= 0 ,
which we will now prove. Define ψk ∈ E[1, 2]L2(R) by
ψ0(x) :=
√
2π(F−1χ[1,2])(x) =
∫ 2
1
eipxdp =
eix
ix
(eix − 1), ψk(x) := ψ0(x+ k)
i.e. ψk = e
ikPψ0, hence ‖ψk‖ =
√
2π for all k. Though lim
t→0
∥∥(eitP − 1)π(A)ψk∥∥ = 0 for all k,
we will show that
lim
t→0
sup
k
∥∥(eitP − 1)π(A)ψk∥∥ 6= 0,
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which suffices for our proof.
∥∥(e−itP − 1)π(A)ψk∥∥2 = ∫
R
|(π(A)ψk)(x− t)− (π(A)ψk)(x)|2 dx
=
∫
R
∣∣∣∣∣ e
i(x−t)3
x+ k − te
−i(x+k−t)
(
e−i(x+k−t) − 1)− eix3
x+ k
e−i(x+k)
(
e−i(x+k) − 1)
∣∣∣∣∣
2
dx
=
∫
R
∣∣∣∣ei(−3x2t+3xt2−t3+t) · e−i(x+k−t) − 1x+ k − t − e
−i(x+k) − 1
x+ k
∣∣∣∣
2
dx
=
∥∥(ZeitP − 1)ϕk∥∥2
where Z := exp iξ(Q) with ξ(x) := −3x2t + 3xt2 − t3 + t, and ϕk := e−ikPϕ0 with ϕ0(x) :=
(e−ix − 1)/x. Now∥∥(eitP − 1)π(A)ψk∥∥ = ∥∥(ZeitP − 1)ϕk∥∥ ≥ ∣∣‖Z(eitP − 1)ϕk‖ − ‖Zϕk − ϕk‖∣∣. (16)
Note that ϕk ∈ L2(R), so for each ε > 0 there is a tε > 0 such that |t| < tε implies that
for all k we have ‖(eitP − 1)ϕk‖ = ‖(eitP − 1)ϕ0‖ < ε. For 0 < |t| < tε we thus obtain
‖Z(eitP − 1)ϕk‖ ≤ ‖Z‖ε = ε. Regarding the second term in (16), observe
‖Zϕk − ϕk‖2 =
∫
R
∣∣∣eiξ(x) − 1∣∣∣2 ∣∣∣∣e−i(x+k) − 1x+ k
∣∣∣∣
2
dx, and |ϕ0(x)| =
∣∣∣∣sin(x/2)x/2
∣∣∣∣
has a maximum of 1 at x = 0, hence the translate |ϕk(x)| has a maximum of 1 at x = −k. By
continuity we have an interval [−L,L] (resp. [−k−L,−k+L]) such that |ϕ0(x)| > 12 for |x| ≤ L
(resp. |ϕk(x)| > 12 for |x+ k| ≤ L), and we assume ε2 < L. So
‖Zϕk − ϕk‖2 ≥
∫ −k+L
−k−L
∣∣∣eiξ(x) − 1∣∣∣2 |ϕk(x)|2dx ≥ 1
4
∫ −k+L
−k−L
∣∣∣eiξ(x) − 1∣∣∣2 dx
= L− 1
2
∫ −k+L
−k−L
cos ξ(x)dx = L− 1
2
∫ L
−L
cos(ξ(y − k)) dy .
Now ∫ L
−L
cos(ξ(y − k)) dy = Re
∫ L
−L
ei6ykt exp i(−3y2t+ 3yt2) dy · ei(−3k2t−3kt2−t3+t).
By the Riemann–Lebesgue Lemma, the last integral goes to zero as k→∞, hence
lim sup
k→∞
‖Zϕk − ϕk‖2 ≥ L and so sup
k
‖Zϕk − ϕk‖ ≥
√
L > ε.
We conclude from (16) that
sup
k
∥∥(eitP − 1)π(A)ψk∥∥ ≥ √L− ε
from which it follows that lim
t→0
sup
k
∥∥(eitP − 1)π(A)ψk∥∥ 6= 0 . Thus A 6∈ AL, so that (π, U) is not
a cross representation.
Remark 8.7. One would like to characterize AL precisely. Proving eiQ2 6∈ AL is possible, but
needs a different argument:
UL(L)π(A)e
itP = f(P )eiQ
2
eitP = f(P )eit(P+2Q)eiQ
2
= f(P )eitP e2iteiQ
2
ei2tQ
so as f(P )eitP e2it converges in norm to f(P ) as t → 0, for small t the displayed expression is
arbitrarily close to f(P )eiQ
2
ei2tQ. The latter is discontinuous in norm with respect to t which
we can show by evaluating it on a suitable sequence of unit vectors ψn. Thus e
iQ2 6∈ AL.
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8.4 Host algebras for more infinite dimensional groups
Above, in Section 5.2 we analyzed R-actions on Lie groups (equivalently, on their discrete group
algebras) and via smoothing operators in positive covariant representations, obtained crossed
product hosts which provide hosts for the associated semidirect product groups G ⋊α R. Here
we want to do two more infinite dimensional examples.
Example 8.8. (Positive energy representations of the Virasoro group) Let Vir denote the simply
connected Virasoro group. This is a central extension of the group Diff+(S
1) by R. On the Lie
algebra level we have
vir = Rc⊕ω V(S1),
where ω : V(S1)× V(S1)→ R is a certain 2-cocycle; see [Ne10, §8.2] for details.
Let d = (0, ∂θ) ∈ vir denote the element corresponding to the generator ∂θ ∈ V(S1) of the
rigid rotations of S1 ∼= R/2πZ. Then t := Rc⊕ Rd ⊆ vir is a 2-dimensional abelian subalgebra
corresponding to a subgroup T := exp(t) ∼= R2 in Vir.
There is a surprisingly simple classification of open invariant conesW ⊆ vir ([Ne10, Thm. 8.15]).
They are determined by the intersection C := W ∩ t, and the arising cones C are, up to sign,
precisely the ones with
R
×
+c+ R
×
+d ⊆ C ⊆ Rc+ R×+d.
We say that a continuous unitary representations (U,H) of Vir is a positive energy repre-
sentation if −i∂U(d) ≥ 0. If (U,H) is semibounded and WU ⊆ vir is the corresponding open
invariant cone, then d ∈WU ∪−WU implies that either U or the dual representation U∗ satisfies
the positive energy condition. Conversely, every positive energy representation is smooth and
semibounded by [Ze17, Thm. 2.18].
We also note that, for a semibounded representation (U,H), the element d need not be
contained inWU , but either d+c or −(d+c) is. We are therefore in the situation of Example 6.6,
which shows that the one-parameter group T1 := exp(R(d+ c)) ⊆ T leads to the host algebra
C := C∗(UVirU(C∗(T1)))
for Vir. This algebra is a crossed product host for the discrete group algebra A = C∗(Vird) and
the R-action on Vir given by
αt(g) = exp(t(d+ c))g exp(−t(d+ c)) = exp(td)g exp(−td),
which correspond to the canonical action of the rigid rotations of S1 on Vir.
These host algebras can be used to obtained direct integral decompositions of semibounded,
resp., positive energy representations into irreducible ones. This provides an alternative to the
complex analytic methods used in [NS14] for the same purpose. Since G does not carry an
analytic Lie group structure, it would be meaningless to strengthen (S) in Theorem 5.15 to an
analytic version.
Example 8.9. (Positive energy representations of twisted loop groups) Let K be a simple
simply connected compact Lie group, ϕ ∈ Aut(K) be a finite order automorphism, ϕN = idK ,
and let
C∞ϕ (K) := {ξ ∈ C∞(R,K) | (∀t ∈ R) ξ(t+ 1) = ϕ−1(ξ(t))}
with pointwise multiplication be the corresponding twisted loop group ([PS86]). Then (αtf)(x) :=
f(x − t) defines a smooth action of R on C∞ϕ (K) which factors through an action of the circle
group R/ZN . The twisted loop group has a natural simply connected central extension G by
the circle group T. Accordingly,
g ∼= Rc⊕ω C∞ϕ (k) with C∞ϕ (k) = {ξ ∈ C∞(R, k) | (∀t ∈ R) ξ(t+ 1) = ϕ−1(ξ(t))},
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ω(ξ, η) = 12π
∫ 1
0
κ(ξ′(t), η(t)) dt is the corresponding Lie algebra cocycle, κ is a suitably normal-
ized Cartan–Killing form on k, and α naturally lifts to G, which leads to a Lie groupG♯ = G⋊αR.
Let m := kϕ ⊆ k be the fixed point algebra of ϕ in k. Then the fixed point algebra gα =
Rc ⊕ m is a finite dimensional compact Lie algebra, and if tm ⊆ m is maximal abelian, then
t = Rc⊕ tm ⊆ g is a finite dimensional abelian Lie algebra in g and
t♯ = Rc⊕ tm ⊕ Rd, d = (0, 0, 1),
is a finite dimensional abelian Lie algebra in the Lie algebra g♯ of G♯. Then averaging over the
torus group Ad(T ♯) shows that every open invariant cone in g♯ intersects t♯ non-trivially (cf. the
proof of Theorem 5.2 in [Ne14b]).
If (U,H) is a semibounded representation of G♯, it follows that condition (S) in Theorem 5.15
is satisfied for every X ∈ t♯ ∩WU , and this applies to all irreducible projective positive energy
representations of (C∞ϕ (K),R, α). For more details and refinements concerning the untwisted
case we refer to [Ze17, §2.3].
9 Conclusions and Discussion
We do a brief review of the work above, and list open problems and possible future directions
of enquiry. We extended our earlier work on crossed product hosts in [GrN14] first by show-
ing stability of the cross property under perturbation by a natural class of operators, which
allowed us to verify that the Fock representation of the Weyl algebra is cross for any dynamics
defined by a positive operator on the one-particle space. Second, we characterized precisely
the normal cross representations for inner one-parameter actions on W ∗-algebras. Turning into
a new direction, we added the requirement of a spectral condition to our study of cross rep-
resentations which brought in useful tools. For the one-parameter case, we found that if the
Borchers–Arveson minimal representation is cross, then so are all others. For a one-parameter
action on a topological group, we obtained a regularization property for cross representations,
for which the crossed product hosts are actually host algebras for the semidirect product group,
hence produce continuous group representations. The action generated by the number operator
on the Heisenberg group in a Fock representation is one example. Using smoothing operators
we also did the Lie algebra version. For the generalization of the spectral condition to (possibly
non-abelian) Lie groups we saw two constructions of host algebras;- one via smoothing operators
and one via the Olshanski semigroup. The class of group representations controlled by these host
algebras are the semibounded ones. For a covariant representation with semibounded unitary
implementing representation U , we found that it is cross if and only if the restriction of it to
any of the one-parameter subsystems with generator in WU is cross. This allows us to prove
the cross property for the Fock representation of the Weyl algebra with the symplectic action of
either the Minkowski translation group, or the conformal group based on a one-particle unitary
representation where the joint spectrum of the generators of translations are in the forward light
cone. We obtained a non-abelian extension of the Borchers–Arveson Theorem to the general Lie
case, when there is an invariant cyclic vector. In the general case there are lifting obstructions
that we describe in terms of central extensions.
There are numerous open problems hence possible future directions for this project.
• Most desirable would be a full determination or characterization of C∗-actions which admit
cross representations, analogous to Theorem 3.37 for inner one-parameter actions of von
Neumann algebras. For the case of a discontinuous action of a locally compact group,
[GrN14, Cor. 8.4] is a first step.
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• For a C∗-action which admits different crossed product hosts, analyze the relations between
these fully. In this direction we already have for a fixed host algebra that two crossed
product hosts for which there is containment of their sets of associated representations,
there is a factoring [GrN14, Thm. 5.8]. So for the sets of cross representations associated
with crossed product hosts the partial order of containment is relevant. But how are the
crossed product hosts for maximal sets of cross representations associated to them related?
What relation is there between crossed product hosts for different hosts?
• Extend the tools associated with the spectral condition to infinite dimensional Lie groups.
Natural examples would involve the Fock representation for an action of the gauge group
on the CAR algebra obtained from a unitary representation of the group on the one-
particle space. Other natural examples come from projective unitary representations of
automorphism groups of the CAR algebra in quasi-free representations (cf. [PS86, La94,
JN18]). What host algebra would we take for the group, and given that, is this Fock
representation cross?
• In our Example 7.6 we left open whether the Fock representation is cross for the action of
the Poincare´ group alone on the Weyl algebra. This is important for physics to determine.
• We had a number of examples on the cross condition of the Fock representation for actions
on the Weyl algebra (e.g. Examples 3.27 and 7.6). Determine the cross property for the
Fock representation of the analogous actions on the resolvent algebra.
• In Subsection 7.3 we discussed the extension of the Borchers–Arveson Theorem to non-
abelian Lie groups and obtained one if there is an invariant cyclic vector. In the general
case lifting obstructions are described in terms of central Lie group extensions and it would
be interesting to find more direct conditions for their vanishing. For finite dimensional Lie
groups, this could be based on the structure theory for Lie groups with semibounded
representations exposed in [Ne00].
• The usual crossed products have been studied for a long time, and bring with them many
useful tools and insights (cf. [Wil07]), e.g. inducing of covariant representations, direct
integrals of covariant representations, structure theories for states and covariant represen-
tations and connections between ideal structures (e.g. Gootman–Rosenberg Theorem). It
is clear that by construction, many of these will adapt to crossed product hosts, and doing
this explicitly is a fruitful future direction.
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