We define the concept of pseudo symplectic capacities that is a mild generalization of that of the symplectic capacities. In particular a typical pseudo symplectic capacity, whose special case is a variant of the Hofer-Zehnder symplectic capacity, is constructed and estimated in terms of the Gromov-Witten invariants. An example is also given to illustrate that using the pseudo symplectic capacity may get better estimation result than doing the Hofer-Zehnder capacity. Among various potential applications of these estimations three typical applications are given. The first one is to derive some general nonsqueezing theorems that generalize and unite many past versions. The second is to give an alternate generalization of Lalonde-McDuff theorem on length minimizing Hamiltonian paths to a general closed symplectic manifold. In the third application we give the new symplectic packing obstructions for a wider class of symplectic manifolds.
Introduction and main results
The Gromov-Witten invariants and symplectic capacities are two kinds of important symplectic invariants in symplectic geometry. Both have many important applications. In particular, they have close relations to the famous Weinstein conjecture(cf. [HZ] , [HV] , [LiuT2] , [Lu3] , [V1] , [V4] , [We2] ) and Hofer geometry(cf. [En] , [HZ2] , [LaMc1] , [LaMc2] , [Mc2] , [Mc3] , [Po1] , [Po2] , [Sc] , [V2] , [V3] ). For some problems the Gromov-Witten invariants are sometime convenient and effective. But for other some problems the symplectic capacities are more powerful. From the studies of different problems ones defined different symplectic capacities. A few of typical symplectic capacities are the Gromov width W G ( [Gr] ), Ekeland-Hofer capacity c EC ( [EH] ), Hofer-Zehnder capacity c HZ ( [HZ1] ) and Hofer's displacement energy e ([H1]), Floer-Hofer capacity c F H ( [He] ) and Viterbo's generating function capacity c gf ([V3] ). Only the first, second and third are defined for any symplectic manifold. In [HZ1] an axiomatization definition of a symplectic capacity was given. Generally the Gromow width W G is the smallest symplectic capacity. The Hofer-Zehnder capacity seems to be used in the studies of many symplectic topology questions. The readers may refer to [HZ2] , [McSa1] and [V2] for more details. But to author's knowledge the relations between Gromov-Witten invariants and symplectic capacities have not been explored explicitly in the past literatures. The former is usually defined for the closed symplectic manifolds(see, [FO] , [LiT] , [R] , [Si] ) and some nonclosed symplectic manifolds(cf. [Lu4] , [Lu5] ) and has been calculated for many closed symplectic manifolds. However, it is very difficult to compute the latter for a closed symplectic manifold. So far only example is the complex projective space (CP n , σ n ) with the standard symplectic structure σ n related to the Fubini-Study metric. Hofer and Viterbo proved C HZ (CP n , σ n ) = π in [HV] . As a consequence W G (CP n , ω n ) is also equal to π. Perhaps the invariance of the Gromov-Witten invariants under the deformation of a symplectic form is one of the main reasons that it is easier to compute the former than to do the latter. On the other hand unlike the Gromov-Witten invariants the symplectic capacities do not explicitly depend on the homology classes of symplectic manifolds. This is probably the second reason that it is difficult to compute or estimate them. It is based on the observation that we introduce the concept of pseudo symplectic capacities.
Pseudo symplectic capacities
Recall that in [HZ1] a map c from the class C(2n) of all symplectic manifolds of dimension 2n to [0, +∞] is called a symplectic capacity if it satisfies the following properties: (monotonicity) If there is a symplectic embedding (M 1 , ω 1 ) → (M 2 , ω 2 ) of codimension zero then c(M 1 , ω 1 ) ≤ c(M 2 , ω 2 ); (conformality) c(M, λω) = |λ|c(M, ω) for every λ ∈ R \ {0}; (nontriviality) c (B 2n (1), ω 0 ) = π = c(Z 2n (1), ω 0 ). Here B 2n (1) and Z 2n (1) are the closed unit ball and closed cylinder in the standard space (R 2n , ω 0 ), i.e., for any r > 0, B 2n (r) = {(x, y) ∈ R 2n | |x| 2 + |y| 2 ≤ r 2 } and Z 2n (r) = {(x, y) ∈ R 2n | x 2 1 + y 2 1 ≤ r 2 }.
Note that the first and second properties imply c to be a symplectic invariant. Let H * (M ; G) denote the singular homology of M with the coefficient group G. For a positive integer k we denote by C(2n, k) the set of all tubes (M, ω; α 1 , · · · , α k ) consisting of a 2n-dimensional connected symplectic manifold (M, ω) and homology classes α i ∈ H * (M ; G), i = 1, · · · , k. Definition 1.1 A map c (k) from C(2n, k) to [0, +∞] is called a G k -pseudo symplectic capacity if it satisfies the conditions. P1. Pseudo monotonicity: If there is a symplectic embedding ψ : (M 1 , ω 1 ) → (M 2 , ω 2 ) of codimension zero then for any α i ∈ H * (M 1 ; G), i = 1, · · · , k, c (k) (M 1 , ω 1 ; α 1 , · · · , α k ) ≤ c (k) (M 2 , ω 2 ; ψ * (α 1 ), · · · , ψ * (α k )). P2. Conformality: c (k) (M, λω; α 1 , · · · , α k ) = |λ|c (k) (M, ω; α 1 , · · · , α k ) for every λ ∈ R \ {0} and homology classes α i ∈ H * (M ; G), i = 1, · · · , k. P3. Nontriviality: c (k) (B 2n (1), ω 0 ; pt, · · · , pt) = π = c (k) (Z 2n (1), ω 0 ; pt, · · · , pt) for the single point class pt. Hereafter we denote pt by the homology class of a single point.
Clearly, when k ≥ 1 it is because of the pseudo monotonicity that one cannot affirm the pseudo symplectic capacity to be a symplectic invariant. If k > 1 then a G k−1 -pseudo symplectic capacity c (k−1) is naturally defined by (1.1) c (k−1) (M, ω; α 1 , · · · , α k−1 ) := c (k) (M, ω; pt, α 1 , · · · , α k−1 ).
In particular it induces a true symplectic capacity c (0) ,
(1.2) c (0) (M, ω) = c (1) (M, ω; pt) .
Therefore, if we make the convention that C(2n, 0) = C(2n) then the pseudo symplectic capacity defined on C(·, 0) becomes the symplectic capacity. Conversely, every symplectic capacity c may determine some pseudo symplectic capacities. Two typical ones are (1.3) c (k) (M, ω; α 1 , · · · , α k ) = sup c M \ (supp(α 1 ) ∪ · · · ∪ supp(α k )), ω ,
(1.4) c (k) (M, ω; α 1 , · · · , α k ) = sup c M \ (supp(α 1 ) ∪ · · · ∪ supp(α k )), ω
where supp(α i ) denotes the support of the singular cycle representive of the homology class α i , the first supremum is over all possible choices ofα 1 , · · · ,α k , but the second one requires any two of supp(α 1 ), · · · , supp(α k ) to be disjoint. Obviously, c (k) ≤ c (k) . Moreover, it is not hard to check that both are the pseudo symplectic capacities for every positive integer k. Therefore, for the symplectic capacities mentioned above one may construct the corresponding pseudo symplectic capacities in view of (1.3)(1.4) and studies their potential applications. This paper will not deal with them. Instead, we shall define a typical pseudo symplectic capacity of Hofer-Zehnder type and give its many applications. As showed in this paper we expect the pseudo symplectic capacities to become the powerful tools in the studies of symplectic topology. Remark that hereafter we omit the dependence on the group G in the notations of the pseudo symplectic capacities so that to avoid the complexity of the notations. One should be able to distinguish them from the context.
Constructing a typical pseudo symplectic capacity
We begin with the recall of the Hofer-Zehnder symplectic capacity( [HZ1] 
This invariant has many applications. The typical three of them are: (i) giving a new proof of a foundational theorem in symplectic topology-Gromov's nonsqueezing theorem; (ii) studying the Hofer geometry on the group of the Hamiltonian symplectomorphisms of a symplectic manifold; (iii) establishing the existence of the closed characteristic on the energy surface. As mentioned above the difficulties of computing or estimating C HZ (M, ω) of a given symplectic manifold (M, ω) restrict more applications of this invariant. Therefore, it seems to become very important giving a variant of C HZ which is easily estimated and also remains the above typical applications. An attempt was made in [McSl] . Inspired by papers [LiuT2] [Lu3] [McSl] we shall define a pseudo symplectic capacity of Hofer-Zehnder type in this subsection. Consider the vector space S = {S ∈ R 2n×2n |S T = S} of symmmetric (2n × 2n)-matrices. It has an important subset S 2n reg consisting of all matrices S ∈ S such that for any four real numbers a, b, α, β the equation system
has no nonzero solution ζ ∈ R 2n×2n , where I n denotes the unit matric in R n×n and J 0 = 0 −I n I n 0 . It was claimed in Theorem 6.1 of [FHS] that for n ≥ 2 the set S 2n reg is open and dense in S and τ Φ T SΦ ∈ S 2n reg for any S ∈ S 2n reg , Φ ∈ GL(n, C) ∩ O(2n) and real number τ = 0. In view of Definition 7.1 in [FHS] and the agruments in [McSl] we introduce
(ii) there exists J p ∈ J (T p M, ω p ) such that for some( and hence every) unitary frame Φ :
Notice that if a smooth function H on a compact symplectic manifold (M, ω) of dimension more than 2 has only finite many critical points and each of them is also nondegenerate and lies in the interior of M ( if ∂M = ∅) then one can use the arguments of Sévennec( see Exercise 2.5.2 in [McSa1] ) to construct an almost complex structure J ∈ J (M, ω) such that X H is admissible( with respect to J) in the sense of Definition 7.1 in [FHS] . Definition 1.3 For a connected symplectic manifold (M, ω) of dimension more than 2 and two homology classes α 0 , α ∞ ∈ H * (M ; G) we call a smooth function H : M → R (α 0 , α ∞ )admissible ( resp. (α 0 , α ∞ ) 0 -admissible ) if there exist two smooth compact submanifolds P and Q of M with connected smooth boundaries and of codimension zero such that the following condition groups (1)(2)(3)(4)(5)(6)( resp. (1)(2)(3)(4)(5)(6 ′ )) hold:
(1) P ⊂ Int(Q) and Q ⊂ Int(M );
(2) H| P = 0 and H| M−Int (Q) = max H;
(3) 0 ≤ H ≤ max H;
(4) There exists the chain representatives of α 0 and α ∞ , still denoted by α 0 , α ∞ , such that supp(α 0 ) ֒→ Int (P ) and supp(α ∞ ) ֒→ M \ Q;
(5) H has only finite many critical points in Int(Q) \ P and each of them is also admissible in the sense of Definition 1.2;
(6) The Hamiltonian systemẋ = X H (x) on M has no nonconstant periodic solutions of period less than 1;
(6 ′ ) The Hamiltonian systemẋ = X H (x) on M has no nonconstant contractible periodic solutions of period less than 1.
When α 0 is the zero homology class, i.e., may be represented by a single point we allow P to be an empty set. When M is a closed manifold and α ∞ is the zero homology class we allow Q = M . Some remarks concerning Definition 1.3 are in order. A a famous result of Weinstein [We1] shows the assumptions (5) and (6)( or (6 ′ )) to be compatible. Moreover, by Lemma 4.4 on page 107 and Exercise 9 on page 108 of [Hi] one easily deduces that if N is a connected smooth manifold and W ⊂ Int(N ) a compact smooth submanifold with connected boundary and of codimension zero then ∂W separates N in the sense that N \ ∂W has exactly two connected components and the topological boundary of each component is ∂W . In this case ∂W has a neighborhood in N which is a product ∂W × (−2, 2) with ∂W corresponding to ∂W × {0}.
We denote by
the set of all (α 0 , α ∞ )-admissible functions and (α 0 , α ∞ ) 0 -admissible ones respectively. They are probably empty. Without occuring of confusions the elements of them are simply called admissible. Let us define (1.7) C
(2)
Hereafter we make the convention that sup ∅ = 0 and inf ∅ = +∞. Clearly, it holds that
In general we do not know whether there exist some explicit relations between C 
HZ (M, ω; α 0 , α ∞ ) < +∞) implies that every stable hypersurface S ⊂ M separating α 0 and α ∞ carries a (resp. contractible) Hamiltonian periodic orbit. This leads to the Weinstein conjecture of the following version.
(α 0 , α ∞ )-Weinstein conjecture:
Every hypersurface S of contact type in a symplectic manifold (M, ω) separating α 0 and α ∞ carries a periodic Hamiltonian orbit.
In terms of this language the main result Theorem 1.1 in [LiuT2] asserted that (α 0 , α ∞ )-Weinstein conjecture holds if the GW-invariant Ψ A,g,m+2 (C; α 0 , α ∞ , β 1 , · · · , β m ) = 0.
As before let pt denote the generator of H 0 (M ; G) represented by a point. By the following Theorem 1.4(i), for any homology class α ∈ H * (M ; G) we may define (1.9) C
(1)
Especially, we get the true symplectic capacities (1.10) C Remark that by the proof Theorem 1.4(vi) below C (1) (2)
As showed by the following Theorem 1.4 the quantities in (1.7)(1.9) are the G 2 and G 1 pseudo symplectic capacities respectively. We call them the pseudo symplectic capacities of Hofer-Zehnder type. Their importances are that on the one hand estimateing or calculateing them are easier than doing C (0) HZ (or the usual Hofer-Zehnder capacity C HZ ) and on the other hand they may replace the latter in the applications because they still have most properties of C HZ . In Remark 1.18 we will give an example to illustrate that using them may sometime get better results than doing the symplectic capacities C HZ and C HZ are different from the Hofer-Zehnder capacity C HZ and the π 1 -sensitive Hofer-Zehnder capacity, denoted respectively byC HZ in [Lu1] and C • HZ in [Sc] , and the variant C ′ HZ in [McSl] . The clear relations are
Here W G is the Gromov width. The first inequality may be obtained from the following Theorem 1.4. In general we do not know whether C
HZ is different from C ′ HZ in [McSl] . But below Theorem 1.15 we will show that it is different from W G . Without occurrences of confusions, frow now on we shall omit the superscripts in C (1) HZ and C
(2) HZ . The following theorem sums up their main properties. Theorem 1.4 (i) If M is compact then for any two homology classes α 0 , α ∞ ∈ H * (M ; G), C HZ (M, ω; α 0 , α ∞ ) and C HZ (M, ω; α 0 , α ∞ ) are symmetric in α 0 and α ∞ ;
(ii) C HZ (M, ω; α 0 , α ∞ ) and C HZ (M, ω; α 0 , α ∞ ) are invariant under those symplectomorphisms ψ ∈ Symp(M, ω) which induces the identity on H * (M ; G); (iii) Normality holding, i.e., for any r > 0 and α 0 , α ∞ ∈ H * (B 2n (r); G) or H * (Z 2n (r); G),
(iv) Conformality holding, i.e., for any nonzero real number λ, C HZ (M, λω; α 0 , α ∞ ) = |λ|C HZ (M, ω; α 0 , α ∞ ), C HZ (M, λω; α 0 , α ∞ ) = |λ| C HZ (M, ω; α 0 , α ∞ );
(v) Pseudo monotonicity holding, that is, for any symplectic embedding ψ : (M 1 , ω 1 ) → (M 2 , ω 2 ) of codimension zero and any α 0 , α ∞ ∈ H * (M 1 ; G) it holds that
and one of α 0 and α ∞ may be represented by a compact connected smooth submanifold without boundary then
(vii) Let Q ⊂ Int (M ) be a smooth compact submanifold of codimension zero and with connected boundary such that the homology classes α 0 , α ∞ ∈ H * (M ; G) have the representatives with the supports in Int (Q) and Int (M ) \ Q respectively. Denote byα 0 ∈ H * (Q; G) andα ∞ ∈ H * (M \ Q; G) the homology classes determined naturally by them. Then it holds that
In particular, for the above Q, if a homology class α ∈ H * (M ; G) has a representative with the support in M \ Q then we have
In the following subsections we always take G = Q without special statements.
Estimating the pseudo capacity in terms of Gromov-Witten invariants
To state our main results we recall that for a given A ∈ H 2 (M ; Z) the Gromov-Witten invariant of genus g and with m+2 marked points is a homomorphism [Si] ). The proof of the following key result is based on the celebrated paper [LiuT2] .
where GW g (M, ω; α 0 , α ∞ ) is the infimum of the ω-areas ω(A) of the homology classes A ∈ H 2 (M, Z) for which the Gromov-Witten invariant Ψ A,g,m+2 (C; α 0 , α ∞ , β 1 , · · · , β m ) = 0 for some homology classes β 1 , · · · , β m ∈ H * (M, Q) and C ∈ H * (M g,m+2 ; Q) and integer m > 0.
for any α ∈ H 2n−2 (M, Z). Here 2n = dim M . It easily follows that GW g (M, ω; α 0 , α ∞ ) < +∞ implies that GW g (M, ω; α 0 , α), GW g (M, ω; α, α ∞ ) and GW g (M, ω; α, β) are finite for any α, β ∈ H 2n−2 (M, Z) with P D(α)(A) = 0 and P D(β)(A) = 0. In particular, it is easily proved that for any integer g ≥ 0
As a special case of Theorem 1.5 we have Theorem 1.8 For any closed symplectic manifold (M, ω) of dimension greater than two and a homology class α ∈ H * (M, Q) it holds that
As showed by Kollar([Ko] ) and Ruan ([R] ) the (projective algebraic) uniruled manifolds are 0-symplectic uniruled. Moreover, the class of g-symplectic uniruled manifolds is closed under the deformation of symplectic forms because Gromov-Witten invariants are the symplectic deformation invariants. For a g-symplectic uniruled manifold (M, ω), (1.18) and Theorem 1.8 (or (1.16)) imply that
In [Lu3] the author observated that every hypersurface of contact type in a closed symplectic manifold (M, ω) can always separate pt and P D([ω]) and thus proved the Weinstein conjecture in the symplectic uniruled manifolds based on Liu-Tian's main result in [LiuT2] .
The Grassmannian and the product of it with any closed symplectic manifold are symplectic uniruled manifolds. For them we have Theorem 1.10 For the Grassmannian G(k, n) of k-planes in C n we denote by σ (k,n) the canonical symplectic form on it such that σ (k,n) (L (k,n) ) = π for the generator L (k,n) of
for any a ∈ R \ {0}. In particular for the product (W, Ω) = (G(k 1 , n 1 ) × · · · × G(k r , n r ), (a 1 σ (k1,n1) ) ⊕ · · · ⊕ (a r σ (kr ,nr) ))
we have
When the Grassmannian G(k, n + 1) becomes the projective space CP n = G(1, n + 1) Theorem 1.10 may be strengthened as Theorem 1.11 Let (M, ω) a closed symplectic manifold and σ n the unique U(n)-invariant Kähler form on CP n whose integral over the line CP 1 ⊂ CP n is equal to π. Then
for any a ∈ R \ {0}. Moreover, for any r > 0 and the standard ball B 2n (r) of radius r and
Remark 1.12 Combing the arguments in [MaSl] [Lu1] we may prove a weaker version of (1.22) for any weakly monotone noncompact geometrical bounded symplectic manifold (M, ω) and any r > 0, i.e.,
Such a generalization may be used to study the periodic motion of a charge on a manifold in the magnetic fields(cf. [Lu2] ). 
For our genuine capacities C
for some homology classes A ∈ H S 2 (M, Z), β 1 , · · · , β m ∈ H * (M, Q) and C ∈ H * (M g,m+2 ; Q) and integers g ≥ 0 and m > 0.
(ii) For a rational algebraic manifold (X, ω), if there exists a surjective morphism π : X → CP n such that π| X\S is one to one for some subvariety S of X with codim C π(S) ≥ 2 then C (0) HZ (X, ω) is finite.
(i) may follow from Propositions 3 and 4 in [Be] and (ii) comes from Theorem 1.5 in [LiuT2] . We conjecture this conclusion also holds for some rationally connected manifolds introduced by [KoMiMo] .
Under some cases we can get better results.
Theorem 1.15 For the standard symplectic form σ ni on CP ni and any a i ∈ R − {0}, i = 1, · · · , k, we have
Consequently, if (CP n , σ n ), n = n 1 + · · · + n k , may be embedded into (CP n1 × · · · × CP n k , a 1 σ n1 ⊕ · · · ⊕ a k σ n k ) symplectically, then 1 ≤ (|a 1 | + · · · + |a k |). Notice that as showed in Example 12.5 of [McSa1] W G (CP 1 × · · · × CP 1 , a 1 σ 1 ⊕ · · · ⊕ a k σ 1 ) = min{|a 1 |, · · · , |a k |}π for any a i ∈ R \ {0}, i = 1, · · · , k. Therefore, this and Theorem 1.15 give
Hence our variant capacity C
HZ and thus the original Hofer-Zehnder capacity are different from the Gromov width W G . Furthermore, the above example and (1.12) also show that for any large N > 0 there exists a closed symplectic manifold (M, ω) such that C HZ (M, ω)/W G (M, ω) > N . This suggests that the Gromov width W G reflects the shape or rigidity of symplectic manifolds better than the Hofer-Zehnder capacity C HZ does.
The nonsqueezing theorems and the length-minimizing paths
We first give a general nonsqueezing theorem and then discuss some corollaries and relations to the past various nonsqueezing theorems. Actually, it is very difficult to determine Γ(M, ω). One may replace it with another number in some cases. For a connected closed symplectic manifold (M, ω) of dimension greater than two we define another number GW(M, ω) ∈ (0, +∞] by
where the infimum is taken over all nonnegative integers g and all homology classes α 0 , α ∞ ∈ H * (M, Q) such that deg α 0 + deg α ∞ ≤ dim M − 2 and one of α 0 and α ∞ may be represented by a compact connected smooth submanifold without boundary. By Theorem 1.5 we get that
Corollary 1.17 For any connected closed symplectic manifold (M, ω) of dimension greater than 2 we have
For a symplectic uniruled manifold (M, ω) one sometime replaces GW(M, ω) by another number GW 0 (M, ω) ∈ (0, +∞] defined by
Clearly, GW 0 (M, ω) ≥ GW(M, ω) and thus
for a symplectic uniruled manifold (M, ω). Moreover, (M, ω) is symplectic uniruled if and only if GW 0 (M, ω) is finite by (1.18). Actually, for the usual uniruled manifold (M, ω) the arguments in [Ko] [R] showed that GW 0 (M, ω) ≤ ω(A). Here A = [C] is the class of a rational curve C such that C ω is minimal. 
But Theorem 1.15 shows that
Therefore, C
HZ (W, Ω) > GW 0 (W, Ω) in the case of max{|a 1 |, · · · , |a k |} > min{|a 1 |, · · · , |a k |}. This and (1.12) illustrate that our pseudo symplectic capacity can give better upper bound of W G (W, Ω) than the symplectic capacity C HZ or C (0) HZ can. This example can also be used to shows that using the pseudo symplectic capacities is better in the following Theorem 1.30.
Recall that Gromov's famous nonsqueezing theorem claimed that if there exists a symplectic embedding B 2n (r) ֒→ Z 2n (R) then r ≤ R. Gromov first discovered and proved it with J-holomorphic curves( [Gr] 
Actually, Lalonde and McDuff proved that Corollary 1.19 holds for any symplectic manifold (M, ω) in their celebrated paper [LaMc1] . Moreover, one can derive from it the foundational energy-capacity inequality in the Hofer geometry( cf. [LaMc1] [La2] [McSa1, Ex.12.21] ). From (1.22) one can also derive the following version of the non-squeezing theorem which was listed below Corollary 5.8 of [LaMc2, II] and which may be used to prove the group of Hamiltonian diffeomorphisms of some compact symplectic manifolds having infinite diameter with respect to Hofer's metric.
Corollary 1.20 Let (M, ω) and (N, σ) be any two closed symplectic manifolds of dimensions 2m and 2n respectively. If there exists a symplectic embedding
By Theorem 1.10 we get Corollary 1.21 For any closed symplectic manifold (M, ω) of dimensions 2m, if there exists a symplectic embedding G(k, n) , ω ⊕ (aσ (k,n) )), then r 2 ≤ |a| for any a = 0.
This phenomenon was first observed for (M, ω) = T 2 (π/2), n = 2 and k = 1 in [La1] [Tr] . It shows that the closed symplectic manifold factor (M, ω) does not affect the nonsqueezing restriction given by the second factor (G(k, n), aσ (k,n) ). It is possible to derive other examples in [Sch] from the above theorems.
The deep studies of the Hofer geometry require the various nonsqueezing theorems. Let us recall the notion of the quasicylinder introduced by Lalonde and McDuff in [LaMc2] . By Definition 1.22(ii) we, as in [McSl] , replace Q by the obvious S 2 -compactification (M × S 2 , Ω).
Here Ω restricts to ω on each fibre. It is clear that Ω(A) = Λ(Q, Ω) for A = [pt × S 2 ] ∈ H 2 (M × S 2 ). But it is proved in [LaMc2] that Ω may be symplectically deformed to a product symplectic form ω⊕σ. Therefore, it follows from the invariance of the deformations of Gromov-Witten invariants that Ψ A,0,3 (pt; pt, [M × pt], [M × pt]) = 0.
By Theorem 1.8 we get
As in proof of Theorem 1.11 we can derive from it For the studies of the area-capacity inequalities for various capacities W G , C HZ and C ′ HZ in some cases the readers may refer to [FHV] [HV][LaMc1][Lu1] [McSl] . From it and Corollary 1.17 we immediately derive the following the non-squeezing theorem for quasi-cylinders. Our Corollary 1.17 also leads to the nonsqueezing theorem Proposition 3.27 in [Mc2] for the fibration P → S 2 . For a Hamiltonian fibration P → S 2 with a 2n-dimensional closed symplectic manifold (M, ω) as a fiber, let Ω be a compatible symplectic form on P . The area of (P, Ω) is, in [Mc2] , defined as the number Λ(P, Ω) such that
In terms of our notations Proposition 3.27 in [Mc2] may be written as Similarly, Corollary 1.17 may also lead to Lemma 4.5 and Lemma 4.7 in [Mc3] . As in [LaMc2] [McSl] we can use Theorem 1.23 to deduce the following important result on the length minimizing Hamiltonian paths closely related to Conjecture 5.A in [Po2] . Under our case the more arguments are needed. The main purpose of [McSl] was to prove it under slightly different assumptions. Actually, M.Entov had got it on the closed strongly semi-positive symplectic manifolds with a rather different approach( [En] ). For the related results and history the readers may refer to [BP] 
Pseudo symplectic capacities and symplectic packings
For the closed symplectic manifolds we can strengthen the arguments of Theorem 1.4(vii) to obtain the following general inequalities for our pseudo symplectic capacities. capacity. Theorem 1.27 Let (M, ω) be a connected closed symplectic manifold of dimension greater than two and W ⊂ M a smooth compact submanifold of codimension zero and with connected boundary ∂W such that the homology classes α 0 , α ∞ ∈ H * (M ; G) have the representatives with the supports in Int(W ) and M \ W respectively. The homology classesα 0 ∈ H * (W ; G) and α ∞ ∈ H * (M \ W ; G) are determined as in Theorem 1.4(vii) by them. Then it holds that
Especially, for the above W , if a homology class α ∈ H * (M ; G) has a representative with the support in M \ W (resp. W ) and thus determines a homology classα ∈ H * (M \ W ; G)(resp. H * (W ; G)) then we have
Theorem 1.28 Under the assumptions of Theorem 1.27 (dim M = 2 is allowed in the present case) let (N, σ) be another connected closed symplectic manifold and β ∈ H * (N ; G) then
Clearly, Theorem 1.28 easily follows from Theorem 1.27. But this version is convenient for the later applications. When (M, ω) = (CP n , σ n ), W is an open subset of it and π 2 (N ) = 0 Theorem 1.27 and Theorem 1.28 were first proved for the usual Hofer-Zehnder capacity by Mei-Yu Jiang [Ji] . These two theorems have various potential applications. Below we derive from them seversal results on symplectic packings.
In his celebrated paper M.Gromov discovered and proved the following symplectic packing obstructions that if the images of symplectic embeddings of the standard balls B 2n (R 1 ) and B where v(M, ω; k) is the supremum of volumes which can be filled by all possible symplectic embeddings of k disjoint 2n-dimensional standard balls of equal radii into (M, ω). They distinguished it two phenomena of different nature:
• v(M, ω; k) = 1 full packing.
• v(M, ω; k) < 1 packing obstruction.
In [McPo] it was mentioned that this problem is closely related to Nagata conjecture and the uncertainty principle in quantum mechanics. Later, Traynor [Tr] , Geng Xu [Xu] , Biran [Bi1] [Bi2] and Schlenk [Sch] studied this problem. But all are restricted to some special or 4-dimensional symplectic manifolds. Our theorems above will give several results for the symplectic packing obstructions on a wider class of symplectic manifolds. To state them we list the following subsets of the standard space (R 2n , ω 0 ):
E(r 1 , · · · , r n ) = (x 1 , y 1 , · · · , x n , y n ) ∈ R 2n n j=1
x 2 j + y 2 j r 2 j ≤ 1 , P (r 1 , · · · , r n ) = B 2 (r 1 ) × · · · × B 2 (r n ),
where r 1 , · · · , r n are positive real numbers. It is well-known that (1.34) VolE(r 1 , · · · , r n ) = π n r 2 1 · · · r 2 n n! , VolP (r 1 , · · · , r n ) = π n r 2 1 · · · r 2 n , and for any capacity c,
(1.35) c(E(r 1 , · · · , r n ), ω 0 ) = π · (min{r 1 , · · · , r n }) 2 = c(P (r 1 , · · · , r n ), ω 0 ).
Theorem 1.29 Let U n and V n be the ellipsoids of form E(r 1 , · · · , r n ) or the polydiscs of form P (r 1 , · · · , r n ). (M, ω) is a 2n-dimensional connected closed symplectic manifold of dimension greater than two and A a subset of it. Suppose that there exists a symplectic embedding of disjoint union of U n and V n into (M, ω) or (M \ A, ω)
then for any capacity c,
In particular, if there exists a symplectic embedding of disjoint union of k > 1 standard 2ndimensional closed balls of radius r into into (M, ω) or (M \ A, ω) then 
Consequently, there does not exist a symplectic packing of (M, ω) with
closed balls of radius r ≥ Γ(M, ω)/2π (resp. Ξ/2π).
Theorem 1.31 Let (M, ω) be a 2n-dimensional closed connected symplectic manifold or a single point set. For the Grassminains (G(k j , m j ), σ (kj ,mj) ) and a j ∈ R \ {0}, j = 1, · · · , r we denote by the product (W, Ω) = M × G(k 1 , m 1 ) × · · · × G(k r , m r ), ω ⊕ (a 1 σ (k1,m1) ) ⊕ · · · ⊕ (a r σ (kr ,mr) ) and p = k 1 (m 1 − k 1 ) + · · · + k r (m r − k r ). Then
(1.41) Γ(W, Ω) ≤ min{|a 1 |, · · · , |a r |} · π, and for any positive integer
Therefore, there does not exist a symplectic packing of (W, Ω) with
closed balls of radius r ≥ (min j |a j )/2. Here we make the convention that M ω n = 1 if n = 0 and M is a single point set.
Notice that if a = max{r 1 , · · · , r p } then for any small ǫ > 0 (E(r 1 , · · · , r p ), ω 0 ) and (B 2m (r) , ω 0 ) may be symplectically embedded into (CP p , (a 2 + ǫ)σ p ) and (CP m , (r 2 + ǫ)σ m ) respectively. From Theorem 1.31 or its proof it easily follows that Theorem 1.32 Let (M, ω) be a 2n-dimensional closed connected symplectic manifold or a single point set, and m 1 , · · · , m d be positive integers and m = m 1 + · · · + m d . If the volume Vol(M, ω) = M ω n /n! is finite then for any positive integer l > 1,
Here we make the same convention as Theorem 1.31.
Combing (1.38) with (1.42) and (1.43) we get Corollary 1.33 (i)There is no any symplectic packing of (M × E(r 1 , · · · , r p ), ω × ω 0 ) with 1 < l ≤ 2 n+p · (n + p)! M ω n n!p!π n · r 2 1 · · · r 2 p max{r 2(n+p) 1 , · · · r 2(n+p) p } closed balls of radius r ≥ max{r 2 1 , · · · , r 2 p }/2;
} embeddings cannot exist if r ≥ min{R 2 1 , · · · , R 2 d }/2. Remark 1.34 (A) If r 1 = · · · = r p = 1, p = m and M = pt in Corollary 1.33(i)( or d = 1, R d = 1 and M = pt in Corollary 1.33(ii) )one obtains Gromov's result that there does not exist a symplectic packing of B 2m (1) with 1 < k ≤ 2 m closed balls of radius r ≥ 1/2( [Gr] ). In Corollary 1.5.C of [McPo] it was claimed that for every positive integer k > 1 the standard ball B 2m (1) admits an arbitrarily full symplectic filling by k m standard equal balls. (B) Proposition 1.5.E in [McPo] claimed that for each integer p the product (B 2m 
, ω 0 ) may be filled by (m + 1)p standard equal balls. But it easily follows from Corollary 1.33(ii) that it cannot be filled by 1 < k ≤ 2 m+1 (m + 1)p standard equal balls of radius r > λ/ √ 2. (C) For the product (B 2 (2), ω 0 ) × · · · × (B 2 (2), ω 0 ) of m copies of the standard unit 2-disk Corollary 1.33(ii) may deduce that there is no any symplectic packing of it with 1 < k ≤ 2 m m! closed balls of radius r ≥ √ 2; Corollary 1.5.F in [McPo] said that for eack positive integer p it admits an arbitrarily full symplectic filling by m!p m standard equal balls.
(D) For the product (M, ω) = (CP m1 × · · · CP m d , a 1 σ m1 ⊕ · · · ⊕ a d σ m d ), a i > 0, i = 1, · · · , d, it easily follows from Theorem 1.31 that for any subset S ⊂ M there does not exist a symplectic packing of (M \ S, ω) with
closed balls of radius r ≥ min{a 1 , · · · , a d }/2, where m = m 1 + · · · + m d . On the other hand Theorem 1.5.A in [McPo] claimed that for any positive integers k 1 , · · · , k d such that [k 1 : · · · : k d ] = [a 1 : · · · : a d ], and every closed complex submanifold L ⊂ M there exists an arbitrarily full symplectic filling of (M \ L, ω) by
symplectic balls of equal radius.
(E) For the symplectic uniruled manifold (M, ω) we have proved that GW 0 (M, ω) < +∞. Theorem 1.30 shows that there exists a symplectic packing obstruction for this class of manifolds.
From the above agruments and later proofs the readers may see that our results is not optimal probably. In fact, it is very possible that using our methods obtains better results in some cases. We are satisfied with illustrating new ideas and methods. This paper is organized as follows. §2 proves Theorems 1.4, 1.5, 1.10, 1.11 and 1.15. In §3 Theorems 1.16 and 1.26 are proved. The proofs of Theorems 1.27, 1.29, and 1.31 will be given in §4.
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2 Proofs of Theorems 1.4, 1.5, 1.10, 1.11 and 1.15
Proof of Theorem 1.4. For the proof of (i) we take a H ∈ H ad (M, ω; α 0 , α ∞ ). Let P = P (H) and Q = Q(H) be the correspoding submaifolds in the Definition 1.3, and α 0 , α ∞ the chain representatives. Define G := −H + max H. Then 0 ≤ G ≤ max G = max H, G| P = max G, G| M\Int(Q) = 0 and X G = −X H . It is easily proved thatẋ = X G (x) has no nontrivial periodic solutions of period less than 1 if and only ifẋ = X H (x) has no. Hence G ∈ H ad (M, ω; α ∞ , α 0 ). This leads to the conclusion.
(ii) is a special case of (v). (iv) are clear. For (iii), note that B 2n (1) and Z 2n (1) are contractible. One can slightly modify the proofs of Lemma 3 and Theorem 2 in Chapter 3 of [HZ2] to show that C HZ (B 2n (1), ω 0 ; α 0 , α ∞ ) ≥ π and C HZ (Z 2n (1), ω 0 ; α 0 , α ∞ ) ≤ π. Then the conclusions may follows from (iv)(v) and the definition of C HZ as follows:
For (v) we only prove the first claim. Another one may be completed by combing the arguments in [Lu1] . For any H ∈ H ad (M, ω; α 0 , α ∞ ) let the submanifolds P 1 and Q 1 of (M 1 , ω 1 ) be as in Definition 1.3. Denote by P 2 = ψ(P 1 ) and Q 2 = ψ(Q 1 ) and define ψ * (H) ∈ C ∞ (M 2 , R) as follows
We wish to prove ψ * (H) ∈ H ad (M 2 , ω 2 ; ψ * (α 0 ), ψ * (α ∞ )). By Definition 1.3 we only need to show that it satisfies Definition 1.3(5) since others are obvious. Firstly, the direct computation shows that X H (x) = (dψ(x)) −1 X ψ * (H) (ψ(x)) for any x ∈ M 1 . It easily follows that for any critical point p ∈ Crit(H) and q = ψ(p) ∈ Crit(ψ * (H)) the linear transformations DX H (p) : AR] ). Consequently, DX H (p) and DX ψ * (H) (q) have the same spectrums contained in C \ {λi | 2π ≤ ±λ < +∞}. Next, notice that Crit(ψ * (H)) ∩ (Int(Q 2 ) \ P 2 ) = ψ(Crit(H) ∩ (Int(Q 1 ) \ P 1 )). For q = ψ(p) ∈ ψ(Crit(H) ∩ (Int (Q 1 ) \ P 1 )) let J p ∈ J (T p M 1 , ω 1p ) and the unitary frame Φ : (R 2n 
is an unitry frame and
(v) is proved.
To prove (vi) we only need to show that H ad (M, ω; α 0 , α ∞ ) is nonempty under the assumptions there. Without loss of generality let α 0 be represented by a connected compact submanifold S ⊂ Int(M ) without boundary. Note that we have always dim M ≥ 4. Using the fact that deg α 0 + deg α ∞ ≤ dim M − 2 we can also choose the cycle representiveα ∞ of α ∞ such that S ∩ supp(α ∞ ) = ∅. Note that both S and supp(α ∞ ) are compact. One can take a closed 2ε-tubular neighborhood S 2ε of S such that S 2ε and supp(α ∞ ) are disjoint yet. It is well-known that it may be realized as a closed 2ε-disc subbundle of a tubular neighborhood of S. Denote by P = S ε and Q = S 2ε . It is not hard to check that P and Q are smooth compact submanifold of codimension zero and with connected boundary of M . Take a smooth function f : R → R such that f (t) = 0 for t ≤ ε 2 , f (t) = 1 for t ≥ 4ε 2 and f ′ (t) > 0 for ε 2 < t < 4ε 2 . We define a smooth function F : M → R as follows:
Here S 2ε → S may be viewed as a closed 2ε-disc subbundle of a tubular neighborhood of S and g a fixed Riemannian metric on the tubular neighborhood of S. Then it is easily proved that for δ > 0 sufficiently small the function F δ = δF belongs to H ad (M, ω; α 0 , α ∞ ).
The proof of (1.13) in (vii) directly follows from the above definitions. For (1.15) , by the Mayer-Vietoris sequence it is easily proved that for any embedding ψ : (B 2n (r) , ω 0 ) → (Int(M ), ω) one can choose a representative of α with the support in M \ ψ (B 2n 
Proof of Theorem 1.5. We only prove (1.16). Without loss of generality we assume that the right side of (1.16) is finite. Clearly, it suffices to prove that if the Gromov-Witten invariant (2.1) Ψ A,g,m+2 (C; α 0 , α ∞ , β 1 , · · · , β m ) = 0 for some homology classes β 1 , · · · , β m ∈ H * (M, Q) , A ∈ H 2 (M, Z) and C ∈ H * (M g,m+2 ; Q), and integers m > 0 and g ≥ 0 then
Otherwise, assume that there exists a H ∈ H ad (M, ω; α 0 , α ∞ ) such that
Then there exist two smooth compact submanifolds P, Q ⊂ M with connected smooth boundaries and of codimension zero such that the following conditions (1)(2)(3)(4)(5)(6) in Definition 1.3 are satisfied. (Here we may assume P = ∅ and Q = M . Otherwise, ones merely need to make slight changes.) Next we give a suitable modification of H as in Lemma 2.1 of [LiuT2] . Noting the remarks below Definition 1.3 there exist ǫ > 0 and embeddings Thus we can denote by m s and n t the values of H on Φ({s}×∂Q) and Ψ({t}×∂P ) respectively. Notice that the above assumptions imply m s < max H for s ∈ (−ǫ, 0) and n t > 0 for t ∈ (0, ǫ). We also denote by Q s = (M \ Q) ∪ Φ((s, 0] × ∂Q) for s ∈ (−ǫ, 0], and P t = P ∪ Ψ([0, t) × ∂P ) for t ∈ [0, ǫ). Take δ ∈ (0, ǫ) and denote by H + −δ = H| Q −δ and H − δ = H| P δ . As in the proof of Lemma 2.1 in [LiuT2] we may take C 2 -small smooth functions G + : Q −δ → R and G − : P δ → R such that F + = H + −δ + G + and F − = H − δ + G − are the Morse functions on Q −δ and P δ respectively. Note that the choices of such G + and G − have very large freedom. Hence we can require (a) G + ≥ 0 and G − ≤ 0;(these requirements may be moved out.)
is not zero along ∂ Q −δ (resp. ∂ P δ );
(c) All critical points of F + and F − are admissible;
(d) For any given sufficiently small ε > 0 it holds that −ε < F − < max H + ε and − ε < F + < max H + ε.
Writting F + = m −δ +F + and F − = n δ +F − , and defining F τ + = m −δ +τF + and F τ − = n δ +τF − for τ ≥ 0 then F τ + ( resp. F τ − ) has non-trivial closed orbits if and only if τF + ( resp. τF − ) has because ∇F τ + = τ ∇F + ( resp. ∇F τ − = τ ∇F − ). Hence there exists a small τ 0 > 0 such that ∇F τ + and ∇F τ − have no non-trivial closed of period 1 for all τ ∈ [0, τ 0 ]. Now we define a smooth function F : M → R as follows:
It is easily checked that F is a smooth Morse function on M satisfying
(1) each critical point of F is admissible;
(2) λ · F has no non-trivial periodic orbits of period 1 for any λ ∈ [0, 1] ;
(3) for any a priori given small ε > 0 we can require −ε < F | P δ < ε, max H − ε < F | Q −δ < max H + ε and −ε < F < max H + ε( as long as δ > 0, τ 0 > 0 and G ± sufficiently small);
Now by the remarks below Definition 1.2 we may choose a regular J ∈ J ad (M, ω, X F ) and then repeat the arguments in [LiuT2] to define the Gromov-Witten invariants of the Morse theoretical version Ψ A,J λ ,λ·F,g,m+2 (C; α 0 , α ∞ , β 1 , · · · , β m ) and to prove
for each λ ∈ [0, 1]. As in Lemma 7.2 of [LiuT2] we can prove the corresponding moduli space F M(c 0 , c ∞ ; J 1 , F, A) to be empty for any critical points c 0 ∈P δ and c ∞ ∈Q −δ of F . In fact, otherwise we may choose an element f in it. Then one easily get the estimation
By (3) on F above it follows that max H − 2ε ≤ ω(A). Note that the assumption (2.3) allows us to choose ε > 0 such that max H − 2ε > ω(A). This contradiction shows that F M(c 0 , c ∞ ; J 1 , F, A) is empty and thus Ψ A,J1,F,g,m+2 (C; α 0 , α ∞ , β 1 , · · · , β m ) = 0.
By (2.5) we get Ψ A,g,m+2 (C; α 0 , α ∞ , β 1 , · · · , β m ) = 0. This contradicts (2.1). (1.16) is proved. For (1.17) the proof is similar( cf. [Lu3] ). 2
Proof of Theorem 1.10. For the Grassmannian G(k, n) of k-planes in C n the computation in [SiT] [Wi] showed that Ψ L (k,n) ,0,3 (pt; [X (k,n) ], [Y (k,n) ], pt) = 1. Using the product formula for Gromov-Witten invariants( [B] ) we have k,n) . Here 0 denotes the zero class in H 2 (M, Z). (1.19) follows from this. As to (1.20) note that the same arguments give kr,nr) . 2
Proof of Theorem 1.11. Firstly, by (1.19) we have
Next we prove
Without loss of generality we may assume a > 0. By Definition 1.3 it is clear that the left side is not more than the right one in (2.7). To see the inverse inequality we take a H ∈ H ad (M × B 2n (r) , ω ⊕ ω 0 ; pt). Let P = P (H) and Q = Q(H) be the corresponding submanifolds in Definition 1.3. Since P ⊂ Q ⊂ Int(M × B 2n (r)) = M × Int(B 2n (r)) and Q is compact there exists a η ∈ (0, r) such that Q ⊂ M × B 2n (η). (Note that here we use ∂M = ∅.) 
for any r > 0. By (1.12)(2.6)(2.7)(2.8) and Theorem 1.4(v) we can obtain
for any δ ∈ (0, 1). Here we use the symplectic embedding (B 2n (δ √ a), ω 0 ) ֒→ (CP n , aσ n ) in the proof of Corollary 1.5 in [HV] for any 0 < δ < 1. This proves (1.21). To prove (1.22), for any fixed r > 0 and arbitrary δ ∈ (0, 1) we take a = (r/δ) 2 and deduce as just
Let δ → 1, we get the first equality in (1.22). The second equality can be proved as usual using the arguments above. 2
Proof of Theorem 1.15. We denote by (W, ω) the product manifold in Theorem 1.15.
Without loss of generality we may assume a i > 0, i = 1, · · · , k. Let A i = [CP 1 ] ∈ H 2 (CP ni , Z) be the generator of H 2 (CP ni , Z), i = 1, · · · , k. Denote by A = A 1 × · · · × A k . By the product formula for Gromov-Witten invariants( [B] ) one easily prove Ψ A,0,m+2 (pt; pt, pt, β 1 , · · · , β m ) = 0 for some classes β 1 , · · · , β m ∈ H * (W, Q). Thus we get that
On the other hand, we may assume a k = max{a 1 , · · · , a k } and, as in proof of Corollary 1.5 in [HV] , construct a symplectic embedding φ : B 2n k (r) → (CP n k , σ n k ) for any r > 0 with r 2 < a k . Now using the symplectic embedding
and Theorem 1.4(v) and Theorem 1.11 we obtain
3 Proofs of Theorems 1.16 and 1.26
The generalized Jordan curve theorem of the following version will be used in this section and §4. It is a variant of Corollary 8.8 in [Br] .
Lemma 3.1(Generalized Jordan Curve Theorem). Let N be a connected orientable, compact manifold of dimension n ≥ 2. If A is a proper closed subset of it of dimension two less than n then N \ A is still connected.
In fact, as the proof of Corollary 8.8 in [Br] one has that the number of components of N \ A is equal to rank(H 0 (N \ A)) = 1 + rank ( H 0 (N \ A) ). Consider the exact sequence of the reduced homology groups of (N, N \ A),
Since H 0 (N ) = 0 the homomorphism ∂ * : H 1 (N, N \ A) → H 0 (N \ A) is surjective and thus rank ( H 1 (N, N \A) ) ≥ rank( H 0 (N \A)). But Poincaré-Lefschetz duality gives the isomorphism H n−1 (A) ∼ = H 1 (N, N \ A) = H 1 (N, N \ A). Hence Lemma 3.1 follows.
Proof of Theorem 1.16. Without loss of generality we may assume M to be compact. The general case can easily be reduced to the case of M being compact. For any given symplectic embedding ψ : (B 2n 
Therefore, for any α 0 , α ∞ ∈ H * (M, Q) satisfying the definition of Γ(M, ω) we may, without loss of generality, assume that α 0 is represented by a connected compact submanifold S ⊂ Int(M \ ψ(B 2n (r))) without boundary and that the support supp(α ∞ ) of a cycle representiveα ∞ of α ∞ sits in Int(M \ ψ(B 2n (r))) and is disjoint with S. As in the proof of Theorem 1.4(vi) one can take a closed 2ε-tubular neighborhood S 2ε of S in Int(M \ ψ(B 2n (r))) such that S 2ε and supp(α ∞ ) are disjoint yet. Since
is also connected. Let us take a smooth embedding γ : [0, 1] → Int(M \ supp(α ∞ )) to join S ε and ψ(B 2n (r)) which is only intersecting with ∂S ε and ∂ψ(B 2n (r)) at two ends transversally and which is disjoint with supp(α ∞ ). Then we take a ǫ-tubular neighborhood γ ǫ of γ([0, 1]) for sufficiently small ǫ > 0 and suitably smooth the boundary of the intersections of γ([0, 1]) with S ε and ψ(B 2n (r)) to get a smooth compact submanifold W of codimension zero and with connected boundary of M such that S ε and ψ(B 2n (r)) are contained in the interior of W and supp(α ∞ ) ⊂ M \ W . By Theorem 1.4(vii)
This leads to the conclusions. 2
Proof of Theorem 1.26. The proof is along the line of that of Proposition 3.1 in [LaMc2, II] ( and Lemma 2.9 in [McSl] ). However, we need to modify theirs and to check the more conditions since our admissible Hamiltonians in the definition of C
HZ require more restrictions than the usual one.
Without loss of generality one may assume min H = 0 and max H = m. Replaceing S H,ν/4 there we consider the set
where (u, v) is the right angle coordinates on the disk D(m + ν) of area m + ν. As in the proof of Proposition 3.1 in [LaMc2, II] it suffices to prove that C (0) HZ (T H,ν , ω ⊕ ω 0 ) ≥ m for any ν > 0. Note that T H,ν is a submanifold of M ×R 2 with the smooth connected boundary. Define G : T H,ν → R by G(x, u, v) = m − H(x) + π(u 2 + v 2 ). This is a smooth nonnegative function and equal to m + ν on ∂T H,ν . It has also two important points:(i) having no non-constant closed orbit in time less than 1, (ii) each critical point of H giving rise to a period orbit of G with period 1. We wish to modify it so that to get a function in H ad (T H,ν , ω ⊕ ω 0 ; pt, pt). To this goal we need the following clear lemma.
Lemma 3.2. For any small ǫ ∈ (0, 1/4) there exists a smooth function β ǫ :
Consider the function G ǫ : T H,ν → R by
it is a smooth submanifold of T H,ν with connected boundary and of codimension zero. We wish to prove G ǫ ∈ H ad (T H,ν , ω ⊕ ω 0 ; pt, pt). Notice that the Hamiltonian vector field X Gǫ is given by
where X H is the Hamiltonian vector field of H on (M, ω) and X ρ is that of ρ(u, v) = π(u 2 +v 2 ) on (R 2 , ω 0 ). In fact, β ′ ǫ (π(u 2 + v 2 ) − H(x)) ≡ 1 near each critical point (x, 0, 0) ∈ Crit(H) × {(0, 0)} of G ǫ . Therefore we get
From this it follows easily that the spectrum of DX Gǫ (x, 0, 0) is contained in C \ {λi | 2π ≤ ±λ < +∞}.
Moreover, (0, 0) ∈ R 2 is an admissible critical point of ρ ( with respect to the standard complex structure J 02 on R 2 and the obvious unitry frame id R 2 ). Let Φ : (R 2n , ω 02n , J 02n ) → (T x M, ω x , J x ) be an unitry frame at x (as an admissible critical point of H). 
The claim is proved.
Claim 3.4 The Hamiltonian vector field X Gǫ has no nonconstant periodic solutions of period less than 1.
We prove it by contraries. Assume that z(t) = (x(t), y(t)) is a nonconstant T -periodic solution of X Gǫ . Then z(t) must lie in the interior of Q. Since G ǫ (z(t)) ≡ c we get that β ǫ (π(y 1 (t) 2 + y 2 (t) 2 ) − H(x(t)) ≡ c/(1 − ǫ) − m and therefore
Nowż(t) = X Gǫ (z(t)) is equivalient to y(t) ).
If y(t) is nonconstant η(t) = y(t/K ǫ ) is a nonconstant periodic solution of X ρ of period K ǫ T . The direct calculation shows that the flow of X ρ is given by φ t ρ (c 1 , c 2 ) = (c 1 cos(2πt) + c 2 sin(2πt), −c 1 sin(2πt) + c 2 cos(2πt)).
Hence K ǫ T is a positive integer. Specially, K ǫ T ≥ 1 and thus T ≥ 1/K ǫ > 1. Therefore, we have proved that if z(t) is a nonconstant periodic solution of X Gǫ then its period T must be more than 1. The proof of Claim 3.4 is completed.
Suming up we prove that G ǫ ∈ H ad (T H,ν , ω ⊕ ω 0 ; pt, pt). This implies C (0)
Since ǫ > 0 may be arbitrary small we prove the conclusions. 2 4 Proofs of Theorems 1.27, 1.29 and 1.31
Proof of Theorem 1.27. Let W and α 0 , α ∞ satisfy the assumptions in Theorem 1.27. For any given H ∈ H ad (W, ω;α 0 ) and G ∈ H ad (M \ W, ω;α ∞ ) let P 1 ⊂ Int(Q 1 ) ⊂ Q 1 ⊂ Int (W ) and P 2 ⊂ Int(Q 2 ) ⊂ Q 2 ⊂ M \ W be the corresponding submanifolds to Definition 1.3. Then H| P1 = 0, H| W \Int (Q1) = max H, G| P2 = 0 and G| (M\W )\Int (Q2) = max G. Define a function K : M → R by
This is a smooth function and K| P1 = 0, K| (M\W )\Int (Q2) = max H + max G and 0 ≤ K ≤ max K = max H + max G. Notice that K(x) = max H on (W \ Q 1 ) ∪ (M \ (W ∪ Q 2 )) = M \ (Q 1 ∪ Q 2 ). We wish to make a perturbation for K near M \ (Q 1 ∪ Q 2 ) so that the perturbed K belongs to H ad (M, ω; α 0 , α ∞ ).
To this goal we as in the proof Theorem 1.5 choose embeddings (4.1) Φ : (−ǫ, 0] × ∂Q 1 → Q 1 \ P 1 and Ψ : (−ǫ, 0] × ∂Q 2 → Q 2 \ P 2 (i) Φ({0} × ∂Q 1 ) = ∂Q 1 and Ψ({0} × ∂Q 2 ) = ∂Q 2 ;
(ii) H has no critical points in Φ((−ǫ, 0) × ∂Q 2 ) and is constant on Φ({s} × ∂Q) for each s ∈ (−ǫ, 0];
(iii) G has no critical points in Ψ((−ǫ, 0) × ∂Q 2 ) and is constant on Ψ({t} × ∂Q 2 ) for each t ∈ (−ǫ, 0].
Denote by m s the value of H on Φ({s} × ∂Q 1 ) and andm t that of G on Ψ({t} × ∂Q 2 ) respectively. Notice that the above assumptions imply m s < max H for s ∈ (−ǫ, 0) and m t < max G for t ∈ (−ǫ, 0). Hence K is equal to a constant n t := max H + max G −m t on Ψ({t} × ∂Q 2 ). For any δ ∈ (−ǫ, 0] we denote by
They are smooth compact submanifolds of M with boundaries Φ({δ} × Q 1 ) ∪ Ψ({δ} × Q 2 ). We need the following lemma which can be easily derived from Lemma 12.27 in [McSa1] .
Lemma 4.1 For a given Riemannian metric g on M there exists a small ε(g, M ) > 0 such that for every smooth functions H on M with H C 2 < ε(g, M ) the Hamiltonian equatioṅ x = X H (x) has no nonconstant periodic solutions of periods T ∈ (0, 1]. Here the norm · C 2 is with respect to g.
Now by the definition of K above we may take a δ ∈ (−ǫ, 0) such that (4.3) K| (M\(Q1∪Q2)) δ C 2 < ε(g, M ) 2 .
Then we choose a smooth function L : M → R such that (a) supp(K + L) ⊂ Int((M \ (Q 1 ∪ Q 2 )) δ );
(b) L C 2 < ε/2( and thus (K + L)| (M\(Q1∪Q2)) δ C 2 < ε(g, M ));
(c) K + L has only finite many critical points in Int((M \ (Q 1 ∪ Q 2 )) δ ) and each of them is also admissible;
(d) m δ < K(x) + L(x) < n δ for x ∈ Int ((M \ (Q 1 ∪ Q 2 )) δ );
Denote by K = K + L. Since K is constant along any solution ofẋ = X K (x) it follows from (a) (d) above that any nonconstant periodic solution sits completely either in Int((M \ (Q 1 ∪ Q 2 )) δ ) or outside it. One derives easily from the above construction thatẋ = X K (x) has no nonconstant periodic solutions of periods less than 1. Moreover, for P ( K) = P 1 and Q( K) = M \ Int(P 2 ) one can easily prove that K satisfies Definition 1.3. Hence K belongs to H ad (M, ω; α 0 , α ∞ ). But max K = max H + max G. This leads to the conclusions. 2
Proof of Theorem 1.29. The proof is very similar to Theorem 1.16. We only need to consider the case of A = ∅. Under the present case, for the embedding in (1.36) we still have that H k (M \ Im(φ), Q) ∼ = H k (M, Q) for every k ≤ dim M − 2. Moreover, α 0 is represented by a connected compact submanifold S ⊂ Int(M \ Im(φ)) without boundary and the support supp(α ∞ ) of a cycle representiveα ∞ of α ∞ sits in Int(M \ Im(φ)) and is disjoint with S. As there let S 2ε be a closed 2ε-tubular neighborhood of S in Int(M \ Im(φ)) such that S 2ε and supp(α ∞ ) are disjoint. Notice that by Lemma 3.1 Int(M \ (supp(α ∞ ) ∪ φ(V n ))) is also connected. As in the proof of Theorem 1.16 we can take a smooth embedding path to join φ(U n ) and S 2ε in Int (M \ (supp(α ∞ ) ∪ φ(V n ))) and then obtain a smooth compact submanifold W 1 of codimension zero and with connected boundary of M and such that φ(U n ) ∪ S 2ε is contained in the interior of W 1 and φ(V n ) ∪ supp(α ∞ ) in Int(M \ W 1 ). By Theorem 1.27 and (1.35)
≤ C HZ (W 1 , ω;α 0 ) + C HZ (M \ W 1 , ω;α ∞ ) ≤ C HZ (M, ω; α 0 , α ∞ ).
This implies (1.37). (1.38) may follow from (1.37) because we have two disjoint embedding balls of radius r. 2
Proof of Theorem 1.31. We first prove (1.41). Without loss of generality we assume a r = |a r | = min{|a 1 |, · · · , |a r |}. Writting (W, Ω) = (W 0 × G(k r , m r ), Ω 0 ⊕ (a r σ (kr ,mr) )), then Theorem 1.10 yields C HZ (W, Ω; pt, [W 0 × X (kr,mr ) ]) ≤ a r π, and thus Γ(W, Ω) ≤ a r π because codimW 0 × X (kr,mr) = 2k r ≥ 2. Next we show that (4.4) Vol(G(k, n), σ (k,n) ) = (k − 1)! · · · 2! · 1! · (n − k − 1)! · · · 2! · 1! (n − 1)! · · · 2! · 1! · π n(n−k) .
In fact, G(k, n) may be embedded into the complex projective space CP N with N = n! (n−k)!k! − 1 by the Plücker map p( [GH] ). Notice that for any l-dimensional subvariety X of CP N one has (4.5) Vol(X) = deg(X) · Vol(L)
with the Fubini-Study metric, where L is a l-dimensional linear subspace of CP N (cf. [Fu, p. 384] ). But it was shown in Example 14.7.11 of [Fu] that (4.6) deg(p(G(k, n))) = 1! · 2! · · · (k − 1)! · (k(n − k))! (n − k)! · (n − k + 1)! · · · (n − 1)! .
It is well-known that the volume of a k(n− k)-dimensional linear subspace L of CP N is exactly (4.7) Vol(CP k(n−k) ) = π k(n−k) (k(n − k))! .
These give (4.4). Finally, since the volume of (W, Ω) is equal to
Vol(G(k j , m j ), a j σ (kj ,mj ) ) = Vol(M, ω) · r j=1 a kj (mj−kj ) j Vol(G(k j , m j ), σ (kj ,mj ) ) the proof follows from the direct computations.
