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3Summary
We start the introduction of Markoff maps and Markoff triples. Next, by con-
sidering the fundamental group pi of the punctured torus T , we study the type-
preserving SL(2,C)-characters of pi. We use the Farey triangulation to develop a
one-one correspondence between these two different concepts.
In Chapter 2, we study some combinatorial properties of a Markoff map. We
discuss the effect of the value of the map on a region on the values of the map on
neighbouring regions. We also present the interesting result of Ω2-connectedness.
In Chapter 3, we introduce the concept of an end invariant of a character [ρ].
Let E(ρ) be the set of end invariants of [ρ]. Our particular interest lies in the
properties of SL(2,C))-characters [ρ], where E(ρ) contains a rational end invariant
X. One main result we prove is that if X is not the only element in E(ρ), then it
is an accumulation point in E(ρ). While ρ(X) may correspond to either a rational
or irrational rotation, these two cases lead to some different properties.
In Chapter 4, we give a geometric visualisation on the results we prove in
Chapter 3. The geometric slices we obtained have different boundary behaviour
depending on whether the rotation is rational or irrational. We construct a map
from the rotation angles to certain slices on Markoff triples, which exhibits conti-
nuity on irrational rotations and discontinuity on rational rotations.
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1.1 Markoff Triples and Markoff Maps
We start from a combinatorial type viewpoint. Our discussion is in the field of
complex numbers throughout the thesis, unless otherwise stated.
Definition 1.1.1. Let µ ∈ C. A µ-Markoff triple is an ordered triple (x, y, z) ∈ C3
satisfying the following µ-Markoff equation:
x2 + y2 + z2 − xyz = µ.
We will just call it a Markoff triple when µ is clear in the context.
Definition 1.1.2. An infinite binary tree Σ is an infinite connected graph (V (Σ), E(Σ))
where each vertex has valence 3. Here V (Σ) and E(Σ) denote the set of vertices
and edges of the graph respectively.
For the convenience of discussion, we require our binary tree to be properly
embedded in the plane R2.
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Definition 1.1.3. A complementary region is the closure of a connected region in
the complement of the infinite binary tree Σ in R2. We use Ω to denote the set of
all complementary regions, and capital letters X,Y, Z,W, · · · to denote elements
of Ω.
Next we will give a description of an edge using the complementary regions
adjacent to it.
Definition 1.1.4. Let e ∈ E(Σ). We write e = (X, Y ;Z,W ) where X, Y are
complementary regions at the sides of the edge e and Z,W are complementary
regions at the ends of the edge e, as illustrated in Figure 1.2.
Now let an infinite binary tree Σ be fixed. We will define a Markoff map.
Definition 1.1.5. A µ-Markoff map is a function φ : Ω→ C satisfying the follow-
ing conditions:
(i) At any vertex v ∈ V (Σ), let X, Y, Z denote the complementary regions meeting
at v, we have (φ(X), φ(Y ), φ(Z)) is a µ-Markoff triple, i.e.,
x2 + y2 + z2 − xyz = µ.
where (x, y, z) = (φ(X), φ(Y ), φ(Z)).
(ii) Given any edge e = (X,Y ;Z,W ) ∈ E(Σ), we have
xy = w + z
where (x, y, z, w) = (φ(X), φ(Y ), φ(Z), φ(W )).
In this thesis, we will call a 0-Markoff map just a Markoff map. Otherwise µ
will be stated explicitly.
The condition (i) and (ii) in the above definition will be referred to as “vertex
relation” and “edge relation” respectively.
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It is not clear at first sight if µ-Markoff maps exist. We will see later that they
do, and are completely determined by their values on 3 regions meeting at any
vertex.
In the rest of the thesis, when a Markoff map φ is fixed, we will use capital let-
ters X, Y, Z,W, · · · to denote complementary regions and the corresponding lower
case letter x, y, z, w, · · · to represent the value assignment of these complementary
regions.
Remark 1.1.6. Essentially, a Markoff map gives a complex value assignment to
each complementary region. It is easy to see that a binary tree can be constructed
inductively by setting an arbitrary vertex as “center” and then “expand” infinitely.
Hence, we can easily enumerate all complementary regions of a binary tree induc-
tively. This will make our Markoff map assignment more systematic.
There is another (more important) way to enumerate all complementary regions
of a binary tree, which we will see at the end of this chapter.
Proposition 1.1.7. Given any φ : Ω → C, if the edge relation holds at all edges
and the vertex relation is satisfied at one vertex for µ ∈ C, then φ is a µ-Markoff
map.
Proof. First we consider an edge e = (X, Y, Z,W ), where X, Y, Z meet at v ∈ V (Σ)
and the vertex relation holds at v, i.e., x2 + y2 + z2 − xyz = µ.
Hence, z is the solution of the quadratic equation t2 − (xy)t + (x2 + y2 − µ) = 0.
Since the sum of the two roots of the quadratic equation is xy, the other root is
xy − z. By the edge relation, xy − z = w, i.e., w is the other root of the equation.
Hence, x2 + y2 + w2 − xyw = µ holds.
The vertex relation satisfied at v can be extended to vertices adjacent to v using
the edge relation. Since the vertices of an infinite binary tree can be enumerated
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inductively from v, by induction, the vertex relation holds at all vertices, i.e.. φ is
a Markoff map.
The above proposition tells us that given a µ-Markoff map φ, if we know the
value of φ on three regions around a vertex, then we can recover the whole of φ,
i.e., we can calculate the value of φ on each region via the vertex relation, the edge
relation and induction.
We have set up Markoff maps in combinatorial language. However, as we will
see in the next few sections, it can also be described and illustrated in algebraic
and geometric ways.
1.2 Fundamental Group of A Punctured Torus
Let T denote a punctured torus. Its fundamental group pi is a free group on two
generators X, Y , i.e., pi = 〈X, Y 〉. We will fix this notation in the rest of the thesis.
Now consider a representation ρ : pi → SL(2,C). The set of all such represen-
tations is in fact the homomorphism group Hom(pi, SL(2,C)). We will define an
equivalence relation on it.
Definition 1.2.1. We define X = Hom(pi, SL(2,C))//SL(2,C) via the following:
First, define an equivalence relation ∼ on Hom(pi, SL(2,C)) via conjugation, i.e.,
ρ1 ∼ ρ2 iff ∃M ∈ SL(2,C) such that ρ1(g) =Mρ2(g)M−1 ∀g ∈ pi
The orbit space Hom(pi, SL(2,C))//SL(2,C) is not Hausdorff, but by identifying
orbits whose closure intersect, the resulting space equipped with the quotient topol-
ogy X = Hom(pi, SL(2,C))//SL(2,C) is. This is the space of SL(2,C) characters.
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We are in particular interested in representations with the so-called type-
preserving properties.
Definition 1.2.2. Let pi = 〈X, Y 〉 where the generators X, Y are fixed.
A representation ρ : pi → SL(2,C) is called type-preserving if trρ([X, Y ]) = −2.
Here [X,Y ] = XYX−1Y −1 is the commutator of X, Y .
Remark 1.2.3. Our definition of type-preserving relies on the choice of generators.
However, Nielsen proved ([3], [14]) a result involving automorphisms of pi which
allows us to conclude that the choice of generators does not matter, i.e., if a repre-
sentation is type-preserving with one pair of generators, then it is type-preserving
with any pair of generators.
Definition 1.2.4. Xtp = {[ρ] ∈ X : ρ is type-preserving }.
This is well-defined since trace is invariant under conjugation actions.
Let pi = 〈X, Y 〉 with fixed generators. Now consider a map ı : X → C3 via
ı([ρ]) = (trρ(X), trρ(Y ), trρ(XY )).
Since trace is invariant under conjugations, ı is well-defined. It can be shown that
ı is in fact a bijection.
In particular, if we restrict ı on Xtp, then ı : Xtp → V is a bijection, where
V = {(x, y, z) ∈ C3 : x2 + y2 + z2 = xyz}. The triple {x, y, z} satisfies the 0-
Markoff equation as in Definition 1.1.1. Here µ = 0.
We will give a proof of this in the next section, where Farey triangulation of
the hyperbolic half plane will help us to see the connection between Markoff maps
and SL(2,C) characters [ρ].




1.3 The Farey Triangulation 8
1.3 The Farey Triangulation













are Farey neighbours if |ps− qr| = 1.
The Farey triangulation of H is the set of complete hyperbolic geodesics joining all
pairs of Farey neighbours.




. So all neighbouring integers are Farey neighbours and are connnected by
semi-circles of radius 1
2
. Each integer is a Farey neighbour of ∞ = 1
0
and hence,
connected to ∞ by a vertical straight line. As the inductive step, we obtain a+ c
b+ d
















and is the common Farey neighbour of both,
since |a(b+ d)− b(a+ c)| = |ad− bc| = |(a+ c)d− (b+ d)c| = 1.
Hence we obtain all Farey neighbours and each pair is connected by a semi-circle.
Figure 1.3. illustrates the Farey triangulation.
It can be shown that the set of vertices of the Farey triangulation is Q ∪ {∞},
i.e., every rational number occurs in the above construction.
The dual graph of Farey triangulation is exactly a binary tree, as we can visu-
alise from the diagram.
Figure 1.4. represents the same Farey triangulation, but in the unit disk hy-
perbolic model. With this model, when we take a dual graph, the binary tree is
even clearer.
1.3 The Farey Triangulation 9
Call the tree Σ. The set of complementary regions Ω has a one-one correspon-
dence with the set of vertices of Farey triangulation, and hence, a one-one corre-
spondence with Q∪{∞}. In the diagram, the uppermost region corresponds to∞.
On the other hand, the set of free homotopy classes of unoriented essential
simple closed curves on the punctured torus T also has a one-one correspondence
with Q ∪ {∞}. Here by essential we mean the curve is homotopic to neither the
trivial curve nor the boundary of T . We just consider the slope of these homotopy
classes. Since each curve is closed, the slope must be either rational or ∞.
We denote by C the set of free homotopy classes of unoriented essential simple
closed curves on the punctured torus T .
Besides both bijections with Q∪{∞}, there is also a direct one-one correspon-
dence between Ω, the set of complementary regions, and C, the set of free homotopy
classes of unoriented essential simple closed curves via the following:
Let pi = 〈X, Y 〉. We give “word assignment” to the complementary regions.
First we assign X and Y to two adjacent regions. Then we obtain the “word” of
other regions inductively by concatenating strings together. In Figure 1.5., it is
clear. For the regions further down, we just concatenate left “word” with right
“word”. Inductively we will obtain the “word assignment” of all regions.
This gives a one-one correspondence between all complementary regions and
the free homotopy classes of unoriented simple closed curves on T .
Figure 1.6. looks more like a binary tree. In fact, Figure 1.5. is just another
(more convenient) way of drawing a binary tree. We will see it more often in the
later chapters.
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Remark 1.3.2. Notice that in this scheme, we can always express any edge e =
(Z,W ;Z−1W,ZW ) or e = (Z,W ;ZW−1, ZW ) for certain suitable word assign-
ment Z and W . In fact, any two adjacent regions will have their word assignment
as a pair of generators of pi.
We will now reveal a bijection between Xtp and the set of Markoff maps.
Lemma 1.3.3. Given A,B ∈ SL(2,C) with tr(A) = x, tr(B) = y, tr(AB) = z
and tr(A−1B) = w, then:
(i) xy = z + w.
(ii) x2 + y2 + z2 = xyz iff tr([A,B]) = −2.
Proof. Notice that ∀A ∈ SL(2,C), we have tr(A) = tr(A−1).
(i) z + w = tr(AB) + tr(A−1B) = tr(AB) + tr((A−1B)−1) = tr(AB) + tr(B−1A)
= tr(AB) + tr(B−1)tr(A)− tr(B−1A−1) (∗)
= tr(AB) + tr(B)tr(A)− tr((AB)−1)
= tr(A)tr(B) + tr(AB)− tr(AB)
= tr(A)tr(B) = xy.
In the (∗) step we utilise Fricke’s Identity:
tr(AB) + tr(AB−1) = tr(A)tr(B) for A,B ∈ SL(2,C).
This can be verified by brute force or refer to [4].
(ii) tr([A,B]) = tr(ABA−1B−1)
= tr(ABA−1)tr(B−1)− tr(ABA−1B) (∗)
= tr(BA−1A)tr(B−1)− tr(AB)tr(A−1B) + tr(ABB−1A) (∗)
= tr(B)tr(B−1)− tr(AB)tr((A−1B)−1) + tr(A2)
= tr(B)2 − tr(AB)[tr(B−1)tr(A)− tr(B−1A−1)] + tr(A)2 − tr(I2) (∗)
= tr(B)2 − tr(AB)tr(B)tr(A) + tr(AB)2 + tr(A)2 − 2
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= y2 − zyx+ z2 + x2 − 2
= µ− 2.
Hence tr([A,B]) = −2 iff µ = 0, where x2 + y2 + z2 = xyz.
In (∗) steps we repeatedly utilise Fricke’s identity.
Notice that in fact we have proved tr([A,B]) = µ− 2, where µ = x2+ y2+ z2−
xyz.
The above proposition still holds if we change tr(A−1B) to tr(AB−1). This is
because any matrix in SL(2,C) has the same trace as its inverse, and the conditions
about tr(A) and tr(B) are symmetric. Hence, the final equality will not be affected.
Proposition 1.3.4. Given ρ ∈ Xtp, and enumerate Ω, the set of complementary
regions as described in Fig-1.6. We obtain a 0-Markoff map
φ : Ω→ C via φ(X) = tr(ρ(X)).
Proof. Remark 1.3.2. says that any edge e can be expressed as e = (X,Y ;XY,X−1Y )
or e = (X, Y ;XY,XY −1) for some suitable word assignment X, Y . Lemma 1.3.3.
says that the edge and vertex relations will always be satisfied in this case. Hence
we always have φ is a 0-Markoff map.
We refer the next theorem to [4].
Theorem 1.3.5. Let pi = 〈X, Y 〉. Given a 0-Markoff map φ which gives (x, y, z)
around vertex v, (x, y, z) 6= (0, 0, 0), there exists a unique [ρ] ∈ Xtp such that
tr(ρ(X)) = x, tr(ρ(Y )) = y, tr(ρ(XY )) = z.
We can now conclude that ı : Xtp → V = {(x, y, z) ∈ C3 : x2 + y2 + z2 = xyz}
is a bijection.
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In this chapter we have set up Markoff maps on the set of complementary regions
Ω of a binary tree Σ. We have seen a few one-one correspondence relations: between
Ω and C, between the set of all µ Markoff maps, µ ∈ C and X , and between the set
of all 0-Markoff maps and Xtp. As we will see in the later chapters, although these
objects are apparently from different areas: algebra, geometry and combinatorics,
it will indeed be beneficial to jump between these areas occasionally. A general
phenomenon is that certain propositions can be neatly described using algebraic
language, while in the real thinking process, a geometric or combinatorial approach
may be more intuitive and comprehensive.
Chapter2
Bounds and Ω2-Connectedness
It is easy to see that certain Markoff maps give value assignments with no bounds.
For instance, if we start from a vertex with (3, 3, 3) around it, then the value grows
exponentially fast. On the other hand, if we start from a region with real value
assignment inside [−2, 2], then the whole map stays bounded. We will discuss some
of these properties in this chapter.
From this chapter onwards, for simplicity we will just use ρ instead of [ρ] to denote
the elements in X . There would be no confusion since we will be mostly interested
in the trace function, which is invariant under the conjugation.
All Markoff maps in this chapter refer to 0-Markoff maps, unless otherwise stated.
2.1 Neighbours of A Complementary Region
A binary tree and the Farey triangulation of the upper half plane H are the dual
of each other. In this section, we discuss the properties and behaviours of the
neighbours of a complementary region. Intuitively the concept of a neighbour is
clear. Formally, fix a binary tree Σ, we have:
14
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Definition 2.1.1. Complementary regions X and Y are neighbours to each other
if their duals are Farey neighbours in the Farey triangulation of H.
We will just call it a region instead of a complementary region from now on-
wards. We use X to denote a certain region and Yn,n ∈ Z to denote the neighbours
of X. We enumerate neighbours of X in such a way that Yi and Yi+1 are always
neighbours to each other for all i ∈ Z.
If we draw a binary tree in a clever way, for instance, as in Figure 1.5., then
geometrically it is easy to perceive: the neighbours of X are just regions adjacent
to it, which in Figure 1.5. are those with word assignment X iY, i ∈ Z. To avoid
confusion in notations, we will focus on combinatorics in this chapter and will not
mention the punctured torus T or its fundamental group pi. So X and Yi just
denote a region and its neighbours.
The following is a linear algebra result.








, with either |λ| > 1 or |λ| = 1, λ 6= ±1.
Proof. The result follow from Jordan Canonical Forms.




Since M ∈ SL(2,C), λ = ±1.




. If λ 6= 1, we can always choose |λ| > 1.
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Notice that in Case (i), tr(ρ(X)) = 2 or −2. This is a special case and we will
deal with it separately. We will first focus on Case (ii).
Fix ρ ∈ Xtp and hence a Markoff map φ. x = φ(X) = tr(ρ(X)).




, tr(ρ(Y0)) = A + B = y0. We can check the only solutions
satisfying the vertex relation x2 + y2 + z2 = xyz are:
z = Aλ+Bλ−1 or z = Aλ−1 +Bλ. (∗)
Notice result (∗) requires AB = x
2
x2 − 4. This equality holds as ρ is type-preserving.
We will prove AB =
x2
x2 − 4 in Proposition 2.1.3.
Now without loss of generality, we can just let y1 = Aλ+Bλ
−1.
Hence by induction, we have yi = Aλ
i +Bλ−i, for all i ∈ Z.
The following result is important.
Proposition 2.1.3. ρ(X) =
 λ 0
0 λ−1






x2 − 4 .











= AB − CDλ2 − CDλ−2 + AB
= 2AB − CD(λ2 + λ−2)
= 2AB − (AB − 1)(λ2 + λ−2)
= AB(2− λ2 − λ−2) + λ2 + λ−2 = −2.
Hence AB =
λ2 + 2 + λ−2




When x ∈ (−2, 2) ⊆ R, the value of its neighbours will exhibit certain periodic-
ity, as we will see in the next chapter. However, when x ∈ C\[−2, 2], the situation
is simpler, since its neighbours will quickly go unbounded.
Proposition 2.1.4. Let φ be fixed. If x ∈ C\[−2, 2], then {yi} grows exponentially
as i goes to ±∞.
Proof. We just write yi = Aλ
i +Bλ−i, where A,B ∈ C and x = λ+ λ−1.
Since x ∈ C\[−2, 2], |λ|  1. Hence, {yi} grows exponentially as i goes ∞.
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In this section we will prove an interesting and useful result: Ω2-connectedness.
Let a Markoff map φ be fixed in this section.
We set up a few concepts, for the neatness of the arguments.
Definition 2.2.1. Given a binary tree Σ, an edge e = (X, Y ;W,Z) ∈ E(Σ). We
now assign a direction on the edge e via the Markoff map φ:
(i) e point towards W , denoted as −→e = (X,Y ;Z → W ), if |w| ≤ |z|;
(ii) e point towards Z, denoted as −→e = (X, Y ;W → Z), if |z| ≤ |w|,
where z = φ(Z) and w = φ(W ).
Proposition 2.2.2. We have three edges e1, e2, e3 meeting at vertex v and three
regions X, Y, Z also meet at vertex v. e1 = (Y, Z;X,X
′), −→e2 = (X,Z;Y → Y ′),
−→e3 = (X, Y ;Z → Z ′), as in the following diagram. Then either |x| ≤ 2 or y, z = 0.
Proof. By definition of the direction of edges, we have |y| ≥ |y′|.
∴ 2|y| = |y|+ |y| ≥ |y|+ |y′| ≥ |y + y′| = |xz| by edge relations.
Similarly 2|z| = |z|+ |z| ≥ |z|+ |z′| ≥ |z + z′| = |xy|.
Add up, we have: 2(|y|+ |z|) ≥ |xz|+ |xy| = |x|(|y|+ |z|).








This proposition says that when two edges meet, their directions probably
“align together” or “collide head-on”. If they “leave apart”, however, something
special will happen around that vertex, which may be of our interests. Geometri-
cally these situations are easy to identify, while a verbal definition may be lengthy
and unnecessary.
Remark 2.2.3. The above diagram gives an illustration. Geometrically it is easy
to perceive.
We will use Proposition 2.2.2. in the proof of the next proposition.
Definition 2.2.4. Let Ω denote the set of all complementary regions of the infinite
binary tree Σ. Define Ω2 = {X ∈ Ω : |x| ≤ 2}.
Proposition 2.2.5. Ω2 is connected.
Proof. Suppose otherwise.
Case I. There are disconnected regions separated by one edge, i.e., there exists edge
e = (X, Y ;Z,W ) such that Z,W ∈ Ω2 and X, Y /∈ Ω2.
Hence, |x|, |y| > 2 and |z|, |w| ≤ 2. Since xy = z + w. We have |xy| = |x||y| > 4
and |z + w| ≤ |z|+ |w| ≤ 4, a contradiction.
Case II. Disconnected regions are separated by more than one edge. We choose
a minimal path connecting such two regions, i.e., we choose a path of edges P =
e1e2 · · · en connecting Z,W ∈ Ω2, and all edges in this path P do not have adjacent
regions in Ω2. This is always achievable, or otherwise just choose a nearer Ω2 region
and we will get a shorter path.
Now consider e1 = (X, Y ;Z,Z
′). Say the last edge in the path en = (U, V ;W ′,W ).
Since no regions adjacent to the path belongs to Ω2, in particular, |z′| > 2, −→e1 =
(X, Y ;Z ′ → Z). By Proposition 2.2.2., if edge e2 does not “align together” with
e1, we will have either one region adjacent to e1 ∈ Ω2, or two regions adjacent to
the path P with value 0, which again fall in Ω2. This is impossible.
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Hence e2 is “aligned together” with e1. By induction, each ei+1 is “aligned together”
with ei, i = 1, 2, · · · , n− 1. Hence the whole path P is aligned together. We have
a chain pointing towards Z and away from W .
In particular, we have −→en = (U, V ;W → W ′).
But W ∈ Ω2 and W ′ /∈ Ω2. A contradiction.
The next lemma is about neighbours of a region with value ±2.
Lemma 2.2.6. Given a Markoff map φ, X is a region with φ(X) = 2, then the
neighbours of X, denoted as Yn, n ∈ Z has yn = φ(Yn) = x+ 2ni.
Proof. Assume y0 = x. By vertex relations, we have x
2 + 22 + z2 = 2xz.
Solve it, we have z =
2x±√(2x)2 − 4(x2 + 4)
2
= x± 2i.
Now by edge relations and induction, we have yn = x+ 2ni.
Similarly, the neighbours of a regions with value −2 have value assignment
−x± 2ni.
Notice that if x ∈ R and x 6= 0 in the above calculation, we have
|x+ 2ni| > 2 and | − x+ 2ni| > 2 for all n ∈ Z.
Hence, if x > 2, then by Ω2-connectedness, this region with value ±2 is the
only element in Ω2. We will use this result in the next chapter.
We have developed some properties of Markoff maps using combinatorial lan-
guages. From the next chapter onwards, we will jump between different languages.
Our methodology are mostly geometrical or combinatorial, but for the neatness of
expressions, we will use algebraic terms to describe certain theorems.
We will not differentiate between a Markoff map φ and a character ρ ∈ X ,
a complementary region X of an infinite binary tree and an element in C, the
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set of free homotopy classes of unoriented simple closed curves on T . As we have
discussed in the first chapter, there are one-one correspondence between these pairs
of concepts. We will use one or another for the convenience of discussion.
Chapter3
One Rational End Invariant
3.1 End Invariants
We will introduce end invariants in this chapter. The following definition is from
[12].
Definition 3.1.1. Let PL be the projective lamination space of the punctured
torus T . ρ ∈ X is given. An element λ ∈PL is called an end invariant of ρ if there
exists a K > 0 and a sequence of Xn ∈ C such that Xn → λ and |tr(ρ(Xn)| < K
for all n.
We use E(ρ) to denote the set of all end invariants of ρ.
This definition is in the language of geometry, where C is the free homotopy
classes of the unoriented simple closed curves on the punctured torus T . We need
the concept of projective lamination spaces.
However, if we use the Farey triangulation of the hyperbolic half space H or
the unit disk, the description is relatively easier. PL , the projective lamination
of the puctured torus T , can be identified with the extended real line R ∪ {∞}.
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Now X ∈ C just denotes a complementary region, and by the one-one corre-
spondence between C and Q ∪ {∞}, X corresponds to some rational number or
∞. Since ρ ∈ X uniquely determines a Markoff map φ, in order to find an end
invariant, we just need a sequence of regions whose value assignments by φ are
bounded.
Notice that a regionX itself may also be an end invariant, since in our language,
X corresponds to a rational number or ∞. If we can find a sequence of regions
Xn converging to X and |φ(Xn)| are bounded, then we say X is an invariant. In
particular, X is a rational end invariant.
Remark 3.1.2. When we say a sequence of regions Xn converge to a region X,
we mean: first we use Farey triangulation on H to find the corresponding rational
numbers to these regions Xn and X, and then we verify that the sequence of these
rational numbers converges to the rational number corresponding to region X.
Later we will use “convergence of a sequence of regions” freely without repeated
justification. Here we can see that if we adopt a more algebraic language including
projective lamination space, then our expressions may acquire a neater format.
It is important to see that an infinite binary tree is invariant under “rotation”
or “translation”. Hence, the Farey triangulation does not give a unique rational
number assignment to the complementary regions. We still have the freedom to
assign one region to a preferred rational number, say ∞, before a Markoff map
applies. Then the rest of regions will get their rational number assignment by the
Farey triangulation. Usually we will assign our interested region to be ∞. This
will bring convenience to the discussion.
In this chapter, our Markoff maps refer to 0-Markoff maps, unless otherwise
stated.
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We have an important theorem from [1] and [12].
Theorem 3.1.3. Let φ be a given Markoff map. Then a region X is a rational
end invariant iff x = φ(X) ∈ (−2, 2).
As indicated in the title, we are interested in characters ρ ∈ Xtp with one
rational end invariant, i.e., E(ρ) = {X}. We will now focus on the case when
x = tr(ρ(X)) = φ(X) ∈ (−2, 2).
We can write x = 2 cos θ, where 0 < θ < pi. Hence, x = eiθ + e−iθ.




As we can see, ρ(X) acts on its neighbours as a rotation.
Remark 3.1.4. Indeed, in Chapter 2 we have concluded that given x = 2 cos θ, the
neighbours of X, Yi, i ∈ Z have the value assignment yi = Aλi + Bλ−i. We can
say x “acts” on yi to obtain yi+1 and this “action” is like a rotation. From here
onwards we will just say x “acts” on the value of the neighbours of X. Here the
“action” is not in a rigourous sense, but for the convenience of discussion only.
3.2 Rational and Irrational Rotations
In the previous chapter, we have a discussion on neighbours of a regions X. We
have seen that when X has x = tr(ρ(X)) ∈ C\[−2, 2], the neighbours of X will
grow exponentially fast. We mentioned that when x ∈ (−2, 2), the neighbours of
X will exhibits certain periodicity. This is exactly the effect of a rotation.
Let x = 2 cos θ, 0 < θ < pi. Let Yn, n ∈ Z denote the neighbours of X.
We have yn = Aλ
n +Bλ−n, where λ = eiθ and AB =
x2
x2 − 4.
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With an elementary but long calculation, we can see that all yn lies on an ellipse
centered at the origin, with minor axis the real axis and the major axis the imagi-
nary axis. We denote this ellipse as Ellx(y0).
In particular, when y0 = 2, the ellipse passes through ±2,±(2
√
1 + cot2 θ)i. We
denote this ellipse by Ellx = Ellx(2), where x = 2 cos θ. We will see later that this
ellipse has a significance.
For the convenience of discussion later, we pay special attentions on the case
y0 = 2 cosα ∈ [−2, 2], 0 ≤ α ≤ pi. All yn in that case lie on an ellipse which we
denote as Ellx(y0, α) = Ellx(y0), or simply Ellx(α) if there is no confusion.
Notice that these ellipses never intersect: the inner ellipse lies strictly inside
the interior of the outer ellipse, i.e., if | cosα| < | cos β|, then Ellx(α) lies strictly
inside the interior of Ellx(β).
Algebraically, ρ(X) acts as an elliptical rotation on the values of neighbours of
X. The collection of the values of all neigbours of X form the orbit of this rotation
action. Geometrically, this orbit lies on the ellipse Ellx(y0). Here x = 2 cos θ.
Clearly it makes a difference whether θ is a rational multiple of pi or not. A
rational rotation has an orbit of finite points, while an irrational rotation has an
orbit which is a dense subset of Ellx(y0). Hence, it is useful to fix the following
definition.
Definition 3.2.1. Let x = 2 cos θ ∈ (−2, 2), 0 < θ < pi. We say that x corresponds
to an irrational rotation (in short, x is ir) if θ is a irrational multiple of pi, and
x corresponds to a rational rotation (in short, x is rr) if θ is a rational multiple of pi.
Since an irrational rotation gives an orbit which is a dense subset of the ellipse,
we will discuss on certain density properties related to irrational rotations. The
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next few lemmas will help us later.
Now we consider angles quotient out by the equivalent classes: α ∼ β iff α =
β + npi for some n ∈ Z. Hence, when a point move along the circumference, its
position has a unique reading in [0, 2pi], regardless of windings it has taken.
We write θ /∈ Qpi if θ is an irrational multiple of pi, and we write θ ∈ Qpi if θ is
a rational multiple of pi.
The following result is standard.
Lemma 3.2.2. Given  > 0 and α /∈ Qpi, ∃N ∈ N such that ∀θ, ∃n ≤ N ,
|nα− θ| < .
This lemma says that given an irrational rotation, when it acts many times, its
loci can be sufficiently close to any point on the circumference.
Proof. Since we only concern about the angular motion, without loss of generality,
we may assume the circumference of a unit disk. We divide it into intervals of arc
length /2 with a possible remainder with arc length < /2.
Let K be the integral part of 2pi/ 
2
. Therefore the circumference [0, 2pi) will be
divided into K interval Ii, i = 1, 2, · · · , K, of arc length /2 and a remainder
IK+1 with arc length < /2. It now suffices to show ∃N ∈ N such that ∀i ∈
{1, 2, · · · , K + 1}, {nα | n ∈ N, n ≤ N} ∩ Ii 6= ∅.
Since α /∈ Qpi, Nα is dense in [0, 2pi). Hence ∃N1 ∈ N, N1α ∈ I1.
Now start the motion again. ∃N2 ∈ N, (N1 +N2)α ∈ I2.




Then {nα | n ∈ N, n ≤ N} ∩ Ii 6= ∅, ∀i ∈ {1, 2, · · · , K + 1}.
Lemma 3.2.3. Given  > 0 and α /∈ Qpi, ∃δ > 0 and N ∈ N such that
∀|β − α| < δ and ∀θ, ∃n ≤ N , |nβ − θ| < .
This lemma is a small variation from the previous one. It says that given an
irrational rotation, then any rotation sufficiently close to it still have the same
3.3 Neighbours Leading to An End 27
effect, i.e., run man times and its loci can be sufficiently close to any point on the
circumference.
Proof. Let  be given. By the previous Lemma, ∃N ∈ N such that ∀θ, ∃n ≤ N
and |nα− θ| < 
2
. Choose δ < 
2N
. Now ∀|β − α| < δ,







3.3 Neighbours Leading to An End
When an arbitrary Markoff map is given, it is non-trivial to find all end invariants.
However, in many cases, we just need to verify whether another end invariant
exists. The following trace reduction algorithm is very useful [13]:
Proposition 3.3.1. For any region X with |x| < 0.5 and x /∈ R, there exists a
neighour Y of X such that |y| < |x|.
The next corollary is immediate from Definition 3.1.1.
Corollary 3.3.2. Let ρ ∈ Xtp be given. X is a region with |x| < 0.5, x = tr(ρ(X)).
Then there exists a path P = X1X2X3 · · · such that X = X1, |xn+1| < |xn| ∀n,
and either
(i) P = X1X2 · · ·XN is finite, xn ∈ (−0.5, 0.5) and XN ∈ E(ρ); or
(ii) P is infinite and Xn → λ ∈PL where λ ∈ E(ρ).
Whenever such a path exists, we say X will lead to an end.
Now given that X is a rational end invariant where x = 2 cos θ ∈ (−2, 2), we
will see that if the neighbours of X lie on certain ellipse, X will not be the only
end invariant.
Proposition 3.3.3. Let x ∈ (−2, 2) correspond to an irrational rotation, x =
2 cos θ. The neighbours of X, denoted as Yi, i ∈ Z, lie on Ellx(α) where α ∈ [0, pi]
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is an irrational multiple of pi. Then there are infinitely many neighbours of X,
each of which leads to an end.
Proof. Since x is ir, {yi | i ∈ Z} is a dense subset of the ellipse Ellx(α).
Hence, ∃ a subsequence {yki}∞i=1 approaching to 2 cosα, i.e., this subsequence will
eventually be arbitrarily close to 2 cosα. Therefore, if we take k large enough, we
will have yk = λ+ λ
−1 and |λ| sufficiently close to 1.
The neighbours of Yk have the value Aλ




yk2 − 4. Without loss of generality, we can choose 1 ≤
|A|
|B| ≤ |λ|.
Hence, |A|, |B| are bounded, say by M .
Choose  such that whenever |ArgA − ArgB| > pi − , |A + B| < 0.1. This is
always possible since |A|, |B| are bounded byM and 1 ≤ |A||B| ≤ |λ|, |λ| is close to 1.
Geometrically it is clear. When two complex numbers A,B have almost the same
modulus and almost opposite to each other, then their sum is very small.
Now by Lemma 3.2.3., ∃δ > 0 and N ∈ N such that ∀|β − α| < δ and ∀θ,
∃n ∈ N, n ≤ N such that |nβ − θ| < . (∗)
Since we can choose k very large such that yk = λ + λ
−1 is sufficiently close to
2 cosα and |λ| sufficiently close 1, we have |Argλ−α| < δ and |A||λ|N < M , where
δ and N are as in (∗) statement.
Now ∃n ∈ N such that |nArgλ− (ArgB − ArgA+ pi)| < .
Since we can choose |λ| very close to 1, without loss of generality, we assume n is
even, say n = 2m. Now |Arg(Aλm)− Arg(Bλ−m)| = |ArgA− ArgB + nArgλ|
= |nArgλ− (ArgB − ArgA)| > pi − .
Hence |Aλm+Bλ−m| < 0.1, i.e., ∃ a neighbour of Yk, call it Zk, such that |zk| < 0.1.
By Corollary 3.3.2., such Zk will lead to an end.
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This argument works for a even larger k. Hence, eventually each term of the sub-
sequence {Yki}∞i=1 will lead to an end. Thus, there are infinitely many neighbours
of X, each of which leads to an end.
Notice in the above argument we choose  such that |A+B| < 0.1. Indeed this






then we always have |zk| < |yk| and |zk| < |x| for all k eventually. Hence, each Zk
will lead to a different end. Figure 3.1. gives an illustration.
The above proposition says that given x corresponds to an irrational rotation,
if α is an irrational multiple of pi and the neighbours of X lie on Ellx(α), then
there is always a sequence of regions(see Figure. 3.1.), each of which leads to a
different end. Hence, X is not the only end invariant. This is an important fact
which we will use later.
We now consider the case when α is a rational multiple of pi. The result is
somehow not very much different from the irrational case.
Proposition 3.3.4. Let x ∈ (−2, 2) corresponds to an irrational rotation, x =
2 cos θ. The neighbours of X, denoted as Yi, i ∈ Z, lie on Ellx(α) where α ∈ [0, pi]
is a rational multiple of pi. Then there are infinitely many neighbours of X, each
of which leads to an end.
Proof. As in the last proof, we take a subsequence {yki}∞i=1 approaching 2 cosα.
Consider yk sufficiently close to 2 cosα. Since α is a rational multiple of pi, when k
is very large, yk acts on the values of neighbours of Yk its own neighbours almost
as a rational rotation. Hence, there will be a neighbour of Yk, call it Z(k), such
that z(k) is very close to x = 2 cos θ. Notice that θ is an irrational multiple of pi.
Consider this YK and Z(k), where k is large enough. We claim there is a neighbour
of Z(k), call it W , such that |w| < 0.1.
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The proof of our claim is very similar to the one in the last proposition.
We just write z(k) = λi+ λ−i, where |λ| is close to 1 and Argλ is close to θ. Write
the neighbours of Z(k) as Aλi + Bλ−i, i ∈ Z. We have AB = z(k)
2
z(k)2 − 4 and we
can choose 1 ≤ |A||B| ≤ λ.
Now follow the same argument as in the last proof. There will be a suitable m
such that after m turns of rotation Aλm and Bλ−m have almost the same modulus
and almost the opposite direction. Hence, there is a neighbour W of Z(k) with
w = Aλm+Bλ−m and |w| < 0.1. Hence, W leads to an end, or we can also say Yk
leads to an end.
Similarly, if we adjust the bound of |w|, then each Yk will lead to a different end.
Thus, there are infinitely many neighbours of X, each of which leads to a different
end.
Figure 3.2. gives a pictorial illustration.
3.4 More Than One Rational End Invariant
Theorem 3.1.3. says that if X is a rational end invariant, then tr(ρ(X)) ∈ (−2, 2).
The following proposition shows a property on irrational end invariant. We refer
to [12]:
Proposition 3.4.1. Given ρ ∈ X , λ is an irrational end invariant, then there
exists a sequence of distinct regions Xn such that Xn → λ and |xn| ≤ 2 for all n.
Lemma 3.4.2. Given ρ ∈ X , X is a rational end invariant of ρ.
If E(ρ)\{X} 6= ∅, then X has a neighbour Y such that |y| ≤ 2.
Proof. Since X ∈ E(ρ), we have x ∈ (−2, 2). X ∈ Ω2.
By Ω2-connectedness, if all the neighbours of X, denoted as Yn, n ∈ Z,
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have |yn| > 2, then Ω2 = {X}. There will be no more rational end invariants by
Theorem 3.1.3., and no irrational end invariants by Prop 3.4.1..
Hence, there is a neighbour Y of X such that |y| ≤ 2.
Proposition 3.4.3. Given ρ ∈ X , X is a rational end invariant of ρ, then either
E(ρ) = X or X is an accumulation point of E(ρ).
Proof. Without loss of generality, we assume X corresponds to ∞ in the Farey
triangulation. By Theorem 3.1.3., x = tr(ρ(X)) ∈ (−2, 2). We write x = 2 cos θ.
Suppose X is not the only end invariant. By Lemma 3.4.2., X has a neighbour Y
has |y| ≤ 2. Hence, y lies in the interior of Ellx, the ellipse which passes through
±2,±(2√1 + cot2 θ)i. Suppose y lies on the ellipse Ellx(α), α ∈ [0, pi].
Case I. x = 2 cos θ corresponds to a rational rotation.
Since there is another end invariant, say a neighbour Yk of X, leads to this end.
But x acts on the value of neighbours of X as a rational rotation. Hence, with
a period of say N , yk = yk+N = yk+2N = · · · . The entire sub-branch below Yk
with the same value assignment will occur repeatedly after every integral number
of periods, each of which leads to a different end. These end invariants, rational or
irrational, will clearly converge to ∞. Hence, X is an accumulation point of these
end invariant.
Case II. x = 2 cos θ corresponds to an irrational rotation, and α is an irrational
multiple of pi. y 6= ±2.
Proposition 3.3.3. states that X has infinitely many neighbours, each of which
leads a different end. Clearly these ends converge to ∞.
Case III. x = 2 cos θ corresponds to an irrational rotation, and α is a rational
multiple of pi. y 6= ±2.
This is similar to Case II. This time Proposition 3.3.4. helps us.
Case IV. y = ±2. x 6= 0.
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Neighbours of X lies in Ellx. Hence, Yn ∈ Ω2 iff yn = ±2.
By Lemma 2.2.6., if yn = ±2, all neighbours of Yn except X are not in Ω2.
By Ω2-connectedness, the only regions in Ω2 are X and a few of its neighbours.
Clearly there are no other rational end invariant. Since neighbours of X corre-
spond to integers, by Proposition 3.4.1., there are no other irrational end invari-
ants. E(ρ) = {X}. A simple calculation shows the same result holds when x = 0.
Hence, either E(ρ) = {X} or X is an accumulation point of E(ρ).







In this chapter, we will give a geometric visualisation on the results we proved pre-
viously. These are quite interesting figure, while fractal feature occurs occasionally.
4.1 Slice Bx
Definition 4.1.1. Let X be a region and x ∈ (−2, 2).
Recall V = {(x, y, z) ∈ C3 : x2 + y2 + z2 = xyz}. We define
Rx = {y ∈ C | E(ı−1(x, y, z)) = {X}, (x, y, z) ∈ V}
Here ı is the bijection between Markoff maps and elements in X . Proposition
1.1.7. says if we know the value on two adjacent regions of a 0-Markoff map φ,
then we can know the whole of φ. Hence, in the geometric language, Rx is just the
set of value y such that the 0-Markoff map has X as its only end invariant.
Definition 4.1.2. We define Bx as the closure of the complement of Rx, i.e.,
Bx = Rxc.
Recall our definition on the ellipse Ellx in the complex plane. It has the real
axis as its minor axis and the imaginary axis as its major axis, and it passes through
±2,±2(√1 + cot2 θ)i, where x = 2 cos θ.
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We denote Extx as the exterior of this ellipse, including the boundary.
Theorem 4.1.3. Let x ∈ (−2, 2). We have:
(i) If x is ir, then Rx = Extx.
(ii) If x is rr, then Rx strictly contains Extx.
Proof. (i) Let Yn, n ∈ Z denote the neighbours of X.
If one of the neighbours Yk of X has |yk| < 2, then all yn lies on ellipse Ellx(α) for
some α ∈ [0, pi]. Conversely, if yk lies in Extx for some k ∈ Z, then yn lies in Extx
for all n ∈ Z.
Hence, if yk lies in Extx for some k ∈ Z, then |yn| ≥ 2 for all n ∈ Z, and |yn| = 2
only occurs when yn = ±2. Hence, X is the only end invariant by Lemma 3.4.2.
and the proof of Proposition 3.4.3., Case IV. Therefore, Extx ⊆ Rx.
Now if yk does not lie in Extx for some k ∈ Z, we have yn lies on ellipse Ellx(α)
for some α ∈ (0, pi). By Proposition 3.3.3. and Proposition 3.3.4., we know that
whether α is a rational or irrational multiple of pi, X will not be the only end
invariant. Therefore Rx ⊆ Extx.
Hence, Rx = Extx.
(ii) The proof of Extx ⊆ Rx in part (i) still works here.
Now we prove Extx ( Rx.
First we consider x 6= 0, i.e., θ 6= 0 and Ellx is an elongated ellipse. Since x is rr,
its neighbours take only finitely many values. When y = 2, neighbours of x takes
finitely many values along the ellipse Ellx. Just take any value along the ellipse
which is not inside the orbit of 2, say we take u. Notice |u| > 2.
Hence, u ∈ Rx. Now we take a neighbourhood N(u, δ) about u. We can choose δ
to be small such that the whole neighbourhood N(u, δ) lies in Rx. (∗)
We now prove (∗) claim. Suppose otherwise: for any small δ > 0, there exists
w ∈ N(u, δ) such that w /∈ Rx. Then w lies inside the orbit for some y, |y| < 2, or
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otherwise X is the only end invariant by Lemma 3.4.2..
Now let δ → 0, we can approach u. By continuity, u lies in the orbit of some
y, |y| < 2. This is impossible.
Hence, we have a small neighbourhood N(u, δ) lying inside Rx. Extx ( Rx.




2i. It lies inside R0.
As we can see from the above theorem, when x is ir, the slice Bx is just the
ellipse Ellx with its interior. However, when x is rr, the shape of Bx is irregular.
In fact, at the end of the chapter, we will see a few pictures. When x is rr, there
are a lot of incursions along the boundary of Bx.
It will be interesting to discuss how the shape of Bx changes when x varies. We
will do this in the next section.
4.2 An Interesting Function
Definition 4.2.1. Let F : [0, pi]→ {closed subsets of R2} via
F(θ) = Bx, x = 2 cos θ.
We equip the range with the Hausdoff measure.
We now discuss the continuity properties of this function.
Let c ∈ R. We denote cEllx as the interior of the enlarged ellipse Ellx with
an enlargement factor c., i.e., it is the ellipse with the same center as Ellx and
major and minor axis enlarged by a factor of c.
Proposition 4.2.2. F(θ) is continuous at all θ /∈ Qpi.
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Proof. Let  > 0 be fixed. Let φ be a Markoff map. We will use φ(X) to denote
the value assignment at regions X.
X is a rational end invariant. X and Y are neighbours.
First we claim that ∀y ∈ [0, 2 − ], ∃δ = δ(y) such that ∀|y′ − y| < δ(y) and
∀|θ′ − θ| < δ(y), if φ(Y ) = y′ and φ(X) = x′ = 2 cos θ′, then y′ ∈ Bx′ .
Proof of the claim: When y = 0, we can take δ(0) be min{0.4, |x|
2
}.
By Corollary 3.3.2., Y will lead to an end different from X. Hence, y ∈ Bx′ .
Otherwise, y = 2 cosα for some α ∈ (0, pi).
(i) α /∈ Qpi. Choose δ small such that y′ is sufficiently close to 2 cosα. Follow the
proof of Proposition 3.3.3., we have φ(Y ) = y′ and Y leads to an end different from
X. Hence, y′ ∈ Bx′ .
(ii) α ∈ Qpi. Choose δ small such that y′ is sufficiently close to 2 cosα and
x′ = 2 cos θ′ sufficiently close to x = 2 cos θ. Now φ(Y ) = y′. Y acts on its
neighbours almost like a rational rotation. Choose a neighbour W of Y such that
φ(W ) = w is close to x′. Hence, by choosing a smaller δ(y) if necessary, we can
have w very close to x. This process is similar to the proof of Proposition 3.3.4.,
so we have a neighbour Z of W with |φ(Z)| small.
Hence, Z leads to an end different from X. y′ ∈ Bx′ .
Our claim is verified: ∀y ∈ [0, 2− ], ∃δ(y) such that whenever |x′ − x| < δ(y) and
|y′ − y| < δ(y), y′ ∈ Bx′ .
Now consider N(y, δ(y)), the δ(y)-neighbourhood of y.
The collection {N(y, δ(y)) | y ∈ [0, 2 − ]} forms an open cover of the interval
[0, 2− ]. So there is a finite subcover. Call it {N(yi, δi) | i = 1, 2, · · ·n}.
A small sector (similar to a sector in a disc) S will be contained in the union of
these neighbourhood.
Let δ = min{δ1, δ2, · · · , δn}. Now for any point z in S and ∀|x′ − x| < δ,
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if φ(Y ) = z, then Y will lead to an end different from X, i.e., S ⊆ Bx′ .
Consider 2−
2




(i) If x′ is ir, then any point inside 2−
2
Ellx′ has an orbit which has non-empty
intersection with S, since an irrational rotation gives a dense orbit.
(ii) If x′ is rr, choose η < δ very small such that (x − η, x + η) contains rational
numbers only with very large denominators. Then any point inside 2−
2
Ellx′ will
have an orbit which has non-empty intersection with S.
In both cases, 2−
2
Ellx′ ⊆ Bx whenever |x′ − x| < η.
Using almost the same argument, we have 2−
2
Ellx lies inside the interior of
Ellx′
Hence, we conclude that |F(θ′)−F(θ)| ≤ 2(√1 + cot2 θ) whenever θ′ and θ are
close enough. Therefore, F is continuous at θ /∈ Qpi.
Proposition 4.2.3. F(θ) is discontinuous at all θ ∈ Qpi
Proof. Since x = 2 cos θ, θ ∈ Qpi, by Theorem 4.1.3., Bx strictly contains Ellx.
Take some u ∈ Ellx such that u ∈ Rx. There is a neighbourhood say N(u, δ(u))
of u lies inside Rx.
We can always find x′ = 2 cos θ′ > x = 2 cos θ and is arbitrarily close to x while x′
is ir. Now Rx′ = Ext′x.
The Hausdoff distance between (Bx and B′x) is always larger than δ(u).
So F(x) is discontinuous if θ ∈ Qpi.
The next diagram gives a picture on the shape of the slice Bx.
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Slice Bx in black 
 
x is ir. x = 2cos θ. The slice is an ellipse.
 
 
x is rr. x = 2cos θ. There are incursions along the boundary of Bx. 
 
 
However, when the denominator is large, it looks almost like x is ir.  
 
This looks almost like an ellipse. 
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