Today, cameras mounted in vehicles are used to observe the driver as well as the objects around a vehicle. In this article, an outline of a concept for image based recognition of dynamic traffic situations is shown. A dynamic traffic situation will be described by road users and their intentions. Images will be taken by a vehicle fleet and aggregated on a server. On these images, new strategies for machine learning will be applied iteratively when new data has arrived on the server. The results of the learning process will be models describing the traffic situation and will be transmitted back to the recording vehicles. The recognition will be performed as a standalone function in the vehicles and will use the received models. It can be expected, that this method can make the detection and classification of objects around the vehicles more reliable. In addition, the prediction of their actions for the next seconds should be possible. As one example how this concept is used, a method to recognize the illumination situation of a traffic scene is described. This allows to handle different appearances of objects depending on the illumination of the scene. Different illumination classes will be defined to distinguish different illumination situations. Intensity based features are extracted from the images and used by a classifier to assign an image to an illumination class. This method is being tested for a real data set of daytime and nighttime images. It can be shown, that the illumination class can be classified correctly for more than 80% of the images.
OBJECT DETECTION AS BASIS FOR VEHICLE ADVANCED DRIVER ASSISTANCE SYSTEMS
Today, recognizing the position of objects around a vehicle is an important task for advanced driver assistance systems. Because of their high vulnerability, the focus of such systems should be put especially on pedestrians being in the instantly following drive way of a vehicle. Therefore, the estimation of the pedestrian's position with a high certainty is a valuable contribution to avoid accidents and injuries. In order to recognize pedestrians, modern vehicles are equipped with camera systems in many cases ( Figure 1 ). On images of these cameras, object detectors can be applied in order to detect pedestrians in front of a vehicle.
Figure 1: Position and orientation (black triangles) and field of view (red) of a exterior and interior looking vehicle camera used for recording of the scene in front of a vehicle and the driver, respectively. Images can be used to detect pedestrians (black topdown shape).
Before the detector can be used, an underlying model and the corresponding parameters must be determined. These values can be learned in a training step by evaluating a large set of training samples. These samples must contain pedestrians in all kinds of appearances, which should be detectable. To handle changes in the appearance of objects over the time, the detector must be learned incrementally. The necessary repeated recording and labeling of training data can easily take a few hundred hours and is therefore a key problem of incremental learning. It is another advantage of a series of recordings, that it can also be used to learn a motion model to predict the actions of pedestrians for the next seconds. Knowing the probable actions of pedestrians can be a contribution to avoid accidents.
In many cases, separate detector models are trained for different appearances within an object class. A high detection reliability for an individual object can only be achieved, if the detector uses a model trained on the same appearance as the individual object has. An important influence on the appearance of objects has the illumination of a scene (Figure 2 ). If the illumination goes down, this will lead to a decrease of the image contrast, which makes it more difficult or even impossible to recognize texture information from the image. Together with a lower signal-tonoise ratio, the reliability of gray value based and texture based features for detectors will be lowered. To be able to use the object detector with a suitable parameter set, it is necessary to recognize the typical illumination situation before.
To avoid accidents, it is advisable, not only to detect the objects around a vehicle, also the driver of the recording vehicle should be considered. If a driver is aware of the current traffic situation, he will for example be able to do an emergency braking, if another car from the side road misses a red traffic light. If the driver is not aware of the situation, he will probably not recognize the other car and therefore take the risk of a collision. To consider the driver in an advanced driver assistance system, it is useful to get information about the grade of his attention. Therefore, a vehicle camera looking at the driver can be taken.
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XL-3/W3, 2015 ISPRS Geospatial Week 2015 , 28 Sep -03 Oct 2015 This contribution has been peer-reviewed. Editors: U. Stilla, F. Rottensteiner, and S. Hinz doi:10.5194/isprsarchives-XL-3-W3-161-2015 Depending on the grade of attention, a driver assistance system can take different measures like showing an optical warning message to increase the situation awareness of the driver or do an automated braking to avoid a collision.
STATE OF THE ART
Recently, some projects handling crowd sourced data have started. Crowd sourced data can be described as big set of data obtained from a high number of sources. This strategy can be used to collect traffic data using several vehicles as sources (Jirka et al., 2013) . For instance, the vehicle velocity can be obtained from sensors in vehicles. This data is acquired by many vehicles, sent with radio networks over the internet and collected on a central server (SmartRoad project, Hu et al. 2013a ). In the SmartRoad project, vehicle status data acquired together with GPS data from 35 cars driving 6,500 km in total was used to detect and identify traffic lights and stop signs (Hu et al., 2013b) . A similar approach with more than 200,000 traces from a vehicle fleet is used by Ruhhammer et al. (2014) to extract multiple intersection parameters like the number of lanes or the probability of turning maneuvers. In contrast, Wang et al. (2013) use the term "social sensing" for applications, where observations are collected by a group of sources, e.g. individuals and their mobile phones. They address the problem of possible unreliability of social sensing. As solution, they propose to introduce physical constraints, which for example allow to understand, which variables can be observed by a source at a certain location. Madan et al. (2010) show the high capability of social sensing systems by using only location information from mobile phones carried by individuals to derive information about their health status. With this data basis, they were able to analyse, that illness of a person leads to a change in behavior and movements during a day.
Machine learning is often used to evaluate a large amount of data. Supervised learning techniques base on the availability of ground truth information for all training samples. This ground truth information is not available for every learning task. Active learning is a strategy for supervised learning if ground truth information is only available for a small number of training samples or the effort for getting ground truth information is very high (Settles, 2010; Sivaranam & Trivedi, 2010) . The basic idea of active learning is to obtain the highest possible amount of information for a classifier model by specific selection of only a number of training samples, for which ground truth data must be obtained. The selection is controlled by a selection function, which combines information about the distribution of all training data samples and the current classifier model. From this information, the expected improvement of the classification results is estimated and the ground truth information of the samples with the most influence on it requested by the classifier. The selection and training process is done iteratively. Wuttke et al. (2015) present a method, how the usefulness for each unlabeled training sample can be rated. They create a hypothesis based on analyses of the following three components. First, information about the structure of the unlabeled data is extracted. Furthermore the change of the hypothesis between before and after including ground truth information for new samples is considered. As the last part, the results of the prediction step of a classifier is compared with the ground truth information.
Machine learning techniques can also be used for object detection. A wide variety of standard methods for machine learning on features extracted from images exists already. In many cases, a combination of a descriptor describing the image information and a classifier separating these descriptions into different object classes is used. HOG-SVM is such a descriptor-classifier model used to detect pedestrians (Dalal and Triggs, 2005) . This descriptor calculates for each image block-wise information about the orientation of dominant gray scale edges. The SVM classifier with a linear kernel allows to determine a hyper plane separating two classes in a passable time also for a high number of training samples. Dalal & Triggs (2005) use a model, which describes objects as one part. Felzenszwalb et al. (2009) extend the HOG-SVM descriptor by introducing part-based models, which can handle deformations within an object.
Besides the HOG features, in the literature there are several measures describing the quality of images, for example blur, noise or compression (Avcibas et al., 2002) . For example, quality measures exist based on low-level image features like the Minkowski measure (De Ridder, 1992) , which can be obtained from the pixelwise difference of image intensities. Furthermore, in Nill (1992) more complex methods based on the transformation of the image information into the frequency domain can be found. Another approach described by Saghiri et al. (1989) is the modeling of the human visual system (HVS), in order to derive quality measures from it.
Image features are for example histogram based features, as described by Ross (2010) . They can be calculated from statistical measures (e.g. mean value, standard deviation) of the gray value histogram of an image. With these features, it is possible to characterize on the one hand the histogram itself and on the other hand the image. The combination of intensity information with their corresponding geometrical distribution in an image is described by central image moments, according to the first description in Hu (1962) and an analysis of their usage for geometric image transformations (Huang & Leng, 2010) . For example, these features determine the center of gravity of the intensity distribution in an image and therefore allow to draw conclusions on the position and strength of light sources shown in the image.
A common classification technique to distinguish object classes represented by features is the Bayes classifier, whose implementation is described for instance by Fukunaga (1990) . This classifier can be categorized into the group of supervised classifiers. The Bayes classifier determines for each data sample the probability of belonging to each object class. Finally, the sample will be associated to the object class with the highest probability. According to Sokolova & Lapalme (2009) and Congalton (1991) , the overall accuracy (OA), the user's accuracy (UA) and the producer's accuracy (PA) are common reliability measures for the evaluation of the classification results.
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CONCEPT FOR IMAGE BASED RECOGNITION OF DYNAMIC TRAFFIC SITUATIONS
In this section, the concept for image based recognition of dynamic traffic situations is shown. The functionality will be embedded in a client-server system (process flow see Figure 3 ). The key objective of this work is to develop new strategies to use unsupervised or semi-supervised machine learning techniques (e.g. active learning or transfer learning) based on image data in order to recognize dynamic traffic situations. In sum, several vehicles (clients) will acquire data about the traffic situation they are driving in and send it to a server. On the server, the data will be aggregated continuously and used iteratively for machine learning. The resulting machine learning models describing the traffic situation will be sent back to the vehicles and used there for the recognition of the current traffic situation.
Traffic situations and sensor setup
The recognition of traffic situations is based on images of cameras, which are mounted in vehicles ( Figure 1 ). One camera in each vehicle will look at the driver and the other one will look at the street scene in front of the vehicle. The area aside or behind a recording vehicle will not be taken into account at the moment. In addition, internal measuring instruments (GPS receiver, IMU) of the vehicles will be used to acquire vehicle status data. This sensor setup will be integrated in a vehicle fleet, whereby all vehicles will get the same devices.
In this paper, a traffic situation consists of a recording vehicle and its driver as well as of the objects surrounding this vehicle. A traffic situation can be described as static or dynamic. The dynamic description contains all objects of the traffic situation and their current movements and their intentions. The static description can be seen as a single snapshot of the dynamic traffic situation. Only objects being around and present at the same time as the recording vehicle are relevant for the description of the traffic situation. The space, which is considered for other objects around the recording vehicle depends on the possibility, that these objects may influence the recording vehicle and has to be restricted due to the range of the measuring instruments. Objects can also be dynamic (e.g. vehicles, pedestrians) or static (e.g. light poles, trees).
Data acquisition and triggering for storage
The first part of the processing chain is the acquisition of images and vehicle status data. This will be done by the vehicle fleet driving around for a certain time and capturing data about the traffic situations they are in. In other machine learning projects, this is done by only a single vehicle or a small number of vehicles due to the high cost and time efforts. For example, in a project described by Dollar et al. (2009) , a single driver acquired data for approximately 10 hours containing only around 2,300 pedestrians (cf. data set used for training in chapter 4). By using a fleet of vehicles, a much larger amount of data can be obtained and used for machine learning.
After acquisition, the images as well as the vehicle status data will be transmitted to a processing unit in the vehicle. The acquisition and transmission of data will be done continuously with a frequency depending on the instruments (e.g. exposure time of a camera) and on the underlying physical principles (e.g. position from GPS is not needed as often as accelerations from IMU). The data collected in the processing unit will be used as input for the transfer preparation (see subsection 3.3).
The transmission to the transfer preparation unit is controlled by a trigger. Triggering will be started in road spots, which are interesting for a certain function of an advanced driver assistance systems. For example, intersections can be interesting road spots if the behavior of road users at intersections should be learned.
Interesting road spots and features to recognize them must be defined prior to the data acquisition. The features should ensure a low false detection rate and therefore avoid manual intervention. For the example described above, triggering will start when an algorithm detects traffic lights or stop signs from images. Then the acquired data will be transmitted to the transfer preparation unit and the following processing tasks are started. Triggering will be stopped after a few seconds depending on the type of road spot. As of now, the acquired data will be deleted until triggering is started again.
Transfer preparation
The objective of this step is to reduce the amount of data, before it is transmitted (subsection 3.4) to and stored on the server. This step is necessary to be able to send the data wireless from the vehicles to the server, because restrictions on the data rates of the wireless transmission techniques must be met. Especially, this is important for memory consuming image data. As a further advantage, the reduction of data allows to send more different types of data and to increase the sending frequency of data samples. In this step, the number of data samples will not be reduced, because this would have an negative influence on the reliability of the machine learning.
The reduction can be performed by a bundle of methods and is done in each vehicle separately. First, already during the acquisition step, triggering is activated only for a few seconds at relevant road spots. Therefore, most data will never be prepared for transfer. In this step, the dimensionality of the data samples will be reduced. This will be done using data compression algorithms like compressive sensing (e.g. described in Baraniuk (2007) ). This method can transform the representation of an image, so that only a fraction of the original memory space is needed, but the information loss is kept minimal. A further reduction of the This contribution has been peer-reviewed. Editors: U. Stilla, F. Rottensteiner, and S. Hinz doi:10.5194/isprsarchives-XL-3-W3-161-2015 dimensionality will be performed by the extraction of features, which describe relevant parts of the data. If extraction is performed, only the features will be stored, but not the acquired raw data. The feature extraction can be applied especially for memory consuming image data and is less relevant for memory saving numerical data.
Data transfer
After the preparation of the data in each vehicle of the fleet, it will be transferred wireless from the vehicle via the internet to the server and stored there. For transfer, either WiFi networks or mobile radio networks are used (Figure 4) . The decision which technique is used is based on the availability of hot spots and on the vehicle velocity. The key problem of wireless data transfer is, that a data packet has to be sent again, if the connection to the hot spot gets lost while sending (e.g. because the vehicle is moving). The influence of this problem becomes bigger if the vehicle velocity increases and may prevent, that as much data is transferred as it is acquired. Transfer via WiFi (Figure 4a ) uses public WiFi networks, which are offered in some cities. This method is preferred over the other one, because of higher data rates. A vehicle will search for WiFi networks, if the velocity is lower than a threshold around 10 km/h. This threshold ensures, that the connection does not get lost too fast due to the small covered area of a single WiFi hot spot, if the vehicle is moving fast. When having found a hot spot, the connection to it will be established and the data packets will be sent. The data transfer will end and the connection will terminate, when the velocity threshold is exceeded.
Transfer via mobile radio networks (Figure 4b ) will only be used if no public WiFi network is available or the vehicle velocity is higher than the threshold. Due to the larger covered area of cellular hot spots, it is possible to transmit data with mobile radio networks for a longer time period even if the vehicle is moving.
Machine learning on the server
When data from the vehicles is available on the server, features used to model traffic situations have to be extracted from it. As an advantage compared to the processing unit in the vehicles, a higher computational power is available on the server, which allows to extract more complex features. Additionally, the feature calculation in the "post-processing" on the server can take more time than the processing of continuously acquired data allows.
As an example for low-level features used for object detection from images, HOG features (see section 2) describing gray value edges in images can be extracted. Also a sequence of images can be used to derive features. For example, information about the relative distance between the camera and an object can be derived from consecutive images. The position data of the vehicle obtained from the vehicle status data can integrate scale information. As an example for high-level features, the attention of the driver can be described by calculating the frequency of his eye blinks or the frequency how often he turns his head from images. These values and their changes allow to draw conclusions on the grade of attention.
These features are the input, on which new strategies for machine learning techniques will be applied. The first training step will take place, when a certain amount of data has arrived on the server. Up-to-date learning approaches like active learning or transfer learning will be used. With active learning, ground truth information has to be determined only for a small subset of all training samples (samples used for a pedestrian detector see Figure 8 ). In the first iteration, ground truth (example: does the sample contain a pedestrian or not?) will be provided for each training sample. In the following iterations, only the samples requested by the algorithm will be labeled. This reduces high labeling effort, which can take easily 40 times as much time as needed for data recording (Dollar et al., 2009 ). Transfer learning should be used to cover a wider variety of object classes.
The machine learning algorithms on the server will learn a model of the driver of the recording vehicle as well as models of the objects surrounding this vehicle. The mutual dependency of these two kinds of models will be considered. Especially, geometric and semantic links between the models will be taken into account for the learning and analysed subsequently. By using image sequences, the behavior of the driver and the objects will also be modeled. The resulting models describing the driver and the surrounding objects will be transmitted back to each vehicle of the fleet. There, they will be integrated into advanced driver assistance systems and used for the recognition function for dynamic traffic situations. Underlying models for the detection and classification of objects will also be sent to the vehicles and integrated in the existing detection and classification systems.
During and after the learning, the acquisition, preparation and transfer will continue. The learning algorithms will be applied again, when a certain amount of new data has arrived on the server. The models resulting from the iterative learning will be sent to the vehicles again. To make the strategy more efficient, the learning will be done incrementally with only the new data and update the already learned models.
Recognition of the illumination situation for object detection
To be able to handle the influence of the scene illumination on object detection, it is important to recognize the illumination in advance. In this subsection, a method to recognize the illumination situation of a traffic scene from images is described (process flow see Figure 5 ). Therefore, the client-server architecture of the proposed concept is used. Features which extract information about the illumination of the scene are derived from images on the central server. After learning of a model, each image can be assigned to an illumination class. This part of the proposed concept is already finished and evaluated in more detail. For an image or image cutout, an image description is obtained. A classification based on this description leads to the illumination class for the global (whole scene) or local (only parts of the scene) illumination situation of the scene, which is shown in the image.
3.6.1 Definition of the term "illumination situation" In this subsection, the term "illumination situation" describes the illumination of a scene, which consists of the combination of several light sources with different positions, orientations and power (example see Figure 6 ). The illumination of a scene can be influenced by natural and artificial light sources. Natural sources like the sun or the moon illuminate the scene widely. In the following text, the term "global illumination situation" is used, if a light source has influence on the illumination of the whole scene. The global illumination situation can be distinguished into daylight and nighttime. Artificial light sources can be for instance street lights or vehicle head lights, which illuminate a local area of the scene. The "local illumination situation" is defined as the combination of global and local light sources. In general, the illumination of a scene captured in an image is not uniform. Especially, this is important for images of night drives, which are taken in a scene with an illumination consisting of different light sources like vehicle head lights and street lights. If looking at different spots in the image, they will have different light exposures in the image depending on the viewing angle and the orientation of the camera and the current illumination situation in the scene. Figure 6 : Example image (gray scale), taken at night in a residential area. The illumination of the scene in the image is mainly influenced by the vehicle head lights. For better presentability, the contrast of the image was increased.
The wide variety of possible illumination situations is divided in a few illumination classes, in order to use different parameter sets for object detectors depending on the illumination. Illumination situations with low illumination can be separated in descending order into the three classes night: urban area (head light of recording and other vehicles and street lights), night: residential area (head light of recording vehicle and street lights) and night: country road (only head lights of recording vehicle). Illumination situations with bright illumination are summarized in the class daylight, which contains sunny, shadowed as well as clouded areas of the scene in one class.
Image description and classification As image description, histogram based features as well as central image moments
(section 2) are used. Both feature groups consist of a high number of single features. The value for each single feature can be calculated for a certain image or a cutout of the image. The composition of all feature values for a certain image or image cutout forms the feature vector, which is used as the image description. To obtain information about the global illumination, the composition of the feature vector is done for the feature values of a whole image. To get information about the local illumination, this composition is done for an image cutout. The cutout is represented by a search window, which is moved in a sliding window approach with a grid shape over the whole image. The position, shape and size of this window can be influenced by the search window of an object detector. For instance for a pedestrian detector, a vertically aligned rectangle suits very well.
Finally, the feature vector can be evaluated with a classifier algorithm. It assigns an image or a cutout to an illumination class. For this purpose, the Bayes classifier (section 2) will be used. If the feature vector of the whole image is being evaluated, the illumination class for the global illumination situation is determined. If on the other hand only a local image cutout is being evaluated, the illumination class for the local illumination situation is determined.
In a previous step, the classifier must be trained on the server with a data set (see chapter 4) of images and image cutouts of all illumination classes. This step is made separately for whole images and for image cutouts. To use the data samples for training, the feature vectors must be calculated and the true class (ground truth) must be known. After this, it is possible to assign images or image cutouts without known ground truth to a certain illumination class using the classifier model. This assignment will be done standalone in vehicles for images acquired by the cameras.
By combining the global and local illumination class of a cutout, profound information about the illumination of the part of the scene shown in the cutout can be given. Thereby it is possible to link the global illumination of a scene with the local variations of the illumination within the scene.
3.6.3 Improvement of object detections If the global and local illumination situation is known for a certain image cutout, it is possible to choose a suitable detector model for an object detector (example see Figure 7 ). An illumination specific detector model will give the object detector additional a-priori knowledge about the appearance of the objects and therefore improve the reliability of the detector. A look-up table can be used to link the illumination information and the detector model. This table stores for each combination of global and local illumination situation the information in a 2d matrix, which descriptor and classifier with which parameters fits best for object detection. 
EXPERIMENTS
For the recognition of the illumination situation (subsection 3.6), 32,000 images are recorded by the exterior vehicle camera. These images are used as data set for training and testing. Therefore, cutouts with a fixed size of 320x160 px are taken from these images. Positive cutouts (Figure 8a ) are obtained using ground truth information and contain the picture of a single pedestrian with a certain background in each direction around the person. Negative cutouts (Figure 8b ) are sampled randomly and contain the picture of arbitrary objects in the scene, but no pedestrians. Altogether, in all illumination classes around 18,000 positive and 60,000 negative image cutouts are used. Such an domination of negative samples is typical for object detectors, as shown by Dalal and Triggs (2005) . Approximately 38% of all images are from the illumination class night: residential area, 29% from night: urban area, around 19% from night: country road and 14% from the daylight class. This imbalance is caused by the higher number of pedestrians in urban areas and therefore a higher importance of such areas for pedestrian detection. For all this data the correct class membership (ground truth) is known. For the whole images as well as for the two types of cutouts, the features are calculated and the feature vectors obtained separately. The total data set is divided randomly in a 80% part used for training and a 20% part used for validation of the detector. Having the feature vector, the proposed Bayes classifier will be trained with the training data. Finally, with the learned model, the validation data samples can be assigned to one of the illumination classes. The proposed classifier reliability measures can be calculated by comparing the classifier results with the ground truth information.
RESULTS AND DISCUSSION
In this part, the expected results of the recognition of the traffic situation and the recognition of the illumination situation are described.
Expected results of the recognition of the traffic situation
It can be expected, that the quality of the recognition of dynamic traffic situations will be improved with the proposed concept. For comparison, a recognition system based only on numeric data will be considered (e.g. described in Ruhhammer et al. (2014) ). In more detail, precise information about the current traffic situation should be obtained by the system in the vehicle. Furthermore, the detection and classification rate of objects will raise probably. The advantage of using image data compared to using only position data (e.g. vehicle trajectory from GPS) will be shown and evaluated. The completeness and the geometrical accuracy of the detected objects can be evaluated by comparing with manually labeled image data used as ground truth. The quality of the prediction of the intention of the driver and the intention of other traffic users should be analysed in respect with the results of the estimation of the attention of the driver. The evaluation of the prediction for few seconds can be made with the consecutively recorded image data. Furthermore, the different reduction methods should be compared considering the trade-off between the grade of reduction and loss of information. For evaluation, real use cases in the topic of vehicle safety will be applied. The decision between dangerous and non-dangerous traffic situations for a vehicle by using the recognition for dynamic traffic situations should be taken as example.
Results of recognizing the illumination situation
In the following part, the results of the illumination classification are shown. The method is being evaluated for positive cutouts (Table 1) , negative cutouts (Table 2 ) and whole images (Table 3) with the proposed classifier reliability measures (see section 2). Table 3 : Quality measures overall accuracy (OA), user's accuracy (UA) and producer's accuracy (PA) for evaluation of the illumination recognition for whole images.
The results show, that the proposed method is able to do the illumination recognition for whole images nearly without errors.
The overall accuracy has a value of 96%, which means, that approximately only every 20th image will be assigned to a wrong class. For image cutouts, no matter whether positive or negative, slightly lower values of the overall accuracy can be obtained. By comparing among each other, the classification of the negative cutouts has a little bit better results as the classification of positive cutouts. This difference can probably be drawn back to
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Confusions between the classes occur mainly between the different night classes, what can be seen at the lower values for UA and PA compared to the daylight class. In this context, it is remarkable, that the class night: urban area has a far lower value for PA compared to the other classes for positive cutouts. Instead, the other two night classes have a notable lower value for the UA. This difference in the values for the UA and PA shows, that samples of the class night: urban area are assigned to one of the other two night classes sometimes. For instance, a pedestrian shown in a cutout belonging in fact to the class night: urban area is illuminated directly and strongly by the head light of a vehicle, but only hardly by street lights. Then the illumination classifier might assign this cutout with a high probability to the class night: country road or night: residential area. The reason may be, that for these two classes pedestrians are typically illuminated only by the vehicle head light, but not by other light sources. This conclusion can be turned around for negative cutouts. This means, that negative cutouts belonging in fact to the class night: urban area are assigned to this class correctly in the vast majority of cases, which can be seen from the high value for the PA. Instead, for the other two night classes, this value decreased a lot.
Compared to the cutouts, for whole images wrong classifications do not occur for any of the three night classes in a notable number, what can be seen from the permanently high values of UA and PA. All kinds of images and cutouts have it in common, that the daylight class can be assigned correctly with a higher reliability than the night classes.
For a pedestrian detector based on the HOG-SVM model, using an unique parameter set for all illumination classes gives an average precision of around 28% for the pedestrian detection. Separate models for each illumination class give values from 65% up to 85% for the night classes. Only the average precision of the daylight class remains with around 23% at a low level. This means, that the quality of the pedestrian detection can be improved by considering the illumination situation for the selection of the detector parameters. A more detailed discussion of the results of the pedestrian detector is provided in a preceding master's thesis (Hanel, 2015) .
CONCLUSION
In this article, a concept to recognize dynamic traffic situations from images is described. The concept proposed to mount cameras in vehicles to use them to observe the driver as well as the objects around the vehicle. The images will be acquired by a vehicle fleet and aggregated on a server. On the server, different types of low-level and high-level features will be extracted from images and used as input for learning. New strategies for machine learning will be used to learn models describing traffic situations. After back-transfer of the models to the vehicles of the fleet, they will be used there for standalone recognition of traffic situations. It can be expected, that the models allow to separate different situations reliably. The prediction of actions of road users for the next seconds should be possible. Further, the models will probably make the detection and classification of objects around the vehicles more reliable. One of the learned models is used to recognize the illumination situation of a scene from images. Therefore, low level features calculated from an image or an image cutout are used by a classifier to assign the image to an illumination class. With this information, it is possible to use specific parameters for an object detector depending on the recognized illumination situation. The results show, that only simple image features based on the image intensities are necessary to recognize the correct illumination situation. No transformations with a high computational effort or features using reference images are needed. The quality of the illumination recognition is very high for whole images as well as for cutouts of images. The results of the illumination recognition lead to a higher overall accuracy and reliability of a pedestrian detector compared to leaving out the recognition of the illumination situation. It can be shown, that the greatest negative influence on the reliability of the illumination classification is caused by confusions between night time classes.
Future work on this part of the concept can be done on finding features, which allow a more robust classification. Additionally, more illumination classes should be identified and distinguished from the current ones in order to increase the overall accuracy. In this article, for daylight scenes only one illumination class was taken. It can be assumed, that for example frontlighting (low position of the sun in the evening) or drives through tunnels can cause special illumination conditions, which should be captured by additional illumination classes. Also different weather conditions (e.g. fog, rain, snowfall) can lead to special illumination conditions, which should be evaluated.
