Abstract-Ad hoc network (MANET) is a collection of mobile nodes that can communicate with each other without using any fixed infrastructure. To support multimedia applications MANETs require an efficient routing protocol and quality of service (QoS) mechanism. Node-Disjoint Multipath Routing Protocol (NDMR) is a practical protocol in MANETs: it reduces routing overhead dramatically and achieves multiple node-disjoint routing paths. QoS support in MANETs is an important issue as best-effort routing is not efficient for supporting multimedia applications. This paper presents a novel adaptation of NDMR: QoS enabled NDMR, which provides QoS support for MANETS. This paper also introduces the limitation of NDMR and shows the performance comparisons.
INTRODUCTION
Mobile ad hoc networks are infrastructureless networks that can be rapidly deployed. They are characterized by multihop wireless connectivity, frequently changing network topology and the need for efficient dynamic routing protocols [1] . There are no static nodes such as base stations in the network. Each mobile node operates not only as a host but also as a router, forwarding packets to other mobile nodes in the network that may not be within direct wireless transmission range of each other. The design of efficient and reliable routing protocols in such a network is a challenging issue. Ondemand routing protocols are widely used because they use much lower routing load than proactive protocols [2] . Ad Hoc on-demand Distance Vector (AODV) [3] and Dynamic Source Routing (DSR) [4] are the two most widely studied on-demand ad hoc routing protocols. The limitation of both of them is they build and rely on a unipath route for each data transmission. Whenever there is a link break on the route, both of the two protocols need to initiate a new route discovery process. This results in a high routing load. On-demand multipath routing protocols can alleviate these problems by establishing multiple routes between the source node and destination node during one route discovery process. A new route discovery is initiated only when all paths failed or only one path is available. This paper presents an approach built on the Node-Disjoint Multipath Routing Protocol (NDMR) [5] . NDMR has two novel aspects: it reduces routing overhead dramatically and achieves multiple node-disjoint routing paths [5] .
Because of the rising popularity of multimedia applications in the commercial environment and the ever growing requirements of mission-critical applications in the military arena, a best-effort service cannot meet all requirements in most situations. QoS support in mobile ad hoc networks has become an important area of research. Compared to the demands of traditional data-only applications, these new requirements generally include high bandwidth availability, high packet delivery ratio and low delay rate.
NODE-DISJOINT MULTIPATH ROUTING PROTOCOL (NDMR)
Node-disjoint multipath routing protocol (NDMR) is a new protocol developed by Xuefei Li [5] , modifying and extending AODV to enable the path accumulation feature of DSR in route request packets. It can efficiently discovery multiple paths between source and destination nodes with low broadcast redundancy and minimal routing latency.
In the route discovery process, the source creates a route request packet (RREQ) containing message type, source address, current sequence number of source, destination address, the broadcast ID and route path. Then the source node broadcasts the packet to its neighbouring nodes. The broadcast ID is incremented every time that the source node initiates a RREQ, forming a unique identifier with the source node address for the RREQ.
Finding node-disjoint multiple paths with low overhead is not straightforward when the network topology changes dynamically. NDMR routing computation has three key features that help it to achieve low broadcast redundancy and avoid introducing a broadcast flood in MANETs: Path accumulation, Decreasing multipath broadcast routing packets (using shortest routing hops), Selecting node-disjoint paths. In NDMR, AODV is modified to include path accumulation in RREQ packets. When the packets are broadcast in the network, each intermediate node appends it own address to the RREQ packet. When a RREQ packet finally arrives at its destination, the destination is responsible for judging whether or not the route path is a node-disjoint path. If it is a nodedisjoint path, the destination will create a route reply packet (RREP) which contains the node list of whole route path and unicasts it back to the source that generated the RREQ packet
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along the reverse route path. When an intermediate node receives a RREP packet, it updates the routing table and reverse routing table using the node list of the whole route path contained in the RREP packet.
When receiving a duplicate RREQ, the possibility of finding node-disjoint multiple paths is zero if it is dropped, for it may come from another path. But if all of the duplicate RREQ packets are broadcast, this will generate a broadcast storm and dramatically decrease the performance. In order to avoid this problem, a novel approach is introduced in NDMR recording the shortest routing hops to keep loop-free paths and decrease routing broadcast overhead. When a node receives a RREQ packet for the first time, it checks the node list of the route path, calculates the number of hops from the source node to itself and records the number as the shortest number of hops in its reverse routing table. If the node receives a duplicate RREQ packet again, it computes the number of hops and compares it with the shortest number of hops in its reverse routing table. If the number of hops is larger than the shortest number of hops in the reverse routing table, the RREQ packet is dropped. Only when it is less than or equal to the shortest number of hops, the node appends it own address to the node list of the route path in a RREQ packet and broadcasts it to neighbouring nodes again.
QUALITY OF SERVICE (QOS) IN NDMR
The notion of QoS is a guarantee by the network to satisfy some predetermined service performance constraints for the user in terms of the end-to-end delay, available bandwidth, probability of packet loss, and so on [6] . Future ad hoc mobile networks will carry increasing levels of diverse multimedia applications such as voice, video and data. This has resulted in an increase focus on guaranteeing the QoS for such eg delay sensitive applications such as voice, as specified to the customer in a Service Level Agreement (SLA). This section introduces a novel approach to QoS in MANETS: QoS enhanced NDMR.
In NDMR, after deciding a path is a node-disjoint path, the destination will create a route reply packet (RREP) which contains the node list of whole route path and unicasts it back to the source. However, since an RREP only currently contains the route path, it cannot provide effective QoS support for MANETs. It is proposed that RREP packets should carry more information such as delay time (queue length) in order to meet certain SLA requirements. When each intermediate node receives a RREP packet, it adds the queue length of this node to the "queue_length" field in RREP packet. Thus, when the source node receives the RREP from the destination node it knows the exact queue length along the path.
Each source keeps three node-disjoint paths for a particular destination. With the "queue_length" field in RREP packet, it chooses the path with the minimum queue length. This allows it to minimise the delay time thus providing higher QoS. In standard NDMR, S will always transmit data on that route so long as no link break happens, even though route 3 (R3) (s-g-h-i-d) has a smaller queue length and hence a lower rate of delay. With the introduction of the "queue_length" field in RREP, S will initially choose route 2 (R2) (s-a-b-d) to transmit data as it receives an RREP from that route first. After receiving the RREP from route 3 (R3) (s-g-h-i-d), it will compare the queue length of the existing routes and change to route 3 (R3) (s-g-h-i-d) to continue transmitting data.
Using this approach, it can reduce the transmission delay rate and meet the SLA requirements.
As an RREP is generated only in the route discovery process, the protocol currently cannot frequently refresh the queue length of each path. As part of the enhancement to NDMR, the need for a similar packet, RUP, route update packet, containing the "queue_length" field used in an RREP packet, that performs more frequent updates has been identified. The destination node will periodically unicast RUP packet containing up-to-date queue length to the source node. The source will be able to choose the best path according to the change of queue length in real time. This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2008 workshop proceedings. Fig. 2 shows that the simulation results from an OPNET impementation. There are 50 mobile nodes which can move around a 1000m * 1000m area. Nodes communicate with each other over wireless links with a transmission range of 250m. Packet average delay of QoS enabled NDMR give better performance than that of NDMR in all mobile velocities. The delay time for all mobile velocities tends to be equal. The reason is that with RREP packets carrying real-time delay time back and RUP, the data packets will always be transmitted along the lowest congestion path. It is necessary to let the Expedited Forwarding (EF) traffic which is often require low packet delay times, transmit on lower delay time path and Best Effort (BE) traffic transmit on other node-disjoint paths. With QoS enabled NDMR, the source is able to choose the best path for EF traffic. Fig.5 shows the average delay time of different priority traffic. EF traffic having a lower delay than BE traffic.
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With QoS enabled NDMR, the source node will change path to transmit packets automatically according to the real time path delay, which brings a new question: will the packets arrive at the destination in sequence? To answer that a sequence number is put into each packet in the simulation, the results show that with EF packets, all packets arrive at destination in sequence and only 1 in 4000 BE packets do not arrive at the destination in sequence. The upper layer can completely deal with such a low out-of-sequence rate rather than solves it in the routing layer. Although there are no common nodes in NDMR for a particular connection, there may be a common path for different source and destination pairs. The traffic on the common path may affect each other during transmission and result in the change of delay or loss in those paths. The changing of paths is then more complex than previously discussed. Take Fig. 6 as an example. Source and destination pair (s1,d) and (s2,d) both have three node-disjoint paths, but they share common paths (a-b-d) and (h-i-d). Let route path (a-b-d) have lowest transmission delay, so both pairs use this path to transmit high priority traffic (considering high priority traffic only). Assume the SLA requirement of the high priority traffic is: instantaneous delay is less than 100 ms for the traffic between s1 and d; instantaneous delay over one day is less than 300 ms for the traffic between s2 and d. After some period time of monitoring, the delay time is as shown in Fig. 7 .
At point A, the traffic delay of s1 is almost exceeding the maximum level (100ms). The traffic between s1 and d should use the fast path (s1-a-b-d) to transmit data at that time.
Meanwhile the traffic between s2 and d should change to another path (may be (s2-i-k-d)) to decrease the delay of s1 traffic. When at point B, the delay of s2 traffic is near 300 ms, the s2 traffic is changed to the path (s2-a-b-d) and s1 traffic change to another path (s1-c-e-f-d) to make the delay of s2 traffic below the requirement level.
When there are common paths carrying traffic with different SLAs, the effects of each other should be taken into considered when changing path. For one type of traffic (traffic from s1 or from s2), path changing between their own node-disjoint paths should follow the threshold discussed earlier.
The delay time of each path is the calculation results from queue length or buffer length. These two parameters are very important in queue management and should taken into consideration if want to meet the requirements of SLAs. If long buffers are used, the packet loss will be low, but could result in long delay; if the buffers are short, the transmission delay will be low and loss will be high. Although each buffer can meet the requirement of certain traffic (long buffer for HTTP, FTP sessions and short buffer for voice or video), obtain better performance for all traffic buffer management should be used. Long buffers are chosen but with an approach monitor and control queue length.
LIMITATIONS OF NDMR
As discussed above, NDMR and QoS enabled NDMR show better performance, but they are all in the scenario with a dense node network -50 nodes in 1000 m * 1000 m fields. If the situation is different, in a sparse node network, 25 nodes in 1000 m * 1000 m fields, the average delay time of NDMR and QoS NDMR will increase. The main reason is that with the lower number of nodes, the possibility of finding node-disjoint route decrease. For one source and destination pair, there may be only one route. With only one route, there is no node-disjoint purity so that NDMR This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2008 workshop proceedings.
cannot archive better performance; this is ture for QoS enabled NDMR. It can be seen from Fig. 9 that the average delay decreases dramatically with the decrease of number of nodes. When there are 40 or 50 nodes in the network, the performance is satisfied. However, when the number of nodes is less than 30, the performance is not acceptable anymore.
CONCLUSION
This paper has presented an architecture for guaranteeing QoS based on Node-Disjoint Multipath Routing Protocol (NDMR) in mobile ad hoc networks. The issue of QoS provision is highly challenging for MANETs and necessarily different from traditional fixed networks. Due to the growth in demand for diverse multimedia applications, fulfilling the QoS guarantees in SLAs requires solutions that are responsive to network state. The use of multiple node-disjoint paths gives the opportunity for allocating packets to paths in an optimum way to meet instantaneous constraints. This paper has presented the limitation and compared performance in different situation of NDMR and found a means of developing NDMR -through the queue length field and additional route update packets -to allow QoS measurement along such nodedisjoint paths.
