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ADJOINT OF SUMS AND PRODUCTS OF OPERATORS IN
HILBERT SPACES
ZOLTA´N SEBESTYE´N AND ZSIGMOND TARCSAY
Abstract. We provide sufficient and necessary conditions guaranteeing equa-
tions (A + B)∗ = A∗ + B∗ and (AB)∗ = B∗A∗ concerning densely defined
unbounded operators A,B between Hilbert spaces. We also improve the pertur-
bation theory of selfadjoint and essentially selfadjoint operators due to Nelson,
Kato, Rellich, and Wu¨st. Our method involves the range of two-by-two matri-
ces of the form MS,T =
(
I −T
S I
)
that makes it possible to treat real and
complex Hilbert spaces jointly.
1. Introduction
Let H and K be real or complex Hilbert spaces. A linear operator A from H to
K is called closed if its graph
G(A) = {(x,Ax) |x ∈ domA},
is a closed linear subspace of the product Hilbert space H ×K. Furthermore A is
called closable if G(A) is the graph of an operator. As it is well known, the fact
that A,B are closed does not imply that so are A+ B and AB. More precisely, it
is not difficult to give examples of closed operators A and B such that A+B and
AB are not even closable (provided they exist at all). It also cannot be expected
that the relations
(AB)∗ = B∗A∗ and (A+B)∗ = A∗ +B∗(1.1)
hold in general. There are however various conditions on A,B guaranteeing (1.1).
For example, a delicate condition for (AB)∗ = B∗A∗ is that A be bounded or B
admit bounded inverse (for proofs see eg. [1, 14]). Identity in (1.1) concerning the
sum is valid if any of the summands is bounded.
Stronger results can be gained involving the concept of A-boundedness (see [3]):
an operator B is called A-bounded if domA ⊆ domB and
(1.2) ‖Bx‖2 ≤ a‖Ax‖2 + b‖x‖2, for all x ∈ domA,
see eg. [1, 4, 14]. The infimum of all a ≥ 0 for which b ≥ 0 with property (1.2) exists
is called the A-bound of B. A-boundedness plays a special role also in the pertur-
bation theory of selfadjoint operators. One of the most significant contributions in
this direction is the following classical result due to Kato [4] and Rellich [10]: If A
is selfadjoint and B is symmetric and A-bounded with A-bound less than one then
the sum A+B still remains selfadjoint.
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Various extensions of the Kato–Rellich theorem can be found in the literature,
see e.g. [1, 2, 4, 9, 14, 15]. Our purpose in this paper is to develop a two-by-two
operator matrix technique to gain new characterizations of closed, selfadjoint and
essentially selfadjoint operators and to improve the perturbation theory of these
operator classes. We also underline the fact that we do not restrict ourselves to
complex Hilbert spaces. In fact, the method we use throughout makes us able to
treat the real and complex cases jointly.
The main tool of our approach are the range of (unbounded) operator matrices
of type MS,T :=
(
I −T
S I
)
. More precisely, considering two operators S : H → K
and T : K → H , the mapping MS,T is defined to be the operator acting on H ×K
with domain domMS,T := domS × domT , determined by the correspondence(
x
y
)
7→
(
x− Ty
Sx+ y
)
, x ∈ domS, y ∈ domT.
It turns out that closedness, selfadjointness and essentially selfadjointness of an op-
erator is in a very close connection with some topological properties of the range of
MS,T , with certain S, T . Hence, perturbation type problems of such kind operators
can be transferred to perturbations of the range of the matrices MS,T .
2. Closedness of sums and products
In our first result we offer some necessary and sufficient conditions for the oper-
ator equation (A + B)∗ = A∗ + B∗ in terms of the operator matrix MA+B,A∗+B∗ .
Observe that no assumptions on closedness of the operators under consideration
are made and also the density of domA ∩ domB is omitted from the hypotheses.
Theorem 2.1. Let A,B be densely defined operators between two Hilbert spaces
H,K. The following statements are equivalent:
(i) dom(A+B) is dense in H and (A+B)∗ = A∗ +B∗;
(ii) G(A+B)⊥ ⊆ ranMA+B,A∗+B∗
Proof. Assume first that A+B is densely defined and (A+B)∗ = A∗ +B∗. Then
we conclude that
G(A+ B)⊥ = {(−(A+B)∗v, v) | v ∈ dom(A+B)∗}
= {(−(A∗ +B∗)v, v) | v ∈ dom(A∗ +B∗)}
=
{(
I −(A∗ +B∗)
A+B I
)(
0
v
) ∣∣∣∣ v ∈ dom(A∗ +B∗)
}
⊆ ranMA+B,A∗+B∗ ,
which proves (ii). Conversely, assume that (ii) and prove first that A+B is densely
defined. To this end, let u ∈ dom(A + B)⊥ and observe immediately that (u, 0) ∈
G(A+B)⊥. Hence there exist x ∈ dom(A+ B) and v ∈ dom(A∗ +B∗) such that(
I −(A∗ +B∗)
A+ B I
)(
x
v
)
=
(
u
0
)
.
This yields
x− (A∗ +B∗)v = u and (A+B)x+ v = 0,
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whence −(A + B)x = v ∈ dom(A∗ + B∗) and x + (A∗ + B∗)(A + B)x = u.
Consequently we see that
0 = (u |x) = (x |x) + ((A∗ +B∗)(A +B)x |x)
= (x |x) + ((A+B)x | (A +B)x),
whence x = 0, and thus u = 0, as claimed. To conclude that (A + B)∗ = A∗ + B∗
it suffices to show that dom(A + B)∗ ⊆ dom(A∗ + B∗). Consider therefore y ∈
dom(A+B)∗ and observe that (−(A+B)∗y, y) ∈ G(A+B)⊥. According to (ii) we
may choose x ∈ dom(A+B) and v ∈ dom(A∗ +B∗) such that(
I −(A∗ +B∗)
A+B I
)(
x
v
)
=
(
−(A+B)∗y
y
)
.
This yields then
x− (A∗ +B∗)v = −(A+B)∗y and (A+B)x+ v = y,
hence
0 = ((x, (A +B)x) | (−(A+B)∗y, y))
= ((x, (A +B)x) | (x − (A∗ +B∗)v, (A +B)x+ v))
= (x |x)− (x | (A∗ +B∗)v) + ((A+B)x | v) + ((A+B)x | (A+B)x)
= (x |x) + ((A+B)x | (A+B)x).
Consequently, x = 0 and therefore y = v ∈ dom(A∗ +B∗). 
Repeating the above reasoning with minor modifications we can also furnish
necessary and sufficient conditions the for identity (AB)∗ = B∗A∗:
Theorem 2.2. Let H,K,L be Hilbert spaces and let A,B be linear operators from
K to L and H to K, respectively. The following assertions are equivalent:
(i) dom(AB) is dense in H and (AB)∗ = B∗A∗;
(ii) G(AB)⊥ ⊆ ranMAB,B∗A∗ .
Proof. Assume first that AB is densely defined and (AB)∗ = B∗A∗. Then
G(AB)⊥ = {(−(AB)∗v, v) | v ∈ dom(AB)∗}
= {(−B∗A∗)v, v) | v ∈ dom(B∗A∗)}
=
{(
I −B∗A∗
AB I
)(
0
v
) ∣∣∣∣ v ∈ dom(B∗A∗)
}
⊆ ranMAB,B∗A∗ ,
hence (i) implies (ii). Assume conversely that (ii) holds true. We are going to prove
first that AB is densely defined. Consider u ∈ dom(AB)⊥ and observe that (u, 0) ∈
G(AB)⊥ and therefore that(
I −B∗A∗
AB I
)(
x
v
)
=
(
u
0
)
,
for some x ∈ dom(AB), v ∈ dom(B∗A∗). This yields then
x− (B∗A∗)v = u and (AB)x+ v = 0,
whence −ABx = v ∈ dom(B∗A∗) and u = x+B∗A∗ABx. Consequently,
0 = (u |x) = (x |x) + (B∗A∗ABx |x) = (x |x) + (ABx |ABx),
4 Z. SEBESTYE´N AND ZS. TARCSAY
which gives x = 0 and thus u = 0, as it is claimed. We see therefore that B∗A∗ ⊆
(AB)∗. It suffices therefore to prove that dom(AB)∗ ⊆ dom(B∗A∗). Consider z ∈
dom(AB)∗ and observe that (−(AB)∗z, z) ∈ G(AB)⊥. According to assertion (ii)
we may choose x ∈ dom(AB) and v ∈ dom(B∗A∗) such that(
−(AB)∗z
z
)
=
(
I −B∗A∗
AB I
)(
x
v
)
.
This yields then
x−B∗A∗v = −(AB)∗z and ABx+ v = z,
and hence
0 = ((x,ABx) | (−(AB)∗z, z))
= ((x,ABx) | (x −B∗A∗v,ABx + v))
= (x |x)− (x |B∗A∗v) + (ABx | v) + (ABx |ABx)
= (x |x) + (ABx |ABx).
Consequently, x = 0 and therefore z = v ∈ dom(B∗A∗). 
The next result improves [8, Proposition 2.3] characterizing closedness of opera-
tors by means of the range of the operator matrix MA,A∗ .
Theorem 2.3. Let A be a densely defined linear operator between two Hilbert spaces
H and K. Then the following statements are equivalent:
(i) A is closed.
(ii) ranMA,A∗ = H ×K.
(iii) {(−A∗z, z) | z ∈ domA∗}⊥ ⊆ ranMA,A∗.
Proof. The following identity is well known for densely defined closed operators A:
G(A) ⊕ {(−A∗z, z) | z ∈ domA∗}
⊥
= H ×K.
Consequently, if we assume (i) then for any (u, v) ∈ H ×K we can find x ∈ domA
and z ∈ domA∗ such that(
u
v
)
=
(
x
Ax
)
+
(
−A∗z
z
)
=
(
I −A∗
A I
)(
x
z
)
.
Hence (i) implies (ii). It is clear that (ii) implies (iii). To see that (iii) implies (i) we
are going to prove that A∗ is densely defined and A∗∗ = A. With this aim, consider
v ∈ (domA∗)⊥ and observe that
(0, v) ∈ {(−A∗z, z) | z ∈ domA∗}⊥.
By (iii) we can choose x ∈ domA and z ∈ domA∗ such that(
0
v
)
=
(
I −A∗
A I
)(
x
z
)
.
Consequently,
0 = x−A∗z and v = Ax+ z,
which yields z ∈ dom(AA∗) and v = AA∗z + z. Hence we obtain that
0 = (v | z) = (AA∗z | z) + (z | z) = (A∗z |A∗z) + (z | z),
whence z = 0 and therefore v = 0, as it is claimed. It is clear now that the closure
A∗∗ of exists and extends A. Our only claim is therefore to show that A = A∗∗,
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or equivalently domA∗∗ ⊆ domA. For this purpose, consider u ∈ domA∗∗ and
observe that
(u,A∗∗u) ∈ {(−A∗z, z) | z ∈ domA∗}
⊥
.
Hence, in view of (iii) we can find x ∈ domA and z ∈ domA∗ such that(
u
A∗∗u
)
=
(
I −A∗
A I
)(
x
z
)
,
which follows
(2.1) u = x−A∗z and A∗∗u = Ax+ z.
The first identity yields A∗z ∈ domA∗∗ and hence A∗∗u = A∗∗x − A∗∗A∗z =
Ax−A∗∗A∗z. This, together with the second formula of (2.1) gives z = −A∗∗A∗z
whence
0 ≤ (z | z) = (−A∗∗A∗z | z) ≤ 0.
Consequently, z = 0 whence u = x ∈ domA, as it is claimed. 
Recall the celebrated von Neumann theorem [7, 6] asserting that both T ∗T and
TT ∗ are selfadjoint operators, whenever T is densely defined and closed. The pre-
ceding theorem enables us to establish the converse of that statement (see also
[12]):
Corollary 2.4. Let T be a densely defined linear operator between H and K. The
following assertions are equivalent:
(i) T is closed.
(ii) T ∗T and TT ∗ are both selfadjoint operators in the Hilbert spaces H and K,
respectively.
(iii) I + T ∗T and I + TT ∗ both have full range.
(iv) {(−T ∗z, z) | z ∈ domT ∗}⊥ ⊆ ran(I + T ∗T )× ran(I + TT ∗).
Proof. The proof relies on the following identity:
(2.2)
(
I −T ∗
T I
)(
I T ∗
−T I
)
=
(
I + T ∗T 0
0 I + TT ∗
)
In fact, if T is closed then both matrices on the left side of (2.2) have full range
due to Theorem 2.3, hence the operator on the right side has full range too. This
means that I + T ∗T and I + TT ∗ are both surjective symmetric, hence selfadjoint
operators. Thus (i) implies (ii). Assumption (ii) implies that I + T ∗T and I + TT ∗
are bounded below closed operators with dense range, thus they must be surjective.
Hence (ii) implies (iii). Implication (iii)⇒(iv) is straightforward. Finally, formula
(2.2) yields range inclusion
ran(I + T ∗T )× ran(I + TT ∗) ⊆ ranMT,T∗ ,
hence implication (iv)⇒(i) follows from Theorem 2.3. 
Corollary 2.5. A densely defined closable operator T between H and K is closed
if and only if domT ∗∗ ⊆ ran(I + T ∗T ) and ranT ∗∗ ⊆ ran(I + TT ∗).
Proof. Recall the identity
G(T ∗∗) = {(−T ∗z, z) | z ∈ domT ∗}
⊥
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for densely defined closable operators. Thus, by the preceding corollary, T is closed
if and only if
G(T ∗∗) ⊆ ran(I + T ∗T )× ran(I + TT ∗),
or equivalently, if domT ∗∗ ⊆ ran(I + T ∗T ) and ranT ∗∗ ⊆ ran(I + TT ∗). 
3. Perturbation theorems for selfadjoint and essentially selfadjoint
operators
This section is devoted to the perturbation theory of selfadjoint and essentially
selfadjoint operators. The vast majority of the results to be proved are based on
the the next theorem which contains a criterion for a symmetric operator operator
to be selfadjoint. We also notice that the equivalence of (i) and (ii) below is taken
from [11, Theorem 5.1], cf. also [8, Corollary 3.6]. For sake of brevity we also adopt
the notation
MS,T (c) :=
(
cI −T
S cI
)
of [8] for given S : H → K, T : K → H and c ∈ R.
Theorem 3.1. Let A be a linear operator in the Hilbert space H. The following
assertions are equivalent:
(i) A is a (densely defined) selfadjoint operator.
(ii) A is symmetric and there exists c ∈ R, c 6= 0, such that
ranMA,A(c) = H ×H.
(iii) A is symmetric and there exists c ∈ R, c 6= 0, such that
G(c−1A)⊥ ⊆ ranMA,A(c).
Proof. For densely defined closed operators A one has ranMA,A∗ = H × H , in
account of Theorem 2.3. Hence, by replacing A by c−1A we conclude that (i) implies
(ii). It is obvious that (ii) implies (iii). Finally, let us assume (iii). We are going to
prove first that A is densely defined: pick u ∈ domA⊥ and observe that (u, 0) ∈
G(A)⊥. Hence there exist x, y ∈ domA such that(
u
0
)
=
(
cI −A
A cI
)(
x
y
)
=
(
cx−Ay
Ax+ cy
)
.
Consequently, y = c−1Ax and u = cx+ c−1A2x. This gives
0 = (u |x) = c(x |x) + c−1(A2x |x),
whence x = 0 = u, as it is claimed. We see therefore that A is densely defined and
symmetric, so A ⊆ A∗. We need only to check that domA∗ ⊆ domA. To this aim
let v ∈ domA∗. Since (−c−1A∗v, v) ∈ G(c−1A)⊥ we see by (iii) that there exist
x, y ∈ domA such that(
−c−1A∗v
v
)
=
(
cI −A
A cI
)(
x
y
)
=
(
cx−Ay
Ax + cy
)
.
Consequently,
0 =
((
cx−Ay
Ax+ cy
) ∣∣∣∣
(
x
c−1Ax
))
= c(x |x)− (Ay |x) + c(y | c−1Ax) + c−1(Ax |Ax)
= c(x |x) + c−1(Ax |Ax),
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whence x = 0. This yields v = cy ∈ domA and thus we conclude that A∗ = A, as
it is stated. 
Corollary 3.2. Let A,B be densely defined linear operators in the Hilbert space H
such that B ⊆ A ⊆ A∗ ⊆ B∗. Then A is selfadjoint if and only if
(Ax | y) = (x |B∗y), ∀x ∈ domA,
implies y ∈ domA for any y ∈ domB∗.
Proof. Let (u, y) ∈ G(A)⊥, i.e., (x |u) + (Ax | y) = 0 for all x ∈ domA. Then
(Bx | y) = (Ax | y) = (x | − u), for all x ∈ domB,
which gives y ∈ domB∗ and B∗y = −u. Our assumptions imply y ∈ domA and
−u = B∗y = Ay which yields(
u
y
)
=
(
−Ay
y
)
=
(
I −A
A I
)(
0
y
)
∈ ranMA,A(1).
Theorem 3.1 therefore applies. 
As a straightforward consequence of Theorem 3.1 we get a useful characterization
of essentially selfadjoint operators in terms of the operator matrix MA,−A(c). Note
also immediately that this result generalizes [13, Theorem 5.1].
Theorem 3.3. Let A be a closable (not necessarily densely defined) symmetric
operator in the real or complex Hilbert space H. The following assertions are equiv-
alent:
(i) A is essentially selfadjoint.
(ii) There exists c ∈ R, c 6= 0, such that
ranMA,A(c) = H ×H.
(iii) There exists c ∈ R, c 6= 0, such that
G(c−1A)⊥ ⊆ ranMA,A(c).
Proof. Observe on the one hand that, for c ∈ R, c 6= 0 and x, y ∈ domA the
symmetry of A yields∥∥∥∥
(
cI −A
A cI
)(
x
y
)∥∥∥∥
2
= c2
∥∥∥∥
(
x
y
)∥∥∥∥
2
+
∥∥∥∥
(
Ax
Ay
)∥∥∥∥
2
henceMA,A is bounded below by c
2 > 0. On the other hand, denoting by A the clo-
sure of A one easily verifies thatMA,A(c) is closable and its closure equalsMA,A(c).
Since MA,A(c) is bounded below by c
2 as well, its range is closed. Thus we get
ranMA,A(c) = ranMA,A(c).(3.1)
We can therefore apply Theorem 3.1 to the symmetric operator A. 
We now turn our attention to the perturbation theory of selfadjoint (resp. essen-
tially selfadjoint) operators. To do so let us recall first the notion of A-boundedness:
Given two linear operators A and B in the real or complex Hilbert space H we say
that B is A-bounded if domA ⊆ domB and there exist α, β ≥ 0 such that
‖Bx‖2 ≤ α‖Ax‖2 + β‖x‖2, for all x ∈ domA.(3.2)
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Note that we receive the same definition of A-boundedness if we replace (3.2) by
‖Bx‖ ≤ α′‖Ax‖+ β′‖x‖, for all x ∈ domA,
see [4]. If B is A-bounded then the A-bound of B is defined to be the greatest lower
bound of the α’s satisfying (3.2). An easy application of the closed graph theorem
implies that if A is closed and B is closable with domA ⊆ domB then B must be
A-bounded, see [14]. We shall also use the fact that if A,B are closable and B is
A-bounded then xn → x and Axn → Ax imply x ∈ domB
∗∗ and Bxn → B
∗∗x
for (xn)n∈N of domA and x in domA
∗∗. In particular, B∗∗ is A∗∗-bounded in that
case.
Our aim in the rest of this section is to provide conditions, involving A-bounded-
ness, which imply selfadjointness (resp., essentially selfadjointness) on the sum be-
tween a selfadjoint (resp., essentially selfadjoint) and a symmetric operator. Similar
perturbation problems were considered by several authors; cf. eg. [1, 2, 4, 9, 14]. In
our approach an essential role is played by the operator matrix MA,A(c).
Theorem 3.4. Let A,B be symmetric operators in the real or complex Hilbert space
H. Assume that A is essentially selfadjoint and that
a) B is A-bounded,
b) ‖Bx‖2 ≤ ‖Ax‖2 + ‖(A+B)x‖2 + b2‖x‖2 for all x ∈ domA with some b > 0.
Then A+B is essentially selfadjoint too.
Proof. We are going to prove first that A∗∗ + B∗∗ is essentially selfadjoint. With
this aim let (w, z) ∈ ranMA∗∗+B∗∗,A∗∗+B∗∗(b)
⊥. By selfadjointness of A∗∗ we may
choose x, y ∈ domA∗∗ such that(
bI −A∗∗
A∗∗ bI
)(
x
y
)
=
(
w
z
)
.
From assumption a) it follows that domA∗∗ ⊆ domB∗∗, hence x, y ∈ domB∗∗ and
0 =
((
bI −A∗∗
A∗∗ bI
)(
x
y
) ∣∣∣∣
(
bI −(A∗∗ +B∗∗)
A∗∗ +B∗∗ bI
)(
x
y
))
=
((
bI −(A∗∗ +B∗∗)
A∗∗ +B∗∗ bI
)(
x
y
) ∣∣∣∣
(
bI −A∗∗
A∗∗ bI
)(
x
y
))
.
Summing up, we get
0 = 2
∥∥∥∥
(
bI −A∗∗
A∗∗ bI
)(
x
y
)∥∥∥∥
2
+
((
bI −A∗∗
A∗∗ bI
)(
x
y
) ∣∣∣∣
(
0 −B∗∗
B∗∗ 0
)(
x
y
))
+
((
0 −B∗∗
B∗∗ 0
)(
x
y
) ∣∣∣∣
(
bI −A∗∗
A∗∗ bI
)(
x
y
))
= 2b2(‖x‖2 + ‖y‖2) + 2(‖A∗∗x‖2 + ‖A∗∗y‖2)
+ (bx−A∗∗y | −B∗∗y) + (A∗∗x+ by |B∗∗x)
+ (−B∗∗y | bx−A∗∗y) + (B∗∗x |A∗∗x+ by)
= 2b2(‖x‖2 + ‖y‖2) + 2(‖A∗∗x‖2 + ‖A∗∗y‖2)
+ (A∗∗x |B∗∗x) + (B∗∗x |A∗∗x) + (A∗∗y |B∗∗y) + (B∗∗y |A∗∗y)
= b2(‖x‖2 + ‖y‖2)
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+ (b2‖x‖2 + ‖A∗∗x‖2 + ‖(A∗∗ +B∗∗)x‖2 − ‖B∗∗x‖2)
+ (b2‖y‖2 + ‖A∗∗y‖2 + ‖(A∗∗ +B∗∗)y‖2 − ‖B∗∗y‖2)
≥ b2(‖x‖2 + ‖y‖2).
Here in the last estimation we used that inequality b) remains true for x ∈ domA∗∗
with A∗∗, B∗∗ in place of A,B, thanks to A-boundedness of B. We conclude there-
fore that x = y = 0 whence w = z = 0. This follows that A∗∗ + B∗∗ is essentially
selfadjoint. Observe finally that domA∗∗ ⊆ dom(A+ B)∗∗, according to a), again,
and hence that A∗∗ + B∗∗ ⊂ (A + B)∗∗. This implies the essential selfadjointness
of A+B. 
Corollary 3.5. Let A,B be symmetric operators in the Hilbert space H with
domA ⊆ domB. Assume that A is selfadjoint and that
a) A is (A+B)-bounded,
b) ‖Bx‖2 ≤ ‖Ax‖2 + ‖(A+B)x‖2 + b2‖x‖2, for all x ∈ D with some b > 0.
Then A+B is selfadjoint too.
Proof. Observe first that A,B fulfill all conditions of Theorem 3.4. (Theorem 3.4
a) is satisfied because A is closed and B is closable with domA ⊆ domB.) Thus
A+B is essentially selfadjoint in account of Theorem 3.4. The closedness of A+B
is guaranteed by condition a) due to closedness of A. 
In the ensuing corollary we establish a symmetric variant of Theorem 3.4 and
Corollary 3.5:
Corollary 3.6. Let A,C be symmetric operators in H with common domain D .
Assume that A is C-bounded, C is A-bounded and that
‖(A− C)x‖2 ≤ ‖Ax‖2 + ‖Cx‖2 + γ‖x‖2
for some γ > 0. Then A is selfadjoint (resp., essentially selfadjoint) if and only if
C is selfadjoint (resp., essentially selfadjoint).
Proof. If we assume that that A is essentially selfadjoint then B := C−A fulfills all
conditions of Theorem 3.4. Indeed, condition b) is seen immediately. On the other
hand,
‖Bx‖ ≤ ‖Ax‖+ ‖Cx‖ ≤ (1 + α′)‖Ax‖ + β′‖x‖, x ∈ D ,
by A-boundedness of C, whence we see that a) of Theorem 3.4 is also fulfilled.
Consequently, C = A + B is essentially selfadjoint. If A is selfadjoint then each
condition of Corollary 3.5 is satisfied due to C-boundedness of A. Hence C = A+B
is selfadjoint. 
As a corollary we retrieve Kato’s result on simultaneous selfadjointness of sym-
metric operators [4, Theorem V.4.5]:
Corollary 3.7. Let A,C be symmetric operators in H with common dense domain
D . Assume that there exist a, b > 0, b < 1 such that
(3.3) ‖(A− C)x‖ ≤ a‖x‖+ b(‖Ax‖+ ‖Cx‖), for all x ∈ D .
Then A is selfadjoint (resp., essentially selfadjoint) if and only if C is selfadjoint
(resp., essentially selfadjoint).
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Proof. First of all observe that C is A-bounded and A is C-bounded: Indeed, (3.3)
yields
(3.4) (1− b)‖Cx‖ ≤ a‖x‖+ (1 + b)‖Ax‖, x ∈ D .
whence we see that C is A-bounded. That A is C-bounded follows by symmetry.
Choose furthermore ε > 0 with b2 + ε2 < 1. Then
‖(A− C)x‖2 ≤ b2(‖Ax‖2 + ‖Cx‖2)
+ 2abε−1‖x‖(ε‖Ax‖+ ε‖Cx‖) + a2‖x‖2
≤ (b2 + ε2)(‖Ax‖2 + ‖Cx‖2) + (a2 + 2a2b2ε−2)‖x‖2
≤ ‖Ax‖2 + ‖A+Bx‖2 + γ‖x‖2,
whence we see that A,B fulfill all conditions of Corollary 3.6. 
Nelson in his famous paper [5] proved that if A,B are commuting symmetric
operators on a dense subspace of the (complex) Hilbert space H then the essential
selfadjointness of A2 + B2 implies essential selfadjointness for both A and B (see
[5, Corollary 9.2] or Corollary 3.13 below for the precise statement). Below we offer
two perturbation theorems, inspired by Nelson’s result, in which we prove essential
selfadjointness on A+B and B under the weaker condition
(Ax |By) = (Bx |Ay), x, y ∈ D
instead of requiring the commutation property ABx = BAx, x ∈ D . Furthermore,
our two-by-two operator matrix technique enables us to extend Nelson’s result also
for real Hilbert spaces.
Let us start with the following technical lemma:
Lemma 3.8. Let A,B be symmetric operators in H with common (not necessarily
dense) domain D such that
(3.5) (Ax |By) = (Bx |Ay), for all x, y ∈ D .
Then
((
I −A
A I
)(
x
y
) ∣∣∣∣
(
I B
−B I
)(
u
v
))
=
((
I −B
B I
)(
x
y
) ∣∣∣∣
(
I A
−A I
)(
u
v
))
for all x, y, u, v ∈ D .
Proof. Let us compute the left side:
((
I −A
A I
)(
x
y
) ∣∣∣∣
(
I B
−B I
)(
u
v
))
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=
((
x−Ay
Ax+ y
) ∣∣∣∣
(
u+Bv
v −Bu
))
= (x |u)− (Ay |u) + (x |Bv)− (Ay |Bv)
+ (Ax | v) + (y | v)− (Ax |Bu)− (y |Bu)
= (x |u)− (y |Au) + (Bx | v)− (By |Av)
+ (x |Av) + (y | v)− (Bx |Au)− (By |u)
= (x |u+Av) + (y | v −Au) + (Bx | v −Au) + (−By |u+Av)
=
((
x−By
Bx+ y
) ∣∣∣∣
(
u+Av
v −Au
))
=
((
I −B
B I
)(
x
y
) ∣∣∣∣
(
I A
−A I
)(
u
v
))
,
as it is stated. 
Theorem 3.9. Let A,B be symmetric operators in the real or complex Hilbert space
H with common (dense) domain D . Assume that A is selfadjoint and that
(Ax |By) = (Bx |Ay), for all x ∈ D .
Then B and A+B are both essentially selfadjoint on D .
Proof. We prove first that B essentially selfadjoint. With this aim consider (w, z) ∈
ran(MB,B)
⊥. By selfadjointness of A we can find u, v ∈ D such that(
I A
−A I
)(
u
v
)
=
(
w
z
)
.
Consequently, by Lemma 3.8
0 =
((
I A
−A I
)(
u
v
) ∣∣∣∣
(
I −B
B I
)(
x
y
))
=
((
I B
−B I
)(
u
v
) ∣∣∣∣
(
I −A
A I
)(
x
y
))
,
for any x, y ∈ D . Hence
(
I B
−B I
)(
u
v
)
∈ ran(MA,A)
⊥ = {0}. We get therefore
0 =
∥∥∥∥
(
I B
−B I
)(
u
v
)∥∥∥∥
2
= ‖u‖2 + ‖v‖2 + ‖Bu‖2 + ‖Bv‖2,
that yields u = v = 0, whence w = z = 0. Consequently, B is essentially selfadjoint
due to Theorem 3.3. Observe on the other hand that
(Ax | (A +B)y) = (Ax |Ay) + (Bx |Ay) = ((A+B)x |Ay)
holds according to our hypotheses. The essential selfadjointness of A + B follows
therefore due to the first part of the proof, replacing B by A+B. 
The essentially selfadjoint variant of the preceding theorem reads as follows:
Theorem 3.10. Let A,B be symmetric operators in the real or complex Hilbert
space H such that A is essentially selfadjoint and B is A-bounded. If
(3.6) (Ax |By) = (Bx |Ay), for all x ∈ domA
then A+B and B are essentially selfadjoint on domA.
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Proof. We conclude by A-boundedness that domA∗∗ ⊆ domB∗∗ and xn → x and
Axn → Ax imply Bxn → Bx for (xn)n∈N of domA and x in domA
∗∗. Hence
(3.6) remains valid also for x ∈ domA∗∗ =: D with A,B replaced by A∗∗, B∗∗,
respectively. Theorem 3.9 implies therefore that A∗∗+B∗∗ as well as the restriction
of B∗∗ to domA∗∗ are essentially selfadjoint. The desired statement follows from
the observations
G(A∗∗ +B∗∗) ⊆ G(A +B) and G(B∗∗ ↾ domA∗∗) ⊆ G(B)
which are again due to A-boundedness. 
Corollary 3.11. Let A,B be symmetric operators in H with D := domA ⊆ domB.
Assume furthermore D ⊆ dom(AB) ∩ dom(BA), ABx = BAx for all x ∈ D , and
that any of the following two conditions is satisfied:
a) A is selfadjoint;
b) A is essentially selfadjoint and B is A-bounded.
Then B and A+B are both essentially selfadjoint on D .
Proof. It is easy to verify that A,B satisfy the conditions of Theorem 3.9 and
Theorem 3.10, respectively. 
Corollary 3.12. Assume that A is symmetric and Am is essentially selfadjoint for
some integer m. If p is a polynomial with real coefficients and of degree ≤ m then
p(A) is essentially selfadjoint on dom(Am).
Proof. It is obvious that the symmetric operator B := p(A) fulfills (3.6) with Am
in place of A. To see that p(A) is Am-bounded it suffices to show that An is An+1-
bounded for each integer n < m. We proceed by induction. The case n = 2 follows
easily from the Cauchy–Schwarz and the arithemetic-geometric mean inequalities:
‖Ax‖2 = (A2x |x) ≤
1
2
‖A2x‖2 +
1
2
‖x‖2, for all x ∈ dom(A2).
Suppose now ‖An−1x‖2 ≤ α‖Anx‖2 + β‖x‖2 for certain α, β and for all x ∈
dom(An). Choosing γ > 0 with 2γ2 > α we get, just as in case n = 2,
‖Anx‖2 ≤
γ2
2
‖An+1x‖2 +
1
2γ2
‖An−1x‖2
≤
γ2
2
‖An+1x‖2 +
α
2γ2
‖Anx‖2 +
β
2γ2
‖x‖2
for x ∈ dom(An+1), whence, by rearrangement we conclude that
‖Anx‖2 ≤ α′‖An+1x‖2 + β′‖x‖2
for suitable α′, β′. Theorem 3.10 completes then the proof. 
We conclude the paper with a result [5, Corollary 9.2] due to Nelson. We also
mention that Nelson’s original result concerned only with complex Hilbert spaces.
Corollary 3.13. Let A,B be symmetric operators in the real or complex Hilbert
space H. Let D be a dense subset of H such that D is contained in the domain
of A,B,AB,BA,A2 and B2 and such that ABx = BAx for all x ∈ D . If the
restriction of A2 +B2 to D is essentially selfadjoint then the restrictions of A and
B to D are essentially selfadjoint as well.
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Proof. Setting C := (A2 +B2) ↾ D we conclude that
(Ax |Cy) = (Cx |Ay) and (Bx |Cy) = (Cx |By)
for all x, y ∈ D . On the other hand, both A,B are C-bounded according to the
following estimation:
‖Ax‖2 + ‖Bx‖2 = (Cx |x) ≤
1
2
(
‖Cx‖2 + ‖x‖2
)
, x ∈ D .
Theorem 3.10 therefore applies. 
Remark 3.14. Note that the assumptions of Nelson’s result above yield essential
selfadjointness for aA+bB for any a, b ∈ R. To see this we can repeat the arguments
of the preceding proof:
((aA+ bB)x |Cy) = (Cx | (aA+ bB)y), x, y ∈ D ,
and aA+ bB is C-bounded since A and B are so.
References
[1] M. S. Birman and M. Z. Solomiak, Spectral theory of self-adjoint operators in Hilbert space,
D. Reidel Publ. Company, Dordrecht, Holland, 1987.
[2] P. E. T. Jorgensen, Unbounded Operators: Perturbations and Commutativity Problems, J.
Funct. Anal. 39 (1980), 281–307.
[3] P. Hess and T. Kato, Perturbation of closed operators and their adjoints, Comment. Math.
Helv., 45 (1970), 524–529.
[4] T. Kato, Perturbation theory for linear operators, Springer-Verlag, Berlin, second edition,
1976. Grundlehren der Mathematischen Wissenschaften, Band 132.
[5] E. Nelson, Analytic vectors, Annals of Mathematics, 70 (1959), 572–615.
[6] J. v. Neumann, Allgemeine Eigenwerttheorie hermitescher Funktionaloperatoren, Mathema-
tische Annalen, 102 (1930), 49–131.
[7] J. v. Neumann, U¨ber adjungierte Funktionaloperatoren, Annals of Mathematics, 33 (1932),
294–310.
[8] D. Popovici and Z. Sebestye´n, On operators which are adjoint to each other, Acta Sci. Math.
(Szeged), 80 (2014), 175–194.
[9] C. Putnam, Commutation Properties of Hilbert Space Operators, Springer, 1967.
[10] F. Rellich, Sto¨rungstheorie der Spektralzerlegung III, Math. Ann. 116 (1939), 555–570.
[11] Z. Sebestye´n and Zs. Tarcsay, Characterizations of selfadjoint operators, Studia Sci. Math.
Hungar. 50 (2013), 423–435.
[12] Z. Sebestye´n and Zs. Tarcsay, A reversed von Neumann theorem, Acta Sci. Math. (Szeged),
80 (2014), 659–664;
[13] Z. Sebestye´n and Zs. Tarcsay, Characterizations of essentially selfadjoint and skew-adjoint
operators, Studia Sci. Math. Hungar., to appear.
[14] J. Weidmann, Lineare Operatoren in Hilbertra¨umen. Teil I.: Grundlagen, Mathematische
Leitfa¨den. Wiesbaden: B. G. Teubner, 2000.
[15] R. Wu¨st, Generalizations of Rellich’s theorem on perturbations of (essentially) selfadjoint
operators, Math. Z. 119 (1971), 276–280.
Department of Applied Analysis,, Eo¨tvo¨s L. University,, Pa´zma´ny Pe´ter se´ta´ny 1/c.,,
Budapest H-1117,, Hungary
E-mail address: sebesty@cs.elte.hu
Department of Applied Analysis,, Eo¨tvo¨s L. University,, Pa´zma´ny Pe´ter se´ta´ny 1/c.,,
Budapest H-1117,, Hungary
E-mail address: tarcsay@cs.elte.hu
