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Abstract
In this article we introduce conformal Riemannian morphisms. The idea of conformal
Riemannian morphism generalizes the notions of an isometric immersion, a Rieman-
nian submersion, an isometry, a Riemannian map and a conformal Riemannian map.
We show that every injective conformal Riemannian morphism is an injective confor-
mal immersion, and that on a connected manifold, every surjective conformal Rieman-
nian morphism is a surjective conformal submersion, and every bijective conformal
Riemannian morphism is a conformal map.
As an application, we show that a conformal Riemannian morphism from a con-
nected and compact Riemannian manifold to R satisfies an equation similar to the
generalized eikonal equation, ‖dfx‖2F = ∧f (x)rank(df), where ∧f is a Riemannian
factor ( Definition 1.6) associated to f . We show that a general conformal Riemannian
morphism satisfies ‖dfx‖2F ≥ ∧f (x)rank(f).
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1. Introduction
A generalization of the notions of isometric immersion and Riemannian submer-
sion between Riemannian manifolds was introduced by Arthur E. Fischer in 1992 and
was named as Riemannian map [5]. The theory of isometric immersions originated
from Gauss’s studies on surfaces in Euclidean spaces. On the other hand, the study
of Riemannian submersions between Riemannian manifolds was initiated by O’Neil
[8] and Gray [7]. Later on, Sahin generalized Riemannian maps further and defined
Conformal Riemannian maps [9].
The immersions and submersions are generalized and unified by subimmersions.
Fischer introduced Riemannian map as a Riemannian analog of subimmersion. In this
paper we generalize the conformal Riemannian maps by introducing the concept of a
conformal Riemannian morphism. We prove that such a map is a subimmersion. Thus
conformal Riemannian morphism is yet another Riemannian analog of the notion of
subimmersion.
Througout this paper (M, gM ) and (N, gN ) denote Riemannian manifolds with
Riemannian metrics gM and gN , respectively.
We recall some basic definitions.
Definition 1.1. A smooth function f : (M, gM ) → (N, gN ) is called conformal im-
mersion if there exist a smooth function∧f : M → R+ such that gN (f(x))(dfxX, dfxY ) =
∧f (x)gM (x)(X,Y ), for every X,Y ∈ TxM, for all x ∈ M . If ∧f (x) = 1, for each
x ∈M, then a conformal immersion f is said to be isometric immersion.
Definition 1.2. We say that a smooth function f : (M, gM )→ (N, gN ) is a conformal
submersion if there exist a linear subspaceHx ⊂ TxM , for each x ∈M and a smooth
function ∧f : M → R+ such that
1. dfx is surjective, for each x in M;
2. Hx ⊕ ker(dfx) = TxM , for each x ∈M ; and
3. gN (f(x))(dfxX, dfxY ) = ∧f (x)gM (x)(X,Y ), for every X,Y ∈ Hx, for each
x ∈M.
If Hx = (ker(dfx))
⊥, for all x ∈ M, then we say that f is horizontally con-
formal submersion [2]. In addition, if ∧f (x) = 1 then horizontally conformal
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submersion f is said to be Riemannian submersion. f is called an isometry if
it is isometric immersion as well as Riemannian submersion.
From [5] we recall
Definition 1.3. A smooth function f : (M, gM ) → (N, gN ) is called Riemannian
map if there exists a linear subspaceHx ⊂ TxM , for each x ∈M such that
1. Hx = ker(dfx)
⊥, for each x ∈M ; and
2. gN (f(x))(dfxX, dfxY ) = gM (x)(X,Y ), for every X,Y ∈ Hx, for each x ∈
M.
From [9] we recall
Definition 1.4. A smooth function f : (M, gM ) → (N, gN) is called conformal
Riemannian map if there exist a linear subspace Hx ⊂ TxM , for each x ∈ M and a
smooth function ∧f : M → R+ such that
1. Hx = ker(dfx)
⊥, for each x ∈M,
2. gN (f(x))(dfxX, dfxY ) = ∧f (x)gM (x)(X,Y ), for every X,Y ∈ Hx, for each
x ∈M.
Next, we define terms like geometric function, conformal Riemannian morphism
etc.
Definition 1.5. Let V and W be inner–product spaces over the field of real numbers
and f : V → W be a linear transformation. Denote the kernel and range of f by
K and R(f), respectively. We say that f is a geometric function if there exists a
subspace C of V such that V = K ⊕ C, and f|C : C → R(f) is conformal, that
is, for some r > 0, 〈f(u), f(v)〉 = r〈u, v〉, for every u, v ∈ C. We call C a Conf
subspace corresponding to f and denote it by Conf(f). We call r conformality factor
of f . We denote the collection of all geometric functions from an inner product space
V to another inner product space W by Geom(V,W ).
Definition 1.6. A smooth function f : (M, gM ) → (N, gN ) is called conformal Rie-
mannian morphism if there exists a smooth function ∧f : M → R+ such that dfx is a
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geometric function with conformality factor ∧f (x), for all x ∈ M. The function ∧f is
called Riemannian factor associated to f .
If ∧f (x) = 1, for each x ∈M , we call f a Riemannian morphism.
Definition 1.7. Let f : (M, gM )→ (N, gN ) be a smooth function. LetHx ⊂ TxM be
a linear subspace , for each x ∈M such thatHx ⊕ ker(dfx) = TxM .
• Define, ∀x ∈M , a linear function (dfHx)⋄ : Tf(x)N → TxM by
(dfHx)
⋄(X) =


((dfx)|Hx)
∗(X), if X ∈ range(dfx)
0, if X ∈ range(dfx)⊥.
Here ((dfx)|Hx)
∗ is adjoint of ((dfx)|Hx) : Hx → range(dfx).
• Define, ∀x ∈M , PHx : TxM → TxM by PHx(x) = (dfHx)⋄ ◦ (dfx).
• Define, ∀x ∈M , QHx : Tf(x)N → Tf(x)N by QHx(x) = (dfx) ◦ (dfHx)⋄.
By using functions PHx andQHx defined above we give some necessary and suffi-
cient conditions for a smooth function between Riemannian manifolds to be conformal
Riemannian morphism (see Theorems 3.2, 3.1 ). Also, we prove that a conformal Rie-
mannian morphism on a compact Riemannian manifold has locally constant rank (see
Theorem 4.2). Finally, we conclude one of our main results, Theorem 4.5.
2. Examples of conformal Riemannian morphisms
We let Rn denote the Eclidean n-space taken with its standard flat metric. Using
definition 1.6 in the Introduction, we give some examples of conformal Riemannian
morphisms.
1. If I : (M, gM )→ (N, gN ) is an isometric immersion (1.1), then I is a conformal
Riemannian morphism with ∧I(x) = 1 and ker(dIx) = {0}, ∀x ∈ M. In
particular, an isometry (1.2) is a Riemannian morphism.
2. If F : (M, gM ) → (N, gN ) is a conformal immersion (1.1), then F is a confor-
mal Riemannian morphism with ker(dFx) = {0}, ∀x ∈M.
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3. If F : (M, gM ) → (N, gN ) is a Riemannian submersion (1.2), then F is a
conformal Riemannian morphism with ∧F (x) = 1, range(dFx) = TF (x)N and
ker(dFx)
⊥ = Conf(dfx), ∀x ∈M.
4. If F : (M, gM )→ (N, gN ) is a conformal submersion (1.2), then F is a confor-
mal Riemannian morphism with dFx surjective, ∀x ∈M.
5. A Riemannian map (1.3) is a conformal Riemannian morphism with ∧f (x) = 1
and ker(dFx)
⊥ = Conf(dfx), ∀x ∈M.
6. A conformal Riemannian map (1.4) is a conformal Riemannian morphism with
ker(dFx)
⊥ = Conf(dfx), ∀x ∈M1.
7. Define f : R3 → R2 by f(x, y, z) = λ(x + y, z), for some real number λ.
Then ker f = {(x,−x, 0) : x ∈ R}. If H1 = {(x, 0, z) : x, z ∈ R} and
H2 = {(0, y, z) : y, z ∈ R}, then H1 ⊕ ker f = R3, H2 ⊕ ker f = R3. f is
a conformal Riemannian morphism. Here, we can choose H1 as well as H2 as
Conf(f). This example shows that Conf(f) need not be unique.
8. Define f : R4 → R4 by
f(x1, x2, x3, x4) = (e
x3(x1 − x2), 0, 0, ex3(x4 − x2)),
for all (x1, x2, x3, x4) ∈ R4. Then f is a smooth function and for any a ∈ R4,
we have,
df(a1,a2,a3,a4) =


ea3 −ea3 ea3(a1 − a2) 0
0 0 0 0
0 0 0 0
0 −ea3 ea3(a4 − a2) ea3


.
Note that dfa(e1) = e
a3e1, dfa(e4) = e
a3e4, dfa(e1+e4+e2) = 0, dfa(a2−
a1, 0, 1, a2 − a4) = 0. Let K = span{(1, 1, 0, 1), (a2 − a1, 0, 1, a2 − a4)}
and T = span{e1, e4}. Then (dfa)|K = 0 and f is conformal Riemannian
morphisms with Conf(dfa) = T and ∧f (a) = e2a3 , for all a ∈ R4. Note that
Conf(dfa) and ker(dfa) are not orthogonal in this example.
9. From Proposition 2.1 it is clear that every smooth function f : Rn → R is a
conformal Riemannian morphism if and only if it is a constant function or has
nonvanishing gradient.
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10. Every smooth curve c : R → (M, gM ) is conformal Riemannian morphism if
and only if it is a constant curve or c′(t) 6= 0, for all t ∈ R. Note that if c is a
curvewhich is a conformalRiemannianmorphism, then∧c(t) = gM (t)(c′(t), c′(t)).
11. A linear isomorphism A : Rn → Rn is a conformal Riemannian morphism if
and only if A is a scalar multiple of an orthogonal transformation.
12. A conformalRiemannianmorphism need not be a harmonicmap, and a harmonic
map need not be conformal Riemannian morphism. For example, the curve c :
R
+ → R2 given by c(t) = (t3, t6) is conformal Riemannian morphism but not
harmonic. Also, f : R2 → R2 defined by f(x, y) = (2x, 3y) is harmonic map
but not conformal Riemannian morphism.
13. From [6], we have following characterization of harmonic morphisms: a smooth
map φ : M → N between Riemannian manifolds is a harmonic morphism if
and only if it is both harmonic and conformal submersion. So we conclude that a
hormonic morphism is conformal Riemannian morphism but converse need not
be true because a conformal Riemannian morphism may not be a harmonic map.
14. Composition of conformal Riemannian morphisms need not be a conformal Rie-
mannian morphism. For example, f : R → R2 given by f(x) = (x2 + x, x2),
and g : R2 → R given by g(x, y) = x are conformal Riemannian morphisms but
g◦f(x) = x2+x is not conformal Riemannian morphism because g◦f ′(− 12 ) =
0 and g ◦ f is not constant.
Proposition 2.1. Let f : (M, gM )→ R be a smooth function on a connected Rieman-
nian manifold (M, gM ). Then f is a conformal Riemannian morphism if and only if f
is constant or it has nonvanishing gradient.
Proof. If f is constant, then it is easy to see that f is a conformal Riemannian mor-
phism. Let grad(f) denote the gradient of f which is a vector field defined by dfx(X) =
gM (x)(grad(f)(x), X), for each X ∈ TxM , and, Kx = {span(grad(f))}⊥, for
all x ∈ M . We have, dfx(λ grad(f)(x)) = gM (x)(grad(f)(x), λ grad(f)(x)) =
λ ‖grad(f)(x)‖2 and dfx|Kx ≡ 0. Now
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‖grad(f)(x)‖2gM (x)(λ1 grad(f)(x), λ2 grad(f)(x))
= λ1 λ2 ‖grad(f)(x)‖4
= λ1 ‖grad(f)(x)‖2.λ2 ‖grad(f)(x)‖2
= dfx(λ1 grad(f)(x)).dfx(λ2 grad(f)(x))
From above discussion, we conclude that f is a conformal Riemannian morphism
with Conf(dfx) = span(grad(f)(x)), ∧f (x) = ‖(gradf)(x)‖2 iff f is constant or
grad(f)(x) 6= 0, ∀x ∈M.
Corollary 2.1. Let f : (M, gM )→ R be a smooth function. If ‖grad(f)(x)‖ = 1, for
each x ∈M , then f is a conformal Riemannian morphism.
Proof. Proof follows from the Proposition 2.
Definition 2.1. If T : V →W is a linear transformation between inner product spaces
V and W, then Frobenius norm of T is defined by ‖T ‖F =
√
trace(T ∗T ).
Remark 2.1. 1. Note that if f : M → R is a conformal Riemannian morphism
then Riemannian factor∧f (x) is given by∧f (x) = ‖(grad(f))(x)‖2 and (ker(dfx))⊥ =
span(grad(f)(x)) = Conf(dfx). So, f is a conformal Riemannian map.
2. From example 10, we can conclude that a conformal Riemannianmorphism from
R→M is either a constant map or a conformal immersion.
3. From corollary 2.1, a Riemannian morphism f : (M, gM )→ R is a Riemannian
map and hence satisfies eikonal equation.
4. From [5], we have that a Riemannian map f : (M, gM ) → (N, gN ) satisfy
generalized eikonal equation ‖df‖ = rank(f). From [9], we have that a con-
formal Riemannian map f : (M, gM ) → (N, gN ) satisfy an equation of the
form ‖df‖ = ∧f rank(f). So, at best that we can hope is that conformal Rie-
mannian morphisms satisfy an equation of the form ‖df‖ = ∧f rank(f). But this
is not true. For example, in the example 7, given above, we have ∧(x) = λ2,
f∗(x, y) = λ(x, x, y). So, f◦f∗(x, y) = λ2(2x, y) and ‖dfx‖2 = trace((dfx)∗◦
dfx(x, y)) = 3λ
2, for all x ∈ R3. In this case 3λ2 > ∧f (x)rank(f) = 2λ2.
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5. From Proposition 2, a conformal Riemannian morphism from a connected and
compact Riemannian manifold to R is either constant or a conformal Rieman-
nian map, and hence satisfies an equation of the form ‖df‖ = ∧f rank(f).
3. Necessary and sufficient conditions for a map to be conformal Riemannian
morphism
In this section we give some necessary and sufficient conditions for a map between
Riemannian manifolds to be conformal Riemannian morphism.
Theorem 3.1. Let f : (M, gM )→ (N, gN) be a smooth function. Then f is conformal
Riemannian morphism if and only if there exist a smooth function ∧f : M → R+ and
a subspaceHx ⊂ TxM with TxM = Hx⊕kerdfx such that PHx ◦PHx = ∧f (x)PHx ,
for all x ∈M .
Proof. f is conformal Riemannian morphism if and only if there exists a smooth func-
tion ∧f : M → R+ and a subspace Hx ⊂ TxM with TxM = Hx ⊕ ker dfx such
that ∧f (x)gM (x)(X1, Y1) = gN (f(x))(dfxX1, dfxY1), for all X1, Y1 ∈ Hx. Since,
for all X1 ∈ Hx, Y1 ∈ TxM, gN (f(x))(dfxX1, dfxY1) = gM (x)(X1, ((dfx)|Hx)∗ ◦
dfxY1) = gM (X1, (dfHx)
⋄ ◦dfxY1), f is conformal Riemannian morphism if and only
if there exists a smooth function ∧f : M → R+ and a subspace Hx ⊂ TxM with
TxM = Hx ⊕ kerdfx such that
∧f (x)gM (x)(X1, (dfHx)⋄ ◦dfxY1) = gN (f(x))(dfxX1, dfx ◦ (dfHx)⋄ ◦dfxY1), (1)
for all X1 ∈ Hx, Y1 ∈ TxM . 1 is equivalent to
∧f (x)gM (X1, (dfHx)⋄ ◦dfxY1) = gM (x)(X1, (dfHx)⋄ ◦dfx ◦ (dfHx)⋄ ◦dfxY1), (2)
for all X1 ∈ Hx, Y1 ∈ TxM. Since PHx = (dfHx)⋄ ◦ (dfx), 2 is equivalent to
∧f (x)gM (x)(X1, PHxY1) = gM (x)(X1, PHx ◦ PHxY1), (3)
for allX1 ∈ Hx, Y1 ∈ TxM. Since range(PHx) = Hx, 3 is equivalent to PHx◦PHx =
∧(x)PHx . Hence we conclude the result.
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Theorem 3.2. Let f : (M, gM )→ (N, gN) be a smooth function. Then f is conformal
Riemannian morphism if and only if there exist a smooth function∧f : M → R+ and a
subspaceHx ⊂ TxM with TxM = Hx⊕ker dfx such thatQHx ◦QHx = ∧f (x)QHx ,
for all x ∈M .
Proof. f is conformal Riemannian morphism if and only if there exists a smooth func-
tion ∧f : M → R+ and a subspace Hx ⊂ TxM with TxM = Hx ⊕ ker dfx such
that ∧f (x)gM (x)(X1, Y1) = gN (f(x))(dfxX1, dfxY1), for all X1, Y1 ∈ Hx. Since
range((dfHx)
⋄) = Hx, ∧f (x)gM (x)(X1, Y1) = gN (f(x))(dfxX1, dfxY1), for all
X1, Y1 ∈ Hx, if and only if, for all X2 ∈ range(dfx), Y2 ∈ Tf(x)N
∧f (x)gM (x)((dfx)|Hx )∗X2, (dfHx )⋄Y2) = gN (f(x))(dfx ◦ ((dfx)|Hx )∗X2, dfx ◦ (dfHx )⋄Y2). (4)
4 is equivalent to
∧f (x)gN (f(x))(X2, dfx ◦ (dfHx )⋄Y2) = gM (x)((dfx)|Hx )∗X2, ((dfx)|Hx )∗ ◦ dfx ◦ (dfHx )⋄Y2), (5)
for all X2 ∈ range(dfx), Y2 ∈ Tf(x)N . 5 is equivalent to
∧f (x)gN (f(x))(X2, dfx ◦ (dfHx )⋄Y2) = gN (f(x))(X2, ((dfx)|Hx ) ◦ (dfHx )⋄ ◦ dfx ◦ (dfx)⋄Y2), (6)
for all X2 ∈ range(dfx), Y2 ∈ Tf(x)N . 6 is equivalent to
∧f (x)gN (f(x))(X2, dfx ◦ (dfHx )⋄Y2) = gN (f(x))(X2, dfx ◦ (dfHx )⋄dfx ◦ (dfHx )⋄Y2), (7)
for all X2 ∈ range(dfx), Y2 ∈ Tf(x)N .
We have QHx = (dfx) ◦ (dfHx)⋄. So, 7 holds for all X2 ∈ range(dfx), Y2 ∈
Tf(x)N , if and only if QHx ◦QHx = ∧(x)QHx , for each x ∈M . Hence we conclude
the result.
Proposition 3.1. Let f : (M, gM ) → (N, gN ) be a smooth function. If Hx =
(ker(dfx))
⊥, then (dfHx)
⋄ = (dfx)∗.
Proof. Suppose that Hx = (ker(dfx))
⊥. Then, for all X ∈ TxM and Y ∈ Tf(x)N ,
we have X = X1 + X2 and Y = Y1 + Y2 for unique X1 ∈ Hx, X2 ∈ (ker(dfx)),
Y1 ∈ range(dfx) and Y2 ∈ (range(dfx))⊥.We have,
gN(f(x))((dfx)(X), Y ) = gM (X, (dfx)
∗(Y )),
9
for all X ∈ TxM , Y ∈ Tf(x)N , implies that range((dfx)∗) = (ker(dfx))⊥ and
range(dfx) = (ker((dfx)
∗))⊥, for all x ∈M . So, we have
gN(f(x))((dfx)(X), Y ) = gM (X, (dfx)
∗(Y )),
for all X ∈ TxM , Y ∈ Tf(x)N , if and only if
gN (f(x))((dfx)(X1), Y1) = gM (X1, (dfx)
∗(Y1)),
for allX1 ∈ Hx, Y1 ∈ range(dfx). So, (dfHx)⋄|range(dfx) = ((dfx)∗)|range(dfx). Since
(dfHx)
⋄
|(range(dfx))⊥ ≡ 0, ((dfx)∗)|(range(dfx))⊥ ≡ 0, this implies that (dfHx)⋄ =
(dfx)
∗.
Remark 3.1. 1. From Proposition 3.1, we conclude that (dfHx)
⋄ is a generaliza-
tion of (dfx)
∗.
2. From Theorem 3.1, f is Riemannian morphism if and only if there exists a sub-
space Hx ⊂ TxM with TxM = Hx ⊕ kerdfx such that PHx is a projection
operator, that is, PHx ◦ PHx = PHx .
3. From Theorem 3.1, f is Riemannian morphism if and only if there exists a sub-
space Hx ⊂ TxM with TxM = Hx ⊕ ker dfx such that QHx is a projection
operator, that is, QHx ◦QHx = QHx .
4. Subimmersion
In this section we start with definition of subimmersion and state results regarding
subimmersions from Abraham, Marsden, Ratiu and Dieudonne. After this we state our
results.
Definition 4.1. A smooth function f : M → N is a subimmersion at x ∈M , if there is
an open set U containing x, a manifold P, a submersion S : U → P, and an immersion
J : P → N such that f |U = J ◦ S. A smooth function f : M → N is a subimmersion
if it is a subimmersion at each x ∈M.
Now we state a proposition from [5] which relates subimmersions and maps of
constant rank.
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Proposition 4.1. A smooth function f : M → N is a subimmersion if and only if the
rank function x 7→ rank(dfx) ( equivalently, if and only if the nullity function x 7→
dim(ker(dfx))) is locally constant, and hence constant on the connected components
of M.
Proof. If f is a subimmersion, then it is locally composition of a submersion and an
immersion , and hence has locally constant rank. Conversely, if it has locally constant
then, by using rank theorem, we coclude that it is a subimmersion. Local constancy of
nullity follows from rank nullity theorem.
We state following theorem about subimmersion(seeAbraham,Marsden, and Ratiu(1988),
and Dieudonne (1972), [1], [4], [3]).
Theorem 4.1. Let f : M → N be a subimmersion.
1. Then for every y ∈ f(M) ⊂ N , f−1(y) is a smooth closed submanifold of M,
with Tx(f
−1(y)) = ker(dfx), for every x ∈ f−1(y).
2. For every x ∈ M, there exists a neighborhood U of x such that f(U) is a sub-
manifold of N with Tf(x)(f(U)) = range(dfx). If, in addition, f is open or
closed onto its image, then f(M) is a submanifold of N.
3. If dfx : TxM → Tf(x)N is not surjective, then U in (2) above may be chosen so
that f(U) is nowhere dense in N.
Theorem 4.2. Let f : M → N be a subimmersion. Then
1. If f is injective, then f is an immersion, and hence an injective immersion.
2. If f is surjective and M is connected, then f is a submersion, and hence a sur-
jective submersion.
3. More generally, if M is connected and f is open or closed onto its image, then
f(M) is a submanifold of N, and the range restricted map f : M → f(M) is a
surjective submersion onto f(M).
4. If f is bijective and M is connected , then f is a diffeomorphism.
We have following lemma from the thesis of first author.
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Lemma 4.1. Let m and n be two natural numbers. Further, letM(m × n,R) denote
the inner-product space of all m × n matrices with real entries. Let r be any integer.
Define
Or = {A|A ∈M(m× n,R), rank(A) > r} &
Cr = {A|A ∈M(m× n,R), rank(A) 6 r}.
Then, for each r, Or and Cr are respectively open and closed inM(m× n,R).
Proof. Since Cr = O
c
r+1, it suffices to show that Or is open in M(m × n,R) for
each integer r. We dispose off the special cases when r 6 0 or r > min{m,n}. If
r 6 0, then Or = M(m× n,R) which is open inM(m× n,R). On the other hand if
r > min{m,n}, then Or is the empty set which too is open inM(m× n,R).
Next, suppose 0 < r 6 min{m,n}. In any m × n matrix the number of minors
of size r is given by
(
m
r
)(
n
r
)
. Denote this number by k. Let pi : M(m × n,R) →
M(r × r,R) for i ∈ {1, 2, . . . , k} be the projection maps corresponding to these k
minors. Let δ : M(r × r,R) → R be the determinant function. Since pi and δ are
continuous functions, the composition δ◦pi is a continuous function fromM(m×n,R)
to R for each i ∈ {1, 2, . . . , k}. Consequently, for each i ∈ {1, 2, . . . , k}, the set
Ui = (δ ◦ pi)−1(R\{0}) is open. Now, every matrix inM(m× n,R) of rank at least
r belongs to at least one of Ui for i ∈ {1, 2, . . . , k}. Thus, Or =
⋃k
i=1 Ui is open in
M(m× n,R).
Lemma 4.1 leads to the following theorem.
Theorem 4.3. Let V andW be finite–dimensional real inner–product spaces. Let r be
any integer. Define
Or = {f | f : V →W, f is linear, rank(f) > r} &
Cr = {f | f : V →W, f is linear, rank(f) 6 r}.
Then, for each r, Or and Cr are respectively open and closed in Hom(V,W ).
We have following lemma
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Lemma 4.2. Let V and W be finite–dimensional real inner–product spaces and let
T : V → W be a linear transformation. Suppose {Tk} is a sequence in Geom (V,W )
which converges to T . Suppose that, ∀k, rk = conformality factor of Tk and 0 <
p ≤ rk , for some real number p. Then, terms of the sequence {Tk} eventually have the
same rank as T .
Proof. Let the dimension of V be n and rank(T ) be r. For each natural number k, let
Xk and Yk denote, respectively, the kernel of Tk and Conf subspace corresponding to
Tk.
Since Tk → T , there exists a natural numberK1 such that for any natural number
k > K1, we have ‖Tk − T ‖ <
√
p
2 . We claim that for each natural number k > k1, the
intersection ker(T ) ∩ Yk = {0}. To prove this, it suffices to show that if α ∈ ker(T )
with ‖α‖ = 1, then α 6∈ Yk, ∀k > k3. We have, ∀k > k3, ‖Tk(α)‖ = ‖Tk(α) −
T (α)‖ 6 ‖Tk − T ‖‖α‖ <
√
p
2 and ‖Tk(α)‖ ≥
√
p, which is a contradiction. Thus,
α 6∈ Yk, ∀k > k3.
Fix a natural number k > K1 and suppose that {ui}n−ri=1 is a basis of ker(T ). Since
each Tk is a geometric function, we have V = Xk⊕Yk. Thus, we can find vi ∈ Xk and
wi ∈ Yk such that ui = vi+wi for all i ∈ {1, 2, . . . , n− r}. We claim that {vi}n−ri=1 is
linearly independent. Suppose that for some scalars βi, we have
∑n−r
i=1 βivi = 0. Since
each vi = ui−wi, we get
∑n−r
i=1 βiui =
∑n−r
i=1 βiwi which implies that
∑n−r
i=1 βiui ∈
Yk. From our previous observation that ker(T ) ∩ Yk = {0}, we have
∑n−r
i=1 βiui =
0 which by linear independence implies that βi = 0 for all i ∈ {1, 2, . . . , n − r}.
Conclude that {vi}n−ri=1 is linearly independent and hence rank(Tk) 6 rank(T ). Since,
from Theorem 4.3, {S : rank(T ) ≤ rank(S)} is open, there exists ǫ > 0 such that
Bǫ(T ) ⊂ {S : rank(T ) ≤ rank(S)}. Since {Tn} is eventually in Bǫ(T ), for some
natural number k3, k > k3 ⇒ rank(Tk) ≥ rank(T ). Hence there exists a natural
numberK such that for all k > K , we have rank(Tk) = rank(T ).
Proposition 4.2. Let f : M → N be a conformal Riemannian morphism between
Riemannian manifolds M and N such that Riemannian factor ∧f is bounded below
by a positive number. Define ρ : M → Z by x 7→ rank(dfx). Then the function ρ is
locally constant and hence is constant on each connected component of M.
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Proof. Let the dimensions ofM and N bem and n respectively and ∧f : M → R be
a smooth function such that such that c < ∧f (x), ∀x ∈ M, for some number c > 0.
We shall first show that ρ is a locally constant function onM .
On the contrary suppose that ρ is not locally constant at a p ∈ M . Choose co–
ordinate charts (U, φ) and (V, ψ) around p and f(p) respectively. Let g denote the
function ψ ◦ f ◦ φ−1 : φ(U)→ ψ(V ). Since f is a conformal Riemannian morphism,
for each y ∈ φ(U) we may view dgy : Rm → Rn as a geometric function between
real inner–product spaces. And since φ and ψ are diffeomorphisms, the function y 7→
rank(dgy) is not locally constant at q = φ(p). Hence, there exists a sequence {qk} in
φ(U) such that qk → q but has infinitely many terms ql with rank(dgql) 6= rank(dgq),
i.e. the sequence rank(dgqk) is not eventually constant. This contradicts Lemma 4.2
and makes untenable our assumption that ρ is not locally constant at p.
Next, every connected component ofM is path–connected. Hence any two points
in a component ofM can be joined by a path which is compact and connected. On each
such path ρ is locally constant and hence constant on the entire path. Consequently, ρ
is constant on every connected component ofM .
Corollary 4.1. Let f : M → N be a conformal Riemannian morphism between Rie-
mannian manifoldsM and N , andM be compact. Then the dimensions of the kernel
of dfx and Conf subspace corresponding to dfx are constants on each connected com-
ponent ofM .
Proof. Since M is compact Riemannian factor ∧f is bounded below by a positive num-
ber. The dimension of Conf subspace corresponding to dfx for x ∈M equals ρ(x) for
the function ρ used in Proposition 4.2 which is constant on each connected component
ofM . Further, the dimension of kernel of dfx being equal to dim (M)− ρ(x) is also a
constant on each connected component ofM .
Theorem 4.4. If f : M → N is a conformal Riemannian morphism such that Rieman-
nian factor ∧f is bounded below by a positive number then f is a subimmersion.
Proof. From Propositions 4.1 and 4.2, we conclude this result.
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Corollary 4.2. If f : M → N is a conformal Riemannian morphism between Rieman-
nian manifoldsM andN , and,M is compact, then f is a subimmersion.
Proof. Proof follows from the Theorem 4.4 and the fact that compactness of M implies
boundedness of Riemannian factor from below by a positive number.
We state following proposition from [5]
Proposition 4.3. A map f : M → (N, gN ) from a manifold M to a Riemannian
manifold (N, gN ) is an immersion iff the pullback tensor f
∗gN is a Riemannian metric
on M. In this case, f : (M, f∗gN)→ (N, gN ) is an isometric immersion.
Now we show that locally a conformal Riemannian morphism is composition of
a conformal submersion and isometric immersion. This gives information about local
structure of conformal Riemannian morphisms.
Proposition 4.4. Let f : M → N be a conformal Riemannian morphism between
Riemannian manifolds M and N such that Riemannian factor ∧f is bounded below
by a positive number. Then f is composition of a conformal submersion and isometric
immersion.
Proof. From Theorem 4.4, f is a subimmersion. For x ∈ M, let U, P, S and J be as in
Definition 4.1 for a subimmersion, so that fU = J ◦ S. Let gU = (gM )|U denote the
restriction of the Riemannian metric to the open set U of M, and let gP = J
∗gN , be
the pullback tensor on P. We show that (U, gU ) and (P, gP ) are Riemannian manifolds,
the submersion S : (U, gU ) → (P, gP ) is a conformal submersion, and the immersion
J : (P, gP )→ (N, gN ) is an isometric immersion.
Since U is open in M, (U, gU ) is an open Riemannian submanifold of (M, gM ). Since J
is an immersion by Proposition 4.3 gP is a Riemannian metric on P, and J : (P, gP )→
(N, gN ) is an isometric immersion. Let ∧ be the Riemannian factor associated to f .
Since f is a conformal Riemannian morphism,
gN(f(x))(dfxX, dfxY ) = ∧(x)gM (x)(X,Y ),
for all X,Y ∈ Conf(dfx). Now gN (f(x))(dfxX, dfxY ) = ∧(x)gM (x)(X,Y ), for all
X,Y ∈ Conf(dfx), if and only if∧(x)gM (x)(X,Y ) = gN (f(x))(dJS(x)◦dSxX, dJS(x)◦
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dSxY ), for allX,Y ∈ Conf(dfx), if and only if∧(x)gM (x)(X,Y ) = gP (S(x))(dSxX, dSxY ),
for all X,Y ∈ Conf(dfx). Hence S is a conformal submersion.
Now we summarize our main results.
Theorem 4.5. Let f : M → N be a conformal Riemannian morphism between Rie-
mannian manifoldsM and N such that Riemannian factor ∧f is bounded below by a
positive number. Then
1. f is a subimmersion.
2. Locally, f is the composition of a conformal submersion followed by an injective
isometric immersion.
3. If f is injective, then f is an conformal immersion.
4. If f is surjective and M is connected, then f is a surjective Riemannian submer-
sion
5. More generally, if f is open or closed onto its image, then f(M) is submanifold
of N. Let gN
f(M) denote the Riemannian metric induced on f(M) by the metric
gN . Then f : (M, gM ) → (f(M), gNf(M)) is a surjective conformal submersion
onto f(M).
6. If f is bijective and M is connected, then f is a conformal map.
Proof. We have (1), from Theorem 4.4. From Proposition 4.4 and Theorem 4.2, we
conclude (2), (3), (4) and (5). From (3) and (4), we conclude (6).
In Remark 3.1, we have seen that a conformal Riemannian morphism need not
satisfy an equation of the form ∧(x)rank(f) = ‖dfx‖2F . In the next theorem we prove
that ∧(x)rank(f) ≤ ‖dfx‖2F .
Theorem 4.6. Let f : (M, gM ) → (N, gN ) be a conformal Riemannian morphism
between Riemannian manifolds (M, gM ) and (N, gN). Let dimM = m and dimN =
n . Then we have
∧(x)rank(f) ≤ ‖dfx‖2F .
Proof. Let dim(range(dfx)) = l, {e1i : i = 1, 2, ...,m} and {e2j : j = 1, 2, ..., n}
be orthonormal bases of TxM and Tf(x)N respectively such that span{e1i : i =
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1, 2, ..., l} = Conf(dfx) and span{e2j : i = 1, 2, ..., l} = range(dfx). Also, let ∧f
be Riemannian factor associated to f and Dx = (dfx)|Conf(dfx). Since Dx is confor-
mal linear isomorphism, we have ‖Dx‖2F = ∧f (x)rank(Dx) = ∧f (x)l
We have
‖dfx‖2F =
∑
1≤i≤m,1≤j≤n
|〈(dfx)(e1i ), e2j〉|2
≥
∑
1≤i≤l,1≤j≤n
|〈(dfx)(e1i ), e2j〉|2
=
∑
1≤i≤l,1≤j≤l
|〈(dfx)(e1i ), e2j〉|2
=
∑
1≤i≤l,1≤j≤l
|〈(Dx)(e1i ), e2j〉|2
= ‖Dx‖2F
= ∧f (x)l.
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