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ABSTRACT
We present results from seven cosmological simulations that have been extended beyond the
present era as far as redshift z ≈ −0.99 or t ≈ 96.0 Gyr, using the Enzo simulation code.
We adopt the calibrated star formation and feedback prescriptions from our previous work on
reproducing the Milky Way with Enzo, with modifications to the simulation code, chemistry
and cooling library. We then consider the future behaviour of the halo mass function (HMF),
the equation of state (EOS) of the IGM, and the cosmic star formation history (SFH). Consistent
with previous work, we find a freeze out in the HMF at z ≈ −0.6 or t ≈ 28.1 Gyr. The evolution
of the EOS of the IGM presents an interesting case study of the cosmological coincidence
problem, where there is a sharp decline in the IGM temperature immediately after z = 0. For
the SFH, the simulations produce a peak and a subsequent decline into the future. However, we
do find a turnaround in the SFH after z ≈ −0.98 or t ≈ 82.4 Gyr in some simulations, which
we attribute to limitations of the criteria used for star formation. By integrating the SFH in
time up to z ≈ −0.92 or t ≈ 55.1 Gyr, the simulation with the best spatial resolution predicts
an asymptotic total stellar mass that is very close to that obtained from extrapolating the fit
of the observed SFR. Lastly, we investigate the future evolution of the partition of baryons
within a Milky Way-sized galaxy, using both a zoom and a box simulation. Despite vastly
different resolutions, these simulations predict individual haloes containing an equal fraction
of baryons in stars and gas at the time of freeze out.
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1 INTRODUCTION
When haloes of dark matter form through gravitational collapse,
baryons can fall into these dominant dark potential wells, becom-
ing pressure supported until they are able to cool and condense to
form stars (e.g. White & Rees 1978). Once stars form, these rapidly
provide feedback by injecting energy into the interstellar medium
(ISM). When massive stars reach the end of their main-sequence
lifetimes, they explode as supernovae, enriching the ISM by inject-
ing a large amount of energy (1051 erg per supernova:Woltjer 1972)
andmetals. Themetals will provide an additional source of radiative
cooling, especially for cold gas (e.g. Smith et al. 2008).
Feedback processes have been studied and implemented ex-
tensively in various simulations (Springel & Hernquist 2003; Kereš
et al. 2005; Oppenheimer & Davé 2006; Schaye et al. 2010; Vo-
gelsberger et al. 2014; Schaye et al. 2015; Pillepich et al. 2018).
We conducted a similar study in Oh et al. (2020) by exploring the
subgrid parameter space within the Enzo code. After calibrating
the subgrid physics for individual haloes of specific masses, we
? E-mail: bkoh@roe.ac.uk
now wish to apply this prescription to the halo population within
simulations of cosmological volumes, with the aim of studying the
long-term evolution of baryons. Since we expect Active Galactic
Nuclei (AGN) feedback to be subdominant at mass scales of Milky-
Way sized haloes and below (Bower et al. 2006; Behroozi et al.
2010; Storchi-Bergmann 2014), we do not include this feedback in
our simulations.
The gas that will fuel star formation comes from the interstel-
lar, circumgalactic and intergalactic medium. It originates by infall
from the intergalactic medium (IGM) in the outskirts of the halo,
beyond the virial radius. The gas then enters the intersection be-
tween the galaxy and the IGM, the circumgalactic medium (CGM).
The CGM contains gas that originates from the metal-poor IGM
inflows, metal-rich supernova and feedback outflows, and recycled
gas from various sources such as stripping from infalling satellite
galaxies (Hummels et al. 2019; Peeples et al. 2019), making it a
unique region. Finally, gas reaches the innermost regions of the
galaxy, contributing to the interstellar medium (ISM). According
to this categorisation, the IGM contains the bulk of cosmic matter
(Meiksin 2009; McQuinn 2016). Therefore, the IGM is vital across
astrophysical scales, ranging from tests of models of structure for-
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mation (Viel et al. 2005; Seljak et al. 2005), to anisotropies in the
CMB (Ostriker & Vishniac 1986; Hu 2000), to cosmological pa-
rameter inference (Pritchard et al. 2007; Wyithe & Dijkstra 2011).
For these reasons, our focus in this paper will be on the properties
of the IGM and their evolution over cosmological history.
This evolution is related indirectly to the cosmological his-
tory of star formation. That history is measured most effectively by
stellar emission from the far-UV (FUV) to the far-infrared (FIR)
(Madau & Dickinson 2014). Short-lived massive stars except those
in the oldest galaxies dominate the UV emission, allowing a di-
rect determination of the instantaneous star formation rate density
(SFRD). This measurement assumes a stellar initial mass function
and dust content. At the opposite extreme of wavelength, the FIR
emission of dusty starburst galaxies also acts as an effective tracer
of young stars and the SFRD because interstellar dust preferentially
absorbs UV light and re-emits in the thermal IR. Madau & Dickin-
son (2014) fitted a double power-law fit to these observations. This
fit describes a cosmic star formation rate density that rises gradually,
peaking at z ≈ 2 and then declines towards the present. There have
been many works seeking to improve the constraints on the cosmic
star formation history (Bouwens et al. 2012; Dunlop et al. 2017;
Yamaguchi et al. 2019; Khusanova et al. 2020). Despite differences
in the specific values at various redshifts, they agree on the general
trend presented in Madau & Dickinson (2014), which will be the
focus of comparison in this work. In the latter sections, we will also
introduce the cosmic star formation history described in Behroozi
et al. (2013b) in order to discuss the robustness of our results.
This UV emission from star formation helps maintain the ion-
isation of the IGM, together with emission from active galactic
nuclei. The exact contribution from each of these sources remains
under debate, but at z > 3 the decreasing population of bright
quasars leads to a correspondingly reduced contribution to the UV
background, suggesting that stars must provide the majority of the
ionizing flux at early times (Madau et al. 1999;Gnedin 2000;Wyithe
& Loeb 2003; Meiksin 2005; Robertson et al. 2010). Thus star
formation is an important driver for the strength of the UV back-
ground. The transfer of energy from this diffuse background flux
is most apparent in the IGM. There is a tight power law relation
between the temperature and density of the gas in the IGM at high z
(Hui & Gnedin 1997). This relation results from the balance of the
background UV photoheating and the adiabatic cooling due to the
expansion of the universe (McQuinn & Upton Sanderbeck 2016)
amongst other processes.
Extrapolation of the analytic fit to the cosmic SFRD (Madau &
Dickinson 2014) into the future predicts a continuation of the decline
seen between z ≈ 2 and the present. Potential causes include the
slowing of the growth of large scale structure due to the accelerating
expansion of the universe and efficient stellar and AGN feedback
(Salcido et al. 2018). These authors demonstrated that the decline
in the star formation rate could be avoided by switching off the
AGN feedback in their simulations, suggesting that the future of
star formation is heavily dependent on feedback processes. They
ended their simulations at an age of 20 Gyr, before the ‘freeze out’
era (z ≈ −0.6 or t ≈ 28.1 Gyr), following which haloes undergo
isolated evolution.
This raises the question of the long-term fate of the IGM gas:
when provided with a infinite further amount of time, can it poten-
tially cool and form stars, even though the cooling timescales in the
IGM are too long to have any significant impact on star formation
at z = 0? The answer is not obvious, because gas cooling has to
compete with the accelerating expansion of the universe, which re-
duces the inflow of gas. These processes affect the reservoir of gas
available for long-term star formation. We therefore aim to extend
predictions of star formation and the evolution of the IGM beyond
the next 20 Gyr, in order to understand the asymptotic fate of the
baryonic components of the universe. A pioneering study of this
topic was made by Nagamine & Loeb (2004), and we expand on
their work by using a diversity of methods and higher resolution.
In this paper, we start with a cosmological box simulation
that is comparable to that of Nagamine & Loeb (2004). We aim
to compare that work and its conclusions with the predictions of
modern galaxy formation codes, where the treatment of feedback is
rather different and where it is possible to perform more demanding
convergence studies at higher resolution. We use the calibrated star
formation and feedback prescriptions discussed extensively in Oh
et al. (2020). Building on this simulation, we vary the mass and
maximum spatial resolution to test for convergence. We also apply
the feedback prescription associated with Setup 1 from Oh et al.
(2020) as a test of the sensitivity of the results to different star
formation and feedback prescriptions. Lastly, we continue the zoom
simulation in Oh et al. (2020) into the future, quantifying the impact
of vastly different resolutions. Comparing these seven simulations,
we look at the evolution of the dark matter haloes, gas properties
and star formation.
This paper is structured as follows. Section 2 describes the
cosmological parameters used in the generation of the initial con-
ditions, the code, and setup for evolving them into the future. This
will be the first application of Enzo, Grackle and ROCKSTAR to
galaxy formation simulations of the future, i.e., negative redshifts.
Since they were not designed for such a purpose, we explore the
necessary changes to the codes to carry out the simulations. Section
3 will first present the iteration of results from these changes to the
simulation code.We also verify the capability of the ROCKSTAR halo
finder to accurately identify and trace haloes into the future. This
will be followed up by the comparison of our results to Nagamine
& Loeb (2004) and establishing the convergence of these results.
Lastly, we present and discuss the results from simulations of vari-
ous resolutions and, star formation and feedback prescriptions. The
halo mass functions, phase distribution of temperature and density
of gas, equation of state of the IGM and star formation history of
these simulations will be compared. Section 4 provides a summary
and discussion of the results obtained.
2 SIMULATIONS AND POST PROCESSING
In this section, we provide an overview of our simulation setups. As
mentioned, the codes used were not designed for evolving galaxy
formation into the future, and we include a critical assessment of
the ability of Enzo and Grackle to fulfil this requirement. It is not
surprising to find that certain components of the code require modi-
fications, and the necessary changes will be discussed in subsequent
sections.
Cosmological parameters are taken from WMAP-9 (Bennett
et al. 2013), Ωm = 0.285, ΩΛ = 0.715, Ωb = 0.0461, h = 0.695
and σ8 = 0.828 with their usual definitions are assumed across all
simulations. We generate the initial conditions of our simulations
using MUlti-Scale Initial Conditions for cosmological simulations
(MUSIC: Hahn & Abel 2011). Other than in terms of varying res-
olution, all simulations are initialised and set up identically. We
evolve the simulation using the AMR code, Enzo, using the hydro-
dynamic solver that originated from ZEUS (Stone & Norman 1992)
and an N-body adaptive particle-mesh gravity solver (Efstathiou
et al. 1985). The cooling and chemistry processes are handled by
MNRAS 000, 1–18 (2021)
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the equilibrium cooling mode of the Grackle library (Smith et al.
2017). This makes use of the tabulated cooling rates derived from
the photoionisation code, CLOUDY (Ferland et al. 2013). Lastly, we
apply and evolve the UV background radiation given by Haardt &
Madau (2012) up to and beyond z = 0. We will discuss the future
behaviour of the UV background in Section 2.3.1.
For star formation and thermal feedback, we adopt the model
by Cen & Ostriker (1992) and Smith et al. (2011)’s modified ver-
sion of the Cen & Ostriker (2006) thermal supernova feedback. The
parameter space for this framework was explored extensively in Oh
et al. (2020), who considered how to match the star-formation his-
tory of the Milky Way. Here we adopt their ‘Setup 1’ and ‘Setup 2’,
which differ mainly in the conversion from gas to stars. The former
uses a timestep dependent conversion efficiency, Jeans instability
check and a minimum mass of 105 M for the star particles, while
the latter applies a timestep independent conversion and removes
both the instability check and minimum mass.
When evolving a simulation with Setup 1, we apply the cor-
responding set of feedback parameter values of (2.5×10−4, 1_3,
0.2), consistent with the definition of (ε , r_s, fs) given in Oh et al.
(2020). On the other hand, when we evolve the simulation with
Setup 2, the feedback parameter values are set to (3.0×10−5, 1_1,
0.9). For clarity, ε refers to the feedback efficiency implemented in
the simulations. It is a user-defined factor relating the amount of
feedback energy (Efeedback) injected to the rest mass energy of the
star forming gas (mform × c2): Efeedback = mform × c2 × ε (See also
Equation 6 in Oh et al. 2020). r_s defines the volume in which this
feedback energy is injected into, e.g., r_s = 1_1 refers to the 6 cells
adjacent to the one containing the star particle. In the context of
this work, a value for r_s of 1_1 (6 cells) is 4.33 times smaller than
when r_s is set to 1_3 (26 cells), increasing the amount of energy
injected per cell, making the feedback in the simulation more effec-
tive. Lastly, fs is the star formation efficiency factor which specifies
the conversion efficiency of the gas mass in a cell into stellar mass
(refer to sections 2.1 and 2.2 in Oh et al. 2020 for details). Setup 2
will be the primary star formation and feedback prescription used
in this paper. We run a total of seven simulations to investigate the
convergence of the properties of baryons as they evolve into the
future and they are summarised in Table 1.
The names of the simulations indicate their resolutions and
feedback prescriptions. For example, NL denotes a baseline simula-
tion with a resolution comparable to that of Nagamine & Loeb
(2004), employing feedback according to Setup 2. Simulations
NL±x modify NL by adding/subtracting x levels of AMR while
simulationsNLm±x increase/decrease the root grid resolution. Both
the initial spatial andmass resolution of the simulations are changed
in NLm±x, invoking the need to adjust the maximum level of AMR
to keep the maximum spatial resolution constant. Only the spatial
resolution of the simulation is changed in NL±x. We also add two
further simulations: NLfb uses the feedback prescription of Setup
1; zoom is a continuation of the zoom simulations described in Oh
et al. (2020) beyond z = 0. These resolution choices are discussed
in Section 2.1, and the results of the simulations are discussed in
Section 3.
2.1 Resolution
Nagamine & Loeb (2004) presented the future evolution of the IGM
with a version of the parallel tree SPH code GADGET (Springel et al.
2001). Their simulation consisted of 643 particles each for dark
matter and gas within a 50 h−1Mpc cosmological box, translating
into a mass resolution of 3.4 × 1010 h−1M and 5.3 × 109 h−1M
for the dark matter and gas respectively. In contrast, we are using the
particle-mesh code, Enzo, to evolve a simulation into the future for
the first time. To allow a fair comparison of results, we implement
a comparable mass resolution in our simulation.
For a direct comparison to 643 dark matter and gas particles
each in a GADGET simulation, we require a 1283 root grid with
four AMR levels in Enzo. This increased number of particles in
the grid case was prompted by deviations in the low-mass end of
the halo mass functions between GADGET and Enzo (O’Shea et al.
2005). This increment also resulted in a higher spatial resolution
in the root grid, which allows the formation of low mass haloes,
preventing the loss of small-scale power. The number of AMR
levels was decided according to the agreement of the late time power
spectrum determined by O’Shea et al. (2005). This setup translates
to amaximum spatial resolution of 24.42 h−1 ckpc and a darkmatter
mass resolution of 4.72×109 h−1M . Generally, these numbers are
indicative of a low-resolution simulation.Hence,we look to quantify
and establish convergence by increasing and decreasing the number
of AMR and root grid resolution. Asmentioned, a summary of these
runs is presented in Table 1.
2.2 Final redshift
To compare with Nagamine & Loeb (2004), we have to evolve
our simulations for an equivalent or longer period of time. The
cosmological parameters assumed in their simulation (Ωm = 0.3,
ΩΛ = 0.7, Ωb = 0.04, h = 0.7 and σ8 = 0.9) are rather similar
to ours, but in detail we need to know the age of the universe at a











where H0 and Ωm is the Hubble parameter and matter density
parameter at z = 0 (Peebles 1993). We choose a final redshift of
−0.995 in our simulations, corresponding to a scale factor a =
(1+ z)−1 = 200, or t ≈ 7 tH. This encompasses the end point chosen
by Nagamine & Loeb (2004), a = 166.
2.3 Modifications to Enzo and Grackle
When first integrating towards this target, the results displayed some
peculiarities, particularly in the distribution of the temperature and
density of the gas. As a result, we re-evaluated the ability of various
components in Enzo version 2.5 and Grackle to function in this
non-standard regime. Certain methods or values in the machinery
proved adequate for evolution up to z = 0, but with small errors that
became important is the conditions experienced in the future. These
include the evolution of the UV background, values in the CLOUDY
table and fail-safe features in Grackle.
2.3.1 UV background evolution
One of the most popular UV background models is the Haardt
and Madau model obtained with CUBA. This is a radiative transfer
code that quantifies the propagation of Lyman-continuum photons
through a partially ionised inhomogeneous IGM (Haardt & Madau
1996). This UV background model has undergone several iterations
as a result of the improvements in the quantity and quality of obser-
vations, and a better understanding of the relevant physics over the
years.
MNRAS 000, 1–18 (2021)
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Table 1. List of simulations discussed in this paper with their corresponding reference name. This table includes the number of particles, cosmological box
size, the maximum number of AMR level, the maximum spatial and mass resolution, and the star formation setup and its corresponding feedback prescription

















NL 1283 50 4 35.13 6.79×109 2 (3.0×10−5, 1_1, 0.9)
NL-1 1283 50 3 70.26 6.79×109 2 (3.0×10−5, 1_1, 0.9)
NL+1 1283 50 5 17.56 6.79×109 2 (3.0×10−5, 1_1, 0.9)
NLm-1 643 50 5 35.13 5.43×1010 2 (3.0×10−5, 1_1, 0.9)
NLm+1 2563 50 3 35.13 8.48×108 2 (3.0×10−5, 1_1, 0.9)
NLfb 1283 50 4 35.13 6.79×109 1 (2.5×10−4, 1_3, 0.2)
zoom 2563 100 8 2.196 1.72×105 2 (3.0×10−5, 1_1, 0.9)
Nagamine & Loeb (2004) implemented a uniform UV back-
ground with a modified Haardt & Madau (1996) spectrum, having
complete reionization at z ≈ 6 (Davé et al. 1999; Becker et al. 2001).
Beyond z = 0, the authors linearly extrapolated the UV background,
consistent with the extrapolated decline of cosmic star formation.
This methodology ensures that the UV background approaches zero
quickly. Any interpolation or extrapolation of the UV background is
done linearly in z in Enzo by default. We choose to use an updated
Haardt &Madau (2012) UV background model for our simulations.
If we continue to use a linear extrapolation in z for this model, it
reverses the photoheating rates for neutral atomic hydrogen (HI),
neutral helium (HeI) and singly ionised helium (HeII) from a posi-
tive to a negative value at z = −0.195, z = −0.201 and z = −0.232
respectively. This transition means that instead of heating the IGM,
the UV background will be cooling the IGM at the mentioned z for
the various species. Since it was ambiguous what ‘linear’ meant in
Nagamine & Loeb (2004), to avoid the unphysical cooling, we mod-
ify the extrapolation scheme of the photoheating rates from linear
to logarithmic in 1 + z space in Enzo. In other words, we use
log UV = A + B log(1 + z), (2)
where A and B are dimensionless constants and UV refers to pho-
toheating rates for HI, HeI and HeII with the assumption that these
heating rates reach zero at z = −0.99999999 (an arbitrary choice,
which has no effect on the results in the redshift regime of our
computations, z < −0.995).
Any extrapolation of the UV background is unsatisfactory be-
cause it assumes that the global star formation rate will decrease
into future. Ideally, we want to implement a UV background that is
self-consistent with the ongoing star formation rate at the specified
redshift. However, this is not practical as it requires an iterative pro-
cess between the SFRD and implemented UV background in order
for them to match in the simulations. In any case, we only resolve
haloes with mass above ∼ 1011 M , for which the star formation
will not be highly sensitive to the UV background (Dawoodbhoy
et al. 2018; Katz et al. 2020).
2.3.2 CLOUDY table
Our simulations employ the equilibrium cooling mode from
Grackle (Smith et al. 2017), which uses tabulated heating and
cooling rates as a function of density, temperature and redshift, de-
rived from the CLOUDY photoionisation code (Ferland et al. 2013).
When evolving a simulation into the future, the available CLOUDY
table fails to account for two factors: heating and cooling rates into
the future and significantly lower densities due to the expansion of
the universe. Therefore, there is a need to revise and modify the
CLOUDY table.
To obtain the cooling and heating rates in the future, we can
choose to extrapolate from the last two data points of heating and
cooling rates in redshifts (z = 0.04912 and z = 0.0). However, this
extrapolation assumes that it encompasses all behaviour beyond
these data points, leading to an increased likelihood of unphysical
values as we extrapolate further into the future. Therefore, by as-
suming that the heating rates reach zero at some arbitrary point time
in the distant future (z = −0.99999999), we allow the cooling and
heating rates to be instead interpolated between two defined points
(z = 0 and z = −0.99999999). As discussed before, the intensity of
the UV background is expected to decrease to zero in the far future
because of the extrapolated decline in the global star formation rate.
A further unrelated issue is illustrated by Figure 1, where we
plot the original heating rates (Γ) with respect to temperature (T) at a
fixed density and redshift in the CLOUDY table (blue line). Although
the heating rates are stored as Γ, they are calculated from Γ × n2H
where nH is the number density of H. In the far future when nH can
be much smaller than the values encountered at z > 0, this quantity
suffers from floating point underflow. Using the lowest temperature
deemed to not be significantly affected by round-off error, Tα, at
a given density, ρ0, we carry out a second order interpolation in
logarithmic space to correct the heating rates for T ≥ Tα,
Γ(ρ0, z,T ≥ Tα) = L0 × Γ(ρ1, z,T ≥ Tα) + L1 × Γ(ρ2, z,T ≥ Tα)
+ L2 × Γ(ρ3, z,T ≥ Tα),
(3)
where L0, L1 and L2 are Lagrange basis functions given by
L0 = (ρ0 − ρ2)(ρ0 − ρ3)/(ρ1 − ρ2)(ρ1 − ρ3), (4)
L1 = (ρ0 − ρ1)(ρ0 − ρ3)/(ρ2 − ρ1)(ρ2 − ρ3), (5)
L2 = (ρ0 − ρ1)(ρ0 − ρ2)/(ρ3 − ρ1)(ρ3 − ρ2), (6)
with subscripts 1, 2 and 3 referring to the first, second and third
sequentially higher density. This process corrects regions affected
by underflow in a manner that preserves the density dependence of
the rates as shown by the green line in Figure 1.
We carry out this correction iteratively, between −10 <
log10(nH/cm−3) < 4, starting with heating rates at a fixed red-
shift having the least amount of missing data points, i.e., from high
to low density. Once we resolve the problem within ρ0; we employ
a slightly different process for the next density, ρ−1. We make use
of the gradient
m = 0.5 ×
Γ(ρ1, z,T ≥ Tβ) − Γ(ρ0, z,T ≥ Tβ)
ρ1 − ρ0
, (7)
MNRAS 000, 1–18 (2021)
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Figure 1. Graph of the heating rate coefficient Γ with respect to T at a
fixed density and z. The blue and green lines represent the heating rate with
and without corrections respectively. The temperature range is much more
extended with the corrections. In addition, the flat portions of the heating
rate curve are removed, allowing for a more realistic interpolation. Refer to
the discussion of the CLOUDY table under Section 2.3.2 for details about the
corrections.
where Tβ is similar to Tα, but for the density, ρ−1 and 0.5 is a factor
to dampen the solution in order to better match the apparent density
dependence, resulting in
Γ(ρ−1, z,T ≥ Tβ) = m × (ρ−1 − ρ0) + Γ(ρ0, z,T ≥ Tβ). (8)
As mentioned previously, the temperature associated with the flat
portion varies between density values, we therefore use Tβ for the
ρ−1 slice to differentiate it from ρ0. The solution first rectifies
the heating rates of the density with fewest missing data points,
before moving to progressively harder cases. This entire process
then repeats for different redshifts. This methodology is adopted to
address the lack of values in CLOUDY for exceptionally low density
and temperature, which are present in the far future of our universe.
2.3.3 Grackle
There are measures in Grackle to prevent arithmetic underflow
and round-off error, as in other codes. In particular, round-off error
occurs when the net change in internal energy is too small to be cap-
tured by the floating point precision. In the default setup, when the
absolute change in internal energy is less than 10−20 erg s−1 cm−3,
Grackle replaces this small change in internal energy with a small
heating value, regardless of whether or not it was cooling or heating
in the first instance. In typical simulations that complete at z = 0,
this artificial heating is insignificant, but this small numerical patch
can eventually dominate the results when considering extremely low
density gas with long cooling times in the far future.
We experimented with reducing the threshold value from
10−20 erg s−1 cm−3 to 10−40 erg s−1 cm−3 and setting the heat-
ing/cooling rate to zero instead of inserting the small heating value.
While this implementation resolves the issues associated with artifi-
cial heating, it introduces other numerical artefacts. In our follow-up
attempt, we allowed the gas to cool or heat accordingly, even if the
absolute value is below the threshold. In short, we simply removed
the threshold and any corrections introduced because we did not
find any consequences from the round-off error.
In addition to the issues discussed above, Grackle also inserts
a small heating value when gas in the cell is less than 1 K and still
cooling. In the far future, 1 K is much larger than the temperature
floor set in the simulations according to the CMB temperature,
TCMB = TCMB,0(1 + z), (9)
whereTCMB,0 is the CMB temperature at z = 0 (≈ 2.725 K). There-
fore, to prevent the introduction of the artificial heating term, we
switch off the cooling and force the cold gas to remain at the CMB
temperature according to Equation 9. While insignificant at z ≥ 0,
in the far future, this unphysical heating term can cause significant
heating to the gas in the IGM as other sources of heating and cool-
ing become negligible. Collectively, the modifications discussed
thus far affect the evolution of the IGM most significantly.
2.4 Halo finding and analysis
We identify haloes in the simulations with Robust Overdensity
Calculation using the k-Space Topologically Adaptive Refinement
code (ROCKSTAR: Behroozi et al. 2013a). It makes use of the six-
dimensional information of the dark matter particles to identify and
locate a halo. However, its capability to find haloes in simulations
into the future has not previously been explored. In the future, the
freeze out of the growth of large scale structures leads to a shut-
down of merging processes, so that each halo evolves independently
in isolation. This scenario means that the proper size of the halo re-
mains constant, translating to a shrinking comoving size that poses
a challenge to halo finding.
In order to test the capability of ROCKSTAR, we created an
idealised halo catalogue by placing isolated haloes on a uniform
grid. They are sampled from the Sheth & Tormen (2002) halo mass
function (HMF). Each halo is endowed with a truncated Navarro-
White-Frenk (NFW) density profile (Navarro et al. 1996), sampled
randomly by particles, down to a mass limit of two particles with
a mass resolution of 4.96 × 109 h−1M at three different redshifts
(z = 0,−0.5,−0.9). This number is much lower than the minimum
number of particles required byROCKSTAR to identify gravitationally
bound haloes, so we thus expect a cut-off in the number of haloes
recovered at low masses. Since ROCKSTAR identifies each halo with
a minimum of 20 particles, the lower mass limit of the haloes will
be approximately 1011 h−1M . Each redshift contains the same
distribution of haloes, but we shrink the comoving virial radii of the
haloes to replicate the effect of the expanding universe explained
in Section 2.4. Refer to Appendix A for the plots quantifying the
capability of ROCKSTAR to locate and identify haloes at and beyond
z = 0.We then input the positions and velocities of these darkmatter
particles into ROCKSTAR, repeating the halo finding five times to
quantify the variation between each run, as ROCKSTAR has some
explicitly non-deterministic features.
We also repeated the halo finding using the single and multiple
processors modes of the code. For the latter, the simulation box is
split in half and two processors are assigned to each computational
domain to locate and identify haloes. This setup involves a total
of seven processors with six of them finding haloes and one master
processor.We consistently obtain an identical total number of haloes
across all five runs with a single processor. However, we found
two different numbers within the five repeats at each redshift with
multiple processors. One of these numbers is consistent with the
single processor setupwhile the other is always smaller.We repeated
the exercise again at a different times but obtain results that are
consistent across the different setups. This anomaly led us to believe
that the inconsistency is a hardware related issue. To be specific,
this investigation is conducted on Cuillin, a computing cluster with
1474 Xeon cores, sited at the Royal Observatory, Edinburgh with
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an Open MPI version of 1.10.3. Even though we cannot replicate
the issue consistently, we use a single processor for halo finding in
our simulations to prevent any potential error. We then carry out
post-processing of the results from the simulations and halo finding
with the yt analysis toolkit (Turk et al. 2011).
3 RESULTS AND DISCUSSION
In the following sections, we will present and discuss the evolution
of various properties of the gas and dark matter in the simulations.
These include iterations of the changes described in Section 2 and
comparisons to previous work. We will first focus on the NL simu-
lation before extending the study to six other simulations of varying
spatial and mass resolution and feedback prescription. The specifi-
cations of these simulations can be found in Table 1. Lastly, we will
round up this section by comparing the results from the cosmolog-
ical box simulations with an extension into the future of the zoom
simulation described in Oh et al. (2020).
3.1 Evolution of the distribution of the gas temperature and
overdensity
We first present a plot of the gas density, projected in a slice with
a comoving thickness of 10 h−1Mpc and a comoving width of
50 h−1Mpc (Figure 2). Starting from panel (b), we notice a lack
of large scale structure evolution, consistent with the prediction of
freeze out within 2 tH past z = 0 (Nagamine & Loeb 2004; Salcido
et al. 2018). From this point of time, haloes evolve in isolation.
We then look at the mass-weighted temperature projection plot
of an identical slice in Figure 3. The filaments cool from T ≈ 107 K
at z = 0 to T ≈ 104 K at z ≈ −0.92 or t ≈ 55.1 Gyr before
reaching the same temperature as most of the gas at z ≈ −0.99 or
t ≈ 96.0 Gyr. This temperature drop is most likely due to the adia-
batic cooling from the expansion of the universe. The virialised dark
matter haloes with T > 104 K become increasingly isolated within
the cold IGM. They are represented by small, brightly coloured dots,
particularly in panels (e) and (f). These dots are a physical repre-
sentation of their shrinking comoving size as the universe evolves
into the future.
Lastly, we look at the combined evolution of these gas prop-
erties with the phase distribution in Figure 4. Again, the panels
concern the same time snapshots as in Figures 2 and 3. We can di-
vide the phase distribution into four quadrants using lines of thresh-
old density and temperature for star formation in the simulation.
The bottom left quadrant contains gas of low overdensity and low
temperature, which constitutes the IGM.We will investigate its evo-
lution in greater detail in Section 3.3. Gas that has cooled radiatively
inside dark matter haloes occupies the bottom right quadrant. How-
ever, there is an absence of gas in this region because it has been
converted to stars according to the star formation criteria specified
in the simulation. Lastly, we combine the upper left and right quad-
rants and classify gas in these regions as ‘hot gas’. It consists of
the warm-hot intergalactic medium (Cen & Ostriker 1999) and hot
dense gas in massive haloes. This dissection of the phase space is
consistent with the definitions used in Davé et al. (2001).
As the universe evolves into the future, the phase distri-
bution elongates diagonally. The extremely long bremsstrahlung-
dominated cooling time of the hot gas with T = 107.5 K and over-
density of 200 at z = 0 is the cause of this elongation. Note that gas
at a constant overdensity corresponds to a continuously declining ρ
because 〈ρ〉 decreases into the future. The feedback from galaxies
thus affects gas of decreasing density as the simulation evolves: for
a given amount of thermal energy, the resulting temperature will
be higher as the density declines, resulting in a second temperature
peak (T ≈ 108 K) in gas of intermediate overdensity around 103. At
z ≈ −0.98 or t ≈ 82.4 Gyr, adiabatic cooling due to the expansion
of the universe begins to cause some gas to hit the temperature floor
given by Equation 9. Gas of higher density is able to reach the CMB
temperature, affecting the equation of state of the IGM, which we
will discuss in Section 3.3.
Furthermore, in the future, the Jeans mass of the gas starts to
become very large, making gravitational collapse difficult. As the
halo mass function freezes out, the gravitational potential wells only
evolves internally, restricting the inflow of gas. Therefore, the gas
remains hot and unable to collapse to high densities.
Comparison to Nagamine & Loeb (2004)
Nagamine & Loeb (2004) performed an analysis similar to the one
in Section 3.1 with a SPH simulation, which we have attempted to
match in resolution. This similarity means that differences between
the simulation results must lie in the methodology of the simulation
code and implementation of the baryonic processes. Taking these
factors into account, we will compare the evolution of the phase
distribution in our Figure 4 to Figure 3 of Nagamine & Loeb (2004).
There is a similar elongation in phase space occupied by the gas
into the future in both simulations. We have discussed the reasons
for this evolution in Section 3.1. We also observe a similar peak in
gasmass at high overdensities (> 105) and temperature (> 106 K) in
both figures. But despite this general agreement, there are specific
differences present in the figures, which can be attributed to the
different star formation and feedback prescriptions. An island of
gas in haloes with T ≈ 104 K and log10 ρ/〈ρ〉 > 6 in Figure 3
of Nagamine & Loeb (2004) is absent in Figure 4. This disparity
reflects the difference in star formation criteria. In our simulation,
gas is converted into stars when log10 ρ/〈ρ〉 > 4, indicated by
the vertical line in each panel of Figure 4. This threshold is lower
than the comoving baryon overdensity of 7.7 × 105 at z = 0 used
by Nagamine & Loeb (2004). Therefore, all the gas supposedly
inhabiting this island in phase space is turned into stars in our
simulation.
The details of the feedback prescriptions also differ between
the simulations despite both using thermal feedback. The amount of
feedback energy injected per solar mass of stars in our simulation is
approximately an order of magnitude higher than 4 × 1048 erg M−1
in Nagamine & Loeb (2004). Gas in the haloes of our simulation is
thus heated to a higher temperature and is likely to propagate further
into the IGM. The overdensity corresponding to gas in haloes in our
simulation is then lower because the feedback is stronger and pushes
the gas away from the centre of the haloes.
Although there are differences in the specific details of the evo-
lution of the phase distribution, the general trend agrees between
both simulations. Nagamine & Loeb (2004) claimed that the results
obtained are dominated by gravitationally-induced shocks and in-
sensitive to the exact UV background, star formation and feedback
model. The comparison we have made thus far supports this con-
clusion to a certain extent, depending on the scale of interest. We
now expand these results by analysing other aspects that were not
explored by Nagamine & Loeb (2004). These include the halo mass
function (HMF), which was however considered by Nagamine &
Loeb (2003); the equation of state of the IGM; the star formation
rate density (SFRD); and in particular the resolution convergence
of these properties.
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(a) z ≈ 0, t ≈ t0






































(b) z ≈ −0.59, t ≈ t0 + tH






































(c) z ≈ −0.82, t ≈ t0 + 2tH






































(d) z ≈ −0.92, t ≈ t0 + 3tH






































(e) z ≈ −0.98, t ≈ t0 + 5tH






































(f) z ≈ −0.99, t ≈ t0 + 6tH
Figure 2. Density projection plots of a slice in NL with a comoving thickness of 10h−1Mpc and a comoving width of 50h−1Mpc at the z and t indicated in the
captions. As the simulation evolves into the future, large scale structure growth freezes out as the universe becomes Λ-dominated. This phenomenon explains
the high level of similarity of the plots, especially at late times.
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(a) z ≈ 0, t ≈ t0






























(b) z ≈ −0.59, t ≈ t0 + tH






























(c) z ≈ −0.82, t ≈ t0 + 2tH






























(d) z ≈ −0.92, t ≈ t0 + 3tH






























(e) z ≈ −0.98, t ≈ t0 + 5tH






























(f) z ≈ −0.99, t ≈ t0 + 6tH
Figure 3. Mass-weighted temperature projection plot of an identical slice in NL as Figure 2. As the simulation evolves into the future, the gas in the filaments
cools and reaches an equilibrium with the background temperature. On the other hand, the haloes become hotter and their comoving sizes shrink to small dots
in the plots.
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(c) z ≈ −0.82, t ≈ t0 + 2tH
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(d) z ≈ −0.92, t ≈ t0 + 3tH















t = 82.45 Gyr
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(e) z ≈ −0.98, t ≈ t0 + 5tH















t = 96.01 Gyr
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log mjean [M¯ ]
(f) z ≈ −0.99, t ≈ t0 + 6tH
Figure 4. Gas mass in bins of overdensity and temperature of the gas in NL
at the z and t indicated in the captions. We have included diagonal lines of constant Jeans mass of the gas according to its temperature and baryon overdensity.
The colour of these lines corresponds to a value indicated by the colour bar at the top of the figure. The horizontal and vertical lines are the specified threshold
baryon overdensity and temperature required for star formation in the simulations. In other words, gas in the bottom right region can potentially form stars if
all other criteria are fulfilled. Refer to Section 3.1 for a detailed description.
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Figure 5. Evolution of the HMF with z into the future in NL. The lines
are coloured according to their respective z shown in the legend. The time
interval between the lines is approximately oneHubble time, tH ≈ 13.7 Gyr.
We observe a freeze out in the evolution at z ≈ −0.6when the high mass end
remains constant. We discuss how the spatial resolution due to the expansion
of the universe affects the later evolution of the HMF in Section 3.2.
3.2 The future of the halo mass function
We have investigated the ability of ROCKSTAR to locate haloes in
an ideal environment where they are isolated. In this section, we
wish to extend this study to a realistic cosmological simulation. We
illustrate this evolution out to z ≈ −0.99 or t ≈ 96.0 Gyr in Figure
5. From z = 0 to z ≈ −0.92, we believe that ROCKSTAR is locating
and identifying haloes reliably over the entire halo mass range. The
previously discussed period of freeze out occurs within this period
at z ≈ −0.6 or t ≈ 27.6 Gyr or a ≈ 2.5. As a consequence, the HMF
in the figure displays a lack of significant evolution from z ≈ −0.59
to z ≈ −0.92 between 8×1013 M ≤ mvir ≤ 5×1014 M , giving us
confidence in the results within this range. But we find an increasing
deviation at the low mass end of the HMF due to the worsening of
proper force resolution with time, which degrades in proportion to
twice the scale factor – i.e. the force resolution at z ≈ −0.99 is 200
times poorer than that at z = 0. This deterioration leads to low mass
haloes becoming comparable in radius to the grid cell size.
This period, which we label as the beginning of freeze out, is
earlier than that presented in Nagamine & Loeb (2003), which only
starts at z ≈ −0.82 or t ≈ 41.3 Gyr or a ≈ 5.8. This difference arises
for two reasons. The first is the larger box size used in Nagamine &
Loeb (2003), allowing the formation of more massive haloes. Also,
Nagamine & Loeb (2003) defined freeze out as occurring when the
halo mass functions are indistinguishable from each other, whereas
we use a lack of significant evolution in the halo mass function
to signal the beginning of freeze out. This difference is due to the
uncertainty in the force resolution of our simulations. If we were
to compare the difference in the values after applying an identical
mass cut between z ≈ −0.59 and z ≈ −0.82 in Figure 5 and the short
dashed and other lines except the solid line of Figure 2 in Nagamine
& Loeb (2003), we would arrive at a similar time for freeze out.
At z ≈ −0.98 or t ≈ 82.4 Gyr, there is a drastic drop in the
number of haloes across the wholemass range. At the same time, the
most massive halo found in the simulation is only ∼ 2 × 1014 M .
This trend continues to z ≈ −0.99 or t ≈ 96.0 Gyr, where the effect
is so significant that it causes orders of magnitude difference over
the full mass range. We view this as a propagation of the poor force
resolution from the low to high mass haloes. The most massive
halo at each redshift is found consistently, in close proximity to its
previously known location – but its assigned mass declines with
time, starting at z ≈ −0.92 or t ≈ 55.1 Gyr. This decrease in mass is
attributed to the loss of particles at the boundary of the halo due to
the coupling of the accelerating expansion rate and the deteriorating
force resolution. In a related change, the virial radius of the most
massive halo is approximately an order of magnitude smaller at
z ≈ −0.99 or t ≈ 82.4 Gyr (2.964 h−1 ckpc) than at z ≈ −0.98
t ≈ 96.0 Gyr (21.826 h−1 ckpc).
We have thus shown that caution should be taken when ex-
amining the state of the simulation in the distant future. Despite
the overall reasonable appearance of the large-scale structure, the
simulation loses its ability to resolve haloes properly. The mock
halo catalogue does not capture this effect because the haloes were
generated in an ideal fashion, without force resolution effects.
3.3 The future of the intergalactic medium
In this section, we turn our attention to the evolution of the IGM
itself. We focus mainly on the phase distribution of gas, defining
IGM material as having an overdensity less than 103 (Davé et al.
2001). Hui &Gnedin (1997) found that low density gas (overdensity
< 5) in the IGM could be characterised by
T = T0(1 + δ)γ−1, (10)
whereT0 is the temperature at cosmicmean density, δ = ρ/〈ρ〉−1 is
the gas overdensity and γ is the sensitivity of the gas temperature to
its overdensity. This fitted power law is shown as a diagonal black
line at low overdensities in Figure 6, which is a modification of
Figure 4 in which we have removed all gas within rvir of any halo,
to yield a plot governing the IGM only.
Before we look at how the IGM evolves into the future, it is
interesting to note that the IGM phase distribution at late times
contains gas with overdensity above 6 × 103. Such gas must reside
within haloes and should have been excluded from the plot. This is
additional evidence that Enzo is failing to resolve low mass haloes,
leading to the inability ofROCKSTAR to identify these objects, despite
them having the high density associated with a halo. Since we fit
the power law at much lower overdensity, these issues do not affect
the evolution of the equation of state of this component of the IGM.
We fit Equation 10 using two bins of grid cells with a width of
5% centred around the central gas overdensities of 10−1 and 100,
consistent with previous work (Puchwein et al. 2015; Sorini et al.
2018). We then calculate the volume-weighted median temperature
around these values and construct the best-fit power law.
We first compare our fit with previous results at z ≈ 2.5 from
Sorini et al. (2018). The authors presented results from both a Nyx
simulation (Almgren et al. 2013; Lukić et al. 2015) and the Illustris
simulation (Vogelsberger et al. 2014). The parameters obtained from
fitting Equation 10 are log10 T0 = 4.01 and γ = 1.57 at z = 2.4
for Nyx and log10 T0 = 4.12 and γ = 1.6 at z = 2.44 for Illustris.
These agree well with the values from our simulation, which are
log10 T0 = 4.21 and γ = 1.58 at z = 2.55. They are also consistent
with observational constraints from Schaye et al. (2000): log10 T0 ≈
4.20 and γ ≈ 1.2 at z = 2.5. It should however be noted that
deviations in these values can arise due to the differences in the
assumed UV background (Oñorbe et al. 2017).
The next step is to investigate how the values of T0 and γ
evolve, which is presented in Figure 7; we include for comparison
dots that show a visual fit to Figure 3 of Nagamine & Loeb (2004).
The median temperatures and the resulting log10 T0 and γ from our
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t = 96.01 Gyr
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(f) z ≈ −0.99, t ≈ t0 + 6tH
Figure 6. Similar to Figure 4 but containing only gas in the IGM in NL. We add a black diagonal line to represent the best-fit equation of state of the IGM
given by Equation 10. However, the existence of gas of high overdensity suggests contamination of the phase plots. Refer to Section 3.3 for discussion on the
evolution of the IGM.
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Figure 7. Evolution of the properties of the IGM in NL, linearly for z ≥ 0
and logarithmically for z < 0. The lines and dots are results from our work
and Nagamine & Loeb (2004)’s simulation respectively. Blue and red colour
refers to log10 T0 and γ from Equation 10 respectively. The sharp decline of
log10 T0 beyond z = 0 suggests that we are at a special point in the evolution
of the universe. Refer to Section 3.3 for discussion about this in relation to
the ‘coincidence problem’.
simulation are insensitive to whether we use a volume-weighted
or mass-weighted median. There is a consistent drop in log10 T0
beyond z = 0 across both simulations. As discussed above, the ex-
pansion of the universe drives an increasing amount of gas towards
the CMB temperature. This convergence with the CMB tempera-
ture becomes more complete at later times. Figure 6 shows that the
overdensity associated with this gas increases with time, eventually
encompassing the values used to derive γ by 1 + z ≈ 0.01. At this
point, γ approaches a value of unity because the median temper-
atures of the gas within the overdensity bins are similar to each
other, close to the CMB value. As a result, it is harder to provide a
meaningful interpretation for the values of T0 and γ so far into the
future.
Before γ falls abruptly to a value near unity, Figure 7 shows
that this parameter increases slowly between 4.0 ≤ 1 + z ≤ 0.02.
McQuinn & Upton Sanderbeck (2016) pointed out that the balance
of the photoheating from the UV background and the cooling due
to the cosmological expansion creates a tight relation between the
temperature and density of the IGM at early times. Other processes
such as Compton cooling by the CMB also shaped this relation, al-
beit in aminor role.What is expected to happen to this relation in the
future? Following our assumptions, the extrapolated heating from
the UV background decreases to zero while there is an increased
adiabatic cooling rate from the expansion of the universe. Together
with a continual increase in the shocked fraction of gas (McQuinn
& Upton Sanderbeck 2016), these factors create deviations in the
previously tight relation, and the temperature distribution of the gas
at given density gains a higher variance in the future. Since Equa-
tion 10 is supposed to describe a tight relation at high redshifts,
this variance increases the error associated with such a fit to the
IGM into the future. Combined with what we discussed in the pre-
vious paragraph, it appears that this previously tight relation at high
redshifts will not be as suitable to describe the IGM into the future.
Lastly, we note that the decline of T0 begins at z ≈ 0, suggest-
ing that the IGM is presently in a delicate balance with only just
sufficient photons to remain ionised. Radiation from stars and AGN
that contribute to the UV background will soon no longer be suffi-
cient to keep the universe ionised. If this is the case, it adds another
case study to the cosmological coincidence problem, in which the
present is a unique point in the evolution of the universe. We found
that before z = 0, the cooling time of the IGM is of the same order
of magnitude as the Hubble time. This value rapidly increases to
more than 100 Hubble times beyond z = 0. This is related to the
history of star formation to this point: if the SFRD had not peaked
at z ≈ 2 and subsequently declined, the decrease in T0 would be
postponed.
3.4 Resolution convergence
3.4.1 Halo mass function
In Sections 3.2 and 3.3, we discussed the evolution of the HMF and
the IGM into the future using simulation NL, described in Section
2, which has comparable resolution to the simulation of Nagamine
& Loeb (2004). We have shown that our results are in reasonable
agreement. However, it is not clear whether the results are converged
in terms of resolution. Therefore, we introduce six other simulations
that are summarised in Table 1. We will be using NL as the base-
line, NL ± 1 for spatial resolution comparison, NLm ± 1 for mass
resolution comparison, and NLfb for a feedback sensitivity study.
Each simulation contains only one parameter that is different from
NL.
In Figure 8, we show that changing the root grid resolution
in NLm-1 (purple) and NLm+1 (pink) affects the low mass end of
the HMFs most significantly. The ratio of the dark matter particle
mass between NLm-1 and NLm+1 is 64. Since ROCKSTAR uses the
same minimum number of particles to define a halo, this difference
is carried forward to the minimum mass of a resolved halo in both
simulations. At the high mass end, there is excellent agreement
between all simulations at z > −0.92. But this conclusion does
not hold for all times. In panels (e) and (f) of Figure 8, the HMFs
of NLm-1, NL and NLm+1 with identical spatial resolutions are
clustered around each other but separated from the rest. Therefore,
we do not have convergence at these times, and this separation hints
at the sensitivity of the HMFs to spatial resolution.
The simulation with the worst spatial resolution isNL-1 (blue).
It starts to show signs of deviation earlier than the other simulations,
affecting the lowmass end of the HMF at z ≈ −0.82 or t ≈ 41.3 Gyr,
and eventually coming to affect the entire mass range (see Section
3.2). Far enough into the future, the increase in proper grid cell size
due to the expansion of the universe will affect even the best spatial
resolution simulation (NL+1). By z ≈ −0.98 or t ≈ 82.4 Gyr, the
HMFs of the simulations are separated into three distinct bands
according to their maximum spatial resolution. In future work, we
can thus predict the redshift at which a simulation’s HMF will
break, marking the reliability limit of the calculation. Lastly, we
do not notice any significant disparity between NLfb (orange) and
NL (green) with an identical resolution, confirming that baryonic
processes have little influence over their host haloes.
The spatial resolution plays an important role in determining
the simulation’s ability to form haloes the further it evolves into the
future. From the divergence of the HMFs in Figure 8 starting from
z ≈ −0.98 or t ≈ 82.4 Gyr, we conclude that the presence of haloes
is dictated by the numerical limits of the simulation. To further
quantify if this is a purely numerical or a physical phenomenon, we
have to experiment with simulations of higher spatial resolution and
even further into the future. We will discuss the implications of this
limitation in the context of star formation in later sections.
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(f) z ≈ −0.99, t ≈ t0 + 6tH
Figure 8. Evolution of the HMFs into the future, considering simulations with varying specifications summarised in Table 1. The time interval between each
panel is approximately tH. The blue, red, green, purple, pink and orange lines correspond to NL-1, NL+1, NL, NLm-1, NLm+1 and NLfb respectively. Across
time, simulations with different root grid resolutions (NLm+1, NLm-1) have a correspondingly better or worse resolution, affecting their ability to resolve
the smaller mass haloes. On the other hand, simulations with different maximum spatial resolutions (NL-1, NL+1) deviate more significantly further into the
future. Lastly, different feedback implementations in simulations (NLfb) do not appear to influence the HMF as expected. Refer to Section 3.4.1 for discussion
about the convergence of these results.
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Figure 9. Evolution of the properties of the IGM in time from our suite of
simulations summarised in Table 1. The lines are coloured in the same way
as Figure 8, indicated by the legend. The solid and dashed lines represents
the evolution of log10 T0 and γ from Equation 10 respectively. The main
difference between the simulations occurs at early times due to disparities
in spatial resolution and star formation criteria specifically for NLm+1 and
NLfb. Refer to Section 3.4.2 for detailed discussion.
3.4.2 Properties of the intergalactic medium
In this section, we shift the focus to the IGM, expanding the re-
sults in Section 3.3 and looking at their convergence. Although we
have shown a high degree of variance within the defined density
of the IGM in the future, a single equation of state is still one of
the most prevalent methods for characterising the IGM. Therefore,
we continue to use the power law fit in Equation 10 in our conver-
gence study. We show the evolution of log10 T0 (solid lines) and γ
(dashed lines) from our suite of simulations in Figure 9. Generally,
we find the evolution to be consistent regardless of resolution and
star formation and feedback prescription: the trend closely resem-
bles Figure 7 (see Section 3.3) with some differences between the
simulations.
We notice that the initial redshift when Equation 10 can be
fitted to the simulations differs according to the absence of gas with
overdensity of 0.1. It varies significantly between 2 < 1 + z < 8
for NLm-1, NLm+1 and the rest of the simulations except NLfb,
reflecting the disparity in the root grid resolution. Note that AMR
is not in full effect at this early time. With an improved root grid
resolution, we can resolve lower mass haloes, which are shallower
potential wells that allow gas to reach overdensity of 0.1.
On the other hand, NLfb, which uses a different subgrid pre-
scription, can resolve the IGM at early times, because the difference
in the conversion efficiency of gas into stars leaves behind a signif-
icant amount of gas. This gas is heavily influenced by the feedback
from the stars in the simulation, forming pockets of hot underdense
gas, which explains the inverse relation (negative values) observed
at very early times for NLfb in Figure 9.
What about the scatter observed in the late-time evolution of
the properties of the IGM in Figure 9? We mentioned in Section 3.3
that the main drivers for the formation of the power-law fit to the
IGM are photo-heating from the UV background, adiabatic cooling
due to the expansion of the universe, and shocks (McQuinn &
Upton Sanderbeck 2016). Since the first two factors are consistent
across the simulations, the last is the most likely cause for the
scatter. We showed that the HMFs are sensitive to the mass and
b
Figure 10. Evolution of the SFRD across cosmic time in our suite of sim-
ulations. The blue, red, green, purple, pink and orange lines correspond
to NL-1, NL+1, NL, NLm-1, NLm+1 and NLfb respectively. The solid and
dashed black curve represents a modified Equation 15 from Madau & Dick-
inson (2014) and a modified Equation F1 from Behroozi et al. (2013b) to
match the axis labels. We have also added a vertical grey line to indicate the
point of time where z = 0. Across all simulations, we obtain a similar peak
in SFRD of different peak values, albeit at a later time than the black line.
It is interesting that the fitting formula from Behroozi et al. (2013b) does
not predict a monotonic continuing decline in the SFRD beyond the present,
unlike that of Madau & Dickinson (2014) Also, we identify a turnaround
in the SFRD depending on the resolution of the simulations. The impact of
varying resolutions and the turnaround of the SFRD will be discussed in
Section 3.4.3.
spatial resolution of the simulations (see Section 3.2), which in turn
affects the amount of shocked gas. In NLfb, using Setup 1 with
a lower conversion efficiency leaves behind a larger gas reservoir
as compared to Setup 2. Also, the gas is pushed out to different
radii because of the different extent of feedback energy injection,
affecting its ability to fall back onto the halo. These factors affect
the fraction of shocked gas, leading to slight deviations between
simulations.
3.4.3 SFR
Having investigated the convergence of our results, we have an im-
proved understanding of our ability to follow the haloes that host
star formation and the evolution of the IGM that provides the fuel
for future star formation. We will estimate how the SFRD behaves
as t →∞, comparing this evolution with the observational fit from
Madau & Dickinson (2014) and its extrapolation. We start by show-
ing the evolution of the SFRD in Figure 10 with different coloured
lines corresponding to the simulations and observations as indicated
in the legend. If we compare all of our simulations as a whole with
the analytic fit to observations, we immediately recognise that the
peak of the SFRDs from the simulation is lower and occurs at a later
time. This difference in part reflects the limited resolution of our
simulations, which causes structure formation to be delayed in the
simulation, leading to a later onset of star formation. The peak in
SFRD is also lower because we do not have the resolution to capture
all star-forming haloes.
The peaks in the SFRD are very sensitive to the star formation
and feedback prescription, evident from the significant difference
between NLfb and the rest of the simulations. NLm-1 and NL-1
both have a lower SFR peak because of their poorer resolution.
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Madau & Dickinson 2014
Figure 11. Evolution of the ratio of stellar mass formed by time t to that
formed by t ≈ t0 + 6tH. The blue, red, green, purple, pink and orange lines
correspond to NL-1, NL+1, NL, NLm-1, NLm+1 and NLfb respectively.
The black curve represents the same ratio obtained from Equation 15 of
Madau & Dickinson (2014). Across all simulations, at z = 0 (vertical black
line), the percentage of stellar mass formed in simulations is 40% – 60%
as compared to 90% predicted by the black line. Refer to Section 3.4.3 for
further discussion.
Specifically, NLm-1 has the worst root grid resolution, which means
that the mass and spatial resolution is the lowest before AMR kicks
in. The deficiency in the number of lowmass haloes inNLm-1 results
in delayed structure formation, explaining why it has a lower peak
in SFRD. NL-1 suffers from a different problem that escalates with
time. Since NL-1 has the worst force resolution, gas is prevented
from reaching high densities, thus limiting star formation. The other
simulations, NL, NLm+1, NL+1 exhibit a similar and consistent
evolution in SFRD to each other, even if not in complete agreement
with the observational fit.
We then look at the amount of stellar mass formed by a given
time, t, as a fraction of the asymptotic total stellar mass formed by
t ≈ t0 + 6 tH (≈ 96.0 Gyr) in Figure 11. At z = 0, the observed
stellar mass given by Equation 15 fromMadau & Dickinson (2014)
is 90% of the asymptotic stellar mass while the simulations have
only formed 40%–60%of their respective asymptotic stellarmasses
by z = 0. This difference reflects the delay in the star formation peak
as discussed earlier. As a result, the empirically extrapolated stellar
mass converges at an earlier time in contrast to the simulations except
for NLfb. Although NLfb exhibits a comparable peak time to the
analytic fit,we know fromTable 2 that the total stellarmass formed is
much less than predicted. For the other simulations except forNL+1,
themass fraction stagnates at a ratio less than unity before increasing
again. NL-1 illustrates this trend clearly with a plateau at roughly
90%. This evolution is due to a late time turnaround in the SFRD
that will be discussed extensively in the following sections. These
discrepancies between the simulated SFRD and the extrapolation of
the observational fit from Madau & Dickinson (2014) are plausibly
outcomes of the finite resolution in the simulations.
Although the exact evolution of the SFRD differs between the
simulations, we are interested in finding out if the total amount of
stellar mass formed is the same. Therefore, we integrate the SFRDs
in Figure 10 between the specified redshifts and summarise the
results in Table 2. Other than NLfb, the total stellar mass densities
within each of the remaining simulations agree with each other and,
more importantly, with the value obtained from integrating Equation
Table 2. List of simulations with their corresponding total stellar mass
density formed between z = 8 and z = −0.993. Refer to Table 1 for specifi-
cations of individual simulations. Except NLfb, we obtain a good agreement
with the total predicted stellar mass based on the fit to observations provided
by Madau & Dickinson (2014).
Simulation Total stellar mass density
[M/(h
−1Mpc)3]
NL 2.06 × 109
NL-1 8.72 × 108
NL+1 2.62 × 109
NLm-1 9.04 × 108
NLm+1 2.30 × 109
NLfb 6.19 × 107
Madau & Dickinson (2014) 2.66 × 109
Behroozi et al. (2013b) 2.13 × 109
15 of Madau & Dickinson (2014). The values are consistent with
NL+1matchingwithin 1%of the total predicted stellarmass density.
In contrast, NLfb differs by nearly two orders of magnitude, proving
again that the SFRD is highly sensitive to feedback and that Setup
1 is not appropriate for our purposes.
Obviously, the empirical determination of the SFRD is sub-
ject to significant uncertainty: for example, the SFRD fit given by
Behroozi et al. (2013b) reaches a peak around 20% lower than the
Madau &Dickinson (2014) fit. Conversely, some determinations by
Rowan-Robinson et al. (2016); Yamaguchi et al. (2019); Khusanova
et al. (2020) suggest higher values. But these empirical uncertain-
ties are probably no larger than the realistic uncertainties in our
modelling.
Let us look at the far future, focusing on t ≈ 50 Gyr in Figure
10. There is an apparent turnaround in the cosmic SFRD, deviating
from the extrapolated SFRD of the analytic fit to observations.
This onset of a reversal in SFRD occurs at two different times,
depending on the spatial resolution of the simulations. The SFRD
begin to increase earlier for NL-1, followed by NL, NLm-1, NLm+1
and NLfb. Within the timespan of Figure 10, we do not yet see a
SFRD turnaround for NL+1. This trend suggests that the result is
a numerical artefact: a lower spatial resolution in the simulations
results in an earlier turnaround. We will explain the cause in more
detail in Appendix B.
3.5 Zoom vs cosmological box simulations
Finally, we extend the zoom simulation discussed in Oh et al. (2020)
to z ≈ −0.995 or t ≈ 101.1 Gyr, labelled zoom here. Since this
simulation delivered a much higher resolution around a MW-sized
halo, we can perform a detailed study of the baryon content within
such a halo. Using the virial mass of the MW-sized halo in zoom at
z = 0, we identify (sub-)haloes within 10% of this mass in NL at
z = 0. We then trace and present the evolution of several properties
of these haloes in Figure 12. The superior resolution of zoom allows
the halo to be tracked over a longer time; but within the period that
we are able to track the halo in NL, the general evolution of the
various properties show that the MW halo in zoom is typical of
haloes in this mass range in NL.
If we focus on at the baryon fraction of the haloes from both
zoom (black solid line) andNL (blue line), it is always below the uni-
versal baryon fraction (grey horizontal line). This difference implies
that haloes of other masses or the IGM will have a baryon fraction
that is above average. An equality between m∗/mbar and mgas/mbar
happens for both zoom and NL at t ≈ 30 Gyr, coinciding roughly
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Figure 12. Evolution of various ratios of masses in haloes with time. The
black and coloured lines in this figure are from zoom and NL respectively.
We can group several pairs of lines for comparison: solid black and blue
lines, dashed black and red lines, and dotted black and green lines. They
correspond to the baryon fraction (mbar/mtotal),m∗/mbar andmgas/mbar of
the haloes respectively.Also,we included a horizontal and vertical linewhich
correspond to the universal baryon fraction in the simulation (0.1618) and
z = 0 respectively. Other than resolution affecting the starting and ending
time when the halo can be traced, the MW-sized halo in the zoom exhibits
a typical evolution as other haloes within the specified mass range in NL.
Refer to Section 3.5 for a detailed discussion.
with the period of freeze out. Since freeze out reduces the supply
of gas from the large scale environment and feedback from stars
drives the gas out of halo, it causes mgas in the haloes to decrease.
On the other hand, m∗ remains relatively constant because of the
decreasing SFRD. These factors lead to an increase in m∗/mbar and
a corresponding decrease in mgas/mbar.
As mentioned, we are able to track the baryon content in a
MW-sized halo for a significantly longer period in zoom. Although
not reaching the value set by the simulation, the baryon fraction
remains relatively constant after 40 Gyr. The same can be said for
m∗/mbar, staying at a value near unity, implying that all the baryons
in the halo are in the form of stars. On the other hand, mgas/mbar
decreases into the future. Combining all of these observations, in
the far future, baryons are all locked up in stars in the MW-sized
halo in zoom. In doing so and coupled with feedback, only a small
amount of gas will remain in the halo, suggesting a low probability
of a turnaround in the star formation rates.
4 SUMMARY AND CONCLUSIONS
Our study presents the first suite of simulations using Enzo to sim-
ulate the evolution of the universe and its star formation into the
future. We modify certain aspects of the cooling and chemistry li-
brary, Grackle and the extrapolation of the UV background. We
start with a simulation consistent with Nagamine & Loeb (2004),
and then vary the resolution in order to check for convergence in the
evolution of a range of properties including stellar masses, SFRDs,
HMFs, tight power law fit of the IGM, and gas phase distribution.
We survey these properties spanning from z = 99 to z ≈ −0.995,
which translates to a final age of more than 7 tH. We summarise our
conclusions as follows:
• In order to make a fair comparison between the GADGET sim-
ulation by Nagamine & Loeb (2004) and our Enzo simulation, we
adjusted the root grid resolution and the maximum allowed levels
of AMR: a 1283 root grid Enzo simulation, equivalent to the 643
used in the GADGET simulation and four additional levels of AMR to
eliminate any discrepancies of the results due to resolution (O’Shea
et al. 2005). We also decided on a final redshift of −0.995, produc-
ing a universe of a similar age to that of Nagamine & Loeb (2004).
See Section 2.1 for more details.
• We changed themethod of extrapolation of theUV background
in Enzo beyond z = 0 from linear to logarithmic to prevent negative
photoheating rates from HI, HeI and HeII, such that the UV back-
ground will begin to cool the gas in the IGM. We also modified the
CLOUDY table and Grackle to extend its capability to handle the
low densities present in the far future. We also verified the capabil-
ity of ROCKSTAR to locate and track haloes into the far future via a
catalogue of idealised NFW haloes.
• The results from NL showed an excellent agreement with
Nagamine & Loeb (2004) concerning the evolution of the distri-
bution of gas on the temperature – gas overdensity plane, as pre-
sented in Section 3.1. The equation of state of the IGM also evolves
similarly for both, with a consistent drop beyond the present time,
suggesting a further cosmological coincidence problem. However,
the agreement is not perfect due to disparities in subgrid physics
implemented in both simulations.
• We changed the mass resolution and maximum allowed spatial
resolution in our suite of simulations to test for convergence. The
lack of evolution at the high mass end of the HMF in Figure 5 is
consistent with the prediction of freeze out happening at z ≈ −0.6 or
t ≈ 28.1 Gyr. We found that the maximum spatial resolution of the
simulation has a drastic impact on the HMF at late times. Since the
force resolution is twice the spatial resolution in Enzo, the expansion
of the universe translates to a deteriorating proper force resolution,
leading to the loss of low mass haloes from the HMF. Eventually,
the entire HMF is affected, making spatial resolution a key factor
for our simulations into the future.
• Nevertheless, we showed in Figure 9 that resolution adjust-
ments do not affect the future evolution of the IGM significantly.
The balance of the photoheating rate from the UV background and
the adiabatic cooling due to the expansion of the universe creates a
tight relation between temperature and density of gas in the IGM.
This balance is disrupted in the future because the photoheating rate
decreases due to the falling star formation rate while the adiabatic
cooling rate increases because of the accelerated expansion of the
universe.
• In Figure 10, we showed that our simulations reproduce a peak
in the SFRD. This peak is however lowered and delayed somewhat
compared to the observational fit by Madau & Dickinson (2014),
because the limited resolution in the simulations restricts the onset
of structure formation. Despite this difference, we obtain a good
agreement between the simulated and predicted total asymptotic
stellar mass densities, with the exception of NLfb. Differences in
star formation and feedback prescription results in a significantly
lower star formation rate and total stellar mass formed. The ratio
of simulated to predicted total stellar mass reaches as high as 99%
in NL+1. We found a turnaround in the SFRD at late times in
simulations of poorer resolutions, but its origin is determined to be
a numerical artefact.
• Lastly, we select haloes within 10% of the virial mass of the
MW-halo in zoom and compare the evolution of various properties
of these haloes fromNL in Figure 12. Although the resolution differs
by a large margin, the general evolution of a MW halo in zoom is
similar haloes of similar mass in NL. There is also a crossover of
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m∗/mbar and mgas/mbar at t ≈ 28.1 Gyr which coincides with the
period of freeze out in both zoom and NL.
In conclusion, we find a general agreement between many of
our results on the long-term evolution of the IGM and those of
Nagamine & Loeb (2004), despite differences in the methodology
of the simulation code, star formation and feedback prescription.
The aim of this study of the IGM has been to understand the long-
term supply of gas into the haloes, fuelling future star formation.
With this purpose in mind, we consider the significance of the
presence of cold dense gas in the future of Nagamine & Loeb
(2004)’s simulated universe. Since it is converted into stars in our
simulation, this discrepancy can cause possible disparities in the
late-time star formation rates, leading to deviations in the asymptotic
stellar mass formed.
We have not considered feedback effects from black holes;
these are expected to be subdominant, but it will nevertheless be
interesting to include them to improve the accuracy of the results
obtained from the simulations. Considering the HMF, haloes with
a mass well above that of the MW exist and will undoubtedly host
a supermassive central black hole, whose effects will be important
for sufficiently large masses. In a Λ-dominated universe, freeze out
prevents the HMF being dominated by such haloes, but this will not
be the case in alternative counter-factual models such as the future
evolution of the Einstein–de Sitter universe considered by Salcido
et al. (2018). Including black hole physics will be desirable in order
to allow a fair comparison between the results of that study and an
alternative Enzo calculation.
As is evident from the present work, the resolution of the sim-
ulation strongly influences our ability to predict the future evolution
of cosmological entities such as the HMF and SFRD. Future work
should therefore direct greater computational resources towards im-
proved resolution. In addition, the criteria for star formation will
have to be adjusted in order to prevent an unphysical turnaround
in star formation. But we have nevertheless been able to obtain a
remarkable convergence of the asymptotic stellar mass in our simu-
lations, which agrees closely with an extrapolation of the observed
SFRD. We are therefore encouraged that our framework already
provides a useful means of exploring how the cosmological model
might influence the asymptotic star formation efficiency, and we
plan to explore this in further work.
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APPENDIX A: TESTS OF ROCKSTAR’S ABILITY TO FIND
HALOES
As described in Section 2.4, we conducted a number of experiments
to understand the ability of ROCKSTAR to locate and identify haloes
in the far future. In short, we placed isolated haloes with a truncated
NFW density profile down with as little as two particles with a
mass resolution of 4.96 × 109 h−1M at three different redshifts
(z = 0,−0.5,−0.9). The haloes are distributed identically in space
but with a decreasing comoving virial radius to mimic the affect of
the expanding universe.
Figure A1 compares the HMFs from the ROCKSTAR halo cata-
logues (blue) and themock catalogues(orange) at different redshifts.
The agreement is remarkable across all redshifts. On the high mass
end, we can recover a one to one mapping of the 40 most massive
haloes, above a virial mass of 1.4 × 1013 h−1M at z ≈ −0.9 with
similar numbers at other redshifts. However, in the intermediate
mass range (1.5 × 1011 h−1M < mvir < 1012 h−1M), ROCKSTAR
slightly overestimates the number of haloes, most apparent in the
future. This result is surprising considering the haloes are isolated,
eliminating the possibility of the cluttering of the haloes causing
ROCKSTAR to combine two or more low mass haloes close to each
other into one more massive halo. Despite this discrepancy, ROCK-
STAR has been shown to be capable of accurately identifying haloes
in the far future.
APPENDIX B: AN APPARENT TURNAROUND OF THE
FUTURE SFRD
In Enzo, star formation occurs above a fixed overdensity threshold.
Since this value is constant with time, the decrease of the mean
matter density into the future translates to a lowered physical den-
sity requirement. We illustrate in Figure B1 that star formation can
occur at increasing distances from the centre of a halo-like object,
characterized by the radially decreasing density from a dense cen-
tre. We distinguish stars formed within and beyond 500 Myr in the
projection plot as young (red dots) and old stars (black dots) respec-
tively. The young stars are further away from the centre of the halo.
It is not a halo by the definition of ROCKSTAR because at z ≈ −0.99,
the HMF of NL-1 (blue line) in Figure 8f is deficient. However, the
features of Figure B1 resemble that of a halo, indicating that Enzo
is at its operational limits with the given force resolution, which ad-
versely affects ROCKSTAR’s ability to locate haloes. This migration
of the site of star formation might also be coupled with the presence
of hot gas in the central region of the halo-like object (see Figure
4).
The turnaround in Figure 10 is delayed when the maximum
level of refinement is increased. As a result, we expect it to happen
in NL+1 at a time later than shown. Figure B2 validates this claim
by simulating NL+1 (red line) further into the future. We have
also added a simulation named NL+3 (green line) with a higher
maximum spatial resolution of 4.39 ckpc to further support the
dependence of the turnaround on spatial resolution. In other words,
the turnaround in SFRD should occur in the order NL-1, NL+1 then
NL+3. But contrary to these expectations, it happens at the same
time for both NL+1 and NL+3.
B1 Origin of the turnaround
It appears that the turnaround in the SFRD does not continue to
be delayed according to spatial resolution. We first investigate the
temporal resolution applied to obtain Figure B2. With a time in-
terval of tH ≈ 13.7 Gyr between each point, the exact time where
the turnaround occurs may be slightly different between NL+1 and
NL+3, but nonetheless breaks with the expected trend. We there-
fore look at the environments where the young stars form in both
simulations, shown in Figure B3. It appears that star formation can
occur in cells with lower density and at a refinement level that is
two levels lower than the maximum level in NL+3 (bottom region
of Figure B3b), i.e., equivalent to the maximum level in NL+1. In
the NL+3 simulation, cells that satisfy these requirements are at
a spatial resolution identical to the maximum resolution of NL+1,
concluding that the refinement levels beyond NL+1 is unnecessarily
high for star formation. Therefore, the star formation in NL+3 will
be comparable to NL+1, resulting in the similarity of turnaround
time.
Looking at Figure B3, the young stars form in an environment
with a density that is approximately two orders of magnitude lower
than the old stars at the density peak at z ≈ −0.997 or t ≈ 109.8 Gyr.
This difference arises because of the constant star formation over-
density threshold discussed earlier. We should investigate how to
modify this parameter in future work for a realistic star formation
scenario in the universe at even greater ages.. Similarly to our re-
sults, Salcido et al. (2018) also found a turnaround in star formation
rate in their simulations – but this happens much earlier and the ori-
gin is also very different. These authors attributed their turnaround
to switching off AGN feedback in their simulations. Since our simu-
lation do not contain this form of feedback, it appears that our stellar
feedback alone is sufficient to produce the effects attributed to AGN
in other work, suppressing a turnaround in the SFRD unaided.
This paper has been typeset from a TEX/LATEX file prepared by the author.
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(a) z = 0 (b) z = −0.5
(c) z = −0.9
Figure A1. Cumulative number of haloes above a specified virial mass at three different z indicated in the captions. The blue and orange lines represent the
numbers obtained from ROCKSTAR and the mock catalogue respectively. There is a consistent deviation on the low mass end and agreement on the high mass
end across redshifts.




























Figure B1. Density projection plot of NL-1 at z = −0.99, or t = t0 + 6tH,
centred around one of the star particles formedwithin 500Myr (young stars).
Young stars and previously formed stars are indicated by red and black dots
respectively. Despite having features similar to a halo (radially decreasing
density from a dense centre), it is not classified as one by ROCKSTAR. The
site of active star formation is extended outwards for the reasons discussed
in Section 3.4.3.

























Figure B2. Evolution of the SFRD beyond the timescale in Figure 10. The
blue, red and green lines correspond to NL-1, NL+1 and NL+3 respectively.
The vertical black line indicate the present day. As predicted, the SFRD for
NL+1 turns around at a later time. However, the turnaround time for NL+1
coincides with NL+3; we will provide some possible explanations for this
in Section 3.4.3.
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Figure B3. Comparison of density projection plot between NL+1 and NL+3 at z = −0.997. The dots have identical meanings to those in Figure B1. Star
formation happens further away from the density peak and in cells not at the maximum level of refinement in the simulation in NL+3 in comparison to NL+1.
Refer to Section 3.4.3 for discussion.
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