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Abstract - -Th is  article discusses two different approaches to estimate the difficulty parameters 
(fixed effects parameters) and the variance of latent traits (variance components) in the mixed Ranch 
model. The first one is the generalized estimating equations (GEE2) which uses an approximation of
the marginal ikelihood to derive the joint moments whilst the second approach uses the maximum 
of the approximate likelihood. We illustrate these methods with a simulation study and with an 
analysis of real data from a quality of life. (~) 2006 Elsevier Ltd. All rights reserved. 
Keywords - -Genera l i zed  linear mixed models, Cluster data, Fixed effects, Variance components, 
Generalized estimating equations (GEE), Approximate likelihood, IRT models, Ranch model, Quality 
of life. 
1. INTRODUCTION 
General ized l inear mixed models (GLMMs)  are extensions of general ized l inear models (GLMs) 
that  accommodate  correlated and overdispersed data  by adding random effects to the l inear pre- 
dictor. Thei r  broad appl icat ions are useful in various disciplines, such as the analysis of clustered 
data  including longitudinal  data  or repeated measures. These models are useful for accommodat -  
ing the overdispersion often observed among outcomes that  nominal ly  have binomial  or Poisson 
distr ibut ion and for model l ing the dependence among outcome variables in longitudinal  or re- 
peated measures designs. Such general ized l inear mixed models are also increasingly used in 
various fields where subject ive variables (called latent traits) need to be measured using ques- 
t ionnaires wi th polychotomous items. This is usual in health sciences and clinical trials, where 
these subject ive variables could be pain, depression, or qual i ty of life. Other  examples come 
from market ing where satisfact ion or att i tudes need to be well measured and educat ional  test ing 
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services where well-calibrated exams need to be produced. In such fields, the Rasch model, the 
most popular IRT (item response theory) model, is very often used. Statist ical properties of this 
model are well known. We consider the Rasch model with random latent traits when the primary 
interest is the populat ion about the random sampling persons and/or  the stochastic subject view. 
This is also the case when the interest is the comparison of t reatment groups. This mixed Rasch 
model belongs to the family of logistic linear mixed models. 
Est imation is complicated by the fact that  these models are typical ly nonlinear with respect o 
tile random effects and have no closed form expressions for the marginal ikelihood or indeed for 
the marginal moments. Several approximate methods have been proposed. These include exact 
integration-based methods using either numerical integration methods or Monte Carlo Markov 
chain (MCMC) techniques. Such integration based techniques work extremely well when the 
number of random effects is small. However, these techniques become increasingly more difficult 
to use when the number of random effects increases and the computat ions are intensive. As an 
alternative to numerical integration, two different first-order Taylor series expansion methods 
have been used to approximate the marginal ikelihood function and/or  marginal moments. The 
first expands the conditional mean or likelihood about the mean of the random effects and the 
estimation is obtained with the generalized estimating equations (GEE), the approach defined 
by Liang and Zeger [1] as an extension to the quasi-likelihood (see [2]). The second method 
entails expanding the maximum of current estimates of the random effects, meaning the Laplace 
approximation to the integrals. The estimation of different parameters i obtained by conditional 
GEE for the fixed parameters and by the restricted estimation maximum likelihood (REML) or 
the profiled maximum likelihood for the variance components. 
This article considers two approximate methods of estimation in the mixed Rasch model and 
investigates their properties. The first one is the estimating equations approach (GEE2) which 
was previously proposed by Feddag et al. [3] to the logistic mixed models. This method involves 
the approximations of the joint moments up to order four which are derived from the approximate 
marginal ikelihood meaning the Sutradhar and Rao [4] approximations. The estimators obtained 
are consistent and asymptotical ly normal. The second approach is the maximum approximate 
marginal ikelihood (denoted MApL). 
The paper is organized as follows. The generalized linear mixed model and a review on esti- 
mation methods are given in Section 2. Thereafter in Section 3, we give approximations for the 
marginal ikelihood to the mixed Rasch model and we derive the approximate joint moments of 
the variables. Next to this, we present wo methods to est imate the difficulty parameters and 
the variance component of the latent traits. In Section 4, we present some simulation results for 
these methods and give an application using real data from a quality of life experiment. A brief 
conclusion is presented in Section 5. 
2. GENERAL IZED L INEAR MIXED MODEL 
Consider a sample of N independent random multivariate response Yi = (Y~l,.. . ,Yin,) ' ,  i = 
1 . . . . .  N, where y~j is the jth response to the ith cluster or subject. ~Ve shall assume that y~j 
depends on a p x 1 vector of fixed covariates xij associated with a vector of fixed effect ~ = 
(~ l , - . . ,~p) '  and on a q x 1 vector of fixed covariate z~j associated with the multivariate q x 1 
random effect b~. The generalized linear mixed model (GLMM) (see [5]) satisfies the following 
conditions. 
9 Given b~, the variables Yi l , - - - ,  Yi,~, are mutual ly independent with a density function given 
by 
{ y~jOij - a(Oij) } 
f (Y~j I b~,/~) = exp -~-/-(~ + c(y~j, r , (1) 
where 0ij is the canonical parameter and r is the scale parameter.  The functions d~j and c 
are specific to each distribution. 
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9 The conditional mean and the conditional variance of Yij are given by 
b, __h- i  # ,' E(y, j  I b,) = ,~j (x, j~ + z,jb~) , 
Var (y~j I bd = v .~j d, j(e),  
where h and v are, respectively, the link and the variance function. 
9 The random effects b l , . . . ,  bN, are mutually independent with a common underlying dis- 
tribution G which depends on the unknown parameters c~. 
We are interested in estimating (~, c~). One approach is to leave G completely unspecified and 
to use a nonparametric maximum likelihood estimation. One therefore often assumes G to be of 
a specific parametric form, generally a multivariate normal with mean vector 0 and covariance 
matrix 52 = E(a) = (~r j l ) j , l=  1 ..... q, and to use a parametric or semiparametric approach. In this 
case the marginal ikelihood of y = (Y l , .  9 9 YN) is given by 
L( ,2 ,  o~ l Y) = (2~)-Nql21EI -N I21- I  i _  f(YiJ exp dbi. (2) 
i=1 q j=l 
The maximization of the above function is computationally difficult and requires evaluation 
of integrals where the integral's dimension is equal to the number of random effects. Various 
methods have been proposed to circumvent this problem. These include exact integration-based 
methods using either numerical integration methods or Monte Carlo Markov chain (MCMC) 
techniques and approximations to the marginal ikelihood or/and marginal moments. 
The numerical methods are centered on the adaptative quadrature [6]. An alternative to 
numerical integration is based on Monte Carlo Markov chain methods (see [7]). However, these 
techniques become increasingly more difficult to use when the number of random effects increases 
and the computations are intensive. 
As an alternative to these methods, different approaches using approximations of the marginal 
likelihood or marginal moments have been proposed. The methods proposed by Schall [8] and 
Engel and Keen [9] are based on the transformation of GLMM to a classical inear mixed model 
(CLMM). The link function h(.) applied to the data yi, i = 1, . . . ,  N is linearized to the first 
order  as g iven  in [5], 
h ~ * h(yi)  = h(#i )  + (y~ - #i)  (#~) = Yi.  
We obtain therefore a linear random effects model for the variables y~, i = 1 , . . . ,  N. The 
estimation of the parameters i obtained by classical maximum likelihood or restricted maxirnum 
likelihood (REML). Lavergne and Trottier [10] have compared these methods with the approach 
proposed by Gihnour et al. [11]. Zeger et al. [12] have used an approximate mean vector and 
a working covariance matrix meaning an expansion to the link function h(.) in a Taylor series 
about b~ = 0, to estimate the regression parameters by GEE approach. Breslow and Clayton [13] 
used the same approximations in the marginal quasi-likelihood (MQL) approach. The regression 
parameters are estimated as in [12] while the variance components are estimated by the REML or 
the profiled maximum likelihood. The second approximate method of Breslow and Clayton [13], 
namely, the penalized quasi-likelihood (PQL), is based on first-order Taylor expansions around the 
maximum of current estimates of the random effects via the first-order Laplace approximations 
to the integrals. These approaches produce biased estimates for both the regression and variance 
components parameters. Breslow and Lin [14] provided a correction factor for the estimates of the 
univariate variance components derived from the second-order Laplace approximations. Lin and 
Breslow [15] extend this bias correction to the GLMM with multivariate random effects. Many 
of these methods are implemented in the SAS macro GLIMMIX and in Splus macro GEEX. 
Feddag et al. [3] have used GEE2 to estimate simultaneously the fixed effects parameter and 
the variance components for the logistic mixed models. The estimators obtained are consistent 
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and asymptotically normal. This method produces unbiased estimates for the regression effects 
and small bias for the variance components larger than 0.5. This approach is extended to the 
longitudinal mixed Rasch model (see [16]). 
3. M IXED RASCH MODEL 
3.1. Mode l  
IRT (item response theory) models first appeared in the field of psychometry and educational 
sciences to quantify human behavior. They are now increasingly used in medicine to study 
psychological traits in psychiatry and, more recently, to assess quality of life in clinical trials or 
epidemiology. Generally, the quality of life of the patients is evaluated using questionnaires with 
dichotomous items. One of the most popular IRT models is the Rasch model (see [17]). To take 
into account he random variation in our application, we consider the mixed Rasch model with 
univariate random effects. These random effects can be regarded as additional error terms, to 
account for the correlation among observations within the same subject and for the heterogeneity 
between individuals. This model is a particular case of the GLMM defined in Section 2 where 
the link and variance function are, respectively, defined by 
and the covariates associated with the fixed effects and with the random effects are, respectively, 
given for all i, j, by 
x/j = (0 , . . . ,0 , -1 ,0  . . . .  ,0), zij = 1. 
Consider a set of N individuals having answered a questionnaire of o r dichotomous items. 
Let yij be the answers of individual i to item j, where Yij = 1 if the ith individual has a positive 
response (correct, agree) for item j and yij = 0 (false, disagree) otherwise. The probability pij 
of the response of the ith individual to the jth item is given by 
exp [(bi - JSj)y,j] 
P~J = 1 + exp (bi - /3 j ) '  (3) 
where 13j is the difficulty parameter to item j and bi is the random variable called latent variable 
associated to subject i. 
The marginal ikelihood of this model is given by 
L(13, o '2 ly ) -  ( 2X/_~2)N = j=l l+7-xxp~i- -~j)  exP \2o .2 j  dbi . (4) 
The maximization of the above function is eomputationally difficult and requires iterative tech- 
niques. Most researchers now use the EM algorithm. The integrals at two steps of the algorithm, 
the E step and the M step, are often approximated by the Gauss-Hermite quadrature (see [18]), 
a method with a slow rate of convergence. To avoid these difficulties, we propose the GEE2 ap- 
proach, which turns out to be computationally ess intensive and we compare it to the maximum 
approximate likelihood approach. 
3.2. Approx imat ions  of  Marg ina l  L ike l ihood and Jo in t  Moments  
The aim of this section is to give the approximations of the joint moments up to order four of 
the observed variable y~, which we shall use later on in the GEE. Their computation requires an 
approximation of the marginal ikelihood of y = (yl,. 9 YN), given in equation (4). 
Under the following assumption: 
E (b 2T) = 0 (•5), for all r >_ 3, (5) 
expanding the conditional distribution of Yij, i = 1 , . . . ,  N, j = 1, . . . ,  J ,  given by expression (3) 
in a Taylor series about bi = 0, up to order four, we obtain the following theorem. 
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THEOREM 1. (See  [3].) 
1. Up to a term of order 0(0-6), the l ikelihood L(~3, 0-~ I Y) defined in (4) is approximated by 
N 
L* (~, ~'~ I y) = I-[ L; (~, ~ I y), (6) 
i=1 
with 
. ( 0-2 0"4)  J 
Li (/3, ~2 l Y) = 1 + -~- (A~ - B)  + ~Qi  1-I f;*j(yij;13 ). 
j= l  
2. For all i, j ,  m sat isfy ing 1 <_ i <_ N ,  1 <_ j <_ J ,  m = 2, 3, 4, we have the approximat ions 
(a) E(y i j )  = #j  + O(a6), where 
1 0 .2 e ~.' (e ~j - 1) 0 .4 e ~j (e 3~j - 11e 2~' + l le/~j  - 1) 
- -  + " (7) 
#5 -- 14-eOJ + 2 ( l+e~J )  3 8 ( l+e.0J)  5 ' 
E "~ + O(a6), where (b) (1-II=l YO~) = Q~- J,,, 
Q , . . j , ,  = f i ( l+e/ j j , )x  1+'7(  j l . . . y - B j~ . . . I,, ) + "-~- Q j r  . . j,,, (8) 
l= l  
The quantit ies involved in this theorem are defined below: 
f~j (Yiy ;/3) = exp [ -  yij~3j - In (1 + e- ~J ) ] ,  aj = In (1 + exp ( -  ~y )), 
( Ai j  = Yiy - a 1) Bj  : c~j , Cj  = a t Fj  = aj , = - a 
J J J J 
Ai :EA  O, B :EB j ,  C :ECy ,  F :EFY ,  
j= l  j= l  j= l  j= l  
Q~ = A4~ - 6A2B - 4A~C + 3B 2 - F, 
f t j ,  ...y., = f i j , ,  By, ...y,,, = E By,, Cy,...jm = E Cj,,  Fj,...~,,, = F~,, 
/=1 l=1 /=1 /=1 
Oy,...j,,, = ~4 9 - 6ft2... jmBy~... j , ,  - 4fty~...j Cj,...j,,, + 3By, y - Fj,. . . j  Ol"',Tm m "'" 7,~ m 
and a~ t) is the t-order derivative of  ay, t = 1 , . . . ,  4. 
3.3 .  Genera l i zed  Es t imat ing  Equat ions  (GEE2)  
Consider y~ = (Y i i , . . . , Y i J )  t, i = 1 , . . . ,N ,  to be the outcomes of the mixed Rasch model 
defined above. Let si be an ni(n i  - 1)/2 x 1 vector of empirical pairwise covariances defined by 
s~ = (s i j~) ' l<y<t< J , where  s , ,yt  = (y~y - ~ j ) (y .~ - U . ) .  (9 )  
Our approach (see [3]) for estimating parameters /3 and a 2 is as follows. Along with the basic 
estimating equations for the mean of y~, i = 1 . . . .  , N, which give estimators for the difficulty pa- 
rameter/3, we have used supplementary equations to estimate the parameter a. These equations 
are based on the empirical covariances given by equation (9), which are unbiased estimators of 
the true covariance of the vector y~. 
The parameters/3 and a 2 are estimated by the solution of the generalized estimating equations 
given by 
N 
V (fl, a 2) = D'V  -1E~ = O, (10) 
i=1 
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where 
with 
D = \ D21 D22 ' \ 1721 I722 ,] ' ~i -- si ' 
= E(y , )  = (p j ) j=]  ..... 3, r~ = E(si),  Vii = Var(y~), V12 = Cov(y~, s,), 
1/22 = Var(s~), V21 = Cov(s~, y~), Dn = ~-~ is J x J diagonal matrix, 
0# 0V 1~@__  
D12 = ~ is J x 1 vector, D~2 = ~ is x 1 vector, 
O~ J ( J  - 1) 
D21 = ~-~ is a 2 x J matrix. 
All these quantities are computed using expressions (7) ~nd (8) of Theorem 1. 
The solution of (10), that is, (~), ~2), may be obtained by the Fisher scoring algorithm. 
iterative procedure at step (j + 1) is given by 
The 
(11) 
where D, 1/, ~i are, respectively, the values of D, V, and {~ at (r &2(j)). And under some mild 
regularity conditions, N1/2((~ - fl)', (~2 _ ~2)), is asymptotically multivariate normal with zero 
mean vector and covariance matrix which may be consistently estimated by 
V: lim 1 ( )-1 [^ ^  ( i ) ]  ( )- 
i=1 
where ~i, D, and I ) are, respectively, the values of {i, D, and V at (r ~2). 
(i2) 
3.4. Max imum of the Approx imate Marginal  L ikel ihood 
Now, we will estimate the parameters (/3, a 2) by the maximum of the approximate likelihood 
(MApL) given by expression (6). The log-likelihood function is given by 
e* = F (t3, o2 ] y) = E E ( -yo,3j  - ln ( l  + e -~) )  + E ln  I + T (A~ - B) + TQi  9 
i=l  j= l  i=l  
(13) 
Then the likelihood equations can be written 
03 = \ 03j J j=1 ..... J = OJ' 
Oa 2 - O, 
where 0j is the vector of zeros of order J. 
Thus, (8, #2) is the solution to the score equations given by 
a~* _ -y,J+ 1+ e~----T + i + (~2/2) (~- -~+ (~Vs)e~ 
/)~. N (1/2) (A~ - B) + (a2/4) Qi 
i=1 
j=  l,...,J, 
(14) 
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where 
Hi(~, a) = a 2 Ai  (1 + e~lJ) 2 + 2--(1-Te~? + ~ 2A3 (1 + ea~) 2 
_3A, 2 e n~ (1 - e zj) --e 3jj + 4e ~.' - 1 e z~ 
-2A ,  -2C(1+e ,12 
(1 - 11e  , + 11e , - 1 ) ]  
+3B (1 +e~J) 3 + i l  +e',) J ' 
e~J 
6AiB 
(i + enJ) :~ 
with A~, B, and C the quantities are given in Theorem 1_ 
The estimates of the parameters are obtained by the Newton-Raphson algorithm, where the 
iterative procedure at step (j + 1) is given by 
F 022* 022* 
(~-2(j-t-1)) : (~2( j ) )  -- E'922 *i 022* 
L O(o-2fi) 0(o-2)2 
-' i02"  I~ 
02* 
(15) 
The covariance matrix of (~, ~2), 12d will be estimated by the inverse of the estimated information 
matrix 022. 022. 
0Z 2 0(Z~ 2) 
I n f  = -E  022. c022 * (16) 
o(~Z) 0(~2) 2 (a,.2) 
4. I LLUSTRATIONS 
4.1 .  S imulat ions  
In this section we studied the sample performance to estimate the difficulty parameters/3 and 
the variance components a2 by the two approaches described in Section 3. We performed 200 
replications with the same parameters considered in [19]: /7 = ( -1 , -0 .5 ,0 .5 ,  1) and four values 
of or2: 0.2, 0.4, 0.6, 0.9. We considered three choices of the covariance matrix V in the GEE2 
approach. The first one is V = V(4 ) where V(4) is the completely specified matrix (the joint 
moments up to order four are used). The second choice is V = V(3), where I/(3) is the matrix 
corresponding to V(4), except that Cov(s~dl,s,,k,~) = 0, for all (j,l) # (k,m). Finally the last 
choice is V = V(2), where V22 is considered as diagonal and the elements Cov(yi,j, si,kl) of the 
matrix V12 are zeros for all j # k, I. The software package Splus is used for all the simulations. 
The GEE2 approach estimation procedure successfully converged to estimate in each replication 
for small a 2. In contrast, this method encountered some estimation problems for large values 
of cr 2 (a 2 = 0.9). For all values of a2, the method of maximum likelihood encountered some 
problems in converging. The percentage of nonconverged replications is higher than the GEE2 
approach under the matrix V(4). We present in Table 1 the mean and the standard error (denoted 
s.e. and given in brackets) of the 200 estimates values obtained for the difficulty parameters 
and variance components a 2. 
From Table 1, we note that the largest bias for the difficulty parameter estimates pj, j = 1,. . .  4, 
is equal to two percent for the different approaches. Their standard errors (s.e. (/)j)) have the same 
order of error and the mutual differences are less than one percent. Overall, the results of the 
simulation show that the GEE2 approach under all structures of covariance matrices have some 
bias for the variance components estimates. This bias is less than 1.5 percent for a 2 = 0.2 and less 
than 4.3 percent for a2 = 0.4. We note that this bias is large under V(4) relative to the two other 
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Table 1. Simulations results for the Rasch model with difficulty parameters /3 = 
(-1,-0.5,0.5, 1) and variance components cr2 = 0.2, 0.4, 0.6, 0.9 for N = 500, 
Y=4. 
a ~ Approach /31 /32 /34 /34 a 2 
0.2 GEE(V(4)) -1.001 (0.104) -0.498 (0.094) 0.498 (0.099) 1.000 (0.106) 0.215 (0.130) 
GEE(Y(3)) -1.003 (0.106) -0.498 (0,100) 0.504 (0.096) 1,000 (0.103) 0.214 (0.106) 
GEE(V(2)) -1.003 (0.106) -0.4985 (0.100) 0.504 (0.096) 1.000 (0.103) 0.213 (0,105) 
MApL -0.993 (0.104) -0.493 (0.102) 0.507 (0.092) 1.002 (0.115) 0.204 (0.101) 
0.4 GEE(V(4)) -0.990 (0.107) -0.489 (0.097) 0.509 (0.098) 1.011 (0.103) 0.443 (0.238) 
GEE(V(3)) -1.006 (0.109) --0.501 (0.i01) 0.494 (0.106) 1.000 (0.108) 0.413 (0.140) 
GEE(V(2)) -0.999 (0.110) -0.494 (0.104) 0.502 (0.102) 1.000 (0.109) 0.415 (0.143) 
MApL -1.006 (0.092) -0.507 (0.106) 0.498 (0.089) 1.010 (0.109) 0.398 (0.126) 
0.6 GEE(V(4)) -0.983 (0.114) -0.474 (0.101) 0.508 (0.101) 1.006 (0.109) 0.682 (0.300) 
GEE(V(3)) -1.001 (0.115) -0.492 (0.099) 0.495 (0.103) 0.997 (0.113) 0.654 (0.212) 
GEE(V(2)) -1.001 (0.115) -0.493 (0.098) 0.495 (0.103) 0.997 (0.113) 0.647 (0.189) 
MApL -0.983 (0.113) -0.483 (0.111) 0.505 (0099) 0.994 (0.124) 0.570 (0.131) 
0.9 GEE(V(4)) -0.977 (0.114) --0.476 (0.101) 0.499 (0.101) 1.015 (0.i09) 0.987 (0.300) 
GEE(V(a)) -1.001 (0.118) -0.488 (0.106) 0.485 (0.108) 0.992 (0.119) 0.996 (0.272) 
GEE(V(2)) -1.000 (0.118) -0.489 (0.104) 0.487 (0.109) 0.990 (0.118) 0.997 (0.250) 
MApL -0.991 (0.113) -0.487 (0.106) 0.482 (0.109) 0.975 (0.118) 0.744 (0.102) 
covariance structures. This bias is negligible for small values of a 2 in the maximum approximate 
likelihood approach. This bias tends to increase as the values of the variance components increase. 
The results for the standard error (s.e.(&2)) are similar. We note that the GEE2 approach is 
computat ional ly ess intensive than the MApL method. 
4.2. Example 
In this section, we i l lustrate the application of these two approaches to the analysis of real 
data from a quality of life. The sample is composed of 470 depressive patients who answered the 
French version of the emotional behavior subscale of sickness impact profile (SIP) questionnaire 
(see [20] for the international version). This questionnaire includes 12 dimensions (subscales), 
each one relating to a part icular aspect of the quality of life. The content of items and their 
frequencies are presented in [3]. 
Table 2 presents the estimation of difficulty parameters 13 and variance components 42, and 
their standard errors (s.e.). The standard error is est imated using expression (12) for the GEE2 
approach and expression (16) for the MApL approach. We also present he results of the marginal 
maximum likelihood (MML) and the conditional maximum likelihood (CML) with the use of the 
software program RSP (see [21]). The MML approach uses the EM algorithm where the integrals 
in the two steps of the algorithm are approximated by the Gauss-Hermite quadrature. 
From Table 2, we note that the estimates obtained under the different approaches are similar. 
The large difference between the difficulty parameter items is very small. It is clear that the most 
difficult item is number 4 (with the largest estimation) and the easiest is item 7 (with a smaller 
estimation). The estimates of the variance component are very close and the smaller one is given 
by the MApL approach. The standard errors of all estimates are very close. 
5. CONCLUSION 
We have proposed a statist ical estimation approach for a mixed Rasch model, based on the max- 
imum of the approximate marginal ikelihood. This approach is compared to the GEE2 method, 
previously proposed by Feddag et al. [3] to the logistic mixed models. These two approaches are 
based on the approximate likelihood to est imate simultaneously the difficulty parameters and 
the variance of the latent trait  for the mixed Rasch model. The simulation results show that 
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Table 2. Parameter estimates for (/3, a 2) and their standard errors (s.e.) of the SIP 
data (N = 470, J = 9). 
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Approach ~1 ~2 ~a /34 ~5 B6 ~7 fls ~9 a 2 
Esti- GEE(V(4)) -0.707 -0.270 0.096 2.050 -1.269 0.838 -1.418 -1.376 -0.601 0.703 
mates GEE(V(3)) -0.716 -0.284 0.071 2.028 -1.268 0.804 -1.417 -1.375 -0.610 0.697 
GEE(V(2)) -0.702 -0.246 0.128 2.028 -1.221 0.863 -1.411 -1.371 -0.570 0.674 
MApL -0.700 -0.240 0.123 2.029 -1.216 0.855 -1.360 -1.319 -0.567 0.482 
MML -0.683 -0.273 0.099 2.037 -1.270 0.846 -1.415 -1.375 -0.608 0.678 
CML -0.708 -0.268 0.105 1.997 -1.266 0.844 -1.411 -1.371 -0.603 9 
s.e. GEE(V(4)) 0.111 0.105 0.104 0.153 0.124 0.112 0.125 0.125 0.109 0.103 
GEE(V(3)) 0.110 0.105 0.104 0.153 0.123 0.112 0.125 0.124 0.109 0.102 
GEE(V(2)) 0.108 0.104 0.103 0.154 0.120 0.113 0.123 0.122 0.107 0.102 
MApL 0.100 0.093 0.092 0.176 0.121 0.107 0.129 0.127 0.098 0.047 
MML 0.099 0.095 0.095 0.131 0.107 0.101 0.111 0.110 0.098 0.103 
CML 0.099 0.095 0.095 0.131 0.107 0.101 0.111 0.110 0.098 * 
es t imators  o f  the  d i f f i cu l ty  parameters  a re  unb iased .  The  b ias  for the  es t imates  o f  the  var iance  
component  is neg l ig ib le  for smal l  va lues  of  a 2. We note  also that  the  GEE2 method  is less in ten-  
s ive than  the  max imum approx imate  l i ke l ihood  approach .  We present  an  example  o f  real  data  
f rom a qua l i ty  of  l ife in wh ich  we compare  these  two  approaches  w i th  the  methods  of  marg ina l  
and  cond i t iona l  max imum l ike l ihood.  
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