VGGSound: A Large-scale Audio-Visual Dataset by Chen, Honglie et al.
VGGSOUND: A LARGE-SCALE AUDIO-VISUAL DATASET
Honglie Chen, Weidi Xie, Andrea Vedaldi and Andrew Zisserman
VGG, Department of Engineering Science, University of Oxford, UK
{hchen,weidi,vedaldi,az}@robots.ox.ac.uk
ABSTRACT
Our goal is to collect a large-scale audio-visual dataset with
low label noise from videos ‘in the wild’ using computer
vision techniques. The resulting dataset can be used for train-
ing and evaluating audio recognition models. We make three
contributions. First, we propose a scalable pipeline based on
computer vision techniques to create an audio dataset from
open-source media. Our pipeline involves obtaining videos
from YouTube; using image classification algorithms to lo-
calize audio-visual correspondence; and filtering out ambient
noise using audio verification. Second, we use this pipeline
to curate the VGGSound dataset consisting of more than
210k videos for 310 audio classes. Third, we investigate
various Convolutional Neural Network (CNN) architectures
and aggregation approaches to establish audio recognition
baselines for our new dataset. Compared to existing audio
datasets, VGGSound ensures audio-visual correspondence
and is collected under unconstrained conditions. Code and
the dataset are available at http://www.robots.ox.
ac.uk/˜vgg/data/vggsound/.
Index Terms— audio recognition, audio-visual corre-
spondence, large-scale, dataset, convolutional neural network
1. INTRODUCTION
Large-scale datasets [1, 2] have played a crucial role. in many
deep learning recognition tasks [3, 4, 5]. However in the audio
domain, while several audio datasets have been released in the
past few years [6, 7, 8, 9], the data collection process usually
requires extensive human efforts, making it unscalable and
often limited to narrow domains. AudioSet [10], is a large-
scale audio-visual dataset containing over 2 million clips in
unconstrained conditions. This is a valuable dataset, but it
required extensive human verification in order to construct it.
In contrast to these manually curated datasets, recent papers
have demonstrated the possibility of collecting high-quality
human speech datasets in an automated and scalable manner
by using computer vision algorithms [11, 12, 13].
In this paper, our objective is to collect a large-scale au-
dio dataset, similar to AudioSet, containing various sounds
in the natural world and obtained ‘in the wild’ from uncon-
strained open-source media. We do this using a pipeline based
on computer vision techniques that guarantees audio-visual
correspondence (i.e. the sound source is visually evident) and
low label noise, but requires only minimal manual effort.
Our contributions are three-fold: The first is to propose an
automated and scalable pipeline for creating an ‘in the wild’
audio-visual dataset with low label noise. By using existing
image classification algorithms, our method can generate ac-
curate annotations, circumventing the need for human anno-
tation. Second, we use this method to curate VGGSound, a
large-scale dataset with over 210k video clips (visual frames
and audio sound) for 310 audio classes, from YouTube videos.
Each 10s clip contains frames that show the object making the
sound, and the audio track contains the the sound of the ob-
ject. There are at least 200 clips for each audio class. Our
third contribution is to establish several baselines for audio
recognition on the new dataset. To this end, we investigate
different architectures, VGGish [3, 10] and ResNet [4] net-
works, as well as different aggregation approaches, global av-
erage pooling and NetVLAD [14, 15], for training deep CNNs
on spectrograms extracted directly from the audio files with
little pre-processing.
We expect VGGSound to be useful for both audio recog-
nition and audio-visual prediction tasks. The goal of audio
recognition is to determine the semantic content of an acous-
tic signal, e.g. recognizing the sound of a car engine, or a dog
barking, etc. In addition, VGGSound is equally well suited
for studying multi-modal audio-visual analysis tasks, for ex-
ample, audio grounding aims to localize a sound spatially,
by identifying in an image the object(s) emitting it [16, 17].
Another important task is to separate the sound of specific
objects as they appear in a given frame or video clip [18, 19].
2. RELATED WORK
Audio and audio-visual datasets. Several audio datasets ex-
ist, as shown in Table 1. The UrbanSound dataset [6] contains
more than 8k urban sound recordings for 10 classes drawn
from the urban sound taxonomy. The Mivia Audio Events
Dataset [7] focuses on surveillance applications and contains
6k audio clips for 3 classes. The Detection and Classifica-
tion of Acoustic Scenes and Events (DCASE) community or-
ganizes audio challenges annually, for example, the authors
of [20] released a dataset containing 17 classes with more than
56k audio clips. These datasets are relatively clean, but the
scale is often too small to train the data-hungry Deep Neural
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Networks (DNNs).
To remedy this shortcoming, a large-scale dataset of video
clips was released by Google. This dataset, called AudioSet,
contains more than 2 million clips drawn from YouTube and
is helpful not only for audio research, but audio-visual re-
search as well, where the audio and visual modalities are anal-
ysed jointly. This dataset is a significant milestone, however,
the process used to curate AudioSet requires extensive human
rating and filtering. In addition, the authors of [21] manu-
ally curated a high-quality, but small dataset that guarantees
audio-visual correspondence for multi-modal learning, where
the objects or events that are the cause of a sound must also
be observable in the visual stream.
Datasets # Clips Length # Class Video AV-C
UrbanSound [6] 8k 8.75h 10 × ×
MIVIA [7] 6k 29h 3 × ×
DCASE2017 [20] 57k 89h 17 × ×
FSD [8] 24k 119h 398 × ×
AudioSet [10] 2.1m 5833h 527 X ×
AVE [21] 4k 11.5h 28 X X
VGGSound (Ours) 210k 585h 310 X X
Table 1. Statistics for recent audio datasets. “# Clips”, the
number of clips in the dataset; “Length”, the total duration
of the dataset; “# Classes”, number of classes in the dataset;
“Video”, whether videos are available; “AV-C”, whether au-
dios and videos correspond, in the sense that the sound source
is always visually evident within the video clip.
Audio Recognition. Audio Recognition, namely the prob-
lem of classifying sounds, has traditionally been addressed
by means of models such as Gaussian Mixture Models
(GMM) [22] and Support Vector Machines (SVM) [23]
trained by using hand-crafted low-dimension features such
as the Mel Frequency Cepstrum Coefficients (MFCCs) or
i-vectors [24]. However, the performance of MFCCs in audio
recognition degrades rapidly in “unconstrained” environ-
ments that include real-world noise [25, 26]. More recently,
the success of deep learning has motivated approaches based
on CNNs [5, 27] or RNNs [28, 29, 30]. In this paper, rather
than developing complex DNN architectures specific to audio
recognition, we choose to illustrate the benefits of our new
benchmark dataset by training baselines to serve as com-
parison for future research. To this end, we train powerful
ResNet architectures with the NetVLAD aggregation method
for audio recognition tasks [14, 15].
3. THE VGGSOUND DATASET
VGGSound contains over 210k clips for 310 different sound
classes. The dataset is audio-visual in the sense that the ob-
ject that emits each sound is also visible in the corresponding
video clip. Figure. 1 shows example cropped image frames,
corresponding audio waveforms, and a histogram details the
statistics for each class. Each sound class contains 200–
1000 10s clips, with no more than 2 clips per video. The
set of sound labels is flat (i.e. there is no hierarchy as in
AudioSet). Sound classes can be loosely grouped as: peo-
ple, animals, music, sports, nature, vehicle, home, tools, and
others. All clips in the dataset are extracted from videos
downloaded from YouTube, spanning a large number of chal-
lenging acoustic environments and noise characteristics of
real applications.
In the following sections, we describe the multi-stage ap-
proach that we have developed to collect the dataset. The
process can be described as a cascade that starts from a large
number of potential audio-visual classes and corresponding
videos, and then progressively filters out classes and videos
to leave a smaller number of clips that are annotated reliably.
The number of classes and videos after each stage of this pro-
cess is shown in Table 2. The process is extremely scalable
and only requires manual input at a few points for well de-
fined tasks.
Stages Goal # Classes # Videos
1 Candidate videos 600 1m
2 Visual verification 470 550k
3 Audio verification 390 260k
4 Iterative noise filtering 310 210k
Table 2. The number of classes and videos after each stage
of the generation pipeline. Note, classes with less than 100
videos are removed from the dataset.
Stage 1: Obtaining the class list and candidate videos. The
first step is to determine a tentative list of sound classes to in-
clude in the dataset. We follow three guiding principles in
order to generate this list. First, the sounds should be in the
wild, in the sense that they should occur in real life scenar-
ios, as opposed to artificial sound effects. Second, it must be
possible to ground and verify the sounds visually. In other
words, our sound classes should have a clear visual conno-
tation too, in the sense of being predictable with reasonable
accuracy from images alone. For instance, the sound ‘electric
guitar’ is visually recognizable as it is generally possible to vi-
sually recognize someone playing a guitar, but ‘happy song’
and ‘pop music’ are not: these classes are too abstract for vi-
sual recognition and so they are not included in the dataset.
Third, the classes should be mutually exclusive. Although we
initialize the list using the label hierarchies in existing audio
datasets [7, 8, 10] and other hierarchical on-line sources, our
classes are only leaf nodes in these hierarchies. In this man-
ner, the label set in VGGSound is flat and contains only one
label for each clip. For instance, if the clip contains the sound
of a car engine, then the label will be only “car engine”; the
more general class “engine” is not included in the list.
The initial list of classes, constructed in this manner, had
600 items. Each class name is used as a search query for
YouTube to automatically download corresponding candi-
date videos. In order to increase the chance of obtaining
relevant videos, the class names are further transformed to
generate variants of each textual query as follows: (1) form-
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Fig. 1. The top row in this figure shows example video frame and audio pairs of VGGSound classes, the bottom bar chart
demostrates VGGSound classes with sizes of each audio class sorted by descending order.
ing ‘verb+(ing) object’ sentences, e.g. ‘playing electric gui-
tar’,‘ringing church bells’, etc. (2) submitting the query after
translation to different languages, as is done in [31], such
as English, Spanish and Chinese, etc; (3) adding possible
synonym phrase which specify the same sounds, e.g. ‘steam
hissing: water boiling, liquid boiling, etc.’ In total, over 1m
videos were downloaded from YouTube in this manner.
Stage 2: Visual verification. The purpose of this stage is
to verify and localize the visual signature in the downloaded
videos. In detail, for each VGGSound class, the correspond-
ing visual signature is given by image classifiers. For exam-
ple, ‘playing violin’ and ‘cat meowing’ in VGGSound can
be matched directly to the OpenImage classifiers [32] ‘violin’
and ‘cat’. These associations are proposed automatically by
matching keywords and then verified manually.
However, half of VGGSound classes (e.g. ‘hail’, ’play-
ing ukulele’) could not be matched directly to OpenImage
classifiers in this manner. To tackle this issue, we relaxe the
way sound labels are matched to visual labels via semantic
word embeddings. Specifically, we convert our 600 sound
classes and the 5000 OpenImage classes to word2vec embed-
dings [33]. These embedding have 512 dimensions, so this
step results in matrices S ∈ R600×512 and O ∈ R5000×512,
respectively for sound and image labels. We then compute
the cosine similarity between the two matrices, resulting in
an affinity matrix A ∈ R600×5000 = SO> that represents the
strength of the similarity between sound and image classes.
The top 20 OpenImage classes for each of the 600 sound
classes are then selected as the visual signature of the corre-
sponding sound. For example, ‘hail’ was matched to ‘nature,
nature reserve, rain and snow mixed, lightning, thunderstorm,
etc.’ and ‘playing electric guitar’ to ‘electric guitar, guitar,
acoustic-electric guitar, musical instrument, etc.’.
After determining these associations, the OpenImage pre-
trained classifier are run on the downloaded videos, and the 10
frames in the video that receive the highest prediction score
are selected provided the score is above an absolute confi-
dence threshold of 0.2. The frames that pass this test are as-
sumed to contain the visual content selected by the classifier.
Clips are then created by taking 5 seconds at either side of
these representative frames. After this stage, the number of
sound classes is reduced from the original 600 to 470, due ei-
ther an initial scarcity of potential video matches or by failed
visual verification.
Stage 3. Audio verification to remove negative clips. De-
spite visual verification, our clips are still not guaranteed to
contain the desired sound, as an object being visible does not
imply that it emits a sound at the same time; in fact, we found
that many clips where the correct object was in focus, con-
tained instead generic sounds from humans, such as a narra-
tor describing an image or video, or background music. Since
these issues are fairly specific, we address them by finetun-
ing the VGGish model with only three sound classes: speech,
music and others. The finetuned classifier is typically reli-
able as most of the existing datasets offers higly clean data of
these classes. We use it to reject clips. For example, using a
threshold 0.5, in ‘playing bass guitar’ videos, we reject any
clip for which “speech” is greater than the threshold, but al-
low music; while for ‘dog barking’ videos, both speech and
music are rejected. After this stage, there are 390 classes left
with at least 200 validated video clips. Note that our selec-
tion process aims to reject “false positive” i.e. inappropriate
sounds in each class, we do not attempt to use an audio clas-
sifier to select positive clips as that risks losing hard positive
audio samples.
Stage 4: Iterative noise filtering. For this final clean up
stage of the process, 20 video clips are randomly sampled
from each class and manually checked (both visually and on
audio) that they belong to the class. Classes with at least 50%
correct are kept and the other classes are discarded. The total
set of video clips remaining forms our candidate dataset. Note
that, at this stage, the candidate videos can be categorized by
audio as one of three types: (i) audios that are clearly of the
correct category, i.e. easy positives; (ii) audios of the correct
category, but with a mixture of sounds, i.e. hard positives; or
(iii) incorrect audios, i.e. false positive.
To further curate the candidate dataset, we make three
assumptions: First, there is no systematic bias in the noisy
samples, by that we mean, the false positives are not from
the same category. Second, Deep CNNs tend to end up with
different local minimas and prediction errors, ensembling
different models can therefore result in a prediction that is
both more stable and often better than the predictions of any
individual member model. Third, when objects emit sound,
there exists particular visual patterns, e.g. a “chimpanzee
pant-hooting” will mostly happen with moving bodies.
Exploiting the first two assumptions, the videos of each
class are randomly divided into two sets, and an audio classi-
fier is trained on half the candidate videos and used to predict
the class of the other half. This process is done twice so that
each clip has 2 predictions. To obtain relatively easy and pre-
cise postives, we keep the clips whose actual class-label falls
into the top-3 of the predictions from the ensembled models.
In order to mine the harder positives, we exploit the third as-
sumption by computing visual features for the positive clips,
and perform visual retrieval from the rest of data that has
been rejected by the audio classifiers. Using a visual clas-
sifier can result in similar looking visual clips but disparate
hard-positive audio clips. Lastly, we train a new audio clas-
sifier (ResNet18) with all easy and hard clips, and retrieve
more data from that rejected so far. This increases the num-
ber of video clips and forms our final dataset: VGGSound
with 310 classes of over 210k videos, and each class contains
200–1000 audio-visual corresponding clips. Note, we did a
deduplication process to remove repeated uploaded clips with
different YouTube IDs. This is done by removing the ones
with same visual representations.
4. EXPERIMENTS
4.1. Experimental setup and Evaluation
Experimental setup. We investigate the audio recogni-
tion task on both AudioSet and our new VGGSound dataset.
As the two datasets contain different sound vocabularies, at
training time, we use subsets of common categories in both
datasets. Similarly, at testing time, we select the intersec-
tion of AudioSet and VGGSound to form a single testset
called AStest (and remove any videos in AStest that are in
the training sets of AudioSet or VGGSound). This leads
roughly 15k clips in AStest. In addition, we investigate how
audio recognition performs on VGG and ResNet backbone
networks with/without NetVLAD aggregation using our new
VGGSound datasets.
Evaluation metrics. For evaluation metrics, we adopt the
evaluation metrics of [5], i.e. mean average precision (mAP),
AUC and equivalent d-prime class separation.
4.2. Implementation details
During training, we follow [5] for data preprocessing for
models trained with VGGish models. For models trained on
ResNet18, we randomly sample 5s from the 10s audio clip
and apply a short-time Fourier transform on the sample, re-
sulting a 257× 500 spectrogram. During testing, we directly
feed the 10s audio into the network.
All experiments were trained using the Adam optimizer
with cross entropy loss. The learning rate starts with 10−3
and is reduced by a factor of 10 after training plateaus. We
use a sigmoid layer when training on AudioSet data since
each video clip has multiple labels. For models trained on
VGGSound data, we use a softmax layer in the last layer.
4.3. Results
From the experimental results in Table 3, we can draw the
following conclusions: First, when we adopt a pretrained
model from [5] and finetune on AudioSet (Model-A) and
VGGSound (Model-B), despite AudioSet (2m) containing
more data than VGGSound (210k) , model-B still outper-
forms model-A on all metrics, we conjecture that this is
because the noise ratio of VGGSound is lower than that of
AudioSet, as we wished in our initial design objective. Sec-
ond, training model-C (a VGGish model from scratch) on
VGGSound, gets slightly worse performance on all metrics
than model-B, which shows that pretraining on a large dataset
helps boost the model’s performance. Third, when comparing
model-D (trained with average pooling) and model-E (trained
with NetVLAD), we demonstrate the significant effective-
ness of NetVLAD aggregation over the naı¨ve global average
pooling also beats the pretrained VGGish model (model-B).
Model Description Train mAP AUC d-prime
A VGGish pretrain+ft AudioS 0.286 0.899 1.803
B VGGish pretrain+ft VGGS 0.326 0.916 1.950
C VGGish scratch VGGS 0.301 0.910 1.900
D ResNet18 AVG VGGS 0.328 0.923 2.024
E ResNet18 VLAD VGGS 0.369 0.927 2.058
Table 3. We compare the results using various combination
of models, training sets and test on AStest, “VLAD” means
NetVLAD; “AVG” means Global Average Pooling; “AudioS’
refers to AudioSet; “VGGS” means VGGSound.
5. CONCLUSION
In this paper, we propose an automated pipeline for collect-
ing a large-scale audio-visual dataset – VGGSound, which
contains more than 210k videos and 310 classes for “uncon-
strained” conditions. We also compare CNN architectures
and aggregation methods to provide baseline results for au-
dio recognition on VGGSound.
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A. LIST OF VGG-SOUND CLASSES
1. ambulance siren (1050)
2. basketball bounce (1050)
3. bird chirping, tweeting (1050)
4. car engine knocking (1050)
5. chainsawing trees (1050)
6. chicken crowing (1050)
7. child singing (1050)
8. child speech, kid speaking (1050)
9. church bell ringing (1050)
10. crow cawing (1050)
11. driving buses (1050)
12. driving motorcycle (1050)
13. engine accelerating, revving, vroom (1050)
14. female singing (1050)
15. female speech, woman speaking (1050)
16. fireworks banging (1050)
17. frog croaking (1050)
18. goose honking (1050)
19. helicopter (1050)
20. horse clip-clop (1050)
21. lawn mowing (1050)
22. machine gun shooting (1050)
23. male singing (1050)
24. male speech, man speaking (1050)
25. motorboat, speedboat acceleration (1050)
26. ocean burbling (1050)
27. orchestra (1050)
28. people booing (1050)
29. people burping (1050)
30. people clapping (1050)
31. people crowd (1050)
32. people whispering (1050)
33. people whistling (1050)
34. pigeon, dove cooing (1050)
35. playing accordion (1050)
36. playing acoustic guitar (1050)
37. playing bagpipes (1050)
38. playing banjo (1050)
39. playing bass guitar (1050)
40. playing bassoon (1050)
41. playing cello (1050)
42. playing clarinet (1050)
43. playing cymbal (1050)
44. playing didgeridoo (1050)
45. playing drum kit (1050)
46. playing electric guitar (1050)
47. playing flute (1050)
48. playing french horn (1050)
49. playing hammond organ (1050)
50. playing harp (1050)
51. playing harpsichord (1050)
52. playing marimba, xylophone (1050)
53. playing piano (1050)
54. playing saxophone (1050)
55. playing snare drum (1050)
56. playing squash (1050)
57. playing tabla (1050)
58. playing table tennis (1050)
59. playing trombone (1050)
60. playing trumpet (1050)
61. playing violin, fiddle (1050)
62. police car (siren) (1050)
63. printer printing (1050)
64. race car, auto racing (1050)
65. railroad car, train wagon (1050)
66. rowboat, canoe, kayak rowing (1050)
67. singing bowl (1050)
68. skateboarding (1050)
69. skidding (1050)
70. stream burbling (1050)
71. subway, metro, underground (1050)
72. tap dancing (1050)
73. toilet flushing (1050)
74. vehicle horn, car horn, honking (1050)
75. wind noise (1050)
76. playing glockenspiel (1048)
77. people sniggering (1046)
78. playing synthesizer (1044)
79. baby crying (1033)
80. train horning (1017)
81. vacuum cleaner cleaning floors (1011)
82. playing theremin (1010)
83. people cheering (1001)
84. playing badminton (1000)
85. slot machine (1000)
86. dog barking (999)
87. beat boxing (998)
88. using sewing machines (994)
89. baby laughter (993)
90. playing volleyball (991)
91. playing vibraphone (983)
92. civil defense siren (981)
93. skiing (981)
94. missile launch (974)
95. playing erhu (972)
96. tractor digging (971)
97. bowling impact (970)
98. singing choir (970)
99. rope skipping (969)
100. cap gun shooting (966)
101. scuba diving (966)
102. airplane flyby (965)
103. dog bow-wow (963)
104. lions roaring (963)
105. playing bass drum (963)
106. yodelling (961)
107. police radio chatter (960)
108. fire truck siren (958)
109. playing electronic organ (954)
110. pheasant crowing (937)
111. arc welding (936)
112. playing steel guitar, slide guitar (931)
113. dog howling (930)
114. playing double bass (930)
115. cat purring (929)
116. people screaming (924)
117. playing bongo (921)
118. playing ukulele (918)
119. typing on computer keyboard (915)
120. electric shaver, electric razor shaving (908)
121. sailing (905)
122. playing cornet (894)
123. mynah bird singing (885)
124. cat meowing (868)
125. playing sitar (862)
126. lathe spinning (859)
127. lighting firecrackers (855)
128. volcano explosion (842)
129. playing harmonica (839)
130. cattle mooing (836)
131. dog growling (827)
132. playing mandolin (825)
133. people babbling (823)
134. waterfall burbling (820)
135. planing timber (818)
136. people marching (817)
137. turkey gobbling (813)
138. people sobbing (812)
139. playing tambourine (812)
140. chicken clucking (808)
141. duck quacking (800)
142. splashing water (800)
143. lions growling (796)
144. gibbon howling (795)
145. people shuffling (794)
146. tapping guitar (781)
147. sharpen knife (777)
148. typing on typewriter (777)
149. people sneezing (769)
150. owl hooting (763)
151. heart sounds, heartbeat (759)
152. woodpecker pecking tree (746)
153. hail (719)
154. canary calling (717)
155. sheep bleating (708)
156. cricket chirping (702)
157. wood thrush calling (682)
158. roller coaster running (678)
159. bee, wasp, etc. buzzing (676)
160. ice cream truck, ice cream van (676)
161. sliding door (674)
162. eating with cutlery (665)
163. mouse clicking (661)
164. people farting (661)
165. people running (660)
166. cattle, bovinae cowbell (657)
167. francolin calling (651)
168. car passing by (646)
169. rapping (639)
170. dinosaurs bellowing (634)
171. horse neighing (634)
172. playing timpani (630)
173. people belly laughing (629)
174. hammering nails (613)
175. train whistling (610)
176. raining (609)
177. driving snowmobile (604)
178. baby babbling (599)
179. parrot talking (593)
180. car engine starting (588)
181. playing timbales (587)
182. swimming (566)
183. wind rustling leaves (563)
184. people slurping (562)
185. ripping paper (561)
186. people eating noodle (560)
187. playing gong (558)
188. elk bugling (557)
189. playing darts (555)
190. playing oboe (547)
191. playing zither (540)
192. people coughing (535)
193. thunder (530)
194. bouncing on trampoline (526)
195. pig oinking (522)
196. mouse pattering (518)
197. airplane (507)
198. playing steelpan (504)
199. fire crackling (498)
200. coyote howling (490)
201. reversing beeps (487)
202. dog whimpering (480)
203. playing guiro (479)
204. chimpanzee pant-hooting (474)
205. playing congas (467)
206. playing tympani (463)
207. opening or closing car doors (459)
208. opening or closing drawers (459)
209. black capped chickadee calling (446)
210. people eating crisps (442)
211. playing bugle (442)
212. donkey, ass braying (440)
213. mosquito buzzing (439)
214. squishing water (436)
215. magpie calling (430)
216. playing djembe (430)
217. electric grinder grinding (425)
218. underwater bubbling (421)
219. barn swallow calling (420)
220. firing muskets (417)
221. dog baying (412)
222. cheetah chirrup (404)
223. playing hockey (402)
224. striking pool (401)
225. playing tennis (397)
226. people hiccup (394)
227. people humming (391)
228. wind chime (389)
229. cat growling (388)
230. car engine idling (370)
231. ice cracking (367)
232. otter growling (363)
233. alligators, crocodiles hissing (362)
234. fox barking (361)
235. people eating apple (360)
236. tornado roaring (357)
237. bird squawking (349)
238. hair dryer drying (344)
239. firing cannon (337)
240. train wheels squealing (333)
241. alarm clock ringing (331)
242. cupboard opening or closing (330)
243. striking bowling (326)
244. bull bellowing (320)
245. cat hissing (320)
246. running electric fan (319)
247. penguins braying (318)
248. elephant trumpeting (310)
249. golf driving (303)
250. people battle cry (295)
251. extending ladders (291)
252. snake hissing (286)
253. playing lacrosse (282)
254. writing on blackboard with chalk (280)
255. spraying water (278)
256. sloshing water (276)
257. people giggling (273)
258. cutting hair with electric trimmers (268)
259. forging swords (265)
260. lip smacking (265)
261. plastic bottle crushing (264)
262. warbler chirping (264)
263. chipmunk chirping (262)
264. bird wings flapping (259)
265. chopping wood (254)
266. popping popcorn (253)
267. eagle screaming (252)
268. sea waves (252)
269. footsteps on snow (251)
270. hedge trimmer running (251)
271. blowtorch igniting (250)
272. goat bleating (247)
273. air conditioning noise (245)
274. mouse squeaking (240)
275. ferret dooking (239)
276. cat caterwauling (237)
277. strike lighter (229)
278. people nose blowing (228)
279. shot football (227)
280. people eating (226)
281. people gargling (222)
282. smoke detector beeping (221)
283. cuckoo bird calling (218)
284. foghorn (217)
285. eletric blender running (214)
286. chinchilla barking (213)
287. people slapping (211)
288. sea lion barking (211)
289. opening or closing car electric windows (205)
290. children shouting (201)
291. air horn (200)
292. baltimore oriole calling (200)
293. bathroom ventilation fan running (200)
294. cell phone buzzing (200)
295. chopping food (200)
296. cow lowing (200)
297. disc scratching (200)
298. door slamming (200)
299. fly, housefly buzzing (200)
300. metronome (200)
301. people finger snapping (200)
302. playing castanets (200)
303. playing shofar (200)
304. playing tuning fork (200)
305. playing washboard (200)
306. pumping water (200)
307. snake rattling (200)
308. telephone bell ringing (200)
309. whale calling (200)
310. zebra braying (200)
