The system has a bandwidth of 1.6 GHz, 128 spectral channels, an FX-type correlator, one polarization, and four antenna inputs. The correlation accumulators report the cross-correlation results of the six baselines, as well as the autocorrelation results of the four antennas. The system is planned to be characterized according to the results of various experiments before deployment: Allen deviation, optimal input power of the system, and confirmation of the correlator coefficient of the system. The new digital system is intended to replace the old analog system, which has no spectral information. This new system enables the AMiBA for new scientific missions, such as CO intensity mapping.
INTRODUCTION
The correlators of large, ground-based interferometers, such as the Atacama Large Millimeter Array (ALMA) [1] and the Expanded Very Large Array EVLA [2] [3] , have developed their own systems. A team requires software and hardware engineers to complete this job. The hardware generally requires several custom printed circuit boards (PCBs) and associated software for testing and operation.
An alternative method for building a large, groundbased radio interferometer, such as ACA [4] , is to outsource the construction of the entire correlator system to a contractor.
The first method for building correlators requires a large payload for the manpower necessary for development. The second solution requires a large capital resource for payment to the contractor. Adopting the existing hardware can save the nonrecurring engineering (NRE) costs, and accessing the open source Field Programmable Gate Array (FPGA) libraries used in astronomy can lessen the amount of required development resources. Collaboration with large radio observatories, using part of the developed digital backend, is the optimal solution for a small research organization to build its own system.
The advantage of using the Collaboration for Astronomy Signal Processing and Electronics Research (CASPER) solution is that the hardware is relatively inexpensive compared with commercial products. The FPGA firmware and control/monitoring software is free for academic research and provides a packetized system that is scalable and configurable [5] [6] . The disadvantage involves the employment of switches. The size of the system is limited by the total number of ports, and system stability relies on the quality of the products.
Australia's square kilometer array (SKA), Pathfinder, [7] [8] used the direct optical transmission to replace the 10 G Ethernet switch.
10G Switch
Fig. 1. Block diagram of 4 antenna interim amiba spectrocorrelator. There are two F-engine in each ROACH2, four identical X engine in one ROACH2. Two set of ROACH2 were implemented with F engine, another 2 set of ROACH2 were implemented as X engine. A 10 GbE switch received the packets from F engines, then re-directed them to its destination X engine.
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Similar to the CASPER community, another community is organized mainly by the European institute, which has developed the UniBoard [10] . Eight large FPGA chips are on the board, enabling the cross correlations to be performed on the same board, without the loss of data transmission across the cables and switches. Nevertheless, the UniBoard was not available until 2012, which was behind the schedule for this study.
II.

SYSTEM CONFIGURATION
In radio-astronomy observations, the analog signal is digitized and preprocessed after the incoming waves have been collected by one or more radio antennas. Signal detection is performed at a later stage in an auto-or crosscorrelator. To increase the detection sensitivity and analyze a broad bandwidth, it is essential to use broadband analog to digital converters (ADCs) clocked as high as possible. The 5 Gs/s ADC [11] was used because of its wider bandwidth.
After the single baseline correlator has been working properly in Hawaii, we moved forward to the four-antenna packetized digital correlator. The FX configuration was inherited from the CASPER system, which saved development time and resources. FX requires fast Fourier transformation (FFT) first, then multiplication. This can be determined by comparing the number of computation operations per second between the XF, or lag correlator, n LAG , and the FX correlator, n FX , as expressed in (1) [12] . The FX is more useful than the XF for the study case, where the spectral channels, N = 128, and the total number of antennas, n a = 13. The disadvantage of a digitized FX system of this type is the high volume of data.
This four-antenna system is intended to be deployed onsite at the beginning of 2014. This packetized correlator uses four sets of 5 Gs/s ADCs that feed digitized signals into two sets of Reconfigurable Open Architecture Computing Hardware systems (ROACH2). The ROACH2 is Virtex6-based (FPGA). Regarding the packetized correlator, the ROACH2 was configured to pass the input signals through what is known as the "F-engine." The Fengine performed the FFT where transformed the timedomain signals into frequency-domain signals. The spectra information was then packetized and transmitted out of the ROACH2 by using 10 G Ethernet. Section III explains more about this process. A 10 G Ethernet switch hub directed the spectral data from the first two ROACH2s to another two sets of ROACH2s. That second set of ROACH2s, which is known as the "X-engine," was configured to perform multiplication between each pair of the four inputs then accumulation. Section IV provides additional details about this process. At this stage, the amount of data was substantially reduced and the results of the X-engine could be sent to the computer for post data processing. The entire process in the packetized correlator is a hardware application of the Wiener-Khinchin Theorem.
The detail specifications are listed in Table 1 , and the configuration block diagram is shown in Fig. 1 .
III. "F" ENGINE
An interface firmware for the 5Gs/s ADC demultiplexes the data by 1:2, which causes the demultiplexing factor to change from 1:4 in the ADC board to 1:8. Next, regarding the input of the ADC data, a signal from a Walsh signal generator switches the time domain data by 180°. The synchronization of a Walsh signal generator must agree with the switching at the front end, thus cancelling the DC term. In addition to the Walsh function signal, a 1 p/s signal is connected to the system. The 1 p/s signal is obtained from a GPS device and serves as the beat tone of the system.
A coarse delay circuit is placed after the Walsh switching to compensate for the physical delay caused by using the cables and instruments.
The polyphase filter bank (PFB) and FFT block were obtained from the CASPER library. There were 18 bits each of real and imaginary complex numbers in the PFB and FFT block, which ensured that the frequency spectrum had a higher resolution to resolve the strong radio frequency interference (RFI). For observation frequency higher than the W band, there was almost no artificial interference at this moment; therefore, the data were requantized into 8 bits of complex numbers (4 bits each of real and imagery parts) after the fine delay block. Having done this reduced a large amount of the data rate. After the FFT block, a fine delay tuning circuit was implemented for fine tuning the phase, mainly for the phase compensation caused by the earth's rotation.
The data rate from one antenna in this application was 12.8 Gb/s, which disallowed fitting all of the data into one 10 G cable. The data rate from one antenna was demultiplexed by 1:2, (i.e., two 10 GbE blocks and two cables for one antenna).
When the data were requantized into bits in the requantization block, an adjustable gain was implemented to control the amplitude of the signal in this block.
A block called a corner turn is next to the requantization block, which is used to buffer 32 frames of the spectrum. The specific channel was then pumped with 32 accumulations to its destination, the X-engine, through a 10 GbE fabric core. The packet format contained eight spectral channels and 32 integrations, with associated information in the header and at the end of the frame.
After the corner turn block, the packetizer block stamps a time stamp with the antenna number and the channel number to be used as identifiers in the header of the packets. The time stamp is synchronized according to the 1 p/s signal.
IV. " X" ENGINE
A commercial 10 G Ethernet switch was employed to redirect the data packets to their destination, the X-engine.
Four identical X-engines were implemented in one ROACH2, because there were four sets of quad data rate memory (QDR) in it.
An unpack block was in each X-engine for receiving, unpacking, and confirming the validity of the incoming packets. The unpack block decoded the packet header for further confirmation and left only the data behind. The unpack block confirmed whether the destination of incoming packets agreed with the denoted IP after the packets were unpacked.
The valid packets were sent to a block, which had a ring buffer inside because the packets arrived asynchronously. The ring buffer block waited until all of the packets from every antenna arrived before it released the packets to the X-block. If the ring buffer released the packets at its origin, a synchronous signal would have been issued. This synchronous signal was the beat tone of the X-engine.
Until all of the associated packets arrived in the buffer, the packets were released to the X-block to perform the multiplication for each pair of baselines, i.e. crosscorrelation or autocorrelation. Because 32 spectral frames were in each packet, 32 accumulations occurred in the Xblock. A block random access memory (BRAM) in the FPGA was configured as the accumulator for 32 spectral frames. The data rate after the X-block was reduced significantly.
The data vector after the X-block was sent to the vector accumulation (VACC) block for longer integration.
QDR is the most critical part of the VACC block. The memory size is much larger than that of the embedded BRAM; thus, it is used for long-term integration. A register controlled by the computer specified the accumulation length. The QDR accumulated the correlated data from the X-block until the number of integrations was equal to the specified integration length.
Ultimately, the integrated correlated data were packed and sent to the control computer through the bidirectional 10 GbE cables.
V. DESIGN OF CHARACTERIZATION
To design the system characterization plan before deployment, the existing digital correlators were surveyed for reference. ALMA, the largest existing ground-based radio interferometer worldwide, has demonstrated its powerful capability and excellent performance, but the detailed test procedures and results of its digital correlator have not been released. The Expanded Very Large Array (EVLA) is another large interferometer that has released many on-site test schemes and results, but few before deployment. Kamazaki et al have verified the Atacama Compact Array (ACA), which is a good example of the procedure for verifying the digital correlator for the radio interferometer, before deployment on site. Chikada [13] and Okumura [14] have varied the input power of the noise source, which performed as a correlated signal, and have calculated the RMS of cross-correlation output to determine the optimal input power.
VI. SUMMARY AND FUTURE WORK
The system was tested by using noise sources. The result was favorable, as depicted in Fig. 2 . The characterization jobs will be examined before deployment, as discussed in the previous section. It has been planned that the Allen deviation will be conducted, the optimal input power of the system will be tested, and a confirmation of the correlator coefficient of the system will be attempted.
The new digital system will replace the old analog system, which has no spectral information. The new system enables the Yuan Tseh Lee Array for Microwave Background Anisotropy (AMiBA) for new scientific missions such as CO intensity mapping.
