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Abstract
The aim of this paper is to establish two fundamental measure-metric properties
of particular random geometric graphs. We consider ε-neighborhood graphs whose
vertices are drawn independently and identically distributed from a common distri-
bution defined on a regular submanifold of RK . We show that a volume doubling
condition (VD) and local Poincaré inequality (LPI) hold for the random geometric
graph (with high probability, and uniformly over all shortest path distance balls
in a certain radius range) under suitable regularity conditions of the underlying
submanifold and the sampling distribution.
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1 Introduction
1 Introduction
The aim of this paper is to establish fundamental measure-metric properties of particular
random geometric graphs. The motivation for this study comes from high-dimensional
data analysis. Informally speaking, assuming a data sample (X1, . . . , Xn) taking values
in RK is drawn independently and identically distributed from a common distribution
P, if the ambient dimensionality K is large, most statistical estimation problems (for
example, regression where each point Xi comes with an associated real-valued random
label Yi and the goal is to estimate the function f(x) = E[Y |X = x]) will suffer from
the “curse of dimensionality”, that is, convergence rates (as a function of n) to the
estimation target will be hopelessly slow in a minimax sense (in the regression example,
this is the case if P is comparable to Lebesgue on an open set of RK , and for any given
classical smoothness class of the target function.) To alleviate the high dimensionality
issue, additional structural assumptions on the distribution have to be made to reduce
the inherent complexity of the problem. Such structural assumptions can be of very
different nature; in the present work, we focus on the often considered assumption that
the support of P is a regular submanifold M of RK (of dimension k ≪ K).
In such a setting, a central issue is that the supporting submanifoldM is unknown. A
fundamental tool introduced to recover, implicitly or explicitly, this unknown structure is
to construct a neighborhood graph based on the observed sample, that is, a geometrical
graph whose vertices are the sample points themselves, and edges join neighbor points,
defined in a suitable sense based on the ambient Euclidean distance in RK . In this work
we consider the simple case of ε-neighborhood graphs, where neighbor points are those
whose ambient Euclidean distance to each other is less than ε (a fixed in advance con-
stant). Such graphs have been considered for data analysis purposes since the seminal
works [TdSL00; Ber+00; BN03]. In particular [Ber+00] show that under suitable regu-
larity assumptions, the Euclidean path distance in the neighborhood graph is (with high
probability with respect to the data sampling) a good approximation of the geodesic
distance on M; and [BN03] highlight the central role of the graph Laplacian operator,
and its spectral decomposition, as a fundamental data analysis tool. Over the years
a rich literature has developed exploring the mathematical properties of these objects.
A central point of interest is to quantify to which extent the properties of the discrete
random graph reflect those of the underlying submanifold, and further if convergence
occurs in a suitable sense as the number of sampled points n grows to infinity.
Our primary contribution in this work is to establish that two fundamental geometric
properties, namely a volume doubling condition (VD) and a local Poincaré inequality
(LPI) hold for the random geometric graph (with high probability, and uniformly over all
shortest path distance balls in a certain radius range) under suitable regularity conditions
of the underlying submanifoldM and the sampling distribution P. Informally speaking,
we assume that M is compact without boundary and with bounded curvature in a
suitable sense; for (VD) we assume that (M,P), as a metric measure space, itself satisfies
(VD); and for (LPI), we consider the stronger assumption that (M,P) is Ahlfors-regular.
The main motivation for establishing these two properties is that they imply [Del99;
BC16] a precise sub-Gaussian estimate for the heat kernel on the graph, which is gener-
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ated by the (random walk) graph Laplacian. In turn, such estimates allow to establish
the spatial localization properties of a graph wavelet construction based on the spectral
decomposition of the graph Laplacian, proposed in [GBvL18] and following a general
construction due to [CKP12], where the sub-Gaussian estimate plays a central role. We
will return to these issues for a more detailed discussion in Section 2.4.
The outline of the rest of the paper is as follows. In Section 2 we present the setting,
the notations and the main results of this paper. Sections 3, 4, and 5 are devoted to
prove the main results. Section 3 deals with the distance approximation of ρG,SP and
ρM which is fundamental for our results , and presents further preliminary results. In
Section 4 we establish Theorem 2.4 concerning the (VD) property. In Section 5 we
present the proof of Theorem 2.9 concerning the (LPI) property.
2 Main results
2.1 Setting, basic notations and goals
We consider a specific class of geometric graphs. To be more precise we consider un-
weighted random ε-graphs whose vertex set is assumed to be a finite random sample
from a submanifold of the Euclidean space RK (considered as metric measure space
(M, ρM, µ)) satisfying some properties introduced later on. We will now present the
setting and the notation used throughout this paper.
A finite geometric graph G = (V, E) consists of a finite vertex set V = (x1, . . . , xn) ⊂
R
K (xi are assumed to be distinct) and an edge set E ⊂ V ×V. We will use the notation
V(G) and E(G) to denote the vertex and edge set for a specific graph G. The graph can
be described by its adjacency matrix A = (aij) with aij = 1 if there is an edge e from
xi to xj (denoted by xi ∼ xj) and aij = 0 otherwise. We will only consider undirected
graphs without self-loops, that is aij = aji for i 6= j and aii = 0 (A is symmetric). The
degree of a vertex xi is deg(xi) =
∑
xj∈V aij . We denote the minimal degree in the graph
degmin := minx∈V deg(x) and the maximal degree degmax := maxx∈V deg(x).
We focus on neighborhood graphs, especially on ε-graphs, that is, for the construction
of the edges the ε-rule is used. Two vertices (points) are connected when their Euclidean
distance (denoted ρE) is smaller than ε:
(xi, xj) ∈ E(G)⇔ aij = 1 ⇔ ρE (xi, xj) = ‖xi − xj‖ ≤ ε. (1)
By construction ε-graphs are undirected graphs.
A natural distance on the graph is the so-called shortest-path-distance ρG,SP (ρSP
for short). A path p from x to y in G is a finite sequence p = (v0, . . . , vl) of vertices
vi ∈ V(G) with x = v0, y = vl satisfying vi−1 ∼ vi for i = 1, . . . , l. We denote |p| = l the
number of edges of a path p in a graph. Let Px,y be the set of all paths in G connecting
p. 3
2 Main results
x to y. We define for x, y ∈ V(G) the shortest-path-distance
ρG,SP (x, y) := min
p∈Px,y
|p| .
We denote for all x ∈ V by BG,SP (x, r) the open ball in V of radius r centered in x for
the shortest-path distance and by BG,SP (x, r) the corresponding closed ball. Note that
the maximal shortest-path distance of two points in a connected graph with n vertices
is at most n, so that BG,SP (x, n) = V.
Let η be a discrete probability measure on the vertex set V of a graph G determined
by the point measure η(x) for all x ∈ V. Especially, we denote η1 the empirical graph
measure (based on number of vertices)
η1(W ) :=
1
n
n∑
i=1
1xi∈W for any W ⊂ V, (2)
where 1x∈W = 1 if x ∈W and 0 otherwise, and η2 the (normalized) degree volume graph
measure (based on number of edges)
η2(W ) :=
volW
volV for any W ⊂ V, (3)
with volW :=
∑n
i=1 1xi∈W deg(xi).
With some abuse of notation we will also denote η the measure on (M,A) for any
superset M⊇ V and σ-algebra containing all singletons of V.
We now recall the definitions of the volume doubling condition (VD) and the local
Poincaré inequality (LPI) for graphs, the properties we want to prove in our specific
setting. Since (G, ρSP , η) is a metric measure space the following definition of volume
doubling applies.
Definition 2.1 (volume doubling):
Let (M, ρM , µ) be a metric measure space with distance ρM (·, ·) and measure µ. Then
(M, ρM , µ) is said to satisfy the volume doubling condition (VD(v)) if there exists a
constant v > 0 (2v ≥ 1) such that for all x ∈M and for all r > 0:
0 < µ(BρM (x, 2r)) ≤ 2v µ(BρM (x, r)) <∞ (4)
(where BρM (x, r) denotes the open ball in M of radius r centered at x w.r.t. ρM).
The space (M, ρM , µ) satisfies the restricted volume doubling condition
(rVD[v, rmin, rmax]) if the volume doubling condition is satisfied with parameter v for
all balls BρM (X, r) with x ∈M and rmin < r < rmax.
Definition 2.2 ((weak) Local Poincaré Inequality for graphs):
A graph G = (V, E) satisfies a local Poincaré inequality LPI(λ, Cλ, rmax) with λ ≥ 1,
p. 4
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Cλ ∈ R, rmax > 0 if
∑
x∈B(x0,r)
deg(x)
∣∣∣f(x)− fB(x0,r)
∣∣∣2 ≤ Cλr2 ∑
x,y∈B(x0,λr),
x∼y
(f(y)− f(x))2
(where fB :=
(
vol(B)
)−1 ∑
x∈B
deg(x)f(x) and vol(B) =
∑
y∈B
deg(y))
holds for all f ∈ R|V| and for all closed balls B (x0, r) = BG,SP (x0, r) of radius r ≤ rmax
centered in x0 ∈ V of G w.r.t. ρG,SP . The LPI is called strong if λ = 1.
Important to note is that in this paper the vertex set V consists of n points which are
drawn independent and identically distributed from a metric measure space (M, ρM, µ)
satisfying M ⊂ RK with respect to the probability measure µ. Many properties of the
graph will therefore depend on the properties of (M, ρM, µ). Most statements in this
paper are probabilistic statements, relative to the random sample of vertices. Since the
vertex set is random, the graph itself is random and the graph measures are random
variables. Our main goal is to establish that, when the underlying space M has suit-
able geometric regularity properties, then the random neighborhood graph satisfies the
above properties (VD) and (LPI) with high probability growing to 1 as n → ∞, with
fundamental scaling constants (v, Cλ) not depending on n.
2.2 Asymptotics
We consider ε-graphs constructed from a sample of size n. We are interested in how the
constants in our results depend on the parameters n and ε and what happens in the
limit for n going to infinity. The parameter ε = ε(n) will be a decreasing sequence going
to zero, but not too fast. To be more precise we consider as standard asymptotics the
case that assumption S1* (see next section) is satisfied and that
ε(n)→ 0 and nε(n)
k
ln(n)
→∞ for n→∞ (5)
holds where k is the intrinsic dimension of the underlying space and parameter of the
Ahlfors regularity. This means that ε(n)k ∈ Ω
(
ln(n)
n
)
. This assumption will ensure that
some probabilities occurring later on will converge to 0 and that some conditions on
n and ε we encounter to guarantee some properties of the graph will be satisfied for
n large enough. In fact, (5) is a sufficient condition (in n, ε) for nγ exp
(
−cnεk
)
and
ε−γ exp
(
−cnεk
)
tending to zero for n→∞, for any fixed positive constants c, γ.
Under the standard asymptotics we have deg x ≈ nεk ≥ lnn for n large enough. A
slightly stronger assumption would be to assume that nεk ≥ nz for some z ∈ (0, 1)
for n large enough (since O(ln(n)) ⊆ O(nz)). Note that under the Ahlfors assumption
(assumption S1*) z is a measure of the connectivity of the graph: z = 0 implies that
no vertex is isolated (each vertex has at least one neighbor) and z = 1 describes the
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fully connected graph. We are interested in a connected graph which reveals the local
geometry of the underlying manifold.
2.3 Main results
We formulate the following assumptions in order to state our results.
Assumptions:
A1 M is a k-dimensional smooth compact submanifold of RK without boundary, with
induced geodesic distance ρM and a Borel probability measure µ with support inM.
We define (as in [Ber+00]) the minimum radius of curvature r0 and the minimum
branch separation s0 of M as
r0 :=
(
max
γ,t
‖γ¨(t)‖
)−1
(with γ being unit-speed geodesics)
s0 : = max{s : s > 0 and ‖x− y‖ < s⇒ ρM (x, y) ≤ π r0 for x, y ∈M}.
Furthermore, let sec(M) denote the sectional curvature of M and i(M) the injec-
tivity radius of M.
A2 G = (V, E) is a (connected) undirected unweighted ε-graph without self-loops with
V consisting of n vertices.
A3 For fixed parameters λ1, λ2, ξ1 ∈ (0, 1)
a) the ε-graph is built with parameter ε > 0 satisfying
ε < min
(
s0, (2/π) r0
√
24λ1
)
, (6)
b) the sample size n = n(ξ1, λ2, ε, µ) satisfies
n ≥ − ln(ξ1u)
u
with u = inf
z∈M
µ(B(z, ελ2/16)). (7)
S1 (M, ρM, µ) satisfies the volume doubling condition with constant v:
there exists a constant v > 0 (2v ≥ 1) such that for all x ∈M and for all r > 0
0 < µ(BM (x, 2r)) ≤ 2v µ(BM (x, r)) <∞ (8)
where BM (x, r) denotes the open ball of radius r and centered in x w.r.t. ρM.
S1* µ is k-Ahlfors-regular:
there exist constants 0 < cl ≤ cu < ∞ such that for all x ∈ M and all r ∈
(0, diam (M)]
clr
k ≤ µ(BM (x, r)) ≤ curk (9)
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holds.
S2 The sectional curvature of M is bounded:
sec(M) ≤ Λ <∞. (10)
We define
r• := min
(
i(M)
2
,
π
2
√
Λ
)
. (11)
Assumptions A1 and A2 describe our setting. Assumption A3 enables us to use a dis-
tance approximation proposed in [Ber+00] which is of importance for both the (VD)
result and the local Poincaré inequality. For the (VD) result we need assumption S1.
The stronger assumption S1* and additionally assumption S2 are necessary for (LPI).
Furthermore the dimension k of M and the parameter k of the Ahlfors regularity will
coincide.
Remark 2.3:
In our asymptotic regime assumption A3 is satisfied for n large enough with probability
tending to 1. Note that in the asymptotic regime ε(n) → 0 for n going to infinity and
therefore (6) is satisfied for n large enough. Furthermore, if we set ξ1 := n
−z for z > 0
we observe that under Ahlfors regularity the condition (7) is satisfied if
n ≥ ln(C
−1
1 n
zε−k)
C1εk
≥ − ln(ξ1u)
u
with constant C1 = cl(λ2/16)
k. Since the standard asymptotic regime implies ε−k ≤ n
for n big enough, we obtain C−11 ln(C
−1
1 n
zε−k) ≤ c ln(n) ≤ nεk for n big enough for some
constant c. This means that our standard asymptotic regime implies (7).
We can now state our first result.
Theorem 2.4 (restricted Volume Doubling):
Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability
measure µ on the submanifold M of RK such that assumptions A1, A2, A3 and S1 are
satisfied with parameters λ1 ∈ (0, 1), λ2 ∈ (0, 1), ξ1 ∈ (0, 1), ε > 0, n ≥ 4, n ∈ N, v > 0.
Let ξ2 ∈ (0, 0.5]. Let η1 be the empirical graph measure.
Then, with probability at least 1−ξ1−ξ2, there exists a constant u = u(v) > 0 such that
for all open balls B = BG,SP (Xi, r) with Xi ∈ V and r > 1 satisfying η1
(
BG,SP (Xi, r)
)
≥
8n−1 ln
(
3n2
ξ2
)
the inequality
η1(BG,SP (Xi, 2r)) ≤ 2uη1(BG,SP (Xi, r)) (12)
holds. The constant is u := log2(6) + ⌈4 + log2(1 + λ2)(1− λ1)−1⌉v.
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The condition η1
(
BG,SP (Xi, r)
)
≥ 8n−1 ln
(
3n2
ξ2
)
means that the doubling condition
only applies to balls containing at least of the order of ln(n) points. In particular, under
the standard asymptotics, for n big enough, it will be satisfied for any r > 1.
Corollary 2.5:
Under the "standard asymptotics", the graph G satisfies (rVD[u, rmin = 1, rmax = ∞])
(with u as above) w.r.t. the empirical graph measure with probability going to 1 (and even
probability p such that 1− p = o(n−2)).
Note that we stated the main result for open balls. We can formulate the volume
doubling Theorem also in terms of closed balls. (The theorem for open balls implies
the theorem for closed balls, but not vice versa.) We get the result for closed balls as
corollary.
Corollary 2.6:
Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability
measure µ on the submanifold M of RK such that assumptions A1, A2, A3 and S1 are
satisfied with parameters ξ1 ∈ (0, 1), ε > 0, n ≥ 4, n ∈ N, v > 0. Let ξ2 ∈ (0, 0.5]. Let η1
be the empirical graph measure.
Then, with probability at least 1 − ξ1 − ξ2, there exists a constant u = u(v) > 0
such that for all closed balls B = BG,SP (Xi, r) with Xi ∈ V and r ≥ 1 satisfying
η1
(
BG,SP (Xi, r)
)
≥ 8n−1 ln
(
3n2
ξ2
)
the inequality
η1(BG,SP (Xi, 2r)) ≤ 2uη1(BG,SP (Xi, r)) (13)
holds. The constant is u := log2(6) + ⌈4 + log2(3)⌉v.
This corollary is straightforward if we note that for any r ≥ 1 exists δ(r) > 0 small
enough such that BSP (x, 2r) = BSP (x, 2r + 2δ) holds.
Under the additional assumption that the graph is “quasi-regular” in the sense that
the degrees are all of the same order up to a fixed constant, the volume doubling property
holds also for the degree volume graph measure. This is stated in the following theorem.
Theorem 2.7:
Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability
measure µ on the submanifold M of RK such that assumptions A1, A2, A3 and S1 are
satisfied with parameters ξ1 ∈ (0, 1), ε > 0, n ≥ 4, n ∈ N, v > 0. Let ξ2 ∈ (0, 0.5]. Let η2
the degree volume graph measure. Assume that, with probability at least 1− ξ3, we have
maxx∈V degx
minx∈V degx
≤ c•.
Then with probability at least 1 − ξ1 − ξ2 − ξ3 there exists a constant u˜ = u˜(v) > 0
such that for all open balls B = BG,SP (Xi, r) with Xi ∈ V and r > 1 satisfying
η1
(
BG,SP (Xi, r)
)
≥ 8n−1 ln
(
3n2
ξ2
)
the inequality
η2(BG,SP (Xi, 2r)) ≤ 2u˜ η2(BG,SP (Xi, r)) (14)
holds. The constant is u˜ = log2(6) + ⌈4 + log2(3)⌉v + 2 log2(c•).
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Corollary 2.8:
Under the "standard asymptotics", the graph G satisfies (rVD[u˜, rmin = 1, rmax = ∞])
(with u˜ from above) w.r.t. the degree volume graph measure with probability going to 1
(and even probability p such that 1− p = o(n−2)).
We prove Theorem 2.4, Corollary 2.5, Theorem 2.7, and Corollary 2.8 in Section 4.
Now we present our results regarding the local Poincaré inequality for random ε-graphs.
Theorem 2.9 (LPI, degree measure):
Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability
measure µ on the submanifoldM of RK such that assumptions A1, A2, A3, S1* and S2
are satisfied with parameters λ1, λ2, ξ1, ε > 0, n ≥ 2, 0 < cl ≤ cu <∞, k > 0, r•. Consider
the volume degree graph measure η2. Let L
∗
min and L
∗
max with 0 < L
∗
min ≤ L∗max < ∞
denote the Lipschitz constants independent of n, ε, r induced by assumption S2. Let δ ∈
(0, 1). Assume r•(1−λ1)ε−1 ≥ 1, n ≥ 1(1−δ)cl
(
4
√
k+3L∗max
L∗
min
ε
)k
+1 and
√
k+3
Lminε
≥ 1, and define
ξ4 := 2
(
2
√
k + 3n(1− λ1)
L∗min
)k
exp

−δ2ncl
6
εkL∗min
k
4k
√
k + 3
k
L∗max
k

+ 2 exp
(
− δ
2nclε
k
6(1− λ1)k
)
.
Then there exist constants λ > 0 and Cˆ > 0 such that, with probability at least
1 − n2ξ4 − ξ1, for all balls B = BSP (Xi, r) with r ∈ [1,min((1− λ1)ε−1r•, n)) and
Xi ∈ V, and for all functions f : V → R the inequality∑
x∈BSP (Xi,r)
(f(x)− fB)2 deg(x) ≤ Cˆr2
∑
x,y∈BSP (Xi,λr)
x∼y
(f(x)− f(y))2 (15)
holds. The constants are λ = 4 (1+λ2)
(1−λ1) + 1 and
Cˆ :=
1
(1− λ1)2+2k
(1 + δ)2c2u
(1− δ)2c2l
(1 + w)2 k2
(
2
√
k + 3
L∗min
)k+2
(16)
=const (λ1, cl, cu, w, k, δ, L
∗
min) (17)
with w := 2(1+δ)
1−δ
cu
cl
L∗max
k
L∗
min
k 4
k
√
k + 3
k
.
Corollary 2.10:
Under the "standard asymptotics" the graph G satisfies LPI(λ, Cλ, r+) with λ, Cλ = Cˆ
as in Theorem 2.9 and r+ = min(r•(1− λ1)ε−1, n) with probability going to 1.
Proof (of Corollary 2.10): We set ξ1 = n−z for some z > 0. In our standard
asymptotic regime, the probability n2ξ4 converges to 0 and therefore 1−n2ξ4−ξ1 tends to
1 for n going to infinity. Furthermore the conditions r•(1−λ1)ε−1 ≥ 1 and
√
k+3
Lminε
≥ 1 are
satisfied, if n is large enough since ε(n)→ 0. The inequality n ≥ 1
(1−δ)cl
(
4
√
k+3L∗max
L∗
min
ε
)k
+1
also holds in our asymptotic regime since nεk will be larger than any constant for n large
enough.
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Section 5 is dedicated to the proof of Theorem 2.9. We actually establish a slightly
more general result in Section 5 and can therefore state a local Poincaré inequality w.r.t
the empirical graph measure in the following form.
Corollary 2.11:
Under the "standard asymptotics" the graph G satisfies a local Poincaré inequality w.r.t.
the empirical measure of the form
∑
x∈BSP (Xi,r)
(f(x)− fB)2 ≤ Cˆr2
∑
x,y∈BSP (Xi,λr),
x∼y
(f(x)− f(y))2
(where fB = n
−1
B
∑
y∈B f(y)) with probability going to 1. The constant is
Cˆ =const (λ1, cl, L
∗
min, k, w, δ) ·
1
nεk
=
1
εkn
1
(1− λ1)2
(η+)2
(1− δ)clη− (1 + w)
2 k2
(
2
√
k + 3
L∗min
)k+2
with w := 1+δ
1−δ
cu
cl
L∗max
k
L∗
min
k 4
k
√
k + 3
k
.
2.4 Application: Heat kernel bound
We now return to a motivation for establishing (VD) and (LPI) mentioned in the in-
troduction, namely obtaining estimates for the heat kernel on the geometrical graph.
We first summarize the results obtained in [BC16] for a fixed graph. For coherence
we will keep the notation used up until now. Let D denote the diagonal matrix with
Dii := deg xi, and L := I − D−1A the so-called normalized random walk Laplacian.
Consider the continuous time random walk Xt with generator L, and let Pt(xi, xj) :=
Pxi(Xt = xj) = [exp(−tL)]ij denote probability point function for Xt starting from point
xi, then Qt := PtD
−1 is called heat kernel on the graph.
Theorem 1.2 of [BC16] implies the following. Suppose the following assumptions are
satisfied with respect to the shortest path distance and the degree volume graph measure
η2, for 1 ≤ rmin ≤ rmax:
1. the restricted Volume Doubling condition (with constant v), for all balls of radius
in the range [rmin, rmax] ;
2. the weak local Poincaré inequality (with constants cλ, λ), for all balls of radius in
the range [rmin, rmax] ;
3. the inequality vol(B(x, r)) ≤ C0 vol(x)rv, for all balls of radius in the range
[rmin, rmax].
Then the following estimate holds:
Qt(x, y) ≤ c1
vol
(
BG,SP
(
x,
√
t
)) exp
(
−c2ρG,SP (x, y)
2
t
)
, (18)
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for all t ∈ [r1.1min, rmax] with t ≥ ρG,SP (x, y). Above c2 is a universal constant and c1
depends on (v, cλ, λ, C0).
Given Corollaries 2.8 and 2.10, under the standard asymptotics we have that the first
and the second above conditions are satisfied with probability going to 1 as n → ∞,
with constants (v, cλ, λ) not depending on n, rmin = 1 and rmax of the order O(ε(n)
−1)
(which is the order of magnitude of the graph diameter).
Finally, concerning the third assumption above, under the standard asymptotics, The-
orem 3.7 point (iv) guarantees that with probability going to 1 as n→∞, all degrees in
the graph are uniformly upper and lower bounded up to constant factor by nεk; while in-
equality (22) together with Corollary (4.2) ensure that the cardinality of ball BG,SP (x, r)
is uniformly (in x, r) upper bounded up to constant factor by nrkεk. Therefore, the third
assumption is satisfied with C0 of order nε
k.
We can thus apply the result of [BC16]; however the interest of the obtained bound (18)
on the heat kernel rests on the dependence of the factor c1 in the constant C0 from the
third assumption. The paper [BC16] is not specific concerning this point, and it is not
obvious to track the dependence on the constants throughout all arguments there, but
we surmise that the dependence is at most a (small) power. In this case, the obtained
heat kernel bound is informative (because of the dominating exponential factor) as soon
as ρG,SP (x, y) ≥ C
√
t log n for a sufficiently large constant C (to be compared with the
graph diameter, of order ε−1 which will typically be a power of n).
An important potential application of such heat kernel bounds is to establish spatial lo-
calization properties of kernels based on spectral localization of the Laplacian. Denoting
L′ := D
1
2 LD−
1
2 the symmetrically normalized graph Laplacian, (λj, fj)j≥1 its eigende-
composition, and an appropriate band-pass compactly supported function ζ : R+ → R+,
it was proposed in [GBvL18] to construct a “graph wavelet” frame based on the spectrally
localized kernels
Kℓ :=
√
ζ
ℓ
(L′) =
∑
j≥1
√
ζℓ(λj)fjf
T
j , ζℓ(x) = ζ(2
−ℓx), ℓ ≥ 1,
(see also [HVG11] for related work). An important desirable property of this construction
is the spatial localization of Kℓ(x, y) as a rapidly decaying function of ερG,SP (x, y)/2
ℓ.
Establishing such a theoretical property has been realized in a very general framework of
Dirichlet spaces by [CKP12], crucially using as an assumption a sub-Gaussian estimate
for the kernel of [exp(−tL′)] (when interpreted in the present setting). Note that under
the standard asymptotics considered in this paper, since D is upper and lower bounded
by a multiple of identity up to constant factor, the estimates for exp(−tL) are sufficient.
It is convenient and natural to use the rescaling ρ˜ := ερG,SP (which is equivalent to ρM,
see next section), L˜ := ε−2L, and t˜ = ε2t. In this light, the above estimates translate
to estimates for exp(−t˜L˜), the “large time” condition in (18) becomes t˜ ≥ ερ˜(x, y).
Although the theory developed in [CKP12] requires in principle sub-Gaussian estimates
for all t ≤ 1, it seems plausible that the obtained kernel localization estimates there still
hold for “larger” scales ℓ . − log ε when the sub-Gaussian estimates are restricted to
t˜ & ε.
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We finally comment on another plausible route to establishing the spatial localization
properties of Kℓ: use the convergence (in a suitable sense), as n → ∞, of L˜, and of
its spectral decomposition, to its continuous analogue the Laplace-Beltrami operator on
(M, ρM, µ), for which the theory of [CKP12] applies directly. Up to our knowledge, the
latest developments on this delicate subject by [Tri+18] establish convergence of the
eigenfunctions in the L2(µ) sense, which does not appear to be strong enough to obtain
the wished pointwise estimates. Additionally, we note that the geometrical properties
(VD) and (LPI) (and resulting heat kernel estimates) are more robust than convergence of
the eingendecomposition, in the sense that they encode important regularity properties
of the geometrical graph rather than the Laplacian itself. In particular, it is observed
in practice that the localization properties discussed above hold qualitatively even if
the eigenfunctions themselves are clearly still far from convergence to their continuous
counterparts.
3 Preliminaries: On distance approximation and counting points
3.1 Distances
We will consider balls with respect to different metrics and as subsets of different spaces.
Beside the shortest-path-distance introduced in Section 2.1 we will use another graph-
based distance. We define the Euclidean graph distance
ρG,E (x, y) := min
p∈Px,y
|p|∑
i=1
‖vi−1 − vi‖
as in [Ber+00].
We consider balls in a graph with respect to the shortest-path distance, the Euclidean
graph distance and the metric ρM. For all x ∈ V ⊂M we denote
BG,E (x, r) = {y ∈ V : ρG,E (x, y) < r}
BG,SP (x, r) = {y ∈ V : ρG,SP (x, y) < r}
BG,M (x, r) = {y ∈ V : ρM (x, y) < r} = BM(x, r) ∩ V.
Balls in the submanifold are defined using the geodesic distance ρM and the Euclidean
distance respectively. We denote
BM (x, r) = {y ∈M : ρM (x, y) < r} ∀x ∈M,
BM,E (x, r) = {y ∈M; ρE (x, y) := ‖x− y‖ < r} ∀x ∈M.
Similarly, we denote corresponding closed balls as BG,E (x, r), etc.
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3.2 Distance approximations
The first step on our way to prove the main results is to establish a link between the
shortest-path distance ρG,SP of the graph and the geodesic distance ρM of the submani-
fold. It was proved in [Ber+00] that under assumptions A1, A2 and A3 ρG,E ≈ ρM holds
with high probability. On the other hand we will prove that ρG,E can be approximated
by the shortest-path-distance in the graph (ρG,SP ).
We recall now the theorem from [Ber+00, Main Theorem B] about the distance ap-
proximation ρG,E ≈ ρM and continue with the link between ρG,E and ρG,SP .
Theorem 3.1 (distance approximation 1):
Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability
measure µ on the submanifold M of RK such that assumptions A1, A2 and A3 are
satisfied with parameters λ1, λ2, ξ1, ε > 0, n ≥ 2. Then it holds, with probability at least
1− ξ1, for all x, y ∈ V(G)
(1− λ1)ρM (x, y) ≤ ρG,E (x, y) ≤ (1 + λ2)ρM (x, y) . (19)
Remark 3.2:
The relationship of the parameters ξ1, n, ε, λ1, λ2 is determined by assumption A3:
n ≥ nmin(ξ1, ε, λ2, µ) (sampling condition), and ε < εmax(s0, r0, λ1).
For the proof see [Ber+00, proof of Main Theorem B].
Theorem 3.3 (distance approximation 2):
Let G be an ε-graph. For all x, y ∈ V(G), it holds
1
4
ε (ρG,SP (x, y)− 1) ≤ ρG,E (x, y) ≤ ε ρG,SP (x, y) . (20)
Proof: First we show ρG,E (x, y) ≤ ε ρG,SP (x, y). For arbitrary x, y ∈ V let Px,y the
set of paths connecting x to y and EL (p) :=
∑|p|
i=1 ‖vi − vi−1‖ the Euclidean length of a
path p = (v0, . . . , v|p|). By definition we have
ρG,E (x, y) = min
p∈Px,y
EL (p) ≤ EL (q)
for all q ∈ Px,y. For any path q ∈ Px,y with l edges we get
EL(q) =
l−1∑
i=0
ρE(xi, xi+1) ≤ lmax
i
ρE(xi, xi+1) ≤ l · ε
since for any edge in an ε-graph: ρE(xi, xi+1) ≤ ε. Now we choose a path q∗ ∈ Px,y with
minimal number of edges: l∗ = minp∈Px,y |p| = ρG,SP (x, y).
So we get EL(q∗) ≤ ε · ρG,SP (x, y). Summarized we have ρG,E (x, y) ≤ EL(q∗) ≤
ε · ρG,SP (x, y).
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As a second step we show ρG,E (x, y) ≥ 1/4 · ε (ρG,SP (x, y)− 1).
Let x, y ∈ V, x 6= y be given and assume that x and y are not neighbors (if x = y or
x ∼ y, then the lower bound in (20) is trivial). We choose p∗ ∈ Px,y such that p∗ ∈
argminp∈Px,y EL (p) = Sxy and |p∗| = minp∈Sxy |p| = l∗ ≥ 2 (that is p∗ is a path with min-
imal number of edges in the set of paths with minimal Euclidean graph distance). Notice
that there are no two adjacent edges of the path are smaller then ε/2; by contradiction if
vi−1, vi, vi+1 were vertices with ρE(vi−1, vi+1) ≤ ρE(vi−1, vi)+ρE(vi, vi+1) ≤ ε/2+ε/2 = ε
(hence vi−1 ∼ vi+1), then the path without vi would have smaller length. Therefore at
least (l∗ − 1)/2 edges of the path p∗ have Euclidean length > ε/2.
Therefore
∑l∗−1
i=0 ρE(xi, xi+1) ≥ l
∗−1
2
ε
2
.
Obviously |p∗| ≥ ρG,SP (x, y).
So we get
ρG,E (x, y) = EL (p
∗) =
l∗−1∑
i=0
ρE(xi, xi+1) ≥ 1
2 · 2ε(l
∗ − 1) ≥ 1
4
ε (ρG,SP (x, y)− 1) .
Note that in particular BG,SP (x, 1) = BG,E(x, ε) holds which is obvious by the con-
struction of the ε-graph (see (1)) and Theorem 3.3.
As an immediate consequence we can relate the manifold distance and the shortest
path distance.
Corollary 3.4:
Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability
measure µ on the submanifold M of RK such that assumptions A1, A2 and A3 are
satisfied with parameters λ1, λ2, ξ1, ε > 0, n ≥ 2. Then it holds, with probability at least
1− ξ1, for all x, y ∈ V(G):
(1− λ1)
ε
ρM (x, y) ≤ ρG,SP (x, y) ≤ 4(1 + λ2)
ε
ρM (x, y) + 1. (21)
Consequently, with probability at least 1− ξ1, the inclusions
BG,SP (x, r) ⊆ BG,M
(
x, (1− λ1)−1ε r
)
, (22)
BG,M (x, r) ⊆ BG,SP
(
x, 4
1 + λ2
ε
r + 1
)
(23)
hold for all x ∈ V, r > 0.
3.3 On counting points in sets
We recall in this section some results stated in [vLRH14] in our notation.
These results give bounds on the minimal and maximal number of sample points in a
collection of subsets which includes the special case of minimal and maximal degree in
a ε-graph. They are based on a well-known concentration inequality for a binomial-
distributed random variable (see e.g. [AV79, prop 2.4],[Che52] or [Hoe63]) which we
recall here.
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Theorem 3.5 (concentration inequalities for binomials):
If N ∼ Bin(n, p) (with p ∈ [0, 1]), then it holds
∀δ ∈ (0, 1) P (N ≤ (1− δ)np) ≤ exp
(
−1
3
δ2np
)
, (24)
∀δ ∈ (0, 1] P (N ≥ (1 + δ)np) ≤ exp
(
−1
3
δ2np
)
. (25)
Let nB denote the random number of points out of {X1, . . . , Xn} ⊂ M in an (open or
closed) non-random ball B = BM,ρ(x, r) for fixed x and r w.r.t. the metric ρ. Then nB is
binomial distributed with parameters n and p = µ(B). As a consequence of Theorem 3.5
the number nB of points in B is bounded from below and above with high probability:
to be precise the inequality
(1− δ)nµ(B) ≤ nB ≤ (1 + δ)nµ(B) (26)
holds with probability at least 1− ξ5(B, n, δ) (with ξ5 := 2 exp
(
− δ2nµ(B)
3
)
).
Corollary 3.6:
Let V be an i.i.d. sample of size n of the probability measure µ on the submanifold M
of RK . Let B1, . . . , Bl be a collection of balls in M and Ni the number of points in the
ball Bi and wi = µ(Bi). Then for all δ ∈ (0, 1] it holds
P (Nmin ≤ (1− δ)nw−) ≤ l · exp
(
−1
3
δ2nw−
)
(27)
P (Nmax ≥ (1 + δ)nw+) ≤ l · exp
(
−1
3
δ2nw−
)
(28)
with w− := mini=1,...,l µ(Bi) and w+ := maxi=1,...,l µ(Bi).
Proof: This is a consequence of Theorem 3.5 and the union bound.
P (Nmin ≤ (1− δ)nw−) ≤
l∑
i=1
P (N ≤ (1− δ)nwi) ≤ l · exp
(
−1
3
δ2nw−
)
P (Nmax ≥ (1 + δ)nw+) ≤
l∑
i=1
P (N ≤ (1 + δ)nwi) ≤ l · exp
(
−1
3
δ2nw−
)
Now we allow for a random center point of the ball. To be more precise we consider
random balls B = BM,ρ(Xi, r). Then the random variable nB − 1 given Xi is binomial
distributed Bin(n− 1, µ(B)). It follows that
P
(
(1− δ)µ(B) ≤ nB − 1
n− 1 ≤ (1 + δ)µ(B)
∣∣∣∣ Xi
)
≥ 1− ξ5(B, n− 1, δ) (29)
holds. Note that ξ5 := 2 exp
(
− δ2(n−1)µ(B)
3
)
depends on Xi.
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These results are the basis in order to get bounds for the vertex degrees in an un-
weighted ε-graph satisfying assumption A2. The degree deg(Xi) in an unweighted ε-
graph is the number of neighbors of Xi. A random vertex point Xj is a neighbor of Xi
if Xj ∈ BM,E(Xi, r).
This leads to the following bounds on the minimal and maximal degree of a vertex in
the random ε-graph (cf. [vLRH14, prop. 29]). We use the following notation:
mi = µ(BM,E(Xi, ε)),
mmin = min
i=1..n
µ(BM,E(Xi, ε)),
mmax = max
i=1..n
µ(BM,E(Xi, ε)),
M := min
x∈M
µ(BM,E(x, ε)).
Note that mi, mmin, mmax are random quantities and M ≤ mmin ≤ mi ≤ mmax.
Theorem 3.7 (degrees in ε-graph):
Let G = (V, E) satisfy assumption A2 Let mi, mmin, mmax and M be as defined above.
Then ∀δ ∈ (0, 1] we have
∀i = 1, . . . , n : P (deg(Xi) ≥ (1 + δ)(n− 1)mi | Xi) ≤ exp
(
−δ2(n− 1)mi/3
)
P (degmax ≥ (1 + δ)(n− 1)mmax) ≤ n exp
(
−δ2(n− 1)M/3
)
(30)
and ∀δ ∈ (0, 1)
∀i = 1, . . . , n : P (deg(Xi) ≤ (1− δ)(n− 1)mi | Xi) ≤ exp
(
−δ2(n− 1)mi/3
)
P (degmin ≤ (1− δ)(n− 1)mmin) ≤ n exp
(
−δ2(n− 1)M/3
)
. (31)
If nM/ ln(n)→∞, these probabilities converge to 0 as n→∞.
Proof: The first and third inequality are immediate consequences of the concentration
inequalities (24) and (25) since deg(Xi) given Xi is binomial distributed with n − 1
and p = mi. Now notice that the quantities degmax and degmin depend on X1, . . . , Xn.
Therefore, to obtain the other two inequalities, the union bound, conditioning on Xi and
the previous results are applied:
P (degmax ≥ (1 + δ)(n− 1)mmax) ≤
∑
i
P (deg(Xi) ≥ (1 + δ)(n− 1)mi)
≤∑
i
EXi
(
exp
(
−δ2(n− 1)mi/3
))
≤ n exp
(
−δ2(n− 1)M/3
)
,
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P (degmin ≤ (1− δ)(n− 1)mmin) ≤
∑
i
P (deg(Xi) ≤ (1− δ)(n− 1)mi)
≤∑
i
EXi
(
exp
(
−δ2(n− 1)mi/3
))
≤ n exp
(
−δ2(n− 1)M/3
)
.
The Ahlfors regularity of µ is especially of importance for the local Poincaré inequality.
We will now present some consequences of this regularity assumption.
Theorem 3.8:
Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability
measure µ on the submanifoldM of RK such that assumptions A1, A2, A3 and S1* are
satisfied with parameters λ1, λ2, ξ1, ε > 0, n ≥ 2, cl, cu, k. Let η = η1 be the empirical
graph measure and denote nB the number of points in a set B, δ ∈ (0, 1) and define
ξ5(B, n, δ) := 2 exp
(
− δ2nµ(B)
3
)
. Assumme that ξ5(B, n, δ) < 1.
i) Then (M, ρM, µ) satisfies the volume doubling condition (see Definition 2.1) with
constant v = log2(
cu
cl
) + k.
ii) Then for a fixed ball BM,E(x, r) with x ∈M and r ≤ ε the inequality
clr
k ≤ µ(BM,E(x, r)) ≤ cu(1− λ1)−krk
holds. Moreover, for a fixed ball BM,E(Xi, r) with x ∈ V and r ≤ ε the inequality
clr
k ≤ µ(BM,E(Xi, r)) ≤ cu(1− λ1)−krk
holds almost surely.
iii) Then for any fixed ball B = BM(x, r) (x ∈M, r > 0 ), it holds with probability at
least 1− ξ5(B, n, δ) that
(1− δ)clrk ≤ nB
n
≤ (1 + δ)curk.
For any fixed ball B = BM(Xi, r) with random center point Xi ∈ V and radius
r > 0 it holds that
P
(
(1− δ)clrk ≤ nB − 1
n− 1 ≤ (1 + δ)cur
k
)
≥ 1− ξ6(r, cl, n− 1, δ)
where ξ6(r, cl, n− 1, δ) := 2 exp
(
− δ2(n−1)clrk
3
)
.
iv) Then for any fixed ball B = BG,SP (Xi, r) with random center point Xi ∈ V and
radius r ≥ 2 it holds with probability at least 1−ξ6 (0.125(1 + λ)−1εr, cl, n− 1, δ)−ξ1
that
(1− δ)cl
(
1
4 · 2(1 + λ2)ε
)k
rk ≤ nBG − 1
n− 1 ≤ (1 + δ)cu
(
ε
1− λ1
)k
rk.
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Proof (of Theorem 3.8): We assume the Ahlfors regularity of µ:
clr
k ≤ µ(BM(x, r)) ≤ curk for all r ∈ (0, diam (M)] , x ∈M.
i) This is a well-known fact:
µ(B(x, 2r))
Ahlfors≤ cu(2r)k
Ahlfors≤ cu
cl
2kµ(B(x, r)).
ii) This follows immediately from Corollary 4 in [Ber+00] and the Ahlfors-assumption.
The corollary states that under assumption A3 and ρE(x, y) ≤ r ≤ ε:
(1 − λ1)ρM (x, y) ≤ ρM,E(x, y) ≤ ρM (x, y) which implies that
BM(x, r) ⊆ BM,E(x, r) ⊆ BM(x, (1 − λ1)−1r) for r ≤ ε. Considering a random
center point Xi, we have
P
(
clr
k ≤ µ(BM,E(Xi, r)) ≤ cu(1− λ1)−krk
)
= EXi
(
P
(
clr
k ≤ µ(BM,E(Xi, r)) ≤ cu(1− λ1)−krk
∣∣∣ Xi)) = 1
by the first inequality.
iii) For a ball B = BM(x, r) with x, r fixed (non-random) we have inequality (26) with
probability at least 1− ξ5(B, n, δ). Applying the Ahlfors assumption, we get with
probability at least 1− ξ5(B, n, δ)
(1− δ)clrk ≤ nB
n
≤ (1 + δ)curk
If the center point of the ball is one of the graph vertices then we use inequality (29)
instead. Furthermore applying the Ahlfors assumption to bound ξ5 and integrating
over Xi leads to the unconditional probability:
P
(
(1− δ)clrk ≤ nB − 1
n− 1 ≤ (1 + δ)cur
k
)
≥ EXi (1− ξ5(B, n− 1, δ)) ≥ 1− 2 exp
(
−δ
2(n− 1)clrk
3
)
iv) We consider B = BG,SP (Xi, r). Under assumption A3 there are balls B1 =
BM(Xi, ε4(1+λ2)(r−1)) and B2 = BM(Xi, ε(1−λ1)−1r) such that Xj ∈ B1 ⇒ Xj ∈
B ⇒ Xj ∈ B2 with probability at least 1−ξ1. For the numbers of vertices in B,B1
and B2 it follows that nB1 ≤ nB ≤ nB2 . We now apply part iii). Finally we use r−
1 ≥ r/2 for r ≥ 2. Thus with probability 1− ξ6 (0.125(1 + λ)−1εr, cl, n− 1, δ)− ξ1
(1− δ)cl
(
ε
4 · 2(1 + λ2)
)k
rk ≤ nB1 − 1
n− 1 ≤
nB − 1
n− 1
≤ nB2 − 1
n− 1 ≤ (1 + δ)cu
(
ε
(1− λ1)
)k
rk.
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Remark 3.9:
Since we consider µ to be a Radon probability measure, it is inner and outer regular and
the Ahlfors condition holds also for closed balls. Consequently Theorem 3.8 holds also
true for closed balls. Under Ahlfors regularity of µ we get therefore by Theorem 3.8 ii)
that
mi, mmin, mmax,M ∈ [clεk, cu(1− λ1)−kεk].
and consequently Theorem 3.7 gives
P
(
degmin ≤ (1− δ)(n− 1)clεk
)
≤ n exp(−δ2(n− 1)clεk/3)
and
P
(
degmax ≥ (1 + δ)(n− 1)cu(1− λ1)−kεk
)
≤ n exp(−δ2(n− 1)clεk/3).
This implies that under the Ahlfors assumption the degrees are of order nεk.
4 Proofs of volume doubling results
If we assume the Ahlfors condition on (M, dM) (see assumption S1*) it is possible to
establish a version of the volume doubling condition as a consequence of Theorem 3.8
(an additional argument to obtain the uniformity over all balls will be still necessary). In
this section we aim at proving (rVD) without requiring Ahlfors regularity, only assuming
(VD) of the underlying manifold.
The proof of Theorem 2.4 is based on the approximation of distances ρM, ρG,E , dSP (as
introduced in Section 3.2), an uniform relative bound on |µ(B)− η1(B)| and the volume
doubling property of µ on the manifold. We now state our result concerning the uniform
bound.
Theorem 4.1 (uniform relative bound on |η1(B)− µ(B)| ):
Let ξ2 ∈ (0, 0.5] and V be a random sample of size n ≥ 4 drawn independently and
identically distributed from M w.r.t. the measure µ.
Then, with probability at least 1− ξ2, the inequality
∣∣∣∣
√
η1(BM (Xi, r))−
√
µ(BM (Xi, r))
∣∣∣∣ ≤ 2
√
− ln( ξ2
4n2
)
n
(32)
holds for all Xi ∈ V and for all r > 0 (r ∈ R+).
We prove this theorem at the end of this section. A simple consequence of Theorem 4.1
is the following corollary.
Corollary 4.2:
Let ξ2 ∈ (0, 0.5] and V be a random sample of size n drawn independently and identically
distributed from M w.r.t. the measure µ.
Then, with probability at least 1− ξ2, for all Xi ∈ V and for all r > 0 (r ∈ R+)
the inequalities
η1(BM (Xi, r)) ≤ 3/2µ(BM (Xi, r)) + 3δ2
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and
µ(BM (Xi, r)) ≤ 3/2η1(BM (Xi, r)) + 3δ2
hold with δ2 = 4n−1 ln
(
4n2
ξ2
)
.
Proof: Inequality (32) implies
√
η1(BM (Xi, r)) ≤
√
µ(BM (Xi, r)) + δ and√
µ(BM (Xi, r)) ≤
√
η1(BM (Xi, r)) + δ with probability at least 1 − ξ2. Squaring the
inequalities and using xy ≤ x2/2+ y2/2 with x =
√
µ(BM (Xi, r)) and y =
√
2δ leads to
the statement.
Now we are able to prove Theorem 2.4.
Proof (of Theorem 2.4):
First note that the doubling condition on M implies for some s ≥ 0
µ (BM (x, r)) ≤ 2v⌈s⌉µ
(
BM
(
x,
r
2s
))
(33)
by applying ⌈s⌉- times the Definition 2.1 (where ⌈s⌉ = min{k ∈ Z : k ≥ s}).
Then, for fixed s ≥ 0, for fixed ξ1 from assumption A3 and ξ2 with δ2 = 4n−1 ln(4n2ξ2 )
we can derive for any r ∈ R+ the inequality
η1(BG,SP (x, 2r)) ≤ η1
(
BM
(
x, (1− λ1)−1ε2r
))
≤ 3
2
µ
(
BM
(
x, (1− λ1)−1ε2r
))
+ 3δ2
≤ 3
2
2⌈s⌉vµ
(
BM
(
x,
(1− λ1)−1
2s
ε2r
))
+ 3δ2
≤ 3
2
2⌈s⌉v
(
3
2
η1
(
BM
(
x,
(1− λ1)−1
2s
ε2r
))
+ 3δ2
)
+ 3δ2
≤ 3
2
2⌈s⌉v
(
3
2
η1
(
BG,SP
(
x,
4(1 + λ2)(1− λ1)−1
2s
2r + 1
))
+ 3δ2
)
+ 3δ2
which holds with probability at least 1−ξ1−ξ2, applying Corollary 4.2 and Corollary 3.4
and the doubling condition for M.
Now fix some w > 0 and set s∗ := w + 3 + log2(1 + λ2)(1− λ1)−1. Then for all
r ≥ r(w) =
(
1− 1
2w
)−1
,
provided that η1(BG,SP (x, r)) ≥ 8n−1 ln(4n
2
ξ2
), we can finally conclude that
η1(BG,SP (x, 2r)) ≤ 6 · 2⌈s
∗⌉vη1(BG,SP (x, r)) = 2
log2(6)+⌈s∗⌉vη1(BG,SP (x, r)).
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For the case r ∈ (1, 2] we have
η1(BG,SP (x, 2r)) ≤ η1(BG,SP (x, 4))
≤ 2log2(6)+⌈s∗⌉vη1(BG,SP (x, 2))
= 2log2(6)+⌈s
∗⌉vη1(BG,SP (x, r)).
Proof (of Corollary 2.5): We set ξ1 = ξ2 := 1/nz with z > 0. Then obviously
1 − ξ1 − ξ2 = 1− 2 1nz converges to 1 if n → ∞. For r > 1 we have η1 (BG,SP (Xi, r)) ≥
η1
(
BG,SP (Xi, 1)
)
= n−1 degXi. We will show that with probability going to 1
degXi ≥ 8 ln
(
3n2
ξ2
)
= 8 ln
(
3n2
n−z
)
= 8 ln
(
3n2+z
)
(34)
holds for all center points Xi. By Remark 3.9 we know that for δ ∈ (0, 1) degXi ≥
degmin ≥ (1− δ)cl/2nεk with probability at least 1− n exp(δ2nclεk/6). In our standard
asymptotic regime this probability tends to 1 and we also have nεk ≥ C ln(n) for every
C for n large enough. Putting this together we obtain degXi ≥ (1 − δ)cl/2C ln(n) ≥
8 ln (3n2+z) with prob at least 1− n exp(δ2nεk/6) for n and C large enough. Thus (34)
is satisfied for all balls with probability tending to 1 if n is large enough. Moreover, by
Remark 2.3 assumption A3 is satisfied in the standard asymptotic regime for n large
enough with probability going to 1.
Furthermore the doubling property of the empirical graph measure implies a doubling
property for the degree volume graph measure (if the vertex degrees are bounded).
Theorem 4.3:
Let G = (V, E) be a fixed graph. Let η1 be the empirical graph measure and η2 the degree
volume graph measure.
If (G, η1) satisfies (rDV[v, r−, r+]), then (G, η2) satisfies (rVD[u˜, r−, r+]) with
u˜ = u+ 2 log2
(
maxx∈V deg(x)
minx∈V deg(x)
)
.
Proof: Let B ⊂ V and nB the number vertices in B. Then we can bound vol(B):
nB min
x∈V
deg(x) ≤ vol(B) ≤ nB max
x∈V
deg(x).
Therefore the degree volume graph measure can be bounded in terms of η1 by
c−1• η1(B) ≤
vol(B)
vol(V) = η2(B) ≤ c•η1(B)
with c• =
maxx∈V deg(x)
minx∈V deg(x)
≥ 1. Then we get immediately, assuming that the graph satisfies
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the doubling property with doubling constant u that
η2(BG,SP (Xi, 2r)) ≤ c•η1(BG,SP (Xi, 2r))
VD(u)
≤ c•2uη1(BG,SP (Xi, r))
≤ 2uc2•η2(BG,SP (Xi, r))
Now Theorem 2.7 follows directly from Theorem 2.4 and Theorem 4.3.
Proof: of Corollary 2.8 We set ξ1 = ξ2 := n−z for some z > 0. As shown in the proof
of Corollary 2.8 the condition η1
(
BG,SP (Xi, r)
)
≥ 8n−1 ln
(
3n2
ξ2
)
holds with probability
tending to 1 for all balls. Furthermore, based on the Ahlfors regularity and Remark 3.9
we have c• :=
(1+δ)cu
(1−δ)(1−λ1)kcl ≥
maxxV deg(x)
minz∈V deg(z) with probability at least 1 − ξ3 with ξ3 =
n exp−δ2nckε/6. In our standard asymptotic regime ξ3 converges to 0 and 1−ξ1−ξ2−ξ3
converge to 1 for n → ∞. Moreover, by Remark 2.3 assumption A3 is satisfied in the
standard asymptotic regime for n large enough with probability going to 1.
It remains to prove Theorem 4.1. Let us recall the following classical Okamoto in-
equality (see e.g. [Oka59, Theorems 3+4]) which is needed to bound the difference of
true (manifold) and empirical (graph) measure uniformly over all balls.
Lemma 4.4 (Okamoto’s inequality):
Let Yi ∼ Bin(p) i.i.d. with E (Yi) = p ∈ [0, 1] and set pˆ := 1m
∑m
i=1 Yi. Then, for δ > 0,
P
(√
pˆ ≥ √p+ δ
)
≤ exp(−2mδ2), P
(√
p ≥
√
pˆ+ δ
)
≤ exp(−mδ2).
Proof (of Theorem 4.1): We want to prove
P
(
sup
i=1..n
sup
r>0
∣∣∣∣
√
η1(BM (Xi, r))−
√
µ(BM (Xi, r))
∣∣∣∣ > δ
)
≤ ξ2. (35)
To shorten notation we define
Ti,r :=
√
η1(BM (Xi, r))−
√
µ(BM (Xi, r)),
T i,r :=
√
η1(BM (Xi, r))−
√
µ(BM (Xi, r)).
We will first bound the left-hand-side of (35) by using the union bound and conditioning
on the center points of the balls:
P
(
sup
i=1..n
sup
r>0
|Tir| > δ
)
≤
n∑
i=1
P
(
sup
r>0
|Tir| > δ
)
=
n∑
i=1
EXi
(
P
(
sup
r>0
|Tir| > δ
∣∣∣∣∣ Xi
))
As second step we establish a upper bound for supr>0 |Ti,r| for fixed i. Without loss
of generality we take i = 1 and we will abbreviate Tr = T1,r and T r = T 1,r . Then
we define rj = ρM(X1, Xj), rn+1 = ∞ and denote {r(j)}1≤j≤n+1 the reordered values of
{rj}1≤j≤n+1 with 0 = r(1) ≤ r(2) ≤ . . . ≤ r(n) < r(n+1) =∞.
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Then supr>0 |Tr| ≤ max{E1, E2, E3} = max{E1, E2} with
E1 := max
1≤j≤n+1
∣∣∣Tr(j)
∣∣∣ = max
1≤j≤n+1
∣∣∣Trj
∣∣∣
E2 := max
1≤j≤n
T r(j) = max1≤j≤n
T rj
and E3 := max
1≤j≤n
−Tr(j+1) = max2≤j≤n+1−Tr(j) = max2≤j≤n+1−Trj .
To achieve this we decompose the set {r > 0} = R1 ∪ R2 with R1 = {r(j) : r(j) 6=
0, j ≤ n}. The supremum of |Tr| over r ∈ R1 can then obviously bounded by E1.
For r ∈ R2 we have r ∈
(
r(j), r(j+1)
)
for some j and we can bound |Tr| from above
by max{T r(j) ,−Tr(j+1)} exploiting that a) η1(BM (X1, r)) is constant for r(j) ≤ r < r(j+1),
b) η1(BM (X1, r)) is constant for r(j) < r ≤ r(j+1) and especially
c) η1
(
BM
(
X1, r(j+1)
))
= η1
(
BM
(
X1, r(j)
))
and d) µ(BM (X1, r)) is increasing in r:
for r ∈
(
r(j), r(j+1)
)
Tr ≤
√
η1
(
BM
(
X1, r(j)
))
−
√
µ
(
BM
(
X1, r(j)
))
=T r(j)
−Tr ≤
√
µ
(
BM
(
X1, r(j+1)
))
−
√
η1
(
BM
(
X1, r(j+1)
))
=− Tr(j+1) .
This leads to the choice of E2 and E3. Note that E3 ≤ E1. We can now write
EX1
(
P
(
sup
r>0
|Tr| > δ
∣∣∣∣∣ X1
))
≤ EX1 (P (max{E1, E2} > δ | X1))
≤ EX1
(
2∑
k=1
P (Ek > δ | X1)
)
.
Note that the random variables E1 and E2 can be written in terms of the ordered radii
r(j) or in terms of the unordered radii rj which is suitable for the further computations.
As third step, in order to bound the probabilities P (Ek > δ | X1), we need upper
bounds for P
(∣∣∣Trj
∣∣∣ > δ|X1) and P (T rj > δ|X1).
Our approach is to additionally condition on Xj and apply Okamoto’s inequality (see
Lemma 4.4). Conditionally to X1 and Xj, the ball Bj = BM (X1, rj) has a fixed center
point and a fixed radius. Then µ(Bj) is a number, η(B) is still random, depending on
the other n−2 (respectively n−1 in the special case when r11 is used) points. Note that
η1(Bj) conditioned on X1 and Xj is biased. Therefore we need an adjusted measure ηˆ1
which is (conditioned on X1, Xj) unbiased for µ. First we control the deviation of Trj .
We can assume j > 1 and j ≤ n since Tr1 = Trn+1 = 0. Let’s consider P
(∣∣∣Trj ∣∣∣ > δ|X1)
with 0 < rj <∞. We define the random variable ηˆ1 as
ηˆ1(Bj) :=
1
n− 2
∑
k=2,...,n
k 6=j
1(Xk ∈ Bj)
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Then conditionally on X1 and Xj, (n−2)ηˆ1(Bj) is binomial-distributed with parameters
n−2 and µ(Bj). Note that the equality ηˆ1(Bj)(n−2)+1 = nη1(Bj) holds and it implies
|ηˆ1(Bj)− η1(Bj)| ≤ 1/n. (36)
Using that
∣∣∣√a−√b∣∣∣ ≤ √|a− b| and (36) we get
Trj ≤
√
1
n
+
∣∣∣∣
√
ηˆ1(Bj)−
√
µ(Bj)
∣∣∣∣ .
Then we obtain for δ − 1√
n
> 0 by applying Okamoto’s inequality (see Lemma 4.4)
P
(∣∣∣Trj
∣∣∣ > δ ∣∣∣ X1, Xj) ≤ P
(∣∣∣∣
√
ηˆ1(Bj)−
√
µ(Bj)
∣∣∣∣ > δ − 1√n
∣∣∣∣∣ X1, Xj
)
≤ 2 exp

−(n− 2)
(
δ − 1√
n
)2
and by the union bound we get
P (E1 > δ | X1) ≤
∑
2≤j≤n
EXj
(
P
(∣∣∣Trj
∣∣∣ > δ ∣∣∣ X1, Xj))
≤ 2(n− 2) exp

−
(
δ − 1√
n
)2
(n− 2)

 .
Second, for the deviation of
∣∣∣Trj ∣∣∣, that is for P (E2 > δ | X1) we get the following similar
result adapting the way of computation. We consider closed balls with rj > 0. Note
that for closed balls we get 2/n as bound instead of 1/n in inequality (36) (since the
closed ball includes one additional point).
P (E2 > δ | X1) ≤
∑
j:rj 6=0
EXj
(
P
(
T rj > δ|X1, Xj
))
≤ n exp

−

δ −
√
2
n


2
(n− 2)

 .
Finally we get (by plugging in the upper bounds)
P
(
sup
i
sup
r>0
∣∣∣∣
√
η1(BM (Xi, r))−
√
µ(BM (Xi, r))
∣∣∣∣ > δ
)
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= P
(
sup
i
sup
r>0
|Tir| > δ
)
≤
n∑
i=1
EXi
(
2∑
k=1
P (Ek,i > δ | Xi)
)
≤ 3n2 exp

−(n− 2)

δ −
√
2
n


2

 .
To finish the proof we choose δ such that ξ2 ≥ 3n2 exp
(
−(n− 2)
(
δ −
√
2
n
)2)
is satisfied
for fixed ξ2 ∈ (0, 0.5]. We obtain δ := 2
√
ln
(
3n2
ξ2
)
n
since for ξ2 ∈ (0, 0.5] and n ≥ 4 we
have
√
ln(
ξ2
3n2
)
n−2 +
√
2
n
≤ 2
√
ln
(
3n2
ξ2
)
n
.
Remark 4.5:
Corollary 4.2 holds true for closed balls. Only minor adjustments in the proof are nec-
essary.
5 Local Poincaré inequality
5.1 Theorem 5.2
Our results (Theorem 2.9 and Corollary 2.11) comprise the local Poincaré inequality for
the empirical and the degree volume graph measure. These results follow from the more
general result Theorem 5.2 which applies to a general probability measure η satisfying
the following assumption.
Assumption:
E1 Let G = (V, E) be a graph with |V| = n < ∞ and η a discrete probability measure
defined on V satisfying
η(x) > 0 for all x ∈ V
and denote η+ := maxx∈V η(x) and η− := minx∈V η(x).
Note that under assumption E1 we have 0 < η− ≤ η+ <∞.
Essential for Theorem 5.2 is the existence of a certain bi-Lipschitz homeomorphism.
Definition 5.1:
We call h : X → Y, X ,Y compact metric spaces, a bi-Lipschitz homeomorphism if h is
a homeomorphism (bijective, continuous, and the inverse h−1 is continuous) and there
exist constants 0 < Lmin < Lmax <∞ such that for all x, y ∈ X
Lmin ‖x− y‖X ≤ ‖h(x)− h(y)‖Y ≤ Lmax ‖x− y‖X . (37)
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In this work, X will be a closed ball BM(x, r) and Y = [0, 1]k. In this case it is natural to
assume that Lmin :=
L∗
min
r
and Lmax :=
L∗max
r
with constants L∗min and L
∗
max independent
of r and 0 < L∗min < L
∗
max <∞. We introduce the following assumption on the manifold
(we will see that it will be implied by assumption S2).
Assumption:
S2* There exist universal constants 0 < L∗min < L
∗
max < ∞ such that for all
0 < rM < rmax and for all x0 ∈ M there exists a bi-Lipschitz homeomorphism
h : BM(x0, rM)→ [0, 1]k satisfying
L∗min
rM
‖x− y‖ ≤ ‖h(x)− h(y)‖ ≤ L
∗
max
rM
‖x− y‖ (38)
for all x, y ∈ BM(x0, rM).
Assumption S2* is a technical condition on the underlying manifold needed for (LPI)
which allows us to control number and length of paths from a specific path class. It
implies that for a ball BM(Xi, r) with random center point Xi ∈ V the function h is
bi-Lipschitz almost sure.
Under these assumptions we state the following local Poincaré inequality in dSP -
distance.
Theorem 5.2 (LPI):
Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability
measure µ on the submanifold M of RK such that assumptions A1, A2, A3, E1, S1*
and S2* are satisfied (with parameters λ1, λ2, ξ1, ε > 0, n ≥ 2, cl, cu, k, L∗min, L∗max, rmax).
Let δ ∈ (0, 1). Assume rmax(1− λ1)ε−1 ≥ 1, n ≥ 1(1−δ)cl
(
4
√
k+3L∗max
L∗
min
ε
)k
+ 1 and
√
k+3
Lminε
≥ 1,
and define
ξ4 := 2
(
2
√
k + 3n(1− λ1)
L∗min
)k
exp

−δ2ncl
6
εkL∗min
k
4k
√
k + 3
k
L∗max
k

+ 2 exp
(
− δ
2nclε
k
6(1− λ)k
)
.
Then there exist constants λ > 0 and C∗ > 0 such that, with probability at least
1 − n2ξ4 − ξ1, for all balls B = BSP (Xi, r) with r ∈ [1,min(rmax(1 − λ1)ε−1, n)) and
Xi ∈ V, and for all functions f : V → R the inequality∑
x∈BSP (Xi,r)
(f(x)− fB)2η(x) ≤ C∗r2
∑
x,y∈BSP (Xi,λr)
x∼y
(f(x)− f(y))2 (39)
holds.
The constants are λ = 4 (1+λ2)
(1−λ1) + 1 and
C∗ =
1
εkn
1
(1− λ1)2
(η+)2
(1− δ)clη− (1 + w)
2 k2
(
2
√
k + 3
L∗min
)k+2
(40)
with w := 2(1+δ)
1−δ
cu
cl
L∗max
k
L∗
min
k 4
k
√
k + 3
k
.
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We prove Theorem 5.2 in Section 5.2.
At this point we show that Theorem 2.9 and Corollary 2.11 are consequences of
Theorem 5.2 applied to the specific graph measures η1 and η2, respectively. We will
see that these measures satisfy assumption E1 at least with high probability and that
the existence of the bi-Lipschitz homeomorphism (assumption S2*) is guaranteed by
assumption S2.
Lemma 5.3 (Existence of bi-Lipschitz homeomorphism):
Let M be a k-dimensional submanifold of RK such that assumptions A1 and S2 are
satisfied with parameters i(M) and Λ.
Then assumption S2* holds with rmax := r• = min
(
i(M)
2
, π
2
√
Λ
)
.
The proof can be found at the end of this section. Now we are able to prove our main
results.
Proof (of Corollary 2.11): Obviously, η1 satisfies assumption E1 and η+ = η− =
1/n. Assumption S2* is satisfied by Lemma 5.3 with rmax := min
(
i(M)
2
, π
2
√
Λ
)
. Now
we apply Theorem 5.2 and multiply each side of Theorem 5.2 with 1/n and consider
therefore n · C∗. The quantity dependent on n, ε reduces to
n
(η+1 )
2
η−1
1
nεk
=
1
nεk
. (41)
The constant is therefore
Cˆ := nC∗ =const (λ1, cl, L∗min, k, w, δ) ·
1
nεk
=
n
εkn
1
(1− λ1)2
(η+)2
(1− δ)clη− (1 + w)
2 k2
(
2
√
k + 3
L∗min
)k+2
.
We set ξ1 := n
−z for z > 0 and observe that under our standard asymptotics n2 · ξ4 from
Theorem 5.2 converge to 0 and ξ1 → 0 for n going to infinity. Moreover, by Remark 2.3
assumption A3 is satisfied in the standard asymptotic regime for n large enough with
probability going to 1.
Proof (of Theorem 2.9): Assumption S2* is satisfied by Lemma 5.3 with
rmax := r• = min
(
i(M)
2
, π
2
√
Λ
)
. Recall that the degree volume graph measure is given by
η2(x) =
deg(x)
vol(V) ∀x ∈ V.
By applying Theorem 3.7 and Remark 3.9 we get that with probability at least
1− 2n exp(−δ2(n− 1)clεk/3)
degmin > (1− δ)(n− 1)clεk > 0 and
degmax < (1 + δ)(n− 1)cu(1− λ1)−kεk <∞.
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This implies that with probability at least 1− 2n exp(−δ2(n− 1)clεk/3) assumption E1
holds. Now we can apply Theorem 5.2 and multiply each side with vol(V). We consider
the term vol(V)C∗. The quantity depending on ε and n can be bounded with probability
at least 1− 2n exp(−δ2(n− 1)clεk/3)
volV (η
+
2 )
2(x)
η−2 (y)
1
nεk
=
maxx deg
2(x)
miny deg(y)nεk
(42)
≤ (1 + δ)
2(n− 1)2c2u(1− λ1)−2dε2d
(1− δ)(n− 1)clεknεk (43)
≤ (1 + δ)
2c2u
(1− λ1)2d(1− δ)cl . (44)
The constant is
Cˆ := volV · C∗ (1 + δ)
2c2u
(1− λ1)2(k+1)(1− δ)2c2l
(1 + w)2 k2
(
2
√
k + 3
L∗min
)k+2
.
Proof (of Lemma 5.3): Let us consider BM(x, r) for fixed x ∈M and fixed 0 < r ≤
rmax. We construct h = g0◦g1◦g2◦g3 : BM(x, r)→ [0, 1]k (with h(x) = g0(g1(g2(g3(x)))))
as a composition of four bi-Lipschitz homeomorphisms.
We define g2 : BE (0, r) ⊂ Rk → BE (0, 1) ⊂ Rk, x 7→ x/r. This function is con-
tinuous and bijective. The inverse function h−1(y) = yr is also continuous. Since∥∥∥x
r
− z
r
∥∥∥ = 1/r ‖x− z‖, h is a bi-Lipschitz homeomorphism satisfying (37) with Lg2,min =
Lg2,max =
1
r
.
The existence of the bi-Lipschitz homeomorphism g1 : BE (0, 1) ⊂ Rk → [−1, 1]k is
proved by [Gri+08, Cor. 3]. The Lipschitz constants Lg1,min, Lg1,max do not depend by
definition on the properties of the submanifold or the radius r.
We define g0 : [−1, 1]k ⊂ Rk → [0, 1]k, x 7→ x+12 which is as g2 a bi-Lipschitz homeomor-
phism with Lipschitz constants Lg0,min = Lg0,max = 0.5.
Finally we set g3 : BM (x, r)→ BE (0, r) ⊂ Rk to be the inverse of the exponential map
expx : TxM → M restricted to the domain BE (0, r) ⊂ TxM. It is known that the
exponential map is a diffeomorphism when the domain is restricted to a ball of radius
smaller than the injectivity radius of M. Furthermore the ball BM(p, r) is (strongly)
convex if r ≤ min(i/2, π
2
√
Λ
) (see [Cha06][Theorem IX.6.1] or [BK81][Prop. 6.4.6]). The
Rauch Theorem stated in [DVW15, Lemma 5] provides us with bounds on the derivative
of expp. Considering the length of the image expp(s(t)) of the linear segment s(t) con-
necting v to v′ (v, v′ ∈ BE(0, r)) and the length of the image exp−1p (u(t)) of the geodesic
u(t) connecting y = expp(v) to y
′ = expp(v
′) in BM(p, r) we get by the chain rule,
the inverse function theorem on manifolds and the convexity of the ball the following
Lipschitz constants: Lg3,min :=
(
1 + π
2
8
)−1 ≥ 0.4 and Lg3,max := (1− π224
)−1 ≤ 1.7.
Since the composition of Lipschitz function is Lipschitz, we obtain Lmin ‖x− y‖ ≤
‖h(x)− h(y)‖ ≤ Lmax ‖x− y‖ with Lmax := Lg0,maxLg1,maxLg2,maxLg3,max = L
∗
max
r
and
p. 28
5 Local Poincaré inequality
Lmin := Lg0,minLg1,minLg2,minLg3,min =
L∗min
r
with L∗min, L
∗
max ∈ R. Thus we constructed
a bi-Lipschitz homeomorphism for the fixed ball with constants L∗min, L
∗
max∗ independent
of x and r which is possible for any ball BM(x, r) with x ∈M and 0 < r < rmax.
5.2 Proof of Theorem 5.2
We first concentrate on proving the local Poincaré inequality for a given ball. Theorem 5.2
will then be obtained by a union bound over the center points and radii which are of
finite number.
The four main ingredients of the proof of Theorem 5.2 are a general approach of Dia-
conis and Stroock ([DS91]) to derive a Poincaré-type inequality involving the quantities
maximal average load and maximal path length, the random Hamming paths ( intro-
duced in [vLRH14]) as tool for bounding the maximal average load and the maximal path
length, Ahlfors regularity and the distance approximation (dSP ≈ ρM, see Section 3.2).
Let us shortly explain our way to prove Theorem 5.2. We first recall a result on the
general structure of the inequality including the quantity κ and we present an upper
bound for κ. Then we derive a local Poincaré inequality first in ρM and finally in dSP .
We start by deriving a local Poincaré inequality for balls in ρM-distance. We obtain
the general structure of the Poincaré inequality by an approach of [DS91].
To this end we define Γ to be a collection of paths, consisting of one path connecting x
to y in G for every pair of points x, y ∈ V. Moreover, we define the maximal path length
of the collection lmax(Γ) := maxγ∈Γ |γ| and the load of an edge b(e,Γ) := ∑γ∈Γ:γ∋e 1.
Theorem 5.4 (general structure):
Let G = (V, E) be a given connected graph. Let η be a discrete probability measure on V.
Let Γ be a collection of paths.
Then there exists a quantity κ := κ(Γ, η) > 0 such that for all functions f : V → R
the inequality
∑
x∈V
(fx − f)2η(x) ≤ κ
∑
x∈V
∑
y∈V ,
y∼x
(fx − fy)2 (45)
holds where f =
∑
x∈V fxη(x) and κ := 0.5maxz∈V η
2(z)lmax(Γ)maxe∈E b(e,Γ).
Proof: For the proof we will make use of the ideas of Diaconis and Stroock presented
in [DS91]. We start with fixing a path γxy in G for every pair of points x, y ∈ V. Let
Γ := {γxy : x, y ∈ V}. Then it is well-known that
∑
x∈V
(fx − f)2η(x) = 1
2
∑
x∈V
∑
y∈V
(fx − fy)2 η(x)η(y)
holds. Now substitute f(x) − f(y) by ∑e∈γxy ∆(e)
(
g(e)
g(e)
)1/2
where γxy is the fixed path
from x to y in G and ∆(e) := f(a)− f(b) if e = (a, b) and g(e) > 0 for all e ∈ E . Denote
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Qxy :=
∑
e∈γxy
1
g(e)
. Then
∑
x∈V
(fx − f)2η(x)
1)
≤ 0.5∑
x∈V
∑
y∈V

 ∑
e∈γxy
∆2(e)g(e)

Qxyη(x)η(y)
2)
= 0.5
∑
e∈E
∆2(e)g(e)
∑
x,y∈V :γxy∋e
Qxyη(x)η(y)
3)
≤ T ∑
e∈E
∆2(e)g(e)b(e,Γ) (46)
4)
≤ κ ∑
x,y∈V ,
x∼y
(f(x)− f(y))2
follows by 1) applying Cauchy-Schwarz, 2) rearranging the summation and 3) setting
T := 0.5maxz∈V η2(z)maxx,y∈V Qxy and using the definition of the load. In 4) we finally
set for all edges g(e) = g(a, b) = aab for e = (a, b). Then Qxy = |γxy|. Using the maximal
path length lmax(Γ) we can choose
κ := 0.5max
z∈V
η2(z)lmax(Γ)max
e∈E
b(e,Γ).
Remark 5.5:
The generalization to a randomly chosen set of paths Γ (that is every path γxy is chosen
at random from a set of possible paths Γ˜) follows [Boy+05]. We observe that in (46) only
κ, in particular b(e,Γ), depends on the set of chosen paths. By taking the expectation
w.r.t. the randomly chosen set of paths we obtain
∑
x∈V
(fx − f)2η(x) ≤ κ
∑
x,y∈V ,
x∼y
(f(x)− f(y))2
with
κ := 0.5lmax(Γ˜)max
x∈V
η2(x)bmax(Γ˜) (47)
where lmax(Γ˜) is the maximal length of all possible paths and
bmax(Γ˜) := maxe∈E EΓ (b(e,Γ)) is the maximal average load.
Since we wish to prove a Poincaré inequality being local w.r.t. to balls we will apply
the previous principle to a subgraph of G corresponding to the points belonging to some
ball.
We define a subgraph GB of a graph G = (V, E) to be the graph with vertex set B ⊂ V
and edge set EB := {e = (a, b) ∈ E with a, b ∈ B} ⊂ E . If η is a measure on G, then the
induced measure η˜ on GB is given by the point measure η˜(x) =
η(x)∑
x∈B
η(x)
= η(x)
η(B)
for all
x ∈ B with η(B) > 0.
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Corollary 5.6:
Let G = (V, E) be a given graph and η a discrete probability measure on V.
Then for a connected subgraph GB = (B, EB) with B ⊆ V and η(B) > 0 there exists a
quantity κB > 0 such that for all functions f : V → R the inequality∑
x∈B
(fx − fB)2η(x) ≤ κ˜B
∑
x∈B
∑
y∈B
y∼x
(fx − fy)2 (48)
where fB =
∑
x∈B
fxη(x)∑
z∈B
η(z)
holds. For a set of possible paths Γ˜B and a randomly chosen set
of paths ΓB we obtain
κ˜B := 0.5
(∑
z∈B
η(z)
)−1
lmax(Γ˜B)max
x∈B
η2(x)bmax(Γ˜B). (49)
Remark 5.7:
Note that the double sum of the right side of (45) and (48) corresponds with the Dirichlet
form generated by some operator L and associated measure η:
∑
x,y∈B
(f(x)− f(y))2 axy =
∫
B
f(x)L1f(x)dη1(x) =: Ξ(f, f)
for L1 = D−A and
∑
x,y∈B
(f(x)− f(y))2 axy =
∫
B
f(x)L2f(x)dη2(x) =: Ξ(f, f)
for L2 = I−D−1A.
In particular, we will use Corollary 5.6 for a subset of the form B = BV ,ρM(x, r).
In this case, an upper bound of κ˜B of the form cκ · r2 can be derived under the
assumptions E1, S1* and S2*.if we choose an adequate set Γ˜ of specific paths.
Lemma 5.8 (κ bound):
Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability
measure µ on the submanifold M of RK such that assumptions A1, A2, S1* and S2*
are satisfied with parameters λ1, λ2, cl, cu, k, L
∗
min, L
∗
max and η the graph measure.
Let’s consider B := BV ,ρM(Xi, rM) with 0 < rM < rmax = min
(
i(M)/2, π
4
√
Λ
)
and
Xi ∈ V. Let δ ∈ (0, 1) and denote ξ6 := 2 exp
(
− δ2(n−1)clrkM
3
)
and
ξ7 := 2
(
2
√
k+3rM
L∗
min
ε
)k
exp
(
−1
3
δ2(n− 1)cl ε
kL∗
min
k
4k
√
k+3
k
L∗max
k
)
.
If n ≥ 1
(1−δ)cl
(
4
√
k+3L∗max
L∗
min
ε
)k
+1 and
√
k+3
Lminε
≥ 1, then, with probability at least 1−ξ7−ξ6,
there exists a constant Cκ = Cκ(n, ε, k, L
∗
min, L
∗
max, cl, cu, δ) > 0 such that
κ˜B ≤ Cκr2M. (50)
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The constant is given by
Cκ :=
1
nεk+2
(η+)2
(1− δ)clη− (1 + w)
2 k2
(
2
√
k + 3
L∗min
)k+2
(51)
with w := 2(1+δ)
(1−δ)
cu
cl
L∗max
k
L∗
min
k 4
k
√
k + 3
k
.
The proof can be found in the next section.
Based on Corollary 5.6 and Lemma 5.8 it follows a Poincaré-type inequality in ρM-
distance. To transport this to a local Poincaré inequality w.r.t. the ρSP -distance, we
need the following lemma which states that the variance of a function f over a ball B1
w.r.t. the graph measure can be upper bounded by the variance of f over a larger ball
B2 ⊃ B1 times the factor ηB2/ηB1 .
Lemma 5.9:
Let B1 and B2 be two sets satisfying B1 ⊂ B2 ⊂ V(G) and η defined on V(G). Then the
inequality
∑
x∈B1
(f(x)− fB1)2η(x) ≤
∑
x∈B2
(f(x)− fB2)2η(x) (52)
holds with fBi =
∑
x∈Bi
f(x)η(x)∑
y∈Bi
ηy
for i ∈ {1, 2}.
Proof (of Lemma 5.9): Observe that fB1 = argminc
∑
x∈B1(f(x) − c)2η(x). There-
fore, for any c ∈ R and especially for c = fB2 , we have∑
x∈B1
(f(x)− fB1)2η(x) ≤
∑
x∈B1
(f(x)− c)2η(x)
≤ ∑
x∈B2
(f(x)− c)2η(x)
since the summands are nonnegative.
Proof (of Theorem 5.2 for one given ball): Let r ∈ N, r ≥ 1.
Denote B1:=BSP (Xi, r), B2 := BV ,ρM (Xi, rM) with rM = ε(1− λ1)−1r and
B3 := BSP
(
Xi,
(
4 (1+λ2)
(1−λ1) + 1
)
r
)
.
We restrict our computations to the high-probability event where the inequalities (21)
and (50) hold simultaneously. This event occurs with probability at least 1−ξ1−ξ7−ξ6.
Then by Corollary 3.4 and since r ≥ 1 these sets satisfy B1 ⊆ B2 ⊆ B3.
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We can write
∑
x∈B1
(f(x)− fB1)2η(x) ≤
∑
x∈B2
(f(x)− fB2)2 by Lemma 5.9
≤ κ˜B2
1
2
∑
x∈B2
∑
y∈B2,y∼x
(fx − fy)2by Corollary 5.6
≤ Cκ r2M
∑
x,y∈B2,x∼y
(f(x)− f(y))2 by Lemma 5.8
≤ Cκ r2M
∑
x,y∈B3,x∼y
(f(x)− f(y))2 B2 ⊆ B3
≤ Cκ ε
2
(1− λ1)2 r
2
∑
x,y∈B3,x∼y
(f(x)− f(y))2 def. of rM
We applied first Lemma 5.9 using B1 and B2 and then Corollary 5.6 and Lemma 5.8 for
B2. Finally we used that the sum of nonnegative summands increases when increasing
the number of summands by replacing B2 with B3.
It remains to show that the proven inequality holds true simultaneously for all balls with
high probability.
Remark 5.10:
The distance approximation in Corollary 3.4 holds uniformly for all points x, y ∈ V.
This implies that the ball inclusions hold uniformly for all center points Xi ∈ V and all
radii.
Remark 5.11:
We observe that in Lemma 5.8 the probabilities ξ6 and ξ7 depend on the radius but not
on the center point of the considered ball. We can deduce the following uniform result
based on the uniform bound: Let RM be a finite set of radii rM with |RM| ≤ n and V
the finite set of center points x (|V| = n). Then with probability at least
1− 2n2
(
2
√
k + 3maxrM∈RM rM
L∗minε
)k
exp

−1
3
δ2(n− 1)cl ε
kL∗min
k
4k
√
k + 3
k
L∗max
k


− 2n2 exp
(
−δ
2(n− 1)clminrM∈RM rkM
3
)
the inequality
κ˜B ≤ Cκr2M
holds for all (finite many) balls B = BM (Xi, rM) with rM ∈ RM, Xi ∈ V.
Proof (of Theorem 5.2 uniformly for all balls):
Under rmaxε
−1(1 − λ1) ≥ 1 we have R := N ∩ (0,min(n, rmax(1− λ1)ε−1)) 6= ∅. As a
consequence of the Remarks 5.10 and 5.11 applied to the radii rM := ε(1 − λ1)−1r for
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r ∈ R the local Poincaré inequality (39) holds uniformly for all balls BSP (x,r) with r ∈ R
and Xi ∈ V with probability at least
1− 2n2
(
2
√
k + 3maxrM∈RM rM
L∗minε
)k
exp

−1
3
δ2(n− 1)cl ε
kL∗min
k
4k
√
k + 3
k
L∗max
k


− 2n2 exp
(
−δ
2(n− 1)clminrM∈RM rkM
3
)
− ξ1.
Observe that maxrM∈RM rM = nε(1 − λ1) and minrM∈RM rkM = εk(1 − λ)−k rmax(1 −
λ1)ε
−1 since 1 ≤ r ≤ n for r ∈ R. Finally substitute n− 1 by n/2 in the expression.
The extension to non-integer radii is still missing. Let r ∈ R and r˜ ∈ [r, r+ 1). Then
⌊r˜⌋ = r and BSP (x, r˜) = BSP (x, r). Applying the LPI for r and substituting r by r˜
on the right side (within the factor and as ball radius; this is possible since r˜ ≥ r) we
obtain the wanted inequality for the non-integer radius r˜.
5.3 Proof of Lemma 5.8
Now we will prove the bound for the constant κ˜B introduced in Lemma 5.8. The aim is
to find an upper bound of order O(r2M) with B := BV ,ρM(Xi, rM) for a suitable range
of rM. From (49) it follows that the choice of the set Γ˜B of possible paths is essential
for the upper bound of κB. For example, if we choose the paths with minimal number
of edges and B = BSP (r) then the maximal length is bounded by 2r. But we cannot
control bmax.
Following the ideas of von Luxburg, Radl, and Hein our strategy is to choose the class
of random Hamming paths introduced in [vLRH14] as set Γ˜ of possible paths. For this
specific class we can bound the path length and maximal average load in an adequate
way.
In contrast to [vLRH14], the vertices of the graph are drawn from a submanifold and
we consider the restriction of the graph to a ball of radius rM. Moreover, we must
precisely keep track of the constants, especially the radius, the sample size n and ε.
We recall the construction of random Hamming paths for a geometric graphG = (V, E)
with vertices in the unit cube [0, 1]k which is based on deterministic Hamming paths
between cells.
Let’s consider a regular grid on the cube with grid width g (such that 1/g ∈ N) and
assume that the following is satisfied:
i) each grid cell contains at least one point of V and
ii) points in the same and in neighboring grid cells are connected in the graph.
The Hamming cell path from cell A to cell B is the shortest sequence of adjacent grid
cells such that in the first segment of the path the cells differ only in the first coordinate
of their center points, in the second segment of the path the cells differ only in the second
coordinate of their center points, and so on.
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A random Hamming path between two vertices x, y ∈ V is constructed in the following
way. We take the Hamming cell path between the cells containing x and y and then
choose randomly one point zi in each of interior cells of this Hamming cell path. By i)
the points zi exists and by ii) the chosen points in neighboring cells are connected by an
edge in the graph. Therefore the random sequence x = z0, z1, . . . , zl−1, y = zl of points
determines a path in the graph, a so-called random Hamming path. For x and y in the
same cell or in neighboring cells, just take the edge e = (x, y) as (random) Hamming
path. Then the following is known ([vLRH14]).
Lemma 5.12:
Let’s consider an ε-graph G = (V, E) with vertices in the unit cube [0, 1]k, a regular
grid on [0, 1]k of grid with g and Γ˜ the set of all possible random Hamming paths on the
graph. Let Nmin and Nmax be the minimal and maximal number of points per grid cell.
If Nmin ≥ 1 and g ≤ ε√k+3 , then
lmax ≤ k · 1
g
and bmax ≤
(
1 +
Nmax
Nmin
)2 k
gk+1
.
Proof: Observe that the Euclidean distance of two points in neighboring cells is at
most g · √k + 3. Therefore g ≤ ε√
k+3
implies the assumption ii) Moreover, Nmin ≥ 1
implies the assumption i). Thus random Hamming paths for all pairs of points x, y ∈ V
exist. The proofs of the bounds can be found in [vLRH14] (see proof of Theorem 6 and
proof of Proposition 22). In [vLRH14] they obtain
bmax ≤ 1 +
(
N2max
Nmin2
+ 2
Nmax
Nmin
)
k
gk+1
.
Using 1 ≤ k
gk+1
we get
bmax ≤
(
1 +
N2max
Nmin2
+ 2
Nmax
Nmin
)
k
gk+1
=
(
1 +
Nmax
Nmin
)2 k
gk+1
.
In the general case where we consider V ⊂M or even more specifically V ⊆ BM(x, rM)
we can get back to the previous situation by mapping back the points by a bi-Lipschitz
homeomorphism as defined in Definition 5.1.
This bi-Lipschitz homeomorphism enables us (as introduced by [vLRH14]) to generate
paths on the graph G = (V, E) with V ⊂ X based on random Hamming paths in the
cube with known properties. The image of the graph under h is a graph Gˆ with vertex
set h(V) and two points x, y ∈ h(V) are connected in Gˆ whenever their preimages are
connected in G. Considering a regular grid on [0, 1]k with grid width g such that i)
and ii) are satisfied we can construct random Hamming paths on Gˆ for every two points
x, y ∈ h(V). Each of these paths corresponds to a path in G by mapping the points of
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the path back to V via h−1 where they are still connected. These paths on G exhibit by
construction the same properties lmax and bmax as the random Hamming paths on Gˆ.
Corollary 5.13 (bounds on lmax and bmax):
Let G = (V, E) be an ε-graph defined from an i.i.d. sample of size n from the probability
measure µ on the submanifold M of RK such that assumptions A1, A2 and S2* are
satisfied with parameters n, ε, k, L∗min, L
∗
max. Let Xi ∈ V Let X := BM (Xi, rM). Let
δ ∈ (0, 1). Denote w− := minx∈M µ(BM(x, Lminε4√k+3Lmax )), w˜+ = maxx∈M µ(BM(x, ε)) and
ξ8 := 2
(
2
√
k+3
Lminε
)k
exp
(
−1
3
δ2(n− 1)w−
)
.
If n ≥ 1
(1−δ)w− + 1 and
√
d+3
Lminε
≥ 1 then with probability 1 − ξ8 there exists a class of
paths Γ˜ on the subgraph GB with vertex set B = V ∩ X such that
lmax(Γ˜) ≤ 2k
√
k + 3
Lminε
(53)
bmax(Γ˜) ≤
(
1 +
2(1 + δ)w˜+
(1− δ)w−
)2
k
(
2
√
k + 3
Lminε
)k+1
(54)
are satisfied.
Proof: We follow the ideas of [vLRH14] to prove the corollary. As described above, we
map the graph to the cube using the bi-Lipschitz homeomorphism h, construct random
Hamming paths in the cube and map them back. Let h(B) the image of B under h. We
set 1/g :=
⌈√
k+3
Lminε
⌉
. Then obviously 1/g ∈ N is satisfied.
Now take two points x, y ∈ h(B) in neighboring cells of the cube, then since h is
bi-Lipschitz and due to the definition of g we get that the Euclidean distance of the
preimages of x, y is smaller than ε:
∥∥∥h−1(x)− h−1(y)∥∥∥ ≤ ∥∥∥h−1(x)− h−1(y)∥∥∥M ≤ 1Lmin ‖x− y‖ ≤
1
Lmin
g
√
k + 3 ≤ ε.
Thus, ii) holds. It remains to show that i) holds. Let Ci be a grid cell of the cube
with center point ci and define balls B
1
i , B
2
i in the submanifold centered at h
−1(ci) with
radii r := Lminε
4
√
k+3Lmax
≤ g
2Lmax
and R := ε >
√
kg
Lmin
. Conditionally on Xi, these balls
are deterministic and they include Xi. That implies that h(Xi) belongs to one grid
cell. The number of points in a grid cell is determined by the remaining n− 1 vertices
(possibly increased by one, if h(Xi) belongs to that grid cell.) As shown in [vLRH14]
we obtain B1i ⊆ h−1(Ci) ⊆ B2i . We also have B1i ⊆ X . Then the number of points in Ci
is bounded from below by the number of points in B1i denoted by N˜
1
i (Xi is excluded).
Let N˜1min := mini=1,...,W N˜
1
i Applying Corollary 3.6 for these W := 1/(g
k) balls B1i we
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get with w− ≤ mini=1,...,W µ(B1i )
P
(
N˜1min ≤ (1− δ)(n− 1)w−
)
≤W exp
(
−1
3
δ2(n− 1)w−
)
≤
(
2
√
k + 3
Lminε
)k
exp
(
−1
3
δ2(n− 1)w−
)
.
Thus i) holds with probability at least 1−W exp
(
−1
3
δ2(n− 1)w−
)
if n ≥ 1
(1−δ)w− +1 is
satisfied.
That means we can construct random Hamming paths for every pair of points x, y ∈
h(B) and we can apply Lemma 5.12. (53) is then obvious. Let N˜2i be the random number
of points in B2i and N˜
2
max := maxi=1...,W N˜
2
i . TakingXi into account the maximal number
of points in a grid cell is upper bounded by N˜max + 1. Analogous to the computation
above we get with w˜− := minx∈X µ(BM(x, ε)) ≤ mini=1,...,l µ(B2i ) that
P
(
N˜max ≥ (1 + δ)(n− 1)w˜+
)
≤W exp
(
−1
3
δ2(n− 1)w˜−
)
≤
(
2
√
k + 3
Lminε
)k
exp
(
−1
3
δ2(n− 1)w−
)
.
Observe that the results of the computations conditionally on Xi do not depend on Xi,
so they hold unconditionally. Thus
N˜max + 1
N˜min
≤ 2(1 + δ)(n− 1)w˜+
(1− δ)(n− 1)w− =
2(1 + δ)w˜+
(1− δ)w−
holds with probability 1 − 2W exp
(
−1
3
δ2(n− 1)w−
)
. Inserting this quantity and g in
Lemma 5.12 finishes the proof.
Now we can prove Lemma 5.8.
Proof: Let’s consider X := BM(x, rM) and B := BV ,ρM(x, rM). Under the assump-
tions of Corollary 5.13 and assumption S2* we get from (49), (53) and (54) that
κ˜B ≤ 0.5maxx∈B η
2(x)∑
z∈B η(z)
(
1 +
2(1 + δ)w˜+
(1− δ)w−
)2
k2
(
2
√
k + 3rM
L∗minε
)k+2
(55)
with probability at least 1− ξ8. Now we bound further the quantity under the Ahlfors
assumption S1*. Note that
(∑
z∈B
η(z)
)−1
≤ 1
nB minx∈B η(x)
. (56)
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Under the Ahlfors assumption we have
2(1 + δ)w˜+
(1− δ)w− ≤ 2
1 + δ
1− δ
cuε
kLkmax4
k
√
k + 3
k
clεkL
k
min
(57)
≤ 21 + δ
1− δ
cu
cl
Lkmax
Lkmin
4k
√
k + 3
k
=: w, (58)
ξ8 ≤ 2
(
2
√
k + 3
Lminε
)k
exp

−1
3
δ2(n− 1)cl ε
kLkmin
4k
√
k + 3
k
Lkmax

 =: ξ7 (59)
and by Theorem 3.8 iii) with probability at least 1− exp
(
− δ2(n−1)clrk
3
)
nB ≥ (n− 1)(1− δ)clrkM. (60)
Then, by plugging in these bounds, we obtain that with probability at least
1− ξ7 − exp
(
− δ2(n−1)clrk
3
)
κ˜B ≤ maxy∈B η
2(y)
n(1− δ)clminx∈B η(x) (1 + w)
2 k2
(
2
√
k + 3
L∗minε
)k+2
r2M (61)
≤ (η
+)2
n(1− δ)clη− (1 + w)
2 k2
(
2
√
k + 3
L∗minε
)k+2
r2M. (62)
holds.
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