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The algorithm presented in this paper for computing the non-central x2 distribution function is based on an alternative series representation, which is an infinite weighted sum of central x2-densities. A bound has been obtained for the error incurred by truncating this series. The accuracy of recursive computation for the non-central x2 distribution function can be controlled with this bound.
Notation and Method
The non-central x2 distribution function with positive degrees of freedom f and non-negative non-centrality parameter 0 may be expressed as a series of central x2 distribution functions with Poisson weights. More precisely (see, for example, Johnson and Kotz (1970) Farebrother (1987) presented an algorithm to approximate the infinite series (1) for non-negative integer degrees of freedom by the finite sum of the first K terms. The value of Kwas chosen so that the upper bound on the truncation error was less than some predetermined small number. An auxiliary algorithm for the standard normal distribution is necessary. Posten (1989) provided a recursive algorithm for evaluating the non-central x2 distribution function with positive real degrees of freedom in terms of a single central x2 distribution function. In this paper, another series representation for Pr{x2(f, 0) < x} is derived, and then a bound for the error incurred by truncating this series is obtained. A simple recursive algorithm is given without any auxiliary normal or central X2-routine. It applies for positive real degrees of freedom. It is easy, by using integration by parts, to show that
where f(x; r) denotes the central x2-density with r degrees of freedom. Equation (2) also holds for the non-central case (see equation (12) in Cohen (1988) where the terms tk are evaluated by using the recursion to = 2f(x;f+2) = r(f/2 +1) 2 exp(-2)
x tk = tk-1f-k= 1, 2, 39 ....
Substituting equation (3) into equation (1) and then doing some simple algebraic operations, we have a new series representation for the non-central x2-distribution as follows, which is an infinite weighted sum of central x2-densities. 
i=n i=n
Recursive iterations for computing series (5) are performed until the error bound above is less than a predetermined small number (see ERRMAX in the section on constants). This error bound is a common criterion for computing equations (5) and (6). Function ALOGAM (Pike and Hill, 1966 ) is used to compute the natural logarithm of the gamma function; alternatively function ALNGAM (Macleod, 1989) could be used.
Constants
The variables ERRMAX and ITRMAX are set by the DATA statement in CHI2NC. ERRMAX denotes a bound on the truncation error. The value given here is 1.0 X 10-6. ITRMAX is an integer to control the number of iterations. The value given here is 50.
Time and Accuracy
The execution time is a non-decreasing function of x. If x is fixed, then the error bound in inequality (7) decreases, but the execution time increases as the number of iterations n increases. A compromise between time and accuracy can be made with ERRMAX and ITRMAX defined in the section on constants. The values of these variables may be altered to suit the user's needs. Moreover, if the series does not converge within ITRMAX (e.g. 50) iterations for a predetermined error bound ERRMAX (e.g. 1.0 x 10-6), the value of ITRMAX may be enlarged to obtain the result with the accuracy required.
Precision Double-precision operation may be performed by making the following changes. 
