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Nichtlineare optische Mikroskopie mit geformten
Femtosekundenlaserimpulsen
Die vorliegende Arbeit beschreibt den Einsatz gezielt geformter Femtosekundenlaserim-
pulse zur Erlangung chemischer Selektivita¨t mit dem Ziel einer mikroskopischen Bildge-
bung. Die Methode der koha¨renten anti-Stokes-Ramanstreuung in einer Einzelstrahlvari-
ante mit breitbandigen Laserimpulsen (Single-Beam-CARS ) steht dabei im Mittelpunkt.
Die beiden Ansa¨tze der Kontrolle der Anregung und des Multiplexing werden dabei in
Theorie, Simulation und Experiment untersucht, jeweils im Hinblick auf die Erlangung
spektroskopischer Information und die Mo¨glichkeit einer Bildgebung.
Die Kontrolle der Anregung zielt darauf ab bestimmte Schwingungsu¨berga¨nge in Mo-
leku¨len zu bevorzugen. Nur diese bestimmte Spezies liefert dann einen Signalbeitrag und
kann so identifiziert werden. Der Vorteil dabei ist, dass eine Einkanaldetektion verwendet
werden kann, was schnelle Messwertaufnahmen ermo¨glicht.
Der Ansatz des Multiplexing liefert hingegen Schwingungsspektren oder Ausschnitte
daraus. Dafu¨r ist jedoch eine spektral aufgelo¨ste Messung notwendig. Zur Erlangung
spektraler Information ist Multiplexing daher sehr geeignet. Fu¨r schnelle Bildgebung
hingegen weniger, es sei denn die Information ist u¨ber das Spektrum verteilt und kann
nicht einzelnen Banden zugeordnet werden. Dann ist es mo¨glich mit einer anschließenden
Datenanalyse einzelne Komponenten zu identifizieren.
Bemerkenswert ist, dass alle Methoden mit demselben experimentellen Aufbau reali-
siert werden ko¨nnen. Daru¨ber hinaus wurde in dieser Arbeit auch gezeigt, dass es mo¨glich
ist unerwu¨nschte Signalbeitra¨ge zu kontrollieren. In diesem Fall wurden Beitra¨ge von
Zweiphotonenfluoreszenz in Single-Beam-CARS-Messungen unterdru¨ckt.
Nonlinear optical microscopy using shaped femtosecond
laser pulses
This thesis describes the use of femtosecond laser pulse shaping in order to get chemical
selectivity with the aim of performing microscopic imaging. The coherent anti-Stokes
Raman scattering technique using a single broadband laser pulse (single-beam-CARS)
is the most important one within this work. The two methods control of the excitation
and multiplexing are regarded in theory, simulations and experiments. The goal of each
technique is to gain spectroscopic information as well as imaging.
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The control of the excitation approach is based on the enhancement of certain vibra-
tional transitions in molecules. Only a certain species is then generating signal and can
be identified this way. A single channel detection is possible, enabling fast measurement
data acquisition.
Multiplexing on the other hand delivers vibrational spectra or parts thereof. To get this
information ,however, it is necessary to perform measurements with spectral resolution.
Multiplexing is therefore very useful in terms of obtaining spectral information but less
with regard to fast imaging. However, it can reveal information by sophisticated data
analysis methods, that is spread over the entire vibrational spectrum and can not be
assigned to single bands.
It has to be mentioned that all techniques can be realized with the same setup. Fur-
ther it is possible to suppress unwanted signal contributions. In this work suppression
was demonstrated for unwanted two-photon-excited fluorescence in single-beam-CARS
measurements.
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Der Einfluss der optischen Mikroskopie auf die Naturwissenschaften und die Medizin
kann kaum hoch genug gescha¨tzt werden. So ist insbesondere die Entwicklung der Biolo-
gie untrennbar mit der Entwicklung mikroskopischer Methoden verbunden. Gegenstand
einer jeden Mikroskopieart ist die Erzeugung von kontrastreichen Bildern kleiner Struk-
turen, u¨blicherweise bis in den Mikrometerbereich, mit anspruchsvolleren Methoden so-
gar bis hin zu wenigen Nanometern.[1–3] Der na¨chstliegende Kontrastmechanismus be-
ruht auf verschieden starker Absorption der einzelnen Probenbestandteile, doch auch die
Phasenkontrastmikroskopie, welche von Frits Zernike entwickelt wurde, ist mittlerweile
ein weit verbreitetes Verfahren.[4]
Nichtlineare optische Mikroskopie als mo¨glicher Kontrastmechanismus weist gegenu¨ber
ihrem konventionellen Pendant die Vorteile einer intrinsischen dreidimensionalen Orts-
auflo¨sung und chemisch selektiver Kontrastentstehung auf. Mit Zweiphotonenfluores-
zenz und Second Harmonic Generation werden mittlerweile Aktivita¨ten in Neuronen
nachverfolgt.[5]
Besondere Aufmerksamkeit verdienen Methoden, welche auf der Ramanstreuung ba-
sieren. Sie bilden direkt Schwingungsniveaus der untersuchten Moleku¨le ab. Damit ha-
ben sie gegenu¨ber der Zweiphotonenfluoreszenzmikroskopie einen entscheidenden Vor-
teil. Dort ist es sehr oft notwendig die Proben mit Farbstoffen zu markieren, um sie zu
untersuchen. Diese Markierung vera¨ndert jedoch oft die chemischen Eigenschaften der
Probe, die untersucht werden soll. Methoden der Ramanmikroskopie kommen hingegen
komplett ohne Farbstoffe aus.
In Abbildung 1.1 sind mo¨gliche Ramanstreuprozesse dargestellt. Im Fall der spon-
tanen Stokes-Ramanstreuung in (a) wird ein Pumpphoton der Frequenz ωp absorbiert
und ein Stokesphoton der Frequenz ωS = ωp − Ω emittiert. Das Moleku¨l befindet sich
anschließend im angeregten Schwingungszustand mit der Frequenz Ω. Die spontane anti-
Stokes-Ramanstreuung in (b) verha¨lt sich analog fu¨r den Fall, dass das Moleku¨l von einem
angeregten in den Grundzustand u¨bergeht und ein Photon der Frequenz ωaS = ωp + Ω
emittiert wird. In (c) ist der Fall gezeigt, bei dem zwei Photonen der Frequenzen ωp
1
1. Einleitung
Abbildung 1.1.: Ramanstreuprozesse. (a) Spontane Ramanstreuung, bei der sich ein Mo-
leku¨l nach Wechselwirkung mit einem Photon der Frequenz ωp in einem
angeregten Schwingungszustand befindet. Die Frequenz des gestreuten
Photons ist um die Moleku¨lschwingungsfrequenz verringert ωS = ωp−Ω
(Stokes-Ramanstreuung). (b) Bei der spontanen anti-Stokes-Raman-
streuung ist das Moleku¨l zu Beginn im angeregten Zustand und ein
Photon der Frequenz ωaS = ωp + Ω wird emittiert. (c) Wirken gleich-
zeitig zwei Photonen auf das Moleku¨l, deren Frequenz um jene der Mo-
leku¨lschwingung verstimmt ist, findet stimulierte Ramanstreuung statt,
bei der ein zusa¨tzliches Photon der Frequenz ωS emittiert wird (Stokes-
Fall).
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bzw. ωS auf das Moleku¨l einwirken. Entspricht die Frequenzdifferenz der Frequenz der
Moleku¨lschwingung ωp− ωS = Ω wird die Emission eines zweiten Photons der Frequenz
ωS induziert. Dies ist der Fall der stimulierten Ramanstreuung.
Eine U¨bersicht u¨ber Mikroskopiemethoden, welche auf der Ramanstreuung basieren,
ist in Abbildung 1.2 gezeigt. Der direkteste Weg Ramanniveaus abzufragen ist die spon-
tane Ramanstreuung. Hierzu wird ein schmalbandiger Laser (Pump) eingestrahlt und
das inelastisch gestreute Spektrum bei niedrigeren Frequenzen (Stokes-Ramanstreuung)
aufgenommen. Die Frequenzunterschiede der erhaltenen Linien von der Pumpfrequenz
entsprechen dabei den Moleku¨lschwingungsfrequenzen. Fu¨r die Aufnahme ist dann ein
Langpassfilter notwendig, welches nur die Stokes-Streuung transmittiert und das Pump-
licht blockiert.
Der Wirkungsquerschnitt der spontanen Ramanstreuung ist sehr gering, so dass Me-
thoden, welche auf der koha¨renten Ramanstreuung (Abbildung 1.1 c) basieren, zuneh-
mend an Bedeutung gewinnen.[6] Die Signalsta¨rken sind hier um Gro¨ßenordnungen
ho¨her. Es handelt sich um einen nichtlinearen Prozess, da die Intensita¨t der stimu-
lierten Ramanstreuung sowohl von der Intensita¨t der Pump-, als auch der Stokesstrah-
lung abha¨ngt: ISRS ∝ Ip · IS. Aus diesem Grund sind gepulste Laser mit Impulsdauern
im Piko- bis hinab in den Femtosekundenbereich das Mittel der Wahl fu¨r Methoden
der stimulierten Ramanstreuung. Hier werden bei moderaten Durchschnittsleistungen
hohe Spitzenintensita¨ten erzeugt, welche eine starke stimulierte Ramanstreuung erzeu-
gen. Eine der wichtigsten nichtlinearen Ramanspektroskopiearten ist die koha¨rente anti-
Stokes-Ramanstreuung (CARS). Hier werden zwei verstimmte Laserimpulse eingestrahlt,
um einen Vierwellenmischprozess zu erzeugen. Stimmt die Differenz der beiden Laser-
frequenzen mit der Moleku¨lschwingungsfrequenz u¨berein, wird ein sehr starkes Signal
erzeugt, was eine kontrastreiche Bildgebung ermo¨glicht. Die Verfahren zur ra¨umlichen
und vor allem zeitlichen Abstimmung der beiden Laserimpulse sind sehr aufwendig.
Entweder werden zwei Laser elektronisch synchronisiert [7, 8] oder die zweite Frequenz
(Stokes) wird mit Hilfe eines optisch parametrischen Oszillators (OPO) erzeugt.[9, 10]
Beide Varianten sind experimentell sehr anspruchsvoll.
Die Bildgebung in CARS-Mikroskopen basiert auf der Anregung einer Schwingungs-
bande, das heißt die Moleku¨lfrequenz, welche angeregt werden soll, muss vorher bekannt
sein. Fu¨r die Bildgebung unbekannter Proben ist Multiplex-CARS eine gute Alternative.
Hier wird ein breitbandiger Stokes-Impuls erzeugt, mit dem mehrere Ramanniveaus auf
einmal abgefragt werden ko¨nnen.[13, 14] Ha¨ufig wird hierzu ein Teil des Pumpimpulses
abgezweigt und in eine photonische Kristallfaser (PCF) fokussiert, um ein Weißlichtkon-
3
1. Einleitung
Abbildung 1.2.: Konzepte der Raman-Mikroskopie im Hinblick auf ihre Anwendung.
Spontane Ramanmessungen liefern hochinformative Schwingungsspek-
tren. Eine schnelle Bildgebung bekannter Proben liefert die CARS-
Mikroskopie (Bild der Ma¨useniere aus [11]). Unbekannte Proben ko¨nnen
identifiziert werden, wenn gro¨ßere spektrale Bereiche ausgewertet wer-
den, wie dies in Multiplex-CARS-Messungen mo¨glich ist (Bild der Moos-
zellen aus [12]).
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tinuum zu erzeugen. Mit anspruchsvollen Auswertemethoden ko¨nnen dann unbekannte
Proben mit chemischer Selektivita¨t abgebildet werden.[12]
Der Ansatz dieser Arbeit hingegen ist die Realisierung der in Abbildung 1.2 gezeigten
Methoden in einem einzigen Aufbau und die Entwicklung neuer Konzepte hierzu. Das
Schema des Aufbaus ist in Abbildung 1.3 gezeigt. Es wird der Ansatz des Einzelstrahl-
CARS (engl.: single-beam-CARS, SB-CARS) verfolgt, bei dem alle am CARS-Prozess
beteiligten Photonen aus einem einzigen breitbandigen Laserspektrum stammen. Wie
in der folgenden Arbeit gezeigt wird, ist der Schlu¨ssel zur erfolgreichen Umsetzung des
Single-Beam-CARS die Impulsformung.
Das Ziel dieser Arbeit ist nun neue Single-Beam-CARS-Konzepte im Hinblick auf
nichtlineare optische Mikroskopie zu entwickeln und in den Kontext existierender Me-
thoden zu stellen. Eine Forderung ist, dass die neuen Konzepte mit dem in Abbildung
1.3 gezeigten Aufbau realisiert werden ko¨nnen. Die Frage ist hierbei inwieweit die entwi-
ckelten Methoden gegenu¨ber spontanen Ramanmessungen [15], konventionellen CARS-
Experimenten [16, 17] und Multiplex-CARS-Experimenten [13, 14] konkurrenzfa¨hig sind.
Vom konzeptionellen Standpunkt betrachtet sind mit dem Single-Beam-CARS-Aufbau
in Abbildung 1.3 zwei Ansa¨tze mo¨glich. Mit der Kontrolle der Anregung liefern nur
bestimmte Moleku¨le Signalbeitra¨ge, was direkt zur Bildgebung genutzt werden kann.
Doch auch Spektroskopie ist damit mo¨glich, indem die Anregung gezielt variiert wird.
Der andere Ansatz ist Multiplexing, bei dem ein Spektrum aufgenommen wird, das dem
herko¨mmlichen Multiplex-CARS entspricht. Die Vor- und Nachteile der einzelnen Heran-
gehensweisen zur Erreichung der multimodalen nichtlinearen Ramanmikroskopie sollen
im weiteren Verlauf herausgearbeitet werden.
Im Folgenden werden in Kapitel 2 die Grundlagen fu¨r die nichtlineare Mikroskopie
ausgehend von den Grundgleichungen der nichtlinearen Optik behandelt und die wich-
tigsten experimentellen Konzepte vorgestellt. Ein besonderes Augenmerk liegt hierbei
auf Methoden der nichtlinearen Ramanmikroskopie, vor allem auf CARS-Methoden.
Der experimentelle Aufbau ist in Kapitel 3 beschrieben. Die Dispersion und die damit
verbundene A¨nderung der spektralen Phase des Anregungsfeldes spielt bei ultrabreiten
Spektren eine sehr große Rolle. Die gro¨ßte experimentelle Herausforderung ist daher die
Erzeugung eines zeitlich und ra¨umlich korrigierten Impulses im Fokus eines Mikroskop-
objektivs. Deshalb liegt ein besonderer Schwerpunkt des Kapitels auf Methoden zur
ra¨umlichen und zeitlichen Impulskorrektur. Dies ist insofern von besonderer Bedeutung,
als dass nur mit der vollsta¨ndigen Bandbreite des verwendeten Lasers Single-Beam-
CARS-Spektroskopie bis in den CH-Streckschwingungsbereich um 3000cm−1 mo¨glich
5
1. Einleitung
Abbildung 1.3.: Konzept der multimodalen nichtlinearen Mikroskopie, das in dieser Ar-
beit weiterentwickelt wird. Ein einziger breitbandiger Femtosekunden-
laseroszillator liefert Impulse, welche in Amplitude und Phase geformt
werden ko¨nnen. Ziel ist, bei Fokussierung in eine Probe eine mo¨glichst
hohe Selektivita¨t oder spektrale Information zu erhalten. Die Detektion




Die Methoden zur Single-Beam-CARS-Spektroskopie werden in Kapitel 4 vorgestellt.
Die beiden Ansa¨tze Kontrolle der Anregung und Multiplexing werden hier gru¨ndlich
erla¨utert und experimentell demonstriert. Es werden die ersten Messungen bis in den
CH-Bereich mit rein impulsformerbasierten Methoden gezeigt. Auch das im Rahmen die-
ser Arbeit entwickelte Dual Quadrature Spectral Interferometry (DQSI)-CARS -Konzept
wird dort behandelt, mit welchem es mo¨glich ist, nichtlineare Suszeptibilita¨ten in Am-
plitude und Phase zu bestimmen.
Das Kapitel 5 behandelt die Mo¨glichkeiten einer mo¨glichst schnellen Bildgebung
mit Single-Beam-CARS. Die beiden Ansa¨tze Kontrolle der Anregung und Multiplexing
werden auch hier demonstriert. Mit der Klassifizierungsmethode des k-means-clustering
wird die Bildgebung der unbekannten Komponenten eines Polymerblends demonstriert.
Kapitel 6 zeigt dann Methoden zur rein rechnergestu¨tzten Optimierung von Anre-
gungsspektren auf (in silico Optimierung). Hierbei wird vorgestellt, wie Anregungspha-
sen gezielt auf bekannte Suszeptibilita¨ten maßgeschneidert werden ko¨nnen.
In Kapitel 7 wird eine kurze Zusammenfassung der Arbeit gegeben und die Er-
gebnisse in den Kontext existierender Methoden gestellt. Ferner werden mo¨gliche An-
knu¨pfungspunkte fu¨r zuku¨nftige Arbeiten vorgestellt.
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2. Grundlagen der nichtlinearen
optischen Mikroskopie
Das vorliegende Kapitel gibt einen Einblick in die physikalischen Grundlagen der nicht-
linearen optischen Mikroskopie. Ausgangspunkt ist hier die nichtlineare Polarisation,
welche bei entsprechend hohen Eingangsfeldsta¨rken zum Tragen kommt. Anschließend
werden die technologischen Grundlagen von Kurzimpulslasern, sofern sie fu¨r diese Ar-
beit relevant sind, vorgestellt. Eine besondere Bedeutung kommt den Grundlagen der
Impulsformung zu, da dies gewissermaßen das Herzstu¨ck des verwendeten Aufbaus ist.
Die große Herausforderung bei der nichtlinearen optischen Mikroskopie mit breitban-
digen Lasern ist die Impulskompression im Mikroskopfokus. Aus diesem Grund werden
zuna¨chst die ga¨ngigsten herko¨mmlichen Impulscharakterisierungsmethoden Frequency
Resolved optical gating (FROG) und Spectral interferometry for direct electric field re-
construction (SPIDER) vorgestellt, um dann die impulsformerbasierten Varianten zu
behandeln.
Im Hinblick auf nichtlineare optische Mikroskopie werden Second Harmonic Generati-
on (SHG) und Zweiphotonenfluoreszenz eingefu¨hrt, bevor dann die koha¨rente Ramanmi-
kroskopie betrachtet wird. Besonderes Augenmerk liegt dabei auf der koha¨renten anti-
Stokes-Ramanstreuung (CARS). Da die Single-Beam-CARS -Methode von sehr großer
Bedeutung fu¨r diese Arbeit ist, gibt das vorliegende Kapitel einen U¨berblick u¨ber den
Stand der Forschung auf diesem Gebiet.
Zum Abschluss wird aus Gru¨nden der Vollsta¨ndigkeit die stimulierte Ramanstreuung
(SRS) als Kontrastmechanismus vorgestellt. Da diese Technik in dieser Arbeit aber
nicht experimentell umgesetzt wurde, bleibt die Betrachtung auf einen kurzen U¨berblick
beschra¨nkt.
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2.1. Nichtlineare Optik
Ausgangspunkt der nichtlinearen Optik stellt die Betrachtung einer nichtlinearen Po-
larisation1 dar. Das bedeutet, dass Ladungsverschiebungen innerhalb der Probe unter
Einwirkung eines elektromagnetischen Wechselfeldes diesem nicht linear folgen, sondern
Terme ho¨herer Ordnung auftreten. Solche Effekte spielten lange Zeit eine eher unter-
geordnete Rolle, da sie erst bei hohen Feldsta¨rken auftreten. Diese wurden erst mit
Erfindung des Lasers, insbesondere mit kurzen Impulsen zuga¨nglich. In Lehrbu¨chern der
nichtlinearen Optik, z. B. [18, 19] ist die Herleitung der Wellengleichung
∆ ~E − µ0ε0 ~¨E = µ0 ~¨P (2.1)
zu finden. Diese ist zwar verha¨ltnisma¨ßig schwierig zu lo¨sen, gibt aber dennoch einen
intuitiven Einblick in die dahinter liegende Physik: Eine Polarisation ~P erzeugt ein elek-
trisches Feld ~E, gema¨ß Gleichung (2.1). Betrachtet man eine Polarisation der Form
~P (t) = ~P0e
iωt, so haben die Lo¨sungen fu¨r E(t) die gleiche Gestalt, sprich schwingen mit
der gleichen Frequenz. Die Polarisation ihrerseits ha¨ngt von dem anregenden Feld auf









Um den vektoriellen Charakter der Polarisation zu beru¨cksichtigen, wird die nichtlineare
Suszeptibilita¨t als Tensor dargestellt, womit sich beispielhaft folgender Zusammenhang
fu¨r Polarisation zweiter Ordnung P
(2)
i ergibt, wenn die Variablen i, j und k u¨ber die









Die Ausdru¨cke fu¨r Terme ho¨herer Ordnung werden analog erhalten, wobei die Tensor-
stufe von χ(n) um eine Ordnung ho¨her ist als die der nichtlinearen Polarisation.
Durch den Term EjEk in Gleichung (2.3) erha¨lt man Terme ho¨herer Ordnung fu¨r die















1Hier als Dipoldichte zu verstehen, ehemals Polarisierung genannt, um sie von der Polarisation elek-
tromagnetischer Wellen zu unterscheiden.
2Der in der linearen Optik u¨bliche komplexe Ansatz E(t) = E0e
iωt ist hier unzula¨ssig, da es sich um
ein Produkt handelt.
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Bei Einstrahlung mit der Frequenz ω wird ein Signal mit der Frequenz 2ω erhalten.




gelten muss (Energieerhaltung). Bisher wurde die ra¨umliche Abha¨ngigkeit der anregen-
den und erzeugten elektromagnetischen Wellen nicht betrachtet. Es la¨sst sich fu¨r die






Die effizienteste Anregung nichtlinearer Effekte entsteht, wenn ∆~k = 0 gilt. Andernfalls







verringert.[18] L ist dabei die Wechselwirkungsla¨nge, innerhalb derer das nichtlineare
Signal erzeugt wird.
2.2. Ultrakurze Laserimpulse: Erzeugung, Formung und
Charakterisierung
2.2.1. Kurzimpulslaser
Zur Erzeugung ultrakurzer Laserimpulse kommt die sogenannte Modenkopplung zum
Einsatz. In einem Laserresonator der La¨nge L sind nur solche Wellenla¨ngen λ ausbreit-




erfu¨llen. Dieser Umstand ru¨hrt daher, dass die umlaufenden Lichtwellen nach einem
vollsta¨ndigen Resonatorumlauf wieder mit sich selbst in Phase sein mu¨ssen. Dadurch





Es ko¨nnen prinzipiell alle Moden angeregt werden, welche innerhalb des Versta¨rkungsprofils
des Lasermediums liegen. Gema¨ß Gleichung (2.8) verha¨lt sich der Frequenzabstand der
Moden reziprok zur Resonatorla¨nge. Das bedeutet, dass bei gegebenem Versta¨rkungsprofil
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Abbildung 2.1.: Modenkopplung von (a) 2, (b) 10, (c) 50 bzw. (d) 200 Moden. Mit zuneh-
mender Anzahl nimmt die Dauer der Impulse ab und die Auslo¨schung
zwischen diesen wird effizienter.
umso mehr Moden angeregt werden, je la¨nger der Resonator ist. Abbildung 2.1 illustriert
den Effekt der U¨berlagerung mehrerer Moden. Bei zwei Moden (Abbildung 2.1 a) tritt
eine Schwebung mit der Differenz der beiden Frequenzen auf. Je mehr Moden u¨berlagert
werden desto effizienter erfolgt die Auslo¨schung zwischen den Impulsen und deren Dau-
er nimmt ab. Wichtig ist hierbei, dass die verschiedenen Moden zu einem Zeitpunkt in
Phase sind, da es ansonsten zu destruktiver Interferenz kommt.
Eine besonders weit verbreitete Mo¨glichkeit zur Erreichung der Modenkopplung ist
das Kerrlinsen-Modenkoppeln, dessen Grundlage die Intensita¨tsabha¨ngigkeit des Bre-
chungsindexes (Kerreffekt) ist:
n = n0 + n2I. (2.9)
Eine ra¨umliche Intensita¨tsverteilung erzeugt dementsprechend ein Brechungsindexpro-
fil, welches als Linse betrachtet werden kann. Hohe Intensita¨ten erzeugen dabei Linsen
mit gro¨ßerer Brechkraft, so dass intensivere Impulse sta¨rker fokussiert werden. In Ab-
bildung 2.2 ist gezeigt wie dies zur Modenkopplung genutzt werden kann. Ein intensiver
Laserstrahl erzeugt eine Kerrlinse in einem Medium, meist der Laserkristall selbst, und
wird dadurch fokussiert. Eine Lochblende im Fokus blockiert schwa¨chere Laserimpulse,
die keine ausreichende Brechkraft im Medium erzeugen. Somit werden schwache La-
serimpulse ausgefiltert. In modernen Laserdesigns wird auf die Lochblende verzichtet.
Stattdessen wird der Pumplaserstrahl ebenfalls an die Stelle im Kristall fokussiert, an der
12
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Abbildung 2.2.: Prinzip des Kerrlinsenmodenkoppelns: Bereiche, die mit ho¨herer Inten-
sita¨t bestrahlt werden, weisen einen ho¨heren Brechungsindex auf, wo-
durch der Strahl fokussiert wird. Eine Lochblende kann so genutzt wer-
den, um weniger intensive Strahlen auszufiltern.
sich der Fokus der Kerrlinse befindet. Dieses Verfahren wird als Soft-aperture Kerr-lens
modelocking bezeichnet.[20]
Zur Erzeugung von Femtosekundenlaserimpulsen hat sich Titan-Saphir (Ti:Sa) als La-
sermedium etabliert. Es weist sowohl ein sehr breites Versta¨rkungsprofil, als auch einen
starken Kerreffekt auf. Ferner kann Ti:Sa mit Licht der Wellenla¨nge 532nm gepumpt
werden, das mit kommerziell erha¨ltlichen frequenzverdoppelten Nd:YAG-Lasern erzeugt
werden kann. Eine interessante Alternative stellen zunehmend auch Faserlaser dar, wel-
che sehr robust sind.[21] Die ultrabreiten Spektren, welche zur Anregung hochfrequenter
Schwingungen notwendig sind, werden von diesen jedoch nicht erreicht. In [22] wurde ein
Konzept vorgestellt, bei dem ultrabreite Spektren mittels einer photonischen Kristallfa-
ser (PCF) erzeugt wurden. Diese haben jedoch den Nachteil, dass sie sehr strukturiert
sind, sprich viele Peaks aufweisen, was ihren Einsatz in Multiplex-Single-Beam-CARS-
Anwendungen ausschließt (vgl. Abschnitt 4.2). Ideal fu¨r Single-Beam-CARS sind also
Spektren mit einer glatten, breitbandigen Erscheinung. Die beste Wahl hierfu¨r sind
Festko¨rper-Ti:Sa-Laser mit dispersionskorrigierenden gechirpten Spiegeln in der Ka-
vita¨t.[23, 24]
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2.2.2. Formung ultrakurzer Laserimpulse
Ausgangspunkt der U¨berlegungen zum Formen ultrakurzer Laserimpulse ist die Dar-
stellung derselben im Frequenzbereich. Das zeitlich vera¨nderliche elektrische Feld eines
kurzen Laserimpulses kann als Wellenpaket
E(t) = Re {E(t)} = Re{A(t)ei(ω0t−φ(t))} (2.10)
mit der Einhu¨llenden A(t) und der Phase ω0t− φ(t) betrachtet werden. Der Term φ(t)
hat großen Einfluss auf die Dauer und die instantane Frequenz
ωinst(t) = ω0 − dφ(t)
dt
(2.11)
des Impulses.[25, 26] Ist dφ(t)/dt null oder konstant, so a¨ndert sich die instantane Fre-
quenz nicht wa¨hrend des Impulses und er hat die ku¨rzest mo¨gliche Dauer. Man spricht
dann von einem transformlimitierten Impuls. Wenn hingegen dφ(t)/dt mit der Zeit an-
steigt, nimmt die Frequenz mit der Zeit zu, der Impuls ist positiv gechirpt. Analog spricht
man bei einer Abnahme der Frequenz mit der Zeit von einem negativen Chirp.
Diese Gro¨ßen, gilt es bei der Impulsformung gezielt zu variieren. Eine zeitliche Mo-
dulation mit elektronischen Schaltern ist auf einer Femtosekundenzeitskala allerdings
unmo¨glich, da man sich hier weit unterhalb der typischen Schaltzeiten bewegt. Zur For-
mung im Frequenzbereich wird die Fouriertransformierte (vgl. Anhang B) betrachtet:







= E˜(ω − ω0)





An vorstehender Rechnung ist zu erkennen, dass das erhaltene Spektrum im Frequenzbe-
reich die um die Tra¨gerfrequenz ω0 verschobene Fouriertransformierte der Einhu¨llenden
inklusive Phasenterm ist. Da die Fouriertransformation eindeutig ist, kann durch ge-
zielte Modulation von E(ω) Einhu¨llende und Phase des Laserimpulses kontrolliert wer-
den. Fu¨r die weiteren Betrachtungen im Rahmen dieser Arbeit ist es sogar geeigne-
ter die Betrachtung im Frequenzbereich zu verwenden, da die angewandten nichtlinea-
ren Effekte intuitiv als Wechselwirkung verschiedener Frequenzkomponenten verstan-
den werden ko¨nnen. Die Impulsformung kann im Frequenzbereich am zweckma¨ßigsten
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Abbildung 2.3.: Aufbau des Impulsformers. Das Beugungsgitter G1 spaltet den Impuls
in seine spektralen Bestandteile auf, welche dann u¨ber den zylindrischen
Spiegel CM1 kollimiert werden. Eine Flu¨ssigkristallmaske (SLM) in der
Fourierebene moduliert die spektralen Anteile in Amplitude und Phase.
Der zylindrische Spiegel CM2 und das Beugungsgitter G2 u¨berlagern
die einzelnen spektralen Bestandteile wieder zu einem Impuls.
mit U¨bertragungsfunktionen beschrieben werden. Die komplexe Eingangsfunktion Ein(ω)
wird dabei mit der komplexen U¨bertragungsfunktion M(ω) multipliziert, um die Aus-
gangsfunktion Eout(ω) zu erhalten:
Eout(ω) = Ein(ω) ·M(ω). (2.12)
Diese Beschreibung ist universell und erlaubt es fu¨r nahezu jedes optische Element eine
U¨bertragungsfunktion zu formulieren. Ein Michelson-Interferometer etwa, das einen Im-









beschrieben. Eine besonders flexible Art der Impulsformung wird mit Aufbauten wie in
Abbildung 2.3 erzielt.[27–29] Der einfallende Laserimpuls wird mittels eines Beugungs-
gitters in seine spektralen Anteile aufgespalten und durch einen zylindrischen Spiegel kol-
limiert. Ein ra¨umlicher Lichtmodulator (engl.: Spatial light modulator, SLM ) vera¨ndert
dann das spektrale elektrische Feld gezielt in Amplitude und Phase. Als SLM kommen
u¨blicherweise Akustooptische Modulatoren (AOM) oder Flu¨ssigkristallmasken (Liquid
Crystal Displays, LCD) zum Einsatz. In akustooptischen Modulatoren wird in einem
Kristall eine Schallwelle erzeugt, welche eine lokale Brechungsindexa¨nderung hervorruft,
15
2. Grundlagen der nichtlinearen optischen Mikroskopie
an welcher die Lichtwelle gebeugt wird. Die Schallwelle kann verglichen mit der Lichtwelle
als statisch betrachtet werden. Allerdings bewegt sie sich in den Intervallen der Laserim-
pulse, so dass sie mit diesen synchronisiert werden muss. Nach [28] liegt die Wiederhol-
rate von AOMs bei maximal etwa 100 kHz, was bedeutet, dass mit einem Pulsepicker
die Wiederholrate des Lasers angepasst werden mu¨sste. Bei Ti:Sa-Festko¨rperlasern mit
Impulswiederholraten von etwa 80 MHz bedeutet dies eine Reduktion der nutzbaren Im-
pulse um drei Gro¨ßenordnungen. In gleichem Maße wu¨rde die mittlere Signalintensita¨t
reduziert. Gleiches gilt auch fu¨r kompakte akustooptische disperse Filter (AOPDF), die
seit einiger Zeit unter dem kommerziellen Namen Dazzler erha¨ltlich sind.[30, 31] Hinzu
kommt hier, dass es sich um einen kollinearen Aufbau handelt, der besonders anfa¨llig fu¨r
Raum-Zeit-Kopplungen [32] ist, was bei Impulsdauern < 10 fs besonders problematisch
werden kann.[28]
Aus diesem Grund sind Flu¨ssigkristallmasken das Mittel der Wahl. Hier liegen die Pha-
senfunktionen quasi statisch an, so dass alle Impulse des Lasers auf die gleiche Weise
geformt werden. Sie wurden auch im Rahmen dieser Arbeit verwendet und sollen daher
na¨her vorgestellt werden. In Abbildung 2.4 ist die Anordnung bei Verwendung einer
Doppel-LCD-Maske gezeigt. Die optischen Achsen der beiden Flu¨ssigkristallschichten
sind um jeweils ±45◦ gegenu¨ber der x-Achse geneigt, wa¨hrend der Polarisator in Rich-
tung der x-Achse transmittiert. Es kann gezeigt werden, dass fu¨r Amplitude und Phase




















ausdru¨cken. ∆φ1,2 sind dabei die Phasenverschiebungen zwischen ordentlichem und au-
ßerordentlichem Strahl fu¨r Maske A bzw. Maske B (vgl. Abbildung 2.4). Diese Pha-
senverschiebungen sind abha¨ngig von der an die Flu¨ssigkristallzelle angelegten Span-
nung und ko¨nnen mit einer Kalibrationsmessung bestimmt werden (vgl. Anhang A).
Da u¨blicherweise der Fall von Interesse ist, bei dem fu¨r eine gegebene Amplitude A und
Phase φ die Phasenverschiebungen der Einzelmasken ∆φ1,2 bestimmt werden sollen, sind
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Abbildung 2.4.: Funktionsweise einer LCD-Maske: Ein in Richtung der x-Achse
polarisiertes Wechselfeld erfa¨hrt an zwei aufeinander folgenden
Flu¨ssigkristallzellen Phasenverschiebungen, deren optische Achsen um
45◦ bzw. -45◦ zu ihm geneigt sind. Es entsteht eine A¨nderung von Phase
und Polarisation. Ein Polarisator am Ausgang wandelt die Polarisations-
in eine Amplitudena¨nderung um.
die folgenden beiden Gleichungen von besonderer Bedeutung:
∆φ1 = φ+ arccos(A) (2.16)
∆φ2 = φ− arccos(A). (2.17)
Damit ko¨nnen mit dem Aufbau aus Abbildung 2.3 beliebige U¨bertragungsfunktionen
realisiert werden.
2.2.3. Impulscharakterisierung
Die Charakterisierung ultrakurzer Laserimpulse im Femtosekundenbereich ist eine aus-
gesprochen anspruchsvolle Aufgabe. Wa¨hrend Impulse im Nanosekundenbereich mit
schnellen Photodioden direkt in der Zeit vermessen werden ko¨nnen, ist fu¨r ku¨rzere
Impulse bis hinab zu einigen hundert Femtosekunden der Einsatz einer Streakkamera
notwendig.[25] Bei Impulsen im Bereich von 100 fs und darunter sind besondere Metho-
den einzusetzen. Am weitesten verbreitet sind Frequency resolved optical gating (FROG)
[34, 35], Spectral interferometry for direct electric field reconstruction (SPIDER) [36, 37]
und Autokorrelation.[25] Eine vollsta¨ndige Impulscharakterisierung ist jedoch nur mit
den beiden erstgenannten Verfahren mo¨glich.
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Abbildung 2.5.: Aufbau fu¨r (a) Frequency resolved optical gating (FROG) und (b)
Spectral phase interferometry for direct electric field reconstruction
(SPIDER).
Bei FROG (Abbildung 2.5 a) werden mit einem Michelson-Interferometer zwei Im-
pulskopien erzeugt, welche in einem SHG-Kristall3 u¨berlagert werden. Die Verzo¨gerung
τ zwischen beiden Impulskopien wird variiert, so dass das FROG-Signal mit Hilfe der




∣∣∣∣∫ ESig(t, τ)e−iωtdt∣∣∣∣2 (2.18)







ausdru¨cken. Mit einer angenommenen Anfangsphase φ0(ω) la¨sst sich zuna¨chst ein elek-
trisches Feld E0(t) und mit Gleichung (2.18) das Signal ESig,0(t, τ) in Amplitude und
Phase berechnen. Durch Fouriertransformation (vgl. Anhang B) erha¨lt man ESig,0(ω, τ),
dessen Amplitude nun durch die experimentellen Daten
√
IFROG(ω, τ) ersetzt wird. Eine
inverse Fouriertransformation ergibt dann ein modifiziertes Signal E ′Sig,0(t, τ), aus wel-
chem E1(t) rekonstruiert wird. Dieses ist dann Ausgangspunkt fu¨r eine weitere Iteration
des Algorithmus. Die Rekonstruktion von E1(t) aus E
′
Sig,0(t, τ) bzw. allgemeiner Ek+1(t)
3Es existieren weitere Varianten von FROG, etwa Polarization-Gate, welche hier aus Gru¨nden der
U¨bersichtlichkeit nicht weiter behandelt werden.
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∣∣E ′Sig,k(ti, τj)− Ek+1(ti)Ek+1(ti − τj)∣∣2 . (2.20)
Gleichung (2.20) geht dabei von einem endlichen Satz Messdaten mit N Werten fu¨r t
und M Werten fu¨r τ aus.
Der Aufbau fu¨r SPIDER ist in Abbildung 2.5 (b) gegeben. Zwei Impulskopien werden
mit einem gechirpten Referenzimpuls in einem SHG-Kristall u¨berlagert, so dass jede
Kopie mit einer anderen Frequenz des gechirpten Impulses wechselwirkt. Geht man von
einem Impuls der Form
E(t) = A˜(t)eiω0t (2.21)
aus, so ergeben sich zwei Impulskopien, die sowohl zeitlich um τ als auch in ihrer Zen-
tralfrequenz um Ω verschoben sind4:
E1(t) = A(t)e
iω˜0t (2.22)
E2(t) = A(t− τ)ei(ω˜0+Ω)·(t−τ). (2.23)
Dabei wurde ω˜0 = ω0 + ωc gesetzt, mit der Frequenzverschiebung ωc durch die Mi-
schung mit dem gechirpten Impuls. Fu¨r die Betrachtung im Frequenzraum werden die







= E1(ω − Ω)e−iωτ (2.25)
Es ergeben sich also zwei spektral verschobene Kopien des elektrischen Feldes. Das Si-
gnal, das mit einem Spektrometer detektiert wird, ist dann:
S(ω) = |E1(ω) + E2(ω)|2 (2.26)
= |E1(ω)|2 + |E2(ω)|2 (2.27)
+E1(ω)E
∗
1(ω − Ω)eiωτ + E∗1(ω)E1(ω − Ω)e−iωτ (2.28)
4Genau genommen unterscheiden sich die beiden Amplituden fu¨r E1(t) und E2(t) um einen kon-
stanten Faktor. Dieser spielt fu¨r die weiteren Betrachtungen jedoch keine Rolle und wird daher
vernachla¨ssigt.
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Durch inverse Fouriertransformation in den Zeitbereich, Filtern des Seitenbands um τ
und anschließende Ru¨cktransformation la¨sst sich der Term
SSPIDER(ω) = E
∗
1(ω)E1(ω − Ω)e−iωt (2.29)
isolieren.[38] Die Phase la¨sst sich angeben als:
φ (SSPIDER(ω)) = φ(ω − Ω)− φ(ω)− ωτ. (2.30)
Bei Kenntnis der Verzo¨gerung τ bzw. durch entsprechende Kalibrierung la¨sst sich der
Term −ωτ eliminieren, so dass bei bekannter Frequenzverschiebung Ω die Phase des
Laserfeldes als
φ(ω0 − nΩ) =
n−1∑
k=0
φ˜(ω0 − kΩ) (2.31)
mit φ˜(ω) = φ (SSPIDER(ω)) + ωτ (2.32)
bestimmt werden kann.
FROG und SPIDER sind vollsta¨ndige Charakterisierungsmethoden, das bedeutet sie
liefern Amplitude und Phase des untersuchten Laserimpulses. Sie sind jedoch experi-
mentell anspruchsvoll und beinhalten eine aufwendige Auswertung. Einen schnellen An-
haltspunkt u¨ber die Impulsdauer liefert die Autokorrelation. Hierbei werden zwei Arten
unterschieden. Bei der Intensita¨tsautokorrelation wird ein Aufbau verwendet, welcher
jenem fu¨r FROG in Abbildung 2.5 (a) entspricht, jedoch ohne spektral aufgelo¨ste De-
tektion. Bei der interferometrischen Autokorrelation (FRAC5), welche im Rahmen dieser
Arbeit verwendet wurde, sind die beiden Teilstrahlen kollinear u¨berlagert. Das gesamte
Signal ergibt sich zu:
IFRAC(τ) =
∫ ∣∣(E(t) + E(t− τ))2∣∣2 dt. (2.33)
Betrachtet man nun die Fa¨lle τ = 0 und τ  τp (mit der Impulsdauer τp), so ergibt sich:
IFRAC(τ)|τ=0 =
∫ ∣∣4E2(t)∣∣2 dt = 16∫ ∣∣E2(t)∣∣2 dt (2.34)
IFRAC(τ)|ττp =
∫ ∣∣E2(t)∣∣2 dt+ ∫ ∣∣E2(t− τ)∣∣2 dt = 2∫ ∣∣E2(t)∣∣2 dt. (2.35)
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fu¨r interferometrische Autokorrelationen gilt. Ein Beispiel fu¨r eine gemessene interfe-
rometrische Autokorrelation ist in Abbildung 3.2 im Abschnitt 3.1 u¨ber den in dieser
Arbeit verwendeten Laser zu sehen, zusammen mit dem Laserspektrum. Aus letzterem
la¨sst sich die Zentralwellenla¨nge λ0 bestimmen. Die Impulsdauer tp la¨sst sich aus der






Die Wahl des Entfaltungsfaktors B ha¨ngt von der angenommenen Impulsform ab. Ha¨ufig
werden gauß- (B = 1, 414) oder sech-fo¨rmige (B = 1, 543) Impulse angenommen.[26]
Hierbei wird ein Schwachpunkt von Autokorrelationsmethoden deutlich: mit der Wahl
des Faktors B ist eine Einflussnahme auf die bestimmte Impulsdauer verbunden. Es
wird also keine vollsta¨ndige Charakterisierung erzielt. Fu¨r eine ta¨gliche U¨berpru¨fung
der Laserparameter ist dieses Verfahren aufgrund seiner Einfachheit aber sehr wertvoll,
insbesondere da es sich um vergleichende Messungen am selben Laser an verschiedenen
Tagen handelt.
2.2.4. Impulsformerbasierte Charakterisierungs- und
Kompressionsmethoden
Im Hinblick auf nichtlineare optische Mikroskopie mit geformten Impulsen sind zwei
Punkte zu beachten: erstens ist die Charakterisierung des Impulses im Fokus eines
Objektivs von Interesse und zweitens steht mit dem Impulsformer ein Werkzeug zur
Verfu¨gung, mit welchem eine gezielte Einflussnahme auf die spektrale Phase mo¨glich ist.
Die Kompression kann dann erreicht werden, indem die spektrale Phase, die gemessen
wurde, invertiert und am Impulsformer angelegt wird.
Die Erzeugung des kurzen Impulses im Fokus ist eine der gro¨ßten Herausforderungen
bei der Entwicklung und Anwendung nichtlinearer optischer Mikroskopie. Die Dispersion
ist vor der Einkopplung in das Objektiv zu kompensieren. Hierbei ist die Impulsformung
unverzichtbar und erfordert zum Teil anspruchsvolle Methoden. In [39] wurde ein speziel-
ler deformierbarer Spiegel vorgestellt, mit dem eine Impulsdauer von 7,1fs im Fokus eines
Objektivs (50x, NA 0,55) gemessen wurde. In dieser Arbeit sollen jedoch nur Verfahren
vorgestellt werden, welche mit dem hier verwendeten Aufbau mo¨glich sind.
Die Messung des Impulses im Fokus beschra¨nkt die Messmethoden auf solche mit
kollinearen Aufbauten. Hierbei gibt es verschiedene Abwandlungen etablierter Metho-
den. So wurde etwa von Stibenz et al. vor einigen Jahren eine Methode vorgestellt, bei
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welcher das FROG-Signal mittels eines kollinearen Aufbaus erhalten wurde (Interfe-
rometric frequency resolved optical gating, IFROG), was fu¨r Mikroskopieanwendungen,
insbesondere im Einzelstrahlaufbau von besonderem Interesse ist.[40–42] 2008 wurde
eine impulsformerbasierte Variante von IFROG vorgestellt. [43]
Eine kollineare Variante von SPIDER wurde in [44, 45] vorgestellt, bei der die not-
wendigen beiden Impulskopien durch den Impulsformer erzeugt wurden. In der Gruppe
von Lim wurde ein Verfahren entwickelt, bei dem ein zu SPIDER vergleichbares Signal
erzeugt wird, ohne dass ein gechirpter Impuls u¨berlagert werden muss.[46–48]
Eine speziell entwickelte Methode fu¨r Mikroskopie mit geformten Laserimpulsen ist
Multiphoton intrapulse interference phase scan (MIIPS).[49, 50] Es basiert auf der Auf-
nahme des Spektrums der zweiten Harmonischen des Laserimpulses, das gegeben ist
als:
S(2ω) =
∣∣∣∣∫ |E(ω + Ω)E(ω − Ω)| exp {i [φ(ω + Ω) + φ(ω − Ω)]} dΩ∣∣∣∣2 . (2.37)
Die spektrale Phase φ(ω) kann um eine beliebige Frequenz ω0 in eine Taylorreihe entwi-
ckelt werden:










· (ω − ω0)2 + . . . (2.38)
= φ(0) + φ(1)(ω) + φ(2)(ω) + . . . . (2.39)
Der konstante Offset der Phase φ(0) hat keinen Einfluss auf das Ergebnis von Glei-
chung (2.37). Fu¨r das Signal bei 2ω0 spielen ferner aller Terme ungerader Ordnung
φ(1)(ω), φ(3)(ω), . . . keine Rolle, da
φ(n)(ω0 + ω) = −φ(n)(ω0 − ω) (2.40)
gilt. Dadurch addieren sich die beiden Terme im Exponenten von Gleichung (2.37) stets
zu null auf, so dass alle Beitra¨ge zum Integral in Phase sind. Der entscheidende Term
ist also derjenige zweiter Ordnung, welcher der zweiten Ableitung der Korrekturphase





a(ω − ω0)2 (2.41)
angelegt werden. Der Parameter a wird nun variiert und das zugeho¨rige SHG-Spektrum
aufgenommen. Anschließend wird fu¨r jede Frequenz der Parameter amax(ω) bestimmt,
bei dem das SHG-Signal maximal ist. Damit wird lokal die zweite Ableitung der Phase
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Tabelle 2.1.: Vergleich verschiedener impulsformerbasierter Charakterisierungs-
methoden.
Methode getestet Bemerkumg
IFROG ja Keine zufriedenstellende Rekonstrukti-
on mo¨glich, vermutlich aufgrund unzu-
reichender Frequenzkonversion fu¨r das
gesamte Spektrum.
SB-SPIDER nein Die Implementation der aufwendigen
Auswertung war im Rahmen dieser Ar-
beit nicht mo¨glich.
MIIPS ja Liefert intuitive Bilder zur Beurteilung
der gegebenen Impulskompression, z.B.
im Hinblick auf die Anzahl der Re-




ja Kein deterministisches Verfahren, fu¨r
die Praxis aber sehr bedeutend. Dieses
Verfahren kam im Vorfeld aller in dieser
Arbeit gezeigten Messungen zum Ein-
satz.
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bestimmt, die zur Korrektur notwendig ist. Zweimaliges Integrieren liefert letztendlich
die Korrekturphase.
Eine Methode von großer praktischer Relevanz ist die Anwendung evolutiona¨rer Algo-
rithmen. Hierbei wird ein nichtlineares optisches Signal, entweder SHG oder das CARS-
Signal selbst, gemessen und die Phase gezielt variiert (vgl. Anhang B.4.1). Der große
Vorteil dabei ist, dass exakt dieselbe Probengeometrie wie bei der anschließenden Mes-
sung vorhanden ist. Hier ist das Vorgehen umgekehrt, als bei den anderen Methoden.
Es wird nicht die Phase bestimmt um sie anschließend zu korrigieren. Statt dessen wird
der Impuls experimentell zeitlich komprimiert und dabei die spektrale Phase erhalten.
Im Rahmen dieser Arbeit wurden IFROG, MIIPS und die Verwendung evolutiona¨rer
Algorithmen betrachtet. IFROG zeigte keine zufriedenstellenden Ergebnisse, da vermut-
lich die unterschiedliche Phasenfehlanpassung fu¨r verschiedene Frequenzen eine Rolle bei
der Erzeugung des Traces spielte. MIIPS wurde erfolgreich implementiert und eine Mes-
sung ist in Abschnitt 3.2 gezeigt. Der Vorteil dieser Methode liegt in der anschaulichen
Bedeutung der MIIPS-Traces: Phasenverzerrungen zweiter Ordnung sind als Verschie-
bungen von der Nulllinie, solche dritter Ordnung als Steigungen erkennbar. Die bei
weitem wichtigste Kompressionsmethode fu¨r die Praxis war allerdings die Optimierung
mit evolutiona¨ren Algorithmen. Eine U¨bersicht gibt Tabelle 2.1.
2.3. Nichtlineare optische Mikroskopie
Nichtlineare optische Methoden gewinnen fu¨r Biologie, Medizin und Materialwissen-
schaften zunehmend an Einfluss.[51–53] Gerade mikroskopische Anwendungen sind von
Abbildung 2.6.: Nichtlineare Effekte fu¨r die Mikroskopie. (a) Zweiphotonenfluoreszenz
(2PEF). (b) Erzeugung der zweiten Harmonischen (SHG). (c) Koha¨rente
anti-Stokes-Ramanstreuung (CARS).
24
2.3. Nichtlineare optische Mikroskopie
Abbildung 2.7.: Intensita¨tsabha¨ngigkeiten inner- und außerhalb der Fokalebene. Nicht-
lineare Effekte treten mit nenneswerter Sta¨rke nur im Bereich hoher
Intensita¨ten nahe der Fokalebene auf.
besonderer Bedeutung.[54–56] Im Abschnitt 2.1 wurde die Rolle der Phasenanpassung
behandelt und in Gleichung (2.7) quantifiziert. In der nichtlinearen optischen Mikrosko-
pie stellt diese Bedingung kein Problem dar, da die anregenden Felder hier stark fokus-
siert vorliegen. Dies hat zur Folge, dass zum einen die Wechselwirkungsla¨nge L sehr
gering ist und zum anderen ein großer Bereich an Wellenzahlvektoren ~k zur Verfu¨gung
steht.
Die wichtigsten nichtlinearen Effekte sind Zweiphotonenfluoreszenz (2PEF), Erzeu-
gung der zweiten Harmonischen (SHG) und Koha¨rente anti-Stokes Ramanstreuung (CARS),
die in Abbildung 2.6 gezeigt sind. Bei 2PEF [57] werden zuna¨chst zwei Photonen absor-
biert, bevor nach einem strahlungslosen U¨bergang ein Photon ho¨herer Frequenz emittiert
wird. Mit dieser Methode wurden bereits dreidimensionale Bilder von Gehirnen lebender
Ma¨use bis zu einer Tiefe von 1000 µm aufgenommen.[58]
SHG kann als Absorption zweier Photonen und Emission eines Photons doppelter Fre-
quenz betrachtet werden.[59] Da sie einem Dreiwellenmischprozess entspricht, der mit
der Suszeptibilita¨t zweiter Ordnung χ(2) verbunden ist, tritt sie nicht in isotropen Medien
auf. Dies ist zu sehen, wenn man den Zusammenhang zwischen nichtlinearer Polarisati-
on zweiter Ordnung P 2 und elektrischem Feld E betrachtet. Innerhalb eines isotropen
Mediums kann der Ursprung an jeden beliebigen Punkt gelegt werden. Die Richtung
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der x-Achse ist ebenfalls frei wa¨hlbar. Ohne Beschra¨nkung der Allgemeinheit kann das
Koordinatensystem also so gelegt werden, dass fu¨r die x-Koordinate des elektrischen
Feldes im Ursprung Ex(0) > 0 gilt. Damit ergibt sich
6
P (2)x (0) = χ
(2)E2x(0) ≥ 0.
Nun wird unter Ausnutzung der Isotropie das Koordinatensystem soweit rotiert, dass
die x-Achse in die entgegengesetzte Richtung zeigt, was bedeutet, dass Ex(0) > 0 in
Ex(0) < 0 u¨bergeht. Damit muss auch gelten P
(2)
x (0) ≤ 0. Andererseits gilt auch
−P (2)x (0) = χ(2)(−Ex(0))2 ≥ 0.
Dies ist nur mo¨glich wenn P
(2)
x (0) = 0 und damit auch χ(2) = 0 gilt. Damit ermo¨glicht
SHG die Abbildung anisotroper Strukturen in biologischem Gewebe.[59]
Der große Vorteil, der allen nichtlinearen optischen Kontrastmechanismen gemein
ist, liegt in deren intrinsischem ra¨umlichem Auflo¨sungsvermo¨gen. Abbildung 2.7 ver-
deutlicht dies. Außerhalb der Fokalebene sind die Effekte zweiter und dritter Ordnung
verha¨ltnisma¨ßig gering, da kleine Intensita¨ten vorliegen. Im Fokus hingegen, wo die In-
tensita¨t hoch ist, entstehen nichtlineare Signale besonders effektiv. Die Eindringtiefe des
Anregungslichtes ist zudem fu¨r nichtlineare Effekte ho¨her, da das Licht bis zum Fokus
praktisch nicht abgeschwa¨cht wird.
2.4. Koha¨rente Ramanmikroskopie
Eine Sonderstellung im Rahmen dieser Arbeit nimmt die koha¨rente Ramanmikroskopie,
insbesondere CARS, ein. Es handelt sich hierbei um Spektroskopiemethoden, welche auf
dem Effekt der stimulierten Ramanstreuung beruhen. Eine U¨bersicht ist in Abbildung
2.8 gegeben. Die verschiedenen Methoden werden im Folgenden beschrieben.
2.4.1. Nichtlineare Suszeptibilita¨t
Bei Ramanschwingungen handelt es sich um solche, die nicht direkt u¨ber die Absorp-
tion eines Photons angeregt werden ko¨nnen. Statt dessen werden sie durch Strahlung
ho¨herer Frequenzen angeregt, wobei die Frequenz der am Moleku¨l gestreuten Strahlung




Abbildung 2.8.: Termschemata der wichtigsten Prozesse der nichtlinearen Ramanmikros-
kopie. (a) Koha¨rente anti-Stokes-Ramanstreuung (CARS), bei der drei
einfallende Felder ein Signalfeld erzeugen, welches zu ho¨heren Frequen-
zen verschoben ist. (b) Nichtresonanter Vierwellenmischprozess, der sich
dem CARS-Signal u¨berlagert. (c) Signalentstehung bei der Stimulated
Raman Scattering-Methode (SRS).
um die Moleku¨lschwingungsfrequenz erniedrigt (Stokes-Strahlung) oder erho¨ht (anti-
Stokes-Strahlung) ist.[15] Im ersten Fall ist das Moleku¨l danach in einem ho¨her angereg-
ten Schwingungszustand, im zweiten in einem niedriger angeregten. Die na¨chstliegende
Mo¨glichkeit, Information u¨ber die Ramanniveaus zu erhalten, ist die spontane Raman-
streuung, bei welcher Licht einer Wellenla¨nge eingestrahlt wird und die inelastisch ge-
streute Strahlung detektiert wird. Der Wirkungsquerschnitt fu¨r diese Messung ist aller-
dings sehr gering. Eine Mo¨glichkeit diesen zu erho¨hen, ist die stimulierte Ramanstreuung
auszunutzen. Dabei werden zwei Felder eingestrahlt, deren Frequenzen eine Differenz auf-
weisen, welche der Moleku¨lschwingungsfrequenz Ω entspricht. Anschaulich la¨sst es sich
so beschreiben, dass die Schwingung durch die Schwebung der beiden Felder angetrieben
wird. Damit ergibt sich eine Differentialgleichung der Form
mx¨+ bx˙+Dx = A˜eiΩt, (2.42)
welche durch den Ansatz
x(t) = χre
iΩt (2.43)





Ω20 − Ω2 + iΩΓ
, (2.44)
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= Γ gesetzt wurde. Wegen des Ausdrucks Ω20 − Ω2 = (Ω0 −
Ω)(Ω0 + Ω) ist x0 in (2.44) nur fu¨r Ω ≈ Ω0 deutlich von null verschieden. Damit ergibt






Ω0 − Ω + iΓ2
. (2.45)
Neben den hier beschriebenen Moleku¨lschwingungen tritt auch noch ein nichtresonanter
Untergrund χnr auf, der durch elektronische Zusta¨nde entsteht, wie in Abbildung 2.8
(b) gezeigt. Es kommen im ganzen Vierwellenmischprozess dann nur virtuelle Zusta¨nde
vor, so dass dieses Signal vollkommen unabha¨ngig von den Schwingungsu¨berga¨ngen im
vorliegenden Moleku¨l ist. Die vollsta¨ndige nichtlineare Suszeptibilita¨t ergibt sich zu:




Ωk − Ω + iΓk2
. (2.46)
Hierbei wurde beru¨cksichtigt, dass mehrere Schwingungsresonanzen auftreten, was durch
das Summenzeichen zum Ausdruck gebracht wird.
Besonders erwa¨hnenswert ist die Verbindung zu spontanen Ramanspektren. Diese






Dabei ist ωp die Frequenz des Pumplasers. Da der nichtresonante Untergrund rein real ist,
tritt er in spontanen Ramanmessungen nicht auf. Aus diesem Grund sind die Resonanzen
hier direkt und unverzerrt sichtbar. Was den Informationsgehalt angeht, sind spontane
Ramanmessungen daher die Referenz fu¨r alle neuen Methoden.
2.4.2. Koha¨rente Anti-Sokes Ramanstreuung (CARS)
Abbildung 2.8 (a) zeigt das Termschema fu¨r die koha¨rente anti-Stokes-Ramanstreuung.
Bei diesem Vierwellenmischprozess werden direkt die Schwingungsniveaus des Grund-
zustandes abgefragt. Wie im Termschema in Abbildung 2.8 (a) zu sehen ist, muss das
Anregungsfeld mindestens zwei Frequenzen bereitstellen, um den Ramanu¨bergang an-
zuregen. Allgemein la¨sst sich die Effizienz, mit der ein Schwingungsniveau der Frequenz





E(ω′)E∗(ω′ − Ω)dω′ (2.48)
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ausdru¨cken. Mit dieser Gro¨ße wird die Suszeptibilita¨t χ(3)(Ω) gewichtet, was die Moleku¨l-
antwortfunktion
R(Ω) = A(Ω)χ(3)(Ω) (2.49)
ergibt. Diese Gleichung gibt an, wie stark die einzelnen Niveaus besetzt sind. Das CARS-




E(ω − Ω)R(Ω)dΩ. (2.50)
Narrowband-CARS
Narrowband-CARS war die erste Umsetzung von CARS u¨berhaupt [60] und auch fu¨r
die Mikroskopie.[16, 17] Hierbei werden zwei um die Frequenz der Moleku¨lschwingung
verstimmte Laserimpulse verwendet, um diese anzuregen. Das Abfragen mit dem ho¨her-
frequenten Impuls erzeugt dann ein Signal, welches bei einer ho¨heren Frequenz als die
der eingestrahlten Laser liegt. In der zuvor eingefu¨hrten Nomenklatur la¨sst sich das
Anregungsfeld als U¨berlagerung zweier δ-Funktionen
E(ω) = Epδ (ω − ωp) + ESδ (ω − ωS) (2.51)
beschreiben, wie in Abbildung 2.9 gezeigt ist, wobei ωp > ωS gilt. Setzt man dies in
Gleichung (2.48) ein, ergibt sich:
A(Ω) = |Ep|2 δ(−Ω)+EpE∗Sδ(ωp−ωS−Ω)+E∗pESδ(ωS−ωp−Ω)+ |ES|2 δ(−Ω). (2.52)
Es ergeben sich also zwei Peaks bei Ω = 0, ein physikalisch nicht sinnvoller bei Ω =
ωS −ωp < 0 und der eigentlich interessante bei Ω = ωp−ωS < 0. Es wird also genau die
Differenz der beiden Peaks des Feldes E(ω) angeregt. Unter Verwendung von Gleichung






(3)(ωp − ωS)δ(ω + ωS − 2ωp), (2.53)
welche einen Peak bei ωaS = 2ωp − ωS > ωp aufweist. Damit ist es mo¨glich ohne
u¨berlagerte Fluoreszenz direkt Moleku¨le mit der Resonanz Ω = ωp − ωS bei der Fre-
quenz ωaS zu detektieren. Das erhaltene CARS-Signal entspricht dem Betragsquadrat
der nichtlinearen Suszeptibilita¨t
∣∣χ(3)(ωp − ωS)∣∣2.
Die technische Umsetzung erfolgt entweder mit zwei elektronisch synchronisierten La-
sern oder einem optisch-parametrischen Oszillator. Im letzten Fall wird automatisch eine
stabile Phasenbeziehung und ein lokaler Oszillator (vgl. Abschnitt 4.2.1) erhalten.[61]
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Abbildung 2.9.: Narrowband-CARS. (a) Spektrales Anregungsfeld bestehend aus zwei
schmalbandigen Peaks, welche um ∆ω = ωp − ωS verstimmt sind. (b)
Ramananregungswahrscheinlichkeit A(Ω) mit einem Peak bei ∆ω. (c)




Bei Multiplex-CARS [13, 14, 62, 63] setzt sich das Anregungsfeld ebenfalls aus zwei
Anteilen zusammen, von denen einer breitbandig ist und einer schmalbandig, wie in Ab-
bildung 2.10 (a) gezeigt. Erzeugt werden diese meist durch Einkoppeln eines Teils des
Pumpstrahls in photonische Kristallfasern.[14, 64, 65] Das Anregungsfeld kann ausge-
dru¨ckt werden als:
E(ω) = Epδ(ω − ωp) + ES(ω). (2.54)
Dabei weisen Pump- und Stokesfeld keine spektrale U¨berlappung auf, es gilt also ES(ω) =
0 fu¨r ω ≥ ωp. Außerdem hat das Pumpfeld eine viel gro¨ßere Intensita¨t als das Stokesfeld:
|Ep| 
∫
ES(ω)dω. Fu¨r die Ramananregungswahrscheinlichkeit ergibt sich dann durch
Einsetzen von Gleichung (2.54) in Gleichung (2.48):










S(ω − Ω)dω︸ ︷︷ ︸
Aeff (Ω)
(2.55)
Es entsteht eine breitbandige effektive Anregung Aeff (Ω) fu¨r alle Schwingungsniveaus






S(2ωp − ω)χ(3)(ω − ωp). (2.56)
Damit la¨sst sich also ein ganzer Bereich aus dem CARS-Spektrum auf einmal aufneh-
men. Das erhaltene Signal ist proportional zum Betragsquadrat |χ(3)(Ω)|2, was nicht
ohne Konsequenzen fu¨r die Interpretation der Messungen bleibt, wie Abbildung 2.11
zeigt. In (a) sind Imagina¨r- und Realteil der Suszeptibilita¨t zu sehen und in (b) das
Betragsquadrat, welches dem CARS-Signal entspricht. Es wurde ein Lorentzoszillator
bei ΩR = 2000cm
−1 simuliert mit einer Sta¨rke von A = 5 · 104cm−1 und einer Linien-
breite von Γ = 5cm−1. Der nichtresonante Untergrund χnr wurde mit Werten von 0;
0,5 und 2 simuliert. Das Betragsquadrat
∣∣χ(3)(Ω)∣∣2 a¨ndert mit zunehmendem nichtre-
sonanten Untergrund seine Form von einem deutlichen Peak bei der Resonanzfrequenz
zu einer verschobenen Linienform. Dies wird ersichtlich, wenn man das erhaltene Signal
betrachtet: ∣∣χnr + χ(3)r (Ω)∣∣2 = |χnr|2 + ∣∣χ(3)r (Ω)∣∣2 + 2χnrRe{χ(3)r (Ω)} . (2.57)
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Abbildung 2.10.: Multiplex-CARS. (a) Anregungsspektrum mit einem Peak bei ωp und
einem breitbandigen Stokesanteil bei kleineren Frequenzen. (b) Ra-
mananregungswahrscheinlichkeit A(Ω) mit einem Verlauf, welcher dem
Stokesanteil entspricht. (c) Moleku¨lantwort. (d) CARS-Feld mit einem




Abbildung 2.11.: Simulation der nichtlinearen Suszeptibilita¨t χ(3). (a) Spektraler Verlauf
von Real- (schwarz, unten) und Imagina¨rteil (rot, oben). (b) Betrags-
quadrat
∣∣χ(3)(Ω)∣∣2 fu¨r verschiedene Werte des nichtresonanten Unter-
grundes χnr. Die Linienform a¨ndert sich zunehmend und das Maximum
wird zu niedrigeren Frequenzen hin verschoben.
Mit zunehmendem nichtresonanten Untergrund wird dem Signal also ein Anteil u¨berlagert,
welcher die Form des Realteils eines Lorentzoszillators hat (vgl. Abbildung 2.11 a). In
realen Proben ist oft die Bedingung χnr  χ(3)r (Ω) erfu¨llt, so dass der Signalverlauf nach
Gleichung (2.57) im Wesentlichen dem Realteil einer Lorentzfunktion entspricht. Das
gleiche Ergebnis wird erhalten, wenn im Narrowband-CARS-Experiment der Abstand
zwischen ωp und ωS variiert und das Signal u¨ber die Verstimmung aufgetragen wird.
Multiplex-CARS-Messungen nehmen mehr Zeit in Anspruch als Narrowband-CARS,
da mit spektraler Auflo¨sung detektiert werden muss. Der Vorteil ist aber, dass Infor-
mation, welche u¨ber das Spektrum verteilt ist, ausgewertet kann. Es wurden etliche
Methoden entwickelt, um aus Multiplex-CARS-Spektren ein hohes Maß an Information
zu gewinnen.[12, 65–68]
2.4.3. Single-Beam-CARS
Die Single-Beam-CARS-Methode wurde im Rahmen dieser Arbeit untersucht und wei-
terentwickelt. Dabei wird das CARS -Signal mit einem einzigen breitbandigen Laser er-
zeugt, wie in Abbildung 2.12 (a) gezeigt.[69–78] Dabei stammen alle beteiligten Photonen
aus dem selben Spektrum. Zur Anregung einer Schwingung der Frequenz Ω tragen alle
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Abbildung 2.12.: Single-Beam-CARS. (a) Breitbandiges Anregungsspektrum. (b) Ra-
mananregungswahrscheinlichkeit A(Ω) mit einem Maximum bei null,
von wo aus eine kontinuierliche Abnahme zu ho¨heren Wellenzahlen hin
stattfindet. (c) Die Moleku¨lantwort entspricht der gewichteten Suszep-
tibilita¨t. (d) Durch die breitbandige Abfrage werden die Resonanzen
verwaschen und sind im detektierten Spektrum nicht mehr zu erkennen.
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Frequenzpaare bei, die diesen Abstand besitzen. Die Gesamtanregungswahrscheinlichkeit
ergibt sich dann direkt aus Gleichung (2.48) und weist einen Verlauf wie in Abbildung
2.12 (b) gezeigt auf.
Bei Single-Beam-CARS verha¨lt sich die Gewinnung von Information u¨ber Schwin-
gungsresonanzen der Probe vollkommen anders, als bei den zuvor vorgestellten Metho-
den. Wie an Gleichung (2.50) deutlich wird, ist das erhaltene Signal eine Faltung der
Moleku¨lantwort R(Ω) mit dem breitbandigen Anregungsfeld E(ω). Geht man von einem
Anregungsfeld aus, welches durch eine glatte Funktion beschrieben wird, also keine aus-
gepra¨gten Merkmale bei bestimmten Frequenzen verfu¨gt, werden die Linien von R(Ω)
verwaschen, wie Abbildung 2.12 (d) zeigt.
Single-Beam-CARS erfordert daher zusa¨tzliche Maßnahmen, welche durch Einsatz der
Impulsformung des Anregungsfeldes erfolgen. Es gibt zwei ga¨ngige Mo¨glichkeiten zur Er-
langung schwingungsspektroskopischer Information aus Single-Beam-CARS-Messungen:
Bei der Kontrolle der Anregung [79, 80] erzeugen nur Moleku¨le, deren Schwingungsnive-
aus bei den passenden Frequenzen liegen, CARS-Signal. Durch Einfu¨hrung eines schmal-
bandigen spektralen Merkmals ist auch im Single-Beam-CARS Multiplexing mo¨glich. Die
entsprechenden Methoden werden im Folgenden beschrieben.
Kontrolle der Anregung: Zeitaufgelo¨ste Methoden
Der Begriff der zeitaufgelo¨sten Methoden hat seinen Ursprung in der Tatsache, dass die
geformten Impulse die Moleku¨lschwingung in der Zeitdoma¨ne abbilden. Hierzu wird ein
Impuls in zwei oder mehr Subimpulse aufgeteilt, deren zeitlicher Abstand variiert wird.
Eine erste Demonstration fu¨r ein solches Verfahren wurde in [69] gegeben. Es wird
eine Phasenfunktion der Form
φ(ω) = a sin (bω + c) (2.58)
angelegt. Der Parameter b wird variiert um spektrale Information zu erlangen, weshalb
diese Methode als b-Scan bezeichnet wird. Die Auswirkung einer solchen Phase ist in
Abschnitt 4.1 ausfu¨hrlich in der Frequenzdoma¨ne beschrieben. Der entscheidende Punkt





mit n ∈ N (2.59)
erfu¨llt ist. Hier soll kurz das intuitive Bild in der Zeitdoma¨ne gegeben werden, ohne
jedoch den Fokus auf mathematische Details zu richten. In der Zeitdoma¨ne hat der
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Abbildung 2.13.: Multiimpuls-Schema. (a) Eine sinusfo¨rmige spektrale Phase bewirkt
eine Anregung der Moden, deren Frequenz einem ganzzahligen Vielfa-
chen derjenigen des Sinus entspricht. (b) Bei den Frequenzen, welche
die Bedingung Ω = 2pin
b
erfu¨llen, wird die Ramananregungswahrschein-
lichkeit des transformlimitierten Impulses (grau hinterlegt) erreicht.





Dabei ist Jn(a) die Besselfunktion erster Art der Ordnung n. Es werden also mit Jn(a)
gewichtete Impulskopien erzeugt, welche jeweils den zeitlichen Abstand b zueinander
haben. Die Anregung kann so betrachtet werden, dass jeweils nach einer Schwingungs-
periode ein weiterer Impuls auf das Moleku¨l einwirkt und so eine Anregung in Phase
stattfindet. Wie in der Simulation (vgl. Anhang B) in Abbildung 2.13 gezeigt ist, wird
die Ramananregungswahrscheinlichkeit A(Ω) durch die sinusfo¨rmige Phase moduliert.
Die Auswertung dieser Methode ist in Abschnitt 4.1 dargestellt.
In [82] bzw. [83] wurden weitere Verfahren entwickelt, bei welchen Impulskopien mit
variablem zeitlichen Abstand erzeugt wurden. Ein wichtiges Beispiel sind etwa Doppel-
impulse. Auch hier erfolgt eine effiziente Anregung, wenn die beiden Impulskopien den
zeitlichen Abstand einer Moleku¨lschwingungsperiode haben. Die Verwendung der Im-
pulsformung ermo¨glicht die Erzeugung von Doppelimpulsen durch Anlegen einer Mas-
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Abbildung 2.14.: Doppelimpulsanregung. (a) Eine kosinusfo¨rmige spektrale Amplitude
der Maskenfunktion erzeugt zwei gleiche Doppelimpulse. (b) Es werden
auch hier alle Frequenzen, welche die Bedingung Ω = 2pi/b erfu¨llen,
angeregt. Allerdings ist die Effizienz der Anregung und Selektivita¨t
























Die effizienteste Anregung wird also erhalten, wenn wie zuvor die Bedingung Ω = n·2pi/b
erfu¨llt ist. Der Effekt auf die Ramananregungswahrscheinlichkeit ist in einer Simulation
in Abbildung 2.14 gezeigt. Eine Mo¨glichkeit zur schnellen Aufnahme solcher Doppelim-
pulsmessungen wurde in [84, 85] vorgestellt und in [86, 87] fu¨r Messungen bis in den
CH-Bereich weiterentwickelt. Hier wurden die Impulskopien nicht mit einem Impulsfor-
mer, sondern einem Michelson-Interferometer erzeugt. Eine weitere interessante Reali-
sierung des Doppelimpuls-CARS-Experiments wurde in [88] demonstriert. Dort wurden
zwei leicht verstimmte Frequenzka¨mme [89] u¨berlagert, so dass sich die zeitliche Differenz
zwischen zwei Einzelimpulsen leicht a¨ndert. Durch eine Detektion in der Gro¨ßenordnung
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mehrerer MSamples/s wird das Interferogramm erhalten. Der Informationsgehalt ist in
den genannten Verfahren identisch und die Auswertung erfolgt analog. Sie besteht dann
im Wesentlichen aus einer Fouriertransformation, um die Schwingungsmoden zu identi-
fizieren [69] (vgl. Abschnitt 4.1).
Weiterhin wurde in [82] bzw. [83] ein Verfahren vorgestellt, welches als Two colour
double pulse bezeichnet wird. Diese Impulsform wird einfach erreicht, indem eine Ha¨lfte
des spektralen Anregungsfeldes eine konstante Phase erha¨lt und die andere eine der
Form
φ(ω) = bω.
Dies entspricht einer zeitlichen Verzo¨gerung dieses Teilimpulses um b gegenu¨ber dem
anderen, welcher eine konstante spektrale Phase aufweist. Die beiden Beitra¨ge ko¨nnen als
transformlimitierte Impulse mit der halben Bandbreite betrachtet werden, deren Raman-
anregungswahrscheinlichkeiten interferieren. Wa¨hrend die Anregungswahrscheinlichkeit
des nicht verschobenen Anteils eine konstante Phase besitzt, nimmt die des verschobenen
linear mit der Frequenz zu. Dadurch wird die resultierende Anregungswahrscheinlichkeit
moduliert. Dieser Effekt kann in der Simulation in Abbildung 2.15 beobachtet werden.
Kontrolle der Anregung: Spectral Focusing und Binary Phase Shaping
Zwei weitere Verfahren, welche auf der Kontrolle der Anregung basieren und eine Ver-
bindung zu herko¨mmlichen CARS-Experimenten darstellen, sind Spectral Focusing und
Binary Phase Shaping. Bei der zuvor vorgestellten b-Scan-Technik wurden immer alle
Vielfache der Frequenz 2pi/b innerhalb der Laserbandbreite angeregt und durch einen
Scan mit anschließender Auswertung alle Linien erhalten. Eine Alternative hierzu ist
nur eine Bande anzuregen. Erreicht wird dies durch zwei Kopien einer Phasenfunktion,
welche um die anzuregende Frequenz Ω verschoben sind.
Eine Mo¨glichkeit ist es, zwei Ha¨lften des Spektrums den gleichen Chirp aufzupra¨gen,
wie in Abbildung 2.16 gezeigt. Die Simulation der Ramananregungswahrscheinlichkeit
demonstriert die Mo¨glichkeit zur effizienten Unterdru¨ckung unerwu¨nschter Frequenzen.
Erste Realisierungen hiervon wurden demonstriert, indem zwei spektrale Ha¨lften eines
Laserimpulses durch verschiedene Glaselemente gechirpt wurden.[90–92] Der Ansatz in
[93] verwendet das gleiche Verfahren , legt die entsprechende Phasenfunktion jedoch mit
einem Impulsformer an. Fu¨r sich genommen ist dies eine aufwendigere und kostspieligere
Lo¨sung als die zuvor genannte mit den Glaselementen, allerdings ist es als Erweiterung
eines ohnehin bestehenden Aufbaus zur Impulsformung eine wirkungsvolle Methode zur
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Abbildung 2.15.: Zweifarben-Doppelimpuls. (a) Eine Ha¨lfte des Spektrums wird in der
Zeit durch Anlegen einer linearen Phase verschoben. Es handelt sich
um eine reine Phasenformung. (b) Die Ramananregungswahrschein-
lichkeit fu¨r niedrige Wellenzahlen ist erho¨ht, da hier die Beitra¨ge der
beiden Teilimpulse interferieren. Dadurch wirkt A(Ω) eingeengt.
Abbildung 2.16.: Spectral Focusing. (a) Zwei um Ω verschobene Parabeln tragen zu ei-
ner Anregung bei dieser Frequenz bei. (b) Die Ramananregungswahr-
scheinlichkeit fu¨r andere Frequenzen wird nahezu vollsta¨ndig unter-
dru¨ckt.
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Abbildung 2.17.: Binary Phase Shaping. (a) Die einzelnen Pixel einer Maske werden
entweder auf den Wert null oder pi gesetzt. (b) Durch identische Kopien
von Phasenabfolgen kann eine bestimmte Frequenz angeregt werden.
schnellen Bildgebung, welche ohne großen Aufwand realisiert werden kann.
Eine andere Variante der gezielten Anregung einer Schwingungsresonanz wurde in
[94, 95] vorgestellt. Wie in Abbildung 2.17 gezeigt ist, wird dabei jedes einzelne Pixel
einer Phasenmaske entweder auf 0 oder pi gesetzt. Dabei entsteht ein bina¨res Muster,
welches um die Frequenz Ω versetzt wird, womit die Bedingung fu¨r eine konstruktive
U¨berlagerung aller Frequenzanteile zur Anregung dieser Bande gegeben ist. In [94] wurde
eine Methode demonstriert, mit welcher analytisch eine Abfolge von Phasenwerten null
und pi fu¨r den Bereich zwischen den beiden um Ω verschobenen Phasenkopien bestimmt
wird. Im Beispiel hier wurde die Abfolge fu¨r das gesamte Spektrum mit Hilfe eines
genetischen Algorithmus gefunden (vgl. Anhang B). Die Kombination aus genetischen
Algorithmen und Binary Phase Shaping ist besonders geeignet, da der Parameterraum
hier aus bina¨ren Zahlen besteht.
Es ist mo¨glich durch eine la¨ngere Optimierung oder andere Suchstrategien vermutlich
eine selektivere Anregung zu erhalten, allerdings ist kein Vorteil gegenu¨ber des Ansatzes
des Spectral Focusing erkennbar, bei dem die beno¨tigte Phase direkt ersichtlich ist.
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Abbildung 2.18.: Spektral aufgelo¨ster Single-Beam-Ansatz. (a) Im spektralen Anre-
gungsfeld wird ein pi-Phasengate erzeugt. (b) Die Ramananregungs-
wahrscheinlichkeit A(Ω) bleibt hiervon praktisch unbeeinflusst. (c) Die
Moleku¨lantwort R(Ω) entha¨lt Beitra¨ge von allen Resonanzen innerhalb
der Laserbandbreite. (d) Im CARS-Spektrum erscheinen die Resonan-
zen als Dip-Peak-Muster.
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Abbildung 2.19.: Erzeugung von Spektren, welche anna¨hernd spontanen Ramanspek-
tren entsprechen. (a) Die CARS-Spektren fu¨r Gatephasen von pi/2 und
−pi/2 unterscheiden sich nur an den Stellen, an denen Resonanzen auf-
treten. (b) Die Differenz ergibt ein Spektrum, welches demjenigen aus
einer spontanen Ramanmessung a¨hnelt.
Multiplexing: Spektral aufgelo¨ste Methoden
Eine grundlegend andere Methode als die Kontrolle der Anregung sind spektral auf-
gelo¨ste Methoden, welche auf einem Multiplexing-Ansatz beruhen. Hierbei wird ein
schmalbandiger Bereich eingefu¨hrt, welcher gegenu¨ber dem Rest des Spektrums in Phase
und/oder Amplitude vera¨ndert ist. Im Folgenden wird dieser als Phasen- bzw. Ampli-
tudengate bezeichnet. Wie in Abbildung 2.18 (b) zu sehen ist, bleibt die Ramananre-
gungswahrscheinlichkeit A(Ω) davon praktisch unberu¨hrt und alle Schwingungsniveaus
innerhalb der Laserbandbreite werden angeregt (Abbildung 2.18, c). Der schmalbandi-
ge Probe-Impuls bewirkt ein Multiplex-CARS-Feld, welches durch Interferenz ein Dip-
Peak-Muster im Spektrum erzeugt. Am sta¨rksten ausgepra¨gt ist dieser Effekt bei einer
Gatephase φg = pi.[70] Die genaue Behandlung der Theorie erfolgt in den Abschnitten
4.2 und 5.2.
Ein weiterer interessanter Effekt ist in Abbildung 2.19 demonstriert. Wie in Abschnitt
4.2 na¨her beschrieben wird, liefert die Differenz zweier CARS-Spektren mit einer Phase
des Gates von pi/2 bzw. −pi/2 anna¨hernd ein Ramanspektrum (vgl. Abbildung 2.19
b).[96] Die genaue Behandlung dieses Effekts ist in Anhang C dargestellt.
In [72, 74] wurde ein Verfahren vorgestellt, mit dem die beiden hierfu¨r beno¨tigten
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Spektren auf einmal aufgenommen werden ko¨nnen, indem sie in verschiedenen Polarisa-
tionsrichtungen erzeugt werden.
Wie Abbildung 2.19 (b) zeigt, wird nur na¨herungsweise ein Ramanspektrum erhalten,
was im folgenden Abschnitt 4.2 na¨her erla¨utert wird. Dort wird auch ein Verfahren
vorgestellt, mit dem zuverla¨ssig korrekte Ramanspektren erhalten werden ko¨nnen.
Eine andere Methode Ramanspektren zu erhalten, welche in [97, 98] demonstriert








auszunutzen. Der erste Term ECARS,n+E
∗
CARS,n entspricht dem Realteil, der na¨herungsweise
als Spi(ω)/S0(ω) bestimmt werden kann. Durch zwei Fouriertransformationen kann auf
diese Weise die Phase von ESig(ω) na¨herungsweise bestimmt werden.
2.4.4. Stimulierte Ramanstreuung (SRS)
Eine Methode, die in den letzten Jahren zunehmend an Aufmerksamkeit gewonnen hat,
ist die stimulierte Ramanstreuung (SRS), die in Abbildung 2.8 (c) dargestellt ist.[99–
105] Bei der stimulierten Ramanstreuung wird ein Photon emittiert, welches die gleiche
Frequenz hat wie das eingestrahlte Stokesphoton. In einer klassischen Betrachtungsweise,
la¨sst sich sagen, dass ein Feld bei der Stokesfrequenz emittiert wird, welches mit dem
eingestrahlten in Phase ist (siehe Abbildung 2.8). Bei der Pumpfrequenz hingegen wird
ein Feld emittiert, das gegenu¨ber dem eingestrahlten eine Phase von pi aufweist und
daher mit diesem destruktiv interferiert.
Fu¨r das Pumpfeld kommt es damit zu einer Abschwa¨chung, welche als Stimulated
Raman Loss (SRL) bezeichnet wird, wa¨hrend das Stokesfeld eine Versta¨rkung, den so-
genannten Stimulated Raman Gain (SRG), erfa¨hrt. Lange Zeit konnte dieser Effekt nicht
ausgenutzt werden, da hierzu sehr kleine A¨nderungen eines verha¨ltnisma¨ßig großen Si-
gnals gemessen werden mu¨ssen (∆I/I ∼ 10−4). Die Lo¨sung fu¨r dieses Problem ist eine
Lock-In-Technik bei sehr hohen Frequenzen (RF-Lock-In), welche es ermo¨glicht einige
wenige Stokesimpulse ein- und auszublenden.7 Das Prinzip ist in Abbildung 2.20 ge-
zeigt. Wann immer Stokesimpulse vorhanden sind, kommt es zu einer Abschwa¨chung
des Pumpsignals, vorausgesetzt die Verstimmung der beiden Impulse stimmt mit der
Resonanzfrequenz des Moleku¨ls u¨berein. Diese Abschwa¨chung ist mit der gleichen Fre-
quenz moduliert wie das Ein- und Ausschalten der Stokesimpulse. Typische Frequenzen
7Alternativ wa¨re auch ein Ein- und Ausblenden des Pumpimpulses mo¨glich.
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Abbildung 2.20.: Experimentelle Umsetzung der Stimulated Raman Scattering Methode
(SRS). Einem Pumpimpuls wird ein zeitlich modulierter Stokesimpuls
u¨berlagert, was zu einer modulierten Abschwa¨chung (Stimulated Ra-
man Loss, SRL) fu¨hrt, welche mit Lock-In-Technik detektiert werden
kann.
liegen hier im Megahertzbereich. Wird der Lock-In-Versta¨rker auf diese eingestellt, so
wird diese A¨nderung gemessen.
Der große Vorteil von SRS-Messungen ist, dass der Imagina¨rteil der Suszeptibilita¨t
abgefragt wird, was zu untergrundfreien Aufnahmen fu¨hrt. In [106] wurde eine Single-
Beam-SRS Variante vorgestellt. Die Modulation erfolgte dort mit dem Impulsformer,
was den Einsatz eines Lock-In-Versta¨rkers ausschließt. Aus diesem Grund wurde ein
versta¨rktes Lasersystem mit einer Wiederholrate von 1kHz und Impulsenergien von bis
zu 1µJ verwendet, um die kleinen SRS-Signala¨nderungen detektieren zu ko¨nnen. Diese




Nach der Vorstellung der Grundlagen soll in diesem Kapitel das verwendete Mikrosko-
piesystem na¨her beschrieben werden. Der grundlegende Aufbau ist bereits in Abbildung
1.3 in Kapitel 1 kurz eingefu¨hrt worden. Hier werden nun die experimentellen Details
ero¨rtert. Dazu ist zuna¨chst der Aufbau in Abbildung 3.1 zusammen mit einigen experi-
mentellen Daten gezeigt.
Nach einer kurzen Beschreibung des Lasersystems, wird der Impulsformer in seinen
Einzelheiten beschrieben. Seine Kalibrierung wird in Anhang A behandelt.
Ein großer Teil dieses Kapitels behandelt die Korrektur des Impulses, sowohl was sei-
nen Chirp betrifft (zeitliche Korrektur), als auch in Bezug auf Abbildungsfehler (ra¨umliche
Korrektur). Zur zeitlichen Korrektur kommen neben dem Impulsformer sogenannte ge-
chirpte Spiegel zum Einsatz. Die ra¨umliche Korrektur basiert vor allem auf dem Einsatz
eines adaptiven Spiegels.
Abschließend werden die Komponenten des Mirkoskops und der Detektionseinheit
vorgestellt, die im Wesentlichen jedoch dem u¨blichen Stand der Technik entsprechen.
3.1. Laserquelle
Als Lichtquelle kam ein kommerzieller Ti:Sa-Laseroszillator (Femtolasers Fusion Pro 800)
zum Einsatz, welcher am Ausgang Laserimpulse von etwa 9fs Dauer liefert. In Abbildung
3.2 (a) ist die zugeho¨rige Autokorrelation zu sehen. Die Impulswiederholfrequenz liegt
bei 76MHz und die mittlere Leistung bei Pavg = 800mW. Damit ergibt sich eine Impuls-
energie von etwa EP = 10, 5nJ und eine Impulsspitzenleistung von PP = 1, 17MW. Das
zugeho¨rige Spektrum ist in Abbildung 3.2 (b) gezeigt. Der eingezeichnete Pfeil verdeut-
licht, dass ein Frequenzbereich von mehr als 3000cm−1 u¨berspannt wird. Diese Frequenz
entspricht etwa derjenigen von CH-Streckschwingungen, so dass diese mit diesem System
angeregt werden ko¨nnen. Mo¨glich werden solche Laserparameter bei kompaktem Aufbau
durch die Verwendung von gechirpten Spiegeln zur Impulskompression.[23]
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Abbildung 3.1.: Aufbau zur nichtlinearen Mikroskopie, der in dieser Arbeit verwendet
wurde. Ein kommerzieller Ti:Sa-Laser (Femtolasers Fusion Pro 800) lie-
fert Impulse mit einer Dauer von etwa 9 fs. Diese werden mit einer 4f-
Linie und einem ra¨umlichen Lichtmodulator (SLM) in Amplitude und
Phase geformt und zum Mikroskop gefu¨hrt, wo die nichtlineare Wech-




Abbildung 3.2.: (a) Autokorrelation (b) und Spektrum fu¨r den Femtosekundenlaseros-
zillator Fusion Pro 800 von Femtolasers.
Die Leistungsfa¨higkeit des vorgestellten Experiments ha¨ngt maßgeblich von der Jus-
tierung des Lasers ab. So ist die Einkopplung des Pumplasers ta¨glich zu u¨berpru¨fen
und die Ausgangsleistung zu messen. Gegebenenfalls ist auch der Kristall und die rest-
lichen Optiken zu reinigen und die Kavita¨tsendspiegel zu justieren. Auch die Position
des Kristalls ist etwa einmal im Monat zu a¨ndern, da mit der Zeit der Pumplaserstrahl
(Pavg = 7W) den Kristall zersto¨rt.
3.2. Impulsformer
Der Impulsformer, gewissermaßen das Herzstu¨ck des Aufbaus, ist in Abbildung 3.3 ge-
zeigt und wurde im Prinzip bereits im Abschnitt 2.2.2 beschrieben. Im Experiment kam
eine 4f-Linie zum Einsatz, die im Laufe der Arbeit mehrfach u¨berarbeitet und umgebaut
wurde. Fester Bestandteil aller Aufbauten war jedoch eine Doppelflu¨ssigkristallmaske
(SLM 640d von Jenoptik) mit 640 Pixeln, die u¨ber die Software LabVIEW von National
Instruments angesteuert wurde. Der erreichbare Phasenhub ha¨ngt von der Wellenla¨nge
ab un betra¨gt laut Hersteller der Maske 7pi bei 430 nm und 2pi bei 1500 nm. Die Span-
nung, die an jedes Pixel angelegt werden kann ist mit einer Auflo¨sung von 12 Bit steu-
erbar, so dass 4096 Abstufungen erreicht werden. Der maximale Spannungsbereich kann
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Abbildung 3.3.: Aufbau des Impulsformers. (a) Schematische Skizze. Aus Platzgru¨nden
wurde der Strahlengang einmal mit Hilfe von Planspiegeln gefaltet. (b)
Aufbau im Labor. Zu sehen ist die erste Version mit einer Brennweite
der zylindrischen Spiegel von f = 200mm und Gittern mit 600 l/mm.
dabei per Software ausgewa¨hlt werden: entweder von 0V bis 5V oder von 0V bis 8V. Bei
der ersten Variante ist die Auflo¨sung gro¨ßer, da kleinere Spannungsschritte auch kleine-
re Phasena¨nderungen bedeuten. Die hohe Spannung ist nu¨tzlich, wenn eine Teilmaske
inaktiv, sprich auf die ho¨chste Spannung gesetzt werden soll. Die Phasena¨nderung bei
einem gegebenen Spannungswert ha¨ngt empfindlich von der Temperatur ab, weshalb
die Flu¨ssigkristallmaske eine Aufwa¨rmzeit von typischerweise 30 Minuten beno¨tigt. Fer-
ner ist eine Kalibrierung am endgu¨ltigen Aufstellungsort notwendig. Eine ausfu¨hrliche
Beschreibung des Vorgehens hierzu ist in Anhang A gegeben.
Der Aufbau eines Impulsformers erfordert besondere Sorgfalt bei der Justage. So ist
etwa darauf zu achten das erste Gitter mit einem Strahl der parallel zur Tischebene
verla¨uft zu treffen und auch die spektral aufgespaltenen Strahlen mu¨ssen in dieser Ebe-
ne liegen. So ist sichergestellt, dass Gitter nicht verdreht ist. Der Abstand zwischen
dem ersten Gitter und dem ersten zylindrischen Spiegel ist ungefa¨hr auf die Brennweite
desselben einzustellen und in einiger Entfernung (2-3 m) ist zu u¨berpru¨fen, dass sich
die Breite des spektral aufgespaltenen Strahls nicht a¨ndert und dieser nicht verdreht
ist. Der zweite zylindrische Spiegel im Abstand 2f zum ersten und das zweite Gitter
sind so zu positionieren, dass der Ausgangsstrahl parallel zur Tischebene und auf glei-
cher Ho¨he wie der Eingangsstrahl den Impulsformer verla¨sst. Mit einer Infrarotkarte
ist dann die ra¨umliche Verzerrung in mo¨glichst großer Entfernung zu kontrollieren und
mit dem Gitterwinkel zu kompensieren. Der letzte Schritt zum Aufbau der 4f-Linie ist
die Einstellung des Abstandes des zweiten Gitters zum Spiegel. Hierzu wird das Au-
tokorrelationssignal des Ausgangsstrahls aufgenommen und die Impulsdauer minimiert.
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Anschließend ist die Flu¨ssigkristallmaske einzusetzen, wobei darauf zu achten ist, dass
sie mo¨glichst senkrecht zum Laserstrahl steht. Dies wird erreicht, indem die Reflexion,
welche an Eintrittsfenster entsteht, mit dem Eingangsstrahl zur Deckung gebracht wird.
Die Maske erzeugt wieder einen sehr großen Chirp im Ausgangsstrahl. Dies kann zwar
durch die Position des zweiten Gitters teilweise kompensiert werden, allerdings zu Las-
ten der Strahlqualita¨t. In dieser Arbeit wurde die Erfahrung gemacht, dass das beste
Ergebnis erzielt wird, wenn die Kompression mittels gechirpter Spiegel vorgenommen
wird, wie im folgenden Abschnitt 3.3 beschrieben wird.
Es gab im Laufe der Arbeit drei Konfigurationen von Gittern und zylindrischen Spie-
geln:
1. Gitter mit 600 l/mm und zylindrische Spiegel mit 200 mm Brennweite.
2. Gitter mit 1200 l/mm und zylindrische Spiegel mit 200 mm Brennweite.
3. Gitter mit 600 l/mm und zylindrische Spiegel mit 300 mm Brennweite.
Bei der ersten Konfiguration war ein kompakter Aufbau mo¨glich, allerdings bei niedriger
Auflo¨sung. Die zweite ermo¨glichte eine ho¨here Auflo¨sung, allerdings war die Effizienz
der Gitter in der Polarisationsrichtung des Laserstrahls sehr gering. Die dritte Variante,
ermo¨glichte schließlich eine gute Auflo¨sung bei hoher Transmission, wenn auch mit einem
etwas gro¨ßeren Aufbau.
Der wesentliche Schritt nach einem solchen Umbau ist immer die Pixel-Wellenla¨ngen-
Kalibrierung (siehe Anhang A). Dazu werden fu¨r etwa zehn einzelne Pixel nacheinander
die Amplituden moduliert und mit einem Spektrometer die zugeho¨rigen Wellenla¨ngen
ermittelt. Aus der Annahme der Fraunhofer-Beugung folgt die Funktion, vgl. [28]:















Dabei sind x(λ) die Pixelposition in Abha¨ngigkeit von der Wellenla¨nge, x0 die Referenz-
position, f die Brennweite des Zylinderspiegels, d der Strichabstand des Beugungsgit-
ters, θi der Einfallswinkel und λ0 die Wellenla¨nge bei x0. Mittels eines fu¨r diese Aufgabe
erstellten LabVIEW-Programms wird dann eine Anpassung nach Levenberg-Marquadt
[107] vorgenommen und die Wellenla¨nge fu¨r jedes Pixel ermittelt.
3.3. Zeitliche und ra¨umliche Impulskorrektur
Voraussetzung fu¨r eine erfolgreiche nichtlineare Mikroskopie ist ein Impuls, der sowohl
zeitlich als auch ra¨umlich gut korrigiert ist. Die zeitliche Korrektur ist notwendig, da sich
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Abbildung 3.4.: Passive und aktive Korrekturmethoden.
dispersive Elemente im Strahlengang befinden. In erster Linie ist hier das Mikroskop-
objektiv zu nennen, doch auch die Flu¨ssigkristallmaske selbst und sogar die Dispersion
der Luft spielen bei solch kurzen Laserimpulsen eine Rolle. Die 4f-Linie des Impulsfor-
mers erzeugt hingegen Wellenfrontverzerrungen, welche letztlich die Qualita¨t des Fokus
verringern.
Zur Korrektur kommen fu¨r ra¨umliche und zeitliche Korrekturen sowohl aktive als auch
passive Elemente zum Einsatz. Eine U¨bersicht gibt Abbildung 3.4.
Mo¨glichkeiten zur zeitlichen Impulskompression mit passiven Elementen sind seit
la¨ngerer Zeit in Form von Prismen- oder Gitterkompressoren gegeben, die jedoch ei-
ne aufwendige Justierung erfordern und großen Raum beanspruchen. Eine interessante
Alternative, welche in dieser Arbeit zum Einsatz kam, sind gechirpte Spiegel, die in Ab-
bildung 3.4 (a) dargestellt sind.[24, 108] Hierbei handelt es sich um dielektrische Spiegel,
wie sie etwa auch in Laserkavita¨ten verwendet werden, mit dem Unterschied jedoch, dass
die Schichtdicken mit zunehmender Eindringtiefe gro¨ßer werden. Dadurch ist die Bedin-
gung fu¨r konstruktive Interferenz zweier Teilwellen, die von benachbarten Schichtgrenzen
reflektiert werden, bei kleineren Eindringtiefen zuna¨chst fu¨r kurzwelliges Licht gegeben.
Mit zunehmender Eindringtiefe wird dann nach und nach immer langwelligeres Licht
reflektiert. Das bedeutet, dass die einzelnen spektralen Komponenten mit abnehmender
Frequenz eine gro¨ßere Verzo¨gerung erfahren. Dadurch nimmt die instantane Frequenz
des reflektierten Feldes mit der Zeit ab, der Impuls ist negativ gechirpt. Damit la¨sst
sich mit einem solchen Spiegel der positive Chirp (die instantane Frequenz des Impulses
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Abbildung 3.5.: Einfluss der Impulskompressionsmethoden: (a) MIIPS-Trace und (b)
Phase des nicht korrigierten Impulses. Die gechirpten Spiegel korrigie-
ren Phasenfehler zweiter Ordnung, weshalb der MIIPS-Trace in (c) zur
Nulllinie hin verschoben ist, ebenso ist die Phase in (d) deutlich weniger
verzerrt. Chirp dritter Ordnung kann dann mit dem Impulsformer korri-




nimmt mit der Zeit zu), welcher in allen anderen Medien im Strahlengang (Glas, Luft,
etc.) entsteht, kompensieren. Kommerzielle gechirpte Spiegel sind so gestaltet, dass sie
mit jeder Reflexion eine bestimmte quadratische Phasenverzerrung erzeugen. Dabei wer-
den immer zwei zusammengeho¨rende Spiegel verwendet, welche die Phasenverzerrungen
ho¨herer Ordnung, die sie selbst auch erzeugen, kompensieren und mehrfache Reflexionen
ermo¨glichen. Damit kann ein Großteil der Phasenkorrektur durch Einstellen der Anzahl
an Reflexionen erzielt werden. Die verbleibende Phasenverzerrung kann dann mit dem
Impulsformer (Abbildung 3.4 c) kompensiert werden.
Der Einfluss der zeitlichen Korrekturen ist in Abbildung 3.5 dargestellt. Gezeigt ist
eine MIIPS-Messung, welche in Abschnitt 2.2.4 beschrieben wurde. Abbildung 3.5 (a)
zeigt den MIIPS-Trace fu¨r einen nicht korrigierten Impuls. Das Maximum ist deutlich
von der Nulllinie verschoben (Phase zweiter Ordnung) und geneigt (Phase dritter Ord-
nung). Abbildung 3.5 (b) zeigt die zugeho¨rige Phase. Bei dem Trace in Abbildung 3.5
(c) wurde ein Paar gechirpter Spiegel (Layertec) mit 18 Reflexionen verwendet. Es ist
deutlich zu erkennen, dass das Maximum die Nulllinie kreuzt, aber noch geneigt ist. Dass
bedeutet, dass die Phase zweiter Ordnung weitgehend korrigiert ist, die Phase dritter
Ordnung jedoch noch nicht. Die gezeigte Phase in Abbildung 3.5 (d) ist auch deutlich
flacher als zuvor. Die Abbildungen 3.5 (e) und (f) zeigen schließlich die Korrektur mit
Spiegelkompressor und Impulsformer. Das Maximum des Traces liegt horizontal auf der
Nulllinie und die entsprechende Phase ist ebenfalls flach.
Erga¨nzend sei angemerkt, dass in der Praxis u¨blicherweise eine Optimierung mit einem
evolutiona¨ren Algorithmus [109] verwendet wurde. Dabei wurde das Single-Beam-CARS-
Signal detektiert und auf ein Maximum hin optimiert. Mit einer solchen Optimierung
wurde eine Impulsdauer von τp = 9, 9fs im Fokus des Mikroskops gemessen. Diese Mes-
sung wurde durchgefu¨hrt, indem mit dem kommerziellen Autokorrelator Femtometer
zwei Teilstrahlen erzeugt und diese im Mikroskopfokus in einen SHG-Kristall fokussiert
wurden.
Eine solche Korrektur wa¨re auch mit dem Impulsformer alleine mo¨glich, allerdings
wa¨re dann der Einsatzbereich der Maske eingeschra¨nkt. Die Phase jedes Pixels kann
prinzipiell beliebig um 2pi verschoben werden. Dadurch kann, wie in Abbildung 3.6 dar-
gestellt, jede lineare Funktion durch eine periodische ersetzt werden. Das Anlegen einer
solchen Funktion an eine Flu¨ssigkristallmaske entspricht dann dem Abtasten eines Si-
gnals. Wie aus der Messtechnik bekannt ist, muss eine periodische Funktion mit einer
Abtastfrequenz aufgenommen werden, die mehr als doppelt so groß ist wie ihre eigene,
um Aliasing-Effekte zu vermeiden.[110] Dies bedeutet, dass bei gegebener Auflo¨sung
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Abbildung 3.6.: Lineare Phasenfunktion mit der Steigung τ und gleichwertige Funktion
im Bereich zwischen null und 2pi. Der Bereich ∆ω = 2pi/τ kann als Pe-
riode einer Funktion gesehen werden, welche durch die Pixel abgetastet
wird. Gema¨ß dem Nyquist-Theorem muss die Abtastfrequenz mehr als
doppelt so groß sein wie die ho¨chste Signalfrequenz, was bedeutet, dass
innerhalb von ∆ω mindestens drei Pixel liegen mu¨ssen.
der Flu¨ssigkristallmaske nur Funktionen bis zu einer gewissen Steigung realisiert werden
ko¨nnen. Korrekturphasen mit zu großen lokalen Steigungen ko¨nnen daher entweder gar
nicht angelegt werden oder schra¨nken den Einsatzbereich der Maske stark ein.
Bei der ra¨umlichen Korrektur kommen ebenfalls passive und aktive Elemente zum
Einsatz. Ziel der ra¨umlichen Korrektur ist einen mo¨glichst kleinen Fokus zu erhalten.
Als passives Element wird hierzu die Strahlaufweitung verwendet. Wie in einschla¨gigen
Lehrbu¨chern der Optik, etwa [111], gezeigt wird, ist der Durchmesser eines Fokalspots
gegeben als:
dmin ≈ 1, 22λ f
D
. (3.2)
Dabei sind f die Brennweite und D der Durchmesser des Objektives, bzw. Strahls. Glei-
chung (3.2) macht direkt deutlich, dass mit besserer Ausleuchtung (D steigt) das Fo-
kusvolumen abnimmt (dmin sinkt). Technisch wird eine Strahlaufweitung erreicht, indem
zwei Linsen bzw. fokussierende Spiegel so angeordnet werden, dass ihre Brennpunkte
u¨bereinander liegen. Das Verha¨ltnis der Aufweitung entspricht dann genau demjenigen
der Brennweiten (vgl. Abbildung 3.4 c).
Die aktive Korrektur ra¨umlicher Verzerrungen mit adaptiven Spiegeln geht vom Kon-
zept der Wellenfronten aus. Dies sind die Orte gleicher Phase. Fu¨r eine ebene Welle




Abbildung 3.7.: Aufbau zur Optimierung des Fokusspots. U¨ber einen adaptiven Spiegel
(AO) wird der Strahl zum Mikroskop gefu¨hrt und von einem Objektiv
(MO 1) in die Probe fokussiert. Ein zweites Objektiv (MO 2) bildet den
Spot auf den Chip einer Kamera (CCD) ab, welche von einem Com-
puter (PC) mit der Software BeamTuner ausgelesen wird. Mittels des
Algorithmus nach Nelder und Mead wird die optimale Korrekturphase
gesucht.
Abbildung 3.8.: Abbildung des Fokusspots zu Beginn (a) und Ende (b) der Optimierung
mit dem adaptiven Optiksystem.
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entspricht dies zu festen Zeiten geraden Linien, die senkrecht auf dem Wellenzahlvek-
tor ~k stehen. In realen abbildenden Systemen treten jedoch immer Abbildungsfehler,
sogenannte Aberrationen, auf. Diese bewirken in dieser Betrachtungsweise Abweichun-
gen von der idealen Form ebener Wellenfronten (vgl. Abbildung 3.4 d). Ein adapti-
ver Spiegel besteht nun aus einer du¨nnen, reflektiv beschichteten Membran, welche
durch Aktuatoren verformt werden kann. Damit lassen sich Wellenfrontverformungen
ausgleichen.[112, 113] Das klassische Anwendungsgebiet adaptiver Optiken ist die Astro-
nomie, wo die Abbildungsqualita¨t in Teleskopen erho¨ht wird, indem atmospha¨rische
Wellenfrontverformungen ausgeglichen werden.[114] Hierzu wird mit einem Strahlteiler
ein Teil des Abbildungsstrahls auf einen Shack-Hartmann-Wellenfrontsensor gelenkt und
damit die notwendige Korrektur bestimmt. Fu¨r die Mikroskopie gibt es eine Mo¨glichkeit,
welche ohne einen Wellenfrontsensor auskommt, wie in Abbildung 3.7 gezeigt ist. Der Fo-
kusspot im Mikroskop wird hierzu auf eine CCD-Kamera abgebildet. Eine kommerzielle
Software (Beamtuner von OKOTech) bestimmt iterativ mittels eines Downhill-Simplex-
Verfahrens [115] die optimale Form des adaptiven Spiegels, um einen mo¨glichst kleinen














berechnet und daraus der Spotradius wie folgt bestimmt:
r =
√∑
i Ii ((xi − x0)2 + (yi − y0)2)∑
i Ii
. (3.4)
Dieser Radius r wird dann gezielt minimiert. Das Ergebnis einer solchen Optimierung
ist in Abbildung 3.8 gezeigt. In (a) ist der Spot zu Beginn der Optimierung zu se-
hen mit einer stark asymmetrischen Intensita¨tsverteilung, die in (b) korrigiert wurde.
Das Single-Beam-CARS-Signal unterscheidet sich zwischen den beiden Einstellungen um
einen Faktor von etwa zwei.
3.4. Mikroskop und Detektion
Der Aufbau fu¨r Mikroskop und Detektion entspricht der ga¨ngigen Technik der nichtlinea-
ren optischen Mikroskopie. In einem modifizierten kommerziellen Mikroskop (Olympus
BX-51) wird der Laserstrahl mit einem Objektiv mit 60-facher Vergro¨ßerung und einer
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numerischen Apertur NA = 0, 7 in die Probe fokussiert und anschließend zusammen mit
dem Signal mit einem weiteren Objektiv (40-fache Vergro¨ßerung, NA = 0, 6) kollimiert.
Die Probe kann mit einem Piezo-Tisch (NanoCube, PhysikInstrumente) in einem Be-
reich von 100 µm x 100 µm x 100 µm verschoben werden, was ein Abrastern der Probe
ermo¨glicht.
Vor dem Detektor befindet sich ein Kurzpass-Interferenzfilter mit einer Cut-off-Wellenla¨nge
von 680 nm bzw. 750 nm je nach Experiment. Die Detektion selbst wird mit einem Mono-




Nach der Behandlung der Grundlagen und des experimentellen Aufbaus fu¨r Single-Beam-
CARS-Messungen werden in diesem Kapitel erstmals Messungen und neue Konzepte,
die in dieser Arbeit entwickelt wurden, behandelt. Zuna¨chst wird als Beispiel fu¨r ein
bekanntes Schema der Kontrolle der Anregung, eine b-Scan-Messung in Simulation und
Experiment gezeigt.[69] Hierbei wurde mit dem Aufbau erstmals erfolgreich die CH-
Streckschwingung von Acetonitril mit dieser Methode detektiert. Damit wurde der ge-
samte Fingerprintbereich fu¨r Single-Beam-CARS zuga¨nglich gemacht.
Der Hauptteil des vorliegenden Kapitels behandelt die erstmalige Verwendung der
dual quadrature spectral interferometry-Methode [116] fu¨r Single-Beam-CARS im Rah-
men dieser Arbeit. Mit dieser ist eine Charakterisierung der nichtlinearen Suszeptibilita¨t
χ(3)(Ω) in Betrag und Phase mo¨glich, bei Verwendung einer reinen Phasenformung. Ein
weiterer Vorteil ist die lineare Konzentrationsabha¨ngigkeit, welche die Detektion kleiner
Konzentrationen erlaubt.
Zum Abschluss des Kapitels wird untersucht, inwieweit unerwu¨nschte Beitra¨ge von
Zweiphotonenfluoreszenz (2PEF) durch gezielte Phasenmanipulation unterdru¨ckt, bzw.
nachtra¨glich eliminiert werden ko¨nnen. Diese Untersuchung ist gerade fu¨r biologische
Proben wichtig, da die 2PEF hier oft das CARS-Signal u¨berlagert.
4.1. Kontrolle der Anregung: b-Scan
Die erste Realisierung von Single-Beam-CARS-Spektroskopie basierte auf einer Anre-
gung mit einem spektralen Feld mit sinusfo¨rmiger Phase, wie in Abschnitt 2.4.3 bereits
dargestellt wurde [69, 71, 82, 83]:
φ(ω) = a sin (bω + c) . (4.1)








Abbildung 4.1.: Die Ramananregungswahrscheinlichkeit A(Ω) in Abha¨ngigkeit der
Schwingungsfrequenz und des Parameters b. Die Maxima beschreiben
gema¨ß der Bedingung Ω = n2pi/b Hyperbeln. Die La¨ngsschnitte zeigen,
dass die Ramananregungswahrscheinlichkeit A(Ω) mit der Frequenz Ω
moduliert wird.
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fu¨r die Gleichung (4.2)erfu¨llt ist, addieren sich also konstruktiv auf, womit die Anregung
fu¨r die entsprechenden Frequenzen maximiert wird. Eine Simulation der Ramananre-
gungswahrscheinlichkeit A(Ω) bei Anregung mit Phasenfunktionen nach Gleichung (4.1)
fu¨r variierende Parameter b ist in Abbildung 4.1 gegeben. Die Maxima beschreiben ent-
sprechend Gleichung (4.2) Hyperbeln. Exemplarisch sind die drei Frequenzen 1000cm−1,
2000cm−1 und 3000cm−1 als Querschnitt dargestellt, welche einen periodischen Verlauf
aufweisen. Die Periodendauer entspricht dabei genau derjenigen der zugeho¨rigen Mo-
leku¨lschwingung.
Dieser Sachverhalt la¨sst sich fu¨r spektroskopische Zwecke nutzen. Wird der Parameter
b in Gleichung (4.1) variiert, so a¨ndert sich fu¨r jede Frequenz gema¨ß Abbildung 4.1 A(Ω)




E(ω − Ω)A(Ω, b)χ(3)(Ω)dΩ
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∫















E(ω − Ω)A(Ω, b)Bk
Ω− Ωr,k + iΓk dΩ. (4.3)
Es wird entsprechend der spektralen Anteile von χ(3) moduliert, wobei zu beachten ist,
dass resonante Beitra¨ge zum Signal lediglich nahe der Frequenzen Ωr,k vorhanden sind.
Diese Beitra¨ge weisen entsprechend Abbildung 4.1 einen periodischen Verlauf auf und
u¨berlagern sich zum Gesamtsignal. Durch eine Fourieranalyse lassen sich die Schwin-
gungsfrequenzen dann extrahieren.[69]
Zur Illustration ist in Abbildung 4.2 eine Simulation gezeigt, bei der eine Suszeptibi-
lita¨t χ(3) angenommen wurde, die in (a) zu sehen ist. Als Anregungsspektrum wurde
das gemessene Laserspektrum verwendet, das in (b) zusammen mit einer beispielhaften
sinusfo¨rmigen Phasenfunktion gezeigt ist. In der Simulation wurde jetzt der Parameter
b aus Gleichung (4.1) variiert und das CARS-Feld nach Gleichung (2.50) berechnet1. Es
wurde das Betragsquadrat gebildet, um die messbare Intensita¨t zu erhalten. Der Bereich
1Siehe hierzu Anhang B.
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Abbildung 4.2.: Simulation der Mikrospektroskopie mit dem b-Scan-Schema. In (a) ist
die angenommene Suszeptibilita¨t χ(3) zu sehen und in (b) das Anre-
gungsspektrum mit einer exemplarischen Sinusphase. Der simulierte b-
Scan ist in Abbildung (c) gezeigt und die Fouriertransformation davon
in (d). Die gestrichelten Linien zeigen die Positionen der gewa¨hlten Re-
sonanzfrequenzen aus (a), wa¨hrend der Pfeil bei 1836cm−1 eine Ober-
schwingung der niederfrequenten Linie bei 918cm−1 zeigt.
60
4.1. Kontrolle der Anregung: b-Scan
Abbildung 4.3.: Experimentelle Demonstration der Mikrospektroskopie an Acetonitril.
(a) b-Scan. (b) Fouriertransformierte. Die gestrichelten vertikalen Linien
zeigen die Ramanbanden von Acetonitril laut NIST.
von 15000cm−1 bis 18000cm−1 wurde integriert und fu¨r jeden Wert von b aufgetragen (c).
Von dem Signal in (c) wurde dann eine Polynomanpassung dritter Ordnung subtrahiert
und eine Fouriertransformation durchgefu¨hrt. Das Ergebnis hiervon ist in (d) zu sehen:
es werden die Linien reproduziert, welche fu¨r die Suszeptibilita¨t angenommen wurden.
Allerdings zeigt sich, dass die Verha¨ltnisse nicht u¨bereinstimmen. Dies ist auf die Ra-
mananregungswahrscheinlichkeit A(Ω) zuru¨ckzufu¨hren, welche zu ho¨heren Frequenzen
abnimmt. Ferner fa¨llt eine kleine Linie bei 1836cm −1 auf, die sich als Oberschwingung
zu der Linie bei 918cm −1 erkla¨ren la¨sst, da es sich bei den periodischen Modulationen
im b-Scan (Abbildung 4.2 c) nicht um reine Sinusschwingungen handelt.
Zuletzt ist in Abbildung 4.3 eine experimentelle Demonstration fu¨r Acetonitril ge-
zeigt. Die Ergebnisse der Simulation werden klar reproduziert. Die Linien, die durch die
Fouriertransformation erhalten werden, stimmen exakt mit den Werten aus der Daten-
bank des National Institute for Standards and technology (NIST)2 u¨berein. Die Linie bei
2942cm−1 ist deutlich zu sehen, was den großen Bereich zur Anregung im experimentellen
Aufbau belegt.
Abschließend la¨sst sich festhalten, dass der b-Scan eine aussagekra¨ftige Spektrosko-
piemethode darstellt, bei der die Auflo¨sung der erhaltenen Spektren die Bandbreite




20cm−1 im Vergleich zu u¨ber 3000cm−1 Bandbreite des Laserfeldes). Der große Spek-
tralbereich, der mit einem einzigen Laserimpuls hier erreicht wurde ist ein großer Fort-
schritt gegenu¨ber fru¨heren Arbeiten.[69–71, 82] In [86] und [87] wurde ebenfalls von
einem Single-Beam-CARS-Experiment berichtet, mit welchem CH-Schwingungen detek-
tiert werden ko¨nnen. Dort wird zwar auch ein Impulsformer verwendet, allerdings nur
zur Phasenkorrektur des Anregungsimpulses. Die Erzeugung der, fu¨r die Single-Beam-
CARS-Spektroskopie notwendigen, Doppelimpulse erfolgt dann mit einem Michelson-
Interferometer.
Das in dieser Arbeit beschriebene Experiment hingegen kommt mit passiven Elemen-
ten, wie den gechirpten Spiegeln, und dem Impulsformer aus.
4.2. Multiplexing
Die zweite Methode, um aus Single-Beam-CARS-Spektren Information zu gewinnen ist
das Multiplexing. Generell bedeutet dies, dass Moleku¨lschwingungen u¨ber einen bestimm-
ten spektralen Bereich mit einer einzigen Messung aufgenommen werden. Im Single-
Beam-CARS wird dies erreicht, indem alle Resonanzen innerhalb der Laserbandbreite
angeregt werden und die Phase des Anregungsfeldes derart modifiziert wird, dass diese
im CARS-Spektrum sichtbar werden. Typischerweise wird dazu ein kleiner Bereich, im
Folgenden Gate genannt, im Anregungsspektrum eingefu¨hrt, der sich in Phase und/oder
Amplitude vom Rest unterscheidet. Der nachfolgende Abschnitt beschreibt die Funkti-
onsweise und Anwendung dieser Methode.
4.2.1. Heterodyne Detektion
Grundlage aller Multiplex-Konzepte im Single-Beam-CARS ist die sogenannte hetero-
dyne Detektion3, was bedeutet, dass das eigentliche Signal mit einem externen zu ihm
koha¨renten Feld u¨berlagert wird.[77, 78, 117–119] Dieses Feld wird lokaler Oszillator
genannt und hat dieselbe Frequenz wie das Signal. Im Gegensatz dazu wird eine un-
tergrundfreie Detektion, also in einem Frequenzbereich, in dem es kein Anregungs-
oder sonstiges koha¨rentes Feld gibt, als homodyne Detektion bezeichnet. So ist das
herko¨mmliche CARS-Experiment ein Beispiel fu¨r eine Messung mit homodyner Detek-
tion, wa¨hrend SRS etwa eine heterodyne Methode darstellt.
3Je nach Fachgebiet sind die Begriffe heterodyn und homodyn unterschiedlich belegt, in dieser Arbeit
wird die fu¨r die nichtlineare Mikroskopie u¨bliche Nomenklatur verwendet.
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Die Detektion der U¨berlagerung von lokalem OszillatorfeldELO(ω) und CARS-Signalfeld
ESig(ω) wird mit folgender Gleichung ausgedru¨ckt:
S(ω) = |ELO(ω) + ESig(ω)|2
= |ELO(ω)|2 + |ESig(ω)|2 + 2Re {E∗LO(ω)ESig(ω)} (4.4)
= |ELO(ω)|2 + |ESig(ω)|2
+2 |ELO(ω)ESig(ω)| cos (φSig(ω)− φLO(ω)) . (4.5)
Der lokale Oszillator ist u¨blicherweise um Gro¨ßenordnungen sta¨rker als das CARS-
Signalfeld, wodurch der letzte Term eine große Versta¨rkung um den Faktor 2|ELO(ω)| des
zu messenden Signals |ESig(ω)| bewirkt. Daher kann der Term |ESig(ω)|2 normalerweise
vernachla¨ssigt werden. Der lokale Oszillator bildet also einen konstanten Untergrund, auf
welchem das CARS-Signalfeld moduliert wird. U¨blicherweise ist dies hinsichtlich des Dy-
namikbereiches des Detektors von Belang, da unter Umsta¨nden kleine Signala¨nderungen
auf einem großen Untergrund detektiert werden mu¨ssen. In den Messungen zeigte sich
jedoch, dass die A¨nderungen der Intensita¨t bei ca. 5% liegen, was mit einer CCD-Kamera
problemlos detektiert werden kann.
Der interessanteste Term in Gleichung (4.5) ist der letzte, an dem zum einen die zuvor
erwa¨hnte Versta¨rkung deutlich wird und zum anderen die Phasenbeziehung
cos (φSig(ω)− φLO(ω)) .
Diese kann ausgenutzt werden, um das Signalfeld in Amplitude und Phase zu bestimmen,
was bereits in erweiterten Narrowband-CARS-Experimenten demonstriert wurde.[120–
123] Im Folgenden wird gezeigt, wie ein lokales Oszillatorfeld ohne großen Aufwand in
einem Single-Beam-CARS-Experiment erhalten wird.
4.2.2. Phasengate
In diesem Abschnitt soll nun behandelt werden, wie eine heterodyne Detektion erreicht
wird. Der lokale Oszillator, wie er in dieser Methode erzeugt wird, wird in der Literatur
ha¨ufig etwas unpra¨zise als nichtresonanter Untergrund bezeichnet.[72, 74, 96] Tatsa¨chlich
erha¨lt man durch die Abfrage mit einem breitbandigen Feld jedoch an jedem Punkt
des CARS-Spektrums ein Integral u¨ber die Suszeptibilita¨t u¨ber einen großen spektralen
Bereich. Darin sind jedoch auch resonante Anteile enthalten, so dass der Begriff nicht-
resonanter Untergrund irrefu¨hrend ist.
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Abbildung 4.4.: Anregungsfeld beim Multiplexing. In einem schmalen Bereich (Gate)
wird eine andere Phase als im Rest des Spektrums angelegt. Das An-
regungsfeld kann dann als U¨berlagerung eines breit- und eines schmal-
bandigen Impulses angesehen werden.
Der lokale Oszillator kann als unspezifisches CARS-Signal aufgefasst werden. Der Be-
griff unspezifisch ist hierbei auf Information bezu¨glich der Suszeptibilita¨t des untersuch-
ten Moleku¨ls bezogen. Das entstehende Signal ist nach Gleichung (2.50) wohldefiniert
und koha¨rent zum Anregungsfeld. Dies la¨sst sich dann zum Vorteil ausnutzen, wenn ein
schmalbandiges Phasengate eingefu¨hrt wird. Gemeint ist damit ein Bereich von wenigen
Pixeln der Maske des Impulsformers, in dem die Phase auf einen konstanten Wert ge-
setzt wird, der sich von demjenigen im Rest des Spektrums unterscheidet. In Abbildung
4.4 ist illustriert, dass dies als U¨berlagerung zweier Anregungsfelder betrachtet werden
kann: einem breitbandigen mit einer Lu¨cke und einem schmalbandigen mit verschobener
Phase, welches diese Lu¨cke fu¨llt. Im idealisierten Fall wird der schmalbandige Anteil als
δ-Funktion beschrieben und das Anregungsfeld wie folgt ausgedru¨ckt:
E(ω) = Eb(ω) + Ene
iφnδ(ω − ωn).
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Es ergibt sich also die U¨berlagerung eines Signalfeldes ESig(ω), welches die Information
χ(3)(ω − ωn) tra¨gt, mit einem starken lokalen Oszillator ELO(ω), womit Gleichung (4.5)
angewandt werden kann. Die Ramananregungswahrscheinlichkeit A(Ω) kann dabei als
unvera¨ndert im Vergleich zu einem transformlimitierten Impuls angesehen werden (vgl.
Abschnitt 2.4.3).
Die bisherigen Arbeiten auf diesem Gebiet haben den lokalen Oszillator bislang stark
vereinfachend als rein realen Gro¨ße betrachtet.[72, 74, 96] Dass diese Annahme nicht
immer zutreffend ist, wird an Abbildung 4.5 deutlich. Es wurde die Phase des loka-
len Oszillators in Abha¨ngigkeit der Sta¨rke des nichtresonanten Anteils χnr simuliert.
Dabei wurde das experimentelle Laserspektrum verwendet, bei dem ein Bereich von
14000cm−1 bis 14010cm−1 auf null gesetzt wurde, um die Lu¨cke zu simulieren, die durch






eingeht, a¨ndert sich letztere mit der Frequenz ω. Besonders an den Stellen, an denen die
Resonanzen vom ho¨herfrequenten Rand des Anregungsspektrums aus betrachtet auftre-
ten, sind deutliche Phasena¨nderungen zu verzeichnen. Ferner treten von der Lu¨cke aus
betrachtet um die Schwingungsfrequenzen verschobene Phasena¨nderungen auf. Dieser
Effekt wird in Abschnitt 5.2.2 nochmals na¨her behandelt. Mit zunehmendem nichtre-
sonantem Untergrund der Suszeptibilita¨t χ(3)(Ω) fa¨llt dieser Effekt zwar weniger ins
Gewicht, bleibt aber dennoch soweit erhalten, dass die Annahme des lokalen Oszillators
als rein reale Gro¨ße nicht gerechtfertigt ist. Im folgenden Abschnitt wird ein Verfahren
vorgestellt, welches ohne Annahmen u¨ber die Phase des lokalen Oszillators auskommt.
4.2.3. Dual quadrature spectral interferometry (DQSI) fu¨r CARS
Im vorangegangenen Abschnitt wurde gezeigt, dass die Einfu¨hrung eines Phasengates die
U¨berlagerung eines Signalfeldes mit einem lokalen Oszillator bewirkt. Nach Gleichung
(4.5) wird die Signalamplitude mit cos (φSig(ω)− φLO(ω)) multipliziert. Zur Bestimmung
der Signalfeldamplitude fehlt demnach die Information u¨ber die Phasen φSig(ω) und
φLO(ω) von Signalfeld bzw. lokalem Oszillator. Gleichung (4.6) zeigt aber, dass das
Signalfeld ESig(ω) mit dem Term e
iφn multipliziert wird, wobei φn die Phase ist, welche
am Gate angelegt wird. Das bedeutet, dass unabha¨ngig von der urspru¨nglichen Phase
φSig,0(ω) eine Phasenverschiebung um φn erfolgt:
φSig(ω) = φSig,0(ω) + φn.
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Abbildung 4.5.: Abha¨ngigkeit der Phase des lokalen Oszillators (rechts) von der Sta¨rke
des nichtresonanten Untergrunds der Suszeptibilita¨t (links). Die Annah-
me des lokalen Oszillators als reale Gro¨ße ist nur bei großen nichtreso-
nanten Beitra¨gen gerechtfertigt, hier etwa bei χnr = 100.
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Damit la¨sst sich die Phase des Signalfeldes beliebig verschieben, lediglich die Anfangs-
phasen φSig,0(ω) und φLO(ω) sind unbekannt.[124]
Die Problemstellung, Amplitude und Anfangsphase einer sinusfo¨rmigen Funktion zu
ermitteln, wurde bereits fu¨r das Konzept Dual Quadrature Spectral Interferometry (DQ-
SI) gelo¨st.[116] Die Grundidee ist, vier Phasen anzulegen, die einen Abstand von jeweils
pi/2 zueinander aufweisen. Damit wird der Verlauf der Phasenabha¨ngigkeit des Signals



















Da ESig(ω) ELO(ω) gilt, wird fu¨r die Berechnung von ESig(ω) in Gleichung (4.7) statt
|ELO(ω)| na¨herungsweise
√
S(ω)φn=0 verwendet. Die Wirkungsweise dieser Berechnung
ist in Abbildung 4.6 illustriert. In (a) ist das Anregungsspektrum gezeigt, aufgeteilt
in schmal- und breitbandigen Anteil. Teilabbildung (b) zeigt den entstehenden lokalen
Oszillator und das Signalfeld, wa¨hrend in (c) die vier Single-Beam-CARS-Signale gezeigt
sind, welche in den Gleichungen (4.7) und (4.8) zur Berechnung verwendet werden.
Teilabbildung (d) zeigt das erhaltene Signalfeld in Amplitude und Phase.
Das erhaltene Signal ESig(ω) entspricht genau demjenigen aus herko¨mmlichen Mul-
tiplex-CARS-Messungen. Eine beispielhafte Messung an Toluol ist in Abbildung 4.7
gezeigt. Das erhaltene CARS-Spektrum gleicht, abgesehen von Unterschieden in der
Ramananregungswahrscheinlichkeit A(Ω), demjenigen, das mit einem herko¨mmlichen
Multiplex-CARS-Aufbau [12] gemessen wurde. Eine Imagina¨rteilextraktion mit der Maximum-
Entropy-Methode (MEM)[68] liefert ein Spektrum, wie es bei der spontanen Ramanmi-
kroskopie erhalten wird.
Die Methode der DQSI in Kombination mit Single-Beam-CARS-Messungen ist aller-
dings noch wirkungsvoller, wenn auch die Phasenextraktion nach Gleichung (4.8) verwen-
det wird. Eine Imagina¨rteilextraktion mit MEM wird damit u¨berflu¨ssig. In Abbildung
4.8 (a) ist das Ergebnis einer Messung mit anschließender Berechnung von Amplitude
und Phase nach den Gleichungen (4.7) bzw. (4.8) gezeigt.
Das Ergebnis offenbart bereits ein hohes Maß an Information, allerdings fa¨llt auf, dass
die Amplitude fu¨r niedrigere Frequenzen eine deutlich sta¨rkere Gewichtung als fu¨r ho¨here
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Abbildung 4.6.: Simulation des DQSI-Schemas. (a) Anregungsfeld mit breitbandigem
Anteil (schwarz, oben) und Gate (hellgrau, unten). (b) Die erzeugten
CARS-Spektren wirken als lokaler Oszillator (schwarz, oben) und Si-
gnalfeld (hellgrau, unten). Das simulierte Signalfeld ist um einen Faktor
100 vergro¨ßert. (c) Die vier messbaren CARS-Spektren (vertikal verscho-
ben) fu¨r φg = 0 (schwarz, unten), φg = pi/2 (blau, zweite von unten),
φg = pi (rot, zweite von oben) und φg = −pi/2 (gru¨n, oben) weisen
Peaks und Dips auf, die um die jeweilige Resonanzfrequenz vom Gate
aus verschoben sind. (d) Die DQSI-Operation liefert Betrag (schwarz,




Abbildung 4.7.: DQSI-Messung an Toluol. (a) Anregungsspektrum mit einem Gate von
zwei Pixeln bei 760nm (gestrichelte vertikale Linie). (b) Vier gemes-
sene Single-Beam-CARS-Spektren (vertikal verschoben) fu¨r die DQSI-
Operation fu¨r φg = 0 (schwarz, unten), φg = pi/2 (rot, zweite von un-
ten), φg = pi (blau, zweite von oben) und φg = −pi/2 (braun, oben). (c)
Extrahiertes Signalfeld |ESig(ω)ELO(ω)|, welches noch mit dem lokalen
Oszillator gewichtet ist. (d) Korrigierte Signalfeldintensita¨t nach Glei-
chung (4.7) (schwarz, oben), mit MEM extrahierter Imagina¨rteil (rot,




Abbildung 4.8.: Amplituden- und Phasenberechnung nach den Gleichungen (4.7) bzw.
(4.8) fu¨r DQSI-Messungen an Toluol (a) und Deckglas (b).
aufweist. Die sta¨rkere Gewichtung der niedrigen Frequenzen liegt an der ho¨heren Ra-
mananregungswahrscheinlichkeit in diesem Bereich. Eine Mo¨glichkeit zur Kompensation
dieses Effektes, ist eine Referenzmessung in einer nichtresonanten Probe durchzufu¨hren.
Dabei kann von einer konstanten, rein reellen Suszeptibilita¨t χ
(3)
nr ausgegangen werden.
Es ist hierzu ein Material notwendig, das im betrachteten Bereich keine Schwingungs-
resonanzen und ferner eine mo¨glichst geringe Absorption aufweist. Ein geeignetes Ma-
terial hierfu¨r ist Glas. Die Referenzmessung kann im gleichen experimentellen Aufbau
ohne großen Aufwand realisiert werden, indem der Anregungsstrahl in das Deckglas ei-
ner Ku¨vette fokussiert wird. In Abbildung 4.8 ist die Auswertung der Gleichungen (4.7)
und (4.8) einmal fu¨r Toluol (a) und das Deckglas (b) gegeben. Geht man von einer rein
nichtresonanten, konstanten und reellen Suszeptibilita¨t χ
(3)
nr im Deckglas aus, so gilt fu¨r
das Signalfeld ESig,G(ω) nach Gleichung (4.6):
ESig,G(ω) = EnA(ω − ωn)χ(3)nr . (4.9)
Das bedeutet der Amplituden- und Phasenverlauf von ESig,G(ω) spiegelt denjenigen der
Ramananregungswahrscheinlichkeit A(ω − ωn) wider.
Mit der Annahme χnr = konst. ist eine Korrektur des Signalfeldes fu¨r Toluol mo¨glich,





EnA(ω − ωn)χ(3)Tol(ω − ωn)
EnA(ω − ωn)χ(3)nr
∝ χ(3)Tol(ω − ωn). (4.10)
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Abbildung 4.9.: Extraktion von Ramanspektren aus Single-Beam-CARS-Messungen. (a)
Korrigierte DQSI-Messung an Toluol nach Gleichung (4.10) in Betrag
(unten, schwarz) und Phase (oben, rot). In (b) ist der aus den Daten in
(a) berechnete Imagina¨rteil (schwarz, oben) und ein gemessenes spon-
tanes Ramanspektrum von Toluol (hellgrau, unten) gezeigt.
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Die vorstehende Gleichung (4.10) stellt eine Na¨herung dar, weil sie davon ausgeht,
dass der lokale Oszillator fu¨r Toluol identisch zu dem fu¨r Glas ist, was genau genommen
nicht zutrifft, da die Phase der Suszeptibilita¨t von Toluol in die Phase des lokalen Oszil-
lators eingeht. Dieser Effekt wurde im vorhergehenden Abschnitt 4.2.2 diskutiert. Das
bedeutet, dass die Phasenkorrektur nach Gleichung (4.10) nur gu¨ltig ist, wenn von ei-
nem rein realen lokalen Oszillator ausgegangen werden kann. Dies ist nur der Fall, wenn
das betrachtete Moleku¨l einen ausreichend großen nichtresonanten Untergrund aufweist
(vgl. Abbildung 4.5). Dabei ist anzumerken, dass ansonsten nur Phasenfehler korrigiert
werden, welche in einem unzureichend korrigierten Anregungsimpuls begru¨ndet sind.
In Abbildung 4.8 (a) ist jedoch zu erkennen, dass die Phase fu¨r Toluol außer bei den
Resonanzen praktisch bei null liegt.
Die Korrektur fu¨r Toluol funktioniert sehr gut, wie Abbildung 4.9 zeigt. In (a) ist das
nach Gleichung (4.10) normierte Signal dargestellt. Im Amplitudenverlauf fa¨llt auf, dass
die Verha¨ltnisse der Linien zueinander vera¨ndert sind. So ist etwa die Linie unterhalb
von 800cm−1 nun schwa¨cher als diejenige bei etwa 1000cm−1, was in Abbildung 4.8 noch
umgekehrt war. Außerdem ist der Verlauf insgesamt flacher.
In Teilabbildung 4.9 (b) ist der berechnete Imagina¨rteil aus den Daten in (a) ge-
zeigt. Zum Vergleich ist ein gemessenes spontanes Ramanspektrum aufgetragen, welches
mittels eines kommerziellen Ramanmikroskops (Witec Alpha) gemessen wurde. Die Po-
sitionen und insbesondere die relativen Intensita¨ten der Linien stimmen hervorragend
u¨berein.
Ein weiterer wichtiger Aspekt von Gleichung (4.7) ist, dass das erhaltene Signal pro-
portional zum Betrag des Feldes |ESig(ω)| selbst und nicht zu dessen Intensita¨t ist. Der
Betrag des Feldes wiederum ist zur Anzahl N der Ramanstreuer proportional. Aus die-
sem Grund ist das erhaltene Signal dann ebenfalls von N abha¨ngig und nicht von N2
wie herko¨mmliche CARS-Signale, was fu¨r die Detektion bei niedrigen Konzentrationen
von Vorteil ist. Um diesen Sachverhalt experimentell zu verifizieren, wurde eine Ver-
du¨nnungsreihe von Acetonitril in Wasser hergestellt und Betrag und Phase des Signal-
feldes ESig(ω) wie zuvor beschrieben bestimmt (siehe Abbildung 4.10). Da Acetonitril
einen schwachen nichtresonanten Untergrund besitzt, ist die Korrektur der Phase nicht
so einfach mo¨glich wie zuvor bei Toluol. Als Maß fu¨r die Signalsta¨rke wird die Differenz
von Peak zu Dip bei der Linie um 2942 cm−1 verwendet, wie in Abbildung 4.10 (g) exem-
plarisch eingezeichnet ist. Die Differenz wurde dann in Abbildung 4.11 doppelt logarith-
misch aufgetragen und linear interpoliert. Die erhaltene Steigung von m = 1, 13± 0, 12
entspricht im Rahmen der Messgenauigkeit der erwarteten linearen Abha¨ngigkeit. Eine
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Abbildung 4.10.: Verdu¨nnungsreihe Acetonitril. (a), (c), (e), (g), (i) DQSI-Amplituden
fu¨r Acetonitril nach Gleichung (4.7) fu¨r 20, 30, 40, 50 bzw. 70 % Vol.
(b), (d), (f), (h), (j): DQSI-Phasen nach Gleichung (4.8) zu den ent-
sprechenden Verdu¨nnungen. In (g) ist exemplarisch eingezeichnet wie
die Signalsta¨rke ermittelt wurde.
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Abbildung 4.11.: Konzentrationsabha¨ngigkeit der CARS-Signalfeldsta¨rke. Die Daten aus
Abbildung 4.10 sind doppelt logarithmisch aufgetragen. Die ermittelte
Steigung besta¨tigt den erwarteten linearen Zusammenhang.
Beschra¨nkung der Genauigkeit dieser Methode zur Bestimmung Signalintensita¨t ko¨nnte
in der Bestimmung der Differenz ∆|ESig| in Abbildung 4.10 liegen. Sie basiert auf der
Annahme, dass die Linienform gleich bleibt. Wie in Abbildung 2.11 in Abschnitt 2.4.2
jedoch diskutiert wurde, a¨ndert sich diese mit zunehmendem nichtresonanten Unter-
grund der Suszeptibilita¨t. Mit abnehmender Konzentration von Acetonitril, steigt der
nichtresonante Untergrund, welcher vor allem in Wasser entsteht. Dadurch kann sich
die Linienform mit der Konzentration leicht a¨ndern, was unter Umsta¨nden die geringe
Genauigkeit erkla¨rt.
4.2.4. Unterdru¨ckung unerwu¨nschter Zweiphotonenfluoreszenz
Als einer der Hauptvorteile von CARS wird gemeinhin angefu¨hrt, dass das Signal zu
ho¨heren Frequenzen verschoben ist und nicht von Fluoreszenz u¨berlagert wird. Aller-
dings tritt bedingt durch die kurzen Impulse und die damit verbundenen hohen Spit-
zenintensita¨ten eine beachtliche Zweiphotonenabsorption auf, welche eine anschließende
Fluoreszenz nach sich ziehen kann. Diese Zweiphotonenfluoreszenz (2PEF) u¨berlagert
sich inkoha¨rent zum CARS-Signal, so dass sich die Intensita¨ten addieren:
S(ω) = SCARS(ω) + S2PEF (ω). (4.11)
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Abbildung 4.12.: Bestimmung des Single-Beam-CARS-Signalfeldes fu¨r verschiedene
Konzentrationen von DCM in Acetonitril. (a-d) Single-Beam-CARS-
Spektren (Gatephase φn = 0) fu¨r die Konzentrationen 0 %; 0,1%; 1%
bzw. 10 % Vol. der Ausgangslo¨sung. (e-h) Die entsprechenden Signal-
feldamplituden |ESig(ω)| nach Gleichung (4.7).
Bei der DQSI-Operation nach den Gleichungen (4.7) und (4.8) sollte demnach der Anteil
der 2PEF wegfallen, da jeweils Differenzen von Signalen mit verschiedenen Gatephasen
gebildet werden. Um dies zu untersuchen, wurde eine Lo¨sung des Laserfarbstoffs DCM
in Acetonitril hergestellt, bei der eine starke 2PEF im selben Spektralbereich wie das
CARS-Signal beobachtet wurde. Die Lo¨sung wurde anschließend drei mal um den Fak-
tor zehn verdu¨nnt. Mit diesen Lo¨sungen wurde dann jeweils eine DQSI-Single-Beam-
CARS-Messung mit entsprechender Berechnung nach den Gleichungen (4.7) und (4.8)
durchgefu¨hrt. Das Ergebnis ist in Abbildung 4.12 gegeben. Es fa¨llt zuna¨chst auf, dass
mit zunehmender Konzentration zu ho¨heren Frequenzen hin ein starker 2PEF-Anteil im
Single-Beam-CARS-Spektrum entsteht, was zu erwarten ist. Allerdings ist auch in den
berechneten Signalfeldamplituden ein Anteil von 2PEF vorhanden, der sich ebenfalls
bei ho¨heren Frequenzen zeigt und vor allem die Linie bei 2942cm−1 mit ansteigender
DCM-Konzentration zunehmend u¨berdeckt.
Nach Gleichung (4.11) ist diese Beobachtung nicht zu erwarten. Die Erkla¨rung fu¨r
diesen Effekt ist in der Effizienz der Zweiphotonenabsorption zu finden, welche von der
Gatephase φg abha¨ngt. Ein Maß fu¨r diese Effizienz ist das Leistungsspektrum der zweiten
Harmonischen, welches in Gleichung (B.10) in Anhang B behandelt wird. Es wird u¨ber
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Abbildung 4.13.: Abha¨ngigkeit des Leistungsspektrums der zweiten Harmonischen von
der Anregungsphase in DQSI-Messungen. (a) Laserfeldamplitude und
Phase mit variablem Phasengate. (b) Darauf basierende Simulati-
on des integrierten Leistungsspektrums der zweiten Harmonischen in





∫ ∣∣∣∣∫ E(ω)E(Ω− ω)dω∣∣∣∣2 dΩ. (4.12)
Anschließend wird die Phase des Gates φg variiert. In Abbildung 4.13 ist das Ergebnis
einer numerischen Auswertung von Gleichung (4.12) gezeigt, wobei das experimentell
ermittelte Laserspektrum verwendet wurde und ein Phasengate von 10cm−1 Breite bei
der Position 13.000cm−1 simuliert wurde. Es ergibt sich eine sinusfo¨rmige Abha¨ngigkeit,
was bedeutet, dass die Zweiphotonenfluoreszenz ebenfalls sinusfo¨rmig moduliert wird.
Dies ist die Erkla¨rung fu¨r den 2PEF-Anteil in den Spektren in Abbildung 4.12. Die
DQSI-Operation zur Berechnung der Amplitude in Gleichung (4.7) gibt die Amplitude
einer Sinusfunktion. Da das 2PEF-Signal ebenfalls sinusfo¨rmig moduliert wird, bleibt
die Amplitude dieser A¨nderung im Signal erhalten.
In Abbildung 4.13 (b) sind die vier Phasen eingezeichnet, welche fu¨r die DQSI-
Operation notwendig sind. Bei zwei von ihnen, na¨mlich bei −pi/2 und pi/2, ist Zwei-
photonenabsorption und damit auch die 2PEF gleich stark. Geht man von einem lo-
kalen Oszillator mit flacher Phase aus, so entspricht die Differenz dieser beiden Werte
anna¨hernd einem spontanen Ramanspektrum (vgl. Anhang C). Ferner wird durch die
Differenzbildung auch der 2PEF-Anteil kompensiert, wie in Abbildung 4.14 gezeigt wird.
Eine grundsa¨tzlich andere Mo¨glichkeit 2PEF zu unterdru¨cken, ist nicht die Phase des
Gates, sondern dessen spektrale Position zu vera¨ndern.[125] Das Leistungsspektrum der
zweiten Harmonischen wird dadurch kaum vera¨ndert, das Peak-Dip-Merkmal im Single-
Beam-CARS-Spektrum jedoch verschoben. Dies entspricht einer Einzelstrahlvariante des
Frequency modulation CARS, welches in [126] vorgestellt und in [127] mit breitbandigen
Laserimpulsen umgesetzt wurde. Eine experimentelle Demonstration der Unterdru¨ckung
der Zweiphotonenfluoreszenz ist in Abbildung 4.15 gezeigt. In (a) sind Single-Beam-
CARS-Messungen fu¨r zwei Anregungsspektren dargestellt, bei denen die Position eines
pi/2-Gates um ein Pixel verschoben wurde. Sie stimmen exakt u¨berein, außer an den
Postionen, an denen die Resonanzen abgebildet werden. Dadurch ist die Differenz der
beiden Signale eine Nulllinie, bei der Peaks und Dips bei den Positionen der Resonanzen
auftreten. Die Integration des Signals in (c) zeigt Linien bei den Resonanzen. Der Anteil
der 2PEF im gemessenen Spektrum war dabei um einen Faktor 160 sta¨rker als das
detektierte CARS-Signal.
Wie in Abschnitt 5.2.2 gezeigt wird, wa¨re eine pi-Phase geeigneter gewesen. Bei der
Durchfu¨hrung des Experiments war der Einfluss des dort eingefu¨hrten Interferenzfeldes
jedoch noch nicht verstanden. Das Ziel war mit vier Messungen, Differenzbildung und
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Abbildung 4.14.: Extraktion von Ramanspektren durch Phasena¨nderung des Gates. (a)
CARS-Spektren von Acetonitril und DCM mit Gatephasen φg =




Integration eine DQSI -Messung durchzufu¨hren und eine vollsta¨ndige Charakterisierung
von χ(3)(Ω) zu erhalten. Mit dem inzwischen erlangten Versta¨ndnis, welches in Abschnitt
5.2.2 beschrieben wird, ist jedoch klar, dass dies unmo¨glich ist. Bei Verschieben des Gates
a¨ndert sich auch der lokale Oszillator in der fu¨r DQSI u¨blichen Betrachtungsweise. Die
Betrachtungsweise aus Abschnitt 5.2.2 erlaubt das lokale Oszillatorfeld als identisch fu¨r
beide Messungen zu betrachten. Der verfu¨gbare Phasenraum ist dann aber auf pi/2 <




Abbildung 4.15.: Extraktion von Ramanspektren durch Verschieben der spektralen Po-
sition des Gates. (a) Selbst bei starker 2PEF bleibt die Signalinten-
sita¨t bei Verschiebung des Phasengates konstant. (b) An den Stellen,
die vom Gate aus um die Resonanzfrequenz verschoben sind, treten
A¨nderungen auf, welche Verschiebungen des Gates nachbilden und in
der Differenz der Signale sichtbar sind. (c) Eine Integration liefert dann
na¨herungsweise den Betrag des Signalfeldes.
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Der eigentliche Reiz nichtlinearer optischer Raman-Mikroskopie ist die chemisch selektive
Bildgebung. Das bedeutet, dass chemische Eigenschaften, in diesem Fall Moleku¨lschwing-
ungsfrequenzen, als Kontrastmechanismus herangezogen werden.
Die beiden Single-Beam-CARS-Ansa¨tze Kontrolle der Anregung und Multiplexing sind
auch hier Ausgangspunkt der Betrachtungen. In [93] wurde bereits der impulsformer-
basierte Ansatz des Spectral Focusing vorgestellt. In dieser Arbeit wird das Repertoire
dieser Methoden um den partiellen b-Scan erweitert. Dies ist ein recht instruktives Bei-
spiel, das hier angegeben werden soll, obwohl seine praktische Relevanz geringer als die
des Spectral Focusing ist.
Der Multiplex-Ansatz, der in diesem Kapitel vorgestellt wird, entspricht in seinem
Anspruch konventionellen Multiplex-CARS-Messungen unbekannter Proben.[12] Es wird
eine Methode vorgestellt, mit welcher ohne Vorwissen die ra¨umliche Anordnung eines
Polymerblends identifiziert wird.
5.1. Kontrolle der Anregung
Die Kontrolle der Anregung ist der na¨chstliegende Ansatz fu¨r eine schnelle Bildgebung.
Die Idee eine bestimmte Bande anzuregen und das CARS-Signal als Kontrastmecha-
nismus zu verwenden entspricht herko¨mmlichen Narrowband-CARS-Experimenten.[16]
Das hier vorgestellte Verfahren unterscheidet sich von diesem Ansatz insofern, dass ein
Ausschnitt aus einem b-Scan betrachtet und mit einer vorhergehenden Messung vergli-
chen wird. Im u¨bertragenen Sinne kann man von einem zeitlichen Fingerabdruck der
Moleku¨lschwingung sprechen.
5.1.1. Partieller b-Scan
Spektroskopie mittels b-Scan wurde bereits in Abschnitt 4.1 vorgestellt. Nun soll an-
hand eines experimentellen Beispiels die Mo¨glichkeit einer Bildgebung mit diesem Ver-
81
5. Chemisch selektive Bildgebung
fahren erfolgen. Der b-Scan entha¨lt charakteristische Moleku¨lschwingungen der Probe
als U¨berlagerung verschiedener sinusfo¨rmiger Funktionen. In Abbildung 5.1 (a) ist ein
solcher b-Scan fu¨r Acetonitril zu sehen, dem eine Funktion der Form:
F (b) = A0 + A1b+ A2
3∑
i=1
ai sin (ωib+ φi) (5.1)
angepasst wurde, um die drei sta¨rksten Resonanzen zu erfassen. Die Werte der Anpas-
sungsparameter sind in Tabelle 5.1 angegeben. A0 und A1 bewirken eine lineare Anpas-
sung, wa¨hrend die relativen Amplituden ai, zusammen mit den Frequenzen ωi und den
Phasen φi, die Oszillationen abbilden. A2 wurde wa¨hrend der Anpassung konstant auf
eins gesetzt.
In einem na¨chsten Schritt wurde ein Bild aufgenommen, indem der Fokus in z-Richtung
durch eine Ku¨vette gescannt wurde, um den U¨bergang vom Deckglas in Acetonitril ab-
zubilden. An jedem Bildpunkt wurde ein kurzer Scan zwischen b = 275 fs und b = 435 fs
in Schritten von 10 fs ausgefu¨hrt. Fu¨r jeden Scan wurde dann die Funktion aus Glei-
chung (5.1) angepasst, wobei jedoch nur die Parameter A0, A1 und A2 zur Optimierung
freigegeben wurden. A2 gibt an, wie stark die zuvor angepassten Oszillationen in Aceto-
nitril mit jenen am aktuellen Bildpunkt u¨bereinstimmen. Eine Falschfarbendarstellung
ist in Abbildung 5.1 (b) gezeigt. Es zeigt sich, dass A2 im Bereich des Deckglases erwar-
tungsgema¨ß kleinere Werte annimmt als in Acetonitril. Das Histogramm zu dem Bild in
Abbildung 5.1 (b), in welchem die relative Ha¨ufigkeiten der Werte fu¨r A2 aufgetragen
sind, ist in Abbildung 5.1 (c) gezeigt. Es zeigen sich zwei Maxima, je eines bei niedri-
gen und eines bei hohen Werten. Das erste wird dabei dem Glas, das zweite Acetonitril
zugeordnet. Der Grenzwert zur Unterscheidung wird im Minimum bei A2,d = 0, 5 festge-
legt. Werte daru¨ber werden Acetonitril, Werte darunter Glas zugeordnet. Daraus ergibt
sich dann ein Bina¨rbild, welches in Abbildung 5.1 (d) gegeben ist. Die beiden Kompo-
nenten Acetonitril und Glas werden deutlich unterschieden. Lediglich im Bereich der
Grenzschicht kommt es zu vereinzelten Fehlzuordnungen, was mo¨glicherweise auf einen
unzureichend korrigierten Fokus zuru¨ckzufu¨hren ist.
Abschließend sei bemerkt, dass dieses Verfahren, trotz seiner erfolgreichen Umsetzung,
von geringer praktischer Relevanz ist. Es muss verha¨ltnisma¨ßig viel Vorwissen einge-
bracht werden und die Messung dauert dennoch sehr lange. Ein geeigneterer Ansatz
wurde in [93] vorgestellt, wo Spectral Focusing in einer impulsformerbasierten Variante
verwendet wurde. Auch der Ansatz des Binary Phase Shaping [94] erscheint geeigneter
(vgl. Abschnitt 2.4.3).
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Abbildung 5.1.: Partieller b-Scan. (a) b-Scan (schwarz) und Anpassungsfunktion (rot)
fu¨r Acetonitril. (b) Bild des U¨bergangs von Glas (links) in Acetonitril
(rechts) anhand der Werte des Fitparameters A2. (c) Histogramm zu
(b). (d) Bina¨rbild aus (b) mit dem Grenzwert A2,d = 0, 5.
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Tabelle 5.1.: Anpassungsparameter entsprechend Gleichung (5.1).
Parameter Wert
A0 1, 26 · 106
A1 −519, 743fs−1














Im Folgenden soll untersucht werden, inwieweit mit dem Multiplexingansatz eine Single-
Beam-CARS-Bildgebung erzielt werden kann. Das DQSI -Schema, welches in Abschnitt
4.2.3 vorgestellt wurde, beno¨tigt allerdings vier Messungen, die entsprechend lange ge-
mittelt werden mu¨ssen, um verha¨ltnisma¨ßig kleine A¨nderungen deutlich werden zu las-
sen. Fu¨r eine Bildgebung an realen Proben ist dies inakzeptabel, da erstens zu lange
Bestrahlungsdauern im Interesse einer geringen Probenbelastung zu vermeiden sind und
zweitens typischerweise etwa 10.000 Bildpunkte aufzunehmen sind. Daher ist es anzu-
streben an jedem Bildpunkt jeweils mo¨glichst nur ein Spektrum aufzunehmen und die
Anregungsphase nicht zu a¨ndern. Im Folgenden werden die Voraussetzungen dafu¨r dar-
gelegt.
5.2.1. Reduzierung der Intensita¨t des Anregungsfeldes
Ein entscheidender Punkt fu¨r die erfolgreiche Aufnahme von Single-Beam-CARS-Spek-
tren in empfindlichen Proben, wie biologischem Gewebe oder in diesem Fall Polymeren,
ist die Reduzierung der Strahlungsbelastung. Hierzu ist zu beachten, dass zur Anre-
gung hoher Schwingungsfrequenzen der mittlere Teil des Spektrums nicht beitra¨gt. Dies
liegt daran, dass fu¨r die Frequenzkomponenten in der Mitte des Spektrums sowohl zu
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Abbildung 5.2.: Einfluss des (a) Anregungsspektrums auf die (b) Ramananregungswahr-
scheinlichkeit A(Ω). Oberhalb von 3000cm−1 tragen nur die Ra¨nder des
Spektrums bei, so dass sich A(Ω) fu¨r hohe Wellenzahlen, bei Ausschnei-
den eines Bereiches aus der Mitte des Spektrums, nicht a¨ndert.
ho¨heren als auch zu niedrigeren Frequenzen lediglich eine reduzierte Bandbreite des
Spektrums vorhanden ist. Abbildung 5.2 zeigt die Berechnung der Ramananregungs-
wahrscheinlichkeit fu¨r zwei verschiedene Anregungsspektren. Im ersten wird das gesamte
Laserspektrum verwendet. Die entsprechende Anregungswahrscheinlichkeit A(Ω) zeigt
den typischen Verlauf mit einem Maximum bei null und einer kontinuierlichen Abnah-
me zu ho¨heren Frequenzen hin. Im zweiten Fall werden nur die Ra¨nder des Spektrums
verwendet und der Mittelteil ausgeschnitten. Die Anregungswahrscheinlichkeit A(Ω) ist
zuna¨chst deutlich reduziert und nimmt in diesem Fall deutlich schneller ab, entspre-
chend der Bandbreite der verbleibenden Flu¨gel. Ab einem gewissen Punkt findet dann
wieder ein Anstieg statt und bei genu¨gend hohen Frequenzen, hier bei etwa 3000cm−1,
wird sogar die Anregungswahrscheinlichkeit des vollsta¨ndigen Spektrums erreicht. Das
bedeutet, dass die Anregung hoher Frequenzen bei deutlich reduzierter Gesamtintensita¨t
nicht eingeschra¨nkt wird.
5.2.2. Festes Phasengate
Fu¨r eine Bildgebung ist es anzustreben eine konstante Phase anzulegen und dann die
Probe zu scannen. Eine Mo¨glichkeit hierzu ist das Anlegen eines konstanten Phasen-
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Abbildung 5.3.: Betrachtung des Anregungsschemas. (a) Ein festes Phasengate kann aus
einer U¨berlagerung dreier Komponenten betrachtet werden. (b) Fu¨r das




gates. Um einen optimalen Wert fu¨r die angelegte Phase zu finden, ist es hilfreich das
Anregungsfeld als U¨berlagerung dreier Komponenten zu betrachten, wie in Abbildung
5.3 (a) gezeigt ist. Ein Teil ist das ungeformte Anregungsfeld mit einer flachen Phase,
welches einen lokalen Oszillator mit glattem Amplituden- und Phasenverlauf erzeugt.
Diesem u¨berlagert ist ein schmalbandiges spektrales Feld bei der Frequenz ωg mit einer
um pi verschobener Phase, das im Folgenden Interferenzfeld genannt wird.[128, 129]
Dieser Anteil erzeugt die Kerbe im Spektrum, welche durch die dritte Komponente,
einem schmalbandigen Feld mit der angelegten Gatephase, wieder aufgefu¨llt wird.
Die Konsequenzen fu¨r das Experiment sind in Abbildung 5.3 (b) gezeigt. Das schmal-
bandige Interferenzfeld u¨berlagert das angelegte Probefeld koha¨rent, so dass ein effek-
tives Probefeld entsteht, welches nur einen eingeschra¨nkten Phasenbereich einnehmen
kann. Der mo¨gliche Bereich ist durch einen gestrichelten Kreis in der linken Ha¨lfte der
komplexen Ebene dargestellt. Einige Beispiele sind in Abbildung 5.4 gezeigt. Wird eine
Phase von null am Gate angelegt, so lo¨schen sich Interferenzfeld und Probefeld gegen-
seitig aus, so dass ein ungeformtes Anregungsfeld u¨brig bleibt, was dem experimentellen
Ergebnis mit einem transformlimitierten Impuls entspricht (Abbildung 5.4). Mit zuneh-
mender Phase des Probegates steigt auch die Amplitude des effektiven Probefeldes an,
solange bis bei der Phase pi eine konstruktive U¨berlagerung von Probe- und Interferenz-
feld vorliegt (Abbildung 5.4 c). Die Amplitude des effektiven Probefeldes variiert also
zwischen null und der doppelten Amplitude des Anregungsfeldes bei der Frequenz ωg,
wa¨hrend die mo¨gliche Phase im Bereich von pi/2 < φ < −pi/2 liegt. Die Teilabbildungen
5.4 (b) und (d) zeigen den Sachverhalt fu¨r Gatephasen von φg = ±pi/2.
Diese zuna¨chst etwas kompliziert anmutende Betrachtungsweise hat den Vorteil, dass
der lokale Oszillator tatsa¨chlich als Funktionen mit glattem Amplituden- und Phasen-
verlauf betrachtet werden kann. Geht man davon aus, dass das schmalbandige Probefeld
keinen Einfluss auf die Ramananregungswahrscheinlichkeit A(Ω) hat, so la¨sst sich das











E(ω − Ω)R(Ω)dΩ + E(ωg)eiφg,effR(ω − ωg)
ECARS(ω) = ECARS,b(ω) + ESig,eff(ω). (5.2)
Geht man von einer Phase des Probegates von φg,eff = pi aus, so la¨sst sich Gleichung
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Abbildung 5.4.: Betrachtung der DQSI-Phasen. (a-d) Veranschaulichung des Einflusses
des Interferenzfeldes auf Amplitude und Phase des effektiven Probes bei
den Gatephasen, die fu¨r DQSI verwendet werden.
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(5.2) wie folgt umformen:
ECARS(ω) = ECARS,b(ω)− E(ωg)A(ω − ωg)χ(3)(ω − ωg). (5.3)
Die Phasen von ECARS,b(ω) sowie A(ω − ωg) werden hier na¨herungsweise als null ange-
nommen, so dass sich fu¨r das gemessene CARS-Signal
SCARS(ω) =
∣∣ECARS,b(ω)− E(ωg)A(ω − ωg)χ(3)(ω − ωg)∣∣2
= |ECARS,b(ω)|2 + E(ωg)A(ω − ωg)







ergibt. Das resultierende CARS-Signal kann also als glatte Funktion betrachtet werden,
von welcher ein Term proportional zu χ(3)(ω−ωg) abgezogen wird, so dass gewissermaßen
ein umgedrehtes CARS-Signal aufgenommen wird. Aus diesem Grund wird aus dem
typischen Peak-Dip-Verlauf mit steigender Schwingungsfrequenz ein Dip-Peak-fo¨rmiger.
Die Unterschiede fu¨r verschiedene Moleku¨le sind jedoch in etwa so signifikant wie bei
herko¨mmlichen CARS-Messungen.
5.2.3. Klassifizierung
Diese Unterschiede im Spektrum lassen sich fu¨r eine Klassifizierung nutzen. Damit ist
gemeint, dass die aufgenommenen Spektren entsprechend ihrer Form verschiedenen Klas-
sen (Cluster) zugeordnet werden.[130, 131] Wird als Kriterium fu¨r die Zugeho¨rigkeit zu





herangezogen, ist es unerheblich worauf die einzelnen Spektren bezogen sind. Es kann die
Nulllinie wie bei spontanen Ramanmessungen, ein konstanter Wert oder ein beliebiger
Verlauf sein. Bei Single-Beam-CARS-Messungen, wie sie hier gezeigt werden, ist letzteres
der Fall. In Gleichung (5.5) wurde beru¨cksichtigt, dass die Spektren mit einer begrenzten
Auflo¨sung detektiert werden. Daher wurde ein Summenzeichen verwendet, wobei der
Index i fu¨r Nummerierung der einzelnen Pixel der CCD-Kamera steht.
Eine ga¨ngige Art der Klassifizierung ist das k-means-Clustering.[132] Hierbei wird die
Anzahl k der Klassen bzw. Cluster bereits zu Beginn festgelegt. Zuna¨chst werden zufa¨llig
k Spektren ausgewa¨hlt, die als anfa¨ngliche Means Sc, also Mittelwertspektren, dienen.
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Anschließend wird jedes Spektrum demjenigen Mean zugeordnet, mit welchem es die
geringste Fehlerquadratsumme F nach Gleichung (5.5) bildet. Die Spektren, welche dem
selben Mean zugeordnet sind, bilden dann einen Cluster. Der na¨chste Schritt ist dann
die Mittelwertbildung aller Spektren eines Clusters. Diese Mittelwerte sind dann die
Means fu¨r die na¨chste Iteration. Der Algorithmus wird solange fortgesetzt bis sich die
Zuordnung der Spektren zu ihren Clustern nicht mehr a¨ndert.
Dadurch wird erreicht, dass Spektren, welche eine a¨hnliche Gestalt haben, derselben
Klasse zugeordnet werden. Da die Resonanzen der Suszeptibilita¨ten die Form der CARS-
Spektren auf charakteristische Weise a¨ndern, findet eine chemisch selektive Zuordnung
statt.
Es ist anzumerken, dass noch etliche weitere Klassifizierungsmethoden [133] existie-
ren, etwa die Hauptkomponentenanalyse (Principal Component Analysis, PCA) [12, 134]
oder Support Vector Machines (SVM).[135] Das k-means-Clustering wurde fu¨r eine ers-
te Demonstration verwendet, da es verha¨ltnisma¨ßig einfach zu implementieren ist. Eine
systematische Untersuchung kann ergeben, dass ein anderes Verfahren geeigneter ist.
5.2.4. Experimentelle Demonstration
Das zuvor vorgestellte Schema wurde an einem Polymerblend bestehend aus Polyethylen
(PE), Polystyrol (PS) und Polypropylen (PP) experimentell demonstriert. Die Formung
des Anregungsfeldes ist in Abbildung 5.5 gezeigt. Es wurde ein Probe-Gate von vier
Pixeln bei 775 nm eingefu¨hrt, das eine Amplitude von eins und eine Phase von pi auf-
weist. Ferner wurde der Bereich zwischen 810nm und 860nm mit dem Impulsformer
ausgeschnitten und die Intensita¨t im verbleibenden Spektrum auf 0,8 gesetzt, um Pho-
tozersto¨rung zu vermeiden.
Das Ergebnis ist in Abbildung 5.6 gezeigt. In (a) ist die Intensita¨t der CARS-Spektren
bei 640nm aufgetragen. Es sind lediglich grobe Strukturen erkennbar und der Informa-
tionsgehalt ist in etwa mit einer Lichtbildaufnahme zu vergleichen. Die Verteilung der
Komponenten ist jedoch nicht ersichtlich.
Betrachtet man jedoch die CARS-Spektren selbst an verschiedenen Punkten in der
Probe, so werden durchaus Unterschiede deutlich, wie in (b) zu sehen ist. Das Spektrum
am rot markierten Punkt weist eine zusa¨tzliche Linie bei etwa 620nm auf und das am
gru¨n markierten Punkt zeigt einen schnelleren Abfall zu gro¨ßeren Wellenla¨ngen hin. Die
k-means-Clusteranalyse in (c) offenbart die Chemische Struktur der Probe. Die einzelnen
Bereiche der verschiedenen Polymere sind klar zu erkennen.
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Abbildung 5.5.: Formung des Anregungsfeldes zur Bildgebung. Die Amplitude des Ga-
tes erha¨lt den Wert eins, wa¨hrend jene der Flu¨gel 0,8 betra¨gt und der
mittlere Bereich ganz ausgeschnitten wird.
In Teilabbildung (d) sind die Means am Ende der Klassifizierung zu sehen, welche mit
den Einzelspektren in (b) u¨bereinstimmen. Die einzelnen Charakteristika sind gleich,
der einzige Unterschied ist, dass das Rauschen, welches bei den Einzelspektren in (b) zu
sehen ist, heraus gemittelt wurde.
Die Klassifizierung erfolgte vollkommen ohne Vorwissen u¨ber die Probe, abgesehen da-
von, dass der CH-Schwingungsbereich zur Anregung ausgewa¨hlt wurde. Die Anordnung
der Probenbestandteile wurde identifiziert, ohne dass allerdings angegeben werden kann,
welcher Bereich im Bild in Abbildung 5.6 (c) zu welchem Probenbestandteil geho¨rt. Dies
ist jedoch nicht unbedingt ein großer Nachteil. Bei mikroskopischen Aufnahmen in der
Medizin oder auch den Materialwissenschaften erfordert die richtige Interpretation der
Bilder sehr ha¨ufig großes Expertenwissen. So liefert bei lichtmikroskopischen Aufnahmen
die Angabe der Transmission an verschiedenen Bildpunkten keine besondere Informati-
on. Entscheidend ist vielmehr verborgene Strukturen sichtbar zu machen, was mit der
hier vorgestellten Methode eindeutig mo¨glich ist.
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Abbildung 5.6.: Chemisch selektive Bildgebung eines Polymerblends. (a) Die Auftragung
der Signalintensita¨t der Single-Beam-CARS-Spektren bei 640nm. (b)
Spektren von verschiedenen Probenpositionen. (c) Clusteranalyse. (d)
Die Mittelwertspektren der entsprechenden Bereiche in (c).
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Anregungsphasen
Im vorangegangenen Kapitel wurde bereits die Problematik der Probenzersto¨rung durch
zu lange Bestrahlung mit Laserlicht angesprochen. Dort wurde ein Großteil des Anre-
gungsspektrums ausgeschnitten und die Intensita¨t reduziert, um ein Bild aufnehmen zu
ko¨nnen. Auch in biologischen Proben, welche fu¨r die nichtlineare Mikroskopie von hoher
Relevanz sind, tritt dieser Effekt auf. Zur Illustration ist in Abbildung 6.1 die lichtmi-
kroskopische Aufnahme von Mooszellen vor und nach einer Single-Beam-CARS-Messung
gezeigt. Die Probe ist offensichtlich zersto¨rt worden und die gemessenen Daten waren
ebenfalls nicht verwendbar.
Dieses Kapitel soll nun einen Weg aufzeigen, wie das Problem der Photozersto¨rung
weiter reduziert werden kann. Es werden Anregungsphasen gesucht, welche gezielt fu¨r
die Moleku¨le einer Komponente Signal liefern, wa¨hrend in anderen Komponenten ein
mo¨glichst geringes Signal entstehen soll. Dadurch kann die Bildaufnahme deutlich be-
schleunigt werden und die Zellen sind der Bestrahlung ku¨rzer ausgesetzt. Die Aufgabe
besteht nun darin, diese Anregungsphasen zu bestimmen. Eine Mo¨glichkeit ist die Opti-
mierung im Experiment durchzufu¨hren, indem verschiedene Probenbestandteile gemes-
Abbildung 6.1.: Mooszellen (a) vor und (b) nach der Aufnahme eines Single-Beam-
CARS-Bildes.
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sen und deren Signale mittels eines evolutiona¨ren Algorithmus (siehe Anhang B) opti-
miert werden. Dies ist jedoch sehr schwierig oder unter Umsta¨nden sogar unmo¨glich, da
diese Optimierung im Experiment ebenfalls eine lange Bestrahlung der Probe impliziert,
was wiederum Photozersto¨rung verursacht.
Der alternative Ansatz ist nun die Signale nicht im Experiment zu messen, sondern
mittels eines Computers zu simulieren (in silico-Optimierung). Die Voraussetzung hierfu¨r
ist eine schnelle Simulation, weswegen im Rahmen dieser Arbeit ein Simulationspaket in
LabVIEW erstellt wurde. Die Grundlagen hierzu sind in Anhang B beschrieben.
In [136–138] wurde eine a¨hnliche Optimierung beschrieben, allerdings mit dem Un-
terschied, dass dort ein zusa¨tzlicher schmalbandiger Stokes-Impuls u¨berlagert wurde
und jeweils zwei Messungen aufgenommen werden mussten, um den nichtresonanten
Untergrund zu eliminieren. Hier ist der Anspruch ein Verfahren konzeptionell zu entwi-
ckeln, das mit einem einzigen Impuls auskommt und keinen Wechsel der Phasenfunktion
beno¨tigt.
Die Optimierungsalgorithmen, die in dieser Arbeit verwendet wurden, sind ebenfalls in
Anhang B beschrieben. Es handelt sich zum einen um evolutiona¨re Algorithmen[139–141]
und zum anderen um den Downhill-Simplex-Algorithmus.[115] Evolutiona¨re Algorithmen
stellten sich als besonders geeignet in Kombination mit bina¨r kodierten Daten heraus.
So wurden sie im Rahmen der numerischen Optimierung des, in Abschnitt 2.4.3 ge-
zeigten, Binary Phase Shaping verwendet. Ferner eignen sich evolutiona¨re Algorithmen
in besonderem Maße fu¨r Optimierungen am Experiment, da sie, verglichen mit dem
Downhill-Simplex-Verfahren, weniger empfindlich auf verrauschte Optimierungsgro¨ßen
reagieren.[139]
Der Vorteil des Downhill-Simplex-Algorithmus hingegen ist, dass bei einer Iteration
nur ein bis zwei Fitnesswerte errechnet werden mu¨ssen. Damit ist er fu¨r numerische Si-
mulationen sehr gut geeignet, da die Berechnung deutlich beschleunigt wird. Aus diesem
Grund wurde er fu¨r die Optimierungen in diesem Kapitel verwendet.
6.1. Single-Beam-CARS-Signale als Ergebnis spektraler
Interferenz
Ein Weg zur Optimierung von Anregungsphasen auf Basis einer Simulation soll im
Folgenden demonstriert werden. Der Ansatz hierzu ist in Abbildung 6.2 gezeigt. Das
Anregungsspektrum kann als U¨berlagerung vieler infinitesimal kleiner Bereiche angese-
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Abbildung 6.2.: Optimierung von Anregungsphasen. Das Single-Beam-CARS-Feld kann
als U¨berlagerung vieler Multiplex-CARS-Felder betrachtet werden, wel-
che interferieren. Es gilt eine Anregungsphase zu finden, welche fu¨r ein
Moleku¨l an einer bestimmten Stelle im Spektrum ωg destruktive Inter-
ferenz erzeugt (a) und fu¨r ein anderes konstruktive (b).
hen werden, welche als Probespektrum wirken. Diese erzeugen dann infinitesimal kleine




|E(ω − Ω)| eiφ(ω−Ω)R(Ω)dΩ. (6.1)
Die frequenzabha¨ngige Phase des Anregungsfeldes φ(ω − Ω) hat dann Einfluss darauf,
ob konstruktive oder destruktive Interferenz bei einer bestimmten Detektionsfrequenz
ωg auftritt. In Abbildung 6.2 sind exemplarisch fu¨nf Probefrequenzen eingezeichnet, zu-
sammen mit den von ihnen abgefragten CARS-Feldern. Tatsa¨chlich handelt es sich aber
natu¨rlich um eine kontinuierliche Verteilung der Probefrequenzen, na¨mlich das Anre-
gungsfeld E(ω). In Abbildung 6.2 (a) ist der Fall einer destruktiven und in (b) der einer
konstruktiven Interferenz gezeigt.
Ziel einer Optimierung im Hinblick auf Kontrasterzeugung ist es, eine Phasenfunktion
φ(ω) fu¨r das Anregungsfeld zu finden, die fu¨r ein Moleku¨l bei einer bestimmten Detekti-
onsfrequenz konstruktive und fu¨r ein anderes destruktive Interferenz erzeugt. Auf diese
Weise ko¨nnte eine Komponente mit großer Selektivita¨t abgebildet werden.
6.2. Einkanaldetektion
Mit dem in Anhang B vorgestellten Downhill-Simplex-Verfahren in Verbindung mit
der schnellen Simulation von Single-Beam-CARS-Spektren kann nun eine entsprechende
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Abbildung 6.3.: Simulierte Suszeptibilita¨ten fu¨r die in silico-Optimierung. Die entspre-
chenden Parameter sind in Tabelle 6.1 angegeben.
Phase gesucht werden. Hierzu wurden simulierte Suszeptibilita¨ten verwendet, welche in
Abbildung 6.3 gezeigt sind und mit den Parametern aus Tabelle 6.1 modelliert wurden.
Als Anregungsspektrum wurde das Spektrum des Lasers aus dem Experiment verwen-






















Der Parametervektor ~φ besteht dabei aus den Werten fu¨r die Phasenfunktion, die u¨ber
das Anregungsspektrum verteilt sind. In dieser Simulation wurde dabei die spektrale
Zuordnung der Pixel der Maske im Experiment verwendet. Entsprechend waren es 640
diskrete Werte fu¨r die Phase des Anregungsfeldes. In Tabelle 6.1 sind als Parameter
fu¨r die in silico-Optimierung die Werte fu¨r die beiden Suszeptibilita¨ten nach Gleichung
(2.46), sowie die Positionen der Integrationsbereiche gegeben. Fu¨r die Optimierung der
Zielfunktion nach Gleichung (6.2) wurde der Bereich ωg in Tabelle 6.1 verwendet.
Die Ergebnisse der Optimierung sind in Abbildung 6.4 gezeigt. Teilabbildung (a) zeigt
das Anregungsfeld. Die hier gezeigte Phase ist bereits das Ergebnis der Optimierung. In
(b) sind die CARS-Intensita¨ten fu¨r die beiden simulierten Suszeptibilita¨ten fu¨r die An-
regung mit der optimierten Phase aus (a) gezeigt. Es ist zu erkennen, dass die Intensita¨t
des CARS-Signals fu¨r die Suszeptibilita¨t χ
(3)
2 bei der Position ωg des Integrationsberei-
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A1,1 3 · 107 cm−1

















A2,1 1 · 107 cm−1
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Abbildung 6.4.: In silico Optimierung. (a) Anregungsamplitude mit optimierter Phase.
(b) CARS-Intensita¨ten bei Anregung mit der optimierten Phase.
ches um 15380cm−1 deutlich gegenu¨ber derjenigen fu¨r die Suszeptibilita¨t χ(3)1 erho¨ht ist.
Bemerkenswert ist dabei, dass eine glatte, weitestgehend konstante, Phasenfunktion er-
halten wird, obwohl die Werte fu¨r jedes Pixel der (simulierten) Maske fu¨r einen Bereich
zwischen null und 2pi freigegeben wurden. Die Werte an der Stelle des Integrationsbe-





entspricht. In Abschnitt 4.2.1 wurde erwa¨hnt, dass die A¨nderungen durch eine einzelne
Resonanz bei Anregung mit einem Phasengate typischerweise bei etwa 5% liegen. Damit
ist der hier erreichte Kontrast schon eine Verbesserung. Allerdings ist er nur auf diese
beiden Komponenten abgestimmt, was zu Problemen fu¨hren kann, wenn nichtresonante
Komponenten vorhanden sind. Ebenso kann eine unterschiedliche Streuung in der Probe
das Ergebnis verfa¨lschen.
Das legt nahe, dass die Differenz alleine unter Umsta¨nden keine sehr wirkungsvolle
Grundlage fu¨r eine erwu¨nschte Selektivita¨t ist. Vielmehr ist das Ziel, Anregungsphasen





Eine eindeutige Zuordnung kann erhalten werden, wenn verschiedene spektrale Berei-
che des CARS-Spektrums betrachtet werden. Eine alternative Zielfunktion, welche die


























Hierbei wird die Differenz nicht zwischen CARS-Spektren fu¨r verschiedene Moleku¨le ge-
bildet, sondern jeweils fu¨r dasselbe Moleku¨l bei anderen Positionen im Spektrum. Das
Ziel ist hierbei fu¨r ein Moleku¨l eine positive, fu¨r das andere eine negative Differenz zu
erhalten. Das Produkt in Gleichung (6.3) wird dabei negativ und somit immer kleiner,
je gro¨ßer die Betra¨ge der beiden Differenzen werden. Somit ist sie fu¨r Optimierungsal-
gorithmen, welche ein Minimum anstreben, geeignet.
In Abbildung 6.5 ist das Ergebnis der Optimierung, wieder mit den modellierten Sus-
zeptibilita¨ten χ
(3)
1,2(Ω) aus Tabelle 6.1, gezeigt. Es ist zu erkennen, dass fu¨r die simulierte
Suszeptibilita¨t χ
(3)
1 im Integrationsbereich bei ωg,1 ein Minimum und in dem bei ωg,2 ein
Maximum entsteht. Dies entspricht einem negativen ersten Faktor in der Zielfunktion in
Gleichung (6.3). Fu¨r die Suszeptibilita¨t χ
(3)
2 verha¨lt es sich genau umgekehrt: Das Maxi-
mum befindet sich bei ωg,1 und das Minimum bei ωg,2. Damit ist maximaler Kontrast zu
erreichen, wenn die Differenzen der CARS-Signale bei ωg,1 und ωg,2 aufgetragen werden.
Die Optimierung der Zielfunktion in Gleichung (6.3) mit dem Downhill-Simplex-
Algorithmus erfolgte ohne Kenntnis des zugrundeliegenden physikalischen Mechanismus.
Es ist allerdings sehr aufschlussreich und interessant die erhaltene Anregungsphase da-
hingehend zu untersuchen. Zuna¨chst fa¨llt auf, dass die Korrekturphase in Abbildung 6.5
einen weitgehend konstanten Verlauf und nur an einigen Stellen deutliche Peaks und
Dips aufweist.
Der Effekt ist in den Abbildungen 6.6 und 6.7 erkla¨rt. Die spektrale Position jedes
Peaks und Dips in der Anregungsphase la¨sst sich einer Differenz zwischen einem der





2 (Ω) zuordnen. Abbildung 6.6 illustriert den Fall fu¨r Moleku¨l 1. Der Peak bei
12445cm−1 bildet die Resonanz Ω1,1 = 2885cm−1 (vgl. Tabelle 6.1) in den Integrations-
bereich ωg,1 = 15330cm
−1 = 12445cm−1 + 2885cm−1 ab. Ebenso bildet der Peak bei
13800cm−1 die Resonanz Ω1,2 = 1530cm−1 in den Integrationsbereich ωg,1 ab.
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Abbildung 6.5.: Ergebnis der Optimierung fu¨r die Zielfunktion mit zwei Integrations-
bereichen. (a) Anregungsamplitude mit optimierter Phase. (b) CARS-
Intensita¨ten. Die restlichen Parameter entsprechen der Simulation aus
Abbildung 6.4.
Die Dips in der Anregungsphase bei 12495cm−1 und 13850cm−1 hingegen bilden die
beiden Resonanzen Ω1,1 bzw. Ω1,2 in den Integrationsbereich ωg,2 = 15380cm
−1 =
12495cm−1 + 2885cm−1 = 13850cm−1 + 1530cm−1 ab und erzeugen destruktive Interfe-
renz. Dadurch entsteht ein Dip im CARS-Spektrum. Dies erfu¨llt genau die Forderung
der Zielfunktion in Gleichung (6.3).
In Abbildung 6.7 ist der Fall fu¨r Moleku¨l 2 gezeigt. Die Diskussion verla¨uft hier voll-
kommen analog. Der Unterschied ist jedoch, dass im Integrationsbereich ωg,1 destruktive,
und im Integrationsbereich ωg,2 konstruktive Interferenz erzeugt wird. Die Differenz der
CARS-Intensita¨ten in den beiden Integrationsbereichen
∆ICARS = ICARS(ωg,1)− ICARS(ωg,2)
hat fu¨r Moleku¨l 1 also ein positives und fu¨r Moleku¨l 2 ein negatives Vorzeichen. Dies
entspricht einer bina¨ren Zuordnung und damit dem maximal erreichbaren Kontrast.
Diese Phasenfunktion wurde ohne jegliche Einschra¨nkungen vom Optimierungsalgo-
rithmus gefunden, entspricht aber im Wesentlichen dem Verfahren des All optical proces-
sing, welches von der Silberberggruppe in [142] vorgestellt wurde. Bei der Optimierung,
wie sie in dieser Arbeit gezeigt ist, wird daru¨ber hinaus aber der optimale Phasenverlauf
100
6.3. Zweikanaldetektion
Abbildung 6.6.: Wirkungsweise der optimierten Anregungsphase aus Abbildung 6.5 im
Falle von Moleku¨l 1. Die Peaks bei 12445cm−1 und 13800cm−1 bilden die
Resonanzen Ω1,1 = 2885cm
−1 bzw. Ω1,2 = 1530cm−1 in den Integrations-
bereich ωg,1 = 15330cm
−1 ab. Es entsteht konstruktive Interferenz, was
sich in einem Peak im CARS-Spektrum zeigt. Die Dips bei 12495cm−1
und 13850cm−1 bilden die Resonanzen des Moleku¨ls 1 in den Integrati-
onsbereich ωg,2 = 15380cm
−1 ab, wobei destruktive Interferenz entsteht.
Die Frequenzachse gilt fu¨r die gesamte Abbildung.
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Abbildung 6.7.: Wirkungsweise der optimierten Anregungsphase aus Abbildung 6.5 im
Falle von Moleku¨l 2. Die Peaks bei 12680cm−1 und 13910cm−1 bilden die
Resonanzen Ω2,1 = 2700cm
−1 bzw. Ω2,2 = 1470cm−1 in den Integrations-
bereich ωg,2 = 15380cm
−1 ab. Es entsteht konstruktive Interferenz, was
sich in einem Peak im CARS-Spektrum zeigt. Die Dips bei 12630cm−1
und 13860cm−1 bilden die Resonanzen des Moleku¨ls 2 in den Integrati-
onsbereich ωg,1 = 15330cm
−1 ab, wobei destruktive Interferenz entsteht.
Die Frequenzachse gilt fu¨r die gesamte Abbildung.
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der Peaks und Dips und nicht nur deren Position bestimmt. Die Anregungsphase wird
also tatsa¨chlich maßgeschneidert.
Die Betrachtung hier erfolgte fu¨r zwei Moleku¨le mit zwei Integrationsbereichen. Es
wurden die Differenzen D1,2 = S(ωg,1) − S(ωg,2) und D2,1 = S(ωg,2) − S(ωg,1) gebildet.
Interessant ist weiterhin die Frage, wie sich die Anzahl unterscheidbarer Moleku¨le in
Abha¨ngigkeit der Integrationsbereiche a¨ndert. Durch Einfu¨hrung eines dritten Integra-
tionsbereiches ωg,3 lassen sich bereits sechs Differenzen bilden (D1,2, D1,3, D2,1, D2,3, D3,1
und D3,2). Allgemein formuliert lassen sich fu¨r n Integrationsbereiche n ·(n−1) Differen-
zen bilden, was die Unterscheidung sehr vieler Komponenten ermo¨glicht. Eine Grenze
du¨rfte jedoch der minimale Abstand sein, welchen die Integrationsbereiche haben du¨rfen.
In dieser Simulation waren es 50cm−1. Allgemein du¨rfte die Ramanlinienbreite ein guter
Anhaltspunkt sein, jedoch wa¨ren systematische Untersuchungen hierzu notwendig.
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Zum Ende soll in diesem Kapitel eine Zusammenfassung der wichtigsten Ergebnisse
dieser Arbeit erfolgen. Dabei liegt das Augenmerk auf einem Vergleich der verschiede-
nen entwickelten Spektroskopie- und Mikroskopiemethoden. Die Frage inwieweit kon-
ventionelle Konzepte nachgebildet werden ko¨nnen, ist dabei zentral. Anschließend wer-
den mo¨gliche weitere Anwendungen der Lichtquelle, bestehend aus Laseroszillator und
Impulsformer, betrachtet und konkrete Anregungen fu¨r Weiterentwicklungen des Expe-
riments gegeben, um die Messwertaufnahme zu beschleunigen.
Nach einer kurzen Behandlung wie der Ansatz der in silico-Optimierung in die Praxis
u¨berfu¨hrbar wa¨re, endet die Arbeit mit einer Schlussbetrachtung.
7.1. Diskussion der Ergebnisse
Die vorliegende Arbeit gibt einen U¨berblick u¨ber nichtlineare optische Mikroskopie mit
geformten Femtosekundenlaserimpulsen mit dem Ziel der Spektroskopie und Bildgebung.
Insbesondere wurden neue Konzepte zur Single-Beam-CARS Mikrospektroskopie und
-Mikroskopie entwickelt und im Detail untersucht. Die beiden Ansa¨tze der Kontrolle der
Anregung und des Multiplexing wurden gegenu¨ber gestellt.
Als Vertreter der Kontrolle der Anregung wurde in Abschnitt 4.1 der b-Scan in Simula-
tion und Experiment vorgestellt. Mit ihm ist die Aufnahme vollsta¨ndiger Ramanspektren
mo¨glich, indem die Anregung der Schwingungsfrequenzen des Moleku¨ls moduliert wird.
Jede Resonanz liefert dabei einen charakteristischen Beitrag zum Signal, welcher durch
eine Fouriertransformation identifiziert werden kann. Bemerkenswert ist hierbei, dass
spektrale Information erhalten wird, obwohl die Messung des Signals einkanalig erfolgt.
Im Aufbau, der im Rahmen dieser Arbeit entstanden ist, wurde erstmals das Ziel erreicht,
CH-Schwingungen im Bereich von 3000cm−1 mit dieser Methode zu detektieren. Dies ist
enorm wichtiger Spektralbereich, der bei den allermeisten koha¨renten Ramanmikrosko-
piemethoden im Mittelpunkt des Interesses steht. Ferner wurde durch die erfolgreiche
Messung der CH-Schwingung gezeigt, dass eine hochflexible, breitbandige, koha¨rente
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Lichtquelle zur Verfu¨gung steht, die eine Vielzahl von Experimenten erlaubt. Neben den
gezeigten Spektroskopiemethoden ist sogar denkbar, weitere Funktionen zu integrieren
(vgl. Abschnitt 7.2).
Einen sehr wichtigen Teil dieser Arbeit stellte die Weiterentwicklung der Multiplex-
Methode fu¨r Single-Beam-CARS dar. In Abschnitt 4.2 wurde die zugrundeliegende Theo-
rie vorgestellt und das Konzept des Dual Quadrature Spectral Interferometry (DQSI)-
CARS erarbeitet und experimentell demonstriert.[143] Durch Aufnahme von vier Spek-
tren und Normierung mit einer Messung in einer nichtresonanten Probe kann mit die-
ser Methode in kurzer Zeit die Suszeptibilita¨t χ(3) in Amplitude und Phase bestimmt
werden.[144] Der Informationsgehalt entspricht damit demjenigen spontaner Ramanmes-
sungen.
In Abschnitt 4.2.4 wurde untersucht, inwiefern die DQSI-Methode geeignet ist un-
erwu¨nschte Zweiphotonenfluoreszenz (2PEF) zu unterdru¨cken. Es zeigte sich, dass bei
starker 2PEF ein Anteil derselben im verarbeiteten Signal erhalten bleibt. Der Grund
hierfu¨r ist, dass die Zweiphotonenabsorption durch die DQSI auf dieselbe Art moduliert
wird wie das Signalfeld, das gemessen werden soll. Es wurden zwei Methoden (Ver-
schieben der Phase und Verschieben der Position des Gates) vorgestellt, mit denen eine
Kompensation eines 2PEF-Signals, das um einen Faktor 160 sta¨rker ist als das CARS-
Signal selbst, ermo¨glicht wird.[145]
In Kapitel 5 wurden die Mo¨glichkeiten, Single-Beam-CARS fu¨r die Bildgebung zu
verwenden, behandelt. Neben dem in Abschnitt 5.1.1 vorgestellten partiellen b-Scan
stellen Spectral Focusing und Binary Phase Shaping interessante Erga¨nzungen dar. Sie
waren zwar nicht Gegenstand dieser Arbeit, sind aber die geeignetsten Ansa¨tze zur
Bildgebung mit Kontrolle der Anregung. Sie stellen eine Entsprechung herko¨mmlicher
Narrowband-CARS-Experimente dar und werden daher hier diskutiert.
Die Verwendung eines festen Phasengates zur Erzeugung von Multiplex-Single-Beam-
CARS-Spektren in Verbindung mit einer k-means-Cluster -Klassifizierung wurde in Ab-
schnitt 5.2 demonstriert. Die ra¨umliche Struktur eines Polymerblends wurde ohne jegli-
ches Vorwissen auf Basis chemischer Informationen erhalten. Die zugrundeliegende Theo-
rie wurde ausfu¨hrlich behandelt und ein Wert von φ = pi als ideal fu¨r das Phasengate
identifiziert.
Die beiden Ansa¨tze Multiplexing und Kontrolle der Anregung weisen im Hinblick auf
ihre Anwendungen in Spektroskopie und Bildgebung jeweils bestimmte Vor- und Nach-
teile auf. Die DQSI-Multiplex-Methode (Abschnitt 4.2.3) erlaubt eine vollsta¨ndige Cha-
rakterisierung der Suszeptibilita¨t mit nur vier Messungen. Auch wenn eine spektral auf-
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gelo¨ste Detektion notwendig ist, stellt sie damit ein schnelles Spektroskopieverfahren dar.
Insgesamt ist es die geeignetste Methode zur Single-Beam-CARS-Mikrospektroskopie.
Die Bildgebung mittels eines festen Phasengates und anschließender Klassifizierung
(Abschnitt 5.2.2) hat den Vorteil, dass unbekannte Proben untersucht werden ko¨nnen.
Die spektrale Auflo¨sung des Signals erfordert jedoch lange Aufnahmezeiten. Hinzu kommt,
dass die nachtra¨gliche Klassifizierung verha¨ltnisma¨ßig lange dauert, so dass diese Me-
thode vor allem fu¨r vollkommen unbekannte Proben geeignet ist. Eine interessante Fra-
gestellung fu¨r zuku¨nftige Arbeiten ist, inwieweit Datenbanken mit Single-Beam-CARS-
Spektren angelegt werden ko¨nnen, so dass die Mittelwertspektren einer Klasse nicht fu¨r
jedes Bild neu bestimmt werden mu¨ssen, sondern ein Vergleich mit vorhandenen Daten
mo¨glich ist. Hierzu ist jedoch zu kla¨ren, inwiefern leichte Variationen des Laserspektrums
das Single-Beam-CARS-Spektrum beeinflussen.
Die zuvor behandelten b-Scans (Abschnitt 4.1) ermo¨glichen Spektroskopie mit der
Kontrolle der Anregung. Durch die lange Aufnahmedauer, sind sie jedoch fu¨r die Bildge-
bung ungeeignet. Bemerkenswert ist hingegen, das Schwingungsspektren erhalten wer-
den, deren spektrale Auflo¨sung einzig und allein durch jene des Impulsformers bestimmt
ist.
Fu¨r die Bildgebung ist die Kontrolle der Anregung, in Form des, in [93] gezeigten
Spectral Focusing, sehr interessant. Abgesehen davon, dass bekannt sein muss welche
Bande angeregt werden soll, werden hier auf einfache und schnelle Weise Bilder in Ein-
kanaldetektion erhalten, welche keiner weiteren Auswertung bedu¨rfen.
Die Vor- und Nachteile der einzelnen Methoden vor dem Hintergrund ihrer jeweiligen
Anwendungen sind in Tabelle 7.1 zusammengefasst.
Das Kapitel 6 in dieser Arbeit stellt ein neues Konzept fu¨r die gezielte Detektion
bestimmter Moleku¨le vor. Die na¨chstliegende Annahme war hier zuna¨chst die Kontrol-
le der Anregung. Das Ergebnis der numerischen Optimierung hat allerdings eine ganz
andere Mo¨glichkeit aufgezeigt. Es hat sich herausgestellt, dass ein Multiplex -Ansatz ge-
eigneter ist. Es werden dabei Beitra¨ge aller Resonanzen in einen spektralen Bereich
abgebildet, was dem Ansatz des all-optical processing entspricht.[142] Daher wurde ein
Konzept entwickelt, mit dem durch Zweikanaldetektion eine sichere Zuordnung mo¨glich
ist. Dies wu¨rde eine Implementation des Shaper-assisted Multiplex (SAM)-CARS in einer
Single-Beam-Variante darstellen.[146] Damit wa¨re eine weitere anspruchsvolle Methode
in das Single-Beam-CARS-Experiment integriert. Die auf diese Weise maßgeschneiderte
Anregung ha¨tte gegenu¨ber dem Spectral Focusing-Ansatz zum einen den Vorteil, das
zugleich mehrere Banden auf einmal abgefragt werden ko¨nnen. Zum anderen sind die
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Signalsta¨rken deutlich ho¨her, da hier nach wie vor ein lokaler Oszillator erzeugt wird.
Bei Verfahren, welche auf der Kontrolle der Anregung basieren, ist dieser sehr stark
abgeschwa¨cht, womit die Signalsta¨rken deutlich reduziert sind. Der in dieser Arbeit vor-
geschlagene Ansatz wa¨re hier sicher eine wertvolle Alternative.
Fu¨r die effiziente numerische Optimierung ist im Rahmen dieser Arbeit ein Simula-
tionspaket in LabVIEW entstanden, welches durch geschickte Umformulierung der be-
schreibenden Gleichungen und der Verwendung schneller Fouriertransformationen (FFTs)
eine Steigerung der Berechnungsgeschwindigkeit um etwa zwei Gro¨ßenordnungen ge-
genu¨ber dem zuvor vorhandenen Programm aus [83] erreicht. Die Funktionsweise ist
in Anhang B beschrieben. Dieses Simulationspaket ist ein wichtiger Bestandteil zum
schnellen Auffinden optimaler Anregungsphasen mit Suchalgorithmen.
7.2. Mo¨gliche weitere Anwendungen der Lichtquelle
Durch die erfolgreiche Messung der CH-Schwingung wurde gezeigt, dass mit der Kombi-
nation aus Ti:Sa-Oszillator und Impulsformer eine hochflexible, breitbandige, koha¨rente
Lichtquelle zur Verfu¨gung steht, die eine Vielzahl von Experimenten erlaubt. Neben den
hier gezeigten Spektroskopiemethoden ist denkbar, viele weitere Funktionen zu integrie-
ren. Als Beispiele seien hier genannt:
Mikrochirurgische Funktionen: Ziel der vorgestellten Spektroskopiemethoden ist un-
ter anderem Gewebe als krank, z.B. tumoro¨s, zu identifizieren. Es ist denkbar
durch entsprechende Formung der Laserimpulse dieses Gewebe dann gezielt und
punktgenau zu entfernen oder zu zersto¨ren.
Therapeutische Funktionen: In [147] wurde untersucht, wie die Freisetzung von me-
dizinischen Wirkstoffen durch Zweiphotonenabsorption erfolgen kann. Geformte
Impulse sind hierzu ein sehr gut geeignetes Werkzeug. Denkbar ist etwa bei Ope-
rationen bereits einen Wirkstoff in den Ko¨rper einzubringen, welcher erst durch
einen entsprechend geformten Laserimpuls aktiviert wird. Auch hier ist die Kom-
bination mit mikrospektroskopischen Methoden besonders reizvoll.
Weitere Spektroskopie- und Mikroskopiearten: In [148] ist beschrieben, wie die Lase-
remissionsspektroskopie (Laser induced Breakdown Spectroscopy (LIBS))[149] mit
geformten Laserimpulsen verbessert werden kann. Dabei wird mit mit einem ersten
Impuls ein Plasma gezu¨ndet, welches, dann durch weitere Impulse angeregt wer-
den kann. Auch das Konzept des Spectral Hole Refilling [128, 129] kann problemlos
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Tabelle 7.1.: Vor- und Nachteile der beiden Ansa¨tze Phasengate und Kontrolle der An-
regung fu¨r Spektroskopie und Bildgebung.
Spektroskopie Bildgebung
Multiplexing: DQSI Multiplexing: k-means-Clustering
• hoher Informationsgehalt (+)
• schnell (+)
• spektrale Detektion (-)
• kein Vorwissen erforderlich (+)
• spektrale Detektion (-)
• lange Auswertung (-)
Kontrolle der Anregung: b-Scan Kontrolle der Anregung: spektrale Fo-
kussierung
• Einzelkanaldetektion (+)
• lange Messdauer (-)
• Einzelkanaldetektion (+)
• schnelle Messung (+)
• keine weitere Auswertung erfor-
derlich (+)
• Vorwissen notwendig (-)
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mit diesem Aufbau umgesetzt werden. Ferner ist Zweiphotonenfluoreszenz- und
SHG-Mikroskopie mit dem bestehenden Aufbau direkt mo¨glich.[93]
Standoff-Anwendungen: Die gezeigten Methoden sind nicht auf die Mikroskopie be-
schra¨nkt, sondern ko¨nnen prinzipiell auch in Standoff-Varianten[150–153] verwen-
det werden, etwa in der Sicherheitstechnik [154] oder der Untersuchung von Ver-
brennungsprozessen.[155, 156]
Die vorstehende Liste ist kann keinen Anspruch auf Vollsta¨ndigkeit erheben. Es sind
zahlreiche weitere Anwendungsgebiete, von der Plasmonik [157, 158] bis hin zur ultra-
schnellen Datenu¨bertragung [159, 160] denkbar.
7.3. Impulsformungskonzepte
Die Spektroskopiemethoden, welche auf der Einfu¨hrung eines Phasengates basieren und
in den Abschnitt 4.2.3 und 4.2.4 beschrieben sind, liefern ein hohes Maß an Information.
Allerdings wird jeweils noch eine A¨nderung der Anregungsphase zwischen verschiedenen
Messungen beno¨tigt, was den Messvorgang verlangsamt. Um mit ga¨ngigen Schwingungs-
spektroskopiemethoden wie spontanen Ramanmessungen konkurrieren zu ko¨nnen, ist es
erforderlich das Umschalten der Phasenfunktionen an der Flu¨ssigkristallmaske zu be-
schleunigen.
7.3.1. DQSI: Schnelle Messwertaufnahme
Eine Idee zur Beschleunigung der Messwertaufnahme, fu¨r die in Abschnitt 4.2.3 vorge-
stellte DQSI-Technik, ist das relativ langsame Umschalten der Flu¨ssigkristallpixel zum
Vorteil auszunutzen. Nimmt man, wie bisher, mehrere Spektren auf, indem man verschie-
denen Phasen anlegt, wartet bis der Umschaltvorgang abgeschlossen ist und erst dann
die Kamera ausliest, ergibt sich eine recht lange Messdauer. Ein Ansatz dies zu a¨ndern,
ist einmal u¨ber einen großen Phasenbereich (ca. 2pi) zu wechseln und den Umschalt-
vorgang gewissermaßen mit zu verfolgen. Dieser liegt in der zeitlichen Gro¨ßenordnung
von etwa 30-50 Millisekunden und kann mit modernen CCD-Kameras ohne weiteres
verfolgt werden. In [161] wird fu¨r die Phasena¨nderung wa¨hrend des Umschaltvorgangs
na¨herungsweise folgende Gleichung angegeben:







Abbildung 7.1.: Umschaltvorgang der Flu¨ssigkristallmaske. Nach der A¨nderung der
Spannung zur Zeit t0 orientieren sich die Flu¨ssigkristalle innerhalb
einiger Millisekunden um. Wa¨hrend dieser a¨ndert sich die Phase
kontinuierlich.
Der zeitliche Verlauf der Phase beim Umschalten ist in Abbildung 7.1 gezeigt, wobei
angenommen wurde, dass bei der Zeit t0 von φ0 = 0 auf φ1 = 2pi gewechselt wurde. Die
fu¨r DQSI notwendigen Phasen werden also im Bereich einiger Millisekunden durchlaufen.
Die Zeit nach dem Umschalten ∆t, bei der die Phase φ erreicht wird, errechnet sich zu






Bis auf den experimentellen Parameter τ sind alle Gro¨ßen bekannt, um die notwendigen
Phasen pi/2, pi und 3pi/2 zu bestimmen. Der Parameter τ kann, a¨hnlich dem Vorge-
hen bei der Maskenkalibrierung (vgl. Anhang A), durch eine Transmissionsmessung mit
gekreuzten Polarisatoren bestimmt werden.
Dieses Wissen la¨sst sich dann ausnutzen, um mit einer schnellen CCD-Kamera den
Umschaltvorgang nachzuverfolgen. Eine vorhandene Kamera (Andor Newton) bietet die
Mo¨glichkeit im sogenannten Fast kinetics mode zu messen. Dabei wird nur ein Teil der
Pixel beleuchtet und der Rest als Speicher verwendet. Aufnahmedauern bis hinab in den
Mikrosekundenbereich sind so mo¨glich.
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7.3.2. Experimentelle Umsetzung einer schnellen spektralen
Verschiebung des Phasengates
In Abschnitt 4.2.4 wurde als Methode zur Elimination von Zweiphotonenfluoreszenz das
Verschieben eines Phasengates im Spektrum vorgestellt. Eine andere Mo¨glichkeit zur
Durchfu¨hrung einer solchen Messung, ist nicht die Gateposition auf der Maske zu ver-
schieben, sondern das Spektrum selbst und die Phasenfunktion an der Maske konstant
zu lassen. In gewisser Hinsicht entspricht dieses Vorgehen demjenigen in [162]. Dort
wurden auf einer zweidimensionalen Phasenmaske zwei verschiedene Muster ra¨umlich
u¨bereinander geschrieben und der Strahl u¨ber einen galvanischen Scanner hin- und
herbewegt. Das hier vorgeschlagene Verfahren ist in Abbildung 7.2 gezeigt und ka¨me
mit einer eindimensionalen Maske aus, an der ein Phasengate wie in Abschnitt 4.2.4
beschrieben, angelegt wird. Der galvanische Scanner bewegt den Strahl dann nicht in
vertikaler sondern in horizontaler Richtung. Dadurch verschiebt sich die relative spek-
trale Position des Gitters und eine schnelle Version des Frequency modulation CARS ist
erreicht.[126, 127]
Die Anregung der Zweiphotonenfluoreszenz bleibt dabei unvera¨ndert und kann durch
Subtraktion zweier Spektren mit verschiedenen Gatepositionen eliminiert werden. Dies
entspricht dem Vorgehen, das in Abschnitt 4.2.4 beschrieben wurde.
7.4. Fokuskorrektur und Epi-Single-Beam-CARS
In Abschnitt 3.3 wurde, im Zusammenhang mit der zeitlichen und ra¨umlichen Impuls-
korrektur, der Einsatz eines adaptiven Spiegels vorgestellt. Bislang wurde die Form des
Fokusspots optimiert. Interessant ist hier der Ansatz das CARS-Signal selbst als Opti-
mierungsgro¨ße zu verwenden. Damit ist eine Korrektur direkt im Experiment mo¨glich
und außerdem in Kombination mit der zeitlichen Korrektur durch den Impulsformer. Da-
mit ko¨nnen auftretende Raum-Zeit-Kopplungen [28] kompensiert werden. Es ist dadurch
eine deutliche Verbesserung hinsichtlich Auflo¨sung und Signalintensita¨t zu erwarten.
Ein na¨chster Schritt ko¨nnte dann sein mit dem verbesserten Fokalspot zu untersuchen
inwieweit Single-Beam-CARS mit einer Detektion in Ru¨ckwa¨rtsrichtung (Epi-CARS )
mo¨glich ist.[163] Dies wu¨rde den Einsatzbereich dieser Methode deutlich erweitern und
wa¨re insbesondere fu¨r medizinische Anwendungen sehr interessant. Ein großes Ziel ist
hier Bilder in vivo aufzunehmen, was Epi-Detektion erst mo¨glich wu¨rde.
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Abbildung 7.2.: Aufbau zur schnellen Phasengateverschiebung. Das Beugungsgitter
(G) im Fokus des zylindrischen Spiegels (CM) wird schnell um
einen kleinen Winkel gedreht. Das Spektrum wird dadurch u¨ber die
Flu¨ssigkristallmaske (SLM) verschoben und u¨ber einen Planspiegel
(PM) zuru¨ck reflektiert.
7.5. In silico Optimierung
Die in Kapitel 6 vorgestellte in silico Optimierung ist noch an einer realen Probe zu
demonstrieren. Dies ist vielleicht eine der bedeutendsten Fragen, welche diese Arbeit
hinterla¨sst, weil damit eine schnelle Bildgebung mo¨glich wa¨re, die gleichzeitig maxima-
len Kontrast liefert. In [83] wurde das Konzept vorgestellt, Anregungsphasen fu¨r ein-
zelne Probenbestandteile zu optimieren. Die Simulationen in Kapitel 6 sind ein Schritt
zur Beantwortung der offenen Frage, wie eine solche Optimierung erfolgen kann. Durch
das Konzept die Resonanzen der untersuchten Moleku¨le gezielt in bestimmte Spektral-
bereiche zu kodieren, wird erstmals eine konkrete Herangehensweise fu¨r eine schnelle,
kontrastreiche, chemisch selektive Bildgebung fu¨r Single-Beam-CARS aufgezeigt.
Zur Umsetzung dieser Methode im Experiment ist im Wesentlichen eine Herausforde-
rung zu meistern: Es ist ein Weg zu finden, die Suszeptibilita¨ten der betrachteten Proben
zu erhalten. Dazu ist entweder die DQSI-Methode aus Abschnitt 4.2.3 dahingehend wei-
ter zu entwickeln, dass die Photozersto¨rung weitgehend vermieden wird. Alternativ ist
eine Extraktion basierend auf spontanen Ramandaten durchzufu¨hren. Eine Mo¨glichkeit
hierzu ist eine Anpassung gema¨ß der Beziehung
IRaman(ω) = Im
{
χ(3) (ω − ωp)
}
(7.3)
und der Annahme von Lorentz-Oszillatoren nach Gleichung (2.46). [136, 137]
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7.6. Schlussbetrachtung
Abschließend la¨sst sich festhalten, dass Single-Beam-CARS, durch die intrinsische Erzeu-
gung eines lokalen Oszillators und die Mo¨glichkeit einer gezielten Anregung bestimmter
Banden, ein breites Spektrum an Experimenten erlaubt, welche ansonsten in verschie-
denen komplizierten Aufbauten realisiert werden mu¨ssten. So sind in Abbildung 7.3
dieselben Konzepte mit dem Single-Beam-Ansatz realisiert worden wie in Abbildung 1.2
in der Einleitung. Der bemerkenswerte Unterschied ist jedoch, dass alle Experimente
dieser Arbeit (und noch weitere) mit demselben Aufbau entstanden sind, der in Abbil-
dung 1.3 in der Einleitung gezeigt ist. Der Wechsel zwischen verschiedenen Experimenten
erfolgt also rein softwarebasiert. Der Unterschied aus Sicht des Anwenders besteht le-
diglich in einem Wechsel der Phasenfunktion. Mit einer erfolgreichen Umsetzung des
Konzeptes der numerisch optimierten Anregung aus Kapitel 6 ko¨nnte das Schema in
Abbildung 7.3 um die Entsprechung von SAM-CARS [146], eines weiteren experimen-
tell ho¨chst anspruchsvollen Aufbaus, erweitert werden. Zusa¨tzlicher wu¨rde sogar noch
ein lokaler Oszillator erzeugt. Damit wa¨re der Reiz des Single-Beam-Ansatzes nicht nur
viele Experimente in einem Aufbau umzusetzen. Es wu¨rde eine Art der Bildgebung mit
maßgeschneiderten Anregungsphasen mo¨glich, die bislang nicht existiert.
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Abbildung 7.3.: Konzepte der multimodalen nichtlinearen Mikroskopie im Hinblick auf
ihre Anwendung. Durch die in dieser Arbeit entwickelte DQSI-CARS-
Methode ko¨nnen Ramana¨quivalente Spektren aufgenommen werden.
Bereits in [93] wurde eine impulsformerbasierte Methode des Spec-
tral Focusing entwickelt, die konventionelle CARS-Messungen nachbil-
det und schnelle Bildgebung erlaubt. Das Bild des Ma¨usehirns ist aus
der genannten Quelle u¨bernommen. In dieser Arbeit wird die Palette der









Die Kalibrierung der Flu¨ssigkristallmaske ist der entscheidende Punkt zur erfolgreichen
Umsetzung der in dieser Arbeit vorgestellten Experimente. Sowohl die Zuordnung der
an den Pixeln angelegten Spannung zur resultierenden Phase, als auch die Kalibrierung
hinsichtlich der Wellenla¨nge, welche durch die jeweiligen Pixel transmittiert wird, ist
von großer Bedeutung.
Der Aufbau ist fu¨r beide Kalibrierungen identisch und in Abbildung A.1 gezeigt. Der
Impulsformer befindet sich dabei zwischen zwei gekreuzten Polarisatoren. Die Detektion
des Signals erfolgt mittels eines Spektrometers. Die notwendigen Messungen und Aus-
wertungen sind nachfolgend dargestellt. Der vorliegende Anhang soll dabei als Anleitung
fu¨r zuku¨nftige Arbeiten an diesem Experiment dienen. Fu¨r eine theoretische Behandlung
des Themas sei an die entsprechende Literatur verwiesen.[27–29, 164]
A.1. Zuordnung Spannung-Phase
Die Pixel des ra¨umlichen Lichtmodulators SLM 640d von Jenoptik, der in dieser Ar-
beit verwendet wurde, besitzen transparente Elektroden, welche es erlauben Spannun-
Abbildung A.1.: Aufbau zur Kalibrierung der Flu¨ssigkristallmaske. Der Eingangspola-
risator ist u¨blicherweise nicht notwendig, da der Laserstrahl bereits in
dieser Richtung polarisiert ist.
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Abbildung A.2.: Kalibrierung der Spannungsabha¨ngigkeit der Phase. Die Messung kann
jeweils nur fu¨r eine Teilmaske gleichzeitig ausgefu¨hrt werden. Die andere
ist wa¨hrenddessen auf maximaler Spannung zu halten. Die Transmission
variiert in Abha¨ngigkeit von Wellenla¨nge und angelegter Spannung. Die
La¨ngsschnitte zeigen die Intensita¨tsabha¨ngigkeit der Transmission bei
750 nm (rot), 800 nm (gru¨n) und 850 nm (blau).
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gen anzulegen, um die Flu¨ssigkristalle zu neigen und damit die Phasenverschiebung
zwischen ordentlichem und außerordentlichem Teilstrahl zu variieren. Wie stark diese
Phasena¨nderung ist, kann nicht von vornherein analytisch vorgesagt werden, insbeson-
dere, da das Verhalten der Flu¨ssigkristalle stark temperaturabha¨ngig ist. Aus diesem
Grund ist eine Kalibrierung im bestehenden Experiment notwendig. Hierzu wird die
Flu¨ssigkristallmaske zwischen zwei gekreuzten Polarisatoren angebracht bzw. am Ein-
gang Laserlicht verwendet, dessen elektrisches Feld senkrecht zum Ausgangspolarisator
schwingt. Die optische Achse der Flu¨ssigkristalle nimmt dabei sowohl zum Eingangs- als
auch zum Ausgangspolarisator einen Winkel von 45◦ ein. Die Eingangsfeldamplitude
Ein(t) = Ein,0 sinωt
wird also zu gleichen Teilen in ordentlichen und außerordentlichen Teilstrahl aufgespalten




Beim Durchlaufen der Maske erfa¨hrt E2(t) eine Phasenverschiebung um φ gegenu¨ber
E1(t). Am Ausgang u¨berlagern sich beide Teilstrahlen wieder und sind linear, zirkular















(sinωt− sin(ωt+ φ)) . (A.1)
Das Minuszeichen ru¨hrt daher, dass der Ausgangspolarisator um 90◦ gegenu¨ber dem
Eingangspolarisator geneigt ist. Durch Anwendung elementarer trigonometrischer Be-
ziehungen la¨sst sich Gleichung (A.1) umformen zu









Da nur die Intensita¨t gemessen werden kann, welche proportional zum Quadrat der
Amplitude des Feldes ist, gilt
I(φ) ∝ I0 sin φ
2
.
Betrachtet man die Periodizita¨t von 2pi und ferner, dass die Phasena¨nderung φ span-
nungsabha¨ngig ist, ergibt sich der folgende Ausdruck
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Abbildung A.3.: Extraktion der Phasen-Spannungs-Abha¨ngigkeit. (a) Transmissions-




Entsprechend la¨sst sich fu¨r Phase in Abha¨ngigkeit von der Spannung der Ausdruck





formulieren. Mit der Flu¨ssigkristallmaske wurde ein Programm geliefert,[33] welches au-
tomatisch die Phasenabha¨ngigkeit berechnet und auch die verschiedenen Vorzeichen und
mo¨gliche Vielfache von pi beru¨cksichtigt.
In Abbildung A.2 ist die spektral aufgelo¨ste Messung der Intensita¨t in Abha¨ngigkeit
von der angelegten Spannung gezeigt. Die verwendete Maske erlaubt eine Variation
der Spannung zwischen 0V und 5V, bzw. 0V und 8V, je nach Betriebsmodus. Der
Digital-Analog-Wandler hat dabei eine Auflo¨sung von 12 Bit, so dass 4096 verschie-
dene Spannungswerte angelegt werden ko¨nnen. Diese sind in Abbildung A.2 als Abszisse
aufgetragen. Da es sich um eine Doppelmaske handelt, ist zu beachten, dass an der
Maske, die gerade nicht kalibriert wird, die maximale Spannung anliegt. Dann sind die
Flu¨ssigkristalle so ausgerichtet, dass kein Phasenunterschied zwischen ordentlichem und
außerordentlichem Teilstrahl auftritt. Die drei La¨ngsschnitte in Abbildung A.2 zeigen
die Wellenla¨ngenabha¨ngigkeit der transmittierten Intensita¨t. Im Prinzip ko¨nnte fu¨r jede
Wellenla¨nge Gleichung (A.4) ausgewertet und eine eigene Kalibrierungskurve erhalten
werden. Allerdings beno¨tigt dieser Ansatz in der spa¨teren Verwendung zu viel Zeit, da in
einer Look-up-Tabelle fu¨r jede Wellenla¨nge und jede Phase der Wert fu¨r die anzulegende
Spannung gesucht werden mu¨sste.
Als praktikabler hat sich herausgestellt die Wellenla¨ngenabha¨ngigkeit der Phasena¨n-




mit ∆n∞ = 0, 2002 und λ0 = 327, 44nm
zuru¨ckzufu¨hren.[33] Wenn eine Kalibrierungskurve fu¨r eine Wellenla¨nge λm aufgenom-
men wurde, la¨sst sich die Phasena¨nderung bei einer beliebigen anderen Wellenla¨nge in
Abha¨ngigkeit der Spannung wie folgt berechnen:






In der Praxis ist u¨blicherweise der Fall von Interesse, dass eine Phasena¨nderung vorge-
geben wird und die entsprechende Spannung gesucht wird. Die Auflo¨sung von Gleichung
(A.5) nach φm erlaubt eine wellenla¨ngenkorrigierte Phase φm(U) zu berechnen, welche
dann aus einer einzigen Kalibrierung ermittelt werden kann.
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A.2. Zuordnung Wellenla¨nge-Pixel
Nach der Kalibrierung der Phasen-Spannungs-Zuordnung, ist die Zuordnung der Pixel
zu den Wellenla¨ngen, die sie jeweils transmittieren, sehr wichtig. Zum einen ist dies
fu¨r spektral aufgelo¨ste Messungen wie das DQSI-Single-Beam-CARS von großer Bedeu-
tung. Zum anderen ko¨nnen die notwendigen Spannungswerte nach Gleichung (A.5) nur
berechnet werden, wenn die korrekte Wellenla¨nge bekannt ist. Hierzu wird nacheinander
die Amplitude von etwa 10 Pixeln, die u¨ber das Spektrum verteilt sind, auf null gesetzt,
wa¨hrend der Rest vollsta¨ndig transmittiert wird. Im Spektrum ist dann eine Kerbe zu
sehen. Die Werte der Pixelnummern werden zusammen mit den jeweiligen Wellenla¨ngen
notiert.[28]
Die Dispersion der Wellenla¨ngen durch das Gitter wird mithilfe der Gleichung
d sin θi + d sin θa = nλ
beschrieben. Dabei ist d der Abstand der Linien des Gitters, θi der Einfalls- und θa
der (wellenla¨ngenabha¨ngige) Ausfallswinkel, wie in Abbildung A.4 zu sehen ist. Da im








beschreiben. Durch den ersten zylindrischen Spiegel im Impulsformer mit der Brennweite
f wird der Ausfallswinkel θa einem Ort
x(θa) = f tan θa
zugeordnet. Damit ergibt sich eine Ortszuordnung in Abha¨ngigkeit von der Wellenla¨nge
zu









Diese Betrachtung geht davon aus, dass der Mitte der Maske der Ort x = 0 zugeordnet
wird. Um diese Annahme an die tatsa¨chlichen Gegebenheiten der Maske anzupassen,
wird ein Parameter x0 eingefu¨hrt, der den Ort (Pixelnummer) auf der Maske angibt,
der von einem mittleren Teilstrahl mit der Wellenla¨nge λ0 getroffen wird. Dies fu¨hrt zur
nachfolgenden Gleichung

















Abbildung A.4.: Anordnung bei der Wellenla¨ngenkalibrierung. Das Beugungsgitter be-
findet sich im Abstand der Brennweite f des zylindrischen Spiegels.
Gleichung (A.6) wurde bereits unter der Nummer (3.1) in Kapitel 3 angegeben. Sie wurde
in einem eigens dafu¨r erstellten LabVIEW-Fitprogramm an die Messdaten angepasst.
Das Ergebnis einer solchen Anpassung ist in Abbildung A.5 gezeigt.
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Abbildung A.5.: Kalibrierung der Wellenla¨ngenzuordnung. Zu sehen sind die Messdaten
(rote Punkte) mit der angepassten Kalibrierungskurve (schwarz).
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B. Mathematische Methoden der
Simulation und Optimierung
nichtlinearer optischer Signale
In Kapitel 6 wurde die in silico-Optimierung von Anregungsphasen vorgestellt. Der
Schlu¨ssel zur Umsetzung dieses Ansatzes ist eine effiziente Simulationsmethode. Der
nachfolgende Anhang behandelt die mathematischen Grundlagen zur schnellen numeri-
schen Berechnung von CARS- und Zweiphotonenspektren. Diese Simulationsmethoden
wurden auch bei der numerischen Evaluation der verschiedenen Single-Beam-CARS-
Methoden in den Kapiteln 2, 4 und 5 verwendet.
B.1. Mathematische Hilfsmittel
Dieser Abschnitt zeigt wie die Fouriertransformation als Hilfsmittel zur effizienten Si-
mulation eingesetzt werden kann. Ausgehend von der Definition und ihren wichtigen
Eigenschaften wird die Beschreibung nichtlinearer optischer Signale in einer fu¨r die nu-
merische Berechnung geeigneten Form gezeigt.
B.1.1. Faltung und Autokorrelation
Bei der Beschreibung nichtlinearer optischer Signale treten ha¨ufig Ausdru¨cke der Form
G(ω) =
∫
F1(ω − Ω)F2(Ω)dΩ = F1(ω) ∗ F2(ω) (B.1)
auf. Diese Operation wird als Faltung der Funktionen F1 und F2 bezeichnet und mit
einem Stern (∗) dargestellt. Ein Beispiel hierfu¨r ist Gleichung (2.50) in Abschnitt 2.4.3.
Dort wird das elektrische CARS-Feld ECARS(ω) als Faltung des Anregungsfeldes E(ω)
mit der Moleku¨lantwort R(ω) ausgedru¨ckt.
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Einen Sonderfall der Faltung stellt die Autokorrelation dar. Hierbei wird eine Funktion
mit dem komplex konjugierten ihrer selbst gefaltet:
G(ω) =
∫
F ∗(ω − Ω)F (Ω)dΩ. (B.2)
Ein Vergleich mit Gleichung (2.48) zeigt, dass die Ramananregungswahrscheinlichkeit
A(ω) als Autokorrelation des Anregungsfeldes E(ω) betrachtet werden kann.
B.1.2. Fouriertransformation
Wie im Folgenden gezeigt werden soll, ist die Fouriertransformation ein wertvolles Hilfs-
mittel bei der Bestimmung von Faltungen und Autokorrelationen. Sie ist definiert als:
F (ω) =
∫





F (ω)eiωtdω = F−1 {F (ω)} Ru¨cktransformation.
(B.3)
(B.4)
Hierbei wird die Fouriertransformation als mathematisches Hilfsmittel betrachtet. Fu¨r
die physikalische Bedeutung sei an dieser Stelle an einschla¨gige Literatur verwiesen, etwa
[165, 166]. Im Folgenden soll dargestellt werden, wie die Berechnung von Faltungen mit
der Fouriertransformation erleichtert werden kann. Seien F1(ω) und F2(ω) Funktionen
im Frequenzbereich und G(ω) deren Faltung, wie in Gleichung (B.1), so ergibt sich fu¨r























F1(ω − Ω)F2(Ω)dΩ Faltung im Frequenzbereich,
g(t) = 2pi · f1(t) · f2(t) Produkt im Zeitbereich.
(B.5)
(B.6)
Die aufwendige Faltungsoperation geht nach einer Fouriertransformation also in ein ein-
faches Produkt u¨ber. Numerische Methoden zur Fouriertransformation sind inzwischen
weit entwickelt und in viele Programmierumgebungen integriert, so auch in LabVIEW,
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welches im Rahmen dieser Arbeit verwendet wurde. Die Verwendung der diskreten Fou-
riertransformation beschleunigt die Auswertung von Faltungs- und Autokorrelationsin-
tegralen um ein Vielfaches.
B.2. Simulation des CARS-Signals
Die Formulierung des CARS-Signals im Interesse einer schnellen Simulation ergibt sich







2piF−1 {R(ω)}F−1 {E(ω)}} (B.7)
Die Moleku¨lantwortfunktion R wurde hier im Interesse einer konsistenten Darstellung in
Abha¨ngigkeit der Variablen ω angegeben. Der Ausdruck fu¨r A(ω) aus Gleichung (2.48)
ergibt sich weitestgehend analog zum Faltungstheorem wie folgt:





















F−1 {E(ω)}]∗ F−1 {E(ω)}




Mit den Gleichungen (B.7) und (B.8) la¨sst sich das CARS-Feld ECARS(ω) alleine durch
Berechnung von Fouriertransformation, Produkten und Betra¨gen errechnen. Es ist an
dieser Stelle anzumerken, dass die Integration in Gleichung (2.50) im Bereich von 0 bis
∞ ausgefu¨hrt wird, wa¨hrend bei der Bildung von Fouriertransformationen keine untere
Grenze existiert, 0 also durch−∞ zu ersetzen ist. Dies kann jedoch einfach beru¨cksichtigt
werden, indem fu¨r die Moleku¨lantwort
R(ω) = Θ(ω)χ(3)(ω)A(ω) (B.9)
angesetzt wird. Θ(ω) ist hierbei die Heaviside-Stufenfunktion.[165]
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B.3. Simulation von Zweiphotonenprozessen
Neben CARS spielen Zweiphotonenprozesse eine wichtige Rolle in der nichtlinearen Mi-
kroskopie. Die Beschreibung derselben kann ebenfalls im Frequenzbereich erfolgen. Als
erster Schritt in Zweiphotonenprozessen kann u¨blicherweise die Zweiphotonenabsorption
(2PA) betrachtet werden. Bei breitbandigen Laserimpulsen ist zu beachten, dass alle
Frequenzpaare, welche sich zu einem bestimmten Wert aufaddieren, zur 2PA bei dieser
Frequenz beitragen (siehe Abbildung B.1). Mathematisch ausgedru¨ckt wird dies durch
das Leistungsspektrum der zweiten Harmonischen[167]:
S(2)(Ω) =
∣∣∣∣∫ E(ω)E(Ω− ω)dω∣∣∣∣2 . (B.10)
In Abbildung B.1 entspricht dabei ∆E = ~Ω der Energiedifferenz zwischen Grund-
und angeregtem Zustand |g〉 bzw. |e〉. S(Ω) gibt an, wie effektiv ein gegebenes elektri-
sches Wechselfeld E(ω) Zweiphotonenprozesse bei der Frequenz Ω anregen kann. Die
Licht-Materie-Wechselwirkung wird dann u¨ber bestimmte Parameter beschrieben. Im
Falle der Erzeugung der zweiten Harmonischen wird S(Ω) einfach mit einem frequenz-
abha¨ngigen Faktor χ(2)(Ω) gewichtet. Im Falle der Zweiphotonenabsorption wird die











Auch fu¨r die Modellierung von Zweiphotonenprozessen bewirkt die Verwendung von
Fouriertransformationen eine Steigerung der Effizienz, da es sich bei dem Ausdruck zwi-
schen den Betragsstrichen in Gleichung (B.10) um eine Faltung wie in Gleichung (B.1)
handelt. Die fu¨r die Simulation gu¨nstige Formulierung von S(2)(Ω) nimmt dann folgende
Form an:
S(2)(Ω) =
∣∣∣F{2pi (F−1 {E(Ω)})2}∣∣∣2 . (B.12)
Damit ist eine geeignete Beschreibung der wichtigsten nichtlinearen optischen Effekte fu¨r
Mikroskopieanwendungen vorhanden, die im Rahmen dieser Arbeit in einem LabVIEW -
Paket implementiert wurde.
B.4. Optimierungsalgorithmen
Besonders wertvoll ist ein solches Simulationspaket in Verbindung mit geeigneten Opti-
mierungsalgorithmen. Die schnelle Berechnung erlaubt dabei die Optimierung in hochdi-
mensionalen Suchra¨umen. Bei analytisch schwer oder nicht zu behandelnden Problemen
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Abbildung B.1.: Zur Zweiphotonenabsorption tragen alle Frequenzpaare bei, die sich
koha¨rent zu einem Wert aufaddieren.








in einem n-dimensionalen Suchraum die Werte fu¨r eine Qualita¨tsfunktion f(~x) bestimmt
wird. Diese Funktion wird als Fitnessfunktion bezeichnet und muss nicht einmal bekannt
sein, sondern kann auch experimentell bestimmt werden. Es wurden sogar Optimie-
rungen mit subjektiver Bewertung demonstriert.[168] Ausgehend von diesen Parame-
tersa¨tzen werden dann neue Punkte im Suchraum erzeugt, basierend auf ihren Werten
der Fitnessfunktion. Diese Erzeugung kann dabei entweder stochastisch erfolgen, das
bedeutet, dass die besten Parametersa¨tze zufa¨llig variiert und gemischt, oder nach ei-
nem festgelegten Algorithmus berechnet werden. Im letzten Fall spricht man von einer
deterministischen lokalen Optimierung.
B.4.1. Evolutiona¨re Algorithmen
Eine klassische stochastische lokale Suchstrategie stellen die evolutiona¨ren Algorithmen
dar. Diese sind der biologischen Evolution nachempfunden und jeder Parametersatz wird
als Individuum betrachtet, das Nachkommen erzeugen kann. Die evolutiona¨ren Algo-
rithmen unterteilen sich dabei in Evolutionsstrategien (ES) [139], mit reellen Zahlen
als Parameter, und genetische Algorithmen [140], bei denen die Parameter in bina¨re
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Abbildung B.2.: Operationen beim Einsatz evolutiona¨rer Algorithmen. (a) Selektion: aus
einer Menge (Generation) von Parametersa¨tzen (Individuen) werden
diejenigen mit den besten Werten der Fitnessfunktion ausgewa¨hlt. Aus
ihnen wird die na¨chste Generation erzeugt. (b) Rekombination: die aus-
gewa¨hlten Parametersa¨tze werden gemischt, um neue Individuen zu er-
zeugen. (c) Mutation: einzelne Individuen der neuen Generation werden
zufa¨llig leicht variiert.
Zahlen umgewandelt werden, welche dann gewissermaßen als Gene betrachtet werden.
Abgesehen von der Parametrisierung sind beide a¨hnlich und haben folgendes Schema:
1. Zufa¨llige Erzeugung einer ersten Menge (Generation) von Parametersa¨tzen.
2. Selektion einer Teilmenge bestehend aus den Parametersa¨tzen (Individuen) mit
den besten Fitnesswerten (vgl. Abbildung B.2, a).
3. Rekombination innerhalb der ausgewa¨hlten Teilmenge. Dies entspricht einem Mi-
schen der Parameter (vgl. Abbildung B.2, b).
4. Zufa¨llige Mutation der neuen Generation. Dabei werden einige wenige Individuen
leicht variiert (vgl. Abbildung B.2, c).
5. Weiter mit Punkt 2 bis das Abbruchkriterium (z.B. Anzahl Generationen, Zielfit-
ness, Variation der Fitnesswerte) erreicht ist.
Bei der Rekombination ko¨nnen je nach Parametrisierung verschiedene Methoden ange-
wandt werden. Bei reelen Zahlen ist eine Mittelwertbildung oder zufa¨lliges Mischen der
Werte fu¨r jeden Parameter von beiden Individuen, die an der Rekombination teilneh-
men, mo¨glich. Bei bina¨r kodierten Parametern sind alle logischen Operationen (AND,
OR, XOR, etc.) denkbar.
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Bei der Mutation werden die Parameter zufa¨llig variiert. Bei bina¨rer Kodierung werden
zufa¨llig ausgewa¨hlte einzelne Bits invertiert, bei Kodierung mit reellen Zahlen ko¨nnen
die einzelnen Parameter um eine normalverteilte Zufallszahl variiert werden.[109]
B.4.2. Downhill-Simplex Algorithmus
Der Downhill-Simplex-Algorithmus, auch Verfahren nach Nelder und Mead [115] ge-
nannt, ist etwas aufwendiger und wird daher in einem eigenen Ablaufdiagramm in Ab-
bildung B.3 dargestellt. Die Idee besteht darin in einem n-dimensionalen Parameterraum
einen Simplex S aufzuspannen. Dies ist ein Gebilde in einem n-dimensionalen Suchraum,
das aus n+1 Punkten besteht. In einer Dimension, also eine Gerade, in zwei Dimensionen
ein Dreieck, in drei Dimensionen ein Tetraeder etc.
In Abbildung B.4 ist beispielhaft ein zweidimensionaler Parameterraum gezeigt, in
dem ein Simplex aus drei Punkten aufgebaut ist. Der erste Simplex wird zufa¨llig aufge-
baut, danach ist die Suchstrategie deterministisch. Zuna¨chst werden die Werte einer zu
minimierenden Suchfunktion f fu¨r alle Punkte des Simplex bestimmt und geordnet, so
dass f (~x1) den kleinsten Wert annimmt, f (~xn+1) den gro¨ßten und die u¨brigen Werte
entsprechend dazwischen.
Dann wird der Punkt ~xn+1 mit dem ho¨chsten Wert einer zu minimierenden Ziel-
funktion f (~xn+1) am Mittelpunkt ~xS der n besten Werte des Simplex reflektiert (vgl.
Abbildung B.4, a):
~xr = ~xs + %(~xs − ~xn+1).
Der Koeffizient % gibt dabei an, wie weit der neue Punkt ~xr vom Mittelpunkt ~xs ent-
fernt ist und liegt u¨blicherweise bei 1. Fu¨r den Fall, dass die Zielfunktion f fu¨r ~xr den
geringsten Wert aufweist, also f (~xr) < f (~x1) gilt, wird eine Expansion durchgefu¨hrt
(vgl. Abbildung B.4, b):
~xe = ~xs + χ (~xr − ~xs) .
Der Expansionskoeffizient χ > 1 gibt an, um welchen Faktor der Abstand zum Mittel-
punkt vergro¨ßert wird. Ein typischer Wert ist χ = 2.
Falls f(~xr) ≥ f (~xn) gilt, der reflektierte Punkt also der schlechteste des neuen Simplex
ist, wird eine Kontraktion durchgefu¨hrt (vgl. Abbildung B.4, c):
~xoc = ~xs + γ (~xr − ~xs) falls f (~xn) ≤ f (~xr) < f (~xn+1)
~xic = ~xs + γ (~xn+1 − ~xs) falls f (~xr) ≥ f (~xn+1) .
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Abbildung B.3.: Ablaufdiagramm des Downhill-Simplex-Algorithmus.
Abbildung B.4.: Operationen beim Einsatz des Downhill-Simplex-Algorithmus. (a) Re-
flexion des schlechtesten Punktes des alten Simplex (tu¨rkis) am Schwer-
punkt der restlichen Punkte zur Erzeugung eines neuen Simplex (gru¨n).
(b) Falls der reflektierte Punkt der beste des neuen Simplex ist, wird
eine Expansion durchgefu¨hrt und dieser in die gleiche Richtung weiter
verschoben. (c) Eine Kontraktion des Simplex wird durchgefu¨hrt, falls
der reflektierte Punkt schlechter als alle anderen ist. Hierzu wird der
schlechteste Punkt in Richtung des Schwerpunkts verschoben. (d) Fu¨r
den Fall, dass die Kontraktion keine Verbesserung bewirkt, wird eine
Komprimierung durchgefu¨hrt, indem alle anderen Punkte des Simplex
an den besten herangezogen werden.
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Ein typischer Wert fu¨r den Kontraktionskoeffizienten ist γ = 1/2. Der erste Fall wird
als a¨ußere, der zweite als innere Kontraktion bezeichnet. Sollte keine der zuvor genann-
ten Operationen eine Verbesserung bringen, das heißt es gelten f (~xoc) > f (~xn) bzw.
f (~xic) > f (~xn), so wird eine Komprimierung durchgefu¨hrt. Dabei wird der Abstand
aller Punkte ~x2 bis ~xn+1 zum besten Punkt ~x1 einen Faktor σ < 1 (typisch σ = 0, 5)
verringert:
~vi = ~x1 + σ (~xi − ~x1) mit i = 2, . . . , n+ 1.
Der Simplex S besteht dann zu Beginn der na¨chsten Iteration aus
S = {~x1, ~v2, . . . , ~vn+1} .
Diese Operation ist beispielhaft in Abbildung B.4 (d) dargestellt.
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C. Extraktion von Ramanspektren aus
zwei Phasengatemessungen
In Abschnitt 4.2.4 wurde behauptet, dass die Differenz zweier Signale mit einem Phasen-
gate von φg = pi/2 bzw. φg = −pi/2 ein Schwingungsspektrum ergibt, wie es in spontanen
Ramanmessungen erhalten wird. Die u¨bliche Begru¨ndung in der Literatur [72, 74, 96]
basiert auf einer Betrachtung des gemessenen Signals
S(ω) = |ELO(ω)|2 + |ESig(ω)|2 + 2ELO(ω)Re {ESig(ω)} . (C.1)
Dabei wurde bereits angenommen, dass der lokale Oszillator rein real ist, was bei hin-
reichend großem nichtresonanten Anteil der Suszeptibilita¨t gerechtfertigt ist. Allerdings
ist die weitere Annahme in der Literatur, dass fu¨r den Fall φg = ±pi/2 die Gleichung
ESig(ω) = Enχ
(3)(ω − ωg)A(ω − ωg)e±ipi2 (C.2)
gilt, nicht korrekt. Wie in Abschnitt 5.2.2 aufgezeigt wird, muss ein schmalbandiges
Interferenzfeld mit der Phase pi u¨berlagert werden, um einen rein realen lokalen Oszillator
betrachten zu ko¨nnen. Andernfalls treten Phasena¨nderungen genau an den Stellen der
Resonanzen im gemessenen Spektrum auf.
Durch dieses Interferenzfeld aber a¨ndert sich die Phase des Gates von φg = ±pi2 zu
φg,eff = ±3pi4 (siehe Abbildung 5.4 b und d). Der Ausdruck e±
pi







zu ersetzen. Setzt man dies in Gleichung (C.1) ein, so ergibt sich












φg,eff = −3pi4 der folgende Ausdruck:








C. Extraktion von Ramanspektren aus zwei Phasengatemessungen








, so ergibt sich als Ender-
gebnis







Dies besta¨tigt die Aussage aus den Abschnitten 2.4.3 und 4.2.4, dass die Differenz zweier
Single-Beam-CARS-Spektren fu¨r die Anregung mit einem Phasengate φg = ±pi/2 einem
spontanen Ramanspektrum entspricht. Es ist anzumerken, dass die Schlussfolgerungen
in der Literatur ihre Gu¨ltigkeit behalten, da tatsa¨chlich der Imagina¨rteil von χ(3)(Ω)
erhalten wird, lediglich die zugrundeliegende Herleitung ist unvollsta¨ndig.
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