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ABSTRACT
We present a computer learning program named Sprees that "learns" by building a deterministic
finite state automaton that represents orthographic generalizations of the spellings it encounters.
It then uses the automaton to recognize and generate phonologically similar spellings beyond
those in the initial training set. The saying, "i before e except after c," demonstrates the kind of
spelling regularity Sprees would learn after being exposed to words like "receive" and "thief."
Given a list of common female first names, for example, Sprees can generate additional names like
"Erisa" and "Kathel" that were not included in the training words but were identified by all the
native English speakers we tested as sounding like female names. In commercial advertising,
Sprees can help produce new words to use as company and product names; these words would
suggest meaning while still matching spelling to common pronunciation. As a recognizer, Sprees
has already proven itself invaluable in maintaining patient confidentiality in medical records
(Sweeney, 1996). Sprees helped to locate personally-identifying information in unrestricted text
by detecting likely spellings without requiring all recognizable words be listed beforehand.
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1 Introduction
Traditionally we use a list of stored words when determining whether a sequence of letters
constitute an acceptable spelling. Spell correctors pose a common example where the word in
question is compared against a stored dictionary of spellings to determine membership. In this
view, we treat English spellings as random sequences of characters where successful membership
of a test string can only be determined by listing all the members (or non-members). However,
this approach denies the phonological basis of our words -- that is, written spelling stems from the
spoken word. Understanding their phonological roots and orthographic patterns provides more
powerful ways to recognize possible words and to generate new spellings.
We have built a computer program named Sprees that learns how spellings are formed, and then
uses its acquired knowledge to identify and produce words. Sprees uses no dictionary. Instead it
builds a finite-state automaton to store the spelling patterns it observes. The old adage, "i before
e except after c," demonstrates the kind of spelling knowledge Sprees would acquire if trained on
words such as "receive" and "thief." After sampling a small subset of English words, the program
builds an automaton that in turn allows it to recognize and generate thousands of words not
included in the learning sample.
Consider the problem of sharing medical records while maintaining a commitment to patient
confidentiality. In medical records, letters between physicians and notes written by clinicians
often contain nicknames and unusual words. Sprees was used in conjunction with stored lists to
determine whether words "sounded" like medical terms, family names, first names, and so forth,
and the overall system performed extremely well in locating all references to personally-
identifying information (Sweeney, 1996).
Sprees also extrapolates nonsense words, which are words that look and sound like English
words but in reality have no meaning. For example, "throck" which comes from exposure to
words like "throw" and "rock" is a nonsense word. In spell checking the inability of Sprees to
distinguish nonsense words from meaningful words is an insurmountable weakness. Nevertheless
the recognition of plausible words and the generation of new words has many uses.
In the patient confidentiality application described earlier, Sprees not only helped to locate
identifying terms, but also generated fictitious names that sounded like reasonable names but were
not included in any lists of known, common or uncommon names. By replacing real names with
these made-up alternatives the readability of the document remained intact while the patient's real
identity remained private.
In advertising and marketing the most popular method of naming products and companies is to
create new words to use as names since these spellings can be registered and protected as
trademarks (Nilsen, 1994). Sprees can recommend new product and company names after
training on a list of words that suggest the desired connotations. The resulting words would be
easy to say and remember since their spelling would match common pronunciation. Given that
the United States Trademark Office has more than 800,000 active registrations with another
100,000 applications. Sprees could be quite useful in this area.
2 Background
There has been substantial research related to spell correcting (Durham, et. al., 1983) and to
inference on handling errors in spelling (Carbonell and Hayes, 1983). The aims of those works
however are not the same as the goals of Sprees. A spell checker should reliably identify
misspellings, but one objective of Sprees is to recognize spellings that sound like words whether
they are actually known English words or not. Sprees' second objective is to generate new
spellings and this too lies outside the focus of work done on spell checkers.
The first spelling-to-sound data were obtained by Venezky (1963) through computer-aided
analysis of the spelling-to-sound correspondences in approximately 20,000 different English
words. The program produced a complete tabulation of spelling-to-sound correspondences for
this corpus along with the word lists for each correspondence. This data was used in research
studies to help with the teaching of spelling and reading. Venezky's system mapped graphemes,
or letters and combinations of letters, to each phoneme (the basic sounds of a language). Though
Sprees generates and recognizes words that "sound" similar to its list of training words, Sprees
does not break words into phonemes or syllables per se. Instead Sprees uses orthographic
patterns found in its training words to group letters into chunks that maintain pronunciation
relationships and the chunks often fall across syllable and phoneme boundaries.
2.1 Grapheme-to-Phoneme Conversion
As part of an electronic system to convert unrestricted text to speech, Hunnicutt (1976) used a
letter-to-sound approach. Decomposing words into their constituent morphemes was not
sufficient for unrestricted text. It was necessary to develop a scheme for dealing with
unrecognizable words. When a word could not be decomposed into its constituent morphemes,
or when it appeared too infrequently in the English language to be included in the morph lexicon,
the letter-to-sound system was invoked. These transcription rules were hand-crafted using
extensive statistical and manual analysis of English words. In contrast, Sprees automatically
deduces its own spelling patterns in a one-pass, instant learning system.
Of course Hunnicutt's goal was to produce a phonetic stream from the spelling so a computer
could then speak the word. Sprees' goal in contrast, is to recognize and produce words that are
believed to be pronounceable given the orthographic knowledge it extracts. In alphabetic writing
systems, systematic relationships exists between letters or groups of letters in particular positions
within a word and their pronunciation. Consider the words "book" and "womb." Word-initial b_
is always pronounced /b/ and word-final mb is always pronounced /m/.
Relying on pronunciation regularities alone, we could produce a pronunciation for any letter
string by assigning standard pronunciations to its orthographic constituents and concatenating.
By definition, a pronunciation assembled this way will be correct for a word with regular spelling-
sound correspondence, like "mint;" reasonable for a nonsense work like "rint;" and incorrect for a
pronunciation exception word like "pint." See Table 1 for a summary. Pronunciation exception
words pose virtually no problem for Sprees since their spelling is regular and the human reader
has the task of mapping sound utterances to the spelling. Hunnicutt's system on the other hand,
was responsible for generating the proper phonemic translation in all these settings and so the
resulting knowledge base was far more complex. Later, we will talk more about the relationship
between phonemes and Sprees' orthographic knowledge, but first we will discuss the use of
finite-state devices in language processing.
Spelling Pronunciation Description
mint /m In t/ regular spelling-to-sound
rint /r In t/ nonsense word, but regular spelling-to-sound
pint /p a n t/ pronunciation exception
Table 1. Spelling and Pronunciation.
Sprees can easily generate and recognize these three sample spellings, but a letter-to-sound
system must have knowledge of pronunciation changes as is the case with "mint" and "pint." 1
2.2 Finite-State Devices
Finite-state automata, like that used in Sprees, as well as finite-state transducers are not new. The
promotion of context-free or recursively enumerable grammars as the major formalisms in
language modeling is due in part to the recursive linguistic phenomena that are not finite-state
(Chomsky, 1959). However, Gross (1989) reminds us that many of the known linguistic
phenomena in syntax and in phonology are finite-state. So it is not surprising to find many new
uses of finite-state devices emerging.
1 All pronunciations in this paper are from The American Heritage Dictionary using the International Phonetic
Alphabet.
Roche and Schabes (1995) used a finite-state transducer to build a part-of-speech tagger that
operates in optimal time - out performing even the rule-based tagger that inspired it. Bird and
Ellison (1994) presented a finite-state model of phonology in which automata are the descriptions
and strings are the objects being described. And Roche and Schabes (1997) used a finite-state
transducer to tackle a grapheme-to-phoneme conversion similar to Hunnicutt's letter-to-sound
system except their version used French words. In the next sections we will describe the details
of how Sprees builds and uses a finite-state automaton and then provide some run-time results.
3 Methods
Consider the following overview. During a learning phase, Sprees constructs a finite state
automaton that records orthographic adjacency relationships found in the training words. Once
the automaton is built, it can be used to recognize and generate spellings that were not included in
the initial training set. Recognizing spellings simply involves using the automaton as an acceptor.
Generating new spellings is basically a random walk on the transition graph associated with the
automaton. In the next subsections we will explain the basic idea behind Sprees and then provide
details for implementing Sprees as an automaton.
3.1 Basic Idea Behind Sprees
Sprees works with groups of letters called clusters. A consonant cluster is a series of one or more
consonant letters, and similarly, vowel clusters consist of only vowels (a, e, i, o, u and sometimes
y). An English word must contain at least one consonant cluster and one or more vowel clusters.
Within a word, vowel and consonant clusters alternate. Either may start or end a spelling. The
words "a" and "I" are an exception since they consist of vowels alone. No word is made from
only consonants. In Sprees the letter "y" is considered a consonant, but if a spelling does not
appear to have a vowel cluster and it contains the letter "y" then "y" is considered a vowel. The
words "by" and "myth" are examples. Table 2 divides some sample words into their
corresponding clusters.
shock sh + o + ck
neutral n + eu + tr + a + 1
switch sw + i + tch
Table 2. Cluster Decomposition.
Sample words divided into their corresponding vowel and
consonant clusters.
Based on cluster decomposition like those in Table 2, Sprees generates a set of linked sequences
that describe the relationships between adjacent clusters. These bigram-like sequences are
specific to whether a cluster appears at the beginning, in the middle or at the end of the word.
The sequences generated by observing the word "neutral" are shown in Table 3 as an example.
Table 3. Sprees decomposition of "neutral".
Spelling sequences deduced by Sprees when the word
"neutral" was presented as a training word.
From the words: "shock," "neutral," and "switch," the program's learning was based on 3 words
and the program can only recognize and generate 3 words. That is not so useful. The system
gains power when the clusters overlap since the program can then generalize beyond the words in
the learning sample. For example, if Sprees is given the words "race" and "late" on which to
train, it will record several bigram-like sequences including the following four.
1. a in the middle of a word is preceded by r
2. a in the middle of a word is preceded by 1
3. a in the middle of a word is followed by c
4. a in the middle of a word is followed by t
Learning from only those 2 words, the program can recognize and generate the 4 words: race,
late, lace and rate. We continue the training of Sprees by introducing the word "may." Now, the
program will recognize and generate 9 words. Likewise, adding the word "lake" to the training
set allows the system to recognize and generate 12 words. The system's knowledge continues to
grow in this fashion as new words are introduced. As a final example, if we add the word "map"
n at the beginning of a word is
followed by eu.
eu in the middle of a word is preceded
by n and followed by tr.
tr in the middle of a word is preceded
by eu and followed by a.
a in the middle of a word is preceded
tr and followed by 1.
1 at the end of a word, is preceded by
a.
then the program was given only 5 words but can recognize and generate 15 spellings. See Table
4 for a summary.
lace mace rake rap
rate mate make lap
ray
lay
Table 4. Learn 5 words, generate 15.
Given the 5 training words on the top row, the system can
then recognize and generate 15 words. Each column shows
the additional words possible when its training word is
included.
We have now presented an idea of how Sprees works. It breaks words into sequences of vowel
and consonant clusters that record adjacency information. These linked sequences are general
enough that Sprees can use them to recognize and generate words not previously seen. In the
next subsection, we will explain how Sprees is implemented.
3.2 Implementation
In computational theoretic terms, Sprees can be constructed as a deterministic finite state
automaton that represents orthographic generalizations of spellings. Definition 1 contains a
description of a Sprees automaton. 2 Before we look at how a Sprees automaton recognizes a
spelling, it is important to realize first that the input to a Sprees automaton is not the actual
spelling. Instead the original text string is pre-processed to decompose the spelling into an
2 See Sipser(1996) for a thorough coverage of computational automata theory.
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ordered list of (x,y) cluster tuples where the first member of each tuple is a vowel or consonant
cluster and the second is a position flag, "b", "m" or "e" which denotes whether the cluster
appears at the beginning, in the middle or at the end of the original spelling. For example, the
spelling "map" is preprocessed to produce "(m,b)(a,m)(p,e)" since "nm" appears at the beginning,
"a" in the middle and "p" at the end of the word. The results from preprocessing serves as input
to a Sprees automaton, which operates in the following manner to recognize a preprocessed
spelling.
A Sprees automaton is a deterministic finite state automaton defined by the quintuple:
Ms = (Q, Y, 8, qo, F), where
Q is a finite set of internal states,
I: { (x,y) I x is a consonant or vowel cluster and
y e {b, m, e } indicating x appears at the
beginning, in the middle, or at the end
of a spelling},
8 : Q x -• Q is the transition function,
qo0 eQ is the start state,
F c Q is a set of final states.
Definition 1. A Sprees automaton is a deterministic finite automaton.
At the initial time, the Sprees automaton is assumed to be at the start state qo, reading the
leftmost cluster tuple of the input spelling. During each move of the automaton, the input
mechanism advances one tuple to the right, so each move consumes one cluster. When the end of
the spelling is reached, the spelling is recognized if the automaton is in one of its final states;
otherwise, the spelling is rejected.
Diagram 1 provides a visual representation of a Sprees automaton using a transition graph. The
vertices represent states and the edges represent transitions based on clusters and their positions
in the spelling. Each path from the start state to each final state composes a spelling. Traversing
the graph from the start state to each final state using every arc, while writing down the clusters




Diagram 1. A Sprees transition graph.
The transition graph above shows a Spree automaton formed from the training words "race," "late," "may," "lake"
and "map." The shaded vertices are final states. There are 15 distinct paths through the graph representing the
program's ability to recognize and generate 15 spellings.
If the Sprees automaton depicted in Diagram 1 also included the word "mat", then "rat" and "lat"
would be additional spellings recognized by the machine. The first is an English word and the
latter is not. This exemplifies the nature of generalization in the system. A Sprees automaton
maintains a linear relationship between adjacent pairs of clusters. From Diagram 1, we see that
"m" and "a" as well as "r'T' and "a" are adjacent clusters since there exists a sub-path that uses the
"m" then the "a" arc and another sub-path that uses the "1" then the "a" arc. If the word "mat"
was included in Diagram 1, then there would be a new arc labeled "(t,e)" that goes to a new final
state. Since there is no restriction on getting to the new "t" arc by going first on the "m" arc, we
sta
could use the "1" then "a" arcs. This gives a complete path that spells "lat." When a new cluster
pair is incorporated into a Sprees automaton, it may add more than one path through the graph
and these new paths are spellings that were not given to the automaton during training. These
new spellings may be English words or nonsense words.
So, whenever a cluster appears in more than one training word, Sprees generalizes the linear
relationship across all the spellings containing the cluster. At first glance this may seem all-
inclusive but to understand its restrictions we must first consider how orthographic transitions are
interpreted from the automaton. There are three different kinds of transitions as depicted in
Diagrams 2a, 2b and 2c. One kind of transition is for clusters that begin a spelling, another for
clusters in the middle of a spelling, and yet another transition for clusters at the end of a spelling.
The begin, middle and end spelling specifications limit where clusters can appear, making cluster
placements consistent with witnessed locations in training words, and thus maintain systematic
pronunciation relationships. For example, recall the word-initial b and word-final mb
pronunciations we discussed earlier. Another example is the cluster "ng." No English word
begins ng_ but many end ng due to the common suffix 'Ing."
(rmy, ) )
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Diagram 2a. Transition sub-graph for clusters that begin a word.
The transition graph above shows how to read a transition for a cluster that begins a spelling: "a" at the beginning
of a word is followed by: 'hny, tt, sk, or w."
(wh,)
)
Diagram 2b. Transition sub-graph for clusters in the middle of a word.
The transition graph above shows how to read a transition for a cluster that appears in the middle of a spelling: "a"
in the middle of a word is preceded by: "wh, sn, or tr;" and is followed by: "mp, g, or t."
Diagram 2c. Transition sub-graph for clusters that end a word.
The transition graph above shows how to read a transition for a cluster that ends a spelling: "a" at the end of a
word is preceded by: "'br, r or n."
A Sprees automaton can be modified to include weights on each arc that reflect the frequency of
each cluster's positional appearance during training. New spellings can then be generated that
better reflect pronunciation patterns common to the training words. Since there is no
"unlearning," the weights also provide a means for rating acquired knowledge.
Consider all the spellings recognized by a Sprees automaton. We consider the language of a
Sprees automaton to be all the spellings it recognizes. Such languages are considered regular
languages. Let L(E) be the set of commonly used English spellings. Let the Sprees automaton
that recognizes the spellings of L(E) be Ms and the language of Ms be L(Ms). Clearly L(E) c
L(Ms) and the difference, L(Ms) - L(E) is the set of nonsense words. Later in the results section,
we will provide some relative measurements for the sizes of these sets.
ax)
We have seen how a Sprees automaton recognizes spellings. Now we will look at how a Sprees
automaton is constructed and then reflect on its generative power. A Sprees automaton is
constructed using the algorithm presented as Algorithm 1.
Algorithm 1. Constructs a Sprees Automaton from training words.
The language of a Sprees automaton is infinite whenever the automaton contains a cycle and from
Algorithm 1 this happens whenever a cluster repeats within a spelling. Consider the Sprees
automaton in Diagram 3 that recognizes the spelling "gigabit" where the "i" cluster repeats. The
recognized spellings are {"git", "gigabit", "gigabigabit", "gigabigabigabit", ... }. If any one
spelling contains an inner cluster that repeats, the language of the Sprees automaton that
recognizes that spelling is infinite. This is an orthographic parallel to the infinite scope of
language found at the syntactic level. We could never exhaustively list all the sentences of a
natural language, because no matter how many sentences appear on the list, we could always
Let M, be the Sprees Automaton we are to build. M, begins with only the start state.
Let T be the set of preprocessed training words from which we are to build a Sprees automaton.
For each word, w E T, do the following:
a. Let the current state be the start state.
b. The tuples of w are ordered cl, c2, . ., Cn,.
Start with c and proceed in order through c,. For each ci, do the following:
* If ci is already a transition from the current state, advance the current state to be
the state after the transition and then process c i+l;
* else if ci is cn then make a new final state for the transition ci, and then process the
next w;
* else if there exists a transition anywhere in M, based on ci+, , then make a
transition from the current state to the state from which ci+, is the source and
advance the current state be the state at the c i+1 transition, and then, process c i+1;
* else make a new state based on the transition ci and then advance the current state
be the newly created state, and then, process ci+,.
produce a longer one. Further, since the semantics of traversing adjacent transitions in a Sprees
graph involve the ability to pronounce the result, the compositional property found at the
syntactic level is present here also. All spellings produced by Sprees, including the longer ones,
are pronounceable consistent with the pronunciation found in the original training words.
Recall our earlier discussion of bigram-like sequences which recorded the order in which two
adjacent clusters appeared. Every two arcs on an automaton that share a common vertex form a
bigram-like sequence and we consider their arcs to be adjacent. Diagram 3 contains five
sequences including "i in the middle of a word is followed by g" and "t at the end of a word is
preceded by i." Care is taken so that each pair of adjacent arcs count as only one sequence.
im)
a~m)
Diagram 3. Transition graph with a cycle.
The transition graph above shows a Spree automaton formed from the training word "gigabit." The language
recognized by this automaton is infinite.
Beyond the number of spellings an automaton can recognize lies its generative power, which is
based on the set of languages it can represent. The grammar of Sprees is described in Definition
2. It is a regular grammar that is right-linear and right-linear grammars generate regular
languages, which we already know is the language of a Sprees automaton. Regular grammars are
the most restricted class of Chomsky's grammatical formalisms. Their generative capacity is
considered the least powerful (Chomsky, 1957). The generalizations possible in a Sprees
automaton are of the form a*b* which is a sequence of any number of a followed by any number
of b. Knowing this helps explain further limitations on how spellings are generalized by a Sprees
automaton. It is actually a least-general approach.
The grammar of a Sprees automaton Gs is defined as a quadruple, G, = (V, T, S, P), where
V is a finite set of objects called variables,
T is a finite set of objects called clusters,
S e V is a special symbol called the start variable,
P is a finite set of productions such that all
productions are of the form:
A - xB,
A ->x, where A, B e V, and x eT*.
V and T are non-empty and disjoint.
Dermition 2. The grammar of a Sprees automaton is a regular grammar.
Generalization in Sprees is tightly bounded. Clusters and the transitions from cluster to cluster
are limited to those actually experienced in the training words and are not decided on beforehand.
English words have alternating vowel and consonant clusters and a Sprees automaton maintains
this invariant by using vowel and consonant clusters. The begin, middle and end spelling rules
limit where clusters can appear in a spelling and this preserves systematic pronunciation
relationships such as word-initial and word-final pronunciation. On the other hand, there are
three forms of generalization. The first happens when a cluster appears in more than one word;
the second happens when a cluster recurs in the middle of a spelling; and, the third involves
allowing transitions to clusters at the beginning of a word when the cluster actually appears in the
middle of a training word. In this last case, rather than the transitions requiring consistent
positions within words (such as beginning, middle or end), the beginning and middle positions
collapse into one position. Word final positioning is still maintained; the end result allows
generalizations to include word concatenations. Since the generalization remains restrictive to
positioning and clusters actually observed, we term this a least-general approach.
As for computational time, a Sprees automaton can recognize a spelling in optimal O(n) time,
where n is the number of clusters in the spelling. This is small in English and as a result Sprees is
quite fast. A graph traversal algorithm can be modified to print regular expressions for all
spellings generated by a Sprees automaton. Regular expressions use parenthesis and asterisks to
denote which characters can recur. Generating all possible spelling paths takes O(c2) time where
c is the number of cluster tuples in the graph. Storage requirements for a Sprees automaton is
also O(c2). So recognizing a given spelling is very fast and generating a single word is also fast
since it is a random walk on the graph.
4 Results
We ran the Sprees program on three dictionary word lists. The first dictionary list was from
Macmillan Very First Dictionary (1983) and contains words for children ages 5-8. The second
dictionary list was included with the Unix ISPELL program, and the third dictionary list was from
Webster's Unabridged Dictionary (1983). Sprees automata were built for each of these lists. The
results are listed in Table 5. Notice that the number of words increase an order of magnitude with
each list yet the clusters do not grow rapidly. We certainly expect the number of cluster tuples
and bigram-like sequences to converge since given the immense number of theoretically possible
spellings, only a small number actually occur, and the majority of these recur in patterns common
to many words. See Table 6 for a relative plot of these values. Notice how a ratio of two
sequences per cluster tuple is constant, independent of the size of the list. This means that most
cluster tuples are not included in a begin, middle and an end sequence. They are only in about
two of them.
Source #Words #Clusters. #Bigram-like sequences
1. Children's Dictionary 1,408 249 551
2. Spell Checker Dictionary 25,145 1633 3383
3. Webster's Unabridged 213,556 4200 8715
Table 5. Size measurements for different Sprees automata.
The number of cluster tuples and bigram-like sequences are counted after building a Sprees
automaton using only the indicated source list. On the transition graph, a bigram-like sequence
reflects the transition between two arcs incident to a common vertex.
We have already seen that the number of spellings for a Sprees automaton is infinite whenever a
cluster repeats in a single spelling. Yet we will provide some measure of the number of nonsense
words. We can detect cycles in the automaton and we can count the number of distinct paths by
carefully not repeating cycles. This provides a measure from which we can subtract the number
of legal spellings and get the number of nonsense words. This number was so large it was not
tractable on the dictionary lists we used earlier. Instead, we used tiny lists; see Appendix A for a
complete list training words and the spellings they generated. Table 7 provides a summary.
Table 6. Plot of size measurements for different Sprees automata.
Based on the lists in Table 5.
Clearly, the number of nonsense words is tremendous. In the next section we will report
experiment where subjects classify some new words created by a Sprees automaton.
objective is to determine how much of the sound that characterizes the training set remains
newly created words.
Source #Words #Clusters #Bigram-like sequences #Generate
female names 12 18 43 346
family names 12 26 48 232
Table 7. Number of newly created spellings.
The number of different spellings a Sprees automaton can generate and recognize given a small
number of the training words. The actual number of words the Sprees automaton can generate is




4.1 Experiment: Humans Categorize New Words
We conducted an experiment to determine how humans would categorize new words generated
by the Sprees program. The subjects were 6 adults, all native English speakers. Each of the
6000
5000 ------------------------------- - Clusters
3000 ------------------------- -- - - -- - - -- - - -4000 ~-- Sequences3000
2000 ------ ------- -------- -- - -- - -- -2000
0
1 List (lo@ scale) 3
adults were given five (5) printed pages. Each page had a list of about 20 words on top and the
bottom of the page had five boxes. The subjects were to mark a box depending on whether the
words sounded more like: (a) female first names, (b) male first names, (c) family names, or (d)
medical terms. There was a box for each of these options and an additional box (e) to select if
they could not decide. Appendix B contains samples of these pages.
The words that appeared at the top of each page were generated by the Sprees program using the
following training words: (1) a list of 12 common female names; (2) a list of 15 common male
names; (3) a list of 15 common family names; (4) a list of 15 common medical terms; and, (5) a
list that contained all 60 spellings from (1) through (4). Appendix C contains a list of these
training words. Each subject received samples of about 20 nonsense words generated by the
Sprees program after it trained on each of these six training sets. We generated a separate list
from each training set. The subjects matched the lists almost perfectly to their source. See Table
8 for a summary.
A perfect match by the subjects would have all 6's along the diagonal. Though the results are not
perfect, they clearly show that new words created by Sprees maintain the "sound" of the original
training words from which those spellings were generated.
Vt'.~~
Table 8. Results of human experiment.
Each column represents the source that generated the list and each row represents the box








that was marked by the
5 Discussion
In concluding, we will discuss some of the phonological issues surrounding Sprees and its ability
to capture pronunciation in spelling. Then, we will contrast and compare the learning of
automata using the Sprees algorithm with algorithms found in machine learning.
5.1 Phonemes and Graphemes.
There is a special relationship between the phonology and orthography of the English language.
The letters in the English alphabet correspond roughly to phonemes, which are the basic speech
sounds of a language. Rough is the operant word here. Some linguists may view English
orthography as a faulty phonetic system and consequently believe that much of the graphemic
patterning in the orthography should be ignored.
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It is true that the phonemes of a language are not determined by the letters we write but by the
sounds we speak. In this sense, vowels are not "a, e, i, o, u and sometimes y," but are those
sounds in which the stream of air coming from the lungs passes through the mouth and nose with
no audible friction. Vowel sounds may further be classified according to the position in which the
tongue is held in the mouth during their pronunciation. Chomsky and Halle (1968) provide a
complete set of features that describe English phonemes. Under the phonetic feature set, there
are more than eleven vowel phonemes in English.
There has been research that maps graphemes to phonemes. Robert Hall (1961) did so by hand in
his work on sound and spelling in English. A grapheme is a sequence of letters that appear in a
spelling and phonologically operate as a single unit like "ch" and "ed." A Sprees automaton does
not break a spelling into the same grapheme units used by Hall; instead Sprees uses vowel and
consonant clusters as the atomic units. The grapheme "ed" for example would be two adjacent
clusters in a Sprees automaton but is usually considered a single grapheme, and in the spelling
"stopped," the grapheme "ed" is pronounced as a single phoneme I/t/. Table 9 maps some sample
phonemes to graphemes. In closing, we reflect on how people recognize new spellings.
Table 9. Phoneme to grapheme mapping.
Some sample sounds mapped to their corresponding phoneme and some example graphemes.
5.2 Humans Recognize and Generate Words
Learning to read a foreign language differs radically from learning to read one's native language.
In learning to read a foreign language, we often have no prior knowledge of the language and so
we tend to translate directly from writing to meaning. Learning to read our native language is
different. Usually we already have the ability to speak the language, so reading in this situation
requires primarily translating written symbols to sound.
In the sense of Sprees, we are a good reader if we cannot only pronounce all the words which we
were taught to read, but also if we can pronounce a high percentage of new words we encounter.
Certainly if we cannot pronounce words we have not seen before we are a deficient reader. Good
readers therefore must form some spelling-to-sound generalizations. What these generalizations
are, how they develop, and how they differ among people has been the topic of many
experimental psychology studies. We do not assert that Sprees is a model of how people
Sound Phoneme Grapheme Samples
beat /i/ ee meet
ea sea
i machine
bit /I/ i hit
o women
•y myth
hot /a/ a father
ea heart
e sergeant
tight /t/ ed stopped
t hunter
generalize spellings, only that like people, Sprees generalizes spellings consistent with sound-to-
spelling correspondences previously learned.
5.3 Learning Automata
Recall Algorithm 1 presented earlier which constructs a Sprees automaton from training
words. There are several algorithms in the field of machine learning that also "learn" by building
a deterministic finite state automaton, in particular consider Probably Approximately Correct or
PAC learning (Valiant, 1984) and Angluin's L* algorithm (1987). There are distinctive
differences in the goals and assumptions made in these learning environments from those made in
the Sprees environment. First, the teacher in the machine learning environment typically provides
negative as well as positive examples. This is not done in the Sprees environment. Instead, all
training words are positive examples of membership.
Second, Algorithm 1 does not infer beyond the transitions actually witnessed; therefore, it
has no internal hypotheses nor does it pose membership questions. The learning is passive and
rote. The L* algorithm, on the other hand, gets more information than just a list of examples; it
utilizes a "teacher" that answers membership questions ("is s acceptable?") and equivalence
queries ("are automata A and B equivalent?"). The algorithm poses experiments to distinguish
the states. Its goal is to get the DFA exactly right, while PAC learning gets the DFA correct
within some given error bound. In Sprees, the notion of an exact solution is quite different; the
exact solution to Sprees is the one directly deduced from its training words.
Third, the L* algorithm requires knowledge of the complete alphabet beforehand and the
alphabet is not expected to change. In the Sprees environment, new clusters can be encountered
after, as well as, during the learning process. Suppose we want to build the automaton that
recognizes only the 15 words in Table 4. The transition graph for the resulting Sprees automaton
is in Diagram 1; it was built by providing Algorithm 1 with 5 example words which are also
included in Table 4. The result of the L* algorithm produces the same transition graph as
Algorithm 1, but the complete cluster alphabet had to be provided beforehand and a teacher had
to answer queries that required complete knowledge of all acceptable spellings. The L* algorithm
and Sprees both learn finite automata, but the Sprees Algorithm 1 generalizes its observations
while the L* algorithm can offer solutions to more refined problems. However, the Sprees
algorithm is more efficient at its specified task since its alphabet can be determined during
operation. It also spends no time trying to unearth an "exact" solution since its specified goal is
not usually based on a known set of spellings beforehand but actually involves a discovery process
for the algorithm as well as the "teacher".
In concluding, we have presented a system that captures phonological information found
in training words and can be used to generate words that sound similar to its training words and
to recognize words that "sound" as though they belong in the training words even though they
were not part of the original training set. The system was used to recognize personally-
identifying information in unrestricted text and to replace such words with made-up alternatives.
The power of the system resides in its representation of words as a sequence of vowel and
consonant clusters and its ways of generalizing the relationships between clusters.
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Appendix A
Below are 12 female names used to build a Sprees automaton and a list of the 346 spellings the
automaton generated. Following that is a list of 12 family names used to build another Sprees
automaton and a list of the 232 spellings that automaton generated. Of course, the actual number
of spellings these automata can generate is infinite, so spellings containing cycles are counted only
once and the recurring characters are printed within parenthesis.





























































































































































































































































































































































































































































































































































































































































































































































































































Below are copies of five (5) lists of spellings that humans were asked to categorize. Each list of
spellings was generated from a Sprees automata that learned on a list of either female or male first
names, family names, or medical terms. One list was generated from the combination of all these
lists. See Appendix C for a list of words on which the Sprees automata were built. The order in
which the word lists appear in this Appendix are female names, male names, family names,
medical terms and random spellings.
Look at the list of words below. Most likely they are words you've never seen










a. female first names
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a. female first names












Below are lists of spellings on which Sprees automata were built. A subset of nonsense words
were then generated from each automaton; see Appendix B. Human subjects were asked to
categorize the nonsense words in order to determine whether the nonsense words resembled their
source.
Female Names:
nicole
lauren
heather
laura
rachel
amy
erin
sara
amber
kimberly
katherine
lisa
jane
susan
sylvia
Male Names:
bill
phillip
eric
corey
don
dennis
ben
matthew
brandon
anthony
david
mark
chris
robert
joe
Family Names:
smith
johnson
williams
brown
jones
miller
davis
wilson
anderson
taylor
moore
thomas
robinson
nelson
stevens
Medical terms:
cancer
arthritis
respiratory
disease
nerve
pulse
headache
syndrome
hemorrhage
cardiac
pediatric
bandage
tumor
hepatitis
pulmonary
