Development of an iterative solution technique for a certain nonlinear eigenvalue problem supplies an iterative solution technique for the ion case and isolated neutral atom case boundary-value problems for the Thomas-Fermi equation.
Introduction.
In appropriate units, the Thomas- This nonlinear second-order differential equation arose in Thomas' and Fermi's studies of potentials and charge densities in atoms. The differential equation (1.1) is still used for atomic calculations (see, for example, [3, 4, 5] ) and the related Thomas-Fermi theory is still a subject of research (see [6, 7] ). An idea of the extent of the literature on the ThomasFermi and related theories can be obtained by consulting the extensive reviews [8, 9, 10] In this paper we are not concerned with the physical ramifications of Eq. (1.1), but wish only to consider the mathematical aspects of showing that a certain sequence of functions does converge to a solution of Eq. (1.1) subject to the boundary values (1.4).
Solution techniques for the boundary-value problems (a), (b), and (c) and other mathematical aspects of Eq. (1.1), with or without the boundary conditions, have been and continue to be subjects of research. Briefly, the solution history is as follows: Thomas used Adam's method of numerical integration of the differential equation to obtain approximate solutions to problem (b), while Fermi used graphical methods. In fact, Fermi obtained the approximation for small x of >>(*) = 1 -1.58* + (4/3)x3/2 + • • • (1.5)
Baker [11] later improved this result to y(x) = 1 + b2x + b3x3/2 + • • • (1. 6) with b2 = -1.588588 • ■ •. At about the same time, Sommerfeld [12] developed an approximate solution to (b):
y(x) = *(*){ 1 + [y,(*)]V»}V3 (1. 7) where , X2 are zeros of the polynomial X2 + 7X -6, Aj > 0 > X2, and yi(x) = 144/x3.
(1.8)
Sommerfeld's approximation is quite accurate for large x but underestimates the solution near the origin [13] . Analogue computers have been used to find numerical solutions [14] , More recently Ramnath [15] has used a technique known as multiple scales to obtain an approximate solution for (b).
Since all three problems (a), (b), and (c) have the same boundary conditions at zero, much computational use has been made of the series expansion y(x) = 1 + b2x + b3x3'2 + ■■■ + bkxk'2 + • ■ • (1. 9) which is regarded as semiconvergent [16] , The value of b2 , the slope of y at the origin, falls into three classes: b2 > -1.588 • • •, b2 = -1.588 • • •, and b2 < -1.588 • • -which correspond respectively to solutions of problem (a), (b), and (c). Hille [17] answers questions concerning the convergence of the series (1.9).
Other mathematical work that has been done? includes the early work of Mambriani [18] and Scorza-Dragoni [19] , in which the existence and uniqueness of the solution to problem (b) was established, and the more recent work of Reid [20] and Reid and Depuy [21] . The work of Ramnath [15] , Reid [20] and Reid and Depuy [21] also applies to the more general Emden-type equations.
Most of the solution techniques fall into the two categories: (1) machine-computational and (2) approximations via series, multiple scales, or particular solution methods. The technique we exhibit in this paper does not fall into either of these categories. We first transform Eq. (1.1) with boundary conditions (c) into an eigenvalue problem. We then demonstrate an iteration scheme, based on eigenpairs of linear self-adjoint integral operators of Hilbert-Schmidt type, which is shown to converge to a solution. We can also use the iteration to obtain a uniform approximation to the solution of problem (b). In the last section we outline a way that the iterative scheme may be implemented through the use of Galerkin methods. For completeness, we also include some uniqueness results for problem (c).
More specifically, we consider the nonlinear eigenvalue problem u" = wc_1/V/2, 0 < x < 1, w(l) = 0, -aw(0) + k'(0) = 0, (1.10)
If u is a positive solution of (1.10) with corresponding eigenvalue v > 0, then j(.x) = u(i>~ 2/3x) is the solution of problem (c) for a = v2'3. The initial condition m(0) = 1 is essentially a normalizing condition for if is a solution of (1.10) with corresponding eigenvalue Cj , then a solution satisfying u(0) = b, b > 0, is obtained from ih by ub = bu^ and the corresponding eigenvalue is then ub = b~invl .
In this paper we give an iterative scheme based upon a linearization of (1.10) and eigenpairs of self-adjoint linear integral operators of Hilbert-Schmidt type. The integral operators are obtained from Green's functions for certain boundary-value problems. The iteration generates a sequence of eigenfunctions {«*} and corresponding eigenvalues {vk} which satisfy uk" = vKx-^uk.^uk 0 < x < 1,
normalized by uk( 0) = 1. It is shown that there is a solution (u, v) of (1.10) such that vk->v and uk -> u uniformly in [0, 1], We use the following notation and terminology: T(z) and I^z) denote respectively the gamma function and the modified Bessel function of order v. All needed properties of these functions may be found in [22] , The characteristic function of the interval [a, b] is denoted by xia.&i ■ That is,
In Sturm-Liouville min-max computations, the set of admissible functions are those functions <t> which satisfy the boundary conditions, are continuous and have piecewise continuous derivatives (see [23] ).
Preliminaries.
Before we prove the convergence theorem, we need some results about a class of linear Sturm-Liouville problems. We consider u" -\2x~1/2u + vx V2p{x)u = 0, 0 < x < 1 (2.1)
and a < -1. The term A2x~1/2« is introduced in order to make the kernel of the integral operator to be introduced later a square-integrable positive function. This insures the existence of positive eigenfunctions and positive eigenvalues. The Green's function for
is A^(x, t; A) = c\v2(x\ X)Dt(r; A) 0 < t < x, = cxUj(x; A)u2(r; A) x < t <1, ^2'3ŵ
Let Hp be the Hilbert space
and on Hp define the linear operator T\ by
We now give some properties of the kernel K(x, /; X) and the operator T\ .
Lemma 1: If a < -1 then t>2(x; X) > 0, 0 < x < 1, all X, and inf{X > 0: Ui(x; X) > 0, 0 < x < 1} > 0.
Proof: Since u2(0; X) > 0, v2'(0\ X) < 0 and v2 satisfies y" = A2x~1/2y, _v( 1) = 0, it follows that if v2(x{, X) = 0 for some Xi, 0 < xt < 1, then v2'(Xu X) < 0 and v2(x; X) < 0 for x > x, , contradicting u2(l; X) = 0.
If a1 < a2 and yl , y2 are corresponding positive eigenfunctions of y" ~ yx~1/2y = 0, 0 < x < 1, -«<y(0) + /(0) = 0, y( 1) = 0, i = 1, 2 with y(0) = 1, then >V(0) < _v2'(0) and by continuity there is a neighborhood of zero in which >'i'(x) < y2'(x), y^x) < y2(x). In order to satisfy j^i( 1) = ,y2(l) = 0 there must be a point Xi, 0 < Xj < 1, at which j>2"C*i) < y"{xi) and ^(xj) < y2(x2) which yields Yj > y2 for the corresponding eigenvalues. Since for a = -1, the greatest eigenvalue of (2.6) is y0 = 0, it follows that for a < -1, the greatest eigenvalue y0 > 0. Moreover,
We note that ^(x; X) > 0, 0 < x < 1, if and only if 1^(1; X) > 0. Thus c\ > 0 if and only if Uj(x; X) > 0, 0 < x < 1. Lemma 2: If Xi > X2 then ^(x; Xj) > ^(x; X2), 0 < x < 1.
Proof: Since ^(x; X) satisfies y" = X2x"1/2>>, 0 < x < 1, )>(0) = 1, )>'(0) = a, there is a neighborhood of zero in which tV'(x; Xx) > iV(x; X2) and in which i>i(x; Xj) > Vi(x\ X2). If there is an Xj , 0 < Xt < 1, for which ^(xi; Xt) = v^Xi, X2) then there is an x2, 0 < x2 < x, , for which u,(x2; X,) > Vi(x2\ X2) and u/'(x2; XJ < vI"(x2; X2), contradicting the differential equation.
We will now restrict our considerations to a < -1 and X > X0 where X0 = inf {X > 0: f^x; X) > 0, 0 < x < 1}. 
By Sturm-Liouville theory (see [23] ),
where the minimum is taken over all admissible functions y. Thus
Since the kernel of 7\ comes from the Green's function of Eq. (2.2) it follows that (</>0, v0{\) = ^0_1(X)) is the first eigenpair for the Sturm-Liouville problem (2.1). Moreover, if X0 < X < Xj then v0(\) < X2, for otherwise it would follow that for x e (0, 1)
and <t>o would not satisfy the boundary condition 0O(1) = 0.
We now show that for large values of X, y0(X) > X2 and thus, by the continuity of Mo(X), there must be at least one value of X > Xi such that f0(X) = X2. Let (a, b) denote the point of intersection of the functions f^x) = 1 -(1 + ax)1'2 and f2(x) = 1 + ax, 0 < a < 1, 0 < b < 1. If e0(X) < X2 for all X then X2 -v0(\)p(x) > 0, 0 < x < 1 and 4>o"(x) > 0, 0 < a: < 1. Moreover, Proof: By the assumptions on /;, and h2 we have ^(O^O) < /j2(0)t;2(0). By utilizing the continuity and the initial values it follows that there is an e > 0 such that hi(x)vi(x) < h2(x)v2(x), 0 < x < e and thus Vi'(x) < v2"(x), Vi'(x) < u2'(.*)> fi(*) < v2(x), 0 < x < e.
Assume xx £ (0, 1) exists such that fiOO = u2(*i) and v^x) < v2(x), 0 < x < xx . Then Vi(xi) > v2(Xi) and since Vi'(x) < v2'(x), 0 < x < e, there must exist x2, 0 < x2 < xt such that Vi'ix^ > v2"{x2), from which we conclude h^x^ > h2{x2). Thus by the assumption hi(x) > h2(x), x2< x < Lit now follows that Vi"(x) > v2'\x), Xi < x < 1 and thus Vi(x) > v2'(x) and v^x) > v2(x), xt < x < 1. This of course contradicts Vi( 1) = v2( 1) = 0. Thus x, does not exist and t;i(x) < v2(x), 0 < x < 1. Lemma 6: For k > 1, uk{x) > u0(x), 0 < x < 1, 0 < v2 < vi , v2u?/2 can intersect vxUa'2 at most once in (0, 1) and u2(x) < u^x), 0 < x < 1.
Proof: Since uk"(x) > 0, 0 < x < 1, uk'{0) = a, uk{0) = 1 and uk(x) > 0, 0 < x < 1, it follows by integrating uk" that u*(;t) > u0(x), 0 < x < 1. It has already been shown that vk > 0, k > 1. Since «i(x) > u0(x), we have from Sturm's second comparison theorem ( [23] , theorem 7, p. 411) that 0 < v2 < Ci . Since v2ux(0) < v2uo{0) and since v2U\\x) is increasing and Vi2u0'(x) = av2\i{x), I = [0, -a"1], it follows that i>22ui(x) can intersect v2u0(x) at most once in (0, 1). Thus v2u11/2(x) can intersect i>,u01/2(x) at most once in (0, 1). We can now apply lemma 5 with ht(x) = i>2Ui1/2(x) and h2(x) = ViUQln{x) to conclude u2(x) < Ui(x), 0 < x < 1. Lemma 7: v2 < v3 < c, , e2u,1/2 can intersect i>3u2l/2 at most once in (0, 1), v3u2'2 can intersect v^Uo112 at most once in (0, 1) and u2(x) < u3(x) < Ui(x), 0 < x < 1. Proof: t>2 < v3 < vx is a direct consequence of u0{x) < u2(x) < Wi(x), 0 < x < 1 and Sturm's second comparison theorem. We have v2ih 1/2(0) < c3«21/2(0) < ejiV^O). Thus u2(x) < u3(x) < Ui(x), 0 < x < 1, follows from lemma 5 as soon as it is shown that v2Ux'2 can intersect v3u2'2 at most once in (0, I) and v3u2'2 can intersect «01/2 at most once in (0, 1). The proof that v3u2'2 can intersect vxu01'2 at most once in (0, 1) is virtually the same as the proof in lemma 6 that v2u,1/2 can intersect fiU01/2 at most once in (0, 1). Thus the proof will be completed when it is shown that v3u2 and v2ui cross at most once in (0, 1).
Assume there are points a0, ax such that 0 < a0 < fli < 1 and j/22Wi(a0) = f32u2(a0), v2ux (a,) = v32u2(ai), v22"i(^)< v32u2{x), 0 < x < a0, v2ux(x) > i>3u2{x), a0 < x < . Let z^x) = i>22Ui(x), z2(x) = v3u2{x). Then
There is an Xi G (a0, ai) such that z"(x i) < z2"(xi). Thus i>i2u0{x) < v2ux(x), x > xx and z2(x) > Zj(a'), fli < x < 1. In order to satisfy z2(l) = zx( 1) = 0 there would have to be an x2 G (fli , 1) such that z,"(-*2) > z2"(x2), contradicting v2ua(x2) < v2Ui(x2). We thus have the required behavior of the functions v2ux{x) and v3u2(x), which concludes the proof of the lemma.
Lemma 8i
For each k ^ 1, v2k v2k+2 ^2^+1 ^ ^2^-1 and w2k(x) w2fc+2(x) u2k+i(^) < Ui^^x), 0 < x < \. The proof of lemma 8 is accomplished by using a straightforward induction argument and the same type of arguments that were used in the proof of lemma 7.
The sequences {i>2k} and {u2k) are increasing bounded sequences whereas the sequences {e2*+i} and {u2k+i} are decreasing bounded sequences, all of which thus have limits. As k -> co, let v* = lim v2k , u*{x) = lim u2k(x), v* = lim u2k+i and u*(x) = lim u2k+i(x). Of course v* < v* and u*{x) < w*(x). By utilizing the fact that for the functions un , Thus u*" = v*x~l'W2u*, uif" = VifX'll2u*~ll2Uif , 0 < x < 1, and both u* and w* satisfy the boundary conditions -a«(0) + u'(0) = 0, m(1) = 0 along with the initial condition w(0) = 1.
Lemma 9: i>* = , u*(x) = u^(x), 0 < x < 1
Proof: If u*(x) -fc u^x) then by Sturm's second comparison theorem v* < . Thus there is an interval (0, e) on which u*"(x) < «*"(*)> u*'(x) < u*'{x), and u*(x) < u*{x). In order to satisfy w*(l) = w*(l) = 0 there must be an x0 E (0, 1) such that u*"(x0) > u*"(x0) and u*(x0) < w*(.y0). That is, v*x0~V2UifV\x0)u*{x0) > i>*x0-1/2u*1/2{x0)u*(x0), (3.7)
from which we conclude v*u*1,2(x0) > v*u*1/2(x0), a contradiction. Thus u*{x) = u*(x), 0 < x < 1, and then of course v* = v* . We have shown that the sequence {(«", vn)} converges to a positive solution of Eq. (3.1). The sequence {un} is uniformly bounded by u0 and ux and from (3.5) we have that {un} is equicontinuous on [0, 1] and thus the convergence of {un] to u is uniform on [0, 1]; this completes the proof of Theorem 1.
Finally, in order to make the discussion complete and self-contained, we include some uniqueness results for the initial-value problem /' = px-vy n8, >>(0) = l,/(0) = a for /3 > 0, and the eigenvalue problem u" = \x~1/2u3/2,0<x < 1, m(0) = 1, m(1) = 0, (3.9)
u'(0) = a.
Lemma 10: If y0 and y0* are two positive solutions of (3.8) and if there is an x0 > 0 such that >>o(xo) > Jo*(^o), then j>0(*) > y0*(x) and y0'{x) > y0*\x) for x > x0 .
Proof: If there is an x > x0 such that y0(x) = >\,*(;c), let xt = (sup x: x < x0 , y0{x) = >'o*(x)} and a'4 = inf {x: x > x0, y0(x) = j>0*(*)}-By continuity, ;>o(*i) = yo*{Xi), y0'(x0 > = VUJ, andjV(*«) < y0*'(xi),y0(x) > y0*{x),x1 < x < x4 . Thus there are x2, Xa, Xi < X2 < x3 < x4, such that y0*'(x3) >y0'(x3) andy0*"(x2)>y0"(x2) which contradicts 0x2-'/2yo*3/2(x2) < 0x2~l/2yo3/2(x2). We conclude thatj^*) = y0*(x), y0'(x) = %*'U). 0 < x < Xi , and y0(x) > y*(x), y0'{x) > y0*'(x) for x > x^ .
Theorem 2: The solution y0 to (3.8) is unique.
Proof: Suppose yo and ya* are two solutions of (3.8) . If y0 ± y0*, then there is anx0 > 0 such that y0(x) = y0*{x), y0'(x) = j>"*(*), x < x0 and y0(x) > y0*(x), y0'(x) > y0*'(x), x > x0 . We show that this cannot happen. Let x2 > Xi be fixed such that y0(x2), y0'(Xi), >*o*(-*2), and j0*'(^2) all exist. Then for 0 < x < x2
for M > {x21/2 + j8)([3/21yo(*»)^o-l/#(*i) + 1 )• Let p(x) = M*) -yo*{x) + y0'(x) -y»*'(x) and p(x) = P{x2) exp (2M(xu2 -x2V2)), 0 < x < x2. Then p(x) satisfies p' = Mx~1,2p 0 < x < x2 n 1 n
Moreover, p(x) < P(x), 0 < a: < x2, for if not there are t and h such that 0 < t -h < t < x2 , p{t) = P(t), p(x) > P(x), t -h < x < t. However, P(t) -P(t -h) = jt.h'P'(x) dx = U-h y/(x)-y0*\x) + Px-1/2{y03/I(x)-y0*"Xx))dx<Af x~1/2p(x) dx = f,_n' p'(x)dx = p(t) -p(t -h) = P(t) -p(t -h). Thus p(t -h) < P{t -h), a contradiction. However, p(x) < P{x), 0 < x < x2 is obviously a contradiction since lim^o+pM = P(x2) exp { -2Mx2'2) > 0 and lim*^0*P{x) = 0. Thus y0 = v*-Theorem 3: The positive solution (u0, X0) of (3.9) is unique.
Proof: Suppose (w0, K) and (u0*, X0*) are two solutions of (3.7). If X0 ^ A0*, then we can proceed as in the proof of lemma 9 to arrive at a contradiction. So A0 = X0* and, by Theorem 2, u0 = u0*. Sincey^ix) is decreasing, it follows that the maximum is attained at some point x0 < a. Moreover since ya{x) < J»(^) and both y" and ya satisfy y" = x~1/2y3/2, 0 < x < a, y(0) = 1, we have M = ^(a). Thus as a -> -oo, ya converges uniformly on [0, °°) to y" • Finally we note that Sommerfeld's approximate solution (1.7), which is quite accurate for large x, can be used to estimate yUa) and thus to estimate the maximum difference M between ya and yx .
Remarks.
In summary, it was shown in Sec. 3 that our iteration converges to a solution of the Thomas-Fermi equation with the ion case boundary values. It was shown in Sec. 4 that this solution technique can be used to find a uniform approximant to the solution of the isolated neutral atom boundary-value problem. Existence and uniqueness of the solution was also established for the ion case.
In this section we discuss the possible implementation of the iteration for actual numerical computations. This problem is reasonably well suited for an application of Galerkin methods, a technique for approximately calculating the largest eigenvalue and corresponding (eigenfunction of T\ in Hp .
From the principle of Galerkin's method [25] , if T is a compact selfadjoint linear operator with simple spectrum on a separable Hilbert space H, if \fk} is a complete orthonormal system in H, and if Pn is the orthogonal projection onto Hn = span |/i ,• ■ -, /"}, then as n -> 00 the largest eigenvalue and corresponding eigenfunction of PnT converge to the largest eigenvalue and corresponding eigenfunction of T.
In the actual numerical computation of each iteration not only is it necessary to calculate the largest eigenvalue /u0(\) and corresponding eigenfunction of T\ , it is also necessary to determine the value of A such that /*0(A) = A-2. The numerical computations thus require the interweaving of two numerical methods. For a given A, we propose to use Galerkin's method to calculate the largest eigenvalue n0(\) of T\ and its corresponding eigenfunction. We then propose to use an averaging method along with Eq. (2.12) which gives the slope of fi0(A) go make adjustments in the value of A in order to obtain p0(\) = A"2.
We also comment that it is probably not most efficient to calculate the sequence of eigenvalues and eigenfunctions directly from the operator T\ , for we note that after each iteration the inner product in Hp changes. This would then necessitate a reorthonormalization of the sequence [fh} before the next iteration can be accomplished. We note that in the proof of the main theorem the eigenfunctions and eigenvalues of T\ are utilized, whereas ir. the numerical computations we can only obtain approximations to the eigenvalues and eigenfunctions. Theoretically, the procedure still yields a valid approximation to the solution since the necessary eigenvalues and eigenfunctions depend continuously on A and p [23] . We are presently investigating numerical computations utilizing a complete orthnormal sequence of polynomials in L2[0, 1]. The outcomes of these investigations will be published elsewherd.
