An additive decomposition of a set I of nonnegative integers is an expression of I as the arithmetic sum of two other such sets. If the smaller of these has p elements, we have a p-decomposition. If I is obtained by randomly removing n α integers from {0, ..., n − 1}, decomposability translates into a balls-and-urns problem which we start to investigate (for large n) by first showing that the number of p-decompositions exhibits a threshold phenomenon as α crosses a p-dependent critical value. We then study in detail the distribution of the number of 2-decompositions. For this last case we show that the threshold is sharp and we establish the threshold function.
Definitions, Notations and basic Properties.
For integers i and sets of integers J and K, we use the fairly standard notations i + J = J + i = {i + j : j ∈ J} , J + K = {j + k : (j, k) ∈ J × K} .
In this paper, we restrict ourselves mostly to sets of nonnegative integers, though we do allow ourselves the first notation with negative i, so long as −i is less than min J. Definition 1.1 A set I of nonnegative integers is said to be decomposable if there exist sets J, K, each with at least two elements, such that I = J + K. We also say that I is J-decomposable, that (J, K) is a decomposition of I, and that J is a decomposition factor for I.
Thus, a set of two integers is never decomposable; a set of three integers is decomposable iff it is of the form {0, a, 2a} ; and a set {a, b, c, d} of four integers a < b < c < d is decomposable iff a + d = b + c.
(In this paper, we consider the decomposability of finite sets only.)
Issues of decomposability of integer sets arise occasionally in mathematics and computer science, most immediately in the context of the factorization of polynomials, since plainly a necessary condition for a polynomial in one indeterminate with coefficients in some field to split into two factors is that its set of exponents be decomposable. The more restrictive notion of irredundent decomposition, where it is required that the map (j, k) → j + k be one-to-one, gives a necessary and sufficient condition for a factorization to exist within the class of Minkowski polynomials, i.e., polynomials in R [X] with 0-1 coefficients.
Decompositions are, of course, generally not unique; further, if (J, K) is a decomposition of I, then min I = min J + min K, and since any 0 ≤ i ≤ min I can be written as j + k with 0 ≤ j ≤ min J and 0 ≤ k ≤ min K, resulting in (I − i) = (J − j) + (K − k), decomposability is seen to be, in effect, a property of equivalence classes of subsets of N under translation.
Equally, if I = J + K then also I = (J − min J) + (K + min J). Therefore:
by U [i] = 0, an occupied one by U [i] = 1 (irrespective of how many balls it has received). Depending on the outcome of this experiment, a set of integers I ⊂ {0, 1, ..., n − 1} is defined as follows:
Otherwise expressed, we remove from {0, 1, ..., n − 1} = [n] the integers corresponding to occupied urns. We are interested in the limiting behavior of the p-decomposability of I for large n, with H = n α (1 + o (1)) for some real (constant) α ∈ ]0, 1[ , the control parameter; H is asymptotically the number of integers removed from [n], or of occupied urns. According to the value of α, two very different types of behavior arise as a function of a critical value of α. Theorem 2.1 Let α c = α c (p) = 1 − 1/p, if α < α c then I is a.s. p-decomposable, whereas if α > α c , I is a.s. non-p-decomposable.
Proof (a) Almost sure p-decomposability. Let J 0 ⊂ N be a fixed set with p elements 0 = j 0 < j 1 < j 2 < ... < j p−1 , such that j ν+1 > 2j ν for all ν; j ν = 3 ν for ν ≥ 1 will do nicely. (The condition may be somewhat stronger than really required, though any sequence from which an arithmetic progression may be extracted would be unsuitable.) Observe that for any integer i, the intersection of any two of the p sets i − j + J 0 , j ∈ J 0 , reduces to {i}. Indeed, supposing −j + j ′ = −j +j ′ , j =j, j = j ′ , (hencej =j ′ ), we may assume, without loss of generality, that the largest of the four j's isj ′ ; since this cannot be j 0 (nor j 1 or j 2 actually), we havej ′ = j ν+1 for some ν, and all three other j's are ≤ j ν . Therefore,j ′ −j ≥ j ν+1 − j ν > j ν ≥ j ′ − j, a contradiction.
We may assume n ≥ 2j p−1 . For an arbitrary φ ∈ Φ J 0 , it follows from the definition of A We express E as the disjunction Π (0) ∨ Π (1) ∨ Π (2) ∨ ... ∨ Π (n − 1) , where a great many terms are obviously (deterministically) false and are therefore dropped. Since the Π (ν)'s are rather cumbersome to write, we will use the more concise notation E ∧ i := ν instead of Π (ν) . For D φ 1 , we draw on our preliminary observation to conclude that the p urns
Pr (p given urns are occupied and another one is empty)
The other two are similar and somewhat simpler:
and both are no larger than j p−1 × Pr (a given urn is occupied and another one is empty) , so that
It follows that if H p /n p−1 tends to zero as n goes to infinity, the specific set J 0 is almost surely a p-decomposition factor of I, and a fortiori I is almost surely p-decomposable. In particular, pdecomposability succeeds a.s. if H (the number of balls, or the number of integers randomly withdrawn from [n]) is asymptotically n α with α < α c .
(b) Almost sure non-p-decomposability. We now have to take into account all potential pdecomposition factors of I, i.e. all sets J ⊂ [n] with p elements (recall that we assume min J to be 0). However, in order to prove that a given J is not a p-decomposition factor of I, it suffices, according to Proposition 1.4, to exhibit a single φ 0 ∈ Φ J such that A ∈ A J φ 0
. We systematically select φ 0 = φ J 0 given by
The set W J = {φ 0 (j) − j : j ∈ J} also has p elements, and the probability that J is a p-decomposition factor of I is bounded by the probability of the event E J,I that every translate i + W J , i ∈ I, intersects I. Now, it follows from standard Poissonization, de-Poissonization arguments (e.g., [8] ) that the urns are asymptotically independent, so we may assume n to be large enough that each urn is considered to have the probability H/n of being occupied, and 1 − H/n of being empty; and κ urns, to have the probability (H/n) κ of being all occupied. Moreover, a set of q integers can intersect at most q 2 of its translates, so for any i 0 ∈ [n] there can be no more than (p + 1) 2 values of i ∈ [n] for
We can therefore find a set H J ⊂ [n] with at least n/ (p + 1) 2 elements, such that for i ∈ H J the sets {i} ∪ (i + W J ) are mutually disjoint. Because of this disjointness and of the fact that W J does not contain 0, the 2 |H J | events i / ∈ I, i ∈ H J and I ∩ (i + W J ) = ∅, i ∈ H J , may be regarded as mutually independent. Let κ J (i) be the number of
The probability appearing in the last product is the probability that κ J (i) urns are occupied, or
Hence, for large enough n and any J ⊂ [n] with p elements,
Since there are n p < n p /2 such sets, the probability that the random set I is p-decomposable is less than n p exp −1/ (p + 1)
2 (H/n αc ) p . Thus, for α > α c , almost no I is p-decomposable.
From part (b) of the preceding proof we can derive a more accurate result. By (1) and the number of sets J with p elements, n p , we see that:
We will see in Section 3.9 that, up to the constant, for p = 2 this more accurate upper bound actually corresponds to a sharp threshold function for 2-decomposability. Indeed, by a detailed analysis we will establish :
Theorem 2.2 Let the set I be obtained by randomly removing H integers from [n]. We have:
This result for 2-decomposability and the above general upper bound lead us to suggest as a conjecture that n αc p −1 ln n 1/p is a sharp threshold function for p-decomposability.
3 2-decomposability.
Since our main concern in this paper will be 2-decomposability, it is worth examining in more detail how to recognize whether some set I ⊂ [n] admits J = {0, a} as a decomposition factor. As it turns out, we need only ascertain, for all i ∈ I, whether the integers i ± a lie in I. Indeed, of the 4 maps from J to itself, only one is fixed-point free, namely φ given by φ (0) = a and φ (a) = 0. Hence, the general condition excluding J as a decomposition factor for A,
just reads in this special case:
Now when we look at the random model, integers outside [n] are deterministically excluded from I, while for those in [n], inclusion in I is random. Thus from a probabilistic viewpoint, it is appropriate to distinguish four mutually exclusive cases,
neither is; that is,
According to which of these obtains, we have distinct (and immediate) translations of (2) in terms of empty and occupied urns.
The singletons and the doublets
In this section, we analyze for large n, the number of singletons and doublets in our urn model. 
Let us symbolically denote by V j the event that j different given urns are empty. Then
(Maple gives expressions to the desired precision, we will only give the first terms). Symbolically,
(we simply replace V j by P V [j]). We obtain
Similarly, the event H 1,i := {U [i] is occupied } has the probability 1 − P V [1] and 
We recall that |I| = n − S, where the random variable
has mean
By standard asymptotic analysis,
, where N is the classical Gaussian RV and M * S , σ * 2 S are the dominant terms of
Let us now analyze the doublets. We see that, asymptotically, the doublets are independent:
and
where β, γ, δ are unimportant constants for the precision we need here, and
It is now clear that we must consider 3 regions:
α < 1/2
In this region, we obtain, by inclusion-exclusion,
However we note that, as far as H 2,j , j = i is concerned, several balls can fall into
(actually with a multinomial law). So we must use n α − c instead of n α , with c(random) = O(1). To check this effect, we have expanded P V [j] with n α − c, and p i becomes
We obtain
Note that we have neglected the fact that H 2,i has some correlation with H 2,i+a and H 2,i−a . This will be taken into account in Sec. 3.4.
α = 1/2
As p 2 ∼ 1/n, we see that we are in the realm of asymptotic Poisson distribution, with mean 1. This can be checked by the method of moments (see, for instance, Kolchin et al. [10] , Barbour et al. [2] ). First, by Poissonization-dePoissonization as exposed in the nice paper by Jacquet and Szpankowski, [8] , we can again consider all urns as independent. We obtain
where β • are unimportant constants. This leads to µ 3 ∼ 5, which is the Poisson(1) third moment. The generalization to µ i is tedious but obvious.
α > 1/2
As np 2 ≫ 1, this leads to a Gaussian distribution, with mean M and variance σ 2 . This can be checked as follows. For simplicity, we assume that n is an integer multiple of a. Let us divide the urns into
Again, asymptotically, we can consider the urns as independent, with occupation probability p 1 . The a subsets are obviously independent. In each subset Ω i , we obtain a Markov chain on doublets, with states [0, 0], [0, 1], [1, 0] , [1, 1] , with transition probability matrix (
The stationary measure is given by ( . We obtain the following result, where B(t) is the standard Brownian Motion (BM).
where n * M * and n * σ * 2 are the dominant terms of the mean M (n * ) and variance σ 2 (n * ) of D i (n * ). We have M * ∼ p 2 1 and σ * 2 ∼ p 2 1 by (3), (4) . We conclude that D is indeed a Gaussian RV. In the next Sections the 2-decomposability is analyzed in detail, when n → ∞, with numerous asymptotic expressions. In particular, we introduce a random variable N D which is a measure of decomposability.
Preliminary analysis for asymptotic expressions.
We have here J = {0, a}. We first make an heuristic analysis, in order to extract the main characteristics of our constraints. For each a, let Z a := [Some suitable combination exists], i.e:
and Z a = 1 corresponds to non-decomposability according to {0, a}. The constraints are given by ( value 0 corresponds to an empty urn and 1 to an occupied urn)
Let us look for the possible ranges for a and i.
, with an exclusion range size ρ(a) ∼ a,
. Actually, N D is a measure of decomposability. Now we first make an heuristic analysis. If we neglect the events [U [i] = 0] (which each have Probability ∼ 1), and if we neglect also the possible A, B and C overlappings, we see that
which means that
Our 3 usual α ranges are roughly analyzed as follows: (and we assume, in first approximation, independence between all Z a ),
• α < 1/2, a < n/2 : ρ(a) = a. So we set a * 1 := n 1−α /2 . By Sec 3.2, Pr(A a ) ∼ 0, and
Hence N D ∼ n 1−α /2. More precisely, with 
).
• α > 1/2, a < n/2 : Pr(A a ) ∼ 1 for fixed a, by Sec 3.4, and, with a * 1 :
Hence N D ∼ 0 if α > 1/2 . α = 1/2 corresponds to a critical value, where we observe a phase transition.
In the first 2 cases, Pr[Non-decomposability] ∼ 0, in the third case, Pr[Non-decomposability] ∼ 1 .
The simulations lead to the following observations. For n = 10000, α = .45 of T = 100 trials, we obtain Figure 1 , with observed =circle, asymptotic Gaussian=line. The observed mean is 56.69, the asymptotic mean is 79, the observed variance is 1474. The fit is unsatisfactory. Obviously, we cannot ignore dependencies.
A more precise approach
In this section, we analyze the range overlappings, the inter-range and inter-level correlations and the effect of empty urns. The exclusion ranges will be denoted by ρ(a).
Ranges overlapping for
Let us first look (for fixed a), for the possible overlappings of B ∨ C ranges. We neglect, in first approximation, the events U [.] = 0, and we concentrate on the exclusion of the events U [k] = 1. A more precise analysis is provided later on. After a detailed evaluation, we see that 4 different cases must be considered for k.
• a < n/4:
, and the joint range is given by ρ BC (a) = 2a,
• n/4 < a < n/3: U [k] = 1 must be excluded for k ∈ [a, n − a], and the joint range is given by ρ BC (a) = n − 2a,
, and the joint range is given by ρ BC (a) = 4a − n,
• n/2 < a:
, and the joint range is given by ρ BC (a) = 2(n − a).
Now we look for the overlapping between B ∨C and A. Again we first assume that the events [U [i] = 0] can be neglected. Given the constaints due to B ∨ C, the different ranges for the exclusion of
are given by (we give only the first two ranges, the other ones are just more complicated and will not be used in the sequel).
• a < n/6: ρ A (a) = n − 4a,
• n/6 < a < n/5: ρ A (a) = 2a. 
As clear from Sec.3.5, we can limit our analysis to the neighbourhood of a * 1 and the exclusion range ρ A (a) = n − 4a = O(n).
• If α < 1/2, we obtain by inclusion-exclusion
• If α = 1/2, the Poisson approximation leads to
• If α > 1/2, we have
which are disjoints events. We obtain
Let us first deal with Let us denote by P (m) the probability that there does not appear 2 successive occupied urns among m urns. This is a well known problem. We have (with q 1 := 1 − p 1 ),
The generating function(GF) of P (m) is given by F (z) := ∞ 0 P (m)z m . We obtain
We denote by z * 1 the root of the denominator of (7), with smallest module, (the other one is denoted by z * 2 ). This leads to
, and by standard singularity analysis, we derive P (m) ∼ C/z * m 1 , with
This leads to P (m) ∼ e −mp 2 1 , which is probabilistically obvious. So finally,
Now we consider Ψ 2 := i G i j =i F j . Asymptotically,
, by a similar analysis we obtain P A (a) ∼ e −ρ A (a)p 2,1 .
The events
• α < 1/2. Let us first look for the simplest case: a < n/4. We have
which are again disjoint events. Proceeding as before, we see that
To show the increasing complexity of the asymptotics, let us consider the case n/4 < a < n/3. (But we will not need these results in the sequel). After a detailed analysis, this leads to
. This leads to
Therefore, P BC (a) ∼ e −(n−2a)p 1 .
• α = 1/2. We limit ourselves to the neighbourhood of a * 1 = √ n/2. By a similar analysis, we obtain P BC (a) ∼ e −2a/ √ n .
• α > 1/2. Again, in the neighbourhood of a * 1 , we derive P BC (a) ∼ e −2ap 1 .
Dependencies between the different a levels
We will only consider the case a < n/6, which is the only range which is actually needed here. From Sec. 3.6.3, we must have Z C a = 0, i.e., asymptotically, no occupied urn in [a, 2a], (and similarly for B). If we consider some level b > a, this implies that, if b < 2a, only the urns between 2a and 2b must be empty, which leads to a conditional probability
If b ≥ 2a, no correlation exists for BC Let us now turn to the dependency of A on BC.
and P A (b|a) := Pr A [Z b = 0|Z a = 0] is given by (5) or (6) or (8), (depending on α), with now ρ A (b|a) instead of ρ A (a).
So our different cases are analyzed as follows (we can of course neglect the correlation between A at a and A at b).
• α < 1/2. The mean of N D is asymptotically given by
where P A (a) is given by (5), with ρ A (a) = n − 4a.
where S 2 := E( a b>a Y a Y b ), and
where P A (b|a) is given by (5), (with ρ A (b|a)), ρ A (b|a) is given by (9) . This leads to
, and
• α = 1/2. p 1 ∼ 1/ √ n, p 2 ∼ 1/n and , by (6) , P A (a) ∼ e −(n−4a)/n . m and S 2 are given by (10) and (11), with P A (b|a) ∼ e −ρ A (b|a)/n , and ρ A (b|a) is given by (9) . This leads to m ∼ • α > 1/2. This is more delicate and we observe a phase transition: α = 1/2 is the critical value. We now have
We also have N D ∼ n/6
a=1 Y a , and we must compute the joint distribution of Y i , Y j , . . . So we obtain, with
Note that if all Y i were independent, we should derive
and Pr[N D = 0] would be given by e −m which is exactly the Poisson approximation.
Actually, we have
P A (b|a) (with ρ A (b|a) ) is given by (8) and ρ A (b|a) is given by (9) . Asymptotically, we obtain (as p 2 1 ≪ p 1 )
More generally, set
given all values at previous levels,
The numerical values grow too rapidly with n. Moreover, Expressions for ρ A (.) seem difficult to compute. We also have
and, again, the Poisson approximation (if all Y i were independent) would lead to e −m m. More generally
First asymptotic expressions
In this section, we give a first asymptotic expression for Pr[N D = k]. Let us first remark that in the term e −(n−4a)p 2 1 of ϕ(a) (as given by (13) and in the term e −ρ A p 2 1 of ψ (as given by (14)), we have a first contribution e −np 2 1 and a second contribution of the form exp[( i c i x i )p 2 1 ]. Actually, as p 2 1 ≪ p 1 , this second part is negligible wrt the term e −2ap 1 of ϕ(a) and wrt the term e −2x i p 1 or e −2(2x i −2x i−1 )p 1 of ψ. Hence we obtain the equivalent
This leads to
We obtain 
where by convention an empty product equals 1 (i.e. W 0 = 1).
Proof We do have W 0 = 1 and W 1 = 1/2, so let i be ≥ 2. Our first (and main) step will be to prove by induction on i that for all such i and x ≥ 0,
where for i ≥ 2 and −1 ≤ k ≤ i − 2,
For i = 2,
does satisfy (19) with (20). Now suppose the same holds for some i ≥ 2. We calculate Θ * i+1 :
Plainly then (agreeing, as we clearly may, that a i,i−1 = 0 for all i),
(Note that the value for k = −1 cannot be written 
The quantity between brackets on the right equals 2 k(k+1)/2+k 2 i−k−1 − 1 + 1 = 2 i−1 2 k(k+1)/2 , so that (21) again extends (20). Let us turn now to k = −1. Using the q-factorial notation (see, e.g. [1] ) :
the corresponding case of (21) reads
Taking account of the fact that 2 l+2 − 1 (2) l+1 = − (2) l+2 and applying the change of summation index h = l + 2, we get
Now from a special case of an identity due to Cauchy (Formula (3.3.6) of [1] with z = 1 and q = 2; see also [12] , vol.II, p. 59), we know that
Therefore, the quantity between brackets in (22) is
so that finally
which is indeed the same as (20) with i replaced by i + 1. Thus (19) with (20) is established for all i ≥ 2. Now for the short second step. Integrating (19) yields, in view of (21) and (20) :
which is just the last expression in (18), and trivially equal to the other two.
These functions appear in many analyses of algorithms (see, for instance, Louchard [11] ). We obtain
Hence (17) shows that we must have
in order to use (16) . We now have
Equ.(16) becomes
For n = 10000, α = .58, we obtain K(n, α) = 0.608. A simulation of T = 100 trials leads to Figure  2 (with observed mean) . The asymptotic mean is given by 0.317, the observed mean is given by 0.44.
The Poisson approximation(with the observed mean ) is given by Figure 3 . Curiously enough, this is the best fit!(This is explained in the next section).
More efficient asymptotic expressions
In this section, we present several more asymptotic expressions for P r[N D = k]. The factorial moments are also analyzed. Equ.(24) can be written, with β := K(n, α)/4, However,
Using two classical Euler identities, we will derive several summation formulae we need in the sequel. These identities are
(for a simple proof, see Knuth [9] ,Ex 5.1.1/16). These identities were intensively used in Louchard [11] . First, set z = −1/2 i+1 , q = 1/2 in (26). This leads to
where
For further use, we note that, setting i = 0 in (27), we obtain Q(∞) = ∞ j=0 C(j). Setting i = 1, we derive
(This is relation (A.A) in [11] ). More generally,
Putting everything together we obtain
However, differentiating the GF 1/(1 + γz) = (−1) i γ i z i , we obtain
hence (30) becomes
This
Even when β ≫ 1, these moments satisfy the relation lim sup
This can be seen by using Stirling asymptotic formula. Hence, by Feller [6] , p.228, the distribution is uniquely determined by its moments and (31) is valid for all β. Actually, we can derive a precise expression for the factorial moments of (31):
by (27). In particular,m
2 /3,
Remember that, by (23),
Now, differentiating (25) wrt z we obtain
Setting z = −β, q = 1/2, we obtain
i.e., by (24)
A direct check of (33) and (34) is given as follows: (31) leads to
However, (25) gives
and by (29), we recover immediately (33). Similarly, differentiating (33) and (35) wrt β, we derive
which immediately leads to (34).
Let us now proceed for all k. We first prove the following lemma:
Lemma 3.5 Setting
the following obtains, for any k ≥ 1 (and β < 1 at least):
Proof Let A be the right-hand side of (25). By k−fold differentiation of the logs of both sides, using the Faà di Bruno formula for the kth derivative of a compound function (e.g., [13] , p. 35):
Now from (25) for z = −β and q = 1/2, and (24), we see that
The result follows.
Although we are only interested here in the field of reals, the base field in the following two lemmas could of course be C. Lemma 3.6 For 1 ≤ i ≤ k, let the polynomial P i in the indeterminates X 1 , ..., X i be of the form c i X i + S i (X 1 , ..., X i−1 ), with c i = 0. [S 1 is understood to be a constant.] (i) There is (at least one) polynomial Q (X 1 , ..., X k ), depending only on the P i 's, such that for any polynomials
with the U i 's algebraically independent, and R (X 1 , ..., X k ) , such that U i = P i (V 1 , ..., V i ) and V k = R (U 1 , ..., U k ) , then the polynomial Q in (i) is unique and equal to R. (iii) If (ii) holds, then for any real numbers a 1 , ..., a k and b 1 , ..., b k , the equalities S r+1 (Q 1 , . .., Q r )) which we call Q r+1 (A 1 , ..., A r+1 ) . We then may take Q = Q k .
(ii) For any Q as in (i) we have V k = Q (U 1 , ..., U k ) = R (U 1 , ..., U k ) Since the U i 's are algebraically independent, Q − R is the null polynomial. (iii) The a i 's and b i 's are just particular polynomials. [Note that we do not assert that R is necessarily the only polynomial such that for arbitrary numbers a i , b i the equalities (a 1 , ..., a k ) . This is certainly true in the event that the P i 's are algebraically independent, but in any case we do not need it.] 
Proof We apply Lemma 3.6 with
For 1 ≤ r ≤ k, let σ r = 1≤i 1 <i 2 <...<ir≤k X i 1 ...X ir be the elementary symmetric polynomials in the indeterminates X 1 , ..., X k , and S r = k i=1 X r i the Newton sums. From the classical Waring identities (e.g., [12] ,Vol.1,p.5, [14] ,esp.(7.23)), the polynomials P i , R, U i = −S i /i, and V i = −σ i are immediately seen to verify (ii). The S i 's, thus also the U i 's, are known to be algebraically independent (loc.cit.). Hence (36) for r = k is obtained from (iii). Since k was arbitrary, we are done. 
Proof Using Lemma 3.5, we see that the a i 's and b i 's given, for 1 ≤ i ≤ k, by
comply with the hypotheses of Lemma 3.7. Writing down (36) we get (37). The number of terms in (37) is equal to the number of partitions of the integer k, which is known [1] to have the asymptotic value exp π 2k/3 / 4k √ 3 . For example, the first four terms are 
A reanalysis of the different cases
We can now reanalyze our different cases, with appropriate asymptotics.
•
We know that β ≫ 1. Hence
So we set k = xβ and we obtain
The fit of (40) with the observations (α = 0.45), with the observed mean in β is given in Figure  4 . The fit is not completely ideal, but much better than the Gaussian approximation.
Still two other asymptotic results can be obtained. i) From (33), we derive
and, by Euler-Mc Laurin, for large β,
The first term leads to
for some cst C 1 . We finally obtain
Actually, we can get an equivalent of C 2 as follows: assume β = 2 j . We derive
with
A still more precise analysis can be done. Indeed, L(β) is a dyadic sum, which, for large β, can be analyzed using Mellin transforms: see Flajolet et al. [7] . It is well known that the dominant value is given by some function of log(β). The oscillatory part has a very small amplitude, usually of order 10 −5 . Indeed, set f (y) := ln(1 + y). We obtain
the Mellin transform of which is 
This leads, by converse mapping, to
where γ 0 is a small periodic function of log 2 (β):
Here, the amplitude of γ 0 is of order 10 −12 . Substituting β = 2 j in (42), and comparing with (41), we arrive at the curious identity
.
ii) The moments of (40) are easily computed. By absolute convergence,
by (28) . More generally,
by (29) . However, this is exactly what we expected. Indeed, as β ≫ 1,
Moreover this is of course compatible with (32).
• α = 1/2. K ∼ e −1 /p 1 ∼ 2m, β = K/4 ≫ 1. The fit of (39) with the observations(α = 0.5), with the observed mean in β is given in Figure 5 . The fit of (40), with the observed mean in β is given in Figure 6 . Our analysis given in the case α < 1/2 is still valid.
• An interesting extension is to consider the case where we replace H = n 1/2 by H = √ δn log n. All our previous asymptotic analysis is still valid, with now p 1 = δ log n/n.
For instance, K becomes K = e −δ log n √ n √ δ log n = n 1/2−δ √ δ log n .
Hence, if δ ≥ 1/2, K ↓ 0, n → ∞ and the almost sure non-decomposability analysis is available, if δ < 1/2, K ↑ ∞, n → ∞ and the almost sure decomposability analysis is valid. This proves our Theorem 2.2.
• α > 1/2. K = e −np 2 1 /p 1 ∼ 2m, β = K/4 > 1. (A precise analysis of K is given in the next section). The fit of (31) with the observations(α = 0.55), with the observed mean in β is given in Figure 7 . Apart from k = 0, 2, the fit is rather satisfactory. Pr[N D = 0] is asymptotically given by (31) or (33): this leads(with the observed mean in β) to 0.1344, the observed value of Pr[N D = 0] = 0.1180. A more extended simulation is given in Figure 8 , with n = 10 6 and T = 12000 trials. The fit near the origin is better. • α > 1/2. K = e −np 2 1 /p 1 ∼ 2m, β = K/4 < 1. Now, we can use either (16) or (31). We can also explain the rather good fit of Figure 3 
This is the well-known equation of the Lambert function W (x).
W is related to the tree GF T (x) by the relation T (x) = −W (−x). It appears that two branches of W lead to the solutions we need here: the classical one W (x), analytic at 0, and the other one, W (−1, x). We obtain For instance, with α = 0.55, we obtain n 1 = 3140, n 2 = 988126791.
Conclusion
The problem of the decomposability of a set of integers as the sum of two sets is a basic combinatorial problem related to the factorization of some classes of polynomials. In this paper we have addressed the problem of p-decomposability which arises when one of the two sets of the decomposition has a fixed size p. We have studied the limiting large-n probability of p-decomposability of a set drawn uniformly at random among the subsets of [n] of size n − n α , showing that it changes abruptly for large n, decreasing from 1 to 0 as α increases through a critical value, α c = (p − 1)/p. Then, focussing on 2-decomposability, we have provided a very detailed analysis of the asymptotic distribution of the number of possible decompositions as α varies. Particularly we have shown that there exists a sharp threshold function for 2-decomposability, namely 1/2 n ln n. A next step could be to adapt the study developed in this paper to 3-, 4-, . . . decomposability, with the hope of eventually generalizing it to p-decomposability. However, the complexity of the analysis carried out for 2-decomposability casts doubt on the possibility of doing so. Probably, then, another approach is to be found, possibly inspired by this one.
