Joint variational camera calibration refinement and 4-D stereo reconstruction applied to oceanic sea states by Shih, Ping-Chang
JOINT VARIATIONAL CAMERA CALIBRATION
REFINEMENT AND 4-D STEREO RECONSTRUCTION







of the Requirements for the Degree
Doctor of Philosophy in the
School of Electrical and Computer Engineering
Georgia Institute of Technology
August 2014
Copyright c© 2014 by Ping-Chang Shih
JOINT VARIATIONAL CAMERA CALIBRATION
REFINEMENT AND 4-D STEREO RECONSTRUCTION




School of Electrical and Computer
Engineering
Georgia Institute of Technology
Professor Francesco Fedele
School of Electrical and Computer
Engineering
School of Civil and Environmental
Engineering
Georgia Institute of Technology
Professor Anthony Yezzi, Advisor
School of Electrical and Computer
Engineering
Georgia Institute of Technology
Professor Justin Romberg
School of Electrical and Computer
Engineering





School of Interactive Computing
Georgia Institute of Technology





Chiao-Hsiu Shih and Feng-Ying Lai,




In Mandarin, a person who brings tremendously beneficial and perpetual impacts
upon our lives is called a ”貴⼈.” I have met four 貴⼈ at Georgia Tech during the
past eight years of pursuing my Ph.D. degree. They have guided me to cross this
treacherous mist, accompanied me through this agonizing journey, and helped and
encouraged me when I made my way through this labyrinth. I sincerely acknowledge
Dr. Anthony Yezzi, Dr. Francesco Fedele, Dr. Guillermo Gallego, and Mr. Jonathan
Ong. I thank them for being my “giants”; standing on their “shoulders,” I learn to
see farther.
People always say that a Ph.D. student will eventually grow to professionally and
characteristically resemble his or her advisor. If this is the case, being the student of
Dr. Yezzi is undoubtedly the most promising commencement of my technical career.
I admire his knowledge, generosity, and personality. Working with Dr. Yezzi is the
greatest happiness I have ever enjoyed as a student.
Full of enthusiasm and optimism for research, Dr. Fedele, my co-advisor, has been
my research “propeller” during the years I work with him. He has been encourag-
ing me to overcome the difficulties I encountered in the ocean wave reconstruction
project—the research project I delight in and suffer from. His trust and patience are
the main factor that I can unleash my potential to develop myself.
Although officially my labmate, Dr. Gallego is effectively my third advisor. He
taught me the first numerical solutions of PDEs; he demonstrated to me the first
C++ inheritance program. More importantly, he has been illustrating to me the
attitude toward research: learn broadly, think thoroughly, digest systematically, and
ruminate frequently.
iv
Mr. Ong served as my personal English teacher since 2008. He spent numerous
hours helping me correct and practice my English—from pronunciation to writing—
with great patience. If it weren’t for his assistance, I could not have grown confident
in communicating with others in daily or technical conversations, and my life would
have been entirely different from what it is now.
Finally, I also thank Dr. Chi-Ti Hsieh for taking care of me when I first arrived
at US, Dr. Yong-Dian Jian for sharing with me the concepts of programming, and
Dr. Zhenwu Shi for sharing with me precious experience of job-hunting. I feel sincere
gratitude to them for anything they have ever done for me.
v
TABLE OF CONTENTS
DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . iv
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
SUMMARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
I INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Origin and history of the problem . . . . . . . . . . . . . . . . . . . 1
1.2 Research objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Organizational structure of this thesis . . . . . . . . . . . . . . . . . 6
II VARIATIONAL 3-D RECONSTRUCTION OF SEA STATES . 7
2.1 Background knowledge . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Notation of coordinate transformations in variational 3-D reconstruction 8
2.3 Stereoscopic segmentation . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Variational 3-D reconstruction of ocean waves: constrained
graph evolution of stereoscopic segmentation . . . . . . . . . 12
III VARIATIONAL CAMERA CALIBRATION REFINEMENT . . 16
3.1 Constrained error function . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Gradient descent flow with respect to the camera parameters . . . . 19
3.3 Baseline constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4 Inexact line search . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.5 The order of refining camera parameters . . . . . . . . . . . . . . . . 25
3.6 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
IV SYNTHETIC DATA FOR VALIDATION: SYNCHRONIZED SNAP-
SHOTS AND VIDEOS . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.1 Computer graphics versus 3-D reconstruction . . . . . . . . . . . . . 35
4.2 Coordinate system configuration of OpenGL . . . . . . . . . . . . . 37
vi
4.3 Coordinate conversions from OpenGL to stereo computer vision . . . 41
4.3.1 Ri and ti . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.3.2 Lx, Ly, ζ0, and η0 . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4 Synchronous videos . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.5 Algorithm validation using synthetic data . . . . . . . . . . . . . . . 47
V SPACE-TIME CAMERA CALIBRATION REFINEMENT . . . 56
5.1 Variational 4-D reconstruction of sea states . . . . . . . . . . . . . . 57
5.2 Calibration refinement for variational 4-D reconstruction . . . . . . . 58
5.2.1 ∂Edata
∂t
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2.2 ∂Ecam
∂t
if ψ is defined as ψ = ‖λτ‖2 . . . . . . . . . . . . . . . 60
5.2.3 ∂Ecam
∂t
if ψ is defined as ψ = ‖λ−µ‖
2
T . . . . . . . . . . . . . . . 61
5.2.4 ∂Ecam
∂t

















τ−w λ(y)dy . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.5 Interpretation of the local variance prior . . . . . . . . . . . . 63
5.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
VI WAVE STATISTICS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.1 Statistical analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.1.1 Average 1-D spectrum . . . . . . . . . . . . . . . . . . . . . . 70
6.1.2 The Euler characteristic . . . . . . . . . . . . . . . . . . . . . 71
6.1.3 Wave height exceedance probability . . . . . . . . . . . . . . 73
6.1.4 Empirical PDF . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.1.5 Miscellaneous: wave skewness and kurtosis . . . . . . . . . . 75
VII CONCLUSION AND FUTURE WORK . . . . . . . . . . . . . . . 77
7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
APPENDIX A — GRADIENT VECTORS FOR MINIMIZING THE
CONSTRAINED DATA FIDELITY TERM . . . . . . . . . . . . . 81
APPENDIX B — INEXACT LINE SEARCH . . . . . . . . . . . . . 90
vii
APPENDIX C — GRADIENT DESCENT OF THE LOCAL VARI-
ANCE PRIOR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102











with respect to different types of camera parameters 20
2 Symbols used in Table 1 . . . . . . . . . . . . . . . . . . . . . . . . . 21
3 Symbols of 3-D reconstruction and OpenGL applications. In this ta-
ble, fields in the same column play similar or equivalent roles in both
applications. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4 Relative errors for corrupting the true extrinsic camera parameters . . 49
5 Relative errors for corrupting the true intrinsic camera parameters . . 49
6 Relative errors for corrupting the true extrinsic camera parameters.
Note that this experiment is conducted for the validation of section 3.5. 50
7 Kurtosis and skewness obtained from the reconstructions. The bold-









with respect to different types of camera parameters 88
9 Symbols used in Table 8 . . . . . . . . . . . . . . . . . . . . . . . . . 89
ix
LIST OF FIGURES
1 Acqua Alta, the oceanographic tower located in the Northern Adriatic
Sea. On the platform, cameras are synchronized and oriented to film
an overlapped region of ocean surface for the 3-D reconstruction of waves. 3
2 The geometric relationships between coordinate systems. The target
object, S(u), and the coordinates of any point on S(u), X(u), are
represented as function values in the world coordinate system. The
argument, u (u = (u, v)T), represents any point in a 2-D parameter
space, U . A 3-D point, X, is imaged by pin-hole cameras and then
converted to pixel indices, x̂. (Figure courtesy of Dr. Anthony Yezzi
in [40] ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3 The algebraic relationships between coordinate systems. The forward
projection (the highlighted part) is denoted by πi. πi maps X(u),
the reading in the world coordinate system, to x̂, the reading in pixel
indices of the ith camera. Moreover, Ii(x̂) is the pixel intensity of x̂
on the image captured by the ith camera. . . . . . . . . . . . . . . . 11
4 The illustration of the elevation map (Z), the radiance map (f), co-
ordinate system configuration, and projections. Z and f , determined
as the minimizers of the variational framework, are rendered together
(the graph on the top) to form the reconstruction model of the region
of interest. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
5 Figures 5(a) and 5(b) illustrate the areas of the reprojections onto
the image planes. Figure 5(c) demonstrates that Edata is inclined to
decrease to its global minimum—zero—when Edata is arbitrarily mini-
mized with respect to the camera parameters to achieve the calibration
refinement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
6 The changes of Edata,i with respect to the sequential refinement of each









7 Input images (the white quadrilateral is the region of interest). Be-
cause the images were taken by different cameras, the brightness levels
of both images are different. Hence, two coefficients, wi and γi, are
introduced in Edata in equation (6) to adjust the brightness level of
each image, causing the adjusted brightness to better approximate the
reprojection of f than the original brightness. . . . . . . . . . . . . . 31
8 The minimization process of E with respect to λ (the camera parame-
ters) and λ̄ (Z and f in error functional (5)). The strategy is to reach a
local minimum of E based on an “accurate enough” initial estimation
of λ through alternate minimizations of E with respect to λ and λ̄. . 32
x
9 The reconstructed elevation map, determined as one of the minimizers
of error functional (5), takes the image pair in Figure 3.6 as inputs. . 32
10 The elevation map generated through the joint operations of the cal-
ibration refinement and the 3-D reconstruction algorithms. This ex-
periment demonstrates that our calibration refinement algorithm helps
the 3-D reconstruction algorithm capture more delicate details and im-
proves the skewness of the reconstructed wave model. . . . . . . . . . 33
11 Difference map between Figure 9 and Figure 10. Significant changes
appear locally on the left half. . . . . . . . . . . . . . . . . . . . . . . 33
12 This figure contains two radiance maps. The left one is the result of
the variational 3-D reconstruction; the right one is obtained through
the joint operations of the calibration refinement and the variational
3-D reconstruction algorithms. Note that some features on the upper
left corner of the left figure look more blurred than the corresponding
parts on the other figure. . . . . . . . . . . . . . . . . . . . . . . . . . 34
13 The difference between the two radiance maps shown in Figure 3.6.
Similar to Figure 11, most discrepancies on the radiance maps occur
on the left half of the region of interest. Note that the hue bar in this
figure has a different scale from the ones in Figure 3.6. . . . . . . . . 34
14 This figure, as a comparison to Figure 15, represents the concepts of
the coordinate transformations adopted by most stereo computer vision
applications. The symbols shown in this figure have been introduced
in section 2.2. Note that the lens distortion effects on projection are
not considered because they can be mathematically removed. . . . . . 39
15 The perspective projection of OpenGL. Only the points inside the frus-
tum will be rendered for users to visualize. Compared to Figure 14, this
figure has additional parameters l, r, t, b, n, and f for constructing











—are offered to facilitate the creation of 3-D objects. . . . 39
16 Figure 16(a) shows a view frustum enclosing a bunny. Only the points
located within the frustum are eventually rendered on the viewport.
The frustum is determined when 1) parameters l, r, t, b, f , and n are
specified and 2) the origins and orientations of the eye coordinate sys-
tem are given. The readings of any visible point in the eye coordinate
system are converted to the normalized device coordinates (NDC) in
Figure 16(b). In the NDC system, coordinate values range between −1
and 1. Bunny courtesy of the Stanford scanning repository [44]. . . . 42
xi
17 A synthetic ocean surface observed from different positions. Note that
the black regions have no effects on the reconstruction and calibration
refinement since the region of interest for reconstruction is selected to
be an internal portion of the observed patch. . . . . . . . . . . . . . . 47
18 Elevation map (ground truth) . . . . . . . . . . . . . . . . . . . . . . 50
19 Validation of the refinement of t . . . . . . . . . . . . . . . . . . . . . 51
20 Validation of the refinement of ~ω . . . . . . . . . . . . . . . . . . . . 52




. . . . . . . . . . . . . . . . 53




. . . . . . . . . . . . . . . . . 54
23 Validation of the joint refinement of t and ~ω . . . . . . . . . . . . . . 55








the second term of equation (53), imposes on λ. Figures 24(b) and 24(c)
illustrate how the entire equation (53) functions when it is applied to
the shown situations. . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
25 Configuration of the artificial errors of the synthetic data. Artificial
errors are temporally smooth and are added to corrupt the true cam-
era parameters converted from OpenGL to simulate the perturbations
imposed by natural factors on the cameras of a stereo computer vision
rig. Note that the vertical axes indicate that errors are limited to be
less than 2% of the true values. . . . . . . . . . . . . . . . . . . . . . 65
26 The synthetic data generated using OpenGL. . . . . . . . . . . . . . . 66
27 Output of the joint operations of the 4-D reconstruction and the cali-
bration refinement algorithms. . . . . . . . . . . . . . . . . . . . . . . 67
28 Output of the space-time reconstruction algorithm in [21] applied to
the synthetic data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
29 Analyses are applied to the height changes extracted from the space-
time reconstruction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
30 Average 1-D spectra. The bump shown on the blue curve at approxi-
mately 2.5 Hz disappears after the calibration refinement algorithm is
added to jointly work with the variational ocean surface reconstruction
algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
31 The Euler characteristics of the reconstructed elevation maps are shown
as the two curves in the middle. Vertical bars represent the range of
[EC−σ(EC), EC−σ(EC)], in which σ represents the corresponding
standard deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
32 Wave height exceedance probability . . . . . . . . . . . . . . . . . . . 74
xii
33 Empirical PDFs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
34 Normals (black arrows) on the boundaries of the reconstructed region
(black contours). Figures 34(a) and 34(b) demonstrate that a 2-D
normal cannot be analytically obtained by the reprojection of the cor-
responding 3-D normal. . . . . . . . . . . . . . . . . . . . . . . . . . . 84
35 A line search problem for finding a local minimum is effectively an
univariate optimization problem, and the Armijo rule provides an in-
exact but acceptable solution with moderate computation costs spent.
Here, E(λ) is an objective function, F (α) = E(λ0 + α~p), and F̂ (α) =








F (αi) ≥ F̂ (αi)
F (αi
ς
) ≤ F̂ (αi
ς
)
is satisfied. In this figure, any α in the highlighted
region can be chosen by the Armijo rule as an appropriate step size for
producing sufficient decrease in E. . . . . . . . . . . . . . . . . . . . . 92
36 In this figure, the tangent evaluates at α = 0 is denoted by l2. Points
within [a, c] are chosen by the Wolfe conditions as appropriate scaling
factors of ~p to reach a local minimum, whereas points within [a, b] are
selected by the strong Wolfe conditions as appropriate scaling factors. 94
37 The flow chart and visual illustration of Algorithm1. . . . . . . . . . 96
38 The flow chart and visual illustration of Algorithm2. . . . . . . . . . 98
xiii
SUMMARY
In this thesis, an innovative algorithm for improving the accuracy of vari-
ational space-time stereoscopic reconstruction of ocean surfaces is presented. The
space-time reconstruction method, developed based on stereo computer vision prin-
ciples and variational optimization theory, takes videos captured by synchronized
cameras as inputs and produces the shape and superficial pattern of an overlapped
region of interest as outputs. These outputs are designed to be the minimizers of the
variational optimization framework and are dependent on the estimation of the cam-
era parameters. Therefore, from the perspective of computer vision, the proposed
algorithm adjusts the estimation of camera parameters to lower the disagreement
between the reconstruction and 2-D camera recordings. From a mathematical per-
spective, since the minimizers of the variational framework are determined by a set
of partial differential equations (PDEs), the algorithm modifies the coefficients of the
PDEs based on the current numerical solutions to reduce the minimum of the opti-
mization framework. Our algorithm increases the tolerance to the errors of camera
parameters, so the joint operations of our algorithm and the variational reconstruc-
tion method can generate accurate space-time models even using videos captured by
perturbed cameras as input. This breakthrough prompts the realization of ocean
surface reconstruction using videos filmed by remotely-controlled helicopters in the
future. A number of techniques, technical or theoretical, are explored to fulfill the
development and implementation of the algorithm and relative computation issues.
The effectiveness of the proposed algorithm is validated through the statistics ap-
plied to real ocean surface reconstructions of data collected from an offshore platform
at the Crimean Peninsula, the Black Sea. Moreover, synthetic data generated using
xiv
computer graphics are customized to simulate various situations that are not recorded




Studies of wave climate, extreme ocean events, turbulence, and the energy dissipation
of breaking and non-breaking waves are closely related to the measurements of the
ocean surface. To gauge and analyze ocean waves on a computer, we reconstruct their
3-D or 4-D model by utilizing the concepts of stereoscopic reconstruction and varia-
tional optimization. This technique requires at least two calibrated cameras—cameras
whose parameters are estimated for the mathematical projection from space to an im-
age plane—to take videos of the ocean surface as input. However, the accuracy of
camera parameters, including the orientations and the positions of cameras as well
as the internal specifications of optics elements, are subject to environmental factors
and manual calibration errors. These errors of the camera parameters magnify the
errors of the 3-D or 4-D variational reconstruction after projection, so to improve
the accuracy of the reconstruction, we should remove the errors introduced to the
camera parameters. In this dissertation, we conceive algorithms to refine the camera
parameters for the 3-D and 4-D (space-time) reconstructions of the Variational Wave
Acquisition Stereo System (VWASS) project, in which the variational approach is
used for the reconstruction the ocean surface. Our algorithms are designed based on
the mathematical architecture of the VWASS [19, 21]; therefore, our algorithms can
be seamlessly integrated to the VWASS to jointly refine the camera parameters and
generate improved reconstructions.
1.1 Origin and history of the problem
Artificially reproducing ocean surfaces and related phenomena has been an extremely
challenging task among different disciplines. The movements of ocean surfaces are
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fast and their changes are affected by natural and local factors, such as gravity, winds,
currents, and even the passes of ships, so the replicas of ocean surfaces in controlled
environments are difficult to be obtained. As a result, to validate theory proposed
to describe or estimate ocean surfaces, scientists have been dedicating in efforts to
record the states of ocean surfaces in the field using various sensors.
Different types of sensors produce different types of data: Floating sensors with
one end attached to the seabed (the most tradiational means) can produce the tem-
poral height changes of some spots of interest. However, this type of data are usually
1-D and are consequently not informative for wave analyses. Satellites and radars
can be used to measure ocean waves (2-D data), such as the case in [31]. However,
the costs of using satellites or radars are too high for small research labs to afford,
and the usage of the apparatus is usually limited by weather conditions. In addition,
the resolution of the data outputs are usually in the unit of kilometers, which may
be inapplicable to gauging an ocean surface with the range of meters.
With the decreasing prices and advancing functions of cameras, photography has
emerged to substitute for geodesic observations of ocean surfaces. Back to 1975,
Sugimori [45] utilized vertical aerial photographs to study the directional distortion
of wave spectra. In the 1980’s, Holthuijsen [25] adopted stereo photography and
synchronous images captured by cameras installed on helicopters to explore the di-
rectional energy distribution of waves in fetch-limited conditions. However, the accu-
racy of the outputs in the era were not high enough given that relative photography
techniques were not mature from the standpoint of nowadays.
Within the past twenty years, computer vision principles have been gradually
adopted to create three-dimensional (3-D) models of the ocean surface for measure-
ment and analysis purposes. These computer models are generated through a process
known as 3-D reconstruction in the field of stereo computer vision, where the 3-D
shape of an object is recovered based on its 2-D projections (e.g. observed images)
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Figure 1: Acqua Alta, the oceanographic tower located in the Northern Adriatic Sea.
On the platform, cameras are synchronized and oriented to film an overlapped region
of ocean surface for the 3-D reconstruction of waves.
obtained from various viewpoints and the parameters of the viewpoints. Figure 1
exhibits commom 3-D reconstruction equipment of ocean waves: In the equipment,
the cameras are installed on an offshore platform, so the synchronization between
cameras is no longer a technical issue since cameras can be controlled by off-the-shelf
programs on computers, which benefits the acquirement of the data and the accuracy
of the measurement. Moreover, because the distance between cameras is a crucial
parameter for the reconstruction and is fixed on the platform, compared to [25], the
outputs of the equipment in Figure 1 usually have higher precision. Note that because
the distance between the cameras and the ocean surface is usually less than twenty
meters, the scale of the outputs of this type method is therefore of the range of several
meters in dimension.
In detail, 3-D reconstruction methods can be categorized into two types: epipolar
and variational methods. Due to its simplicity, the former type was preferred by many
researchers to reconstruct ocean surfaces [2, 3, 12, 33, 41, 42, 49]. Such methods
achieve reconstruction in two steps: by first matching corresponding features (e.g.
points) across images and then by back-projecting them to produce a set of 3-D
points (e.g. a point cloud) that represents the spatial positions of the observed 2-
D features. However, this type of methods is not particularly effective when being
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applied to a target object that lacks distinctive (e.g. textured) image features, such as
the ocean surface. Consequently, the yielded point cloud representation of the object
surface is sparse and therefore inadequate for applications requiring a dense model.
Variational 3-D reconstruction methods have been founded upon the advantages
of the calculus of variations to overcome the aforementioned disadvantages of the
feature-based methods. By converting a computer vision problem into a variational
optimization one, these 3-D reconstruction methods approximate the surface of the
target object by piece-wise smooth functions [13, 51] instead of a collection of 3-D
points. Therefore, users can arbitrarily sample the piece-wise smooth functions to
visualize the reconstruction at any resolution or to analyze the reconstruction at any
location. Utilizing this concept, Gallego et al. [19, 21, 22] proposed a variational
framework to reconstruct the 3-D model of a patch of ocean surface and extended
the concept to the reconstruction the space-time model (4-D). In this framework, the
reconstructed surface of the object is obtained as the minimizer of a functional that
takes into account both the spatial (or spatial and temporal, in the 4-D case) smooth-
ness of the surface and its photometric error. The latter quantifies the discrepancies
between the measurements (snapshots of videos) and the “reprojections” of the re-
construction onto measurements via mathematical coordinate transformations and
pin-hole projection formulas. The resulting reconstruction consists of two parts: the
height or elevation map and the superficial texture pattern (called radiance map) of
the ocean surface. When the radiance map is rendered on top of the corresponding
elevation map, a computer model of the ocean surface is obtained.
However, the accuracy of all aforementioned computer-vision-generated models,
through epipolar or variational methods, strongly depends on the accuracy in the de-
termination of the cameras’ parameters, a technique called camera calibration. These
parameters specify the perspective projection operation carried out by the cameras
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(mapping points in the 3-D world to 2-D domains on sensors) and its inverse opera-
tion (back-projection), hence they have a direct effect in the evaluation of photometric
errors (or called reprojection errors). The reconstruction process is very sensitive to
the changes of camera parameters, e.g., small deviations of the camera parameters
can cause a magnified incorrect reprojection error and, consequently, change the min-
imizers of the error functional, yielding incorrect reconstruction. Since cameras are
installed outdoors (often on an offshore platform) in our main application, extrinsic
camera parameters—parameters that accounts for the relative orientation and loca-
tion of the cameras in the scene—are prone to be corrupted by natural factors such
as breeze or vibrations. By contrast, even though intrinsic parameters—parameters
specifying dimensions of optics elements—may remain constant, they are likely to
carry errors introduced during a camera calibration procedure. Therefore, the recon-
struction of a patch of the ocean surface over a time interval should not be performed
alone but be incorporated with a camera calibration refinement technique.
1.2 Research objectives
We address the problem of reconstructing a patch of the ocean surface over a given
period of time during which extrinsic camera parameters might be perturbed by envi-
ronmental factors and intrinsic camera parameters might not be accurately estimated.
To this end, we incoporate a camera calibration refinement method into the varia-
tional optimization framework developed in [19, 21, 22] to jointly perform the 4-D
reconstruction of ocean surfaces and the refinement of the camera parameters. They
are formulated as the minimizers of a specially designed error functional that con-
sists of 1) the discrepancies between acquired videos and the reprojection of the 4-D
reconstruction onto the videos, 2) the spatial and temporal characteristics of ocean
surfaces, and 3) the temporal variance of the camera parameters. As a result of itera-
tively obtaining the minimizers of the error functional, our algorithm can reconstruct
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the space-time model for the target region and decrease the influence of the errors
caused by deviations of the camera parameters on the reconstruction.
The presented algorithm and the demonstrated experiements in this thesis would
be promising evidence of the feasibility of determining the 4-D ocean surfaces from
video recordings using variational stereoscopic methods. After all, reducing the in-
fluence arising from the camera parameter deviations is a crucial factor that prompts
offshore or oil industries to adopt similar technology as a means of studying oceanog-
raphy in the future.
1.3 Organizational structure of this thesis
This thesis is composed of seven chapters, which are arranged according to the chrono-
logical development of each technical part. The first chapter covers the introduction
to this project. Chapter 7 gives an overall conclusion of the project. Chapter 2 covers
the related theoretical background of understanding this thesis. After that, we step
into technical details, including theory and implementation, of how the calibration
refinement of the variational stereo computer vision problem is formulated into an
optimization one and how it is solved. This step involves in several long series of
derivations, and most of them are listed in appendix sections. The ultimate goal
of this project—joint camera calibration refinement and 4-D reconstruction of ocean
surfaces—is demonstrated in chapter 5 and chapter 6. Before them, we inserted chap-
ter 4, in which a novel method integrating computer graphics and stereo computer
vision is developed to generate simulation data for validating our algorithm.
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CHAPTER II
VARIATIONAL 3-D RECONSTRUCTION OF SEA
STATES
2.1 Background knowledge
In the modern stereo computer vision and 3-D reconstruction fields, the procedure of
acquiring extrinsic and intrinsic parameters of the camera projection model is referred
to as camera calibration (or camera resectioning). Extrinsic parameters construct
linear coordinate transformations between imaginary coordinate systems in which
the spatial position of every point can be located. By contrast, intrinsic parameters
are internal specifications of cameras that consist of the geometric properties of the
optics hardware elements in cameras.
In the camera projection model, 3-D points are generally defined in a universal
coordinate system, the world coordinate frame, and then linearly transformed into
the coordinate system of each camera. The transformed values then undergo the
pin-hole projection, which maps the values onto image planes. Since images carry
only 2-D information, some portion of the 3-D information is lost, suggesting that
recovering 3-D information based on only one image is impossible. Hence, most 3-D
reconstruction algorithms work as the reverse process of the camera projection model:
taking multiple images as inputs to recover 3-D structures.
The accuracy of a 3-D reconstruction algorithm depends on the estimations of
the extrinsic and intrinsic parameters, which can be obtained prior to the 3-D recon-
struction process. In the computer vision community, the type of 3-D reconstruction
in which the camera parameters are obtained prior to the 3-D reconstruction pro-
cess is referred to as “calibrated 3-D reconstruction.” Calibrated 3-D reconstruction
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methods are more accurate than uncalibrated ones, in which the parameters and 3-
D reconstruction are processed simultaneously, so we will focus on only the topics
relevant to calibrated reconstruction.
The most popular open-source camera calibration tools are Camera Calibration
Toolbox for MATLAB [6] and OpenCV [7]. To determine the camera parameters,
one needs to take pictures of a planar pattern with sets of parallel lines, such as
a chessboard pattern. Parallel lines in the 3-D world intersect at points in infinity
(called “vanishing points”), but after experiencing the projection effect onto an image,
vanishing points move from infinity to finite ranges on the image plane. During the
process of locating the vanishing points in the finite range and restoring them back to
infinity, the tools obtain necessary information to calculate the extrinsic and intrinsic
parameters. However, these parameters are never exactly accurate because of the
existence of: 1) noise on the sensors, 2) manual operation errors when users select
parallel lines, 3) numerical errors during the calculation of camera parameters, and 4)
natural factors such as breeze or vibrations. To determine the fully accurate camera
parameters and to obtain an accurate 3-D reconstruction, we need camera calibration
refinement, the topic of this dissertation.
2.2 Notation of coordinate transformations in variational
3-D reconstruction
In a standard space-time (3-D) reconstruction setup (see Figure 2), a smooth surface
(S(u)) and each 3-D point on it (X(u) =
(
X(u), Y (u), Z(u)
)T
) are represented as the
function values of a domain1 in the world coordinate system. Alternatively, these 3-D
points can be depicted in the ith camera coordinate system by the following notation:
X̃i = (X̃i, Ỹi, Z̃i)
T. X and X̃i are related in the following linear transformation:
X̃i = RiX + ti. (1)
1This domain is a 2-D parameter space, U , in which each point is denoted by u (u = (u, v)T).
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In equation (1), Ri is a three-by-three rotation matrix accounting for the difference
between the orientations of the world coordinate and the ith camera coordinate sys-
tems, and the displacement between the origins of the two systems is ti, a three-by-one
vector.
In the pin-hole camera model, each 3-D point X̃i is projected onto the image












. However, representation x is a reading in the ith camera
coordinate systems, so one more coordinate transformation is required to convert it




, which is how people interpret the position of x on an


























Subscript n in this equation indicates a non-linear transformation: converting the
homogeneous coordinates in the parentheses to Cartesian coordinates (see [23] for
the definition of homogeneous coordinates). All parameters in Ki are internal specifi-




is the focal length in pixels, a, usually 0 in most




is the location of
the principal point, at which axis Z̃i intersects the image plane.
Whereas Ri and ti are generally categorized as extrinsic camera parameters, pa-
rameters in Ki are categorized as intrinsic camera parameters. All symbols and their
relationships are shown in Figures 2 and 3: Figure 2 depicts the geometrical arrange-
ment of all coordinate systems, and Figure 3 presents a flowchart of the algebraic
relationships among all the transformations.
Note that when we start to generalize the concept of 3-D reconstruction to 4-D























Figure 2: The geometric relationships between coordinate systems. The target ob-
ject, S(u), and the coordinates of any point on S(u), X(u), are represented as func-
tion values in the world coordinate system. The argument, u (u = (u, v)T), represents
any point in a 2-D parameter space, U . A 3-D point, X, is imaged by pin-hole cam-




i —to emphasize the temporal moment, τ , at which they are esti-
mated. Intrinsic camera parameters—parameters in Ki—are not particularly marked
since we assume that they remain constant at each temporal moment even under
the influence of environmental factors or that the effect on the system of their small
variations is negligible compared to that of the extrinsic parameters. In addition, for
the succinctness issue, τ is not particularly added to some symbols such as x̂, x, and
X̃i, even though they are dependent on variable τ .
2.3 Stereoscopic segmentation
A generic variational 3-D reconstruction problem can be depicted as the configura-
tion in Figure 2 and interpreted as a stereoscopic segmentation problem [51]. In a
2-D segmentation case, the segmentation can be performed with the concept of active
10
pin-hole
Figure 3: The algebraic relationships between coordinate systems. The forward
projection (the highlighted part) is denoted by πi. πi maps X(u), the reading in
the world coordinate system, to x̂, the reading in pixel indices of the ith camera.
Moreover, Ii(x̂) is the pixel intensity of x̂ on the image captured by the i
th camera.
contours [10, 11], which evolve based on the 2-D features to separate regions. This
concept can be used to perform 3-D reconstruction if 2-D active contours are general-
ized to 3-D active surfaces. In the concept of stereoscopic segmentation, the object to
be reconstructed is an active surface that evolves based on its imaged features on the
images. The evolution is designed to stop when the discrepancies between the mea-
surements on the images and reprojections of the scene (including the active surface
and the background) is minimized. Because the minimizer is usually obtained when
the reprojected occluding boundaries of the active surface fit the visible boundaries
of the measurements on the images, this method is treated as a 3-D segmentation
and therefore called “stereoscopic segmentation.”
The stereoscopic segmentation configuration [51] applies to a scene with a fore-
ground and a background and reconstructs the shape of the foreground, the radiance
of the foreground, and the radiance of the background, denoted by S, f , and g,
respectively. S, f , and g are piece-wise smooth functions; initially unknown, they
eventually evolve to optimal values after error functional (3)2 is minimized.
E(S, f, g) = Edata(S, f, g) + Esmooth(f, g) + Egeom(S), (3)















































In the equations above, Nc is the number of images and B is the surface of the
background. Egeom is the surface area of target object S, so the role of Egeom in
E is to control the smoothness of S. By contrast, the smoothness of f and g is
represented as the integrals of the l2-norms of the corresponding gradients, indicating
that Esmooth controls the smoothness of f and g. Edata, referred to as the data
fidelity term, quantifies the discrepancies between the reprojections of the scene and
the measurements on all images: the term with integral limit Ri in Edata represents
the errors between the reprojected foreground (the active surface) and the intensities
of image pixels within the reprojection region. Similarly, the other term in Edata
represents the errors measured outside Ri.
Since the error functional is designed with the calculus of variations and because
the minimizers—S, f , and g—are obtained through the solutions of the first variation
of the error functional, this 3-D reconstruction, which converts a computer vision
problem into an optimization problem, is called “variational 3-D reconstruction.” By
arithmetically attaining the minimum of equation (3),3 we obtain a set of S, f , and g
that approximate the visual measurements such as shapes and texture on all images.
2.3.1 Variational 3-D reconstruction of ocean waves: constrained graph
evolution of stereoscopic segmentation
With the maturation of stereo computer vision principles and the appearances of open
source computer vision libraries, using 3-D reconstruction techniques to reconstruct
3This procedure is usually performed via iterative solvers of PDEs, which will be discussed in the
following section.
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ocean waves is becoming popular in civil engineering research fields. Most of these
models are produced through epipolar geometry [3, 32, 34, 49], which determines the
spatial positions of matched feature points on input images. These spatial positions
form a sparse point cloud with insufficient information for applications requiring dense
ocean wave models. In addition, each point cloud—built from measurements at each
moment—contains sporadic “holes” resulting from unpaired feature points. The holes
randomly appear at various positions in a series of point clouds reconstructed from
synchronous video sequences, thereby undermining the temporal analyses of wave
models in the form of point clouds.
To overcome the aforementioned drawbacks, Gallego [19, 21] modified the stereo-
scopic segmentation algorithm to apply to the 3-D reconstruction of ocean waves.
The modified error functional is
E(f, Z) = Edata(f, Z) + αEgeom(Z) + βErad(f), (5)


































In the equations above, Z and f are functions of variables (u, v) in domain u. Z
and f are called the elevation map and the radiance map, respectively. Recall that in
the scenario of stereoscopic segmentation, both the foreground and the background
are assumed to exist in the scene and the foreground object is assumed to be a closed
surface. Here, the modified error functional defined in equations (5) and (6) applies
to an estimated portion of an object surface,4 generating Z and f to approximate
the height and the radiance of a region of an ocean surface, respectively. The roles












dx̂ in Edata of equation (4).
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The i-th image plane
Figure 4: The illustration of the elevation map (Z), the radiance map (f), coordinate
system configuration, and projections. Z and f , determined as the minimizers of the
variational framework, are rendered together (the graph on the top) to form the
reconstruction model of the region of interest.
of Z and f for the reconstruction of ocean surfaces are illustrated in Figure 4: The
reconstruction is determined when each coordinate of
(





u, v, f(u, v)
)
. In other words, the rendering of f on Z is the reconstruction
of the observed region.
From a mathematical perspective, the elevation and radiance maps—the minimiz-
ers of an error functional that measures the reprojection error and the smoothness
of the model—are determined by the zero first variation of equation (5), forming the
following PDEs:




(Ii − f)Ji(Z)− β∆f = 0 in U, (8)
b(Z, f) + α
∂Z
∂ν




= 0 on ∂U, (10)
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where g(Z, f) and b(Z, f) are
g(Z, f) = ∇f ·
Nc∑
i=1








(u− C1i )νu + (v − C2i )νv
)
. (12)
In the equations above, Ji is the Jacobian of the change of variables from the world





max (0,−〈X−Ci,Xu ×Xv〉) ,








) is the coordinates of the camera center of the ith
camera located in the world coordinate system.
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CHAPTER III
VARIATIONAL CAMERA CALIBRATION REFINEMENT
3.1 Constrained error function
The numerical solutions of equations (7)–(12) are dependent on Z̃i and variables in
Ki and Ci, which are determined by the camera parameters (intrinsic and extrinsic)
introduced in π−1i in Edata of the error functional (5). π
−1
i , the notation abuse of
πi, indicates the reverse mapping of πi, and πi is an analytical function that maps
points from the reconstructed model onto image Ii. With the effect of πi, any tiny
deviation of the camera parameters will introduce a magnified incorrect reprojection
error whose minimizers do not approximate the correct shape and radiance and,
consequently, produce an incorrect 3-D reconstruction.
Refining the camera parameters for the variational reconstruction of a patch of
ocean surface is challenging. The reprojected model within each image domain occu-
pies only a subregion whose size depends upon the camera parameters, so arbitrarily
minimizing reprojection error Edata in equation (6) may encourage an incorrect re-
finement of the calibration parameters: The parameters may1 be tuned to values that
shrink Ri (the area of the reprojected model within the image), thereby artificially
reducing the reprojection error, Edata, to zero. This undesirable process is demon-
strated in Figure 3.1 in terms of the reprojections of the reconstruction onto images:
In subfigure 5(b), calibration refinement is performed through the minimization of
Edata with respect to the camera parameters. By contrast, subfigure 5(a) exhibits a
1This situation depends upon the feature distribution on the superficial pattern (texture, form
the point of view of computer graphics) of the region of interest. In some cases (depending on the
texture of the region of interest), arbitrarily minimizing Edata from some initial estimates of the
camera parameters may NOT lead to zero reprojection area if the relationship between Edata and
the camera parameter changes is not a monotonically decreasing function.
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reconstruction case without any calibration refinement. The areas of the reprojec-
tions in subfigure 5(a) are apparently larger than the counterparts in subfigure 5(b)
because minimizing Edata without any constraints tends to shrink Ri. In addition,
subfigure 5(c) indicates that the superficial patterns of the region of interest give rise
to a monotonically decreasing relationship between Edata and the iterations of tuning
the camera parameters.
To overcome this problem, inspired by Unal [48], we propose an algorithm that
refines the camera parameters during the reconstruction process of a patch of ocean
surface, in which the straightforward reprojection error no longer serves as the basis
of optimization.















dx̂ and penalty function 1
ARi
. Denoted by Edata,i to distinguish



















where ARi is the area of Ri.
The numerator, shown in the braces of Edata
2 of equation (6), has minimum 0
when Ri approaches 0, which could occur when the magnitude of ti grows to infinity.
That is, if the error function contains only the numerator, arbitrarily minimizing the
error function will probably lead to an incorrect estimation of ti. Hence, to maintain
the area of the reprojected model onto the images while the camera parameters are
adjusted to diminish Edata, we add ARi to penalize the change of Ri.
2To simplify the derivations, we remove coefficient 12 in the original version, which does not
influence the effect of the numerator in equation (13).
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(a) The reprojections of the reconstructed model onto image planes (two cameras). In this case, the
variational 3-D reconstruction is performed alone without any calibration refinement method.
(b) The reprojections of the reconstructed model onto the image planes. In this case, the reconstruc-
tion is accompanied by the calibration refinement method implemented through the minimization of
Edata with respect to the camera parameters.
(c) The relationship between Edata and the iterations of tun-
ing the camera parameters.
Figure 5: Figures 5(a) and 5(b) illustrate the areas of the reprojections onto the
image planes. Figure 5(c) demonstrates that Edata is inclined to decrease to its global
minimum—zero—when Edata is arbitrarily minimized with respect to the camera
parameters to achieve the calibration refinement.
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3.2 Gradient descent flow with respect to the camera pa-
rameters
By denoting the parameter(s) under discussion λ3 and assuming λ is dependent on ar-
tificial time variable t, we can obtain a local minimum of Edata,i by gradually evolving



















where 〈·, ·〉l2 represents the l2 inner product operator between two vectors. To find the
gradient descent vector, we set the update of λ (denoted by ∆λ) to be the negative
direction of ∇λEdata,i, yielding
∆λ
∆t




Again, after a series of simplifications with the chain rule (see appendix A for details),




































































Because π−1i has no analytical form (recall that π
−1
i is just the notation abuse of





to get a further
simplification. By using a change of variables, we lift the region of the integral from
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In the equations above, ∂U is the boundary of U .








depend on λ and require further dis-








are listed in appendix A.
We summarized the derivation results in Table 1 and listed the symbol explanations
in Table 2.
3.3 Baseline constraint
The purpose of penalty function 1
ARi
in equation (13) is to maintain the reprojection















being minimized. However, as shown in appendix A, the terms related to ARi are




with other constraints that has a similar effect, we recall that
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Table 2: Symbols used in Table 1
N : an unit normal observed in the world coordinate frame
N i: the observation of unit normal N in the i
th camera coordinate frame











~φ1: the first row of φ






 0 −a3 a2a3 0 −a1
−a2 a1 0
given a = [ a1 a2 a3 ]T
~ωi: the rotation axis of Ri⊗










the purpose of penalty function 1
ARi
in Edata,i is to prevent ARi from decreasing and
thereby restricting the distances between the ocean surface and the cameras from
growing. To this end, we can also enforce a computationally-cheap constraint on
the changes of the distances between the ocean surface and the cameras (referred
to as depths); inspired by [36], we can even impose a constraint on the distances
between cameras (called baselines of cameras) because the length of the baselines is
proportional to the depths. Based on this idea, we can replace Edata,i with a new cost




















(dij − doij)2, (17)
where W (W > 0) is a weight, doij is the exact distance between the centers of the i
th
and the jth cameras, and dij is the estimation of d
o
ij during the calibration refinement
procedure. Notice that doij is used as a reference to prevent dij from growing, so
doij can be obtained from a calibration refinement tool such as [6, 7] (preferable) or
approximated by a measuring tape (in the worst case scenario).
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Compared to Edata,i defined in equation (13), the adoption of baseline constraints
has several advantages, enumerated as follows:




j=i+1(dij − doij)2 requires fewer CPU clock cycles
compared to the computation required by ARi and relative terms.
• The derivative of the second term of equation (17) with respect to any intrinsic
camera parameters leads to zero. That is, minimizing Ecalib to refine the intrinsic
parameters requires no computation expense spent on the second term (and the
corresponding derivatives) of equation (17). By contrast, computation costs are
always necessary for ARi and its derived term in the case of Edata,i when the
intrinsic camera parameters are refined.
• The strength of the constraint of Ecalib can be controlled by weight W . By














A big portion of the derivation in appendix A can be reused to obtain the gradient
descent flow for minimizing Ecalib: We can represent dij in terms of the extrinsic























By differentiating Ecalib with respect to the camera parameters of the i
th camera,


















(‖ti − RiRTj tj‖ − doij)




Term (19) in different cases can be found in appendix A. Whereas term (20) becomes
zero if λ represents the intrinsic parameters, when λ = ti,
∂‖ti − RiRTj tj‖
∂λ
=
ti − RiRTj tj
‖ti − RiRTj tj‖
;
when λ = ~ωi,
∂‖ti − RiRTj tj‖
∂λ
=
ti − RiRTj tj




By using Ω to denote (ti−RiRTj tj) for succinctness, we conclude that we can iteratively


















































































j [tj]xRjΨ if λ = ~ωi
. (24)
All notations have already been introduced in Table 2.
3.4 Inexact line search
The gradient descent method states that compared to any other directions, error
function Ecalib(λ) descends the most when λ is added by a vector ∆λ whose direc-
tion is along −∇λEcalib. The magnitude of ∆λ (denoted by ‖∆λ‖) determines the
computation efficiency: On the one hand, the gradient descent method with a large
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‖∆λ‖ is less prone to determine a convergent value satisfying ∂Ecalib
∂λ
= 0 than a small
‖∆λ‖; on the other hand, the gradient descent method with a small ‖∆λ‖ requires
more repetitive evaluations of Ecalib(λ) and ∇λEcalib, which wastes computational re-
sources, than a large ‖∆λ‖. Hence, an optimal ‖∆λ‖ is necessary for satisfying both
stability and computation issues. However, attempting to obtain an optimal ‖∆λ‖
complicates the entire problem while the gradient descent method is used to locate a
local minimum of Ecalib(λ): Since we use the gradient descent method to resolve one
optimization problem (locating a local minimum of Ecalib(λ)), why do we bother to
introduce another optimization problem (optimizing ‖∆λ‖) while the original one is
not yet solved?
Several numerical methods were explored to find an appropriate ‖∆λ‖. Most of
these methods rely on a reasonable estimation of region in which a local minimum
resides. By trial and error, we learned from previous 3-D reconstruction experiments
that any camera parameter element with a relative error larger than 4% of the original
values (camera parameters obtained through camera calibration tools) would entirely
fail the reconstruction result produced by the VWASS. Therefore, the region for us
to locate a local minimum around the current parameter estimation (denoted by λ0)
is confined within the line segment determined by λ0 and (λ0 + αs∆λ), in which αs
is a positive scalar and is limited by∣∣∣∣max((αs∆λ)./(λ0))∣∣∣∣ < 4%. (25)
In this equation, “./” represents the element-wise division.
Based on the determined range, the golden section search and the backtracking
line search (the Armijo rule) were used to locate local minima along the gradient
descent direction. However, considering convergence rates, stability, and computa-
tion complexity, the strong Wolfe conditions [18, 38] (explained in appendix B) are
eventually adopted to determine an appropriate ‖∆λ‖.
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Figure 6: The changes of Edata,i with respect to the sequential refinement of each









3.5 The order of refining camera parameters
In most practical cases, we do not know which camera parameters are inaccurately
estimated through camera calibration tool [6] or [7]. To guarantee that all deviated
camera parameters are refined, we sequentially execute the calibration refinement
process for each type of camera parameter. The heuristically-determined execution
order is as follows: translation vector ‖ti‖, rotation vector ~ωi, principal point position(
ζ0, ηo
)T




. Figure 6 illustrates how Edata,i changes with
respect to the refinement of each type of camera parameters based on the aforemen-
tioned refinement order.
However, the sequential execution of the camera parameter refinement wastes
computational resources on the repetitive calculation of terms that are non-relevant














Jidu in Term (22).
Seemingly, treating all camera parameters as components of a long vector, Λ,4 and
attaining a local minimum of Ecalib along the corresponding gradient descent direction,
−∇ΛEcalib, is a means of saving computational efforts. Nevertheless, not all the
























is physically meaningless and numerically useless.
Inspired by [24], we can weigh the components in Λ with appropriate scalars to
produce resulting components with similar magnitudes. As a result, no particular
component in the resulting vector (denoted by Λ′) is numerically dominant during
the usage of ∇Λ′Ecalib. This strategy was used in [21, p.57] to improve the numerical
condition of computing the induced homography. In the following context, we use Pi
to denote the forward projection matrix of the ith camera (that is, Pi = Ki [Ri | ti]5)
and define a normalized forward projection matrix, nPi, in which
nPi = TPiU.
In this equation, T and U are two similarity transformation matrices whose dimen-

































5Pi and πi are essentially the same mathematical operation. The only difference between Pi
and πi is πi(X) = (PiX)n, in which the subscript, n, indicates the operation that converts the





and w and h are the width and the height of the ith image, respec-
tively. Note that we assume all the images have the same width and height so T is
universal to all normalized forward projection matrices.
The reason why nPi is such defined is explained as follows: nPi is designed to
project normalized 3-D points of X, denoted by nX, to normalized 2-D points of x̂e
6,
denoted by nx̂e. nX is defined as nX = U
−1X and nx̂e is defined as nx̂e = nPi nX.
With this linear transformation, each element in nX or nx̂e has a numerical value
whose magnitude is approximately 1. In addition, nPi is practically a new forward
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One can verify that the extrinsic and intrinsic parameters in equation (28) have
magnitude around 1.
The definition of Ecalib in equation (18) requires modifications to reflect the
6x̂e is the homogeneous coordinate of x̂. Likewise, nx̂e is the homogeneous coordinate of nx̂,
which is used in the next page.
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changes of the forward projection. As such, we define a modified cost function of
Ecalib, denoted by nEcalib, with nPi, nX, and nx̂e introduced to substitute for their




























In this equation, all symbols with left subscript n represent the normalized version of
their counterparts in equation (18).
The analytical form of the derivatives of nEcalib with respect to the normalized
camera parameters can be obtained through the change of variables and the results
in Tables 1 and 2. If we denote the first and the second terms in equation (18) 1Ecalib
and 2Ecalib, respectively, and the first and the second term in equation (29)
1
nEcalib



















































Therefore, after taking the derivatives of nEcalib with respect to the normalized








































































Equations (30)–(32) indicate that we can simply multiply the gradient vectors in Ta-
bles 1 and 2 with the parameters introduced in T and U , which are used to normalize
Pi to produce the components in ∇(Λ′)(nEcalib).
3.6 Validation
We conducted an experiment on two images taken at the same time moment from an
offshore platform at the Crimean Peninsula, the Black Sea. The region of interest,
marked with white in Figure 3.6, is a square with a side length of 12.8 meters. Before
cameras are used, they are manually calibrated to the optimal extent with the Camera
Calibration Toolbox for MATLAB [6]. With these camera parameters, we first recon-
structed the ocean waves, shown in Figure 9, using the variational 3-D reconstruction
algorithm introduced in section 2.3.1. After generating a 3-D model, we alternately
performed the calibration refinement process and the original 3-D reconstruction algo-
rithm, yielding the convergent camera parameters and the convergent reconstruction
results shown in Figures 10 (the elevation map) and 12(b) (the radiance map).
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From the perspective of optimization, alternately performing the calibration re-
finement and the 3-D reconstruction algorithms is a minimization process of E with
respect to λ (the camera parameters) and λ̄ (Z and f in error functional (5)). This
process, based on the assumption that the initial estimation of λ is “accurate enough,”
is explained in Figure 8: At the very beginning, we attain a local minimum of E at
λ̄1 through iteratively solving PDEs (7)–(10). In this step, λ (the camera parameters,
determining the coefficients of the PDEs) are fixed. Then, by fixing the current λ̄,
we attain a local minimum of E at position λ2 by iteratively solving ODEs (21)–(23).
E(λ1′ , λ̄1) is originally a local minimum with respect to λ̄, however, with the change
of the first argument from λ1′ to λ2, E(λ2, λ̄1) is no longer a local minimum with re-
spect to its second argument (it changes from the green dashed-curve to the red one
in the left figure), so we evolve λ̄ to diminish E, attaining a local minimum at position
λ̄3. On the condition that the initial estimation of λ is not far away from the true
value, we can get the optimal estimations of λ and λ̄ by repeating the aforementioned
procedure.
The greatest advantage of this strategy is that the optimization process with a
relatively low convergence rate (the calibration refinement process, because of the
usage of the gradient descent method) can start with a “good enough” initial estima-
tion generated by the other process with a relatively high convergence rate (the 3-D
reconstruction of Z and f , because of the usage of the the multigrid method [8, 21]),
which can efficiently accelerate both optimization processes.
We applied our calibration refinement program to a convergent reconstruction of
ocean waves and showed the resulting elevation map in Figure 10. The reconstructed
elevation map without the calibration refinement procedure is shown in Figure 9 for
comparison, and the difference between Figure 9 and Figure 10 is presented in Figure
11. One can see that the algorithm in section 2.3.1 can generate a promising ocean
wave model solely based on the camera parameters obtained through [6]. However,
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Figure 7: Input images (the white quadrilateral is the region of interest). Because
the images were taken by different cameras, the brightness levels of both images are
different. Hence, two coefficients, wi and γi, are introduced in Edata in equation (6)
to adjust the brightness level of each image, causing the adjusted brightness to better
approximate the reprojection of f than the original brightness.
with the camera parameters refined by our algorithm, the new reconstruction model
exhibits more delicate details than that without the refinement procedure: The left
half of the reconstruction shows significant height changes. These height changes
rectify the skewness of the elevation map from 0.611 to 0.265, which agrees with the
theoretical skewness range, 0 – 0.3.
The reconstructed radiance maps before and after the calibration process as well as
their difference are shown in Figures 3.6 and 13, respectively. Although the variances
on the radiance maps are not clear on Figure 3.6, one can still locate the changes and
observe their magnitudes from Figure 13. The occurrences of the radiance changes
mostly agree with those of the height changes on the elevation maps: Most distinct
changes occur on the left half of the reconstructed region, and the changes at the
bottom right regions of the elevation and radiance maps are subtle.
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Figure 8: The minimization process of E with respect to λ (the camera parameters)
and λ̄ (Z and f in error functional (5)). The strategy is to reach a local minimum of E
based on an “accurate enough” initial estimation of λ through alternate minimizations
of E with respect to λ and λ̄.
Figure 9: The reconstructed elevation map, determined as one of the minimizers of
error functional (5), takes the image pair in Figure 3.6 as inputs.
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Figure 10: The elevation map generated through the joint operations of the calibra-
tion refinement and the 3-D reconstruction algorithms. This experiment demonstrates
that our calibration refinement algorithm helps the 3-D reconstruction algorithm cap-
ture more delicate details and improves the skewness of the reconstructed wave model.
Figure 11: Difference map between Figure 9 and Figure 10. Significant changes
appear locally on the left half.
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(a) (b)
Figure 12: This figure contains two radiance maps. The left one is the result of the
variational 3-D reconstruction; the right one is obtained through the joint operations
of the calibration refinement and the variational 3-D reconstruction algorithms. Note
that some features on the upper left corner of the left figure look more blurred than
the corresponding parts on the other figure.
Figure 13: The difference between the two radiance maps shown in Figure 3.6.
Similar to Figure 11, most discrepancies on the radiance maps occur on the left half
of the region of interest. Note that the hue bar in this figure has a different scale from
the ones in Figure 3.6.
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CHAPTER IV
SYNTHETIC DATA FOR VALIDATION:
SYNCHRONIZED SNAPSHOTS AND VIDEOS
Validating the correctness of the gradient descent vectors listed in Table 1 using
real datasets is difficult given that cameras are manually calibrated to the optimal
extent before usage. Under this condition, some of the camera parameter deviations
in real datasets are too subtle to be used to validate of the corresponding gradient
descent vectors. Even though we can intentionally miscalibrate cameras, we are
unable to control or quantify the artificial errors introduced to each type of camera
parameter. Hence, to validate the joint operations of the calibration refinement and
the variational 3-D reconstruction algorithms, we establish synthetic datasets using
computer graphics techniques in this chapter.
4.1 Computer graphics versus 3-D reconstruction
Computer graphics applications work as the reverse operations of 3-D reconstruction
methods. As introduced in chapter 1, 3-D reconstruction methods take 2-D mea-
surements and the information concerning the observation positions and orientations
as inputs, recovering the 3-D coordinates of the observed 2-D features as outputs.
Computer graphics applications operate in the opposite way: imaginary objects are
created in virtual reality and viewed from different configured observation positions.
Inspired by the relationship between computer graphics and 3-D reconstruction, we
use computer graphics tools, such as OpenGL, to generate the inputs required by
our 3-D reconstruction algorithm. As a result, we can judge the performance of our
algorithms by simply comparing their inputs and outputs.
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To that end, we use OpenGL to create a region of synthetic ocean waves in virtual
reality and set up multiple imaginary cameras to “take pictures” of the synthetic
ocean surface. The synthetic ocean surface will be a dense 3-D point cloud in which
the coordinates of all points are known (because we create them), and a pattern will
be rendered on the dense point cloud as the radiance map of the synthetic waves.
The pictures taken by imaginary cameras from different angles are simulated by the
contents rendered in the application programming interface (API) windows, which
can be fetched from the memory of the computer graphics card.
The operations mentioned above can be easily handled with a simple understand-
ing of OpenGL. However, additional information is required by 3-D reconstruction
algorithms: the extrinsic and intrinsic parameters of the imaginary cameras. Be-
cause the conventional coordinate setups of most 3-D reconstruction algorithms fol-
low the configuration in [6], which are different from those of virtual reality created
by OpenGL, we need to derive the formulas that convert the coordinate systems used
by OpenGL and 3-D reconstruction applications.
With all this aforementioned information available, we can 1) create a patch of
ocean surface in virtual reality and fetch their renderings, 2) obtain corrupted camera
parameters by adding artificial errors to the true ones converted from the environment
variables of virtual reality, and 3) jointly perform the calibration refinement algorithm
and 3-D reconstruction algorithm to see how the reconstruction is rectified. Note that
this approach is particularly suitable for variational 3-D reconstruction methods given
that their inputs and outputs are both dense point clouds. Hence, by deliberately
discretizing the elevation and radiance maps of the output with the same number of
samples as the input point cloud, we can verify the accuracy of the reconstructed
model by differentiating it with the input point cloud and the selected radiance.
The purpose of this chapter is to demonstrate the derivation of the formulas that
transform the environment variables of virtual reality into conventional coordinate
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arrangements used in 3-D reconstruction applications. Although generating a patch
of synthetic ocean surface and rendering it into images or videos require advanced
knowledge of OpenGL, we do not particularly emphasize the technical details since
they can be easily found in most OpenGL books.
4.2 Coordinate system configuration of OpenGL
As introduced in section 2.2, the perspective projection that most stereo computer
vision algorithms are based on is the pin-hole projection, which is demonstrated in
Figures 2 and 14. Although the images captured by modern cameras are usually
accompanied by lens distortions, these distortions can be removed through some
mathematical algorithms. Hence, we do not consider the effects of lens in the context
of this thesis. All parameters necessary for describing the perspective projection have
been denoted and explained in section 2.2.
The perspective transformation of OpenGL is illustrated in Figure 15. In prac-
tice, the perspective transformation is not the only projection method provided by
OpenGL, but we are only interested in it because this transformation corresponds
with the pin-hole projection concept used in most stereo computer vision applications.













cate 3-D points in the world coordinate system of virtual reality. The relationship be-







T = Mmodel [xo, yo, zo, wo]
T, in which
[xo, yo, zo, wo]














T, respectively. Mmodel is a four-by-four matrix used to facilitate the creation
of objects at various poses. Imagine that a designer wants to use OpenGL to create
a model of a gull diving into the surface of a lake. Instead of directly generating a
gull diving into water at a certain angle, the designer can generate a flying gull at
the origin of virtual reality (perhaps by importing the points obtained from a laser
scanner) and then use Mmodel to adjust its position and orientation.
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The coordinate system of the observer in OpenGL is usually called the eye coordi-
nate system—[xe, ye, ze]







T to [xe, ye, ze, we]
T
is linear, defined as [xe, ye, ze, we]
























where Mmodelview = MviewMmodel. OpenGL does not provide any built-in APIs for
users to separately access Mmodel and Mview; only their product, Mmodelview, can be
accessed through a certain number of APIs.
OpenGL allows users to cull some created points in virtual reality from being ren-
dered since rendering is a computationally expensive task. Only the points enclosed
within the rectangular view frustum (shown in Figure 15 or 16(a)) are rendered for
visualization; other points are simply ignored. The view frustum is determined by six
parameters : l, r, t, b, f , and n, as marked in the figures. The first four parameters
can be positive or negative numbers, but f and n are restricted to positive ones given
the coordinate configuration specified in Figure 15 or 16(a), in which the origin of
the eye coordinate system is set at the vertex of the view frustum and the positive
direction of ze is configured to point away from the bottom of the frustum.
The coordinate readings in the eye coordinate system ([xe, ye, ze, we]
T) are sub-
sequently converted to another coordinate system named the clip coordinates. De-
noted by [xc, yc, zc, wc]
T, the clip coordinates are obtained through [xc, yc, zc, wc]
T =
Mproj [xe, ye, ze, we]
T, in which Mproj is a four-by-four matrix whose function is simi-
lar to the forward projection in equation (2), πi, except that [xc, yc, zc, wc]
T does not
represent the coordinates defined on sensor planes. Instead, [xc, yc, zc, wc]
T is a set
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Figure 14: This figure, as a comparison to Figure 15, represents the concepts of the
coordinate transformations adopted by most stereo computer vision applications. The
symbols shown in this figure have been introduced in section 2.2. Note that the lens
distortion effects on projection are not considered because they can be mathematically
removed.
Figure 15: The perspective projection of OpenGL. Only the points inside the frus-
tum will be rendered for users to visualize. Compared to Figure 14, this figure has













—are offered to facilitate the
creation of 3-D objects.
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of intermediate coordinates whose normalization ([xc/wc, yc/wc, zc/wc]
T,1 denoted by
[xn, yn, zn]
T) is scaled to the range of [−1, 1]. In OpenGL, [xn, yn, zn]T is called the
normalized device coordinates (NDC, shown in Figure 16(b)); their upper bounds
and lower bounds are 1 and −1, respectively. The boundaries of the view frustum are
mapped to the bounds of NDC through Mproj: l, b, and −n are mapped to −1; r, t,
and −f are mapped to 1. Since [xn, yn, zn]T represents the conditions of any visible
point within the frustum, elements of [xn, yn, zn]
T can only range between −1 and 1.
The multiplications of xn and yn with the half width and half height of the view-
port, respectively, determine the projection of point P in the eye coordinate system
onto the viewport, as shown in Figure 16(c). Note that although wc can be any
nonzero value, OpenGL chooses to set wc = −ze. As such, the depth information of
a point is preserved after projection.
Based on the aforementioned description, we can use the concept of similar trian-
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The remaining unknowns, m33 and m34, can be solved using the the fact that the
boundaries of the view frustum are mapped to the boundaries of the NDC system.
Therefore, −f and −n in the eye coordinate system are mapped to zn = 1 and
1Also called the perspective division in [43].
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0 0 −1 0

. (34)
Note that the transformations from xe and ye to xn and yn, respectively, are linear,
whereas the transformation from ze to zn is nonlinear because of the effect of normal-
ization (perspective division). Finally, we would like to represent l, r, t, b, f , and n
in terms of the elements of Mproj since these elements can be fetched from OpenGL












































4.3 Coordinate conversions from OpenGL to stereo com-
puter vision
By comparing both the coordinate system arrangements of 3-D reconstruction (in
section 2.2) and OpenGL (in section 4.2), we conclude their notation correspondences
in Table 3. The purpose of this section is to derive the formulas yielding Ri, ti, Lx,
Ly, ζ0, and η0—the extrinsic and intrinsic camera parameters—from the OpenGL
variables listed in the second row: we use an OpenGL API called “glGetFloatv” to
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(a) View frustum (b) Normalized device coordinates
(NDC)
(c) The rendering of points in the view frustum
Figure 16: Figure 16(a) shows a view frustum enclosing a bunny. Only the points
located within the frustum are eventually rendered on the viewport. The frustum is
determined when 1) parameters l, r, t, b, f , and n are specified and 2) the origins
and orientations of the eye coordinate system are given. The readings of any visible
point in the eye coordinate system are converted to the normalized device coordinates
(NDC) in Figure 16(b). In the NDC system, coordinate values range between −1 and
1. Bunny courtesy of the Stanford scanning repository [44].
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Table 3: Symbols of 3-D reconstruction and OpenGL applications. In this table,
































access Mmodelview and Mproj
2 and then obtain Ri, ti, Lx, Ly, ζ0, and η0 by applying
arithmetical operations on the elements of the two matrices.
4.3.1 Ri and ti
Let’s denote the coordinate transformation between [xo, yo, zo, wo]








 [X, 1]T . Therefore, by referring to Fig-



































2By using glGetFloatv( GL MODELVIEW MATRIX, modelview vector) and
glGetFloatv(GL PROJECTION MATRIX, projection vector), we can fetch Mmodelview and
Mproj , respectively, from the configuration of OpenGL virtual reality and individually store them
in arrays modelview vector and projection vector.
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Readers can understand the reason why
 Re te
0T 1
 is such determined by observing




and [xe, ye, ze, we]
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4.3.2 Lx, Ly, ζ0, and η0
Scrutinizing the last two columns in Table 3, we find out that the intrinsic parameters
used in 3-D reconstruction applications do not have their counterparts in computer
graphics. Likewise, the NDC in computer graphics have no counterparts in 3-D
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reconstruction applications, either. In fact, the intrinsic parameters and NDC are
related by one type of parameter not shown in Table 3—the width and height of the
viewport (denoted by w and h for the following context, respectively).
Points in NDC are eventually rendered on a 2-D viewport for users to visualize.
The dimensions of the viewport, which are the width and the height of the API
window, can be arbitrarily specified by given API arguments or manual adjustments
without any knowledge of NDC. Furthermore,
• xn = 0 is mapped to the horizontal center of the viewport (w2 ), and yn = 0 is
mapped to the vertical center of the viewport (h
2
);
• xn serves as the ratio of the horizontal displacement off the viewport center to
the half width, and yn serves as the ratio of the vertical displacement off the
viewport center to the half height.
According to the statements, if a point whose NDC is [xn, yn, zn]
T is rendered on a
2-D viewport at indices x̌i = [x̌i, y̌i]
T, then the relationship between [xn, yn, zn]
T and
x̌i = [x̌i, y̌i]

















In equation (38), xo and yo are the origin coordinates of the viewport, so they are
usually 0. With the fact that NDC values are independent of w and h, this equation
implies that users can change the ratio of x to y of a rendered object in the viewport
by manually changing the ratio of w to h.
Note that [x̌i, y̌i]
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After we plug the results in equation (35) to substitute for n, t, and r in the equations



























Generating synchronous videos to simulate the outputs of multiple synchronized cam-
eras requires advanced OpenGL knowledge. An OpenGL system has three types of
buffers [43]: stencil buffer, depth buffer, and color buffers.3 Among all these buffers,
the color buffers contain the renderings—the drawings in the windows shown on the
screen, such as Figure 16(c), and the renderings can be fetched through an OpenGL
API—glReadPixels. To guarantee that the shape of the drawing approximate real
ocean surface, we generate the height and texture using the Fast-Fourier-Transform-
based (FFT) Ocean Simulation (supported by NVIDIA [39], based on the work of
3In practice, the number of color buffers is determined by users. It can be one or more.
46
Figure 17: A synthetic ocean surface observed from different positions. Note that
the black regions have no effects on the reconstruction and calibration refinement
since the region of interest for reconstruction is selected to be an internal portion of
the observed patch.
Tessendorf [47]).
The observation positions, depending on Mmodelviews and Mprojs, are manually
set at the very beginning of generating the video sequences. Stored Mmodelviews and
Mprojs are repetitively loaded to replace OpenGL parameters, GL MODELVIEW and
GL PROJECTION, respectively, so that the OpenGL pipeline renders the observa-
tions from those positions into the color buffers.4 Figure 17 illustrates one example
of a deforming synthetic ocean surface observed from different positions at a specific
moment.
4.5 Algorithm validation using synthetic data
In the previous chapter, the effectiveness of the proposed calibration refinement al-
gorithm is validated using real data. However, the space-time model of a real ocean
surface and the true camera parameters of a stereo computer vision rig are difficult to
be obtained, so we conduct experiments on synthetic data in this section. Although
the synthetic data generated through OpenGL cannot fully approximate all physical
properties of real datasets, by using the coordinate transformation formulas derived
in previous sections of this chapter, we have the flexibility to quantify and control
4Note that some commercial software and graphics cards may be equipped with the functions
of stereo rendering, in which stereo observations can be simultaneously fetched from different color
buffers. However, this type of technique currently supports dual renderings only.
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various types of camera parameters of synthetic data. Then, we can simulate the
situations in which the camera parameters are corrupted and validate the correctness
of the derived gradient vectors in Tables 1 and 2.
Five experiments are conducted in this section. The target object for recon-
struction is a piece of ocean surface produced through inverse CUDA FFT, and the
observation positions are configured as shown in Figure 17. Corresponding true cam-
era parameters, intrinsic and extrinsic, are generated through equations (36), (37),
and (39). Then, artificial errors are introduced to these true parameters to produce
corrupted ones. These corrupted camera parameters along with the visual obser-
vations are used as the inputs of our algorithms, generating elevation maps for the
comparisons to the ground truth.
The introduced relative errors used to corrupt the true translation vectors are
listed in the second row of Table 4. Since translation vectors are three-by-one vectors
and because three observation positions are configured, nine numbers are listed in the
row. The joint operations of the calibration refinement and the 3-D reconstruction al-
gorithms produce an elevation map shown in Figure 19(a). For comparison purposes,
we also produce an elevation map using variational 3-D reconstruction alone and dis-
play it in Figure 19(c). The differences between the ground truth and the resulting
elevation maps are shown in Figures 19(b) and 19(d). Finally, because the gradient
descent method is utilized to decrease Ecalib as a means of parameter refinement, we
show how Ecalib changes during the iterations of calibration refinement in the figure
at the bottom. Likewise, the numbers in the third row of Table 4, the second row
of Table 5, and the third row of Table 5 are appointed to corrupt true parameters
of rotation axises, focal lengths, and principal point positions, respectively. Corre-
sponding experiment results and their explanations are illustrated in Figures 20, 21,
and 22.
48
Table 4: Relative errors for corrupting the true extrinsic camera parameters
cam1 cam2 cam3
t -2.38% 2.51% 0.005% 1.05% -3.38% 1.6% 1.35% -1.17% 0.6%
~ω -1.86% -2.32% -2.46% 1.98% -1.85% -0.82% -0.32% 2.06% -2.02%
Table 5: Relative errors for corrupting the true intrinsic camera parameters
cam 1 cam 2 cam 3(
Lx, Ly
)T
1.23% -2.44% -0.32% -0.60% 1.03% -1.22%(
ζ0, η0
)T
1.76% -1.01% 2.45% -2.34% -2.43% 0.39%
In these experiments, the magnitudes of the introduced relative errors are approx-
imately 2%, and their influence on the reconstruction is conspicuous. From these
experiments, we observe that the variational 3-D reconstruction algorithm alone is
incapable of generating a reliable 3-D model given miscalibrated cameras whose pa-
rameters deviate from the true values by 2%: most of reconstructions under this
situation do not resemble the ground truth at all. By contrast, the performance of
the joint operations of the calibration refinement and 3-D reconstruction algorithms
is clearly promising. The generated elevation maps approximate the ground truth,
so their error maps (point-wise height difference between the ground truth and the
elevation maps) exhibit values around zero.
Recall that we normalized 3-D space and image domains using two similarity ma-
trices to produce a composite gradient descent vector for the simultaneous reduction
of Ecalib with respect to multiple types of camera parameters in section 3.5. Here,
an experiment is particularly conducted to validate the derivations in section 3.5. In
this experiment, we only focus on the extrinsic camera parameters and corrupt them
using the relative errors in Table 6.5 Given that this experiment uses more corrupted
parameters than others do, the magnitudes of the errors in Table 6 are set to be
smaller than those in Tables 4 and 5.
Note that the ultimate values of the refined camera parameters are not particularly
5The reason why we only test the extrinsic parameters is explained in the following chapter.
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Table 6: Relative errors for corrupting the true extrinsic camera parameters. Note
that this experiment is conducted for the validation of section 3.5.
cam 1 cam 2 cam 3 cam 4
t -1.04% -0.63% -1.13% -0.39% 1.42% 0.29% 1.19% -0.09% 0.84% -0.27% -1.33% 0.66%
~ω 0.02% -0.38% -0.86% -0.74% -0.28% 0.8% 0.23% -0.64% -1.01% -1.43% 0.75% 0.46%
Figure 18: Elevation map (ground truth)
listed for the comparisons to the true ones for the following two reasons:
• In most 3-D reconstruction applications, the definition of camera parameter
refinement is usually given based on the improvement of the reconstruction.
• The refinement of the camera parameters are dependent on how a local min-
imum along a chosen descent direction is obtained. Different numerical line
search methods, different local minimum finders, or even the ratio of the itera-
tions of the calibration refinement to the iterations of reconstruction affects the
ultimate values of the refined camera parameters.
As a result, we did not spend efforts tracking how the camera parameters are even-
tually changed.
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(a) The elevation map produced through the
joint operations of the calibration refinement and
variational 3-D reconstruction algorithms
(b) The difference between Figures 18 and 19(a)
(c) The elevation map produced through the
variational 3-D reconstruction algorithm alone

























(e) The change of Ecalib (equation (17)) during the process of calibration
refinement
Figure 19: Validation of the refinement of t
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(a) The elevation map produced through the
joint performance of the calibration refinement
and variational 3-D reconstruction algorithms
(b) The difference between Figures 18 and 20(a)
(c) The elevation map produced through the
variational 3-D reconstruction algorithm alone





















(e) The change of Ecalib during the process of calibration refinement
Figure 20: Validation of the refinement of ~ω
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(a) The elevation map produced through the
joint operations of the calibration refinement and
variational 3-D reconstruction algorithms
(b) The difference between Figures 18 and 21(a)
(c) The elevation map produced through the
variational 3-D reconstruction algorithm alone


















(e) The change of Ecalib during the process of calibration refinement





(a) The elevation map produced through the
joint operations of the calibration refinement and
variational 3-D reconstruction algorithms
(b) The difference between Figures 18 and 22(b)
(c) The elevation map produced through the
variational 3-D reconstruction algorithm alone





















(e) The change of Ecalib during the process of calibration refinement





(a) The elevation map produced through the
joint operations of the calibration refinement and
variational 3-D reconstruction algorithms
(b) The difference between Figures 18 and 23(a)
(c) The elevation map produced through the
variational 3-D reconstruction algorithm alone
















(e) The change of Ecalib during the process of calibration refinement
Figure 23: Validation of the joint refinement of t and ~ω
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CHAPTER V
SPACE-TIME CAMERA CALIBRATION REFINEMENT
In applications that 4-D (space-time) analyses are required to validate oceanographic
theories, stacking a series of variational 3-D reconstructions independently generated
for each time moment to emulate a 4-D model seems a straightforward method.
However, this type of “makeshift” 4-D model is less numerically robust and more
computationally expensive than the “4-D reconstruction,” which is built taking into
consideration both spatial and temporal coherence [22].
Still, the accuracy of the 4-D reconstruction from [22] is subject to the estima-
tions of camera parameters. In most outdoor applications, the camera parameters
may be unpredictably perturbed by natural factors such as wind and vibrations.
Consequently, because of the temporal coherence imposed during the 4-D reconstruc-
tion, errors of the camera parameters at a certain moment will not only undermine
the reconstruction accuracy related to the moment but also deteriorate its tempo-
ral neighbor. Therefore, removing the unpredictable perturbations on the camera
parameters, under the condition that the inception and the duration of the external
influence are unknown, is necessary for an accurate 4-D reconstruction. Seemingly, we
may sequentially apply the calibration refinement method developed in the previous
sections on each 3-D model extracted from each moment of the 4-D reconstruction.
However, in this case, each 3-D reconstruction of a moment is jointly performed with
the calibration refinement method without the concerns of maintaining the tempo-
ral coherence between 3-D reconstructions. Consequently, this strategy (although
straightforward) is prone to break the temporal coherence deliberately added to per-
form the space-time reconstruction of a ocean surface.
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The best strategy is to formulate the refinement of the camera parameters and the
4-D reconstruction of the ocean surface into an energy functional that measures 1)
the error between captured videos and the reprojection of the 4-D reconstruction onto
the snapshots of the videos, 2) spatial and temporal smoothness of the reconstruction,
and 3) the variance of the perturbed camera parameters. The first two conditions are
satisfied in the energy functional proposed in [22]. In this chapter, we explore what
types of regularizers or priors are appropriate for the joint 4-D reconstruction and
calibration refinement in a period of time.
5.1 Variational 4-D reconstruction of sea states
The energy functional for the variational 4-D reconstruction was established by Gal-
lego [21, 22] through the modifications of equations (6): Temporal coherence is im-

















































Compared to the corresponding definitions in the variational 3-D reconstruction
(equation (6)), Z and f are now functions of three variables (u, v, τ) with domain
in UT := U × [0,T], where u = (u, v)> ∈ U are spatial variables and τ ∈ [0,T] is
the temporal variable. Edata now quantifies the discrepancies between the 4-D model
and the captured videos. The derivatives of Z and f with respect to time are added
to Egeom and Erad, respectively, to represent their temporal smoothness. From an
algebraic perspective, the minimizers of this energy functional are functions of not
only U but also T; from a geometric perspective, the minimizers change to a manifold
of the graphs.
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5.2 Calibration refinement for variational 4-D reconstruc-
tion
Recall that the calibration refinement algorithm developed so far is concerned with
3-D variational reconstruction. Now that we would like to generalize the calibration
refinement algorithm to be applicable to the 4-D reconstruction, we need to revise the
notation introduced in chapter 2. In the following context, superscript τ is added to
the extrinsic parameters and relative terms to underline that the terms are estimated
at moment τ . The intrinsic parameters are exempt from the notation modification
because they are assumed to remain constant while the extrinsic parameters are being
corrupted. In addition, many symbols, such as x̂, x, πi, and X̃i, are also exempt from
superscript τ because they are not used to represent the final results of the derivations.
Since environmental factors such as breeze or vibrations smoothly influence the
extrinsic camera parameters, we can assume that the temporal changes of the camera
parameters are also smooth, which can be implemented by adding one term impos-
ing temporal smoothness constraints on the camera parameters into equation (5).
Hence, the energy functional for joint 4-D reconstruction and calibration refinement
is designed as follows:
E(f, Z, λ) = Edata(f, Z, λ) + αEgeom(Z) + βErad(f) + γEcam(λ), (41)
where α, β, γ > 0. In this equation, Egeom and Erad are identical to the ones in











































ψ(λ, λτ )dτ. (42)
1This representation is a general statement: ψ may depend on λ, λτ , or both.
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The minimizers of equation (41) are determined by the zero functional derivatives




= 0, and δE
δλ
= 0). In other
words,
D(h,g,η)E(Z, f, λ) ,
δE
δ(Z, f, λ)









The methods of deriving the analytical forms of δE
δZ
= 0 and δE
δf
= 0 are explored in
[21, p.100]. Note that although the energy functional in [21, p.100] differs from that
in (41), δE
δZ
= 0 and δE
δf
= 0 form the same set of PDEs because the second term of
Edata and Ecam do not depend on Z or f .
To compute δE
δλ
, we augment λ with an artificial time variable t and differentiate








L2(T) , where 〈·, ·〉L2(T)









L2(T) lays down the path toward obtaining an extremum of E
by evolving λ with respect to t using a descent method.










where the smoothness terms in Egeom and Erad vanish because they do not depend
on the camera parameters λ.
5.2.1 ∂Edata
∂t
Since Rτi and t
τ
i are the parameters of camera i, we can drop the Σ symbol when



































The further derivations of the two terms are similar to the contents in appendix A
and section 3.3, so we omit the tedious deduction and directly show the results here.
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in which superscript τ is deliberately added to Xτ to emphasize that moment of the














In this equation, Ω =
(





if ψ is defined as ψ = ‖λτ‖2
The most straightforward choice for ψ that is capable of representing the smoothness
of the temporal changes of λ is the derivative, so ψ in (42) is chosen to be ‖λτ‖2.























〈λt, λττ 〉 dτ.




















we obtain the gradient descent vector to decrease Ecam. Note that equation (49)
is of the form of the heat equation, and numerically solving this partial differential
equation requires the Von Neumann stability analysis [26] to restrict the ratio between
the step sizes of t and τ .
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The advantage of this constraint is its simple derivation. However, a significant
drawback of this constraint is that the evaluation of ψ
∣∣∣∣
τ0
only numerically depends on
(τ0−1), τ0, and (τ0 +1). When the data-acquiring rate (the frame rate of the camera)
is high compared to the fundamental frequency of the temporal changes of camera
parameters, the constraint imposed by Ecam on λ brings relatively local smoothness
effect to the temporal distribution of λ. As a result, this method is not practical in
many applications since users can not accordingly adjust the influence region of the
constraint based on the temporal properties of the λ.
5.2.3 ∂Ecam
∂t
if ψ is defined as ψ = ‖λ−µ‖
2
T
In the cases that the camera parameters are occasionally and briefly perturbed and
are otherwise intact during a time interval, we can set ψ = (λ−µ)
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Compared to ψ = ‖λτ‖2, the most obvious improvement of this design is its compu-
tation complexity: Since the analytical form of equation (50) carries no differentials,
users do not have to employ numerical schemes to evaluate the corresponding gra-
dient descent vector, which indicates the Von Neumann stability test for obtaining
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the optimal step sizes of τ and t is not required. However, the disadvantage of this
method is that it can only be applied to the situation in which the duration of the
perturbation is relatively short compared to the overall length of the time interval.
5.2.4 ∂Ecam
∂t

















The two designs of ψs above have their individual advantages and disadvantages,
which prompt us to design a new Ecam so that we can have the flexibility to control




























represents the local mean of λ evaluated within duration










represents the local variance of λ in [τ − w, τ + w].
The derivation of ∂Ecam
∂t
is separately elucidated in the appendix C because it is
long and complicated. In conclusion, if the gradient descent method is used to attain














Therefore, using the results in equations (46), (47), and (53), we obtain the gradient
descent flow for attaining δE
δλ































































5.2.5 Interpretation of the local variance prior
The implementation of the the second term of equation (53) demonstrates the smooth-







dx is equivalent to the L2 inner
product of λ and the red triangle shown in Figure 24(a) within the interval of
[τo − 2w, τo + 2w]. This triangle is an equilateral triangle with an unity height and a








on λ during T is the convolution of λ and wΛτ . Since the red triangle acts as a low-
pass filter from the perspective of signal processing, its convolution with λ smooths








smoothness constraint to λ.
Based on the interpretation, when equation (53) is applied to λs with different
local distributions around τo, as those shown in Figures 24(b) and 24(c), the resulting
effects are illustrated by the blue dashed arrows. In Figure 24(b), the distribution of
the camera parameter around τo is locally smooth, so the magnitude of equation (53)
evaluated at τo is small. By contrast, when λ(τ) is locally sharp around τo, as shown
in Figure 24(c), the magnitude of equation (53) evaluated at τo is large.
5.3 Experiments
To validate the proposed algorithm, we conduct experiments on synthetic data de-
veloped using the techniques in chapter 4. We first generated smoothly corrupted
camera parameters first (as those shown in Figure 25(a) or 25(b)), and then con-
vert them to perturb the environment variables of virtual reality to simulate cameras
perturbed by environmental factors.
The configuration of the synthetic data is illustrated in Figure 26. A deforming
ocean surface is created in virtual reality and observed from the same positions as
those shown in Figure 17 during a specified time interval. Artificial errors are added
2A subscript 0 is added to τ to indicate the interval centered at τ0.
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(b) λ(τ) is locally smooth around τo. (c) λ(τ) is locally sharp around τo.








dx, the second term of equation (53), imposes on λ. Fig-
ures 24(b) and 24(c) illustrate how the entire equation (53) functions when it is
applied to the shown situations.
to the true extrinsic camera parameters converted from the configuration of virtual
scene developed using OpenGL. Since the purpose of this experiment is to explore
the joint performance of the variational 4-D reconstruction and the corresponding
calibration refinement algorithms under the smooth influence of environmental factors
on the camera parameters, the artificial errors are deliberately smoothed within the
observation interval (nine temporal samples), as shown in Figures 25(a) and 25(b).
We particularly take out the inputs and outputs at temporal samples 1, 5, and
9 for demonstration. The visual observations of the deforming ocean surface are
listed in Figure 26(a), and the ground truth of the elevation maps produced through
OpenGL at those time moments are listed in Figure 26(b). The 2-D dimensions of
the surface are set to be 7, 475.2 mm, and the range of the height is configured to be
64
(a) Errors introduced to the translational part (tτi ) of the extrinsic parameters.
(b) Errors introduced to the rotational part (Rτi ) of the extrinsic parameters.
Figure 25: Configuration of the artificial errors of the synthetic data. Artificial
errors are temporally smooth and are added to corrupt the true camera parameters
converted from OpenGL to simulate the perturbations imposed by natural factors on
the cameras of a stereo computer vision rig. Note that the vertical axes indicate that
errors are limited to be less than 2% of the true values.
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(a) Snapshots taken at time samples 1, 5, and 9 by the middle camera in Figure 17.
(b) Elevation maps generated through OpenGL at time samples 1, 5, and 9.
Figure 26: The synthetic data generated using OpenGL.
[−500, 450] mm, as marked by the hue bars.
We initially set α = 5, β = 50, γ = 500, and w = 3 for numerically solving
equations (7) – (10) and (54). These parameters produce a rough reconstruction.
Afterward, we continue to solve the same equations while α, β, γ, and w are gradually
reduced to α = 0.2, β = 0.025, γ = 100, and w = 1. Eventually, the elevation maps
generated through this process are shown in Figure 27(a). In addition, the differences
between Figures 26(b) and 27(a) are shown in Figure 27(b). All hue bars are given
in the unit of millimeter.
An experiment in which the calibration refinement is not performed with the 4-
D reconstruction is conducted and shown in Figure 28(a) for comparison. In this
experiment, only equations (7)—(10) are solved; equation (54) is not used. The error
maps between the outcomes of this experiment and the inputs are shown in Figure
28(b).
Because the artificial errors introduced at time 1 are small, the corresponding
error maps (the first figures in Figures 27(b) and 28(b)) exhibit small differences
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(a) Elevation maps (at time samples 1, 5, and 9) extracted from the space-time reconstruction generated
through the joint operations of the 4-D reconstruction and the calibration refinement algorithms.
(b) Errors between Figures 26(b) and 27(a).
Figure 27: Output of the joint operations of the 4-D reconstruction and the calibra-
tion refinement algorithms.
(a) Elevation maps (at time samples 1, 5, and 9) extracted from the space-time reconstruction (without
any calibration refinement).
(b) Errors between Figures 26(b) and 28(a).
Figure 28: Output of the space-time reconstruction algorithm in [21] applied to the
synthetic data.
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with respect to the ground truth shown in Figure 26(b). With increasing errors
added to the subsequent moments, the error maps display more and more significant
differences. In addition, the effect of the calibration refinement can be observed from
the comparison between Figures 27(b) and 28(b).
In the case in which the reconstruction and the calibration refinement are jointly
performed (as shown in Figure 27(b)), most of the points in the error maps at time
samples 1, 5, and 9 fall within the ±40 mm range. By contrast, when the reconstruc-
tion is executed alone, a very large portion of the error maps exhibit colors beyond
the range of the hue bars.
Note that even 1) with relatively large errors added to the camera parameters and
2) without the corresponding calibration refinement algorithm, the reconstruction at
time samples 1, 5, and 9 in Figure 28(a) still roughly resemble the ground truth in
Figure 26(b), which is mainly due to the temporal coherence imposed on the space-




The ultimate goal of this research project is to accurately reconstruct real ocean
waves from snapshot pairs of two synchronous video sequences taken from offshore
platforms, such as the Acqua Alta project in Figure 1. However, visually verifying a
long sequence of reconstruction results for accuracy evaluations is impractical given
that the 4-D measurements of ocean surfaces are unavailable. Luckily, we can rely
on statistics as a validation tool. During decades of development of oceanography
theories, many wave statistics in ocean engineering applications have been proposed
and validated. For example, because of the the energy distribution of ocean waves,
the elevation of an ocean surface behaves as a quasi-Gaussian random field. That is,
height changes of a point on an ocean surface should be a Gaussian random process.
Hence, we use how well our reconstructions obey this characteristic as a criterion of
judging the accuracy of the reconstructed models.
In this chapter, wave statistics are applied to the space-time reconstruction of
the dataset shown in Figure 3.6. As mentioned in section 3.6, the dimensions of the
region of interest are 12.8 meters, and the distance between the ocean surface and
the cameras is approximately 15.8 meters. The two synchronized videos, whose frame
rates are 10, both contain 1025 snapshots. For each snapshot pair, we used a 513×513
spatial grid to represent the reconstructed elevation map. With 361 virtual probes
evenly distributed on the 513 × 513 computation grid (illustrated in Figure 29(a)),
the distance between each probe is 640 mm. Moreover, each extracted time sequence
(illustrated in Figure 29(b)) has 1025 samples of elevation changes collected at the
probe.
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(a) 361 virtual probes are evenly
placed to collect the data.
(b) Illustration of extracted time se-
quences
Figure 29: Analyses are applied to the height changes extracted from the space-time
reconstruction.
Note that in the experiment, cameras are manually calibrated to the most optimal
extent using the Camera Calibration Toolbox for MATLAB [6] before being used to
film the ocean surface. Under the circumstances, not all wave statistics are expected to
exhibit significant improvements after the calibration refinement method proposed in
this thesis is added to jointly work with the variational ocean surface reconstruction
algorithm in [21]. However, some types of statistics do exhibit the improvements
carried out by the calibration refinement algorithm.
6.1 Statistical analyses
6.1.1 Average 1-D spectrum
According to [52], the mean 1-D spectrum1—the averaged spectrum of each time
sequence—of real ocean waves should decay along a slope of −4 at frequencies near 1
Hz. The mean 1-D spectra of the space-time reconstructions generated through the
algorithms in this thesis are shown in Figure 30. The slopes of both spectra near 1 Hz
range between −4 and −5, agreeing with the physical prediction in [52]. Reference
figures can be found in Figure 12 of [15] or Figure 18 of [4].
1A 1-D spectrum of a time sequence is obtained from its FFT
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Figure 30: Average 1-D spectra. The bump shown on the blue curve at approximately
2.5 Hz disappears after the calibration refinement algorithm is added to jointly work
with the variational ocean surface reconstruction algorithm.
Note that the two curves in Figure 30 almost coincide at the low frequency end.
However, the “bump” shown on the blue curve at approximately 2.5 Hz vanishes from
the spectrum after the calibration refinement algorithm is added to jointly work with
the variational ocean surface reconstruction algorithm. The bump takes place on the
high frequency end of the spectrum, and it is likely to arise from the perturbation
introduced to the camera parameters during the videos were filmed. Even though
the inception and the duration of the perturbation are unknown, the calibration
refinement method proposed in this thesis can still successfully remove the effect of
the perturbation.
6.1.2 The Euler characteristic
Originally developed to explore the topology properties of polyhedra, the Euler char-
acteristic (EC) is applied to depict the randomness of density patterns in [50]. Adopted
in [17] to explore the excursion set of a 2-D random field, the topological definition
of EC is defined as
EC(h) = #c.c.−#holes, (55)
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in which #c.c. represents the number of connected components, and #holes indicates
the number of “holes.” Being observed from the top, when a plane with a height
of h from the zero sea level is intersected with a reconstructed elevation map, the
parts whose heights larger than h form holes (as illustrated in Figure 2 of [14]).
The remaining regions not isolated by the holes are treated as individual connected
components.2 When the Euler characteristic is applied to a 2-D random field defined
on a Cartesian grid, equation (55) can be rewritten as
EC(h) = #P − (#Ev + #Eh) + #F, (56)
in which #P is the number of points with height above h, #Ev and #Eh are the
numbers of the vertical edges and horizontal edges, respectively, and #F stands for
the number of rectangular cells in the domain. Two definitions above would eventually
lead to the same evaluation of the Euler characteristic for an given example.
The Euler characteristic is a practical tool of estimating the occurrence of extreme
wave events because the number of 2-D upcrossings can be approximated by the Euler
characteristic of excursion sets. When h is large, EC(h) tends to zero; by contrast,
when h is small (in negative value), EC(h) tends to one.
Figure 31 shows the Euler characteristics of 1025 reconstructed elevation maps.
Blue components in the figure correspond to the results generated through the vari-
ational reconstruction algorithm alone; red components are related to the eleva-
tion maps generated through the joint operations of the variational reconstruction
and calibration refinement algorithms. Vertical bars represent the range of [EC −
σ(EC), EC − σ(EC)], in which σ represents the corresponding standard deviation.
Compared to the curve of the expected EC with boundary corrections shown in Fig-
ure 15 in [16], the curve with calibration refinement is more similar to the Euler
characteristic of a Gaussian random field.
2If a hollow region has any connection to the boundary, it should not be treated as a hole by
definition. A hole should be isolated from the boundaries.
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Figure 31: The Euler characteristics of the reconstructed elevation maps are shown as
the two curves in the middle. Vertical bars represent the range of [EC−σ(EC), EC−
σ(EC)], in which σ represents the corresponding standard deviation.
6.1.3 Wave height exceedance probability
The Boccotti asymptotic form, defined as







is given in [5] to predict empirical wave height distributions. In equation (57), c and
ψ∗3 both depend on the first minimum of the wave covariance. In our case, c ≈ 1 and
ψ∗ ≈ 0.4526.
The wave height exceedance probability can also be predicted by the following
deduction. If both h and H are large numbers, the expected number of H-upcrossings
can be approximated by EX(H), so the wave height exceedance probability is








3The autocovariance of a time series η(t) is defined as ψ(T ) = 〈η(t)η(t+ T )〉, and ψ∗ = |ψ(T ∗)|,
in which T ∗(T ∗ > 0) is the value at which the first local minimum of ψ takes place.
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Figure 32: Wave height exceedance probability













in which mj =
∫∞
0
ωjS(ω)dω and ω is the angular frequency. T̄ , the mean wave






. Equation (58) can be written as





if crests and troughs are symmetric (Gaussian sea states). As a result, equation (59)
forms a Rayleigh distribution.
According to the theories, the empirical exceedance probability should be bounded
between Rayleigh (equation (59)) and Boccotti (equation (57)) distributions, and both
curves in Figure 32 do agree with the prediction.
6.1.4 Empirical PDF
To verify whether the elevation maps generated from our algorithms follow the char-
acteristics of a quasi-Gaussian random field, we compare the empirical probability
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Figure 33: Empirical PDFs
density function (PDF) of the series of elevation maps to a standard Gaussian distri-
bution (with a zero mean and a unit standard deviation). We stacked each normal-
ized time sequence4 to yield a composite one, and the empirical PDF is defined as the
histogram of this composite sequence. According to the theory in [46], the empirical
PDFs of the reconstructed elevation maps (with or without the calibration refinement
algorithm) should be close to a standard Gaussian distribution. This phenomenon
can be observed in Figure 33.
6.1.5 Miscellaneous: wave skewness and kurtosis
Skewness and kurtosis are statistics for the measurements of the asymmetry and
peakedness of a distribution, respectively. Since the magnitude of mean wave crests
is usually larger than that of wave troughs, the average skewness of real ocean surface
ranges between 0 and 0.3, and the average kurtosis is around 3. The results of the
statistics obtained from different cases are shown in Table 7. The average skewness
and kurtosis of the 1025 elevation maps generated from the joint operations of the
variational and calibration refinement algorithms are shown on the last column; in
this case, both statistics agree with theoretical results. By contrast, the average
4Normalizing a time sequence means that each sample in the sequence is divided by their standard
deviation after the average component is subtracted.
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Table 7: Kurtosis and skewness obtained from the reconstructions. The boldfaced
values are the statistics that agree with theoretical estimations.
without c. r. with c. r.
skewness 0.3301 0.1938
kurtosis 2.849 2.891
skewness of the elevation maps generated from variational reconstruction alone does
not fall in the predicted range.
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CHAPTER VII
CONCLUSION AND FUTURE WORK
7.1 Conclusion
We have designed a novel camera calibration refinement algorithm specifically for the
variational wave acquisition stereo system (VWASS), which performs the variational
spatio-temporal reconstruction of ocean waves. In this context, the recovery of the
spatio-temporal behavior of ocean waves and the refinement of the camera parame-
ters are jointly formulated into the minimizers of an optimization framework. The
primary purpose of coupling calibration refinement with the VWASS is to improve
the reconstruction accuracy and robustness of the VWASS. As illustrated in previous
chapters, the work presented in this thesis is indeed a promising step toward ro-
bust stereoscopic methods of determining the 4-D ocean surface features from video
recordings, which may ultimately offer the possibility of overcoming many of the un-
certainties related to conventional wave measuring devices. Therefore, the topic we
addressed—reducing the errors associated with camera parameter deviations—is par-
ticularly important in ocean engineering since such measurement systems would find
applications on offshore and gas facilities in which camera motions are unavoidable.
Because of the complexity of our algorithms, computation efficiency becomes an
important issue for the progress of the research. As a result, the implementation of the
algorithms was particularly designed so that they can be accelerated by high perfor-
mance techniques, including hardware and software. Meanwhile, numerical schemes
are prudently chosen to strike a balance between the calculation cost and execution
efficiency. The efforts for boosting the computation speed as well as maintaining the
stability of the algorithm will not only expedite relative scientific research based on
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the current framework but also increase the possibility that the VWASS is adopted
in industries, such as oil companies.
Experiments are conducted to validate the correctness and effectiveness of the
proposed algorithms and the selected numerical schemes. We use known statistics
of ocean surfaces to validate the outcome of the joint performance of the variational
4-D reconstruction and the camera calibration refinement applied to a patch of real
ocean surface whose dimensions are 12.8 meters in width and in length. Furthermore,
considering that the ground truth of wave heights is difficult to be obtained, we
particularly developed synthetic data for validating the algorithm performance. The
development of the synthetic ocean surfaces is an extremely important achievement
for this project for the following reasons:
• The real data have been collected through two synchronized cameras by our re-
search partners working on an offshore platform at the Black Sea. Coordinating
with them to increase the number of installed cameras as well as to precisely
calibrate them is a long and tedious process. However, the usage of synthetic
data substantially shortens the time for acquiring data.
• We anticipate that the performance and stability of our algorithms can be sub-
stantially improved with the number of installed cameras increased. However,
increasing the number of cameras in the system will inevitably introduce more
calibration errors (because of manual operations or measurement deviations) to
the parameter estimations of the stereo rig, conflicting with our original goal.
With the help of synthetic data, we could not only arbitrarily increase the num-
ber of cameras without introducing any unfavorable calibration errors, but also
deliberately corrupt specific camera parameters for validation, which benefit the
designs of new algorithms in the future.
• Statistics are sometimes not effective for validating the reconstructions. For
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instance, two reconstucted elevation maps with different averages may have the
same standard deviation. In this case, the statistics without considering the
means fail to verify the correctness of the reconstructions. By contrast, with
the direct comparison between the inputs (synthetic data created via computer
graphics) and outputs (the reconstruction generated through our algorithms),
even a user without enough statistics training can visually judge the correctness
of the reconstructions.
7.2 Future work
Because of reflection and refraction of water surfaces, a physical point on a water
surface may exhibit different colors to observers at different positions, which is a phe-
nomenon called specularity. This natural phenomenon conflicts with the fundamental
assumption of equation (5)1 and consequently undermines the reconstruction quality
of the VWASS, in which only two cameras are used to record an ocean surface (see
the pictures in Figure 1). A possible remedy for this undesirable situation is to force
the rank of the radiance tensor to be less than or equal to two [27, 28], implicating
that the number of cameras filming the scene should be increased up to at least three.
However, as previously mentioned, increasing the number of cameras introduces more
potential calibration errors. Therefore, attention should particularly be paid to this
situation.
Moreover, the VWASS is currently limited to reconstruct ocean waves with small
amplitudes. In this case, the visual fields of cameras can cover all points in the region
of interest. When waves are high, some portions of the ocean surface may be occluded
by other parts and, consequently, invisible to some camera. To reconstruct this type
of waves, we should increase the number of cameras and “coordinate” the cameras
to “collaborate” on the reconstruction: The reconstruction is an assembled work of
1Recall that a universal radiance function, f , is used to represent the superficial pattern on the
reconstructed region. This type of surface is called a Lambertian surface.
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several pieces of reconstructions generated by different sets of cameras. This concept
is similar to the operation in [35]. However, because the outputs of the VWASS are
piece-wise smooth functions, the registration of these 3-D graphs requires advanced
differential geometry concepts to achieve.
Furthermore, since the multigrid method [8] is used to numerically solve the PDEs
with astonishingly high convergence rate, it offers an alternative for solving the dif-
ferential equations related to the calibration refinement algorithms proposed in pre-
vious chapters, which currently rely on the gradient descent method for locating
local minima. In addition, advanced computer graphics techniques, such as shad-
owing and lighting, can be utilized to produce synthetic ocean surfaces with natural
appearances. In addition, general-purpose computing on graphics processing units
(GPGPUs) can be utilized to substitute for the current high performance comput-
ing facilities—clusters. After all, clusters are unlikely to be deployed on an offshore
platform for on-site ocean surface reconstructions.
80
APPENDIX A
GRADIENT VECTORS FOR MINIMIZING THE
CONSTRAINED DATA FIDELITY TERM
Denote the camera parameter under discussion λ.1 By the chain rule of calculus, the















































































because the region of integration, Ri, also depends on λ. To tackle this problem, we
introduce Reynolds’ transport theorem. Recall that Reynolds’ transport theorem in



















where Ri is a 2-D closed region dependent on variable t, ∂Ri is the boundary of Ri,
F (x, t) is a vector field defined within Ri and on ∂Ri, dx is the area element of Ri,




by applying this theorem to the second term of (60), yielding


































































The simplification of equation (61) requires
∂ARi
∂λ
, which needs some tricks to be
obtained. Recall that the divergence theorem states that∫
∂Ri
〈F , n̂〉dŝ =
∫
Ri
(∇ · F )dx. (64)













































































































































































, which is (fu, fv, 0)
T. In equation (63), unit outward
normal n̂ can be represented by the corresponding unit tangent t̂ rotated by 90-


































to get a further simplification for
∂Edata,i
∂λ
. By using a
change of variables, we lift the region of the integral from the image domain to world




























































































In the equations above, ∂U is the boundary of U , and U is the spatial domain defined
in the illustration of Figure 4.
The complicated expressions above cannot be further analytically simplified be-
cause the numerical implementation of n̂ (2-D outward normals on the reprojection
of 3-D artificially-defined boundaries, shown as the arrows in Figure 34(b)) is neces-
sary. Since the 3-D boundaries of the reconstructed region (region of interest, black
contours in Figure 34(a)) are artificially determined and, consequently, are unlikely
to coincide with the natural occluding boundaries, n̂ cannot be analytically obtained
through the reprojection of its corresponding surface normal (denoted by N , shown
















so we derived them as follows:
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(a) Surface normals (N): 3-D
vectors on the artificially-
determined boundaries per-
pendicular to the elevation
map.
(b) Contour normals (n̂ in
equation (63)): 2-D vectors
perpendicular to the repro-
jection of 3-D boundaries.
Figure 34: Normals (black arrows) on the boundaries of the reconstructed region
(black contours). Figures 34(a) and 34(b) demonstrate that a 2-D normal cannot be























































 if λ = (Lx, Ly)T












































= φI = φ.
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particularly denoted by φ for succinctness.
The only type of remaining camera parameters that have not been discussed is
Ri, a three-by-three rotation matrix. Ri has three degrees of freedom. According to
Rodrigues’ rotation formula, a three-by-three rotation matrix, Ri, is associated with
its rotation vector, ~ωi, by
Ri = e
[~ωi]x ,













































Assume that all camera parameters are accurate. In this case, point Xo in the world
coordinate system is projected onto point x̂o on the i
th image plane via πi. However,
in real situations, because of camera calibration errors, Xo + ∆X (as opposed to
Xo) is projected onto x̂o, which indicates that ∆X nullifies the errors of the camera



























where π∗ is any intermediate transformation of πi. For instance, it can be the linear
transformation that maps X to X̃i; in this case, π
∗ is the coordinate transformation
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of equation (1). In equation (70), E1 is φRi
∂X
∂λ
,2 but E2 is variable-dependent. We
discuss them as follows:






























so the rank of φ is two. As such, equation (71) has no unique solution. However,
since ∂X
∂λ
is on the tangent plane of surface S(u), ∂X
∂λ




















where N i is the observation of N in the i
th camera coordinate system.















N i.x N i.y N i.z
 ,













































































(if λ = ti).
where the operator
⊗














































































































































(N i × ~φ2) ( ~φ1 ×N i)
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The long and complicated derivations above indicate that to refine a specific type of



























































































in which ∆t (a scalar) is a positive time step size. Depending on the type of parameter
tended to be refined, two corresponding elements are selected from Table 8 for their
roles in the equations above.
The symbols used in the table are summarized as follows:
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Table 9: Symbols used in Table 8
N : an unit normal observed in the world coordinate frame
N i: the observation of unit normal N in the i
th camera coordinate frame











~φ1: the first row of φ






 0 −a3 a2a3 0 −a1
−a2 a1 0
 given a = [ a1 a2 a3 ]T
~ωi: the rotation axis of Ri⊗













Selecting an appropriate numerical method to locate a local minimum around the
initial estimate is an important issue after the gradient descent directions are analyt-
ically determined in appendix A. During the development of this research project,
many numerical methods, basic and advanced, were adopted to produce a suitable
step size along a given descent direction to locate a local minimum. We usually need
to provide an upper bound to confine a range in which a local minimum may be found
before using these methods. This upper bound is heuristically-determined by our pre-
vious experiments and is presented in equation (25). Considering the robustness and
convergence rate, we eventually selected the strong Wolfe conditions and the corre-
sponding implementation since they do not demand high computation costs and can
produce a moderate estimation of a local minimum. In this section, we particularly
emphasize the details of the strong Wolfe conditions. However, we first introduce
another method that is simpler than the strong Wolfe conditions—the Armijo rule.
B.1 The Armijo rule
In the following context, the objective function to be minimized with respect to λ is
denoted by E(λ). Given a descent direction ~p obtained at the initial estimate λ0, the
Armijo rule, an inexact line search method, produces a scalar α so that E(λ0 + α~p)
has sufficient decrease in E [29, 30]. Note that ~p does not need to be the gradient
descent direction. In practice, ~p can be represented as ~p = −M−1∇E, in which M
is a nonsingular and symmetric matrix. If the gradient descent method is used to
decrease E, then M is selected as an identity matrix; by contrast, if Newton’s method
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is adopted to decrease E, then M is chosen to be the Hessian of E.
Denote
F (α) = E(λ0 + α~p)
and
F̂ (α) = F (0) + εα
∂E
∂~p
= F (0) + εα∇ET~p = F (0) + εαF ′(0), (78)
the Armijo rule states that αi~p is treated as an acceptable vector to approach a local
minimum from the initial estimate, λ0, if
F (αi) ≤ F̂ (αi). (79)
The implementation of the Armijo rule is based on the concept of the following
backtracking search strategy: 
F (αi) ≥ F̂ (αi)
F (αi+1) ≤ F̂ (αi+1)
, (80)
which is illustrated in Figure 35. Initially, α0 is set to a large positive scalar, preferably
a heuristically-determined upper bound, and then iteratively scaled by 1
ς
(ς > 1) until
both inequalities in (80) are satisfied. With an appropriately-chosen ε and a large
initial estimate of α—α0, the first inequality of (80) holds, but the second inequality
does not; they will both hold after α is gradually reduced to a certain value (denoted
by αi+1). At this point, the Armijo rule determines αi+1 as an appropriate step size
along the descent direction, ~p, to reach a local minimum.
Note that ε is a scalar whose value is larger than 0 and smaller than 1; that is,
0 < ε < 1. The function of ε can be understood from the demonstration of Figure 35:
ε not only controls how close an estimated step size can approach a local minimum
but also determines the robustness and efficiency of the Armijo rule. The rule of
thumb for selecting a good ε is to adjust ε so that only one local minimum exists in
the range of α = 0 and α = α̂, where F̂ (α̂) = F (α̂).
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Figure 35: A line search problem for finding a local minimum is effectively an uni-
variate optimization problem, and the Armijo rule provides an inexact but acceptable
solution with moderate computation costs spent. Here, E(λ) is an objective function,









F (αi) ≥ F̂ (αi)
F (αi
ς
) ≤ F̂ (αi
ς
)
is satisfied. In this figure, any α in the highlighted region
can be chosen by the Armijo rule as an appropriate step size for producing sufficient
decrease in E.
In a nutshell, the most obvious advantage of the Armijo rule is its simplicity.
Other than the sequential evaluations of F , the computation costs required by other
parts are low. If ε, ς, and α0 are adequately chosen, the Armijo rule seldom takes too
many iterations to stop.
B.2 The strong Wolfe conditions
In many optimization applications, the Armijo rule generates an over-broad range
of acceptable step sizes. As seen in Figure 35, points in the highlighted region are
treated by the Armijo rule as qualified step sizes for sufficiently reducing E, which is
not true given that some points are far from the local minimum in the figure. If we are
able to narrow the highlighted part down to a region surrounding the local minimum,
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then the iterations of performing the Armijo rule can be reduced. As a result, the
strong Wolfe conditions are conceived to overcome the aforementioned drawback of
the Armijo rule while preserving the original advantages.
Using the notation introduced in the previous section, the Wolfe conditions are
listed as follows:
F (αi) ≤ F̂ (αi), (81)
F ′(αi) ≥ ρF ′(0), (82)
in which 0 < ε < ρ < 1. Inequality (81) is exactly the Armijo rule. Since inequality
(81) is used to find an α that produces a sufficient decrease of E, it is referred to as
the sufficient decrease condition of the Wolfe conditions. By contrast, inequality (82)
is referred to as the curvature condition and is designed to guarantee that a chosen
α is far away enough from the initial estimate of λ. The roles of both inequalities are
illustrated in Figure 36, in which l2 is the tangent line at F (0), l3 has the same slope
(F ′(0)) as l2, and the slope of l4 is −F ′(0). Recall that ~p is a descent direction, so
F ′(0) must be a negative scalar,1 as illustrated in Figure 36. When ρ = 1, possible
αs that satisfy the Wolfe conditions range between [a, c], which is highlighted with
light yellow in Figure 36.
If (82) is replaced with the following inequality:∣∣∣F ′(αi)∣∣∣ ≤ ρ∣∣∣F ′(0)∣∣∣, (83)
then (81) and (83) are jointly referred to as the strong Wolfe conditions. Inequality
(83) in the strong Wolfe conditions applies a stricter condition to restrict the distri-
bution of α than inequality (82) does. Take Figure 36 as an example again, if ρ = 1,
then possible αs that satisfy the strong Wolfe conditions range within [a, b] because
possible αs causing “over-positive” F ′(α) are omitted by the absolute value operator
in (83).
1Because F ′(0) = ∇ET~p < 0
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Figure 36: In this figure, the tangent evaluates at α = 0 is denoted by l2. Points
within [a, c] are chosen by the Wolfe conditions as appropriate scaling factors of ~p to
reach a local minimum, whereas points within [a, b] are selected by the strong Wolfe
conditions as appropriate scaling factors.
B.2.1 Implementation of the strong Wolfe conditions
Compared to the implementation of the Armijo rule, the strong Wolfe conditions
require more sophisticated implementation. The implementation of the strong Wolfe
conditions consists of two phases: bracketing and sectioning, which are thoroughly
discussed and rigorously tested in [38, p.60–p.61] and [18, p.34–p.35]. During the
bracketing phase, a region in which at least a local minimum exists is identified.
Subsequently, the range of the identified region is narrowed down during the sectioning
phase. In this section, we depict two phases in Algorithms 1 and 2, respectively, and
illustrate them in Figures 37 and 38, respectively. Brief explanations concerning the
two phases are given in the following paragraphs.
As described in Algorithm 1, several parameters are set in the beginning of the
bracketing phase: αmax can be obtained through equation (25) and α1 can be ob-
tained through the bisection method, the golden section search, or a polynomial
interpolation (discussed in the sectioning phase). Subsequently, a series of tests are
conducted on α1 to estimate its relative position to the confined local minimum, as
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Algorithm 1 Bracketing phase of implementing the strong Wolfe conditions
Determine αmax, set α0 = 0 and i = 1, and estimate α1 ∈ (α0, αmax)
Loop
Evaluate F (αi)
If (81) is not satisfied or if F (αi) ≥ F (αi−1)· · · [1] of Figure 37
Sectioning (αi−1, αi)
Evaluate F ′(αi)
If (83) is satisfied· · · [2] of Figure 37
Return the current αi since it satisfies the strong Wolfe conditions
If F ′(αi) ≥ 0· · · [3] of Figure 37
Sectioning (αi, αi−1)
Estimate αi+1 ∈ (αi, αmax)· · · [4] of Figure 37
i = i+ 1
End loop
elucidated in blocks [1]–[4] in Figure 37. Note that the second-to-last step of the
bracketing loop—obtaining the α for the next iteration (αi+1 ∈ (αi, αmax))—can be
fulfilled through the same procedure for obtaining α1.
After the bracketing phase identifies a region containing a local minimum, it passes
the lower and upper bounds of the region to the sectioning phase. The two passed
arguments are denoted by αl and αh, respectively; αl, the first argument, is a scaling
factor determined in the bracketing phase that absolutely satisfies the strong Wolfe
conditions. By contrast, αh, the second argument, is chosen accordingly to be on the
opposite side of αl across the local minimum so that F
′(αl)(αh−αl) < 0 always holds.2
With αl, αh, and their corresponding information such as evaluations and derivatives
available, we can interpolate the information to form a quadratic or a cubic function to
approximate F (as shown in [1] of Figure 38). The functions are polynomial, so their
critical points can be analytically determined and an adequate one3 (denoted by αj)
is chosen for further tests. If αj does not satisfy the sufficient decrease condition, then
αj is assigned to αh and the algorithm enters the next iteration. On the other hand,
2Note that readers should not be confused by the subscripts. αh does not need to be larger than
αl.
3The one that approximates the local minimum
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Figure 37: The flow chart and visual illustration of Algorithm1.
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Algorithm 2 Sectioning phase of implementing the strong Wolfe conditions
Loop
Estimate αj ∈ (αl, αh) through interpolation· · · [1] of Figure 38
Evaluate F (αj)




If (83) is satisfied· · · [3] of Figure 38
Return the current αj since it satisfies the strong Wolfe conditions





if αj does satisfy the sufficient decrease condition, it could either satisfy the curvature
condition or not. In the latter case, αj is assigned to αl for the next iteration, and
αh is accordingly updated. In all cases, the range of (αl, αh) is iteratively reduced
through the participation of αj.
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Figure 38: The flow chart and visual illustration of Algorithm2.
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APPENDIX C
GRADIENT DESCENT OF THE LOCAL VARIANCE
PRIOR

























τ−w λdy, so the part inside the curly brackets represents
the local variance of λ within the interval of [τ − w, τ + w]. Taking the derivative of
































































































































To further analytically simplify the above representation, we introduce a window




1 if y ≥ c
0 otherwise
.




















































Since the dual integrals in equation (86) do not depend on each other after the









































































































































Note that ys in equation (87) serve as the temporal variable in the integral, so we
can replace ys with τs, the symbol used to denote time variable in the context of this















That is , if we use gradient descent to minimize Ecam (attaining
δEcam
δλ
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