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Abstract. This paper presents a method for multiple
description coding, by clustering generic redundant dic-
tionaries into blocks of N atoms. Since these blocks are
likely to gather coherent atoms, the encoder can dis-
tribute atoms from the same coherent block to different
descriptions, without important penalty on the side dis-
tortion. In the same time, atoms from the same blocks
are sufficiently different, such that they contribute to-
gether to efficiently lowering the central distortion. As
opposed to state-of-the-art methods that are purely re-
dundant for the most important components, our strat-
egy allows to gain on the central distortion, without
loosing on the side distortion. The proposed scheme
is applied to the multiple description coding of digital
images, and simulation results show increased perfor-
mances compared to state-of-the-art schemes, in terms
of both distortions, and robustness to loss probability
variations.
1 Introduction
The goal of multiple description coding (MDC) is
the generation of several independently decodable
representations of a source signal, in such a way
that the distortion of the decoded signal improves
with the number of descriptions that are correctly
received. While the number of descriptions is a pri-
ori not constrained, the most popular scenario in
practical applications is represented by two descrip-
tions sent over lossy channels, as shown on Figure 1.
Receiving only the description i (with i = {1, 2})
results in the side distortion Di, while receiving
both descriptions induces a central distortion de-
noted D12.
Multiple description coding offers an interesting
solution for image transmission over lossy channels,
with graceful degradation of the quality when loss
rate increases. In the same time, coding schemes
based on redundant signal expansions over dictio-
naries of atoms, provide very interesting alterna-
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Fig. 1. MDC scenario with two descriptions.
tives for low bit rate image communication appli-
cations ( [1], [2]). However, the generation of mul-
tiple descriptions with redundant transforms has
been poorly explored in the context of image cod-
ing, although multiple descriptions and redundant
dictionaries have inherent common properties that
could be efficiently combined.
In [1] the authors propose generation of multiple
description video coder based on Matching Pursuit.
In their implementation, the first (and most impor-
tant) atoms are repeated in both descriptions, while
the remaining atoms are alternately split between
the descriptions. However, the repeated atoms do
not bring any improvement in the reconstruction
when both descriptions are received. In [3], the
authors use frames as another redundant expan-
sion method to generate multiple descriptions, and
they show that this kind of expansion performs bet-
ter than Unequal Error Protection (UEP) schemes.
However, using frames for the generation of multi-
ple descriptions is still not widely spread due to the
fact that not all subsets of received frame compo-
nents provide a good reconstruction, [4].
Nevertheless, to the best of our knowledge, no
attempt has been made on judicious arrangements
of atoms, in order to produce multiple balanced
descriptions that benefit from the redundancy of
the dictionary. In this paper, we propose a method
for the generation of N-balanced descriptions, by a
priori clustering of the redundant dictionary into
blocks of N coherent atoms. The most significant
atoms in the signal representation are drawn from
the clusters that better approximate the signal, and
distributed into the different descriptions. As com-
pared to atom repetition, such a strategy allows for
a better central distortion since atoms in different
descriptions are not identical; in the same time, it
does not penalize the side distortions since atoms
from the same cluster are likely to be highly cor-
related and thus get a similar ”importance”. A re-
finement stage finally allocates the least important
atoms, alternatively between the descriptions. Ex-
perimental results demonstrate the improved per-
formance of our scheme, both in terms of average
distortion and the robustness to network changes.
The paper is organized as follows. In Section 2,
we explain the method for the generation of multi-
ple descriptions based on dictionary clustering. We
describe the generation and reconstruction, as well
as the bounds on achievable distortions. Section 3
gives the comparisons of our scheme and state-of-
the art schemes. Finally, Section 4 concludes the
paper.
2 Multiple balanced descriptions
with redundant dictionaries
2.1 Redundant expansions with Matching
Pursuit
The main objective in signal compression is to pro-
vide a compact representation with as few elements
as possible. Using redundant sets of basis functions
may provide an interesting advantage when trans-
forming the signal into its most important features.
Redundancy is also expected to be beneficial in the
signal reconstruction, when information is lost.
Searching for the sparsest signal representation
in an overcomplete dictionary of functions, is in
general a NP-hard problem, [5]. However, it is usu-
ally sufficient to find a nearly optimal solution that
would reduce the search complexity in a great man-
ner. Matching Pursuit (MP), introduced by Mallat
in [6], is an example of a greedy algorithm that it-
eratively decomposes any function s in the Hilbert
space H with the elements from a redundant dic-
tionary called atoms. Let all the atoms, denoted by
ai, have a unit norm, ‖ai‖2 = 1, and let D = {ai},
i = 1, 2, ...|D|. By setting R0 = s, the signal is first
decomposed as:
R0 = 〈a0, R0〉a0 +R1 (1)
where a0 is chosen so as to maximize the correlation
with R0:
a0 = argmax
D
|〈ai, R0〉| (2)
and R1 is the residual signal after the first iteration.
The algorithm is iteratively carried out, by apply-
ing the same procedure to the residual signal. After
M iterations, the signal s is decomposed as follows:
s =
M−1∑
i=0
〈Ri, ai〉ai +RM (3)
2.2 Dictionary clustering
Matching Pursuit generally results in very sparse
signal expansions, where the first elements capture
most of the signal energy. Multiple description cod-
ing should ideally provide redundancy for these im-
portant signal components. On one side, the de-
scriptions should however be different enough so
that the reconstruction quality improves with the
number of description. On the other side, each de-
scription needs to provide an acceptable reconstruc-
tion quality when received alone.
To reach this objective, we propose an a pri-
ori stage that clusters a redundant dictionary, such
that each of the clusters contains the N correlated
atoms. Now, instead of running a pursuit on the
level of atoms, we could iteratively decompose the
signal on the level of clusters. Once the best cluster
is chosen, we can attribute its atoms to different de-
scriptions. Receiving more descriptions allows for a
combination of correlated atoms in order to get the
one that better approximates a signal.
In general, we can cluster a dictionary using ei-
ther an top-down or a bottom-up approach. While
the former method fixes a priori the number of clus-
ters, [7], the latter one allows us to set the cardi-
nality of each cluster, [8]. Since each of our clusters
should have N atoms for N descriptions, we will
use the bottom-up approach.
Once the clusters are made, each of them can be
subsequently represented as a molecule, taken as
the centroid of its atoms. The centroid mi mini-
mizes the sum of the distances to all the atoms in
the cluster i:
mi = argmin
m,‖m‖=1
∑
j
d(m, aj) (4)
Different metrics can be used for the distance mea-
sure; one of the most popular ones is : d(ai, aj) =
1− |〈ai, aj〉|2. If the atoms are strongly correlated,
their distance is close to 0, while in the case of or-
thogonal atoms this distance is 1.
2.3 Generation of N descriptions
While providing multiple correlated atoms for each
step of the iterative overcomplete expansion is cru-
cial for the most energetic components of the signal,
it becomes less attractive in the refinement steps,
where energy of atoms becomes small. In this case,
coding with a lot of redundancy results in a waste
of bandwidth resources. The most efficient joint
source and channel coding schemes proceed by un-
equal error protection, and we pursue the same idea
here.
We propose a two-stage coding for obtaining
multiple descriptions, where the most important
features are first redundantly coded between de-
scriptions. Instead of repeating the most important
atoms in the first stage of coding, we however dis-
tribute very similar, but not identical, atoms in
different descriptions. The low energy atoms are
then simply distributed alternatively between de-
scriptions.
In the first stage of coding, we propose the rep-
resentation of the signal to be computed on the
molecules, instead of the atoms themselves. The L
moleculesmi that best approximate the signal s are
selected by running Matching Pursuit on the set of
molecules, which yields:
s =
L−1∑
j=0
< Rj ,mj > mj +RL (5)
The multiple descriptions are built by distributing
each atom from the blocks corresponding to these
molecules, into different descriptions. Formally, if
a molecule mj is chosen in the j-th stage of MP,
we attribute its child aji to description i, with i =
1, 2, ..., N .
In the second stage, after the L most significant
molecules have been chosen, we run MP on the
residual signal RL, at the level of atoms. The chosen
atoms are alternately distributed between the de-
scriptions, to eventually generate descriptions with
a total of M atoms. The atoms in description i
can then be represented by a generating matrix
Φi = {aji}, j = 1, 2, ...,M , where the first L rows
of Φi are children of the L selected molecules, and
the remainingM−L rows correspond to atoms that
are alternately distributed between descriptions.
To generate description i, the signal is finally pro-
jected onto Φi:
Φis
T = Ci (6)
where Ci gives the contribution of each atom in Φi.
When all atom contributions have been computed,
Ci is uniformly quantized into C˜i. Together with
indexes of atoms in Φi, C˜i are then entropy coded
to form the i-th description.
2.4 Reconstruction
The encoding scheme proposed in the previous sec-
tion does not conserve the energy of the signal,
which cannot be reconstructed by simple linear
combination of the atoms as they are received at
the decoder. We therefore need to design a decod-
ing process that removes the redundancy that has
been introduced in the encoding stage.
We consider that descriptions are balanced
(which is generally the case by the proposed con-
struction method) so that any set of k descriptions
induces a similar distortion D12...k, 1 ≤ k ≤ N . If
only a description i is received, we reconstruct the
signal simply by inverting the operations done at
the encoder, as follows:
ri =
(
Φ†i · C˜i
)T
(7)
where T and † respectively denote the transpose
and pseudoinverse matrices. Such a reconstruction
induces a distortion Di that can be bounded by:
Di =
‖s− ri‖2
S
≤ ‖s‖
2
S
−
∑M
j=1 C˜
2
i (j)
S(1 + α(M − 1)) (8)
where S corresponds to the signal size, and α is
the maximal inner product between any two atoms
in Φi. If k descriptions are received, the signal is
reconstructed in a similar way:
r12...k =
[
[(Φ1...Φk)T ]† · [C˜1...C˜k]
]T
(9)
Since the matrix Φ = [Φ1...Φk] has dimensions
2M ×M , computing its pseudoinverse is quite in-
volved. However, the complexity can be drastically
reduced using the fact that Φ† = ΦT (Φ · ΦT )†.
Namely, instead of computing a pseudoinverse of
Φ, we simply compute the inverse of Φ · ΦT that is
a symmetric M ×M matrix. The distortion D12...k
after reconstruction, in this case, can be bounded
by:
D12...k =
‖s− r12...k‖2
S
≤ ‖s‖
2
S
− k · ‖s‖
2 − kD1
S(1 + (k − 1)α)
It is clear from the previous expression that
the distortion decreases with the number of re-
ceived descriptions. However, it is also interesting
to notice that for k ≥ 1: D12...k+1 − D12...k <
D12...k − D12...k−1, i.e., the decrease in distortion
gets smaller as more descriptions are received. Be-
sides, lower α causes a higher decrease in distortion.
Finally, if we assume that the probability of los-
ing each of the descriptions is equal to p, we can
write the average distortion in the presence of losses
as:
Dav =
N∑
k=0
(
N
k
)
pK(1− p)N−kD12...k (10)
3 Experimental Results
For the generation of multiple image descriptions,
we used an overcomplete dictionary of edge-like
functions, as proposed in [2]. We additionally use a
bottom-up Tree Based Pursuit algorithm [8], which
implements a clustering strategy where a fixed
number N of similar atoms are grouped together.
We compare the performance of our scheme with
the existing MDC schemes such as atom sharing
scheme, [1], and the FEC scheme based on UEP, [9],
depicted on Figure 2. The atom sharing scheme re-
peats a certain number of most important atoms
in all the descriptions, while the remaining atoms
are alternatively split between descriptions. On the
other side, FEC scheme applies a systematic code,
like a Reed- Solomon code, column-wise across the
N-packet block. Here, different sets of atoms are
protected according to their importance.
First, we compare the performance of our scheme
for N = 2 descriptions with the existing schemes.
Note that, when N = 2, the UEP scheme is equal
to atom sharing scheme. For the comparison, we
first examine how the minimal achievable average
distortion depends on the packet loss ratio in the
network, p. To do so, we find the optimal num-
ber of shared atoms for the atom sharing scheme
and the optimal L for our scheme. We attribute
200 atoms to each packet/description and approxi-
mately 25 bits/atom (11 bits coding the atom index
plus 14 bits for the uniform quantization of coeffi-
cients). Therefore, the total rate becomes 1.25 kB.
The results are shown on Figure 3. We can see that
our scheme provides improvement of up to 1.6 dB
comparing to the atom sharing (and UEP) scheme.
This is due to the fact that our scheme takes advan-
tage from all the received atoms, while the existing
schemes cannot use the redundant atoms.
Next, we compare all schemes optimized for a
given loss ratio p, but when conditions in the net-
work change. Figure 4 shows the performance of
Fig. 3. PSNR vs loss probability for our and atom shar-
ing scheme, optimized for a total rate of 1.25 kB.
both schemes optimized for p = 10−3 in the whole
range of losses. We can see that our scheme gives
up to 1.3 dB higher PSNR at low loss ratios, while
at very high losses it still performs better, but very
similar to existing schemes.
Fig. 4. PSNR vs packet loss ratio, for our and atom
sharing scheme, optimized for a total rate of 1.25 kB,
and a loss probability of 10−3.
Further on, we examine how the reconstruction
looks as a function of number of received descrip-
tions. All schemes are again optimized for p = 10−3
and the results are depicted on Figures 5 (a) and
(b). We can observe that the side reconstruction
in our scheme has 1.7 dB higher PSNR, while the
central reconstruction is slightly better (0.5 dB).
Now, we consider the case of N = 3 descriptions
and do similar comparisons like in the case of two
descriptions. The minimal average distortion as a
function of p for the three schemes is given in Fig-
ure 6. We see that our scheme outperforms the ex-
isting scheme in the whole range of losses, especially
Fig. 2. (a) FEC scheme and (b) atom sharing scheme
PSNR = 18.4 dB                           PSNR = 28.7 dB
(a)
PSNR = 20.1 dB                            PSNR = 29.2 dB
(b)
Fig. 5. Reconstructed Lena, as a function of a num-
ber of received descriptions: (a) our scheme, (b) FEC
scheme
at low packet loss ratios, where the improvement is
up to 1.7 dB. It is also interesting to notice that the
FEC and atom sharing scheme perform similarly
at low losses, while there is up to 0.7 dB higher
PSNR for the FEC scheme when p = 5%. This is
due to the possibility of FEC scheme to protect
strongly the most important atoms. Figures 7 (a)
Fig. 6. PSNR vs packet loss ratio, for our, FEC and
atom sharing scheme, optimized for a total rate of 1.87
kB, and a loss probability of 10−3.
and (b) show the reconstructions for our and FEC
scheme optimized for p = 1%, as a function of the
(a)
(b)
Fig. 7. Reconstructed Lena, as a function of a num-
ber of received descriptions: (a) our scheme, (b) FEC
scheme
number of received descriptions. We can observe
that receiving only one description results in 1.8
dB higher PSNR with our scheme, while the FEC
scheme gives 1.5 higher PSNR when two descrip-
tions are received. Finally, when all descriptions are
received, our scheme will give slightly better PSNR
than a FEC one (0.1 dB).
To explore further the performance of our scheme,
we fix the total number of atoms to 600 and vary
the number of descriptions from 2 to 4, which
means that we vary the number of atoms per de-
scription from 300 to 150. Minimal average distor-
tions as a function of p for N = 2, 3 and 4 are shown
in Figure 8. We can see that in the range of very
low loss ratios (up to 10−3) it is optimal to have two
descriptions. As the losses increase from p = 10−3
to p = 10−2, having three descriptions will give the
smallest distortion. If the losses exceed 1%, the op-
timal would be to have four descriptions, in which
case the reconstruction gives 0.5 dB higher PSNR.
The fact that the optimal number of descriptions
increases as the losses increase is not a surprising
result and it has been already reported in [10] and
[11], where the multiple description scalar and vec-
tor quantization were used to produce an arbitrary
number of descriptions. Therefore, we have again
shown that having only two descriptions is not al-
ways optimal. Finally, we compare our optimized
Fig. 8. Distortions, as a function of packet loss ratio
and number of descriptions.
scheme (obtained by choosing the optimal num-
ber of descriptions for each p) with the optimized
FEC scheme, but which works with the coefficients
obtained by projection (6), see Figure 9. We can
see that our scheme still outperforms even the new
FEC scheme up to 0.6 dB and in the range of losses
up to p = 1%. The reason why FEC performs worse
at low losses is the higher amount of protection it
put to the atoms; this is also why it performs bet-
ter than our scheme at high losses, since the most
important atoms are heavily protected.
Fig. 9. Comparison of our optimized scheme with the
optimized FEC scheme.
4 Conclusions
In this paper we have shown how the redundant
dictionaries can be exploited to generate multiple
descriptions of images. In contrast to state-of-the
art schemes, we do not repeat the most important
atoms, but instead send very similar but not identi-
cal atoms in each description. We showed that our
method gives better performance both in terms of
the side and central distortion, and that is more
robust to network changes.
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