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Abstract
Using tools from category theory, we provide a framework where
artificial neural networks, and their architectures, can be formally de-
scribed. We first define the notion of machine in a general categorical
context, and show how simple machines can be combined into more
complex ones. We explore finite- and infinite-depth machines, which
generalize neural networks and neural ordinary differential equations.
Borrowing ideas from functional analysis and kernel methods, we build
complete, normed, infinite-dimensional spaces of machines, and dis-
cuss how to find optimal architectures and parameters—within those
spaces—to solve a given computational problem. In our numerical
experiments, these kernel-inspired networks can outperform classical
neural networks when the training dataset is small.
1 Introduction
Background. In recent years, the deep learning framework has achieved
and surpassed state-of-the-art performance in many machine learning tasks,
using a variety of architectures. Notably, in the field of computer-vision,
Convolutional Neural Networks showcase impressive performance [18]. How-
ever, a paradoxical problem affects the performance and robustness of deep
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neural networks. Deeper networks should in principle perform at least as
well as shallower ones, finding in the limit of infinite layers a solution where
the extra layers approximate the identity function. However, [13] reports
that deeper architectures can cause a degradation of performance not ex-
plained by overfitting. Choosing a deep architecture is therefore a difficult
task, where one needs to rely on heuristics, or brute trial and error. Current
approaches to automated architecture search [11] rely on large or augmented
training datasets and manually engineered building-blocks. Moreover, they
often lack principled regularization methods and guarantees of optimality. A
first step in the study of these building-blocks from a topological-geometrical
point of view has been done in [4], showing the relevance of the contraction
property in managing parametric spaces of group equivariant non-expansive
operators (GENEOs).
Aim and contributions. We propose a theoretical framework where neu-
ral networks can be formally described as a special case of a more general
construction—parametric machines. Using the language of category theory,
we introduce this notion in a variety of settings. Modularity—a fundamental
property of standard neural architectures—is intrinsic to this construction:
it is possible to create complex machines as a sum of simpler ones. Our no-
tion unifies seemingly disparate architectures, ranging from hand-designed
combinations of layers, graphically represented here via a hypergraph, to
networks defined via differential equations [7]. The key intuition is that
a neural network can be considered as an endomorphism f on a space of
global functions (defined on all neurons on all layers). If such a network
is feedforward, then id − f is invertible, and its inverse can be computed
via a forward pass. The two broad classes of architectures that we describe
here are the analogous of the classical results that id − f is invertible if
f is a linear nilpotent map (finite depth) or a contraction (infinite depth).
Our ambition is to define architectures with little or no human intervention.
Infinite-depth machines generalize neural ordinary differential equations, by
adding a choice of architecture. Unlike the finite-depth case, whose struc-
ture can be represented by a hypergraph, this architecture is defined in
terms of continuous functions and, therefore, can be parameterized and op-
timized during training. When the training dataset is small, we rely on
kernel methods to guarantee optimality. Finite- and infinite-depth kernel
machines exhibit all shortcut connections, thus avoiding pathologies due to
the architecture depth. Such dense connectivity does not cause a quadratic
increase in the number of parameters in the case of small datasets. In ad-
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dition to the theoretical framework, we test our main algorithms, namely
hypergraph neural architecture search, and discrete and continuous kernel
machines, in three applications, proving their effectiveness, with a focus on
small datasets. Each algorithm has been wrapped as a PyTorch [26] module,
and can be used both as standalone or layer of a classical neural network
architecture.
Structure. Section 2 discusses the necessary categorical preliminaries.
Building on those, we introduce the notion of machine and its stable state.
These generalize the connection between global nonlinear operators on func-
tion spaces and the forward pass of a layered neural network or neural Or-
dinary Differential Equation (ODE), see sections 3.1 and 3.2 respectively.
In section 4, taking advantage of the framework developed in sections 2
and 3, we define a novel architecture based on operator-valued kernels and
filtrations of Hilbert spaces. The proposed constructions are tested on dif-
ferent tasks and compared with state-of-the-art methods.
2 Machines
We lay our fundamental definitions in arbitrary categories, i.e. collections of
objects (such as vector spaces or topological spaces) and morphisms (such
as linear or continuous functions) between them. The basic ingredient is a
functor ι from a linear category L to an arbitrary category C, that is to say
a mapping that associates to each object M ∈ Obj(L) an object ι(M) ∈
Obj(C), and to each morphism m : M1 → M2 a morphism ι(m) : ι(M1) →
ι(M2), compatible with identity and composition.
This grants us some additional flexibility: the source category L could
have different levels of structure, adapting to different data types and giv-
ing the possibility to manually incorporate previous knowledge about the
data [4]. The choice of the target category is interesting for two reasons. On
the one hand, it constrains the machine, depending on what morphisms are
allowed in C (e.g., all continuous functions, only Lipschitz functions, smooth
functions). On the other hand, it adds structure to the machine, allowing,
for example, continuous or smooth parameterizations.
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2.1 Categorical preliminaries
Let R be a commutative ring. A R-linear category (or R-algebroid) is a
category L such that, for L,M ∈ Obj(L), HomL(L,M) is a R-module, and
composition of morphisms is bilinear. We require that both L and C have
finite products, and that the functor ι preserves them. In R-linear categories,
finite products coincide with finite coproducts: they are generally denoted
by ⊕.
Let M be an object in L, X an object in C, and ι : L → C. Then
HomC(X, ι(M)) is a R-module. Indeed, given f, g : X → ι(M), we can
define
X
f×g−−→ ι(M)× ι(M) ' ι(M ⊕M) ι(+)−−→ ι(M).
To simplify the notation, we will denote the resulting morphism f + g.
Given λ ∈ R, and f : X → ι(M), we can consider the morphism ι(λ · id)f ,
which we denote λf for simplicity. Note that, with this definition, it is
always true that (λf + µg) ◦ h = λf ◦ h + µg ◦ h, but not necessarily
h ◦ (λf + µg) = λh ◦ f + µh ◦ g. Composition is therefore only linear in
one argument in EndC(ι(M)). However, the latter equality holds whenever
h = ι
(
h˜
)
, for some h˜ ∈ EndL(M).
As a possible example of such pairs of categories, the reader can con-
sider Ban, the category of complete normed vector spaces (Banach spaces)
with bounded (hence, continuous) linear functions as morphisms, and Top,
the category of topological spaces and continuous functions. The forgetful
functor forget : Ban → Top, associating to each Banach space its underly-
ing topological space preserves finite products. Indeed, both Ban and Top
have finite products, denoted ⊕ and × respectively, and they are compatible
with forget: forget(A⊕B) is canonically isomorphic to forget(A)×forget(B).
The concrete case L = Ban and C = Top does not require knowledge of
category theory to be understood. Readers unfamiliar with category theory
may replace morphism in L with linear, continuous function, and morphism
in C with continuous function (non necessarily linear).
Parameterized morphisms. In order to allow parameterizations in our
framework, we will use the classical construction of Kleisli category [21,
Chapt. VI] over the product comonad [30]. As the general construction on
an arbitrary comonad is quite abstract, we describe it concretely in this
case. Given an object P—the parameter space—in a category C with finite
products, we can build a new category CP , which has the same objects as
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C and such that
HomCP (X, Y ) := HomC(P ×X, Y ).
CP can be shown to be a category with the obvious composition. Intuitively,
morphisms in CP can be thought of as morphisms in C parameterized by
P . We have a functor C → CP given by the identity on objects and on
morphisms
HomC(X, Y )→ HomCP (X, Y ) = HomC(P ×X, Y )
m 7→ piX ◦m.
It is straightforward to verify that this functor C→ CP , preserves products.
Hence, whenever we have a functor that preserves finite products ι : L→ C,
for each P ∈ Obj(C) we can define by composition a corresponding
ιP : L→ CP , (1)
which also preserves finite products.
2.2 Stable state
The definitions given in the previous section allow for the creation of a
framework in which complex architectures can be formally described. We
start by describing how, in the classical deep learning framework, different
layers are combined to form a network. Intuitively, function composition
seems the natural operation to do so. A sequence of layers
X0
l1−→ X1 l2−→ . . . Xn−1 ln−→ Xn
is composed into a map X0 → Xn. However, this intuition breaks down in
the case of shortcut connections or more complex, non-sequential architec-
tures.
From a mathematical perspective, a natural alternative is to consider a
global space X =
⊕n
i=0Xi, and the global endofunction
f =
n∑
i=1
li : X → X.
What remains to be understood is the relationship between the function f
and the layer composition ln ◦ ln−1 ◦ · · · ◦ l2 ◦ l1. To clarify this relationship,
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we assume that the output of the network is the entire space X, and not
only the output of the last layer, Xn. Let the input function be the inclusion
g : X0 → X. The network transforms g into a map h : X0 → X, induced by
li ◦ · · · ◦ l1 : X0 → Xi, for i ∈ {0, . . . , n}. From a practical perspective, h
computes the activation values of all the layers and stores not only the final
result, but also all the activations of the intermediate layers.
The key observation, on which our framework is based, is that f and g
alone are sufficient to determine h. Indeed, h is the only map X0 → X that
respects the following property:
h = g + fh. (2)
Equation (2) holds also in the presence of shortcut connections, or more
complex architectures such as UNet [20] (see section 3.1). The existence
of a unique solution to eq. (2) for any choice of input function g will be
the defining property of a machine, our generalization of a feedforward deep
neural network.
Definition 1. Let R be a commutative ring, and L a R-linear category. Let
ι : L → C be a functor that preserves finite products, and M ∈ Obj(L).
An endomorphism f ∈ EndC(ι(M)) is a machine if, for all morphisms
g : X → ι(M), there exists a unique h : X → ι(M) such that:
h = g + fh.
We call h the stable state of f with initial condition g, and denote by Sf the
stable state of f with initial condition idι(M).
The following result will be crucial to compute stable states in the re-
mainder of this work.
Theorem 1. f ∈ EndC(ι(M)) is a machine if and only if id − f is an
isomorphism. Whenever that is the case, the stable state with initial con-
dition g is given by (id − f)−1 ◦ g. In particular, the stable state of f is
Sf = (id− f)−1.
Proof. Let us assume that f is a machine. Sf = id+fSf , so (id−f)Sf = id,
hence id − f is a split epimorphism. Let h, h′ be such that (id − f)h =
(id− f)h′. Then both h and h′ are stable states of f with initial condition
(id − f)h, hence they must be equal, so id − f is monic. A monic split
epimorphism is necessarily an isomorphism. Conversely, let us assume that
id−f is an isomorphism. Then h = g+fh if and only if h = (id−f)−1g.
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Parametric machines. The specific choice of categories and functors
in definition 1 determines the nature of the machine. We can incorporate
the notion of parameter space as follows. Given a functor ι : L→ C, such as
forget : Ban→ Top, and an object P ∈ C, we can construct a novel functor
ιP given by the composition
ιP : L→ CP ,
as in eq. (1). If ι preserves finite products, then so does ιP (see section 2.1).
A machine with respect to the functor ιP is automatically equipped with a
parameterization based on the space P that can be used in optimization.
We call such machine a parametric machine, with parameter space P .
2.3 Convergence and depth
All nilpotent linear endomorphisms of a Banach space are machines. Con-
tinuous endofunctions with norm strictly smaller than 1 (i.e., not necessarily
linear contractions) are also machines. In both cases, the stable state can
be found by considering the following sequence:
h0 = id and hn+1 = id + fhn. (3)
Even though for different reasons, both in the nilpotent, linear case and in
the contraction case, ‖hm − hn‖ converges to 0 for sufficiently large m,n. If
f is nilpotent and linear, then hn+1 − hn = f(hn − hn−1), so it will go to 0
in a finite number of steps. If instead f has norm λ < 1, then
‖hn+1 − hn‖ = ‖fhn − fhn−1‖ ≤ λ‖hn − hn−1‖.
Therefore, consecutive distances are uniformly bounded by cλn for some c,
hence, for m ≥ n, ‖hm − hn‖ ≤ cλn1−λ , thus ensuring convergence.
Definition 2. Let f, {hi}i∈N be as in eq. (3). The depth of f is the smallest
integer n (if it exists) such that
hn+1 = hn,
and ∞ otherwise.
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2.4 Modularity and computability
Under suitable independence conditions, more complex machines can be cre-
ated as a sum of simpler ones.
Definition 3. Let R,C,L, ι,M be as in definition 1. Let f, f ′ ∈ EndC(ι(M)).
We say that f does not depend on f ′ if, for any X ∈ Obj(C), for any pair
of maps b, b′ : X → ι(M), and for all λ ∈ R, the following holds:
f(b+ λf ′b′) = fb. (4)
Otherwise, we say that f depends on f ′.
Remark 1. Independence of f from f ′ is stronger than asking ff ′ = 0,
because in general it is not true that f(a+ a′) = fa+ fa′.
Definition 3 is quite useful to compute stable states. For example, if f
does not depend on itself, then automatically f is a machine, and Sf = id+f ;
we call such machines square-zero. Under suitable assumptions, machines
can be juxtaposed to recover the notion of deep neural networks.
Theorem 2. Let f, f ′ be machines such that f does not depend on f ′. Then
f + f ′ is also a machine, and Sf+f ′ = Sf ′Sf . If furthermore f ′ does not
depend on f , then Sf+f ′ = Sf + Sf ′ − id.
Proof. By theorem 1 and eq. (4), f + f ′ is a machine:
(id− f)(id− f ′) = (id− f − f ′), (5)
so (id − f − f ′) is an isomorphism (composition of isomorphisms). Equa-
tion (5) also determines the stable state:
Sf+f ′ = (id− f − f ′)−1 = (id− f ′)−1(id− f)−1 = Sf ′Sf .
Moreover, if f ′ does not depend on f , then
f(Sf + Sf ′ − id) = f(Sf + f ′Sf ′) = fSf ,
f ′(Sf + Sf ′ − id) = f ′(fSf + Sf ′) = f ′S ′f .
Hence,
Sf + Sf ′ − id = id + (f + f ′)(Sf + Sf ′ − id).
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Theorem 2 allows us to build a broad class of networks from basic com-
ponents. Given a set of machines {f1, . . . , fn}, we can define its dependency
graph as follows: the set of vertices is {1, . . . , n}, and there is a directed edge
from i to j (for i 6= j) if and only if fj depends on fi. If the dependency
graph is acyclic, then f1+· · ·+fn is a machine, and there is an efficient proce-
dure to compute its stable state. We will need some basic graph-theoretical
notions to describe it.
Layering of acyclic directed graphs. Given a finite directed graph
(V,E), a layering [29] on (V,E) of height k is a partition {V1, . . . , Vk} of
its vertices such that, whenever we have an edge from vi ∈ Vi to vj ∈ Vj,
then necessarily i < j. A directed graph (V,E) can only admit layerings if it
is acyclic. In that case, the height of a layering must be at least the length
of the longest path in (V,E) increased by one. This lower bound is tight.
Indeed, given a vertex v ∈ V , we can define its depth d(v) to be the length
of the longest path terminating in v. A layering of minimal height can be
defined as follows:
Vi = d
−1(i+ 1).
Corollary 1. Let us consider a set of machines {f1, . . . , fn}, and let (V,E)
be its dependency graph. Let us assume that (V,E) is acyclic, with layering
{V1, . . . , Vk}. If we denote f = f1 + · · ·+ fn, then
Sf =
(
id +
∑
v∈Vk
(Sfv − id)
)
. . .
(
id +
∑
v∈V1
(Sfv − id)
)
. (6)
Proof. We can define a new set of machines {l1, . . . , lk}, where
li =
∑
v∈Vi
fv.
For i < j, li does not depend on lj, so eq. (6) follows trivially from theorem 2:
Sf = Slk . . . Sl1 =
(
id +
∑
v∈Vk
(Sfv − id)
)
. . .
(
id +
∑
v∈V1
(Sfv − id)
)
.
Corollary 1 establishes a clear link between sums of independent ma-
chines and compositions of layers in classical feedforward neural networks.
Even though, in general, we are not limited to sequential architectures
(see fig. 2), the layering procedure determines the order in which machines
should be concatenated.
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v1
v3
v2
v4 v5
v6
v7
v8
E1 : {v1,v2} → {v3}
E2 : {v3} → {v4}
E3 : {v1} → {v6}
E4 : {v4} → {v6,v5,v7}
E5 : {v5} → {v8}
Figure 1: Hypergraph representation of a neural network. Given lay-
ers {l1, . . . , l5}, the representation corresponds to the neural network map-
ping (x1, x2, x3, x4, . . . , x8) to (x1, x2, l1(x1, x2) +x3, l2(l1(x1, x2) +x3) +
x4, . . . , l5(l4(l2(l1(x1, x2) + x3) + x4) + x5) + x8).
3 Finite and infinite depth
Neural networks can be seen as a sum of independent square-zero machines,
one per layer. We first use our machine-based framework to design finite-
depth architectures using directed hypergraphs. This allows for shortcut
connections [5, 27], as in, for instance, residual learning networks [13], as
well as more complex connectivities, such as UNet [20].
Analogously, ODEs correspond to a sum of independent contracting
machines, obtained by splitting the time interval into small sub-intervals.
This is a standard strategy to obtain existence and uniqueness results for
ODEs, which are a consequence of the Caccioppoli-Banach principle [16,
Chapt. XVI]—contractions in a complete metric space admit a unique fixed
point. As described in section 2.3, unlike square-zero machines, which have
depth 1, contracting machines can in general have infinite depth. We de-
scribe Volterra machines, a generalization of neural ODEs [7] in our frame-
work, as an example of an infinite-depth machine.
3.1 Hypergraph machines
We will need some basic notions concerning directed hypergraphs from [12].
Definition 4. [12, Sect. 2] Let P : Set → Set denote the power set func-
tor. A directed hypergraph is a pair of finite sets (V , E) of vertices and
hyperedges, with E ⊆ PV × PV, that is to say each hyperedge E can have
several source vertices (or none) and several target vertices (or none). We
denote the subset of source vertices and target vertices s(E) and t(E) re-
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spectively. In the remainder of this work, directed hypergraphs will simply be
called hypergraphs.
Even though [12] requires hyperedges to have disjoint source and target,
we drop this condition. The notion of acyclic hypergraph is identical as
hyperedges with overlapping source and target are cycles of length 1.
Definition 5. [12, Sect. 3] Given a hypergraph (V , E), a path Pab of length
q is a sequence v1 = a,E1, v2, E2, . . . , Eq, vq+1 = b, where:
a ∈ s(E1), vj ∈ t(Ej−1) ∩ s(Ej), j ∈ {2, . . . , q}, and b ∈ t(Eq).
Pab is a cycle if b ∈ s(E1). A hypergraph is acyclic if it has no cycles.
Definition 6. The line graph of a directed hypergraph H = (V , E) is a
directed graph having as nodes the set E of hyperedges of H. E1 is connected
to E2 if and only if t(E1) ∩ s(E2) 6= ∅.
Let (V , E) be an acyclic hypergraph. A nonlinear hypergraph represen-
tation is, for each vertex v ∈ V , an object Mv ∈ Obj(L), and, for each
hyperedge E ∈ E , a map:
ι
(⊕
v∈s(E)Mv
)
ι
(⊕
v∈t(E)Mv
)
.
pE
Let M :=
⊕
v∈VMv. Then pE can be extended to a machine on M :
ι(M) ι
(⊕
v∈s(E)Mv
)
ι
(⊕
v∈t(E)Mv
)
ι(M)
pE
The dependency graph for {pE}E∈E is a subgraph of the line graph of (V , E),
and is therefore also acyclic, hence the endomorphism
∑
E∈E pE is a machine.
Prunable directed graph architectures. Using the graph-theoretical
ideas developed so far, we devised a simple architecture search algorithm
that requires minimal fine-tuning. We start with a finite number of nodes,
each equipped with an activation function on a given space with a group
of symmetries (i.e., translations for convolution, identity for fully-connected
layers). Each node is connected to all preceding nodes with compatible
dimensionality and has a unique fully-connected output. When reaching a
node, the outputs of its incoming edges are summed. During training, we add
to the loss function a cost proportional to the sum of the Euclidean norms
11
(a) Prunable hypergraph,
initialization.
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(b) Trained hypergraph, MNIST.
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(c) Learned convolutional architecture.
Input
1 2 3 4 85 6 7 9 10
Figure 2: As a starting architecture we consider a directed acyclic graph
whose nodes are activation functions (identity, ReLU, upsampling and max-
pooling). Blue directed edges are convolutions and black directed edges are
linear layers. In (a) we show the starting connectivity, which is maximal
with respect to the blue edges which connect all admissible (i.e. same di-
mensionality) activation nodes. During training, we prune those edges whose
weights have sufficiently small Euclidean norm. (b) Architecture after prun-
ing during training on the MNIST dataset (with accuracy ≈ 98.6%). (c)
The learned convolutional architecture.
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of the weights associated with each edge. In fig. 2a we show this construc-
tion for a translation-equivariant architecture used to classify the MNIST
dataset [9], where we start with 10 nodes equipped with activation functions
compatible with an image analysis task, connected by convolutional edges
with a fixed number of channels. During training, we prune edges whose as-
sociated weights have Euclidean norm smaller than a fixed tolerance (10−6),
see fig. 2b. This small tolerance value has minimal impact on the accuracy
of the model while reducing its computational cost. In fig. 2c, we observe
that the learned convolutional architecture has non-trivial connectivity. The
achieved accuracy on the MNIST test set (≈ 98.6%) is below state of the
art. However, this particular algorithm does not require any manual fine-
tuning, other than the choice of equivariance and number and dimension of
nodes, which could be chosen automatically according to the computational
power of the user’s machine. A PyTorch implementation of this algorithm is
available at https://gitlab.com/VEOS-research/hypergraph_machines.
3.2 Volterra machines
A natural generalization of neural ODEs in our framework is given by
Volterra machines. The nonlinear Volterra equation of the second kind is, in
its classical form:
u(t) = ψ(t) +
∫ t
t0
φ(t, s, u(s))ds, for all t ∈ [t0, T ], (7)
where t0 < T ∈ R. This equation generalizes ordinary differential equations.
Whenever φ only depends on the last two arguments, i.e. φ(t, s, v) = φ(s, v),
and ψ(t) = ψ(t0) for all t ∈ [t0, T ], then the solution u of the Volterra
equation (if it exists) also solves the initial value problem:
du(t)
dt
= φ(t, u(t)) and u(t0) = ψ(t0).
We consider the vector-valued case, where the codomain of φ, ψ (and
consequently u) is the finite-dimensional Hilbert space Rn, equipped with
the standard scalar product. Let L2([t0, T ], n) be the Hilbert space of square-
integrable functions from the interval [t0, T ] to Rn. We deviate slightly
from the more standard set of assumptions (see [3]) to ensure existence and
uniqueness of solutions, as we do not ask that ψ is continuous:
1. ψ ∈ L2([t0, T ], n).
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2. φ(t, s, v) is continuous for t0 ≤ s ≤ t ≤ T .
3. φ(t, s, v) satisfies a uniform Lipschitz condition in v for t0 ≤ s ≤ t ≤ T .
That is to say, there exists λ ∈ R such that, for all v, v˜ ∈ Rn,
‖φ(t, s, v)− φ(t, s, v˜)‖ ≤ λ‖v − v˜‖. (8)
We show existence and uniqueness of solutions for square-integrable func-
tions in the machine framework.
Definition 7. Let φ(t, s, v) be a continuous function on t0 ≤ s ≤ t ≤ T
and v ∈ Rn, with values in Rn. If φ(t, s, v) satisfies a uniform Lipschitz
condition in v for t0 ≤ s ≤ t ≤ T , we say that φ is a Volterra machine on
L2([t0, T ], n).
A Volterra machine φ is a machine on L2([t0, T ], n). Let
f ∈ EndTop(L2([t0, T ], n))
be the nonlinear endofunction given by:
f(u) = t 7→
∫ t
t0
φ(t, s, u(s))ds.
Let λ be such that eq. (8) holds. Let us choose a positive integer N such
that
N > λ2(T − t0)2. (9)
For i ∈ {0, . . . , N}, let ti = t0+ iN (T − t0). For i ∈ {1, . . . , N}, we can define
fi(u) = t 7→
∫ t
t0
φ(t, s, u(s))1[ti−1,ti](s)ds.
Clearly f = f1 + · · ·+ fN . Furthermore, for i < j, fi does not depend on fj.
We need to show that fi is a contraction. Then, given u, u˜ ∈ L2([t0, T ], n),
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we have:
‖fi(u)− fi(u˜)‖22 =
∫ T
t0
∥∥∥∥∫ t
t0
1[ti−1,ti](s)[φ(t, s, u(s))− φ(t, s, u˜(s)]ds
∥∥∥∥2
2
dt
≤
∫ T
t0
T − t0
N
∫ t
t0
‖φ(t, s, u(s))− φ(t, s, u˜(s))‖22 dsdt
≤
∫ T
t0
T − t0
N
∫ t
t0
λ2 ‖u(s)− u˜(s)‖22 dsdt
≤
∫ T
t0
λ2
T − t0
N
‖u− u˜‖22 dt
= λ2
(T − t0)2
N
‖u− u˜‖22
Therefore, by eq. (9), fi is a contraction. As f is a sum of machines with an
acyclic dependency graph, it is also a machine on L2([t0, T ], n) by corollary 1.
In particular, given a sequence {ψn}n∈N → ψ∞ of square-integrable functions
that converges in norm L2 to ψ∞, for all n ∈ N ∪ ∞ there is a unique un
such that
un(t) = ψn(t) +
∫ t
t0
φ(t, s, un(s))ds, for all t ∈ [t0, T ],
and the sequence {un}n∈N converges in norm L2 to u∞.
3.2.1 Efficient Volterra machines
Nonlinear Volterra integral equations are in general harder to solve than
ordinary differential equations (see [3] for a review of possible methods).
This is particularly problematic here, as we wish to solve a Volterra equation
in a time comparable with the forward pass of a neural ODE. Luckily, some
special cases of Volterra equations admit a simpler solution in terms of a
system of ODEs [6]. Let U, V,W be finite real vector spaces equipped with
a bilinear map B : U ⊗ V → W . Let φ1, . . . , φm be U -valued functions, and
c1, . . . , cm V -valued functions. We can consider:
φ(t, s, v) =
m∑
j=1
B(φj(s, v), cj(t)).
Analogously to a result presented in [6], we can solve the corresponding
Volterra equation as a system of ODEs.
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Theorem 3. [6, Thm. 3] Let ψ ∈ L2([t0, T ], n). Let
φ(t, s, v) =
m∑
j=1
B(φj(s, v), cj(t)).
Let {z1, . . . , zm} be the solution to the following system of ODEs:
dzj(t)
dt
= φj(t, u(t)) for all t ∈ [t0, T ], with zj(t0) = 0, (10)
where
u(t) = ψ(t) +
m∑
j=1
B(zj(t), cj(t)).
Then, u, φ, ψ respect eq. (7).
Proof. Integrating eq. (10), we obtain
zj(t) =
∫ t
t0
φj(s, u(s))ds.
Therefore:
u(t) = ψ(t) +
m∑
j=1
B(zj(t), cj(t))
= ψ(t) +
m∑
j=1
∫ t
t0
B(φj(s, u(s)), cj(t))ds
= ψ(t) +
∫ t
t0
m∑
j=1
B(φj(s, u(s)), cj(t))ds
= ψ(t) +
∫ t
t0
φ(t, s, u(s))ds.
This can be seen as a continuous analog of neural architecture search.
Given a family of Neural ODEs {φ1, . . . , φm}, and functions {c1, . . . , cm}, we
can compute a loss function with respect to the Volterra machine
m∑
j=1
B(φj(s, u(s)), cj(t)).
From this perspective, the relative strengths of cj(t) can be interpreted as
routing. We will give an application of Volterra machines in section 4.3, in
the context of kernel methods.
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4 Kernel machines
We are interested in combining kernel methods [28] with the machine frame-
work. In their simplest form, kernel methods associate to an input space
X a Hilbert space H of real-valued functions defined on X. Here, how-
ever, we are interested in studying Hilbert spaces of endofunctions of X. To
do so, we will need some notions from the theory of operator-valued kernel
methods [1, 15, 24].
4.1 Operator-valued kernels
Let X be a space, and Y a Hilbert space, with scalar product 〈 - , - 〉. We are
interested in studying functions X → Y . In the remainder, we will denote
the set of functions from a space X to another space Y by Y X . Let L(Y )
be the space of bounded linear endomorphisms of Y . It is a Banach space,
with norm given by the operator norm.
Definition 8. [15, Def. 3] Let Y be a Hilbert space. A map K : X ×X →
L(Y ) is an operator-valued kernel if the following conditions are satisfied.
1. For all x1, x2 ∈ X the operator K(x1, x2) : Y → Y is self-adjoint.
2. For all x1, . . . , xn ∈ X, c1, . . . , cn ∈ Y , the matrix
Mi,j = 〈ci, K(xi, xj)cj〉
is positive-semidefinite.
Remark 2. A scalar kernel on X can always be seen as an operator-valued
kernel K : X ×X → L(Y ), where for all x1, x2 ∈ X, K(x1, x2) is a multiple
of the identity.
An operator-valued kernel K : X ×X → L(Y ) will induce a feature map
X → H ⊆ Y X , where H is the Reproducing Kernel Hilbert Space (RKHS [2])
associated to K. In particular, H is a space of Y -valued functions on X.
Every function in H can be written as a sum:
f(x) =
∞∑
j=1
K(x, xj)cj,
where, for every j, xj ∈ X and cj ∈ Y . Even though the above sum has
infinite elements, this is never a problem in practice. Given a function f ∈ H
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and a finite dataset {x1, . . . , xm}, one can always find {c1, . . . , cm} such that,
for all x ∈ {x1, . . . , xm},
f(x) =
m∑
j=1
K(x, xj)cj.
In general machine learning problems, the function
∑m
j=1K( - , xj)cj is prefer-
able to f as, even though they are indistinguishable on the training dataset,
we have ∥∥∥∥∥
m∑
j=1
K( - , xj)cj
∥∥∥∥∥
H
≤ ‖f‖H ,
and hence
∑m
j=1K( - , xj)cj tends to be smoother and better behaved.
As H is a space of functions from X to Y , we have a canonical map
H × X → Y , given by function evaluation. In what follows, we will focus
on the case X = Y .
Definition 9. Let X be a Hilbert space. Let K : X × X → L(X) be an
operator-valued kernel, with RHKS H. K is a kernel machine if the canonical
map
H ×X → X
is a parametric machine.
Definition 9 implies that for all f ∈ H, the function f is a machine
on X. Furthermore, one can use standard techniques from kernel methods
to learn a function f ∈ H whose associated stable state optimizes some
relevant quantity. In the case of kernel machines, an analog of the representer
theorem [17] holds.
Theorem 4. Let us consider a finite set S = {s1, . . . , sm}, a map g : S → X,
and a function Λ: Xm×R→ R strictly increasing in the last variable. Any
solution to the optimization problem
min
f∈H
Λ(h(s1), . . . , h(sm), ‖f‖H), (11)
where h is the stable state of f with initial condition g, is of the form
f(x) =
m∑
j=1
K(x, h(sj))cj.
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Proof. Let us consider one solution f . Let h be its stable state with initial
condition g, and let xj = h(sj), for j ∈ {1, . . . ,m}. Let f˜ be the projection
of f on the subspace:
{K( - , x1)c1 + · · ·+K( - , xm)cm | c1, . . . , cm ∈ X} .
We start by observing that, for each j ∈ {1, . . . ,m}, f˜(xj) = f(xj). h is the
stable state of f˜ with initial condition g, as, for every j ∈ {1, . . . ,m},
h(sj) = g(sj) + f(h(sj)) = g(sj) + f˜(h(sj)).
As a consequence, f˜ produces a value smaller or equal than f in eq. (11),
with equality if and only if they have the same norm, that is to say
f ∈ {K( - , x1)c1 + · · ·+K( - , xm)cm | c1, . . . , cm ∈ X} .
In the context of kernel machines and for very small datasets, theorem 4
can be applied directly, guaranteeing optimality. In practice, for medium
or large datasets, standard downsampling techniques, such as Nyström sam-
pling [10], could be applied to replace S = {s1, . . . , sm} with a smaller subset
of anchor points S˜ = {s˜1, . . . , s˜m˜}, with m˜ < m.
In the following sections 4.2 and 4.3, we will give two classes of examples
of kernel machines, based on discrete and continuous filtrations of a Hilbert
space.
4.2 Finite depth kernel machines
We associate a kernel machine to an arbitrary Hilbert space equipped with
a finite filtration of closed subspaces.
Definition 10. Let X be a Hilbert space, equipped with a finite filtration of
closed subspaces
0 = X0 ⊆ X1 ⊆ X2 · · · ⊆ Xn ⊆ Xn+1 = X.
Let us consider a family of operator-valued kernels
Ki : Xi ×Xi → L(Xi+1 ∩X⊥i ) for i ∈ {0, . . . , n}.
The sum kernel machine is given by
K =
n∑
i=0
Ki.
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Figure 3: Performance of finite-depth kernel machines. We trained a
kernel network and a multilayer perceptron with the same number of train-
able parameters to fit a polynomial in two variables on a 6×6 grid of points.
While both achieve good performance, the kernel machine shows better de-
coding (a) and a smaller loss function on the validation set (dashed line) (b).
In (c) we test robustness to noise of the kernel machine (514 parameters) in
a noisy interpolation problem, comparing it with a 2 layers perceptron (609
parameters) with ReLU and sigmoid nonlinearities, respectively. In (d) we
show how different regularization coefficients affect the performance of the
kernel machine.
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The decomposition K =
∑n
i=0Ki corresponds to a decomposition of
the RKHS H ' ⊕ni=0Hi, where, for every i, Hi is the RHKS of Ki. In
particular, given an endofunction f ∈ H, we have a unique decomposition
f = f0 + · · ·+ fn, where fi ∈ Hi for all i ∈ {0, . . . , n}.
Proposition 1. Let K be a sum kernel machine, and let H be the corre-
sponding RKHS. The application map
% : H ×X → X
(f, x) 7→ f(x)
is a parametric machine. As a consequence, each endofunction f ∈ H is a
machine.
Proof. Let us write:
% = %0 + · · ·+ %n,
where, for i ∈ {0, . . . , n}, %i is the application map corresponding to Ki.
It is straightforward to show that, for i1 ≤ i2, %i1 does not depend on
%i2 . In particular, each %i is square-zero, and thus a machine. Moreover,
the dependency graph of {%0, . . . , %n} is acyclic, as the source of each edge
always has a smaller index than the target. It follows from corollary 1 that
%0+· · ·+%n is a machine, whose stable state can be computed via eq. (6).
In classical terms, kernel machines in H correspond to a network with
n + 1 layers and all shortcut connections. While in classical deep neural
networks this would cause an explosion in the number of parameters, which
would grow quadratically with the number of layers, in the case of small
datasets and kernel machines this is not the case. A general kernel machine,
on a training set with m datapoints {s1, . . . , sm}, can be expressed as:
X 3 x 7→
n∑
i=0
m∑
j=1
Ki(x, h(sj))cj, (12)
where h is the stable state of the kernel machine (see theorem 4). Each cj
is a vector of dim(X) free parameters. Therefore the number of parameters,
m · dim(X), grows linearly, rather than quadratically, with the number of
layers.
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Finite-depth kernel machines on small datasets. Small datasets are
the natural testbed for finite-depth kernel machines given the architecture
described by eq. (12) and optimality guarantees obtained in theorem 4. We
implemented this architecture as a PyTorch module (https://gitlab.com/
VEOS-research/finite-depth-kernel-machines) and chose to work with
radial basis function kernels of the form
K(u, v) = exp(−‖u− v‖2).
We first test the architecture on a surface-fitting task, with ground truth
p(x, y) = (2x − 1)2 + 2y + xy − 3. The training set consists of 36 points
obtained by evaluating p on a uniform 6 × 6 grid in [0, 1]2. Test points are
randomly chosen in the same domain (see fig. 3a). We report the perfor-
mance of the kernel machine (324 parameters) in fig. 3b and compare it with
a two-layers perceptron (625 parameters). Although both architectures are
regularized, we can observe how the perceptron’s performance is affected by
overfitting, while the kernel machine reaches similar loss values on the train-
ing and test set. We then test the same kernel machine on the interpolation
of noisy data, see fig. 3c. Again, we compare its performance against 2-layer
perceptrons with ReLU and sigmoid activation functions, respectively. We
train on 100 random points obtained by sampling from a noisy sine. The
kernel machine reaches the best performance on both the training and the
validation set. Finally, on the same task, we test in fig. 3d the robustness of
the kernel machine to variation of the regularization cost.
4.3 Infinite depth kernel machines
To translate the discrete filtration kernel described in section 4.2 to the
continuous case, we replace the discrete filtration with a continuous one.
Let X be a Hilbert space, t0 < T ∈ R, and
0 = Xt0 ⊆ · · · ⊆ Xt ⊆ · · · ⊆ XT = X (13)
a filtration of closed subspaces of X. We need a technical assumption to
proceed in the continuous case.
Definition 11. Let X be a Hilbert space. Let {Xt}t∈[t0,T ] be a filtration on
X, and let pit denote the orthogonal projection on Xt, for t ∈ [t0, T ]. We say
that {Xt}t∈[t0,T ] is continuous if, for all x ∈ X, the function
[t0, T ]→ X
t 7→ pit(x)
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is continuous with respect to the norm on X.
Theorem 5. Let X be a Hilbert space, with a continuous filtration {Xt}t∈[t0,T ],
and corresponding orthogonal projections {pit}t∈[t0,T ]. Let K : X×X → L(X)
be an operator-valued kernel, and H be its RKHS. Finally, let
% : H ×X → X
be the application map. Let us assume that
• the distance induced by K is bounded by a multiple of the norm-induced
distance on X,
• for all t ∈ [t0, T ], for all x1, x2 ∈ X,
K(x1, x2)pit = pitK(x1, x2) = pitK(pitx1, pitx2).
Then % is a parametric machine, that is to say K is a kernel machine.
Proof. Let λ > 0 be such that, for all x1, x2 ∈ X,
‖K(x1, x1) +K(x2, x2)− 2K(x1, x2)‖L(X) ≤ λ2‖x1 − x2‖2X .
Let
H 3 ξ =
∞∑
j=1
K( - , xj)cj.
Let m be such that∥∥∥ξ − ξˆ∥∥∥ ≤ 1
4λ
, where ξˆ :=
m∑
j=1
K( - , xj)cj.
As the filtration {Xt}t∈[t0,T ] is continuous, for all c ∈ X, the map t 7→ pit(c) is
continuous and, therefore, uniformly continuous. In addition, pit commutes
with K by hypothesis, therefore we can choose N such that, given ti :=
t0 +
i
N
(T − t0), for i ∈ {1, . . . , N},∥∥∥(piti − piti−1) ξˆ∥∥∥ =
∥∥∥∥∥
m∑
j=1
K( - , xj)
(
piti − piti−1
)
cj
∥∥∥∥∥ ≤ 14λ.
Let B
(
ξ, 1
4λ
)
be an open ball of radius 1
4λ
around ξ. For each ξ˜ ∈ B (ξ, 1
4λ
)
,
and for all i ∈ {1, . . . , N},∥∥∥(piti − piti−1) ξ˜∥∥∥ ≤ 34λ.
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For all i ∈ {1, . . . , N}, for all ξ˜ ∈ B (ξ, 1
4λ
)
, let ξ˜i =
(
piti − piti−1
)
ξ˜. Then,
for all x1, x2, c ∈ X,
〈ξ˜i(x1 − x2), c〉2X = 〈ξ˜i, K( - , x1)c−K( - , x2)c〉2H
≤ ‖ξ˜i‖2H · ‖K( - , x1)c−K( - , x2)c‖2H
≤
(
3
4λ
)2
· 〈c, (K(x1, x1) +K(x2, x2)− 2K(x1, x2)) c〉X
≤
(
3
4λ
)2
· ‖c‖2X‖K(x1, x1) +K(x2, x2)− 2K(x1, x2)‖L(X)
≤
(
3
4
)2
‖c‖2X‖x1 − x2‖2X .
By choosing c = ξ˜i(x1 − x2), it follows that
‖ξ˜i(x1 − x2)‖ ≤ 3
4
‖x1 − x2‖,
hence ξ˜i is a contraction. For i1 < i2, ξ˜i1 does not depend on ξ˜i2 , therefore
ξ˜ = ξ˜1 + · · ·+ ξ˜N
is a machine, thanks to corollary 1. As the same computing procedure can be
applied to to all ξ˜ in a neighborhood of ξ, we have shown that % : H×X → X
is a continuous parametric machine, hence K is a kernel machine.
4.3.1 Computing continuous kernel machines efficiently
Let us consider a particular case of filtration on a Hilbert space. Let X =
L2([t0, T ], n), and for all t ∈ [t0, T ] let Xt = L2([t0, t], n). Let k : Rn ×Rn →
L(Rn) be a finite-dimensional continuous operator-valued kernel. We can
consider the following operator-valued kernel
(K(x1, x2)x) (t) =
∫ t
t0
k(x1(s), x2(s))x(t)ds,
where x1, x2, x ∈ X and t ∈ [t0, T ]. Let H be the RKHS corresponding to
K. Let us further assume that the distance induced by k on Rn is bounded
by a multiple of the Euclidean distance. Then the distance induced by K on
X is bounded by a multiple of the L2 distance. By theorem 5, H ×X → X
is a parametric machine.
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Figure 4: Performance of infinite-depth kernel machines. We trained
an infinite-depth kernel machine on one random sample per class of the
MNIST dataset and tested it on the 10000 test samples. We approximated cj
with a truncated Fourier series. In fig. 4a we report the test loss and accuracy
obtained varying the number of Fourier components used to approximate cj
and fixing the regularization cost to 0.1. According to our expectation an
increase in number of Fourier components corresponds to an increase in
performance (best ≈ 50%). Figure 4b shows how cj evolves during training
(epochs on the y-axis). Setting the number of Fourier components to 20,
the change in performance caused by a variation of the regularization cost
is reported in fig. 4c, and in fig. 4d the corresponding cj histograms.
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Let f =
∑m
j=1K( - , xj)cj be a machine in H. Let ψ ∈ L2([t0, T ], n) be an
initial condition. The stable state is given by the solution to the following
Volterra equation:
u(t) = ψ(t) +
∫ t
t0
m∑
j=1
k(u(s), xj(s))cj(t)ds, for all t ∈ [t0, T ], (14)
which can be computed efficiently using theorem 3.
Infinite-depth kernel machines on small datasets. Equation (14)
gives an efficient way to implement and compute infinite-depth kernel ma-
chines. This construction satisfies the optimality result obtained in the-
orem 4. Thus, we implemented infinite-depth kernel machines as a Py-
Torch module and tested them on small datasets (see https://gitlab.
com/VEOS-research/infinite-depth-kernel-machines). Intuitively, an
infinite-depth kernel machine is a continuous architecture adding to state-
of-the-art implementation, such as neural ODEs, all shortcut connections in
time. Thus, we test infinite-depth kernel machines on a reduced version of
the MNIST dataset [9] obtained considering one random sample per class
(i.e. ten training images). In the function space defined by the machine, the
architecture is chosen by selecting an incomplete basis on which the param-
eters of the machine are expressed. In our simulations, we consider radial
basis kernel functions and an incomplete Fourier basis. In fig. 4a, we report
the performance (loss and accuracy on the 10000 image MNIST test set) of
the kernel machine when varying the architecture, i.e. varying the number
of considered Fourier components. As expected, an increase in the number
of such components causes an increase in performance. An histogram of the
parameters cj (see eq. (14)) is shown in fig. 4b. Figures 4c and 4d show the
change in performance of the kernel machine while varying the regularization
cost.
5 Conclusions
We provide a solid categorical foundation for the study of deep neural net-
works. Borrowing ideas from functional analysis and category theory, we
define the abstract notion of machine, whose stable state generalizes the
computation of a feedforward neural network. It is a unified concept that
encompasses both manually designed neural network architectures, as well
as their continuous counterpart such as Neural ODEs [7].
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We take as starting point a forgetful functor from a linear category (Ba-
nach spaces) to a nonlinear one (topological spaces). This alternation be-
tween linear and nonlinear components is one of the key ingredients of the
success of deep neural networks, as it allows one to obtain complex func-
tions as a composition of simpler ones. The notion of composition of layers
in neural networks is unfortunately somewhat ill-defined, especially in the
presence of shortcut connections and non-standard architectures. In the
proposed machine framework, the composition is replaced by the sum. We
describe independence conditions to ensure that the sum of machines is
again a machine, in which case we can compute its stable state (forward
pass) explicitly. This may seem counterintuitive, as the sum is a commuta-
tive operation, whereas the composition is not. However, in our framework,
it is the dependency graph of a collection of machines that determines the
order of composition.
Basic combinations of simple machines—square-zero and contracting—
cover a lot of ground. In particular, using finite sums of square-zero machines
(discrete architectures), we recover classical neural networks, including archi-
tectures with shortcut connections. In this setting, we provide a first simple
application. Starting with a convolutional network with maximal connectiv-
ity, the architecture is automatically pruned during training until a minimal
architecture with robust performance is found. This algorithm is available
as a PyTorch module. Contracting, infinite-depth architectures generalize
neural ODEs [7]. More generally, we prove that, under some Lipschitz and
continuity conditions, nonlinear integral Volterra equations of the second
kind are machines. We provide an efficient procedure, with corresponding
PyTorch implementation, to solve such equations in a special case.
Our approach meshes well with deep kernel learning [8, 19, 22, 23, 25], an
attempt to combine modern advances in deep learning with classical kernel
methods [14]. We believe this is particularly promising when working with
small datasets, a scenario where deep neural networks have traditionally
been less successful. We introduce the notion of kernel machine, a Hilbert
space whose points are machines. There, given a specific loss function, we
can search for machines that minimize it and that have a small norm. Even
though the space is potentially infinite-dimensional, we prove an analog
of the representer theorem, which determines a finite-dimensional subspace
where optimal solutions can be found. This subspace can be quite large in
practice. However, the norm can be used to regularize solutions.
We propose and implement in PyTorch two examples of kernel machines,
with finite- and infinite-depth. First, using kernels on finite filtrations of
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Hilbert spaces, we build finite-depth kernel machines. They correspond to
neural networks with all shortcut connections. In our simulations, with a
comparable number of trainable parameters, kernel machines outperform
multilayer perceptrons in toy problems with no more than 100 training data
points. Second, using continuous filtrations on function spaces, we build
infinite-depth kernel machines. While preserving the advantages of a kernel-
based approach (optimality guarantees), infinite-depth kernel machines in-
troduce the concept of shortcut connection in neural ODEs. Indeed, given
a kernel, the value of the stable state (output) of the machine at time t is
obtained considering a restriction of the kernel to the interval [t0, t], i.e. all
shortcuts up to time t.
The parameters to be optimized are functions in a Hilbert space. As
mentioned above, the infinite-dimensional function space represents a con-
tinuous architecture with all shortcut connections. As a consequence, a key
ingredient of this method is the choice of the incomplete (finite) basis used to
approximate such functions, which corresponds to a choice of architecture.
For instance, discrete architectures can be recovered in this infinite-depth
framework, via an incomplete basis of piecewise constant functions (grid-
based approximation). Rather than limiting the depth of our architecture
by approximating its parameters on a grid, we choose a low-frequency ap-
proximation, working with truncated Fourier series. This is, to the best of
our knowledge, a novel approach to Neural Architecture Search [11], where
different architectures can be chosen (and compared) simply by selecting an
incomplete basis of an infinite-dimensional function space.
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