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We show how to generalize the concepts of identifying and classifying symmetry protected topo-
logical phases in 1D to the case of an arbitrary mixed state. The pure state concepts are reviewed
using a concrete spin-1 model. For the mixed state setup we demonstrate our findings numerically
using matrix product state algorithms. Starting from the ground state and applying various types
of noise sources we find a transient regime where the system is driven out of equilibrium while
retaining its topological properties.
PACS numbers: 64.70.Tg, 75.10.Pq, 05.70.Ln
Introduction – Since the advent of topological insula-
tors the study of phases that are not amenable to a treat-
ment by the Ginzburg-Landau scheme has seen a tremen-
dous revival. In particular, a classification of ground-
states that are separated by an energy gap from the low-
est lying excitations and do not break any symmetry of
the Hamiltonian give rise to the notion of topology: Are
there distinct classes of such states that cannot be trans-
formed into each other without closing the excitation
gap? Prime examples are the fractional quantum Hall
states [1] or the ground states of certain spin systems [2].
Due to their remarkable properties, like the existence of
non-abelian quasi-particles, these states are sought af-
ter both in classical solid state materials as well as in
“quantum engineered” systems like cold atoms, arrays of
superconducting qbits, coupled non-linear laser-cavities,
etc. The flexibility in adjusting system parameters in
these engineered systems often comes at the price of a
poor coupling to a thermal bath. Hence, these systems
are often driven out of equilibrium quite easily. This
raises the question how the notion of a topological state
is carried over to a classification of mixed density matrices
[3–5]. In this paper we study the evolution of topologi-
cal ground states in the presence of non-equilibrium noise
and propose a classification scheme for the corresponding
mixed density matrices in one spatial dimension.
The identification of topological (ground) states at zero
temperature is well understood [1, 6, 7]. The method
of identifying the topological properties depends on the
system at hand: For the case of insulating free fermions
one turns to topological invariants [7–9]. For interact-
ing systems general features such as edge states, ground
state degeneracies and excitation statistics are indica-
tors of topology [10]. One dimensional (1D) systems
are somewhat special as topologically non-trivial phases
can only emerge in the presence of symmetries [11].
Projective representations of the respective symmetry
groups (PSG) provide a powerful tool to classify these 1D
phases [12, 13]. Depending on the type of investigation,
analytical, numerical, or experimental, a PSG analysis
might not always be readily available. Before we em-
bark on the task of classifying mixed density matrices we
mention less definitive, but potentially better accessible,
methods of describing topological properties of gapped
1D phases.
Entanglement plays a key role in the classification of
topological states [11]. For classical systems, correlation
functions can be used to identify phases and phase tran-
sitions. It is only natural to expect that “quantum cor-
relations”, i.e. entanglement, shows features of quantum
phase transitions. By far the most studied type of en-
tanglement is the one between two spatial sub-systems:
One divides the system into two parts labeled A and B,
and considers the reduced density matrix of either of the
two ρA = trBρ. The eigenvalues of ρA form the entan-
glement spectrum (ES) [14], and from their sum one can
extract the so called entanglement entropy. Through the
properties of both the ES and the entanglement entropy
one can obtain information about the topological nature
of the system [15]. We now address the issue of how one
can transfer these concept to the description of mixed
density matrices?
Let us turn back to the question of topological states
in open systems. In order to assess the stability of a
topological phase, a clear feature has to be found that
uniquely identifies whether the state is in a trivial or
non-trivial phase. Attempts at extending the topological
invariants to open systems exist [16–18]. These meth-
ods are restricted to specific types of master equations,
however, and a general tool for the identification of open
system topology is still missing.
The main result of this paper is the introduction of
a classification scheme for mixed density matrices of
gapped 1D systems. It extends the well known PSG
analysis for ground states [12, 13]. We also discuss how
a generalization of the ES can be efficiently calculated
and related to the aforementioned PSG analysis. We de-
velop our ideas on the example of a concrete model, the
antiferromagnetic spin-1 chain. Before we introduce our
method and results we provide a detailed overview on the
tools that have been introduced for the pure state case,
which we then extend to the open system setting.
Review – In this section we introduce the concepts nec-
essary for this paper. We develop all ideas on the basis of
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2a concrete model, highlighting which features are model
specific and which are general. We consider the antifer-
romagnetic spin-1 Heisenberg chain:
H = J
∑
i
Si · Si+1 −B
∑
i
Sxi −D
∑
i
(Szi )
2
. (1)
The S operators represent S = 1 degrees of freedom,
B sets the strength of an external field and D is an
on-site anisotropy. For an extended region in the B–
D phase diagram around the Heisenberg point (B =
D = 0), this model is in a symmetry-protected topo-
logical phase called the Haldane phase [19]. This Hal-
dane phase region also includes the Affleck-Kennedy-
Lieb-Tasaki model [20, 21].
The symmetries of this model responsible for the pro-
tection of Haldane phase are translation, time reversal
and inversion symmetry [19]. At B = 0 the model also
has a Z2 ×Z2 symmetry (spin rotations of pi around two
orthogonal axes), allowing for the definition of a non-local
order parameter called string order [22]
〈Ox,z〉 = lim
|i−j|→∞
〈ψ|Sx,zi e−ipi
∑
i<k<j S
x,z
k Sx,zj |ψ〉. (2)
The string order parameter in z detects a dilute anti-
ferromagnetic ordering of the spins in the z-direction,
where the quantum numbers mz alternate perfectly be-
tween +1 and −1 after stripping out the mz = 0 values
(and similarly for the string order in x). For our model, a
non-vanishing string order identifies the Haldane phase.
For the cases of other symmetries than Z2 × Z2, a gen-
eralized string order can be defined [23]. Unfortunately,
string order is restricted to 1D systems. Moreover it and
cannot be used to fully classify 1D phases [13].
For the full classifcation of gapped 1D phases, we turn
to the projective symmetry group analysis. This is most
easily explained using the formalism of matrix product
states (MPS). In an MPS, the coefficients of a general
wavefuction, given in a local basis |i〉, are written in terms
of a product of matrices:
|ψ〉 =
∑
ij...
Tr
(
A
[1]
i A
[2]
j · · ·
)
|i j · · · 〉. (3)
For every site n, a set of χ×χ matrices A[n]i is introduced
(one for each possible basis state). In general, the bond
dimension χ can be chosen such that the full wavefunc-
tion is exactly represented. For the ground state of 1D
gapped Hamiltonians, such as Eq. 1, an accurate repre-
sentation only requires a χ that grows algebraically with
the number of sites. Hence, Eq (3) is a very efficient
representation of such states.
We are now in the position to turn our attention to the
PSG analysis. A Hamiltonian may be invariant under a
certain set of symmetries G. Every element g ∈ G has
a representation on the wavefunctions, and in particular
one may find a representation (a χ×χ matrix Ug) on the
A matrices:
A˜
[n]
i = e
iϑ(g)U†g A
[n]
i Ug. (4)
As Ug and U
†
g always appear together in the physical
state, the phase ϑ(g) does not affect the problem and
renders the representation projective, i.e., one requires
only UgUg′ = exp[iϕ(g, g
′)]Ugg′ . It has been shown, that
the freedom to assign the phases ϕ(g, g′) gives rise to
equivalence classes of representations that can be used
to classify 1D SPT phases [11, 12, 24] (also see the Ap-
pendices). For example for the Z2 × Z2 symmetry this
leads to classes where the matrices Ug and Ug′ either
anti-commute or commute. The determination of the Ug
matrices can be done efficiently using MPS algorithms
see Ref [13] and Appendices A and B. Besides a simple
platform for the study of PSGs, matrix product states
have more advantages.
Within an MPS formulation, the entanglement spec-
trum is obtained for free. The A
[n]
i matrices in Eq. 3
may be decomposed (via a singular value decomposition)
into Γ
[n]
i λ
[n], where the λ matrices are diagonal matrices
whose entries λα are related to the entanglement spec-
trum via −2 lnλα.
The entanglement spectrum can also be used as a tool
for studying topoplogical phases. Since its introduc-
tion [14], its relation to topology has been extensively
studied. In our case of the 1D SPT phases, the feature
in the ES of a non-trivial state is that all the values λα
form pairs of even multiplicity [25]. This is fundamentally
due to the projective symmetry representation matrices
Ug being antisymmetric [25]. Hence, it is indicating the
PSG. However, a degenerate ES is not in one to one cor-
respondence with the topology of the state. Hence, the
ES is an easily available but not strictly conclusive tool
to investigate gapped symmetric phases. For example, a
state symmetric under both Z2×Z2 and inversion, could
be trivial with respect to one but not the other PSG, but
both would induce the same degeneracy in the ES.
Method – The MPSs introduced above, allow only for
the simulation of pure state wavefunctions. The addi-
tion of an environment in the description of the system
must be done on the level of the density matrix ρ. The
evolution of ρ is governed by a master equation:
ρ˙(t)=L[ρ]=− i
~
[H, ρ]+γ
∑
i
[
L†iLiρ−
1
2
{
ρ, LiL
†
i
}]
, (5)
in which the jump operator L represents the system part
of the coupling to the environment. We shall consider
different jump operators in our discussion of the results.
We first turn to the simulation of the density matrix.
The MPS formalism can be extended to simulating the
density matrix via the superoperator approach [26, 27].
The density matrix is expanded in a set of local basis
3matrices σi, after which the coefficients in this expansion
are written as a product over matrices:
ρ =
∑
ijk...
ρijk...σiσjσk · · · , (6)
ρijk... = Tr
(
A
[1]]
i A
[2]]
j A
[3]]
k · · ·
)
. (7)
The density matrix ρ is then interpreted as a vector |ρ〉],
on which superoperators act as matrices. A superopera-
tor TA that represents multiplication by a matrix A, i.e.
TA[ρ] = Aρ, is turned into a matrix T
]
A acting on the
vectorized density matrix as
T ]A|ρ〉] = |TA[ρ]〉] = |Aρ〉].
In particular the master equation in Eq. 5 turns into
|ρ˙〉] = L]|ρ〉], and becomes formally equivalent to the
Schro¨dinger equation. This allows us to simulate the
density matrix MPS using the same algorithms as for
the pure state MPS [26, 28, 29].
Using the superoperator approach we are able to go
through the program outlined on the pure-state problem:
(i) We can calculate expectation values and correlation
functions (such as string order); (ii) we can determine the
action of projective symmetries on the MPS to obtain the
Ug matrices; (iii) and we can calculate the superentan-
glement spectrum.
The superentanglement spectrum (SES), λ], is ob-
tained from the A[n]] matrices via a decomposition into
Γ]λ
[n]
] in the same way es the ES is obtained in the pure
state case. Let us analyze what we can learn from the
SES. If |ρ〉] describes a pure state, it is straightforward
to show that λ] = λ⊗ λ. For a general mixed state, the
relation between the two becomes more involved. Fortu-
nately, the degeneracy (pairs of even mutliplicity) of the
ES is a property that comes from a symmetry of the state,
and therefore persists also for the SES. This allows us to
directly interpret the degeneracy of the SES as coming
from a topologically non-trivial state. In the following
sections, we demonstrate the use of the superoperator
approach on the introduced model (Eq. 1).
Results – As a first step, we calculate the thermal den-
sity matrix using the superoperator approach [27]. Start-
ing from an infinite temperature state, ρ ∼ 1 , any finite
temperature state can be reached by applying the follow-
ing evolution:
|ρβ〉] = |e−βH〉] = e−βT] |1〉]. (8)
Here T] is a superoperator corresponding to T [A] =
1
2 (AH +HA) with H the Hamiltonian in Eq. 1 [27].
The results for the approach of the energy towards the
ground state at the Heisenberg point (B = D = 0) are
presented in the top panel of Fig. 1. The figure also shows
the emergence of the string order parameter 〈Ox,z〉 and
the result of the PSG analysis. We show OZ2×Z2 , com-
puted from the represenation matrices Ug of the Z2×Z2
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FIG. 1. The top panel shows the convergence of energy
and string order while cooling. The OZ2×Z2 trace shows the
state going from non-symmetric to topological. The bottom
panel shows that for finite systems of size L there is a finite
temperature βc at which the string order correlation length
diverges, i.e., string order only develops at T = 0.
degeneracy (n ∈ N, n > 0) significance color
1 • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ . . . trivial red
2n− 1 ◦ ◦ • ◦ • ◦ • ◦ • ◦ . . . trivial yellow
2(2n− 1) ◦ • ◦ ◦ ◦ • ◦ ◦ ◦ • . . . non-trivial/mixed blue
4n ◦ ◦ ◦ • ◦ ◦ ◦ • ◦ ◦ . . . non-trivial/pure green
TABLE I. Color code for SES plots.
symmetry on the MPS (Appendices). This parameter
can take the values 0 if the state is not symmetric, or
±1 for a symmetric and trivial or non-trivial state, re-
spectively. These measurements were performed using
an MPS of maximal bond dimension χ = 100, keeping
the truncation error below 10−8 at all times. The top
panel of Fig. 1 shows finite string order developing at
small but non-zero temperatures, whereas string order is
expected only to develop for zero temperature and infi-
nite systems. This effect is due to the finite size of the
system (see bottom panel and figure caption).
We now turn to the discussion of the SES. The ground
state in the Haldane phase has an ES in which the multi-
plicity of the lowest pair is two. In Fig. 2 the SES is seen
to develop a multiplicity of at least four. The fourfold
multiplicity instead of two is a direct consequence of the
λ] being related to the λ via a tensorproduct.
So far we have shown the development of the topo-
logically non-trivial Haldane phase via the emergence of
string order, the PSG, and the super entanglement spec-
trum. Starting from the ground state obtained from the
cooling, the evolution of the state governed by Eq. 5 can
be simulated for various types of jump operator L.
We intoduce three different jump operators and ex-
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FIG. 2. (Left) The SES as a function of inverse temperature
(only the 42 lowest values are shown). When the temperature
is lowered, the expected pairs with multiplicities being mul-
tiples of four develops. For the color code, see Tab. I (Right)
Time evolution of the ground state at the Heisenberg point
(B = D = 0) with noise strength γ = 0.5 for a local jump op-
erator S− pumping the spins into the minimal Sz eigenstate.
Only the lowest 20 values are shown.
plain where they find an application. First,
Li = S
−
i (9)
represents a case where the spins slowly relax towards
the minimum mz = −1. For an engineered system with
B 6= 0 this corresponds to a decay of the qdit making
up the local spin-1. We then consider the influence of a
fluctuating external field,
Li = S
z
i . (10)
Another potentially important term is a fluctuating Ising
coupling
Li = S
z
i S
z
i+1. (11)
For an implementation of a spin-chain with trapped ions
this correspond to fluctuations in the control gates re-
sponsible for the couplings [30].
For Li = S
−
i , we expect for the steady state a triv-
ial product state. This is confirmed by the single non-
degenerate value in the SES in Fig. 2. The immediate
splitting of the spectrum indicates that this particular
type of pump destroys the symmetries protecting the
topological phase. Varying the noise strength γ simply
sets the timescale for when the steady state is reached.
We now turn to the fluctuating magnetic field (10).
Switching on the noise governed by Li = S
z
i breaks the
Z2 × Z2 symmetry. This is reflected in the PSG param-
eter OZ2×Z2 in Fig. 3. The figure also shows that the
degeneracy in the SES is present nevertheless. The loss
of this symmetry is therefore not enough for the system
to lose its topological nature. For longer times however,
the superentanglement spectrum splits and the symmetry
protected topological state is lost. A two-fold degeneracy
in the super entanglement spectrum excludes the relation
λ] = λ⊗ λ, indicating that the state is not a pure state.
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FIG. 3. Superentanglement spectra for L = Sz (left) and
L = SzSz (right), starting from B = D = 0 with γ = 0.5.
Only the lowest 20 values are shown.
Hence a state obtained by stopping the time evolution
with Lindblad operators at this point would be a topo-
logical mixed state. We have checked the convergence of
our simulations by performing a scaling analysis in the
bond dimension of our MPS (Appendix C).
The fluctuating Ising coupling, Li = S
z
i S
z
i+1, preserves
the OZ2×Z2 symmetry in the transient regime, cf. Fig. 3.
The symmetry is lost only later when the super entan-
glement spectrum loses its degeneracy completely. Also
in this case the degeneracy in the spectrum splits eventu-
ally. But before this happens, the transient regime hosts
mixed states for which the super entanglement spectrum
consists exclusively of pairs of even multiplicity.
Conclusion – The manifestations of topology in out-of-
equilibrium systems is an important issue, especially with
respect to experimental implementations and realizations
of quantum information protocols. We have considered a
generic example of a 1D symmetry protected topological
phase, and studied the degeneracy of the super entan-
glement spectrum. These degeneracies can be directly
linked to the topological phase, and survive in the tran-
sient regime before reaching a steady-state. This shows
that for suitable types of noise, the mixed state may re-
tain a notion of the topological state.
We happily acknoweldge discussion with Frank Poll-
man. This research was supported by the Swiss National
Science Foundation.
APPENDIX
These appendices provides details to statements in the
main text. Its main purpose is to describe the analysis of
the projective symmetry group, and how to obtain such
information in a numerically efficient way. For coherence
and consistency, we begin by describing how expectation
values are measured on the pure and mixed state ma-
trix product states. This allows for the introduction of
a central concept, the ‘transfer matrix’, which is key in
the understanding of the computation of the projective
5symmetry group matrices.
A. Measuring expectation values
Compared to the pure state algorithms, there are mi-
nor differences in the way observables are measured on
the mixed state. This section serves to illuminate them,
by first reviewing how expectation values are measured in
the pure state case. To that end, we first introduce (the
standard) diagramattical represenation of matrix prod-
uct states (MPS).
The matrices A
[n]
i in the expansion of the state as an
MPS are tensors with three indices. The i index is re-
ferred to as the physical leg, since it represents the physi-
cal basis states. For each i the A
[n]
i is a matrix, so that A
in full notation we should include the indices α and β as
(dropping the site index [n] for the moment) Aαβi . This
object can then be represented diagrammatically where
the extruding legs represent the indices
Aαβi = . (12)
Contracting the legs of two A-matrices implies a summa-
tion over them∑
γ
Aαγi A
γβ
j = . (13)
Similarly for the multiplication of A with a physical op-
erator O
∑
j
OijAαβj = . (14)
This allows us to represent the expectation value of an
operatorO by “sandwiching” it between the matrix prod-
uct state represenations of |ψ〉 and 〈ψ|. If we consider
a three-site chain as an illustration, we can express the
measurement of a local operator on the middle site as:
〈ψ|O[2]|ψ〉 = 〈ψ|1 ⊗O[2]⊗ 1 |ψ〉 = .
(15)
If the MPS is in canonical form (which will be explained
below), the measurement of a local operator On on site
n can be computed from only the matrices representing
that site. The previous expectation value is thus equiva-
lent to
〈ψ|O[2]|ψ〉 = . (16)
The transfer “matrix” is defined as
Tαα′,ββ′ = , (17)
and plays a central role in MPS based algorithms. If the
MPS is in canonical form (the following may be taken
as a definition of canonical form), the A matrices are
chosen such that Tαα′,ββ′ has a (unique) right and left
dominant eigenmatrix X with an eigenvalue η with unit
modulus |η| = 1. As an illustration for the above intro-
duced graphical representation of tensors we write this
as
= η , with = 1 = , (18)
where in a further simplification we dropped the labels
on the open legs. It is now clear why Eq. 15 reduces to
Eq. 16 if the MPS is in canonical form.
For the mixed state case, let us consider the case of a
spin-1/2 system. On every site, we introduce a basis for
2×2 matrices: σi=0,1,2,3 = {1 , σx, σy, σz}. It is imporan-
tant that all of the matrices except for σ0 are traceless,
trσi 6=0 = 0. The expectation value of a local operator is
written as 〈O〉 = Tr(ρO). For the pure state case, the
cyclic property of the trace led to this being equivalent
to the sandwiching of the operator between two MPS
copies.
In the mixed state case, the measurement of the expec-
tation value can be captured by a superoperator TO[ρ] =
Tr(ρO). One may compute the matrix elements of T ]O via
T ]i,j = ]〈σi|T [σj ]〉], where the inner product between two
vectorized 2×2 matrices is given by ]〈A|B〉] = 12Tr(A†B).
By virtue of σ0 being the only basis matrix with a non-
vanishing trace, the resulting expression for the expecta-
tion value can be diagramatticaly represented by
Tr(ρO[1]O[2]) = , (19)
where the 0’s represent selecting the only the i = 0 coeffi-
cient on each matrix, and the trace is obtained by closing
the bonds up top.
B. Determining the Ug matrices
The computation of the matrix representation of the
projective symmetries can be efficiently done on the MPS
of the density matrix.
Using the diagramattical representation introduced
above, we are now in the position to find the represen-
tation matrices Ug. Let us restrict the exposition here
6to symmetries that do not mix different sites, e.g., spin
rotations. The generalization to translation or inversion
symmetries, etc, is then straightforward. Each element
of the symmetry group g ∈ G as a natural representation
Rg on the physical Hilbert space. We are looking for a
represantion on the bond degrees of freedom
= eiϕ . (20)
We now show that the generalized transfer matrix
(21)
has as its dominant eigenmatrix Ug with eigenvalue λe
2iϕ.
We first use the definition of the Ug matrices
= e2iϕ (22)
Dropping the phase factor e2iϕ we now continue
=
= η = η . (23)
In the first step we made use of the unitarity of Ug and in
the second step we used (18). With this we proved that
the generalized transfer matrix has a dominant eigenma-
trix Ug.
Using Eq. (23) we have a simple recipe at hand. (i)
Find the MPS of the density matrix, i.e., the A-matrices.
(ii) Construct the generalized transfer matrix (21). (iii)
Find the dominant eigenmatrix, which is the sought af-
ter Ug. Note that if the dominant eigenvalue is not of
unit modulus, the state was evidently not invariant un-
der the symmetry operation and the Ug matrix can be
disregarded.
With the Ug matrices we are now able to determine
whether the state is in a topologically trivial or non-
trivial phase. We will now consider one such calculation
in more detail for the case of the Z2 × Z2 symmetry. If
a state has this symmetry, 180-degree rotations around
the x and z axes leave it invariant. For each of these two
operations, Rx and Rz, we can obtain the matrix repre-
sentations Ux and Uz of how they act on the MPS A ma-
trices. Rotating by 180-degrees twice will give back the
same state up to a possible phase, so that U2x = e
iϕ1 and
similar for Uz. One may choose to absorb this phase in
the definition of the Ux matrix, gauging it away. But this
gauge freedom does not exist for all of the elements of the
symmetry group Z2×Z2. In particular, one may consider
the operations RxRz and RzRx. The representations of
these operations have a relative phase of ±1 that cannot
be gauged away. In other words, UxUz = ±UzUx and
hence Ux and Uz either commute or anti-commute. This
can be captured in a number by computing
OZ2×Z2 =
1
χ
Tr(UxUzU
†
xU
†
z ),
which evaluates to ±1 if the matrices commute or anti-
commute respectively. If the state was not symmetric,
this analysis might still produce a ±1, but one manually
sets its value to zero in such a case.
C. Scaling of bond dimension
In order to check the convergence of the MPS method,
a comparison between different bond dimensions χ is cru-
cial. We perform a scaling analysis of the point where
the state becomes topologically non-trivial in the cooling
simulations. For a fixed degeneracy threshold, we track
the (inverse) temperature at which the lowest two super
entanglement values become degenerate as a function of
bond dimension χ. The results for a (small) degener-
acy threshold of about 10−4 are shown in Fig. 4, indi-
cating that from bond dimensions about 60 and higher
little variance is found in the transition temperature. De-
creasing the threshold shows that full degeneracy is only
reached for zero temperature. A similar analysis can be
performed on the noise traces (see Fig. 5). A ’landmark’
point can be set at the point where the lower four-fold
degenerate pair splits into two two-fold degenerate pairs.
The exact point at which this happens for various bond
dimensions differs, but does not seem to indicate trend
towards immediate splitting upon increasing the bond
dimension.
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