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Tato práce se zabývá rozšířenými modely bezkontextových gramatik a zkoumá možnosti
jejich úpravy a využití pro deterministickou syntaktickou analýzu pomocí metod hluboké
syntaktické analýzy struktur, které nejsou bezkontextové. Zavádí upravený bezkontextový
model LL programovaných gramatik a hlubokého zásobníkového automatu, umožňující de-
terministickou syntaktickou analýzu těchto struktur.
Abstract
This work deals with advanced models of context-free grammars and explores the possibi-
lities of adaptation and usefulness for deterministic parsing of non-context-free sructures
by deep parsing method. It introduces adapted model of context-free grammar named LL
programmed grammar and adapted deep pushdown automaton that makes deterministic
parsing of non-context-free structures possible.
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Jednou z nejpoužívanějších a nejprozkoumanějších oblastí teorie formálních jazyků jsou be-
zesporu bezkontextové gramatiky, jelikož tento typ gramatik odpovídá rodině jazyků, které
jsou velmi často využívány v oblasti syntaktické analýzy nebo celých překladačů. Oblast
týkající se bezkontextových gramatik či obecně modelů bezkontextových jazyků je velmi
dobře prozkoumaná a zdokumentovaná, ovšem právě pro překladače nejsou bezkontextové
struktury zcela postačující. Jedná se hlavně o sémantické vlastnoti jednotlivých programo-
vacích jazyků, které mnohdy nelze popsat pomocí bezkontextových struktur. Obecně lze
říci, že sice existují gramatické modely umožňující popis syntaxe i sémantiky programova-
cích jazyků, ale jejich praktické využití je velmi náročné.
Řízené gramatiky a syntaktická analýza na nich založená skýtá možné východisko z této
situace. Jedná se o modely, které jsou založené na bezkontextových modelech, a proto je
možné pouze upravit již fungující aplikace a tím rozšířit jejich stávající možnosti.
Ač byly různé modely řízených gramatik publikovány již v druhé polovině šedesátých let
dvacátého století, je tato oblast, oproti bezkontextvým gramatikám a modelům, poměrně
nepopsaná. V roce 1989 vydal prof. Sebesta článek [15], ve kterém popisuje syntaktický ana-
lyzátor pro programované gramatiky. V současné době je situace obdobná jako v minulém
století a řízené gramatiky jsou jakoby mírně opomíjeny.
Tato práce si klade za cíl vytvořit modifikovaný model gramatiky, kterou bude možné,
za pomoci metod hluboké syntaktické analýzy, použít pro analýzu syntaktických struktur,
které nejsou bezkontextové. Právě pro tento účel se jeví jako vhodné použití řízených grama-
tik, které navyšují sílu bezkontextových gramatik. Proto budou v úvodní části prozkoumány
některé typy řízených gramatik, ze kterých bude vybrán a dále upraven nevhodnější model
pro syntaktickou analýzu pomocí metod hluboké syntaktické analýzy. Dále budou popsány
a prozkoumány principy syntaktické analýzy a některé aplikovatelné metody hluboké syn-
taktické analýzy, pro které budou dále prozkoumány možnosti rozšíření a doplnění, aby
byla možná jejich aplikace na navržený model.
Následně bude navržená metoda hluboké syntaktické analýzy pro upravený model gra-
matiky implementována a testována pro analýzu nebezkontextových struktur. Práce nava-
zuje na semestrální projekt, který pokrývá úvodní část, která zkoumá různé typy modelů




V rámci této kapitoly jsou stručně definovány základní pojmy z oblasti matematiky a teorie
formálních jazyků používané v této práci. I přesto je předpokládáno, že čtenář je seznámen
se základními matematickými pojmy a alespoň se základy teorie formálních jazyků.
2.1 Množiny, relace
Množina Q je kolekce rozlišitelných prvků patřících do nějakého univerza, U, bez jakékoliv
struktury kromě členství. Vyjádření, že x je prvkem patřícím do Q, zapíšeme jako x ∈ Q.
Pokud naopak chceme zapsat, že x do množiny Q nepatří, píšeme x /∈ Q. Pokud Q obsahuje
konečný počet členů, pak o Q mluvíme jako o konečné množině, jinak se jedná o nekoneč-
nou množinu. Množina, která neobsahuje žádné členy, je nazývána prázdnou množinou a
značíme ji jako ∅.
Množinu můžeme specifikovat pomocí popisu jejích členů, který je uzavřen do složených
závorek; např. množinu Q obsahující tři celá čísla lze zapsat jako
Q = {0, 1, 3}.
Pak např. množina {a, b, ..., z} popisuje všechna malá písmena anglické abecedy. V případě,
že obsah množiny je definován pomocí složitějších vlastností, např. množina Q je speci-
fikována jako vstup σ, pak Q obsahuje všechny prvky definičního oboru σ. Zápis takové
množiny vypadá
Q = {x|σ(x)}.
Nechť N značí množinu všech kladných celých čísel. Pak množinu všech sudých kladných
celých čísel můžeme popsat jako
Ns = {i|i ∈ N, i je sudé }.
Standardní množinové operace jsou sjednocení ∪, průnik ∩ a rozdíl −, které jsou defi-
novány níže.
Definice 2.1 (Množinové operace)
Nechť Q1 a Q2 jsou množiny. Pak
Q1 ∪Q2 = {x|x ∈ Q1 nebo x ∈ Q2},
Q1 ∩Q2 = {x|x ∈ Q1 a x ∈ Q2},
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Q1 −Q2 = {x|x ∈ Q1 a x /∈ Q2}.





1≤i≤nQi. Pokud je zápis použit pro nekonečně mnoho množin,
je vynechána horní hranice, n.
Definice 2.2 (Podmnožina)
Nechť Q je množina. Pak množina P je podmnožina množiny Q, pokud všechny prvky
množiny P jsou také obsaženy v množině Q; toto pak zapisujeme jako
P ⊆ Q.
Pokud P ⊆ Q, ale Q obsahuje jeden nebo více prvků, které nejsou obsaženy v množině P ,
pak říkáme, že množina P je vlastní podmnožina, což zapisujeme jako
P ⊂ Q.
Pokud dvě množiny, Q1 a Q2, nemají společné prvky, pak se jedná o disjunktní množiny.
Jestliže platí Q1 ⊆ Q2 a Q2 ⊆ Q1, pak Q1 a Q2 jsou identické a můžeme zapsat Q1 = Q2.
V opačném případě nejsou identické a zapisujeme Q1 6= Q2. Pomocí průniku a identity
můžeme zapsat Q1 ∩Q2 = ∅, což značí, že Q1 a Q2 jsou disjunktní.
Definice 2.3 (Potenční množina)
Nechť Q je množina. Potenční množna množiny Q, zapsána jako 2Q, je množina všech
podmnožin množiny Q. Zapsáno jako
2Q = {U |U ⊆ Q}.
Definice 2.4 (Kartézský součin)
Kartézský součin množin Q1 a Q2, zapsán jako Q1 ×Q2, je množina párů definována jako
Q1 ×Q2 = {(x1, x2)|x1 ∈ Q1 a x2 ∈ Q2}.
Definice 2.5 (Relace)
Binární relace (případně jen relace), ρ, z množiny Q1 na množinu Q2 je nějaká podmnožina
jejich Kartézského součinu. Psáno jako
ρ ⊆ Q1 ×Q2.
Namísto (x, y) ∈ ρ je často zapisováno xρy; v některých případech jsou zápisy (x, y) ∈ ρ
a xρy zaměňovány. Jestliže Q1 = Q2, pak říkáme, že ρ je relace na Q1 nebo relace přes Q1.
2.2 Abeceda a jazyk
Jedním ze základních pojmů pro vymezení jazyka jsou pojmy abeceda a jazyk.
Definice 2.6 (Abeceda ([9], s. 25 - 26))
Abecedou rozumíme neprázdnou množinu prvků, které nazýváme symboly abecedy.
V některých teoretických případech lze pracovat i s abecedami nekonečnými, ale pro
účely této práce postačí práce s konečnými abecedami. Jako příklad konečné abecedy lze
uvést latinskou abecedu, jež obsahuje 52 symbolů, které reprezentují malá i velká písmena.
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Definice 2.7 (Řetězec ([9], s. 25 - 26))
Řetězcem (také slovem nebo větou) nad danou abecedou rozumíme každou konečnou po-
sloupnost symbolů z dané abecedy. Prázdnou posloupnost symbolů, tj. posloupnost, která
neobsahuje žádný symbol, nazýváme prázdný řetězec. Prázdný řetězec bude označen pomocí
ε.
Definice 2.8 (Konkatenace ([9], s. 26))
Nechť x a y jsou řetězce nad abecedou Σ. Konkatenací (zřetězením) řetězce x s řetězcem
y vznikne řetězec xy připojením řetězce y za řetězec x. Operace konkatenace je zřejmě
asociativní, tj. x(yz) = (xy)z ne však komutativní, xy 6= yx.
Definice 2.9 (Iterace ([9], s. 26))
Nechť Σ je abeceda. Označme symbolem Σ∗ množinu všech řetězců, nad danou abecedou
Σ, včetně prázdného řetězce, symbolem Σ+ množinu všech řetězců nad Σ vyjma prázdného
řetězce, tj. Σ∗ = Σ+ ∪ {ε}.
Definice 2.10 (Jazyk ([9], s. 29))
Nechť Σ je abeceda a nechť L ⊆ Σ∗ (případně L ⊆ Σ+, pokud ε /∈ L), pak L je jazyk
nad Σ. Jazyk je tedy libovolná podmnožina řetězců nad danou abecedou. Řetězec x, x ∈ L,
nazýváme větou (někdy též slovem) jazyka L.
Nechť Σ je abeceda. Pak 2Σ
∗
reprezentuje všechny možné jazyky nad abecedou Σ, jedná
se tedy o potenční množinu ([3], s. 10).
Jazyk musí být definován velice přesně. Řádná specifikace jazyka podle ([17], s. 30) musí
obsahovat následující:
1. Množinu symbolů, které je možné používat,
2. Množinu všech syntakticky správných řetězců jazyka,
3. „Význam” všech syntakticky správných řetězců jazyka.
Jeden ze způsobů, jak specifikovat jazyk, aby byly splněny všechny výše uvedené pod-
mínky, je využití modelu zvaného gramatika.
2.3 Gramatika
Gramatika se skládá z konečné neprázdné množiny pravidel, která definují syntaxi jazyka,
a také určuje strukturu jednotlivých vět jazyka. O problematiku jazyků a k nim příslušných
gramatik se velice zasloužil Noam Chomsky ([17], s. 31), jenž dal gramatice matematický
koncept definice ve spojení s jeho studiem přirozených jazyků.
Definice 2.11 (Obecná definice gramatiky ([17], s. 35))
Generativní gramatika je čtveřice G = (N,Σ, P, S)
• N je abeceda,
• Σ je abeceda, N ∩ Σ = ∅,
• P ⊂ (N ∪ Σ)∗N(N ∪ Σ)∗ × (N ∪ Σ)∗,
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• S ∈ N .
N - je abeceda nonterminálních symbolů, Σ - je abeceda terminálních symbolů, P - je
množina pravidel a S - je počáteční symbol.
Definice 2.12 (Přímá derivace ([17], s. 35))
Mějme gramatiku G = (N,Σ, P, S). Pro ψ, σ ∈ (N ∪ Σ)∗ říkáme, že ψ přímo derivuje β,
psáno jako ψ ⇒ σ, jestliže existují řetězce ω1 a ω2 (včetně možných prázdných řetězců), kde
ψ = ω1αω2 a σ = ω1βω2, a zároveň α→ β je pravidlo z G.
Definice 2.13 (Větná forma ([17], s. 36))
Větná forma je podmnožina slov z množiny (N ∪ T )∗, které jsou odvoditelné z počátečního
nonterminálního symbolu S. Pak jazyk L generovaný gramatikou G je množina všech vět-
ných forem, které obsahují pouze terminální symboly např.: L(G) = {ω|S ⇒∗ ω a ω ∈ T ∗}.
Podle ([17], s. 38 - 42) klasifikoval Chomsky čtyři typy gramatik.
Typ 0 Gramatika obsahuje pravidla v nejobecnějším tvaru, který je shodný s obecnou de-
finicí gramatiky. Z tohoto důvodu se také nazývá gramatikou neomezenou.
α→ β, α ∈ (N ∪ Σ)∗N(N ∪ Σ)∗, β ∈ (N ∪ Σ)∗
Typ 1 Gramatika obsahuje pravidla ve tvaru:
αAβ → αγβ,A ∈ N,α, β ∈ (N ∪ Σ)∗, γ ∈ (N ∪ Σ)+
nebo
S → ε,
pokud se S neobjevuje na pravé straně žádného pravidla.
Gramatiky typu 1 se také nazývají kontextovými gramatikami, jelikož tvar pravidla
této gramatiky implikuje, že nonterminál A může být nahrazen řetězcem γ jedině, pokud je
jeho levým kontextem řetězec α a pravým kontextem řetězec β. Kontextové gramatiky jsou
nezkracující, což značí, že nepřipouštějí pravidla typu αAβ → αβ, kdy by byl nonterminál
A nahrazen ε (prázdným řetězcem). Jedinou přípustnou výjimkou je pravidlo S → ε, a
to za předpokladu, že S je počáteční symbol. Případné použití tohoto pravidla umožňuje
popsat příslušnost prázdného řetězce k jazyku, který je generován.
Typ 2 Gramatika obsahuje pravidla ve tvaru:
A→ γ,A ∈ N, γ ∈ (N ∪ Σ)∗.
Tyto gramatiky nazýváme též bezkontextovými gramatikami, jelikož nonterminální
symbol je možné přepsat bez ohledu na kontext v jakém je uložen. Na rozdíl od kontex-
tových gramatik může bezkontextová gramatika obsahovat pravidla typu A → ε. Každou
bezkontextovou gramatiku lze transformovat tak, aby obsahovala nanejvýš jedno pravidlo s
prázdným řetězcem na pravé straně tvaru S → ε. V takovém případě, stejně jako u kontex-
tových gramatik, se symbol S nesmí objevit na pravé straně žádného přepisovacího pravidla
gramatiky.
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Typ 3 Gramatika obsahuje pravidla ve tvaru:
A→ xB nebo A→ x;A,B ∈ N, x ∈ Σ∗.
Gramatika s tímto tvarem pravidel se nazývá pravá lineární gramatika (jediný možný
nonterminál pravé strany pravidla stojí úplně napravo).
2.4 LL gramatiky
LL gramatiky jsou speciálním případem bezkontextových gramatik, které jsou úzce spojené
s deterministickou syntaktickou analýzou. Podle ([17], s. 235) lze pro tyto gramatiky vždy
nalézt deterministický syntaktický analyzátor pracující metodou shora dolů. Bezkontextová
gramatika G = (N,Σ, P, S) se podle ([17], s. 236) nazývá jednoduchá LL(1) gramatika,
jestliže splňuje následující podmínky:
1. Pravá strana libovolného pravidla začíná terminálním symbolem,
2. Jestliže mají dvě pravidla stejnou levou stranu, pak se liší terminálním symbolem,
kterým začíná jejich pravá strana.
Pakliže nebude vyžadována první podmínka, bude se jednat o gramatiku LL(1).
Definice 2.14 (LL gramatika ([12], s. 170))
Bezkontextová gramatika G = (N,Σ, P, S) nad abecedou terminálních symbolů Σ je LL(k)
gramatika jestliže
S →∗l uXm→ uαm→∗l uv a
S →∗l uXm′ → uα′m′ →∗l uv′,




V části 2.3 byla popsána Chomského hierarchie gramatik, které charakterizují jednotlivé
základní typy jazyků, se kterými se můžeme setkat. V oblasti informačních technologií to
budou nejčastěji jazyky typu 2 (bezkontextové jazyky) a typu 3 (regulární jazyky). Teorie
týkající se těchto skupin jazyků tak právem patří mezi nepropracovanější modely formálních
jazyků, včetně jejich mnohých aplikací a praktických algoritmů.
V oblasti programovacích jazyků je nejvíce využíván model bezkontextových jazyků a
s nimi spojených gramatik. V roce 1962 Ginsburg a Rice dokázali, že každý programovací
jazyk, který je popsaný Back-Naurusovou formou, je bezkontextovým jazykem. Toto tvr-
zení bylo dokázáno na jazyce Algol 60, ovšem ještě v témže roce bylo vyvráceno. Podle
Floyda nemůže být jazyk Algol 60 bezkontextový, a to z důvodu sémantických podmínek
kladených na správnou větu tohoto jazyka. Toto tvrzení bylo podle ([13], s. 101) následně
rozšířeno na všechny programovací jazyky, které vyžadují deklarace proměnných, definici
návěští nebo podobné konstrukce. Aby bylo možné u programovacích jazyků využívat vý-
hody bezkontextových jazyků, jsou tyto sémantické podmínky obcházeny pomocí různých
tabulek symbolů, či podobných řešení.
Při pokusu o zařazení přirozených jazyků do Chomského hierarchie je situace podobná
jako u výše zmíněných programovacích jazyků. Ačkoliv lingvisté považují tyto jazyky za
kontextové, velká část by se dala jednoduše popsat bezkontextovou gramatikou. Většina
přirozených jazyků obsahuje pouze malou část speciálních konstrukcí, které je ovšem řadí
mezi jazyky kontextové. Tři základní konstrukce podle ([13], s. 101), které řadí tyto jazyky
mezi kontextové, jsou:
- zdvojení, toto vede na konstrukce typu {xx|x ∈ T ∗},
- násobnost, konstrukce tvaru {anbncn|n ≥ 1}, {anbncndn|n ≥ 1}, atd.,
- křížení, tvar {anbmcndm|m,n ≥ 1}.
Nabízela by se možnost používat kontextové gramatiky. Téměř všechny jazyky, které můžeme
vymyslet, jsou kontextové a jediný důkaz o existenci jazyků rekurzivně vyčíslitelných je za-
ložen na diagonalizaci. Také lingvisté obecně souhlasí, že kontextové gramatiky jsou vhodné
pro popis přirozených jazyků. Ovšem také uznávají, že vyjadřovací síla kontextových gra-
matik je zbytečně velká. Ke stejným závěrům je možné dojít u uměle vytvořených jazyků,
jež v sobě zahrnují i programovací jazyky. Další nevýhodou kontextových jazyků je např.
exponenciální složitost známých algoritmů pro určení příslušnosti slova do jazyka a pro-
blém neprázdnosti jazyka je dokonce nerozhodnutelný. Dále kvůli struktuře kontextových
pravidel je velice těžké vymezit generovaný jazyk.
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Na základě výše uvedených tvrzení o kontextových jazycích se do popředí opět dostávají
bezkontextové jazyky. Aby bylo možné použití bezkontextových jazyků a zároveň, aby bylo
možné postihnout i speciální kontextové vlastnosti jazyků, bylo nutné bezkontextový model
nějak rozšířit. Toto rozšíření nespočívá ve změně tvaru pravidel, ale v zavedení nějakého
kontrolního mechanismu, který povolí použití pouze určitých derivací za určitých podmínek.
Díky této úpravě bude možné získat podmnožinu jazyka generovaného normální bezkontex-
tovou gramatikou. Tato podmnožina může být právě kontextovým jazykem. Snahou je volit
takové mechanismy, aby bylo možné zachovat co nejvíce dobrých vlastností bezkontexto-
vých gramatik, např. rozhodnutelnost o příslušnosti slova k jazyku s polynomiální složitostí
a zároveň co nejvíce posílit generativní schopnosti těchto gramatik. Jelikož doplněný roz-
hodovací mechanismus spočívá ve výběru jen některých možných derivací neboli řízením
derivace, nazývají se takto doplněné bezkontextové gramatiky řízenými nebo gramatiky s
řízeným přepisováním. Dále budou uvedeny některé ze základních typů řízených gramatik.
3.1 Gramatiky s předepsanými sekvencemi
Tento typ gramatik obsahuje, oproti klasické definici, množinu aplikovatelných pravidel,
ze které je vždy nějaké vybráno a použito v závislosti na pravidle, které bylo použito v
předchozím kroku. Tato pravidla jsou aplikována v předem daném pořadí, čímž je možné
dosáhnout navýšení síly takovýchto gramatik. Zbývá již pouze pravidla seřadit do vhodného
pořadí tak, aby bylo možné najít posloupnost pravidel, kterou je možné aplikovat celou,
aby vznikl terminální řetězec.
3.1.1 Maticové gramatiky
Maticové gramatiky obsahují několik samostatných sekvencí pravidel, které definují přesné
pořadí aplikace pravidel gramatiky. Vždy je vybrána ta sekvence, kterou je možné aplikovat
celou, jinak by nebylo možné vygenerovat terminální řetězec. Tímto mechanismem řízení
si je možné vynutit vygenerování různých jazykových konstrukcí, které by bylo velice těžké
vygenerovat pouze pomocí klasických bezkontextových gramatik. Pro optimální generování
složitějších jazykových konstrukcí je nutné vhodně seřadit pravidla do sekvencí.
Formálně jsou tyto sekvence reprezentovány jako vektory pravidel dané gramatiky, je-
jichž množina nahrazuje ve specifikaci maticových gramatik množinu pravidel bezkontexto-
vých gramatik. V první fázi aplikace je možné použít jakékoliv pravidlo libovolného vektoru,
ale v dalších krocích je již nutné postupné použití pravidel vybraného vektoru v daném
pořadí. Až po použití všech pravidel obsažených ve vektoru v předepsaném pořadí, je opět
možné aplikovat první pravidlo libovolného vektoru. Zmíněné vektory se nazývají matice.
Definice 3.1 (Maticová gramatika ([13], s. 107 - 111))
1. je čtveřice G = (N,Σ,M, S), kde
- N,Σ, S mají stejný význam jako u bezkontextových gramatik,
- M = {m1,m2, ...,mn}, n ≥ 1, je konečná množina sekvencí mi = (pi1 , ..., pikω ), k(i) ≥
1, 1 ≤ i ≤ n, kde všechna pij , 1 ≤ i ≤ n, 1 ≤ j ≤ k(i), jsou bezkontextová pravid-
la.
2. Pro mi, 1 ≤ i ≤ n a x, y ∈ (N ∪ Σ)∗, definujeme
x = x0 ⇒pi1 x1 ⇒pi2 x2 ⇒pi3 ...⇒pik(i)= y,
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kde mi = (pi1 , ..., pik(i)) ∈M
3. Jazyk L(G) generovaný gramatikou G je derivován jako množina všech slov W ∈ Σ∗
takových, že existuje derivace
S ⇒mj1 y1 ⇒mj2 y2 ⇒mj3 ...⇒mji w,
pro nějaké s ≥ 1, 1 ≤ ji ≤ n, 1 ≤ i ≤ s.
Symbolem εM označujeme rodinu maticových gramatik, kdy M je rodina maticových
gramatik bez ε pravidel.
Jestliže se v matici nachází pravidlo, jehož levá strana se v době, kdy by mělo být
pravidlo aplikováno, nevyskytuje v derivované větné formě, nelze použít celou matici. Na
základě tohoto je možné definovat aplikaci pravidla v širším smyslu, kdy pokud se levá
strana pravidla nevyskytuje v derivované větné formě, nechává se slovo beze změny a jedná
se o aplikaci pravidla ve smyslu testování výskytu. Testování výskytu je tedy zjištění, že
pravidlo nelze použít v běžném smyslu. V následujícím kroku derivace se pak aplikuje
následující pravidlo z matice, ať klasicky nebo v módu testování výskytu.
Možnost testování výskytu při používání pravidel je u maticových gramatik omezena
pouze na některá pravidla. Tato pravidla se nacházejí v množině F , která je pátým prvkem
maticové gramatiky. Původní definice je tak doplněna na pětici. Následně je pak možné mít
jedno pravidlo ve dvou maticích, přičemž výskyt v jedné matici je podmíněn příslušností
pravidla do množiny F a zároveň výskyt v druhé matici je naopak podmíněn tím, že pravidlo
do množiny F nepatří.
Definice 3.2 (Maticová gramatika s testováním výskytu ([13], s. 107 - 109))
1. je pětice G = (N,Σ,M, S, F ), kde
- N,Σ,M, S jsou definovány stejně jako v maticové gramatice viz definice 3.1,
- F je podmnožina množiny všech pravidel v maticích, jako je
F ⊆ {pi|1 ≤ i ≤ n, 1 ≤ j ≤ k(i)}.
2. Pro mi, 1 ≤ i ≤ n a x, y ∈ (N ∪ Σ)∗, definujeme x⇒mi y jako







kde aplikaci pravidla v módu testování výskytu definujeme jako
x = x1Ax2 a y = x1wx2, x1, x2 ∈ (N ∪ Σ)∗
nebo
x = y, A není obsaženo v x, p ∈ F .
3. Jazyk L(G) generovaný gramatikou G (s testováním výskytu) je definován jako množina
všech řetězců w ∈ Σ∗ tak, že existují derivace
S ⇒mj1 y1 ⇒mj2 y2 ⇒mj3 ...⇒mji w,
pro nějaké s ≥ 1, 1 ≤ ji ≤ n, 1 ≤ i ≤ s.
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4. Gramatika M je maticová gramatika bez testování výskytu, tehdy a jen tehdy, jestliže
F = ∅.
Ve značení x⇒ac y se horní index často vynechává a zapisuje se pouze x⇒ y. O který
typ gramatiky se jedná je jasné ze specifikace a není nutné to dále uvádět.
Symbolem εMac jsou označovány maticové gramatiky s testováním výskytu a symbo-
lem Mac se označují maticové gramatiky s testováním výskytu bez ε pravidel. Pokud jsou
všechny matice maticové gramatiky jednoprvkové, pak se jedná o běžnou bezkontextovou
gramatiku, tedy ke každé bezkontextové gramatice existuje ekvivalentní maticová grama-
tika.
Příklad 3.1 Nechť je
G1 = ({S,A,A′, C,D,D′, D′′, X}, {a, b, c, d}, {m1, ...,m10}, S, {A→ X,A′ → X}),
kde
m1 = (S → ASC),m2 = (S → SC),m3 = (S → ADC),m4 = (D → D,A→ A′b),
m5 = (D → D′, A→ X,C → c),m6 = (D′ → D′, A′ → A),m7 = (D′ → D,A′ → X),
m8 = (D
′ → D′′, A′ → X),m9 = (D′′ → D′′, A→ a),m10 = (D′′ → d,A→ X),
maticová gramatika s testováním výskytu.
Jakákoliv derivace musí začínat aplikací matic m1,m2,m3, které derivují větnou formu
AnDCm, kde 1 ≤ n ≤ m.
Bez ztráty na obecnosti je možné předpokládat slovo tvaru (Abk)nDckCm−k (v první
fázi derivace je možné předpokládat k = 0). Dále je možná aplikace matic m4 nebo m5. V
pozdější fázi derivace je možné vygenerovat větnou formu obsahující nonterminál X, který
zabrání v získání terminálního řetězce, proto je nutná aplikace matice m4, dokud se ve větné
formě vyskytuje nonterminál A, tzn.
(Abk)nDckCm−k⇒m4 ...⇒m4︸ ︷︷ ︸
n−krt
(A′bk+1)nDckCm−k.
Nyní je jediná použitelná matice m5, která (bez újmy na obecnosti) dává
(A′bk+1)nDckCm−k ⇒m5 (A′bk+1)nD′ck+1Cm−k−1.
Podle stejných argumentů, které jsou uvedeny výše, je nyní nutné přepsat všechny výskyty
nonterminálu A′ pomocí matice m6 a následně použít matice m7 nebo m8. Pak je dosaženo










V prvním případě je výsledná větná forma ve stejné podobě jako před aplikací a je
možné proceduru opakovat. Ve druhém případě je nutná opakovaná aplikace matice m9,
dokud nebudou nahrazeny všechny výskyty nonterminálu A, a pak následně dokončit derivaci
aplikací matice m10. Pak získáme
(Abk+1)nD′ck+1Cm−k−1⇒m9 ...⇒m9︸ ︷︷ ︸
n−krt
(abk+1)nD′′ck+1Cm−k−1
⇒m10 (abk+1)ndck+1Cm−k−1 = ν.
Je zjevné, že pokud m = k + 1, pak je při derivaci dosaženo terminálního slova, jinak
je derivace zablokována nemožností aplikovat matici na ν.
Na základě výše uvedeného je možné určit generovaný jazyk jako
L(G1) = {abm)ndcm|1 ≤ n ≤ m}.
3.1.2 Regulárně řízené gramatiky
V regulárně řízených gramatikách již nejsou dány pouze krátké sekvence pravidel, ale celá
posloupnost derivace je známa předem. Toto určení není jednoznačné, jelikož by pak bylo
možné vygenerovat pouze jeden řetězec. Aby bylo možné využít opakování a volby z variant,
je zavedena regulární množina povolených posloupností pravidel gramatiky a každá sekvence
pravidel vedoucí k terminálnímu řetezci jazyka do ní musí patřit.
Řídící mechanismus těchto gramatik lze chápat také tak, že každému pravidlu je přiřa-
zeno unikátní označení a následně je definován regulární jazyk nad množinou označení těchto
pravidel. Označení užitých pravidel v derivaci pak tvoří řetezec, který musí patřit do defi-
novaného regulárního jazyka všech označení. Jazyk je nejčastěji určen pomocí regulárního
výrazu. Při derivaci jsou pak pravidla vybírána tak, aby vyhovovala tomuto výrazu.
Definice 3.3 (Regulárně řízená gramatika s testováním výskytu ([13], s. 103 - 107))
1. je šestice G = (N,Σ, P, S,R, F ), kde
- N,Σ, P, S mají stejný význam jako u bezkontextových gramatik,
- R je regulární množina nad Σ,
- F je podmnožina Σ.
2. Pro pravidlo p = A→ ω ∈ Σ a x, y ∈ (N ∪ Σ)∗ definujeme x⇒acp y jako pravidlo p v
módu kontroly výskytu jako
x = x1Ax2 a y = x1ωx2
nebo
x = y, A se nevyskytuje v x a p ∈ F .
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3. Jazyk L(G) generovaný gramatikou G s testováním výskytu obsahuje všechna slova
ω ∈ T ∗, pro která existuje derivace
S ⇒acp1 ω1 ⇒acp2 ω2 ⇒acp3 · · · ⇒acpn ωn = ω
kde
p1p2p3 . . . pn ∈ R.
4. G je regulárně řízená gramatika bez testování výskytu, pokud F = ∅. L(rCac) označuje
třídu jazyků generovaných regulárně řízenými gramatikami s testováním výskytu.
Skutečnost, zda se jedná o regulárně řízenou gramatiku s nebo bez testování výskytu, je
závislá na prázdnosti, či neprázdnosti podmnožiny F a na skutečnosti, zda se nonterminály
vyskytující se na levé straně pravidel, objevují ve větné formě gramatiky. V těchto případech
je možné zapisovat také x⇒p y namísto x⇒acp y, tzn. je možné používat standardní notaci.
Pokud R = Σ∗, pak neexistuje žádné omezení pro pořadí aplikace pravidel dané grama-
tiky a taková regulárně řízená gramatika pracuje stejně jako bezkontextová gramatika.
Příklad 3.2 Nechť
G2 = ({S,A,X}, {a}, {p1, p2, p3, p4, p5}, S, (p∗1p2p∗3p4)∗p∗5, {p2, p5}),
kde
p1 = S → AA, p2 = S → X, p3 = A→ S, p4 = A→ X, p5 = S → a,
je regulárně řízená gramatika s testováním výskytu. Uvažujme slovo Sn (n = 1 považujme
za axiom) a derivaci podle sekvence pk1p2p
l
3p4. Nejdříve bude nahrazeno k výskytů nonter-
minálu S nonterminály AA podle pravidla p1. Jestliže je k < n, pak je nutné při derivaci
alespoň jedno S přepsat na X aplikací pravidla p2. Pokud bylo použito pravidlo, které vy-
generovalo nonterminál N do větné formy, není již možné vygenerovat správný terminální
řetězec patřící do gramatiky. Z tohoto důvodu je nutné dodržet závislost k = n, aby bylo
možné dosáhnout terminálního řetezce. Derivace pak vypadá následovně
Sn⇒p1 · · · ⇒p1︸ ︷︷ ︸
n−krt
A2n ⇒acp2 A2n⇒p3 · · · ⇒p3︸ ︷︷ ︸
2n−krt
S2n ⇒acp4 S2n
(ze stejného důvodu uvedeného výše je nutné dodržet l = 2n), tzn., že jediná možná
derivace, která vygeneruje terminální řetezec je ta, která zdvojnásobí počet terminálů S.
(Aplikace pravidel p2 a p4 v módu testování výskytu zajišťuje, že všechny výskyty nontermi-
nálů S a A budou přepsány pravidly p1 a p3.)
Podle definice je možné derivovat pro libovolný počet kroků, ale v souladu s danou
řídící sekvencí (p∗1p2p∗3p4)∗ je získáno slovo S(2m), kde m ≥ 1. Nakonec zajistí aplikace
pravidla p5 přepsání nonterminálních symbolů S na terminální symbol a, jelikož chceme
získat terminální řetězec, budou pomocí pravidla p5 přepsány všechny výskyty nonterminálu
S. Následně bude získán jazyk




V programovaných gramatikách ovlivní užité pravidlo výběr pravidla pro další krok. Pro
tento účel obsahuje každé pravidlo gramatiky dvě podmnožiny množiny všech pravidel
gramatiky. Jedná se o podmnožinu úspěchu a podmnožinu neúspěchu.
Pravidla programované gramatiky pak můžeme použít dvěma způsoby. Jestliže má pra-
vidlo neprázdnou podmnožinu neúspěchu, lze jej využít ve smyslu testování výskytu. Pokud
není levá strana pravidla obsažena ve větné formě, na kterou pravidlo aplikujeme, zůstane
tato větná forma bez změny. V dalším kroku je pak zvoleno některé pravidlo, které se na-
chází v množině neúspěchu (ϕ). Další možností je klasická aplikace, kdy je ve větné formě
přepsána levá strana pravidla pravou stranou. Pak v dalším kroku je možné aplikovat něk-
teré pravidlo z množiny úspěchu (σ). Při generování tak nemusíme hledat vhodné pravidlo
mezi všemi, ale pouze v omezené podmnožině, která je určená předchozím aplikovaným
pravidlem.
Definice 3.4 (Programovaná gramatika ([13], s. 112 - 115))
1. je čtveřice G = (N,Σ, P, S), kde
- N,Σ, S jsou definovány stejně jako pro bezkontextové gramatiky
- P je konečná množina trojic r = (p, σ, ϕ), kde p je bezkontextové pravidlo, σ je
množina úspěchu a ϕ je množina neúspěchu.
2. Jazyk L(G) generovaný gramatikou G je definován jako množina všech řetězců ω ∈ Σ∗
takových, že existuje derivace
S = ω0 ⇒r1 ω1 ⇒r2 ω2 ⇒r2 ...⇒rk ωk = ω,
k ≥ 1, pak existuje rk+1 ∈ P takové, že pro ri = (Ai → νi, σi, ϕi), 1 ≤ i ≤ k, platí
jedna z následujích podmínek:
ωi−1 = ω′i−1Aiω
′′








i−1 ∈ (N ∪ T )∗, ri+1 ∈ σi,
nebo Ai se nevyskytuje v
ωi−1, ωi−1 = ωi, ri+1 ∈ σi.
3. Jestliže r = (p, σ, ∅) platí pro každé r ∈ P , pak se jedná o programovanou grama-
tiku bez testování výskytu, v opačném případě se jedná o programovanou gramatiku s
testováním výskytu.
Pokud r = (p, σ, ϕ), pak je σ množina úspěchu a ϕ se nazývá množina neúspěchu pravidla
r.
Příklad 3.3 Nechť je
G3 = ({S, S′}, {a}, {r1, r2, r3}, S)
programovaná gramatika, kde
r1 = (S → S′S′, {r1}, {r2}), r2 = (S′ → S, {r2, r3}, {r1}), r3 = (S → a, {r3}, {∅}).
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Mějme větnou formu S(2
n) pro nějaké n ≥ 0 a předpokládejme, že pravidla r1 a r3 jsou
aplikovatelná (tato situace nastane pro základní nastavení n = 0).
Pokud je aplikováno pravidlo r1, bude pak toto pravidlo aplikováno opakovaně do chvíle,
kdy bude větná forma obsahovat nonterminál S, jelikož množina úspěchu tohoto pravidla ob-
sahuje pouze pravidlo r1. Každá aplikace tohoto pravidla vygeneruje S′S′, tudíž pak větná
forma bude obsahovat (S′)2n+1. Následně bude derivace pokračovat aplikací pravidla r2,
jelikož to jako jediné obsahuje množina neúspěchu pravidla r1. Taktéž pravidlo r2 bude apli-
kováno do chvíle, kdy větná forma bude obsahovat nonterminál S′, tudíž bude větná forma
pak vypadat jako (S)2
n+1
. Tato větná forma má stejnou strukturu jako po aplikaci pravidla
r1, nyní ale bude aplikováno pravidlo r3, které se nachází v množině úspěchu pravidla r2
a je možné jej aplikovat. Po aplikaci pravidla r3, které bylo možné aplikovat, dokud větná
forma obsahovala nonterminál S, byl vygenerován terminální řetězec a2
n
.
Čímž byl získán jazyk
L(G3) = {a2n |n ≥ 0},
který není bezkontextový.
3.2 Gramatiky řízené kontextovými podmínkami
V předchozí části byly uvedeny gramatiky, kde aktuálně vybrané pravidlo ovlivnilo výběr
pravidla pro další krok. Nyní budou uvedeny řízené gramatiky, jejichž způsob řízení je zá-
vislý na dosud vygenerované větné formě. Například můžeme pomocí podmínky vyžadovat,
aby se nějaký symbol objevil v aktuálně vygenerované větné formě. Tedy možnost použití
pravidla nezáleží jen na tom, zda se jeho levá strana vyskytuje v dosud vygenerované větné
formě, ale i na tom, jaké další symboly tato forma aktuálně obsahuje, v jakém jsou pořadí
a počtu.
Při řízení pomocí sekvence pravidel byla pravidla často používána v módu testování
výskytu z praktických důvodů. Jelikož, pokud by nebylo možné následující pravidlo použít,
není možné použít celou sekvenci. U gramatik řízených kontextovými podmínkami tato
situace nehrozí, jelikož nyní se budou pravidla volit postupně v každém kroku zvlášť.
3.2.1 Podmíněné gramatiky
Jednou z možností je volit použitelná pravidla podle celé aktuální větné formy, kterou
máme k dispozici. Tento způsob není v praxi příliš vhodný, lepší je určit použitelná pravidla
pro celou množinu slov. Konkrétně je využívána regulární množina, která je přiřazena ke
každému pravidlu. Pak v každém kroku derivace procházíme všechna pravidla a hledáme
taková, která mají svou levou stranu obsaženu v dané větné formě a celá větná forma patří
do jeho regulární množiny. Z dané množiny použitelných pravidel je pak vybráno jedno,
které je použito.
Přiřazená regulární množina je nejčastěji tvořena regulárním výrazem nad množinou
všech symbolů (terminálů i nonterminálů) a větná forma musí vyhovovat tomuto výrazu,
aby mohlo být pravidlo aplikováno.
Definice 3.5 (Podmíněná gramatika ([13], s. 115 - 118))
1. je čtveřice G = (N,Σ, P, S), kde
- N,Σ, S jsou definovány jako u bezkontextových gramatik,
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- P je konečná množina párů r = (p,R), kde p je bezkontextové pravidlo a R je
regulární výraz nad (N ∪ Σ)∗.
2. Pro x, y ∈ (N ∪ Σ)∗ říkáme, že x přímo derivuje y, zapsáno jako x ⇒ y, jestliže
existuje pár r = (A → w,R) ∈ P takový, že x = x′Ax′′ a y = x′wx′′ pro nějaké
x′, x′′ ∈ (N ∪ T )∗ a x ∈ R.
3. Jazyk L(G) generovaný gramatikou G je definován jako
L(G) = {w ∈ Σ∗|S ⇒∗ w}.
Podle definice můžeme aplikovat pár r = (p,R) (a tedy pravidlo p) na x, jestliže x je
obsaženo v regulárním výrazu, který je příslušný k pravidlu p. .
Jestliže regulární výrazy, které jsou příslušné ke všem pravidlům, pokrývají všechny
možné větné formy, které lze při generování pomocí gramatiky získat, pak je použití pravidel
možné vždy, pokud je jejich levá strana obsažena v aktuální větné formě. Taková podmíněná
gramatika pracuje stejně jako bezkontextová gramatika.
Příklad 3.4 Nechť je
G4 = ({S, S′}, {a}, {r1, r2, r3}, S)
podmíněná gramatika, kde
r1 = (S → S′S′, (S′)∗S+), r2 = (S′ → S, S∗(S′)+), r3 = (S → a, a∗S+).
Očekáváme větnou formu S2
n
pro nějaké n ≥ 0. Dle definice můžeme použít pouze
pravidla r1 a r3.
Předpokládejme, že jsme aplikovali pravidlo r3, pak jsme docílili SsaS2
n−s−1. Jestliže
je s ≥ 1, pak je derivace zablokována dokud, dosud získaná větná forma nebude odpoví-
dat regulárnímu výrazu přiřazenému některému z pravidel r1, r2 nebo r3. Pak pro s = 0
máme aS2
n−1. Nyní můžeme použít jedině pravidlo r3, čímž získáme a2S2
n−2 dle stejných
argumentů. Tento proces budeme opakovat, dokud nezískáme terminální řetězec a2
n
.
Nyní předpokládejme, že můžeme použít pouze pravidlo r1 na S2
n
. Pak vygenerujeme
S′S′S2n−1. Podle horních argumentů musíme nahradit první S, aby bylo zajištěno, že se
derivace nezablokuje. Proto získáme derivaci
S2
n ⇒r1 (S′)2S2
n−1 ⇒r1 · · · ⇒ (S′)2kS2
n−k ⇒r1 · · · ⇒r1 (S′)2
n+1.
Nyní můžeme aplikovat jedině pravidlo r2, čímž získáme derivaci
(S′)2
n ⇒r2 S(S′)2
n+1−1 ⇒r2 · · · ⇒r2 StS2
n+1 ⇒r2 · · · ⇒r2 S2
n+1
,
a zdvojnásobili jsme počet S.
Zkombinováním výše uvedených faktů získáme
L(G4) = {a2n |n ≥ 0}.




Rozhodovací systém polopodmíněných gramatik má stejný základ jako u gramatik pod-
míněných, tedy aplikovatelná pravidla jsou vybírána na základě aktuálně vygenerované
větné formy. Ovšem rozhodnutí o aplikovatelnosti nezávisí na tvaru celé větné formy, jako
u gramatik podmíněných, ale větná forma je kontrolována na existenci pouze určitých ře-
tězců neterminálních a terminálních symbolů. Použití pravidla je podmíněno právě existencí
určitých
”
podřetězců“ v dosud vygenerované větné formě. Jiné
”
podřetězce“ pak aplikaci
daného pravidla mohou zabránit.
Každé pravidlo polopodmíněné gramatiky je pak spojeno se dvěma množinami, kdy
prvky těchto množin mohou být libovolné řetezce nad symboly abecedy (terminálními i
nonterminálními). Jedna z těchto množin se nazývá povolený kontext a každý řetězec, který
je v této množině obsažen, musí být také obsažen v dané větné formě, aby bylo možné použít
pravidlo příslušné k této množině. Jedná se tedy spíše o vynucený než povolený kontext.
Druhá množina, přidružená k pravidlu, je množina s opačným významem a žádný řetezec,
které patří do této množiny, se nesmí v dané větné formě vyskytovat, aby bylo možné
přidružené pravidlo aplikovat.
Při derivaci pak v každém kroku hledáme použitelná pravidla pro aktuálně vygenerova-
nou větnou formu. Aby bylo možné pravidlo použít, musí splňovat následující tři podmínky:
1. Levá strana pravidla se musí nacházet ve větné formě,
2. Všechny řetezce z množiny povoleného kontextu se musí nacházet ve větné formě,
3. Žádný z řetezců množiny nepovoleného kontextu se nesmí nacházet ve větné formě.
Po splnění těchto podmínek je možné pravidlo použít. Pokud je aplikovatelných pravidel
více, můžeme rozhodnout o dalším průběhu derivace.
Definice 3.6 (Polopodmíněné gramatiky ([13], s. 118 - 121))
1. je čtveřice G = (N,Σ, P, S), kde
- N,Σ, S jsou definovány stejně jako u bezkontextových gramatik,
- P je konečná množina trojic r = (p,R,Q), kde p je bezkontextové pravidlo, R a
Q jsou disjunktní konečné množiny slov nad (N ∪ T )∗.
2. Pro x, y ∈ (N ∪ Σ)∗, říkáme, že x přímo derivuje y, což zapisujeme jako x ⇒ y,
jestliže existuje trojice r = (A→ w,R,Q) ∈ P taková, že x = x′Ax′′ a y = x′wx′′ pro
nějaké x′, x′′ ∈ (N ∪Σ)∗, každý řetezec z R je podřetezcem x a žádný řetezec z Q není
podřetězcem x.
3. Jazyk L(G) generovaný gramatikou G je definován jako
L(G) = {w ∈ Σ∗|S ⇒∗ w}.
Podmínky, že x obsahuje všechny řetezce z konečné množiny R = {w1, w2, . . . , wn}
a žádný řetězec z Q není ekvivalentní s podmínkami x ∈ ⋂ni=1(N ∪ T )∗{wn}(N ∪ T )∗
(jestliže množina R je prázdná, žádný kontext není vyžadován, jedno musí být použito
x ∈ (N ∪ T )∗) a x 6∈ (N ∪ T )∗Q(N ∪ T )∗. Pak je možné pravidlo p aplikovat na větu x
jestliže x ∈ ((⋂ni=1(N ∪T )∗{wn}(N ∪T )∗)−(N ∪T )∗Q(N ∪T )∗). Proto jsou polopodmíněné
gramatiky speciálním případem podmíněných gramatik.
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Příklad 3.5 Nechť je
G5 = ({S, S′}, {a}, {r1, r2, r3}, S),
polopodmíněná gramatika, kde
r1 = (S → S′S′, ∅, {SS′, a}), r2 = (S′ → S, ∅, {S′S, a}), r3 = (S → a, ∅, {Sa, S′}).
Vzhledem k tomu, že je terminální symbol a obsažen v zakázaném kontextu pravidla r1,
je možné toto pravidlo použít pouze na řetezce z množiny {S, S′}. Dále se v zakázaném
kontextu pravidla r1 nachází i podřetězec SS′ a aplikace pravidla r1 je tedy podmíněna
existencí alespoň jednoho nonterminálního symbolu S. Z toho vyplývá, že pravidlo r1 je
možné použít na řetězce odpovídající (S′)∗S+, což je regulární množina odpovídající r1 v
gramatice G4.
Pro zbylá pravidla je situace obdobná, tudíž kontextové podmínky pro pravidla r2 a r3 z
gramatiky G5 odpovídají regulárním množinám přidruženým k pravidlům r2 a r3 z gramatiky
G4.
Z těchto důvodů je možné použití pravidel gramatiky G5 na generovanou větnou formu
jen v případě, že je možná aplikace odpovídajících pravidel z gramatiky G4. Tudíž obě
gramatiky generují stejný jazyk, což je
L(G5) = {a2n |n ≥ 0}.
3.2.3 Gramatiky s náhodným kontextem
Gramatiky s náhodným kontextem jsou podle ([13], s. 121) speciálním případem polopod-
míněných gramatik. Množiny s povoleným i zakázaným kontextem obsahují slova, která
jsou tvořena pouze z nonterminálních symbolů. Nonterminální symboly můžeme chápat
jako slova délky jedna, a tak všechny gramatiky s náhodným kontextem splňují definici
polopodmíněných gramatik.
Příklad 3.6 Nechť je
G6 = ({S, S′, S′′, A}, {a}, {r1, r2, r3, r4, r5}, S),
gramatika s náhodných kontextem, kde
r1 = (S → S′S′, ∅, {S′′, A}), r2 = (S′ → S′′, ∅, {S}), r3 = (S′′ → S, ∅, {S′}),
r4 = (S → A, ∅, {S′}), r5 = (A→ a, ∅, {S}).
Uvažujme S2
n
, kde n ≥ 0 (jako počáteční podmínka postačuje n = 0), pak jediná aplikova-
telná pravidla jsou r1 a r4.
Nejprve bude předvedeno použití pravidla r1. Mějme SkS′S′S2
n−k, pak, jestliže n = 0,
je S′S′ = (S′)2n+1. Dále, jestliže je n ≥ 1, pak υ obsahuje S a S′, jež jsou zakázané non-
terminální symboly pro aplikaci pravidel r2 a r4. Pak je jediné aplikovatelné pravidlo opět
pravidlo r1. Navíc se tato situace opakuje vždy, pokud je nějaký nonterminál S nahrazen
S′S′. Potom je získána větná forma (S′)2n+1. Dále bude derivace pokračovat aplikací pra-
vidla r2, která bude trvat, stejně jako ve výše uvedeném případě, dokud bude větná forma
obsahovat S′. Po aplikaci pravidla r2 bude větná forma vypadat jako (S′′)2
n+1. Podobně
bude derivace pokračovat aplikací pravidla r3, dokud nebude větná forma odpovídat S2
n+1.
Po této derivaci je zdvojnásoben počet nonterminálů S. Následně je možné opětovné použití
pravidel r1 a r4, čímž je dosaženo opakování výše popsané situace.
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Pokud bude použito pravidlo r4 na větnou formu S2
n
, bude větná forma odpovídat A
v případě že n = 0, popř. větě obsahující nonterminální symboly S a A. Ve druhém pří-
padě již není možné dále aplikovat pravidlo r1 ani r5, a proto je nutné aplikovat pravidlo
r4, dokud nebudou nahrazeny všechny výskyty nonterminálu S nonterminálem A. Je tedy
vygenerována větná forma A2
n
. Nyní bude derivace dokončena aplikací pravidla r5, čímž
získáme terminální řetězec a2
n
.
Podle výše uvedených faktů pak
L(G6) = {a2n |n ≥ 0}.
3.3 Gramatiky s částečným paralelismem
Derivační krok v bezkontextových gramatikách představuje přepsání jednoho nontermi-
nálního symbolu, který je určen levou stranou použitého pravidla, na řetězec, který je dán
pravou stranou aplikovaného pravidla. V Lindenmayerových systémech představuje derivač-
ní krok paralelní přepsání všech nonterminálních symbolů odpovídajících levým stranám
pravidel. Pravidlo je deterministicky použito pro přepsání všech výskytů nonterminálního
symbolu korespondujícího s levou stranou použitého pravidla v dané větné formě. V této
kapitole budou představeny gramatiky, které používají substituční model řadící se někde
mezi čistě sekvenční a paralelní přístup.
3.3.1 Indická paralelní gramatika
Nejprve bude představena Indická paralelní gramatika, kde derivační krok obsahuje použití
aplikovaného pravidla na všechny výskyty nonterminálního symbolu odpovídajícího levé
straně zvoleného pravidla v dané větné formě.
Definice 3.7 (Indická paralelní gramatika ([13], s. 125 - 126))
1. je čtveřice G = (N,Σ, P, S), kde
- N,Σ, P, S jsou definovány stejně jako u bezkontextových gramatik.
2. Pro x, y ∈ (N ∪ T )∗ říkáme, že x přímo derivuje y, tehdy a jen tehdy jsou-li splněny
následující podmínky:
- x = x1Ax2A . . . xnAxn+1, pro n ≥ 0, A ∈ N , a xi ∈ ((N ∪ T ) − {A})∗, pro
1 ≤ i ≤ n+ 1,
- y = x1ωx2ω . . . xnωxn+1,
- A→ ω ∈ P .
Pokud je potřeba specifikovat aplikované pravidlo p = A → ω, je možné použít zápis
x⇒p y.
3. Jazyk L(G) generovaný gramatikou G je definován jako
L(G) = {ω ∈ T ∗|S ⇒∗ ω}.
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Příklad 3.7 Mějme Indickou paralelní gramatiku
G7 = ({S,A}, {a, b}, {S → AA,A→ aA,A→ bA,A→ a,A→ b}, S).
Mějme větnou formu ωAωA (jako první krok derivace vždy bude vygenerována větná forma
AA, která splňuje danou formu). Použitím čtyř zbylých pravidel, která mají na levé straně
nonterminál A, je možné docílit těchto větných forem:
ωAωA⇒ ωaAωaA, ωAωA⇒ ωbAωbA,
ωAωA⇒ ωaωa, ωAωA⇒ ωbωb.
Pak je zřejmé, že
L(G7) = {ωω|ω ∈ {a, b}∗}.
3.3.2 K - gramatiky
Nyní bude představen typ gramatiky, kde derivační krok sestává z paralelní aplikace daného
počtu pravidel (tento počet nemusí být vždy nezbytně různý).
Definice 3.8 (K - gramatika ([13], s. 126 - 128))
1. je čtveřice G = (N,Σ, P, S), kde
- N,Σ, P, S jsou definovány stejně jako u bezkontextových gramatik a k ≥ 1.
2. Pro x, y ∈ (N ∪ Σ)∗ platí, že x přímo derivuje y, tehdy a jedine tehdy platí-li
x = S a S → y ∈ P
nebo
x = x1A1x2A2 . . . xkAkxk+1, pro určité x1, x2, . . . , xk+1 ∈ (N ∪ T )∗,
y = x1ω1x2ω2 . . . xkωkxk+1,
A1 → ω1, A2 → ω2, . . . , Ak → ωk ∈ P.
3. Jazyk Lk(G) generovaný gramatikou G je definován jako množina
Lk(G) = {ω ∈ T ∗|S ⇒∗ ω}.
Podle definice, kromě prvního kroku derivace (který je jediný v bezkontextovém módu),
jsou vždy pravidla aplikována paralelně na k výskytů nonterminálu korespondujícího k levé
straně daných pravidel použité gramatiky. Derivace je následně zablokována, pokud větná
forma obsahuje méně než k nonterminálních symbolů – kromě aplikace prvního pravidla.
Příklad 3.8 Nechť je
G8 = ({S,A,B,C}, {a, b, c}, P, S)
k-gramatika, kde
P = {S → ABC,A→ aA,B → bB,C → cC,A→ a,B → b, C → c}.
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Nejdříve stanovíme gramatiku G8 jako 2-gramatiku. Pak následující derivace je typická:
S ⇒ ABC ⇒ aAbBC ⇒ aaAbBcC ⇒ aaaAbbcC ⇒ aaaabbcc.
Je zřejmé, že v každém kroku 2-gramatiky G8 – kromě prvního – budou vygenerovány
dva terminální symboly. Proto tedy
L2(G8) = {anbmcr|n+m+ r = 2t, t ≥ 1}.










⇒ . . .
pak tedy
L3(G8) = {anbncn|n ≥ 1}.
Pokud bychom stanovili gramatiku G8 jako k-gramatiku, kdy k ≥ 4, pak bude výsledný
jazyk
Lk(G8) = ∅,
jelikož v prvním kroku derivace získáme tři nonterminály (ABC), je derivace zabloko-
vána z důvodu nedostatečného počtu nonterminálů ve větné formě pro aplikaci předepsaného
počtu pravidel.
Poznamenejme, že jazyky L2(G8) a Lk(G8) pro k ≥ 4 jsou regulární jazyky a jazyk
L3(G8) je jazyk vyšší než bezkontextový.
3.3.3 Gramatiky s rozptýleným kontextem
Následující typ gramatik pracuje také s paralelní aplikací určitého počtu pravidel, ale exis-
tují zde určitá omezení týkající se možných kombinací a míst použití jednotlivých pravidel.
Definice 3.9 (Gramatiky s rozptýleným kontextem ([13], s. 128 - 129))
1. je čtveřice G = (N,Σ, P, S), kde
- N,Σ, S jsou definovány stejně jako u bezkontextových gramatik a
- P je konečná množina matic
(A1 → ω1, A2 → ω2, . . . , Ak → ωk),
kde k ≥ 1, Ai ∈ N a ωi ∈ (N ∪ T )∗, pro 1 ≤ i ≤ k (konstanta k závisí na matici
a může být pro každou matici jiná).
2. Pro x, y ∈ (N ∪ Σ)∗ říkáme, že x přímo derivuje y, zapsáno jako x⇒ y, tehdy a jen
tehdy jsou-li splněny následující podmínky:
x = x1A1x2A2 . . . xkAkxk+1, pro nějaké xi ∈ (N ∪ Σ)∗, 1 ≤ i ≤ k + 1,
y = x1ω1x2ω2 . . . xkωkxk+1,
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(A1 → ω1, A2 → ω2, . . . , Ak → ωk) ∈ P .
3. Jazyk Lk(G) generovaný gramatikou G je definován jako
Lk(G) = {ω ∈ T ∗|S ⇒∗ ω}.
Příklad 3.9 Nechť je
G9 = ({S,A,B,C}, {a, b, c}, P, S)
gramatika s rozptýleným kontextem, kde
P = {(S → AAA), (A→ aA,A→ bA,A→ cA), (A→ a,A→ b, A→ c)}.
Pak každá derivace v gramatice G9 má tvar
S ⇒ AAA⇒ aAbAcA⇒ a2Ab2Ac2A⇒ · · · ⇒ anAbnAcnA⇒ an+1bn+1cn+1,
čímž získáme




Byly popsány tzv. LL gramatiky, které nabízejí poměrně jednoduchou možnost determinis-
tické syntaktické analýzy s využitím tzv. LL tabulek. Bohužel jejich síla je omezená pouze
na bezkontextové jazyky, a to ještě nepokrývají ani jejich celou množinu. Aby bylo možné
využít tento model při analýze složitějších jazyků, je potřeba jej rozšířit. K tomuto účelu
výborně poslouží řízené gramatiky.
Dále bude představen upravený model LL gramatik, které již nebudou k analýze využí-
vat pouze LL tabulek, ale bude vytvořena nová tabulka, která bude kombinovat výhody LL
tabulky a řízených gramatik. Jako vhodný typ řízených gramatik byly vybrány gramatiky
programované bez kontroly výskytu, tudíž bude využita pouze podmnožina úspěchu (σ). V
případě spojení LL tabulky, určující průběh derivace, a množin úspěchů jednotlivých pra-
videl, je možné získat novou řídící tabulku, pomocí které jsou schopnosti deterministické
analýzy LL gramatik výrazně rozšířeny.
Jak bude patrné níže, schopnosti analýzy narostou natolik, že pomocí kombinace těchto
modelů je možná deterministická analýza i některých kontextových jazyků.
Definice 4.1 (LL programované gramatiky)
1. je čtveřice G = (N,Σ, P, S) splňující definici 2.14, kde
- N,Σ, S jsou definovány stejně jako u bezkontextových gramatik a,
- P je konečná množina párů r = (p, σ), kde p je bezkontextové pravidlo a σ je
množina úspěchu.
2. Jazyk L(G) generovaný gramatikou G je definován jako množina všech slov ω ∈ Σ∗
takových, že existuje derivace
S = ω0 ⇒r1 ω1 ⇒r2 ω2 ⇒r3 · · · ⇒rk ωk = ω,
k ≥ 1, pak existuje rk+1 ∈ P takové, že pro ri = (Ai → νi, σi), 1 ≤ i ≤ k, platí
ωi−1 = ω′i−1Aiω
′′








i−1 ∈ (N ∪ T )∗, ri+1 ∈ ωi.
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3. L(LLP ) označuje třídu jazyků generovaných LL programovanými gramatikami.
Příklad 4.1 Nechť je
G10 = ({S,A,C,D}, {a, b, c, d}, P, S)
LL programovaná gramatika, kde
P = { r1 = (S → ACD, {r2, r3}),
r2 = (A→ aA, {r4}),
r3 = (A→ b, {r5}),
r4 = (C → cC, {r6}),
r5 = (C → b, {r7}),
r6 = (D → dD, {r2, r3}),
r7 = (D → ε, ε)}.
Očekáváme slovo anbcnbdn pro nějaké n ≥ 0. Nejprve použijeme pravidlo r1, čímž docí-
líme přepsání počátečního nonterminálu S na ACD. Dále aplikujeme pravidlo r2, které se
nachází v množině úspěchu pravidla r1. Po aplikaci získáme aACD a musíme pokračovat
pravidlem r4, jelikož je jediné, které se nachází v množině úspěchu pravidla r2. Po aplikaci
pravidla r4 je dosud získaná větná forma aAcCD a pokračujeme pravidlem r6, čímž získáme
aAcCdD. Proto získáme derivaci
S ⇒r1 ACD ⇒r2 aACD ⇒r4 aAcCD ⇒r6 aAcCdD.
Po postupné aplikaci pravidel r2, r4, r6 n-krát negenerujeme potřebný počet nontermi-
nálních symbolů a po poslední aplikaci pravidla r6 dále použijeme pravidlo r3, čímž z větné
formy odstraníme nonterminál A a získáme anbcnCdnD, a pokračujeme pravidlem r5. Pou-
žitím pravidla r5 odstraníme již nepotřebný nonterminál C a pokračujeme pravidlem r7 a
odstraníme i poslední nonterminál, který ve větné formě zbývá a to D. Nyní jsme získali
slovo anbcnbdn. Každá derivace v G10 má tvar
S ⇒r1 ACD⇒r2 aACD ⇒r4 aAcCD ⇒r6 aAcCdD︸ ︷︷ ︸
n−krt
⇒r3 anbcnCdnD ⇒r5 anbcnbdnD ⇒r7 anbcnbdn,
čímž získáme
L(G10) = {anbcnbdn|n ≥ 0}.
Teorém 1 (L(LLP ) ⊂ L(rC).)
L(LLP ) ⊂ L(rC). Bez újmy na obecnosti můžeme přidat pravidlo S′ → S, kde S′ je
nový nonterminální symbol, a do množiny úspěchu pro toto nové pravidlo přidáme všechna
pravidla, která na své levé straně obsahují nonterminál S. Pak graf reprezentující danou
LL programovanou gramatiku G = (N,T, P, S′), kde P = {ri = (A → x, σ)} a A ∈ N ,
x ∈ (N ∪ T )∗ můžeme interpretovat jako konečný automat M = (Q,Σ, δ, s, F ), kde
x ∈ Q je abeceda vnitřních stavů,
∀r ∈ Σ je abeceda vstupních symbolů,
δ : Q× Σ→ Q je přechodová funkce,
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s ∈ Q je počáteční stav, kde s = S′,
F ⊆ Q je množina koncových stavů.
Pak je možné převést automat M na rovnice nad regulárními výrazy viz ([9], s. 209 -
212), kde po vyřešení získáme regulární výraz, který obsahuje řídící sekvenci pravidel pro
použití při derivaci.
Příklad 4.2 Pro gramatiku G(L10) bude konečný automat vypadat
M(G(L10)) = ({S,ACD, aA, cC, dD, b, eps}, {r1, r2, r3, r4, r5, r6, r7}, δ, S, {eps})
δ : δ(S, r1) = ACD
δ(ACD, r2) = aA
δ(ACD, r3) = b
δ(aA, r4) = cC
δ(b, r5) = b
δ(cC, r6) = dD
δ(b, r7) = b
δ(dD, r2) = aA
δ(b, r3) = b
Jelikož pravidlo v G10, kde se na levé straně vyskytoval nonterminál S je pouze jedno, není
nutné přidávat nové pravidlo S′ → S.
Obrázek 4.1: Grafová reprezentace gramatiky G10 pomocí konečného automatu
M(G(L10))4.
Pak můžeme převést konečný automat M(G(L10)) na rovnice nad regulárními výrazy.
S = r1 ACD dD = r2 aA+ r3 b
ACD = r2 aA+ r3 b b = r5 b
aA = r4 cC b = r7 eps
cC = r6 dD eps = ε
Po vyřešení těchto rovnic získáme regulární výraz r1r2(r4r6r2)∗r4r6r3r5r7 + r1r3r5r7, který




Syntaxe programovacího jazyka popisuje správnou formu jednotlivých programů v něm na-
psaných, zatím co sémantika jazyka popisuje jejich význam, tedy co který program bude
provádět. Hlavním úkolem syntaktické analýzy je zjistit, zda vstupní text neobsahuje syn-
taktické chyby a je možné jej vygenerovat z počátečního nonterminálu. Syntaktický analy-
zátor transformuje vstupní text do datové struktury, která je nejčastěji podobná stromu,
kde každý nelistový uzel reprezentuje operaci a listové uzly reprezentují vstupní data této
operace. Tato struktura je vhodná pro další zpracování a zachovává hierarchii vstupních
dat.
Použitá syntaktická pravidla jsou specifikována gramatikou odpovídající generovanému
jazyku. Podle ([1], s. 191) jsou gramatiky vhodným reprezentačním nástrojem, jelikož
- gramatiky poskytují přesnou a jednoduše pochopitelnou syntaktickou specifikaci ja-
zyka,
- pro některé třídy gramatik může být vhodný analyzátor zkonstruován automaticky,
- gramatiky umožňují, aby byly jazyky vyvíjeny iterativně pomocí přidávání nových
konstrukcí.
Pak kořenový prvek nějaké věty daného jazyka je označen počátečním symbolem grama-
tiky odpovídající jazyku a listové uzly reprezentují terminální symboly zpracovávané věty.
Zbylé nelistové uzly odpovídají nonterminálním symbolům a každý tento uzel má určitý
počet větví směřujících směrem dolů, kde každá z nich reprezentuje symbol na pravé straně
pravidla, které bylo aplikováno v tomto uzlu syntaktického stromu. Syntaktický strom od-
povídající následující derivaci indetifikátoru b11 je vidět na obrázku ([17], s. 46).
< identifier > ⇒ < identifier >< digit > ⇒ < identifier >< digit >< digit >
⇒ < letter >< digit >< digit > ⇒ b < digit >< digit >
⇒ b1 < digit > ⇒ b11
Jestliže může nastat situace, že pravidla použité gramatiky je možné aplikovat v jiném
pořadí se stále stejným výsledkem, pak nazávýme použitou gramatiku nejednoznačnou.
Definice 5.1 (Nejednoznačná gramatika ([17], s. 48)) Věta generovaná gramatikou je
nejednoznačná, pokud je pro ni možné vytvořit více než jeden syntaktický strom. Gramatika
je nejednoznačná, pokud generuje nejméně jednu nejednoznačnou větu; jinak je jednoznač-
ná.
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Nejednoznačnost gramatiky je pro praktické použití spíše nevhodné, a proto se jí snažíme
vyvarovat.
Metody syntaktické analýzy mohou být rozděleny na dvě hlavní kategorie, a to na
metody shora dolů a metody zdola nahoru. Jak názvy napovídají, jsou tyto metody rozlišeny
podle toho, odkud začínají transformovat vstupní data do výsledné stromové struktury.
Analýza shora dolů ([1], s. 217) může být vnímána, jako problém vytvoření syntaktic-
kého stromu vstupního textu, který bude začínat od počátečního nonterminálu gramatiky
(kořenový prvek stromu) a uzly budou vytvářeny v pořadí preoder. Obdobně lze analýzu
shora dolů popsat, jako hledání nejlevější derivace vstupního textu.
V každém kroku analýzy je hlavním problémem to, jak jednoznačně určit pravidlo, které
bude následně použito. Po zvolení pravidla, které bude použito, sestává zbytek analýzy z
porovnávání terminálních symbolů vzniklých po aplikaci pravidla a symbolů vstupního
řetězce.
V této kapitole bude nejprve představena obecná metoda syntaktické analýzy, nazývaná
rekurzivní zanoření, která využívá možnosti kroku zpět v průběhu analýzy, tzv. backtrac-
kingu, aby bylo nalezeno pravidlo, které je možné použít pro další postup při analýze. Dále
bude představena metoda prediktivní syntaktické analýzy, která nevyužívá backtrackingu.
Tato prediktivní analýza využívá možnosti nahlédnout na následující terminální symboly,
které se nacházejí ve zdrojovém textu, typicky se dívá na jeden terminál vpřed. Třída
gramatik, pro které je možné sestavit prediktivní syntaktický analyzátor, který využívá k
terminálních symbolů zdrojového textu dopředu, je nazývána třída LL(k).
5.1 Rekurzivní zanoření
Metoda syntaktické analýzy shora dolů pomocí rekurzivního zanoření je podle ([17], s. 219)
velice efektivní, ale není možné ji použít na všechny bezkontextové gramatiky.
Při této metodě syntaktické analýzy je posloupnost aplikací pravidel realizována, jako
posloupnost volání funkcí. Pro každý nonterminální symbol dané gramatiky je vytvořena
funkce, která navrací hodnotu pravda nebo nepravda podle toho, zda bylo možné analyzo-
vanou část zdrojového textu správně rozpoznat. Tento programovací mechanismus vyžaduje
možnost rekurzivního volání funkcí, který obnáší udržení kontextu jednotlivých funkcí, do-
statečnou kapacitu zásobníku a korektní práci s použitou pamětí.
Příklad 5.1 (Metoda rekurzivního zanoření)
Mějme bezkontextovou gramatiku Grz = ({< factor >,< term >,< expr >}, {i, ∗,+}, P,<
factor >), kde
P : { < factor >→ (< expr >)|i,
< term >→< factor > ∗ < term > | < factor >,
< expr >→< term > + < expr > | < term >
}.
Pak pro každý nonterminální symbol musí být vytvořena odpovídající funkce, která pro-
vede analýzu na základě odpovídajícího pravidla.
Function FACTOR
[< factor >→ (< expr >)|i]
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if NEXT ==′ $′ then return false;
if NEXT ==′ (′ then NEXT = GET CHAR();
if NEXT ==′ $′ then return false;
if notEXPR then return false;
if NEXT ! =′)′ then return false;
else NEXT = GET CHAR(); return true;
if NEXT ! =′ i′ then return false;
else NEXT = GET CHAR(); return true;
Symbol $ značí koncový symbol, GET CHAR() je funkce, která navrací další symbol
ze zdrojového textu.
5.2 LL(1) gramatiky
Pro LL(1) gramatiky je možné použít metodu syntaktické analýzy shora dolů bez využití
zásobníku. Tato metoda nevyužívá zásobník, ale naopak je při analýze využita možnost
nahlížet na následující symbol ze zdrojového textu. Jestliže není využit zásobník a tudíž
není možné použít backtracking, aby se, v případě neúspěchu, mohla analýza vrátit zpět,
je nutné mít jiný prostředek, který zajistí deterministický výběr vhodného pravidla, aby,
pokud je to možné, byla analýza úspěšná.
Právě pro tento typ gramatik je možné sestrojit tzv. LL tabulku, která umožňuje deter-
ministicky rozhodnout, které pravidlo bude použito při generování řetězce v dalším kroku.
LL tabulka má řádky označeny nonterminálními symboly a sloupce jsou označeny termi-
nálními symboly. Průsečíkem řádku a sloupce získáme pravidlo, které má být aplikováno v
dalším kroku derivace. Řádek označuje aktuálně nejlevější nonterminální symbol, který se
vyskytuje v dosud vygenerované větné formě, a sloupec značí aktuální terminální symbol
na vstupu.
Aby bylo možné vytvořit tuto LL tabulku pro LL(1) gramatiky, je nutné nadefinovat
algoritmy pro výpočet množin First, Empty, Follow a Predict.
Množina Empty(x) obsahuje {ε} pokud x derivuje ε, jinak je prázdná.
Definice 5.2 (Množina Empty(x))
Empty(x) = {ε} pokud x⇒∗ ε, jinak
Empty(x) = ∅, kde x ∈ (N ∪ Σ)∗.
Algoritmus 5.1 (Výpočet množiny Empty(x))
Vstup: G = (N,Σ, P, S)
Výstup: Empty(x) pro každý symbol x ∈ (N ∪ Σ)
Metoda:
- pro každé a ∈ Σ — Empty(a) = ∅
- pro každé A ∈ N :
if A→ ε ∈ P then Empty(A) = {ε}
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else Empty(A) = ∅
Množina First(α) obsahuje všechny terminální symboly, kterými může začínat větná
forma derivovatelná z α.
Definice 5.3 (Množina First(α) ([16], s. 155))
First(α) = {a ∈ Σ| pokud existuje derivace α⇒∗ aβ pro nějaké β ∈ (N ∪Σ)∗} ∪ {ε| pokud
existuje derivace α⇒∗ ε}.
Algoritmus 5.2 (Výpočet množiny First(α))
Vstup: G = (N,Σ, P, S)
Výstup: First(α) pro každý symbol α ∈ (N ∪ Σ)
Metoda:
- pro každé a ∈ Σ — First(a) = {a}
- pro každé A ∈ N — First(A) = ∅
- používej následující pravidlo, pokud bude možné měnit některou množinu First:
if A→ X1X2 . . . Xn ∈ P then
přidej všechny symboly z First(X1) do First(A)
if Empty(Xi) = {ε} pro ∀i = 1, . . . , k − 1, kde k ≤ n
then přidej všechny symboly z First(Xk) do First(A)
Množina Follow(A) obsahuje všechny terminální symboly, které se mohou vyskytovat
vpravo od nonterminálního symbolu A ve větné formě.
Definice 5.4 (Množina Follow(A) ([16], s. 155))
Follow(A) = {a ∈ Σ| pokud existuje derivace S ⇒∗ αAaβ pro nějaké α, β ∈ (N ∪Σ)∗}∪{$|
pokud existuje derivace S ⇒∗ αA pro nějaké α ∈ (N ∪ Σ)∗}.
Algoritmus 5.3 (Výpočet množiny Follow(A))
Vstup: G = (N,Σ, P, S)
Výstup: Follow(A) pro každý symbol A ∈ N
Metoda:
- Follow(S) = {$}
- používej následující pravidlo, pokud bude možné měnit některou množinu Follow:
if A→ xBy ∈ P then
if y 6= ε then
přidej všechny symboly z First(y) do Follow(B)
if Empty(y) = {ε} then
přidej všechny symboly z Follow(A) do Follow(B)
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Aby bylo jasné, kdy přesně končí zdrojový text, je nutné zvolit nějaký koncový symbol,
který bude vždy vložen na konec. Tento koncový symbol nesmí být obsažen v množině
terminálních symbolů analyzované abecedy, čímž je zajištěno, že se ve zdrojovém textu
nemůže objevit na jiném místě než na konci. Pokud by pro zkoumanou gramatiku byl
zvolen jako koncový symbol znak dolar ($), bude přidáno, bez újmy na obecnosti, nové
pravidlo tvaru S′ → S$, kde nonterminální symbol S′ je novým počátečním nonterminálem
zkoumané gramatiky.
Množina Predict(A → x) je množina všech terminálních symbolů, které mohou být
aktuálně nejlevěji vygenerovány, pokud pro libovolnou větnou formu bude použito pravidlo
A→ x.
Definice 5.5 (Množina Predict(A→ x))
if Empty(x) = {ε} then Predict(A→ x) = First(x) ∪ Follow(A)
else if Empty(x) = ∅ then Predict(A→ x) = First(x).
Nyní po nadefinování všech potřebných množin, je možné připravit LL tabulku.
Příklad 5.2 (Vytvoření LL tabulky ([16], s. 155 - 156))
Mějme LL bezkontextovou gramatiku GLL = ({S,A,B,C,D}, {a, b, c, d}, P, S)
P : { 1: S → AB
2: S → a
3: A→ CD
4: B → bAB
5: B → ε
6: C → dSd
7: C → c
8: D → cCD
9: D → ε
}










Dále budou vypočítany množiny First také pro pravé strany jednotlivých pravidel. Pro
první pravidlo, kde pravá strana obsahuje dva nonterminální symboly AB, pak First(AB) =
{c, d}, jelikož po aplikaci tohoto pravidla mohou nastat pouze dvě možné derivace, než se
na začátku větné formy objeví nějaký terminální symbol
AB ⇒ CDB ⇒ dSdDB;
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AB ⇒ CDB ⇒ cDB.
Pro ostatní pravidla gramatiky GLL bude postup výpočtu obdobný
First(a) = {a};






Po provedení výpočtu množiny First bude vypočtena i množina Follow pro jednotlivé
nonterminální symboly, blíže bude předveden výpočet pro nonterminál C, kde Follow(C) =
{$, b, c, d} a symbol $ označuje koncový symbol gramatiky GLL. Množina Follow(C) byla
vypočtena na základě derivací
S ⇒ AB ⇒ A⇒ CD ⇒ C;
S ⇒ AB ⇒ CDB ⇒ CB ⇒ CbAB;
S ⇒ AB ⇒ CDB ⇒ CcCD;
S ⇒ AB ⇒ CDB ⇒ dSdDB ⇒ dABdDB ⇒ dCDBdDB ⇒ dCBdDb⇒ dCdDB.
Dále pak pro ostatní nonterminální symboly
Follow(S) = {$, d};
Follow(A) = {$, b, d};
Follow(B) = {$, d};
Follow(D) = {$, b, d}.
Nyní jsou vypočteny všechny množiny, které jsou potřeba pro určení podoby LL tabulky
pro gramatiku GLL. Samotná tabulka bude sestavena na základě množiny Predict, která
bude vypočtena pro každé pravidlo, které gramatiky obsahují.
Predict(S → AB) = {c, d}
Predict(S → a) = {a}
Predict(A→ CD) = {c, d}
Predict(B → bAB) = {b}
Predict(B → ε) = {$, d}
Predict(C → dSd) = {d}
Predict(C → c) = {c}
Predict(D → cCD) = {c}
Predict(D → ε) = {$, b, d}
LL tabulka pro gramatiku GLL
a b c d $
S S → a S → AB S → AB
A A→ CD A→ CD
B B → bAB B → ε B → ε
C C → c C → dSd
D D → ε D → cCD D → ε D → ε
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Samotná syntaktická analýza pak probíhá následujícím způsobem. Nejprve bude načten
první symbol ze zdrojového textu, tento symbol označuje sloupec vytvořené LL tabulky.
Řádky jsou označeny nonterminálními symboly gramatiky, jestliže je analýza na začátku,
bude se vyhledávat v řádku označeném počátečním symbolem gramatiky. Buňka tabulky,
která je umístěna na průsečíku vybraného řádku a sloupce, obsahuje příslušné pravidlo,
které bude aplikováno. V dalších krocích je sloupec vybrán podle aktuálně nejlevějšího
nepokrytého symbolu ze zdrojového textu. Symbol je pokryt ve chvíli, kdy se v průběhu
analýzy objeví v derivované větné formě na stejném místě, jako ve zdrojovém textu. Řádek
z tabulky je vybrán podle nejlevějšího nonterminálního symbolu, který je aktuálně obsažen
ve větné formě. Blíže je celý postup analýzy ilustrován v následujícím příkladu.
Příklad 5.3 (Syntaktická analýza za použití LL tabulky)
Pro gramatiku GLL mějme na vstupu řetězec dad, pak podle LL tabulky pro tuto gramatiku,
která byla vytvořena v předchozím příkladě, bude použito pravidlo, jež je obsaženo v buňce
na průsečíku sloupce označeného d a řádku S, tudíž S → AB. Stále ještě nebyl pokryt
první symbol ze vstupního řetězce d, tudíž se bude dále vyhledávat v příslušném sloupci,
ale nejlevějším nonterminálním symbolem je právě A, a proto bude v dalším kroku použito
pravidlo A→ CD. Celý postup analýzy včetně použití jednotlivých pravidel
(dad, S$, ε) ` (dad,AB$, 1)
` (dad,CDB$, 13)
` (dad, dSdDB$, 136)
` (ad, dadDB$, 1362)
` (ε, dadB$, 13629)
` (ε, dad$, 136295).
Derivační strom vypadá následovně:




Řízená syntaktická analýza je založena na LL programovaných gramatikách, které mají
větší generativní sílu než bezkontextové gramatiky. Samotná analýza je průběhem podobná
syntaktické analýze shora dolů LL(1) gramatik popsaných v kapitole 5.2.
Nejdříve je však potřeba vytvořit řídící tabulku, která zohlední odlišnosti definice LL
programovaných gramatik a LL(1) gramatik.Tabulku nazveme LL programovaná tabulka
a na jejím základě bude možné provést deterministickou syntaktickou analýzu zdrojového
textu. Tabulka slouží stejně jakou u LL(1) gramatik pro rozhodování, které pravidlo bude
použito v následujícím kroku analýzy.
Bez újmy na obecnosti lze předpokládat, že počáteční nonterminální symbol gramatiky
se nebude vyskytovat na pravé straně žádného pravidla a pouze jedno pravidlo bude tento
symbol obsahovat na své levé straně. Tato vlastnost je důležitá pro způsob použití LL
programované tabulky, který se liší od LL tabulky tím, že jednotlivé řádky tabulky nejsou
označeny nonterminálními symboly, které se vyskytují ve větné formě, ale přímo pravidly
gramatiky.
6.1 LL programovaná tabulka
Dále bude popsána tvorba a použití LL programované tabulky při syntaktické analýze zdro-
jového textu shora dolů. Jak již bylo zmíněno, je tabulka vytvořena pro LL programované
gramatiky, které jsou definovány podle definice 4.1.
Tato tabulka je podobná LL tabulce a při její tvorbě bude použita množina First(α) z
definice 5.3. Množina First bude vypočtena pouze pro pravé strany bezkontextových pra-
videl, jejichž množina úspěchu σ obsahuje více než jedno pravidlo. Toto omezení vyplývá z
nutnosti rozhodnutí, které pravidlo bude dále při analýze použito. Jestliže množina úspěchu
pravidla obsahuje pouze jedno pravidlo, není z čeho vybírat a další pravidlo, které bude
aplikováno v následujícím kroku, je určeno.
Řádky LL programované tabulky představují jednotlivá pravidla LL programované gra-
matiky a sloupce pak terminální symboly, které se mohou objevit ve zdrojovém textu. Ta-
bulka také obsahuje sloupec označený koncovým symbolem, který stejně jako u LL tabulek
představuje konec zdrojového textu.
Pokud je nutné vybrat pravidlo pro další krok analýzy, je řádek v tabulce vybrán podle
naposledy použitého pravidla a sloupec podle aktuálního nepokrytého terminálního sym-
bolu zdrojového textu. Nepokrytý symbol je shodně definován jako pro LL(1) gramatiky,
a to jako terminální symbol zdrojového textu, který zatím nebyl vygenerován na stejném
34
místě ve větné formě.
Vytvoření LL programované tabulky, po spočítání potřebných množin First.
Algoritmus 6.1 (Vytvoření LL programované tabulky)
Vstup: LL programovanou gramatiku GLLP = (N,Σ, P, S), kde P je konečná množina
párů ri = (p, σ), i > 0
Výstup: LL programovaná tabulka
Metoda:
for ∀ri ∈ P |i > 0 do
if |σ| > 1 then
for ∀rj ∈ σ do
vypočítej množinu First pravé strany pravidla rj
zapiš pravidlo rj do příslušných buněk v řádku pro pravidlo ri
Příklad 6.1 Nechť je
G10 = ({S,A,C,D}, {a, b, c, d}, P, S)
LL programovaná gramatika, kde
P = { r1 = (S → ACD, {r2, r3}),
r2 = (A→ aA, {r4}),
r3 = (A→ b, {r5}),
r4 = (C → cC, {r6}),
r5 = (C → b, {r7}),
r6 = (D → dD, {r2, r3}),
r7 = (D → ε, ε)
}.
Pak bude gramatika G10 použita jako vstup algoritmu na vytvoření LL programované
gramatiky. Pro pravidlo r1 gramatiky G10 je splněna podmínka, že jeho množina úspěchu
obsahuje více než jedno pravidlo, a proto bude proveden výpočet množiny First pro pravé
strany pravidel v ní obsažených.
r2 First(aA) = {a}
r3 First(b) = {b}
Řádek LL programované tabulky pro pravidlo r1 bude vypadat následovně
a b
r1 r2 r3
Stejný postup bude použit pro pravidlo r7, jehož množina úspěchu také obsahuje více než





LL programovaná tabulka pro gramatiku G10.
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6.2 Analýza pomocí LL programované tabulky
Po vytvoření LL programované tabulky je možné přistoupit k syntaktické analýze zdrojo-
vého textu jazyka popsaného příslušnou LL programovanou gramatikou, která bude probí-
hat shora dolů podobně jako u LL(1) gramatik.
Na začátku analýzy je vždy použito speciální pravidlo, které na své levé straně obsahuje
počáteční nonterminální symbol. Následně je provedena kontrola množiny úspěchu pravid-
la na počet pravidel, které obsahuje. Pokud množina obsahuje pouze jedno nebo žádné
pravidlo, je další krok jasný, v opačném případě je nutné nahlédnout do LL programo-
vané tabulky, kde, na základě aktuálního vstupního symbolu, získáme pravidlo, které bude
použito. Pokud by nastala situace, že pro vstupní symbol neexistuje záznam v tabulce,
obsahuje zdrojový text chybu.
Pro další kroky analýzy je situace obdobná, kdy po úspěšné aplikaci pravidla je zkont-
rolována množina úspěchu a podle výsledku kontroly je buď aplikováno příslušné pravidlo,
které množina obsahuje, nebo je následující pravidlo získáno z LL programované tabulky
na základě aktuálního dosud nepokrytého vstupního symbolu. Tento postup je opakován,
dokud není jako vstupní symbol speciální koncový symbol, který není obsažen v množině
terminálních symbolů příslušné gramatiky.
Příklad 6.2 (Syntaktická analýza pomocí LL programované tabulky)
Nechť je
G10 = ({S,A,C,D}, {a, b, c, d}, P, S)
LL programovaná gramatika, kde
P = { r1 = (S → ACD, {r2, r3}),
r2 = (A→ aA, {r4}),
r3 = (A→ b, {r5}),
r4 = (C → cC, {r6}),
r5 = (C → b, {r7}),
r6 = (D → dD, {r2, r3}),






LL programovaná tabulka vytvořená pro LL programovanou gramatiku G10. Bude provedena
syntaktická analýza řetězce ”aaabcccbddd”, jako koncový symbol bude zvolen $.
Jako první pravidlo bude aplikováno r1, díky čemuž bude větná forma rovna ACD. Nyní
bylo úspěšně aplikováno pravidlo r1 a následuje kontrola množiny úspěchu, která obsahuje
dvě pravidla, a proto je nutné získat následující pravidlo z LL programované tabulky. Ak-
tuálním symbolem na vstupu je ”a”. Pro pravidlo r1 a vstup ”a” bude pravidlo pro další
krok analýzy r2, a proto toto pravidlo aplikujeme na větnou formu, čímž získáme ”aACD”
a pokryjeme tak první symbol ”a” na vstupu. Množina úspěchu pravidla r2 obsahuje pouze
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jedno pravidlo r4, a proto jej aplikujeme v následujícím kroku. Celý postup včetně použití
jednotlivých pravidel
(aaabcccbddd$, S, ε) ` (aaabcccbddd$, ACD, r1)
` (aaabcccbddd$, aACD$, r1r2)
` (aabcccbddd$, aAcCD, r1r2r4)
` (aabcccbddd$, aAcCdD, r1r2r4r6)
` (aabcccbddd$, aaAcCdD, r1r2r4r6r2)
` (abcccbddd$, aaAccCdD, r1r2r4r6r2r4)
` (abcccbddd$, aaAccCddD, r1r2r4r6r2r4r6)
` (abcccbddd$, aaaAccCddD, r1r2r4r6r2r4r6r2)
` (bcccbddd$, aaaAcccCddD, r1r2r4r6r2r4r6r2r4)
` (bcccbddd$, aaaAcccCdddD, r1r2r4r6r2r4r6r2r4r6)
` (bcccbddd$, aaabcccCdddD, r1r2r4r6r2r4r6r2r4r6r3)
` (bddd$, aaabcccbdddD, r1r2r4r6r2r4r6r2r4r6r3r5)
` ($, aaabcccbddd, r1r2r4r6r2r4r6r2r4r6r3r5r7)
Ve výše uvedeném příkladu byla provedena syntaktická analýza řetězce kontextového
jazyka L10 = {anbcnbdn|n ≥ 0} popsaného gramatikou G10 za pomoci LL programované
tabulky. Jak je v příkladu patrné, bude pro konkrétní implementaci potřeba speciální struk-
tura zásobníkového typu, pro uložení aktuální větné formy, která musí umožnit expanzi
nonterminálních symbolů i hlouběji než jen na svém počátku.
6.3 Hluboký zásobníkový automat
Pojem bezkontextových gramatik úzce souvisí s tzv. zásobníkovými automaty, které tvoří
teoretický model syntaktických analyzátorů. Platí totiž, že daný jazyk je bezkontextový,
právě když je možné jej akceptovat vhodným zásobníkovým automatem.
Jelikož ale analyzovaná gramatika nebude bezkontextová, ale LL programovaná, bude
nutné použít upravený model zásobníkového automatu. Hlavním rozdílem je mírně odlišná
funkčnost zásobníku, která již byla zmíněna na konci 6.2.
Definice 6.1 (Zásobníkový automat ([9], s. 382))
Zásobníkový automat M = (Q,Σ, R, s, F ), kde
- Q je konečná množina stavových symbolů reprezentujících vnitřní stavy řídící jed-
notky,
- Σ je konečná abeceda Σ∩Q = ∅ a Σ = ΣI∪ΣPD, kde ΣI je abeceda vstupních symbolů
a ΣPD je abeceda zásobníkových symbolů obsahující S, což je počáteční symbol na
zásobníku,
- R ⊆ ΣPDQ(ΣI ∪ {ε})× Σ∗PDQ je konečná relace,
- s ∈ Q je počáteční stav řídící jednotky,
- F ⊆ Q je množina koncových stavů.
Definice 6.2 (Konfigurace zásobníkového automatu ([9], s. 384))
Nechť M = (Q,Σ, R, s, F ) je zásobníkový automat. Konfigurací zásobníkového automatu M




- Q je přítomný stav řídící jednotky
- ΣI je dosud nepřečtená část vstupního řetězce.
- ΣPD je obsah zásobníku. Pokud nebude uvedeno jinak, bude zásobník reprezentován
řetězcem, jehož nejlevější symbol koresponduje s vrcholem zásobníku.
Definice 6.3 (Přechod zásobníkového automatu ([9], s. 384))
Nechť M = (Q,Σ, R, s, F ) je zásobníkový automat. Jestliže xlhs(r)y je konfigurace M , kde
x ∈ Σ∗PD, y ∈ Σ∗I a r ∈ R, pak M provede přechod z xlhs(r)y do xrhs(r)y podle r, zapsáno
jako
xlhs(r)y ` xrhs(r)y [r].
Přechod zásobníkového automatu je reprezentován binární relací `M (nebo ` bude-li
zřejmé, že jde o automat M), která je definována na množině konfigurací zásobníkového
automatu M . Relace
(q, w, β) ` (q′, w′, β′)
platí pro q, q′ ∈ Q, w,w′ ∈ Σ∗I , β, β′ ∈ Σ∗PD, jestliže w = aw′ pro nějaké a ∈ (ΣI ∪ {ε}),
β = Zα a β′ = γα pro nějaké Z ∈ ΣPD, α, γ ∈ Σ∗PD a δ(q, a, Z) obsahuje prvek (q′, γ).
Definice 6.4 (Přijímaný jazyk ([9], s. 388))
Platí-li pro řetězec w ∈ Σ∗ relace (s, w, S) `∗ (q, ε, α) pro nějaké q ∈ F a α ∈ ΣPD∗, pak
říkáme, že řetězec w je přijímán zásobníkovým automatem M . Množinu L(M) všech řetězců
přijímaných zásobníkovým automatem M , který nazýváme jazykem přijímaným zásobníko-
vým automatem.
Zásobníkový automat má řídící jednotku a na vstupní pásce má zapsané vstupní sym-
boly, které čte pomocí čtecí hlavičky. Dále je vybaven tzv. zásobníkovou pamětí (krátce
zásobníkem), jejíž vrchol ovlivňuje každý přechod. Tento způsob práce automatu je vhodný
pro bezkontextové jazyky, ale pro jeho využití při analýze LL programovaných gramatik je
potřeba představený model upravit.
Vlastnosti potřebné pro analýzu LL programovaných gramatik má hluboký zásobníkový
automat podle [10]. Tento automat pracuje podobným způsobem jako zásobníkový automat,
ale umožňuje aplikaci pravidel nejen na vrchol zásobníku, ale i níže v jeho struktuře. V
definovaném hlubokém zásobníkovém automatu obsahují jednotlivá pravidla i úroveň, ve
které bude toto pravidlo aplikováno.
Příklad 6.3 (Aplikace pravidel v hlubokém zásobníkovém automatu)
Mějme aktuální větnou formu ve tvaru AbA a mějme pravidlo 2pA→ qAc. Pak po apliko-
vání pravidla získáme větnou formu AbAc, jelikož je u pravidla uvedeno, že se má aplikovat
ve druhé úrovni (vrchol zásobníku je na levé straně).
Pro LL programované gramatiky je nutné naznačený princip hlubokého zásobníkového
automatu ještě mírně upravit, a to zrušením nutnosti definovat úroveň, ve které bude pra-
vidlo použito. Jednotlivá pravidla hlubokého zásobníku pro analýzu LL programovaných





Tato kapitola se bude zabývat reprezentací zdrojového kódu v jednotlivých částech analy-
zátoru. Bude zde představena reprezentace vstupních symbolů vhodná pro další zpracování
i podrobně popsány základní části analyzátoru.
Analyzátor zdrojového textu je možné rozdělit na dvě základní části, a to na lexikální
analyzátor, který má na starosti načítání symbolů ze zdrojového textu, a syntaktický ana-
lyzátor, který celou analýzu řídí.
Po návrhu všech struktur, které budou pro analyzátor využity, budou podrobně popsány
obě části analyzátoru, metody jejich práce a komunikace mezi nimi.
Pro názorný popis celého procesu analýzy bude využit jazyk L10 = {anbcnbdn|n ≥ 0},
který je popsán LL programovanou gramatikou G10 = (N,Σ, P, S), kde
P = { r1 = (S → ACD, {r2, r3}),
r2 = (A→ aA, {r4}),
r3 = (A→ b, {r5}),
r4 = (C → cC, {r6}),
r5 = (C → b, {r7}),
r6 = (D → dD, {r2, r3}),
r7 = (D → ε, ε)
}.
7.1 Lexikální analýza
Zdrojový text si je možné jednoduše představit jako řetezec symbolů, který je zaznamenán
na vhodném pamětovém médiu (např. magnetický disk, páska, disketa, CD apod.). Z tohoto
místa je pak čten pomocí první části analyzátoru, tzn. Lexikálním analyzátorem, který jej
překládá na řetezec lexikálních symbolů, což jsou jednotlivé symboly zdrojového textu. V
případě zdrojového textu, který je zapsán pro nějaký programovací jazyk, se jedná např. o
identifikátory, rezervovaná slova, celá čísla atd.
Lexikální analyzátor se musí při rekonstrukci lexikálních symbolů vypořádat s mnoha
problémy, jako jsou různé kódy, které používají různá zařízení, což je ale z pohledu analýzy
zcela irelevantní. Dále např. stejné číslo lze v daném programovacím jazyce interpretovat
různým způsobem, ale pro přeložený program má význam pouze jeho hodnota. Důležitým
úkolem lexikálního analyzátoru není pouze nalezení a rozpoznání jednotlivých lexikálních
symbolů, ale i jejich vhodné zakódování, neboť syntaktický analyzátor pak pracuje se sym-
boly reprezentovanými pouze pomocí celých čísel a nikoli se řetezy znaků proměnné délky,
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jak jsou uvedeny ve zdrojovém textu.
Analyzátor má zpravidla za úkol i další, méně podstatné činnosti, jako je vynechání
komentářů, popř. některých dalších částí zdrojového textu, které slouží pouze pro zvýšení
čitelnosti, či grafické úpravy zdrojového textu a pro analýzu nemají žádný význam.
Lexikální analýzu zdrojového textu je možno vykonat dvěma způsoby. Pro tuto práci
byl zvolen způsob, kdy je lexikální analyzátor volán syntaktickým analyzátorem pouze v
případě potřeby analýzy další části zdrojového textu. Lexikální analyzátor čte postupně
vstupní symboly zleva doprava, po načtení určitého, pro daný jazyk správného řetězce,
je načítání ze vstupního souboru přerušeno a je načten tzv. lexém. Lexikální analyzátor
musí určit typ lexému a tento pak převést do tvaru, který je schopen zpracovat syntaktický
analyzátor, což je tzv. token.
Fyzická implementace lexikálního analyzátoru je postavena na konečném automatu,
který reprezentuje chování analyzátoru pomocí průchodů svými vnitřními stavy na základě
aktuálních symbolů na vstupu.
Definice 7.1 (Konečný automat ([9], s. 101))
Konečný automat je pětice:
M = (Q,Σ, R, sF )
kde
Q je konečná množina stavů řídící jednotky,
Σ je konečná vstupní abeceda a platí Σ ∩Q = ∅,
R ⊆ Q(Σ ∪ {ε})×Q je relace,
s ∈ Q je počáteční stav řídící jednotky,
F ⊆ Q je konečná množina koncových stavů.
Definice 7.2 (Konfigurace konečného automatu ([9], s. 103))
Něchť M = (Q,Σ, R, S, F ) je konečný automat. Konfigurace konečného automatu M je
řetězec χ zapsán, jako
χ ∈ QΣ∗.
Definice 7.3 (Přechod konečného automatu ([9], s. 103))
Něchť M = (Q,Σ, R, S, F ) je konečný automat. Jestliže lhs(r)y je konfigurace automatu
M , kde y ∈ Σ∗ a r ∈ R, pak automat M provede přechod z lhs(r)y do rhs(r)y podle r
zapsáno, jako
lhs(r)y ` rhs(r)y [r].
Přechod konečného automatu je reprezentován binární relací `M (nebo ` bude-li zřejmé,
že jde o automat M), která je definována na množině konfigurací konečného automatu M .
Relace
(q, a) ` (q′)
platí pro q, q′ ∈ Q a a ∈ Σ, jestliže lhs(r)y = qay a automat obsahuje pravidlo r : qa `
q ∈ R.
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Definice 7.4 (Jayzk příjmaný konečným automatem ([9], s. 107))
Něchť M = (Q,Σ, R, S, F ) je konečný automat a w ∈ Σ∗. Jestliže existuje posloupnost
přechodů tvaru sw `∗ f , kde f ∈ F , pak automat M přijímá w. Jazyk přijímaný automatem
M je definován jako
L(M) = {w|w ∈ Σ∗ a M přijímá w}.
Což znamená
L(M) = {w|w ∈ Σ∗ a sw `∗ f v M pro nějaké f ∈ F}
Obrázek 7.1: Graf konečného automatu pro gramatiku G10
Na obrázku 7.1 je vidět graf konečného automatu, který realizuje lexikální analyzátor
pro gramatika G10. Analyzátor přijímá pouze symboly a, b, c, d, což jsou symboly z množiny
Σ, která obsahuje terminální symboly gramatiky. V případě, že se ve zdrojovém souboru
objeví jiný symbol, bude tento stav vyhodnocen jako chyba a analýza bude zastavena.
7.1.1 Struktura tokenu
Token je tvořen strukturou, ve které je jednoznačně určen typ vstupního řetězce, tzn. roz-
lišuje, zda se jedná o proměnnou, operátor, či část řídící struktury jazyka. V některých
případech je nutné uchovat i hodnotu, která je důležitá pro další zpracování, hodnota může
být typu čísla, řetězce atp.
V případě analýzy řetězce jazyka L10 není potřeba pro jednotlivé tokeny uchovávat
jejich hodnotu, postačí pouze jednoznačné rozlišení podle typu lexému, a proto bude token
reprezentován pouze proměnnou typu integer.
7.2 Řízená syntaktická analýza
Syntaktický analyzátor tvoří základní část celého analyzátoru, proto lze také mluvit o syn-
taxí řízené analýze. Hluboký zásobníkový automat, pomocí kterého bude analýza provedena,
byl blíže popsán v kapitole 6.3.
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Jak již bylo zmíněno bude syntaktická analýza jazyka G10 provedena shora dolů. Ze star-
tovacího nonterminálního symbolu začne pomocí přepisovacích pravidel generovat příslušný
řetězec jazyka.
Syntaktický analyzátor provádí činnost hlubokého syntaktického analyzátoru na zá-
kladě LL programované gramatiky a LL programované tabulky pro danou gramatiku. Než
začne samotná analýza, je potřeba inicializovat speciální zásobníkovou strukturu, do které
je vložen počáteční nonterminální symbol gramatiky a speciální symbol označující dno zá-
sobníku, jako tento symbol byl zvolen $. Následně je aplikováno jediné pravidlo gramatiky,
které obsahuje na své levé straně počáteční nonterminál S. Toto pravidlo je aplikováno
vždy nehledě na zdrojový text. Po aplikaci dojde na zásobníku k expanzi nonterminálu S
na ACD a jako použité pravidlo je evidováno r1.
V dalším kroce je načten první symbol ze zdrojového textu a jelikož bylo aplikováno pra-
vidlo r1, je nutné nahlédnout do LL programované tabulky, jakým pravidlem bude analýza
pokračovat. Pokud je načten ze zdrojového souboru symbol a analýza pokračuje pravidlem
r2, pokud b pak pravidlem r3. Pokud byl načten jiný symbol ze zdrojového souboru, je
analýza přerušena, jelikož zdrojový text obsahuje chybu nebo řetezec nepatří do jazyka
L10.
Pro pravidla r2 až r5 je další postup předem daný podle obsahu jejich množny úspěchu. V
případě pravidla r6 je situace stejná jako pro pravidlo r1, tudíž o dalším kroku je rozhodnuto
na základě načteného symbolu ze zdrojového textu.
Pravidla jsou aplikována v cyklu while, který je umístěn v hlavní funkci celého pro-
gramu, a to ve funkci int main(int argc, char *argv[]). Po aplikaci každého pravidla je
vždy provedena kontrola, zda není náhodou pokryt symbol načtený ze zdrojového textu.
Nejdříve je zkontrolováno, zda vrchol zásobníku neobsahuje některý z terminálních sym-
bolů, pokud ano, je tento terminál porovnán s aktuálně načteným symbolem ze zdrojového
textu. Pokud si odpovídají, je na zásobníku provedena operace POP reprezentovaná funkcí
void PopStack(SStackPtr *stack), která provede odebrání vrcholu zásobníku. Dále je načten
další symbol ze zdrojového textu a ten je znovu porovnán s vrcholem zásobníku, pokud si
symboly opět odpovídají, je opět provedeno výše popsané. V opačném případě se znovu
přistoupí k aplikaci pravidel.
Celá analýza v případě úspěchu pak končí aplikací pravidla r7, které zajistí vymazání
posledního nonterminálního symbolu z větné formy, a to symbolu D. Po aplikaci pravidla
zůstane na zásobníku již pouze speciální symbol označující dno zásobníku. V případě, že je
na zásobníku již jen symbol pro dno, ale zdrojový text ještě nebyl celý přečten, je detekována
syntaktická chyba.
7.2.1 Struktura a operace zásobníku
Zásobníková struktura, která umožňuje aplikaci pravidel, je uložena ve formě jednosměrně
vázaného lineárního seznamu, kde provázanost jednotlivých částí je ve směru od vrcholu
zásobníku směrem dolů. Pro každý symbol umístěný na zásobník je alokováno nové místo
v paměti, konkrétně pro speciální strukturu obsahující proměnou typu char, tedy symbol,
a ukazatel na následující symbol na zásobníku.
Příklad 7.1 (Struktura jednoho uzlu zásobníku)
typedef struct SStack {
char symbol; //symbol
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struct SStack *next; //ukazatel na dalsi symbol v rade
} *SStackPtr;
Dále je možné použít několik funkcí určených pro práci se zásobníkem. Je definována
funkce pro inicializaci zásobníku int InitStack(SStackPtr *stack,char startSymbol), kde je
jako parametr předáván odkaz na zásobníkovou strukturu. Tento odkaz je brán jako ukazatel
na vrchol zásobníku. Dalším parametrem je počáteční symbol, který má být na zásobník
vložen.
Pro zásobník jsou definovány i pomocné funkce, jako char GetTopStack(SStackPtr stack),
která navrací aktuální hodnotu vrcholu zásobníku, funkce void PopStack(SStackPtr *stack)
již byla popsána a realizuje operaci POP , funkce void ShowStack(SStackPtr stack) vypíše
na standardní výstup aktuální obsah celého zásobníku a funkce void FreeStack(SStackPtr
*stack) zajistí korektní uvolnění využití paměti pro uložení zásobníku.
Nejdůležitější funkcí, která je pro zásobník definována, je funkce int ApplyRuleStack(SStackPtr
*stack, int rule), která má na starost aplikaci pravidla na aktuální větnou formu obsaženou
v zásobníku. Jako parametr funkce je předán ukazatel na vrchol zásobníku a dále číselná
reprezentace pravidla, které má být aplikováno. Parametr s určením pravidla je využit v
příkazu case, který tvoří hlavní část funkce. Nejdříve je nalezen nejlevější výskyt nonter-
minálního symbolu, který se vyskytuje v aplikovaném pravidle na levé straně, a následně
je vytvořen seznam nových zásobníkových polí, do kterých jsou uloženy jednotlivé symboly
z pravé strany aplikovaného pravidla. Tento nově vzniklý seznam je následně umístěn na
původní místo nonterminálu z levé strany aplikovaného pravidla.
7.3 Zpracování chyb
Výskyt chyb se nevyhýbá ani lexikální analýze. Nejjednodušším příkladem může být výskyt
znaku, který ve vstupním souboru nemá co dělat. V takovém případě je navrácená hodnota
nastavena na chybový stav a řízení je předáno syntaktickému analyzátoru, který aktuálně
prováděnou analýzu ukončí chybovým hlášením, odalokuje všechny použité zdroje a celou
aplikaci ukončí.
V případě chyby v průběhu syntaktické analýzy je postup obdobný, kde po výpisu chy-
bového hlášení, které obsahuje i předpokládanou polohu chyby a navrácení všech využitých




Tato kapitola seznamuje s používáním demonstračního programu a s obsahem přiloženého
média. Přiložené médium obsahuje několik archivů:
skl.tgz - obsahuje zdrojové kódy demosntračního analyzátoru,
test.tgz - obsahuje vzorové příklady pro testování analyzátoru,
dokumentace.tgz - obsahuje programovou dokumentaci vygenerovanou programem
Doxygen.
Pro úspěšné přeložení a spuštění analyzátoru je nutným softwareovým vybavením překla-
dač gcc a program make. Archiv se zdrojovými kódy (skl.tgz ) je nutné extrahovat vhodným
nástrojem, doporučuji extrakci provést do nového adresáře. Pro samotný překlad extraho-
vaných zdrojových textů je určen soubor Makefile, který po zadání příkazu make zdrojové
texty přeloží a vytvoří spustitelný soubor jménem skl.
Pokud byly předchozí kroky úspěšné, je možné binární soubor skl spustit. Tento spus-
titelný soubor vyžaduje při svém spuštění jediný parametr, a to cestu k souboru obsahující
řetězec, který má být analyzován. Po spuštění programu s platným parametrem dojde k
analýze zdrojového textu obsaženého v zadaném souboru. Pokud při spuštění nebyl zadán
žádný parametr nebo je parametr neplatný, bude zobrazena jednoduchá nápověda, která
vypíše základní informace o způsobu práce s analyzátorem.
Pro otestování funkčnosti analyzátoru je možné využít některý s dodaných testovacích
souborů. Tyto zdrojové texty se nacházejí v archivu test.tgz. Testovací programy je vhodné
extrahovat do stejného adresáře, kde se nachází spustitelná verze analyzátoru. Spuštění
analyzátoru vypadá následovně: skl <jméno souboru>. Výstupem analyzátoru je obsah zá-




Pro syntaktickou analýzu zdrojových textů většiny programovacích jazyků mají bezkon-
textové jazyky a gramatiky, které je popisují, nezastupitelné místo. Z důvodu jejich velké
obliby a z toho vyplývajícího hojného použití těchto modelů v praxi, je tato problematika
velice dobře prozkoumána a zdokumentována. Ale i přesto je možné nalézt případy, kdy
nelze model bezkontextových gramatik pro analýzu zcela použít a je nutné jej rozšířit, či
zcela obejít. Konkrétním případem mohou být sémantická pravidla pro programovací ja-
zyky, kvůli kterým je nutné používat doplňující tabulky s jejichž pomocí již lze zajistit
platnost těchto pravidel pro daný zdrojový text.
Obecně lze říci, že sice existují gramatické modely pro popis jak syntaxe tak i sémantiky
programovacích jazyků, ale prostředky a algoritmy pro jejich praktické zpracování jsou velmi
náročné na časovou a často i prostorovou složitost. Proto by bylo výhodné pouze navýšit
sílu již používaných modelů s co nejmenší nutností jejich úpravy tak, aby bylo možné pro
jejich analýzu použít stávající metody, popř. metody jim velice blízké.
Cílem této diplomové práce bylo zavedení modifikované metody řízené syntaktické ana-
lýzy založené na řízených gramatikách. Práce mapuje některé z hlavních metod řízené syn-
taktické analýzy a zkoumá použité úpravy modelu bezkontextových gramatik, pomocí nichž
došlo k navýšení vyjadřovacích schopností tohoto modelu. Zkoumané řízené gramatiky dělí
do tří hlavních skupin podle použitého způsobu navýšení jejich schopností.
Jako jedna ze zajímavých skupin byly popsány gramatiky s předepsanými sekvencemi,
které navyšují sílu pomocí množiny aplikovatelných pravidel, ze které je vždy nějaké vy-
bráno a použito v závislosti na pravidle, které bylo použito v předchozím kroku. Pro tento
typ řízených gramatik jsou charakteristické asi největší úpravy modelu bezkontextových
gramatik, které jej rozšiřují. V definicích jednotlivých typů gramatik je možné nalézt spo-
lečné prvky, které jsou pro každý typ použity v jiné části definice či mírně odlišným způ-
sobem, čehož lze využít a v určitých případech je možné tyto modely ekvivaletně zaměnit.
Pokud vezmeme regulárně řízené gramatiky, které jsou řízeny pomocí předpisu použití jed-
notlivých pravidel obsaženého v množině R ve tvaru regulárního výrazu, a srovnáme je
s programovanými gramatikami, které jsou řízeny pomocí množiny úspěchu a neúspěchu,
není souvislost viditelná. Na základě pravidel programované gramatiky je možné vytvořit
konečný automat, který lze převést na regulární výraz. Tento vytvořený regulární výraz
popisuje řídící předpis pro použití pravidel, což je obdoba množiny R u regulárně řízených
gramatik. Podobně u maticových gramatik je možné rozložit jednotlivé sekvence pravidel a
převést je tak na ekvivalentní programovanou gramatiku.
Další skupinou zkoumaných řízených gramatik byly gramatiky řízené kontextovými pod-
mínkami, jejichž způsob řízení je závislý na dosud vygenerované větné formě. Metody pod-
45
míněných a polopodmíněných gramatik spolu úzce souvisejí, jak je patrné již z jejich názvů.
Základním rozdílem je velikost vygenerované větné formy, na jejímž základě je provedeno
rozhodnutí o dalším kroku, kde pro podmíněné gramatiky se jedná o celou dosud vygene-
rovanou větnou formu, což by mohlo být v praxi obtížně použitelné. Pro polopodmíněné
gramatiky jde pouze o existenci určitých řetězců nonterminálních a terminálních symbolů,
které se musí nacházet v dosud vygenerované větné formě. U polopodmíněných grama-
tik lze rovněž pozorovat jistou vzdálenou podobnost s programovanýma gramatikama, kdy
pravidla polopodmíněné gramatiky obsahují dvě množiny R a Q, kde R obsahuje vynu-
cený kontext, nebo-li, co musí větná forma obsahovat, aby bylo možné pravidlo aplikovat,
a množina Q naopak, co větná forma obsahovat nesmí, což by se dalo vzdáleně přirovnat k
množině úspěchu, která definuje, co dělat, jestliže je možné pravidlo aplikovat, a množině
neúspěchu, která definuje činnost, pokud pravidlo nelze aplikovat u programovaných grama-
tik. Gramatiky s náhodným kontextem, které jsou posledním zkoumaným typem gramatik
v této skupině, také vycházejí z podmíněných gramatik a pravidla obsahují dvě množiny. V
tomto případě je ovšem obsah množin omezen pouze na nonterminální symboly gramatiky.
Poslední zkoumanou skupinou modelů jsou řízené gramatiky s částečným paralelismem,
které upravují definici modelu bezkontextových gramatik nejméně, ovšem postup derivace
je naopak nejodlišnější. Jedná se hlavně o značnou úpravu způsobu použití bezkontextových
pravidel, kde není podmínkou každého kroku jedna aplikace pravidla, ale naopak může být
takovýchto aplikací provedeno paralelně několik, dokonce mohou být aplikována pravidla
i na různé nonterminální symboly během tohoto jednoho kroku. Např. u indické paralelní
gramatiky je provedena aplikace pravidla na všechny výskyty nonterminálního symbolu od-
povídajícího levé straně zvoleného pravidla v dané větné formě. Tento model by mohl být
opět v určitých situacích nahrazen programovanou gramatikou, kdy programovaná grama-
tika je schopna provést stejnou derivaci, ale sekvenčním způsobem. Obdobně by bylo možné
nahrazení i dalších modelů řízených gramatik s částečným paralelismem za cenu změny pa-
ralelního přístupu za sekvenční. Jistou podobnost lze nalézt i pro k-gramatiky a gramatiky
s rozptýleným kontextem, kde u k-gramatik derivační krok sestává z paralelní aplikace
daného počtu pravidel, tento počet nemusí být nutně různý a gramatiky s rozptýleným
kontextem již přímo definují skupiny pravidel, které budou paralelně aplikovány.
Na základě prozkoumaných modelů řízených gramatik a jejich vlastností byl pro další
části této práce vybrán model programovaných gramatik, který se zdá jako dostatečně
univerzální a v určitých případech i zaměnitelný za ostatní modely řízených gramatik, a
také nejsou nutné příliš razantní úpravy bezkontextového modelu.
Běžně používané modely pro automatickou analýzu zdrojového textu jsou založeny na
tzv. LL gramatikách, které značí, že je větná forma čtena zleva doprava a pro derivaci je vo-
len nejlevější nonterminální symbol. Pomocí těchto gramatik je možné popsat pouze jistou
podmnožinu z množiny, kterou lze popsat bezkontextovými gramatikami. Ačkoliv není tento
model tak obecný, má určité výhody, a proto je používán pro některé z nejznámějších metod
analýzy. Jeho hlavní výhodou je determinismus při rozhodování, které pravidlo bude dále
použito. Tato vlastnost je důsledkem omezení kladeného na pravidla gramatiky, které vy-
žaduje, aby pravé strany pravidel se shodnou levou stranou začínala různými terminálními
symboly. Díky této vlastnosti je možné pro každou LL gramatiku vytvořit deterministický
syntaktický analyzátor shora dolů. Nevýhodou ovšem je malá generativní síla tohoto mo-
delu, proto bude model LL gramatik rozšířen pomocí modelu programovaných gramatik.
Model LL programovaných gramatik byl navržen jako programovaná gramatika bez
množiny neúspěchu. Definice LL gramatik byla upravena pouze u množiny pravidel P ,
která je nově definována jako množina párů. Každý pár je tvořen bezkontextovým pravi-
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dlem a množinou úspěchu, která obsahuje pravidla použitelná v dalším kroce analýzy, v
případě úspěšné aplikace pravidla. Model LL programovaných gramatik lze stejně jako pro-
gramované gramatiky převést na konečný automat. Po převedení získaného automatu na
rovnice nad regulárními výrazy a jejich vyřešením, získáme regulární výraz, který obsahuje
řídící sekvenci pravidel použití při derivaci. Tato sekvence je ekvivalentní s množinou R u
regulárně řízených gramatik, které mají větší generativní sílu než model bezkontextových
gramatik. A proto i LL programované gramatiky mají větší generativní sílu, čímž byla
získána modifikovaná metoda mocnější než klasická LL gramatika.
Syntaxe jazyka popisuje správnou formu jednotlivých řetězců patřících do analyzova-
ného jazyka. Hlavním úkolem syntaktické analýzy je zkontrolovat zdrojový text, zda splňuje
předepsanou syntaxi jazyka a je možné jej vygenerovat z počátečního nonterminálního sym-
bolu. Syntaktický analyzátor simuluje transformaci zdrojového textu do datové struktury,
která je nejčastěji podobná stromu. Metody syntaktické analýzy mohou být rozděleny na
dvě skupiny lišící se přístupem. Jedná se o metody, které pracují se zdrojovým textem shora
dolů a metody zdola nahoru. Jelikož je navrhnutá metoda LL programované gramatiky za-
ložená na modelu LL gramatik, které jsou základem pro metody syntaktické analýzy shora
dolů, byly dále zkoumány metody z této skupiny.
Jednou z metod syntaktické analýzy shora dolů je metoda rekurzivního zanoření, kde
aplikace pravidel je realizována jako posloupnost volání funkcí. Pro každý nonterminální
symbol gramatiky je vytvořena funkce, která navrací hodnotu pravda nebo nepravda, podle
toho, zda bylo možné analyzovanou část zdrojového textu správně rozpoznat. Tato metoda
syntaktické analýzy vyžaduje možnost rekurzivního volání funkcí, což může být v některých
případech hlubšího zanoření náročné na výpočetní prostředky.
Další ze zkoumaných metod je metoda syntaktické analýzy založená přímo na LL(1)
gramatikách, resp. analýza zdrojového textu za pomoci LL tabulky. LL gramatiky umožňují
vytvořit tzv. LL tabulku, která umožňuje deterministicky rozhodnout, které pravidlo bude
použito v dalším kroku analýzy. LL tabulka obsahuje pro každý nonterminální symbol jeden
řádek a jeden sloupec pro každý terminální symbol. Pravidlo pro další krok je pak získáno
na základě nejlevějšího nonterminálního symbolu, který je ve větné formě a označuje řádek
tabulky. Sloupec tabulky je vybrán podle aktuálního terminálního symbolu na vstupu.
Pravidlo pro následující krok je v obsaženo v buňce na průsečíku vybraného sloupce a
řádku. Pro vytvoření LL tabulky je potřeba vypočítat speciální množiny, jako množina
Empty, která značí, zda je možné pomocí ε pravidel vymazat pravou stranu pravidla. Další
množiny jsou First a Follow obsahující terminální symboly, které je možné vyderivovat na
začátku, popř. na konci pravých stran pravidel gramatiky. Poslední a shrnující množinou je
množina Predict, která definuje případ použití pro každé pravidlo gramatiky tak, že definuje
terminální symboly, které musejí být načteny ze vstupu a zároveň musí být nejlevějším
nonterminálním symbolem ve větné formě nonterminál na levé straně pravidla.
Řízená syntaktická analýza založená na LL programovaných gramatikách je schopna
analyzovat i struktury, které nejsou bezkontextové. Samotná analýza je průběhem podobná
syntaktické analýze LL(1) gramatik, a proto je potřeba vytvořit řídící tabulku nazvanou LL
programovaná tabulka. Pro její vytvoření je potřeba vypočítat množinu First pro pravé
strany pravidel dané gramatiky, jejichž množina úspěchu obsahuje více než jedno pravi-
dlo. Pro ostatní pravidla je další krok jasný, jelikož jejich množina úspěchu obsahuje pouze
jedno nebo žádné pravidlo. Díky těmto vlastnostem získaným spojením s programovanými
gramatikami je možné zmenšit tabulku, podle které je rozhodováno o dalším kroku analýzy
a tudíž i snížení počtu přístupů do této tabulky, což může přispět k celkovému urychlení
analýzy. Řádky LL programované tabulky na rozdíl od LL tabulky, jsou řádky označeny
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přímo pravidlem gramatiky a sloupce jsou označeny stejně jako u LL tabulky terminálními
symboly, které je možné očekávat na vstupu. Samotná analýza založená na LL programo-
vané tabulce začíná aplikací speciálního pravidla gramatiky, které jako jediné obsahuje na
levé straně počáteční nonterminální symbol, toto lze zaručit bez újmy na obecnosti. Pra-
vidlo pro další krok analýzy je pak určeno na základě množiny úspěchu právě použitého
pravidla. Jak bylo zmíněno výše, pokud množina obsahuje více než jedno pravidlo, je nutné
získat pravidlo z LL programované tabulky. Pro fyzickou realizaci syntaktické analýzy je
potřeba využít speciální zásobníkovou strukturu, která umožňuje aplikovat pravidla nejen
na vrcholu této struktury, ale i níže. Právě takovou strukturou je hluboký zásobníkový
automat, který umožňuje aplikovat pravidla i na nonterminální symboly, které nejsou na
vrcholu zásobníku.
Implementace byla provedena pro syntaktickou analýzu jazyka L10 = {anbcnbdn|n ≥ 0},
který byl popsán LL programovanou gramatikou. Realizace analýzy probíhá na základě LL
programované tabulky a hlubokého zásobníkového automatu. Aby bylo možné zdrojový text
jazyka L10 analyzovat, bylo potřeba vytvořit lexikální analyzátor, který provede prvotní
analýzu zdrojového textu a bude dále předávat tokeny hlavní části analyzátoru, tedy syn-
taktickému analyzátoru. Pro realizaci hlubokého zásobníkového analyzátoru bylo potřeba
vytvořit speciální zásobníkovou strukturu s potřebnými vlastnostmi. Tato struktura byla
realizována pomocí jednosměrně vázaného lineárního seznamu a pomocných funkcí, které
umožňují aplikaci jednotlivých pravidel gramatiky. V případě úspěšné syntaktické analýzy
zůstane v zásobníku pouze speciální symbol, který označuje dno zásobníku a nepatří mezi
terminální ani nonterminální symboly gramatiky.
V této práci byl navržen upravený model gramatiky založený na bezkontextovém mo-
delu, který ale umožňuje generovat nebezkontextové struktury. Dále pomocí metody hlu-
boké syntaktické analýzy bylo předvedeno, že je možné tuto upravenou metodu s úspěchem
využít pro syntaktickou analýzu nebezkontextových struktur i v praxi, čímž bylo dosaženo
stanovených cílů.
Otevřené otázky pro další vývoj, či výzkum navrženého modelu jsou např. vliv mini-
malizace konečného automatu na vyjadřovací sílu LL programované gramatiky. Dále pak
možnost využitelnosti modelu pro syntaktickou analýzu anglického jazyka.
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- Písemná zpráva ve formátu PDF.
- Zdrojový tvar písemné zprávy (zpráva byla připravována v MiKTEX 2.9).
- Zdrojové texty implementace syntaktického analyzátoru.
- Vzorové příklady testovacích souborů pro syntaktický analyzátor.
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