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SUMMARY
The use of seismic waves to detect subsurface targets such as landmines is a very
promising technology compared to existing methods like Ground Penetrating Radar (GPR)
and Electromagnetic Induction (EMI) sensing. The fact that seismic waves induce resonance
in man-made targets, and hence more scattering, gives this method a natural ability to
discriminate landmines from common types of clutter like rocks, wood, etc. Reflection and
resonance from the targets can be used in imaging to detect the location of targets. However,
existing methods require a large number of measurements for imaging and detection, which
are expensive and time consuming. To reduce the number of measurements and enable faster
detections, a new sensing strategy is proposed based on optimally maneuvering sensors. The
system would operate in two main modes. In search mode, the goal would be to move on
top of a target using the minimum number of measurements. Once the target is found, the
system would switch to a detection mode to make its final decision. The seismic sensor
system is an active system, where a seismic source generates the probing pulse. The waves
reflected from buried targets are collected by an array of sensors placed on the surface, and
then an imaging algorithm is used to estimate the target position. The performance bounds
for this position estimate are derived in terms of the Fisher information matrix (FIM). This
matrix gives the dependence of the target position estimate on the array position. Based
on the FIM, the next optimal array position is determined by using the theory of optimal
experiments. The next array position will be the one that reduces the uncertainty of the
target position estimate the most. The whole array is moved to this new position, where




1.1 Origin of the Problem
The detection of buried landmines and subsurface structures has been investigated at Geor-
gia Tech and elsewhere in recent years using seismic waves [21, 58, 62–64]. A seismic wave
launched from a source travels through the soil and interacts with buried targets. The
detection system exploits the large difference between the elastic properties of a mine and
the surrounding soil. This difference causes seismic wave interactions in the vicinity of the
mine to be quite distinctive. This distinctive behavior can be used to locate the buried
landmines and also distinguish them from common types of clutter in the soil. Seismic
waves that propagate in the medium can be divided into two main types, surface waves
and body waves. The main surface waves are Rayleigh and Love waves. Body waves, such
as shear and compressional waves, are present inside the medium. Rayleigh waves can be
measured by placing the sensors on the surface. The interaction of Rayleigh waves with
near-surface buried targets will be utilized in the detection.
Seismic techniques have been shown to be effective, even in the detection of low-metal
anti-personnel (AP) mines [62, 63], because mines have mechanical properties that are sig-
nificantly different from the surrounding soil. For example, the shear wave velocity is ap-
proximately 20 times higher in the explosive and plastics used in typical mines than in the
surrounding soil [61]. In addition, mines are complex mechanical structures with a flexible
case, a trigger assembly, air pockets, etc. This complex structure gives rise to structural
resonances in mines, which are quite different from the response from clutter such as rocks.
This structural resonance also gives rise to many reflections from a mine. The resonances
and reflections can be used together to form an effective imaging algorithm to locate the
mines [11].
The range of burial depths typically associated with anti-personnel (AP) and anti-tank
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(AT) mines is 1 to 10 cm below the Earth’s surface. AT mines are typically larger and
more deeply buried than AP mines. These characteristics make classical seismic techniques
ill-suited to the landmine detection problem, because classical seismic techniques are used
for imaging deeper targets. The deeper targets are also much bigger than landmines and the
seismic survey performed with these techniques is deployed over a large area. These tech-
niques usually involve the generation and detection of bulk waves (shear or compressional
waves) in the earth [19]. Surface-guided (Rayleigh) waves are problematic for classical seis-
mic measurements because their displacements decay exponentially away from the Earth’s
surface. These waves do not interrogate the soil deeper than a few wavelengths, even though
they have large surface displacement. However, these same features make the Rayleigh wave
an excellent interrogation signal for detecting landmines. Targets at various depths can be
detected by varying the frequency content of the interrogating signal.
The initial attempt to build a seismic landmine detection system using a pulse-echo
scheme was reported in [64]. The seismic source generates a probing pulse, which travels
through the soil, interacts with targets, and then gets reflected. This reflection can be
measured by sensors placed on the surface. The collected data is then processed by a back-
propagation algorithm to image and detect the location of mines. Other researchers have
argued that instead of using this kind of setup, it’s better to measure seismic motion at the
mine [58,63]. The current prototype system is based on this idea, and it offers three distinct
advantages over a remote-receiving array technique. First, since the reflected waves do not
have to travel to a receiving array, one half of the geometric spreading and attenuation
is eliminated. Second, problems caused by changes in the propagation properties of the
intervening medium are mitigated, which reduces the uncertainty in the location estimate
of the target. Third, it allows measurement directly above the buried mines for detecting
the resonance.
The next sections describe the existing prototype system, the imaging algorithm used
to localize the landmines, and some limitations of the existing processing.
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Figure 1: Prototype system using two radar sensors (other kinds of sensors can also be
used) [62, 63].
1.1.1 Prototype Seismic Landmine Detection System
The mine detection system that has been used in experiments is depicted in Figs. 1 and 2.
The system consists of a stationary seismic source and a movable receiving array 1 [62,63].
The source is an electrodynamic shaker that has been coupled to the ground by a narrow
foot and has been designed to generate Rayleigh waves. The receivers shown in Fig. 1
are radar sensors, which are non-ground-contacting sensors, capable of measuring the soil
displacements of the order of 1 nm. This sensitivity is more than sufficient to measure the
surface displacements of seismic waves that are on the order of 1 µm. The radar sensor
is one type of sensors used for measuring soil displacements; however, other sensors are
also used, including ground-contacting accelerometers, ultrasonic sensors, and passive air-
acoustic sensors. Most of the experimental data used for the algorithms in this thesis are
measured by radar sensor and accelerometers.
Laboratory testing has been conducted in a wedge-shaped tank, depicted in Fig. 3, filled
1Waymond Scott and Gregg Larson are creators of Figs. 1, 2 and 3
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Figure 2: Configuration of seismic mine detection system [63].
Figure 3: Experimental soil tank facility [63].
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with damp compacted sand to simulate soil. The seismic source is located as indicated in
Fig. 3 and is bidirective toward the search area and the back of the wall. Damp, compacted
sand was chosen as a soil substitute because it can be dug up, refilled, and repacked with
fairly good repeatability. Simulated mines, inert mines, and clutter such as rocks and sticks
can be buried within a 2× 2 m scannable region in the center of the tank. The typical scan
region of 80× 120 cm is outlined in Fig. 3. The scan region is sufficiently far from the tank
walls that wall reflections can be time-gated out of the data. The sensor can be scanned
over this region with a three degree-of-freedom positioner fixed above the tank.
Experiments in the tank indicate the presence of two measurable propagating wave
types: a slow, large amplitude surface wave that propagates at 80 to 100 m/s (Rayleigh
wave) and a smaller, faster bulk wave that propagates at 190 to 250 m/s (compressional
wave). Data taken along a one-dimensional (1-D) scan away from the source and moving
right on top of the mine is shown in Fig. 4. The seismic source is located at 80 cm from the
first receiver position. In addition to the strong forward Rayleigh wave, we can also see the
compressional wave, especially at the receiver positions with offset less than 60. The two
scans in Fig. 4 are for a VS-1.6 (AT) mine buried at a depth of 5 cm and a TS-50 (AP) mine
buried at a depth of 1 cm. In the case of the TS-50, which is an anti-personnel (AP) mine,
there is strong resonance on top of the mine. For the VS-1.6, which is an anti-tank (AT)
mine, there is a stronger reflection from the mine and less resonance because the VS-1.6 is
buried deeper.
1.1.2 Existing Imaging Algorithm
Typically, the data are collected on a two-dimensional grid covering the entire scan region
shown in Fig. 3. One example of such raw data for a TS-50 buried at a depth of 1 cm is shown
in Fig. 5. This figure shows the interaction of waves with the TS-50 at four time instants.
The first processing step is to apply an imaging algorithm to determine the exact locations
of the mines. The imaging algorithm presented in [11] exploits two basic properties. The
first property is that the incident forward wave is reflected when it arrives at a buried object
























































Figure 4: Typical scans made over the buried mines, showing displacement. Positions of
the edges of the mines are shown by horizonal white lines (dB scale) [62, 63]. (a) VS-1.6 at
5 cm depth (20 cm diameter). (b) TS-50 at 1 cm depth (10 cm diameter).
of large anti-tank mines. The reflection from small mines such as anti-personnel mines is
less; however, in these mines the structural resonance is very strong. For small mines, the
imaging algorithm exploits the structural resonance to distinguish the mines from common
types of clutter like rocks.
One way to define a reflector is to select the point where the first arrival of the incident
wave is time coincident with the reflected wave. The resonance also starts at the first arrival
of the incident wave to the mine. The basic idea behind the algorithm proposed in [11],
is to compare the incident and reflected waves at each point in the region being imaged.
Thus we calculate the time it takes for the wave to travel from the source to a point on
the surface and then calculate the energy in the reflection and resonance around that point.
The algorithm consists of the following steps [11]:
1. Separate the forward and reflected waves. This separation can be done most easily in
the frequency-wavenumber domain.
2. Calculate the forward wave’s group velocity, and calculate the time, t(x, y), that the
forward wave will take to reach a point (x, y) on the surface.
3. At each spatial position (x, y), form a window of length N across time, whose center




Figure 5: Surface displacements showing interaction of waves with TS-50 buried at a
depth of 1 cm, at four instants [63]. Location of mine is indicated by an arrow (40 dB
scale), (a) before wavefronts reach the mine (b) the main pulse interacts with mine (c) after
the main pulse has passed the mine, resonance can be seen at mine location (d) reflections
start coming from mine.
reflected waves. This is also weighted by energy which is reflected back from point
(x, y).
The result of applying this algorithm for two different mines is shown in Fig. 6. The two
mines are a VS-1.6 mine buried at a depth of 5 cm and a TS-50 mine buried at 1 cm. The
data was collected over a 2-D grid of 100 × 100 cm, and a typical scan takes nearly 9 hours
to complete. In both cases, the mine location can be seen clearly.
In the second example, multiple mines are buried at various depths and surrounded by
rocks. There is a VS-1.6 AT mine surrounded by TS-50, butterfly, VS-50, and M-14 AP
mines. The burial depths for the mines were 4.5 cm for the VS-1.6, 2 cm for the TS-50, the
VS-50, and the butterfly, and 0.5 cm for the M-14. The burial depths for the rocks were
3.5 cm, 1.5 cm, 2 cm, and 1 cm (clockwise, starting with the upper left rock). The setup
and the final image are shown in Fig. 7. The algorithm is able to locate the mines, with














































Figure 6: Result of applying the imaging algorithm to the raw collected data (30 dB























Figure 7: Imaging in clutter. There are five mines (4 AP and 1 AT mine) buried at various
depths, and surrounded by four rocks. (a) Actual setup. (b) Final image (50 dB scale).
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in discriminating mines from clutter [63].
1.1.3 Main Drawback of the Existing Processing
The imaging algorithm presented in the previous section exhibits satisfactory mine detec-
tion performance. However, the data collection and processing are time consuming, and
many expensive measurements must be taken over a 2-D grid with large apertures to have
sufficient image resolution over the space of interest. In addition, the best way to make final
confirmation is to use the structural resonance properties of mines, especially for smaller
AP mines. For this it is necessary to move on top or very close to the mines. However, this
position is not known a priori in actual situations. Therefore, to search even a small area
of size 1 m2, a large number of measurements is required. If we can reduce the number
of measurements, then we can reach our goal of using a mobile platform for sensing the
environment autonomously.
1.2 Proposed Solution
To reduce the number of measurements and the processing time, an adaptive sensing mecha-
nism is proposed, in which the imaging and detection will be done by optimally maneuvering
the receiving array [1–3]. To effectively image any single target, only a small subset of the
measurements is actually required, but we do not know this subset ahead of time. There-
fore, if we want to reduce the time or the resources needed to localize a target, one approach
is to use a maneuvering receiver array to take measurements only when needed. This will
be possible if we can develop an adaptive algorithm to find the best receiver positions for
taking data. The strategy will be to make each new measurement so that we maximize the
information gained about the target. In our case, we will use a maneuvering 3 × 3 array to
detect and locate mines. In the method proposed, any one image, created during successive
measurements, has low resolution (large uncertainty about the target position). However, as
the array maneuvers, an imaging operation that uses the cumulative measurements would
improve the resolution around the mine location.
The array movement will be based on the theory of optimal experiments [23]. Starting
with a 2-D sensor array with known relative positions, an initial estimate of the target
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location is made. Then, the variance of the location estimate is calculated by using the
Fisher information matrix (FIM). Based on the expected value of the FIM, the next optimal
array position is determined by using the theory of optimal experiments [23,45]. The search
for the optimal array position maximizes the determinant of the Fisher information matrix.
The two steps involved in the maneuver strategy for a mobile array of sensors are shown in
Figs. 8(a) and 8(b).
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Figure 8: Optimal maneuvering algorithm: (a) Source generates a probing pulse. The
waves are reflected from the target and are collected at a receiving array. At step i, the
target position zi is estimated when the array center is at ζi. (b) Estimate the next array
position ζi+1 by using the estimated target position zi and the Fisher information matrix
measure.
The proposed mechanism for optimally maneuvering array consists of three major steps:
1. The maneuvering array has to work with only the reflected wave to locate the target.
However, because the seismic source is also in the vicinity, the array will also record
a very strong forward probing pulse. If the target is far away, we can time-gate the
forward pulse, but in the vicinity of the target, it is very difficult to separate the two
waves. Therefore, a robust algorithm is needed to first identify different wave types
and then to separate them.
2. After the waves have been separated, the next step is to image the targets to locate
their positions. The sensor array and source form an active array system. The data
model that can be applied to this case must be derived. The big question is whether
can we apply the model used in classical passive array design or whether another
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model is needed. After forming the data model, the next step is to derive an imaging
algorithm. Also, we have to decide whether processing has to be done in the time
domain or the frequency domain. However, the nature of the seismic wave suggests
that frequency domain processing is more suitable for this problem for two reasons.
First, soil is an example of a highly dispersive medium, where propagation velocity
varies with frequency. Second, targets at various depths can be imaged by varying
the frequency content of the probing pulse. Since the propagation velocity varies with
frequency, we have to formulate a propagation model and steering vectors that can
be applied to this case.
3. The main goal is to place the array on a mobile platform, which can maneuver as
it senses the environment. Therefore, the size of the array has to be small, which
means a small aperture. This small aperture will result in low resolution or higher
uncertainty about the position estimate of the target. One way to increase resolution
is to increase the effective aperture by moving the array and forming a synthetic
aperture. Finally, an algorithm has to be derived that can be used to determine the
next optimal position for the array.
1.3 Contributions and Organization of the Thesis
The mechanics of optimal maneuvering require the interactions of three main steps, as
described in the previous section. The first step deals with seismic wave identification
and separation, the second deals with data models and imaging, and the third deals with
optimal maneuvering to increase effective aperture. The interaction of all these three steps
will result in a location estimate of the target with reduced uncertainty. The algorithms for
all these steps needs to be formulated. In the end, we have to move on top of the target
to extract resonance and make a final decision; therefore, another algorithm is required for
this. The main contributions of this thesis are the formulation of the new algorithms for all
these different steps, which are interdependent for making the final confirmation.
The basic background and some of the existing algorithms for the three steps of the
proposed solution are presented in Chapter 2. The chapter includes a review of some of
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the existing spatial spectrum analysis techniques. Also the theory behind optimal sensor
placement is presented.
The new spatial spectrum analysis technique for surface waves is presented in Chapter 3.
The parametric model is derived, and the Prony-based algorithm is presented for estimating
the parameters of this model. The algorithm is also extended to a multi-channel case, which
is useful in predicting the polarization behavior of the surface waves. The various modes
of the surface waves could be identified and their parameters could be extracted. These
various modes could also be reconstructed again in the time domain. All the algorithms
are tested by using both numerical and field data. The spectrum analysis technique can
also be used to separate the forward and reflected waves in the case of buried targets. This
technique can also be used to estimate three different velocities for surface waves, namely,
phase, group, and effective velocity. The dispersion curves obtained from this analysis could
also be used in the inversion for determining the shear wave profile of the subsurface.
Two new imaging algorithms are proposed in Chapter 4 for the case of fixed linear
arrays. The data model is derived, which will be used again in the imaging algorithm for
optimal maneuvering. Both algorithms use a multi-static active array system, and all of the
processing is done in the frequency domain. One algorithm is based on the near field DOA
and range estimates, using a 2-D MUSIC algorithm, and second on the CLEAN/RELAX
algorithm. The performance of these algorithms is demonstrated by using both numerical
and experimental data. The performance of both algorithms is satisfactory in locating the
targets, except that both require a large number of measurements.
To reduce the number of measurements and processing time, a new method for optimal
maneuvering is proposed in Chapter 5. The idea is to place the array on a mobile platform
that is capable of sensing the environment on its own. However, to perform this autonomous
maneuverability, new algorithms are required. The data model, imaging algorithm for
estimating target position, and the performance bound for this position estimate are derived.
Next, based on the position estimate and performance bound, the algorithm for optimal
maneuvering is presented. Two constraints for the movement are also defined from the
physics of the problem. All the algorithms are tested by using experimental data collected
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in a laboratory setting. A single TS-50 (AP) mine is used as a target in this example.
The real-time implementation for the optimal maneuvering is given in Chapter 6. A
prototype array is built in a laboratory setting, consisting of three rows of 10 sensors
(accelerometers) each. The movement of the array and its interface with Matlab is controlled
by LabView. A multi-mode imaging algorithm is proposed, consisting of three modes. All
the algorithms are tested using this array in realtime for cases with one and two targets.
Also, the performance of the algorithm in the presence of common types of clutter like
rocks is tested. Finally, the result of processing in the case of drunken waves is given.
These waves are generated whenever there is a drastic change in the propagation properties
of intervening medium. With a dramatic velocity change, waves take a curved route instead
of propagating on a straight path.
In Chapter 7, we present an imaging and detector framework for confirmation. In
this step, the array is acting in a detection mode. The exact location of the target has
been identified by the optimal search mode. The array will move to this area and collect
data along a straight line to the target. An imaging algorithm is presented that uses the
extracted forward and reflected waves. A detector framework is also proposed, based on
the Generalized Likelihood Ratio Test (GLRT) for making the final confirmation.
Finally, Chapter 8 concludes this thesis with the main contributions and future work.
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CHAPTER II
THREE STEPS OF PROPOSED SOLUTION: BASIC
BACKGROUND
As mentioned in the previous chapter, the proposed mechanism for optimal maneuvering of
an array requires three steps. The first step deals with seismic surface wave identification,
separation and velocity estimation by means of spatial spectrum analysis. The second
step deals with data models and imaging algorithms, and the third deals with the optimal
maneuvering of the array. In this chapter, we will explore some of the spatial spectrum
analysis techniques that have been proposed along with their strengths and drawbacks.
We will also explore some proposed models and imaging algorithms for near-surface buried
targets. Finally, we will look at the theory of some of the algorithms that deal with optimal
sensor placement for diverse applications ranging from direction-of-arrival (DOA) estimation
to chemical vapor source localization to electromagnetic induction sensing.
2.1 Spatial Spectrum Analysis Techniques
In geophysics, Spectrum Analysis of Surface Waves (SASW) is a type of algorithm for deter-
mining the Rayleigh surface wave dispersion and attenuation curves, which are plots of phase
velocity and material attenuation as a function of frequency, respectively [26, 36, 38]. After
the dispersion and attenuation curves are estimated, an inversion algorithm determines the
layered Earth shear and damping profile. Soil is an example of a highly dispersive medium,
where propagation velocity varies with frequency. The result of dispersion is that the phase
and group velocities for seismic waves are also different. Another important property of
seismic wave propagation in a layered medium is the existence of several modes of propaga-
tion, the most dominant being the one related to the Rayleigh surface wave, which carries
most of the seismic energy. In most cases the Rayleigh wave mode needs to be identified
because it is important in our algorithm’s implementation. The first reason is that most of
14
the imaging algorithms proposed and used in this thesis require an accurate propagation
















0 is the zero-order Hankel function of the first kind, and v is the Rayleigh wave
velocity at the frequency ω. In this case, it is necessary first to identify the Rayleigh wave
mode and then to estimate its velocity as a function of the frequency. The second factor is
the use of the reflected Rayleigh wave in imaging. However, because the source is close to the
receivers, the forward probing pulse is also recorded by the receivers. Therefore, some spatial
filtering has to be done to separate the forward and reflected waves. This processing can
be done in the frequency-wavenumber domain by first identifying the forward and reflected
waves, and then separating them. An efficient algorithm based on spatial spectrum analysis
techniques has been derived for this and will be presented in Chapter 3
The most common and traditional method for estimating the dispersion curve is the so-
called two-station (point) method, which uses the time delay between two receivers located
at some distance from the source [26, 36, 38]. Phase velocity as a function of frequency can
be obtained from the phase of the average cross-power spectrum. Suppose the two signals
at two receivers in the time domain are y1(t) and y2(t) respectively, with Fourier transform




and the phase of the cross-power spectrum is
Θ12(ω) = ∠G12(ω) (3)











where D is the distance between the two receivers. This method is able to predict only
the strongest mode. It is also affected by phase unwrapping in the cross-power spectrum.
Some other methods are least-squares fitting of wavenumbers, and the multi-channel wave
field transformation method, both of which suffer from the same problem as all two-station
methods, i.e., they can predict only one mode and they rely solely on phase data [73].
If data is collected by an array of sensors, then frequency-wavenumber analysis can be
used to identify the modes and estimate dispersion curves, using space-time data collected
by an array of sensors. Any space-time signal can be represented as the superposition of
monochromatic (single ω-k) plane waves [20, 34]. If s(x, t) represents a signal that is a
function of a spatial position x and time t, we can use a continuous 4-D Fourier transform







s(x, t) exp[−j(ωt− kTx)]dxdt (6)
The variable ω represents temporal frequency, and the variable k represents spatial fre-
quency, defined as the number of waves per unit distance in each of three orthogonal spatial
directions. Thus, k = (kx, ky, kz) is a wavenumber vector, and x = (x, y, z) is the position
vector. Signals of the form
e(x, t) = exp[j(ω0t− k
T
0 x)], (7)
represent propagating plane waves. The direction of propagation is k0|k0| .By taking the
Fourier transform of the signal e(x, t) using (6), we get
E(k, w) = δ(k − k0)δ(ω − ω0) (8)
which is a 4-D impulse (a Dirac delta function) in (k, ω) space at a point, k = k0 and
ω = ω0. Each point in (k, ω) space thus corresponds to a plane wave in (x, t) space with a
particular orientation and frequency.
Power spectral density (PSD) estimation in the spatial domain requires the design of a
spectral filter with optimum capability of isolating a single ω - k pair. One way to isolate
the waves is by using the 2D Fourier transform of the space-time data as explained above.
However, this gives a low resolution ω - k spectrum. Several high-resolution algorithms
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have also been proposed, based on modern spectrum estimation techniques like MUSIC,
MVDL, etc [73]. Since seismic surface wave propagation tends to be dispersive and contain
multiple modes, frequency domain spectrum estimation must be used. These high resolu-
tion techniques are based on forming a spatio-spectral correlation matrix using array data.
Assume that we have a single channel space-time data, so that wavenumber k is a scalar.
Suppose each sensor data vector s(n) is of length N , which is divided into B blocks of
length L = N/B. The cross power spectrum for each block is calculated and averaged for










where Ri,j(ω) is the cross power spectrum between the i
th and jth sensors, Si,n(ω) is the
Fourier transform of the ith sensor’s data in the nth block and ∗ indicates complex conju-
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where p is the number of sensors. The matrix is Hermitian symmetric, is a function of
frequency, and contains information about the spatial properties of the wavefield.
The conventional frequency domain beamformer output power is given by
PFDBF (k, ω) = a
H(k)R(ω)a(k) (11)
where P is the power and a(k) is the steering vector given by
a(k) = [e−jkx1 e−jkx2 ... e−jkxp]T (12)
The steering vector tries to align the array with plane waves propagating from a given
direction with a given phase velocity, and if it is successful, a peak occurs in the ω -
k spectrum estimate. Next is Capon’s Minimum Variance Distortionless Look (MVDL)
beamformer, whose output power is given by [16, 67, 73]:





The MVDL beamformer exhibits greater resolution in many cases due to the adaptive
nature of the wavenumber filter. Next, we will look at some of the subspace methods of
spatial spectrum estimation. These are based on decomposition of the correlation matrix
into signal and noise subspaces, which are orthogonal to each other. The spatio-spectral








where vi is the i
th eigenvector, corresponding to the ith eigenvalue λi. Since the eigenvectors














where Ns is the number of signals present and P is the number of sensors in the array.
The first summation on the right includes the Ns largest eigenvalues and their correspond-
ing eigenvectors and corresponds to the signal subspace, and the second sum on the right
includes the (P − Ns) smallest eigenvalues and their corresponding eigenvectors and cor-
responds to the noise subspace. The noise eigenvectors span the noise subspace, and the
signal eigenvectors span the signal subspace. The first subspace method is based on the Pis-
arenko harmonic decomposition, which uses the eigenvector corresponding to the smallest





This inner product will be zero at the locations of the frequency-wavenumber pairs corre-
sponding to propagating signals, because of the fact that the signal and noise subspaces
are orthogonal to each other. The most popular of the subspace methods is MUSIC, which
stands for Multiple Signal Classification. In this method a truncated version of the spatio-
spectral matrix is formed by using only the eigenvectors in the noise subspace [59, 67, 73].














All the high resolution methods are based upon plane wave assumption, even though
seismic waves obey a cylindrical wave model. Despite the mismatch it has been shown that
the performance of plane wave estimators is satisfactory, except at very low frequencies [73].
The derivation of a cylindrical beamformer simply uses the Hankel transform rather than
the Fourier transform. The steering vector is defined in this case as
h(k) = e−j[arg(H0(kx1)) arg(H0(kx2)) ... arg(H0(kxp))] (19)
where arg denotes taking the phase, and H0 is the zero order Hankel function of the first









All these methods are able to give an estimate of dispersion curves, and some are able
to estimate the multiple modes of surface waves, but no method has the ability to extract
these different modes or to predict the polarization behavior of the surface waves. The
separation of the forward and reflected waves is also an important preprocessing step for
the imaging algorithms. These waves can be separated in the frequency domain by using
a frequency-wavenumber filter. With a 2-D Fourier transform of space-time data, waves
travelling in opposite directions can be mapped to different quadrants from which they
can be separated [11, 15, 63]. However, the Fourier method cannot predict and identify the
individual well-defined modes. On the other hand a parametric method can model these
multi-mode surface waves, identify the waves with common modes and separate them, and
then reconstruct them. One suitable method is an extension of the parametric method
developed for sonic logging applications, which is a based on Prony’s method [28,39,46,47].
2.2 Imaging of Near-Surface Targets Using Seismic Waves
Seismic techniques in geophysics are typically used for imaging deeper targets. Also, these
targets are much bigger than typical near-surface targets, like landmines. Rayleigh waves
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are problematic for classical seismic measurements because their displacements decay ex-
ponentially away from the Earth’s surface. These waves do not interrogate soil deeper
than their wavelength, and they have large surface displacement. However, these features
make the Rayleigh wave an excellent interrogation signal for the detection of near-surface
landmines. The earliest example of imaging landmines using seismic waves is in [64]. The
array setup is a multi-static configuration with multiple sources and receivers. Each source
is activated one at a time and the reflected signal is recorded at each receiver to build
up a multi-static data matrix. The imaging algorithm is based on the time domain back-
propagation algorithm. Assuming ns sources and nr receivers, the distance from the j
th
source to the kth point in space (an image point) is Dsjk and the distance from the image
point to the ith receiver is Drki. Let Sij(t) be the data collected at receiver i when the
signal is applied at source j. The travel time from the source to an image point and back





where VR is the Rayleigh wave velocity (assumed constant). The amplitude of the array









The Rayleigh wave velocity (group velocity) is estimated by a radial scan, which is done
at the middle of the search region. In this scan an array of equally spaced receivers are
placed at some distance from the seismic source, and used to record the wave. From
this scan first Rayleigh wave is identified by using polarization, and then its velocity is
determined from the slope of Rayleigh wave arrivals in each receivers. However, there
is a problem in estimating accurate velocity because of dispersion, and variability in the
propagation properties of the medium. There was no need to separate the forward and
reflected waves, as back-propagation is used for imaging. Because of the dispersion and
other effects, the results were not accurate, especially for AP mines. Later on, instead of
doing seismic sonar type of imaging, it was advocated that for detection, the structural
resonance of the mines should be exploited, and for this it was necessary to be on top
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of the target [11, 58, 63]. The system and imaging algorithm for this kind of setup was
given in previous sections. This imaging algorithm is effective and the only drawback is
that it requires a large number of measurements, which are costly, time consuming and
slow. Imaging of scattered seismic waves is also done in [15], using an impedance function
matching and minimizing an objective function. Again, the waves are separated in the
frequency-wavenumber domain and the scattered wave is reconstructed in the time domain.
2.3 Optimal Sensor Placement
Optimal sensor placement comes into play in the context of a maneuvering sensor scenario.
Most of these optimally maneuvering sensor examples use some form of the Fisher infor-
mation matrix (from which the of Cramér-Rao bound is obtained). One theory that can
be applied to optimal sensor placement is that of optimal experiments [23,57]. This theory
predicts the results of experiments based on information-theoretic concepts. In detection
and estimation theory, uncertainties of states and observations are represented by proba-
bility distributions and the concept of information is introduced as a measure of how much
information is contained in such distributions. There are two formal definitions of informa-
tion, entropic information and Fisher information. Fisher information is used as the design
criterion in the theory of optimal experiments. Various measures of Fisher information
are used to formulate different design criteria like D-criterion, A-criterion, and E-criterion,
etc [23, 57].
The Fisher information can be thought of as the amount of information that an ob-
servable random variable Y carries about an unobservable parameter θ upon which the
probability distribution of Y depends. The Fisher information matrix is obtained from the
log-likelihood of the random variable Y , given θ [40, 53, 69]:
F (θ) = Eθ
[
(










where E(.) is the stochastic expected value with respect to data distribution. If y is a
specific collected data set, then the observable or empirical Fisher information is obtained.
For the case in which θ̂ is the unbiased estimator of θ, the so-called Cramér-Rao lower
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Thus, the higher the information content, the better the lower bound on estimation accuracy.
If θ is a multi-component vector, the Fisher information is a matrix given by
Frc = Eθ
[
∂ ln p(Y ; θ)
∂θr









The matrix CR bound for unbiased estimators is given by
covθ[θ̂(Y )] ≥ F
−1(θ) (26)
The theory of optimal experiments uses different measures of the Fisher information matrix
to come up with the design criteria. The most common is the so-called D-optimal design,
which is equivalent to maximizing the determinant of the Fisher information matrix. Maxi-
mizing the determinant of the information matrix is the same as minimizing the determinant
of the CRLB matrix. Let λ1, ..., λn be the eigenvalues of the Fisher information matrix,






As an example, for an estimator of two parameters, the so called confidence region is an
ellipse called the ellipsoid of concentration, as shown in Fig. 9 [10, 23]. The major axis of
this ellipse is given by L1 =
2√
λ1
, and minor axis by L2 =
2√
λ2
. The ellipsoid volume VE is
proportional to the product of the axis length. Therefore, it is proportional to the square
root of the product of the matrix eigenvalues. This product is also the inverse of the matrix
determinant |F |. Thus,
VE = K(L1 × ...... × Lp) =
K
√







Thus, a D-optimal design ensures that the volume of the confidence region is minimized
by increasing the determinant of the Fisher information matrix. Another common method
is the A-optimal design, which uses the trace and is given by
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Figure 9: Ellipsoid of concentration for two parameters (x,y).











There is also an E-optimal design, which uses the maximum value along the diagonal of the
CR matrix [57].
An example of using the method of optimal experiments for sensor placements can be
found in [30, 31], which deals with the movement of sensors used in direction-of-arrival
(DOA) estimation to localize the source. The optimality criterion is based on maximizing
the determinant of the Fisher information matrix and minimizing the trace of the Cramér-
Rao lower bound. In this case, the optimal observer (sensor) path is determined to localize
a moving source. In [71], a single moving sensor is used to localize the vapor emitting
source. In this case an estimate of the location of the source and its CR bound is calculated
at each step. The sensor position at n + 1 is calculated so as to minimize the CR bound
on the location errors, given the measurement up to and including n + 1. In [10] again, a
D-optimal design is used for optimal sensor placement to solve an inverse problem. The
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most recent example of D-optimal experiment design involves moving an electromagnetic
induction (EMI) sensor to locate the buried target [45]. Here again, the Fisher information
matrix is calculated for buried target parameters as a function of sensor position and probing
frequency. The goal is to choose the next optimal sensor position that will maximize the
determinant of the Fisher information matrix. The idea presented in this paper will be used
for moving a seismic sensor to locate buried targets.
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CHAPTER III
SPECTRUM ANALYSIS OF SURFACE WAVE AND ITS
APPLICATIONS
3.1 Introduction
In geophysics, spectrum analysis of surface waves (SASW) refers to a non-invasive method
for soil characterization. However, we use the term spectrum analysis in a wider sense to
mean a method for determining and identifying various modes of seismic surface waves and
their properties such as velocity, polarization, etc. Waves that propagate in a medium can
be roughly divided into two main categories: body waves and surface waves. Surface waves
are generated at a boundary and can be essentially of two types: Love waves and Rayleigh
waves. Rayleigh waves are always generated when a free surface exists in a continuous
body. In a vertically heterogeneous medium the phase velocity of the Rayleigh wave is a
function of frequency and this dependence is strictly related to the mechanical parameters
of the medium [26, 38, 51, 73]. Hence, if we can determine the dispersion curve (i.e., phase
velocity vs. frequency), it is possible in principle to calculate the mechanical parameters of
the medium. This technique of determining the dispersion curves is the basis of the SASW
methods. Traditional methods are based on data collected at two receivers from which the
phase of the average cross-power spectrum is used to calculate the phase velocity, as given in
Section 2.1 [26,73]. One crucial step in this process is unwrapping the cross-power spectrum
phase, because additive noise can produce fictitious jumps in the wrapped phase. Some high
resolution techniques have also been developed based on frequency-wavenumber analysis in
order to extract multi-modal dispersion curves [26,73]. However, these techniques can’t be
used to separate these modes.
Our technique is based on the combination of a temporal Fourier transform followed by a
pole-zero model across the spatial domain x [5,9]. Using the amplitude and root estimates
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from pole-zero modeling, it is possible not only to construct dispersion curves, but also
to obtain insight into several other important parameters. One such property by which
different types of surface waves can be identified is polarization. A surface wave consists of
particle motion along a specific path, e.g., a Rayleigh wave involves particle motion along a
retrograde elliptical path [22,26,61]. Hence, we can use polarization to identify these waves
because we have extended our algorithm to the two-channel case. The array data is collected
by means of tri-axial sensors, from which we use two channels that provide the horizontal
and vertical particle motion (acceleration is actually measured). Polarization ellipses can
be constructed by estimating the complex amplitudes of the measurements in these two
channels. In addition to the complex amplitude, we can also estimate wavenumber and
attenuation, which can be used to extract individual modes and reconstruct them in the
space-time domain.
The next sections will describe the parametric model and spectrum analysis technique.
The algorithm will be used to extract individual waves and their modes for numerical data
as well as field data.
3.2 Parametric Model for Surface Wave-Vector Sensor Ap-
proach
The parametric model is based on the technique developed for borehole sonic logging appli-
cations [39,47]. For the single-channel case, the collected data s(x, t) is a function of space










Ŝ(k, ω)ej(kx−ωt)dk dω, (30)
where x is the spatial position, k is the spatial wavenumber, ω is the temporal frequency,
and Ŝ(k, ω) is a 2-D Fourier transform representation of the space-time signal s(x, t). By








At each frequency ω, pole-zero modeling is done across the spatial dimension to get a
model consisting of a sum of exponentials that represents propagating waves. In effect, we
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where P is the model order.











where sx(x, t) is the horizontal displacement channel and sz(x, t) is the vertical displacement
channel as in Fig. 11. If we do the processing as described above and estimate the poles














There is no guarantee that the wavenumber information for the two channels, kxp(ω) and
kzp(ω), will match in the k-ω domain. If not, it will be very hard to align the vertical and
horizontal complex amplitudes and calculate polarization.
3.2.1 Vector IQML
A better approach is to determine two models simultaneously so that they share the same
poles [9]. The pole-zero modeling technique used in this paper is based on the Itera-
tive Quadratic Maximum Likelihood (IQML) algorithm, which is also called the Steiglitz-
McBride extension of Prony’s method [14,48,66]. We have reformulated the IQML algorithm
for the multi-channel case.
For a plane wave impinging on m two-channel sensors, we can take the temporal Fourier
transform of the collected data (33) to obtain













The input data is the vector in (36) consisting of the complex amplitudes from both
channels at a specific frequency ω. The IQML technique determines P estimates for the
poles, which are the same for both channels, and then computes the best complex amplitudes
which are different for the two channels. The resulting IQML model is an exponential model























The poles determine the exponent κp(ω)whose real part is the wavenumber kp(ω) and whose
imaginary part is the attenuation αp(ω). Wavenumber is then converted to velocity via
vp(ω) = ω/kp(ω), and then we can plot the magnitude of Axp, or of Azp, versus frequency
and velocity as shown in Fig. 12(a). This type of plot makes it easy to obtain the dispersion
curves of velocity vs. ω for the various modes that make up the signal. The complex
amplitudes are used to determine the strength of different wave components, but they can
also be used to obtain the parameters for polarization ellipses as discussed next.
3.2.2 Polarization Ellipses
The complex amplitudes obtained from two channels can be used to draw polarization
ellipses [65]. If the x and z components of the vector complex amplitude are the two
complex amplitudes Ax and Az, then
Ā = Axx̂+Az ẑ = Ax(x̂+ αe
jϕẑ),
Various parameters of the polarization ellipse can be obtained directly from α and ϕ. The
























α2 sin2(ψ) + cos2(ψ) + 2α sin(ψ) cos(ψ) cos(ϕ)
. (43)
In summary, the complex amplitudes derived via vector IQML modeling allow us to quickly
calculate polarization parameters for the propagating waves.
3.2.3 Identifying and Reconstructing Modes
In Fig. 12(a) it is obvious that individual modes of s(x, t) can be identified and sorted
according to velocity vp(ω) and frequency. Less obvious is the fact that polarization can
also be used for sorting, but the expanded view of Fig. 12(b) shows that polarization is
consistent versus frequency for an individual mode; in that case, the Rayleigh wave. Once
we have sorted out a single mode in the velocity-frequency domain, the waveform for that






for the z channel; likewise, for the x channel.
3.3 Processing Data from Linear Arrays
Testing of this new algorithm has been carried out on both synthetic data and recorded
field data.
3.3.1 Synthetic Data
Numerical data generated from a 3-D FDTD model can accurately model elastic wave
propagation in a stratified medium [61]. The data simulate what the sensors would have
measured on the surface with a known stratified medium specified in the model. The
typical setup for data collection is shown in 2 Fig. 10, which shows a fixed seismic source
2Gregg Larson is the creator of Fig. 10
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Figure 10: Setup for numerical and experimental data collection.
Table 1: Soil profile used in numerical data
Thickness (cm) Vs(m/sec) Vp(m/sec) Density (kg/m
3)
2.5 60 250 1400
2.5 70 250 1400
2.5 80 250 1400
2.5 90 250 1400
∞ 100 250 1400
and various types of sensors (accelerometers, geophones) arranged in the form of a linear
array. Examples of synthetic data for the horizontal and vertical channels are shown in
Fig. 11, where the horizontal axis is time and the vertical axis is sensor position (distance
from the source). The first sensor lies 110 cm from the source and the inter-sensor distance
is 0.5 cm. The total number of sensors is 60, covering an aperture of 30 cm. The soil profile
used for this numerical data is given in Table 1.
Processing of this data set with the vector IQML algorithm and a model order of P = 4
yields the dispersion curves shown in Fig. 12(a). These multi-modal dispersion curves
are typical for a layered media [26, 61]. Four different modes can be identified at the
higher frequencies, with the strongest one being the Rayleigh wave. Traditional two-station
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Figure 11: Space-time data for, (a) horizontal channel, (b) vertical channel.
methods would only be able to detect the dominant Rayleigh mode. Modes 1 through 3 are
guided waves that are due to the layered soil properties used in the model and are essentially
linearly polarized in the vertical direction [26,61]. The results obtained by IQML processing
can be verified by comparing it to an analytical solution, which uses the subsurface profile
as an input, and produces modes as output [36, 37]. The same profile is used to produce
the space-time data in the previous example. This comparison is shown in Fig. 12(c), and
the modes obtained from IQML processing follow the analytical solution very closely.
The predominant Rayleigh wave (Mode-0) exhibits an elliptical polarization, which has
been calculated from the complex amplitude estimates and plotted in Fig. 12(b). At each
frequency an ellipse is plotted at the corresponding phase velocity. The parameters for the
ellipse, tilt angle (39), axial ratio (40), major axis (42), and minor axis (43), are obtained
by using the complex amplitude estimates for the horizontal and vertical particle motion.
The size of each ellipse is proportional to the complex amplitude values in the two channels.
The size is also encoded in the thickness of the line displayed when plotting the ellipse, with
the thickness being proportional to
√
|Ax|2 + |Az|2. The vertical channel displacements are
larger so the major axis of ellipse is tilted toward the vertical direction for the Rayleigh
wave. The sign of the axial ratio is used to indicate the direction or particle motion, either
retrograde or prograde. This polarization direction can be encoded with colors: a dark
blue color indicating retrograde motion (as in the Rayleigh wave), and a light red color for
prograde.
31






















 ← Mode 0
 ← Mode 1
 ← Mode 2
 ← Mode 3
(a)









































Figure 12: (a) Multi-modal dispersion curves. The model order (P ) used in this processing
was P = 4. (b) Expanded view of Mode-0 shows the polarization ellipses for the Rayleigh
wave. (c) Comparison of analytical solution and IQML Processing.
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Figure 13: Extraction of Mode-0 versus the original: (a) horizontal channel, (b) vertical
channel.
























































Figure 14: Extraction of Mode-1 versus the original:(a) horizontal channel, (b) vertical
channel.
By extracting individual modes from these dispersion curves, along with their complex
amplitudes, we can reconstruct signals in the time domain for each mode using (44). This
sort of time domain re-synthesis for the fundamental mode is shown in Figs. 13(a) and (b)
for the horizontal and vertical channels, respectively. The original numerical data is also
shown for comparison. The reconstructed time domain plot is in close agreement with the
original data especially near the main pulse. The leading edge in the reconstructed plot
does not follow the original, suggesting that it is related to other higher-order modes. This
fact is confirmed by the reconstruction in Fig. 14, which shows that the higher modes are
related to the leading edges, especially for the vertical channel.
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3.3.2 Processing for Field Data
The system used for data collection in the field is described in [11, 61–63]. A set of col-
lected field data is shown in Figs. 15(a) and (b), for the horizontal and vertical channels,
respectively. The first sensor is at a distance of 24 inches from the source with succeeding
sensors one inch apart. Each sensor is a tri-axial accelerometer, but only the vertical and
horizontal measurements were used. In the IQML processing, the total number of sensors
was 85, and the model order was P = 3. In Fig. 16(a), there are two dispersion curves
visible with Mode-0 being the stronger mode. The portion of the spectrum in the frequency
range greater than 766 Hz and with velocities between 400 m/sec and 450 m/sec seems to
be related to the pressure wave. The pressure wave is the fastest body wave, and should
appear at higher frequencies. In Fig. 16(b), the polarization ellipses for the Rayleigh wave
(mode-0) are shown. Mode-0 is the Rayleigh wave with a retrograde elliptical polarization
as shown in Fig. 16(b). Mode-1 is a leaky surface wave with prograde elliptical polarization
as in Fig. 16(c) [60].
The two modes are also extracted for a single sensor for both channels, and shown in
Figs. 17 and 18, respectively. The collected original data is also plotted in these figures, to
show which portion the extracted pulse belong to. The two modes were also extracted and
reconstructed in the time domain for the first 60 sensor positions. The results are shown in
Figs. 19(a) and (b) for the horizontal channel. By comparing to Figs. 15(a) and (b) we can
see which portions of the original sensor data correspond to these two different modes. It
seems clear that we are able to separate the Rayleigh wave from the collected data in both
of the channels.
3.4 Applications
3.4.1 Processing in the Presence of Buried Landmines
The IQML processing has been applied to data collected in the presence of buried targets
using a single-axis sensor that records only the vertical channel [61–63]. Consider the setup
shown in Fig. 20(a), where the sensor array lies between the source and the target. The
target in this case is a VS-1.6 AT land mine buried at a depth of 8 cm. The array consists
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Figure 15: Field data (space-time) for, (a) horizontal channel, sx(x, t), (b) vertical channel,
sz(x, t).



































































Figure 16: (a) Multi-modal dispersion curves. (b) Polarization ellipses for Rayleigh wave
(Mode-0). (c) Polarization ellipses for Leaky surface wave (Mode-1).
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Figure 17: Extraction of Mode-0 versus the original: (a) vertical channel, (b) horizontal
channel.


















































 Experimental DataExtracted Mode
(b)
Figure 18: Extraction of Mode-1 versus the original: (a) vertical channel, (b) horizontal
channel.
















































Figure 19: (a) Horizontal channel reconstruction (Mode-0) for the first 60 sensor positions.
(b) Horizontal channel reconstruction (Mode-1) for the first 60 sensor positions.
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Figure 20: (a) Array setup with linear array of sensors between the source and target.
The first sensor position is indicated by the arrow. (b) IQML spectrum analysis: reflected
waves have positive velocity; forward waves, negative velocity.
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Figure 21: Extracted wave at one sensor only: (a) Forward wave and original. (b) Reflected
wave and original.
of ten sensors (ground contacting accelerometers) with an inter-sensor spacing of 3 cm. The
IQML-derived spectrum analysis plot of this collected data is shown in Fig. 20(b). The
IQML analysis easily separates the forward and reflected waves on the basis of positive and
negative velocities, or equivalently, positive and negative wavenumbers. These waves are
identified in velocity-frequency space, and then their individual parameters are extracted,
followed by reconstruction in the space-time domain using (44). The extracted forward and
reverse waves at the first sensor are shown in Fig. 21. These signal reconstructions show
how well the IQML method is able to separate these waves.
The effectiveness of this extraction can be demonstrated with an another example using
37

















































Figure 22: (a) Array setup. (b) VS-1.6 mine (20 cm diameter) buried at a depth of
5 cm. Front and back edges of the mine are denoted by horizontal white lines (dB scale).
Space-time plots of the collected data at the center sensor for all window positions.
a VS-1.6 anti-tank mine buried at a depth of 5 cm. In this example, a linear array consisting
of 31 sensors is moved 1 cm at a time across the target, as shown in Fig. 22(a). At each
array position the extracted waves are reconstructed at the middle sensor (the 16th) and
are saved for use in the final plot. The collected data at the center sensor for all window
position is shown in Fig. 22(b), where the front and back edges of the mine are shown by
two horizontal lines. The VS-1.6 mine is an anti-tank (AT) mine with a diameter of 20 cm.
The extracted forward wave is shown in Fig. 23(a), and the extracted reflected wave in
Fig. 23(b). All the images are shown on a 20 dB scale, and each image is normalized to its
own maximum value so that its peak corresponds to 0 dB. In this example, the extracted
reflected wave shows a very strong reflection where the mine is located.
3.4.2 Rayleigh Wave Phase, Group and Effective Phase Velocity Estimates
One consequence of dispersion in surface waves is that the group and phase velocities are
different, with the group velocity being slower than the phase velocity. The phase velocity
is given by ω/kp(ω), and this has been used to plot dispersion curves. However, the group
























































Figure 23: VS-1.6 mine (20 cm diameter) buried at a depth of 5 cm. Space-time plots on
a dB scale (a) extracted forward wave (b) extracted reflected wave.

























Vg = 81.43 m/sec
Figure 24: Group velocity estimate obtained from the IQML spectrum analysis.
where k(ω) is the wavenumber estimate at frequency ω. These values can be calculated
directly from the IQML analysis. A line is fit to the mode-shape plot, and the slope of the
line is the group velocity estimate. For the VS-1.6 example above, the (ω, k) plot is shown
in Fig. 24. A line is fit to this plot and the slope of the line gives a value of 81.43m/sec for
the group velocity estimate.
Next we will look at the effective velocity calculation. For a heterogenous medium the
mathematical formulation of the Rayleigh waves propagation is very complex. As shown in
previous sections, that several Rayleigh wave modes may propagate in a vertically heteroge-
nous medium at a given frequency ω. For the case of layered medium the phase velocity
comes from the mode superposition and for this reason it is often called effective or apparent
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Table 2: Inversely dispersive soil profile.
Thickness (cm) Vs(m/sec) Vp(m/sec) Density (kg/m
3)
2.5 90 250 1400
2.5 60 250 1400
2.5 70 250 1400
2.5 100 250 1400
∞ 110 250 1400
phase velocity [26, 36, 38]. The effective Rayleigh phase velocity can be found by using














[ArAs(kr + ks) cos[r(kr − ks) + (θr − θs)]]
(46)
where M is the number of modes, and r is the distance from the source. The complex
amplitude and wavenumber obtained from IQML processing are used in calculating the
effective velocity. The effective phase velocity is a function of distance r from the source.
However, when estimating effective velocity averaging over a specific range of r is applied.
Two profiles will be used for effective velocity calculations. The first is the normally disper-
sive profile given in Table 1, and the other is the inversely dispersive profile given in Table 2.
The normal profile is the one in which stiffness is monotonically increasing with depth, and
the inversely dispersive profile is the one in which there exist stiffer layers over softer ones.
The effective velocity plots are shown in Figs. 25(a) and (b) for two profiles. For normally
dispersive profile, the effective velocity is same as the fundamental (dominant) mode, and
the behavior for inversely dispersive profile is different. In this effective phase velocity is
same as fundamental mode velocity at lower frequencies, while as frequency increases and
more modes participate to the definition of the wave field. The effective phase velocity is
now a combination of the individual mode phase velocities.
3.4.3 Dispersion Curve based Inversion of Shallow Seismic Structures
Rayleigh waves are not dispersive in a homogenous isotropic linear halfspace, i.e. their
velocity is a function of mechanical properties of the medium, but it is not a function of
frequency. In a stratified medium, because of dispersion the phase velocity of Rayleigh
40
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Figure 25: Effective velocity estimation, (a) normally dispersive profile (Table 1), (b) in-
versely dispersive profile (Table 2)
.
wave is a function of frequency. A stratified medium is usually modeled as a stack of
homogenous linear elastic layers. Each of the layers is characterized by its density and its
S and P wave velocities. Given the set of medium parameters [ρ(z), Vp(z), Vs(z)] defining
the material properties of a site, the problem of determining the dispersion curve associated
with that site is often referred to as the Rayleigh direct, or forward, problem. Conversely,
if the dispersion curve is known, then the problem of determining the unknown medium
parameters [ρ(z), Vp(z), Vs(z)] defines the Rayleigh backward, or inverse, problem [26, 36,
38]. Thus the dispersion curve estimated by IQML processing can be used to determine
the mechanical parameters of the medium by inversion [41]. From IQML we get multi-
mode dispersion curves, however, the one related to the fundamental (dominant) mode is
used for inversion. The inversion algorithm used is called Occam’s algorithm [36, 38]. In
this algorithm, it is assumed that number of layers in a stratified medium is known, and
the parameters to be estimated are the P and S wave velocities, the density ρ, and the
thickness h. This algorithm can be summarized as follows: given the dispersion curve and
its associated uncertainty, find the smoothest profile of model parameters subject to the
constraint of a specified misfit between observed and predicted data [36, 38]. Since the
Rayleigh wave phase velocity is relatively insensitive to changes in P-wave velocity, only the
S-wave velocity profile is determined by this algorithm.
41











































Figure 26: Result of inversion for numerical data, (a) S-wave velocity profile vs. depth,
(b) observed (circle) and predicted (solid line) dispersion curve for fundamental mode.
The inversion algorithm has been applied to the data whose soil profile is given by Table
1, and whose dispersion curve is shown in Fig. 12(a). The fundamental or dominant mode
for this dispersion curve is extracted and it is used to determine the S-wave profile. The
estimated S-wave velocity profile is shown in Fig. 26(a), and has a maximum error of 4
m/sec. The experimental and predicted phase velocity plots are in close agreement, as
shown in Fig. 26(b).
The inversion algorithm was also performed for the fundamental mode of the experi-
mental data whose dispersion curve is given by Fig. 16(a). In this case the layer thickness
increases with depth. As the near-surface layers are interrogated by higher frequencies, and
therefore shorter wavelengths, smaller layer thickness were assumed closer to the surface.
The inverted S-wave profile is shown in Fig. 27(a), while the experimentally measured and
inverted Rayleigh wave velocities as a function of frequency are compared in Fig. 27(b).
The close agreement of two curves in Fig. 27(b) indicates that the inverted properties are
within the prescribed accuracy of inversion process. On the other hand, the layer thickness
estimates exhibit more variance.
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Figure 27: Result of inversion for experimental data, (a) S-wave velocity profile vs. depth,
(b) observed (circle) and predicted (solid line) dispersion curve for fundamental mode.
3.5 Conclusions
In this chapter, a new method is proposed for multi-channel spectrum analysis of surface
waves using a vector form of the IQML algorithm. Using this method we are able to separate
not only the different modes and their polarization behavior, but we can also reconstruct
these modes in the space-time domain. From collected field data we have succeeded in
identifying and reconstructing the mode that is the Rayleigh wave. For landmines, the same
algorithm for single channel data has been applied successfully in recovering the reflected
Rayleigh wave. The dispersion curves obtained from this analysis can be used in estimating




NEW ARRAY PROCESSING BASED IMAGING
ALGORITHMS FOR FIXED LINEAR ARRAYS
4.1 Introduction
The imaging algorithms presented in this chapter are based on the concept of seismic sonar.
A seismic wave is launched from a source, travels through the soil and interacts with targets.
The reflections from the targets can be measured by placing receiving sensors on the surface.
This type of active array system, first proposed in [64], is shown in Fig. 28. This active
array system has a multi-static setup, with an array of sources and receivers arranged in
the form of a uniform linear array. This array can be mounted on a moving platform like a
truck as shown in the Fig. 28. Both imaging algorithms in this chapter use a multi-static
response matrix formed in the frequency domain [6, 7]. One algorithm is based on time-
reverse imaging, and the other on the CLEAN algorithm. Both of these algorithms perform
satisfactorily in detecting landmines. However, for good resolution both require a large
receiver array aperture, which means more measurements. Moreover, they also require an


















Figure 28: Active array system.
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4.2 Imaging based on Near Field DOA and Range Estimate
by using a 2-D MUSIC Algorithm
The first imaging algorithm is based on the theory of time reversal. Time reversal is the
principle that most physical laws of nature are invariant for time reversal, i.e., when time
t is replaced by −t, most physical laws remain unchanged. Physically this means that by
time reversing, a particle will retrace its original path or trajectory [24]. Based on this
fact, systems have been built to received reflections and focus them back to their source.
The reflected data is recorded, time reversed and launched back into the medium. The
principle of Time Reversal guarantees that it will focus back on the targets. This is the
basis for experimental time reversal [25, 35, 52, 55]. Time-reverse imaging is somewhat
different in the sense that scattering from targets is recorded on the sensors, but then
back propagated numerically. Narrow-band or single frequency MUSIC-based time-reverse
imaging algorithms have been proposed in the literature for point-like targets [13,42,54,56].
For these systems, an active array system is used to probe the medium by launching a wave,
and recording the waves scattered from targets at a receiver array. The goal is to detect and
image the positions of targets by using the received reflections. The MUSIC-based algorithm
requires an estimate of the Green’s function of the medium. In signal processing terms, the
Green’s function corresponds to the impulse response. In wave theory, the Green’s function
is the solution to the Helmoholtz equation with constant wave speed. Most algorithms
proposed in the literature assume a homogeneous medium, i.e., constant velocity. However,
soil is an example of non-homogeneous medium, which is highly dispersive. In [8] we used
an estimate of the Green’s function based on the Rayleigh wave only, since this was the
only wave that can be measured by sensors on the surface. This is an approximation for
the Green’s function, but it produces reasonable results.
We propose a different algorithm, which utilizes the same theory and setup as time
reversal. In our setup, because of the attenuation and dispersion of surface elastic waves,
the array cannot be placed very far from the targets, so we have a near field imaging
problem. For passive array systems, several algorithms have been proposed for DOA and
range estimates for near field sources. Most of these algorithms require an estimate of the
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spatial covariance matrix obtained from the sensor data. Using an active array system a
time-reversal matrix can be built, and recently it has been proven that this time-reversal
matrix can be interpreted as a covariance matrix [13, 42, 56]. We exploit this link to derive
a high resolution imaging algorithm based on a 2D-MUSIC algorithm already proposed for
estimating the near field DOA and range parameters [32]. We will demonstrate that the
method obtains the correct image for synthetic data generated from a FDTD simulation
and also from experimental laboratory data [61, 63].
4.2.1 Time Reversal Matrix and Near Field DOA and Range Estimates
Using an active array system of N sources and N receivers, an N × N response matrix,
K(ω) can be formed after performing N separate transmit-receive operations. The system
geometry is shown in Fig. 29. Measurements are made in the time domain, but processing
is done in the frequency domain at a single frequency. The response matrix at a frequency
ω can be given by [56],
K(ω) = H1(ω)D(ω)H2(ω) (47)
where H2(ω), D(ω) and H1(ω) model the propagation from the transmitter array to the
targets, the scattering matrix, and the propagation from targets back to the receive arrays,
respectively. If there is no multiple scattering then D(ω) is a diagonal matrix. The elements
of the propagation matrices are given by the Green’s function. The time-reversal matrix is
formed at a single frequency as KH(ω)K(ω). In [56], it was proved that the time reversal
matrix can be interpreted as a covariance matrix used in standard passive array techniques.
This interpretation led us to derive an imaging algorithm based on near field geometry.
The singular vectors and singular values of the response matrix or the time-reversal matrix
can be utilized to determine the number of targets and their locations. Singular vectors
are used to form a MUSIC-based imaging algorithm. However as mentioned before, these
imaging algorithms require an estimate of the Green’s function of the medium.
In wide-band passive sensing the received signal at frequency ω is given by


























Figure 29: Near-field active array setup.
where A(ω) is the steering vector matrix and B(ω) the noise matrix. For near field targets,
the ith column of the 3-D steering vector matrix is given by [32, 68],
















where Ri,n is the distance between n
th sensor and ith target. Also from Fig. 29, the range




2d2 − 2ndRi,1 sin θi,1, n = 2, ..., N (50)
where d is the sensor spacing, and (Ri,1, θi,1) are near-field parameters for target i with
respect to the first sensor. If the array is steered with respect to first sensor, then











where ρi depends on range. However, we are more interested in the phase terms. In an
active array system, if a signal (impulse) is applied at transmitter n, the received scattering
is the nth column of K(ω), and is given by
Rn(ω) = H1(ω)D(ω)H2n(ω) +Bn(ω) (52)
where H2n(ω) is the n
th column of H2(ω) and Bn(ω) is the noise vector. The N columns
of K(ω) are analogous to N snapshots of the target signal in passive detection. Thus,
47
in active arrays, the number of transmitters corresponds to the number of snapshots in
passive arrays. A pseudo-covariance matrix can be built for the active array system using
N measurements like (52); this interpretation as a passive sensor covariance and the link
to the time-reversal matrix can be found in [56].
For the single target case, the matrix H1(ω) in (52) has only one column which is given
by the illuminating Green’s (steering) vector
g(yt,x, ω) = [G(yt,x1, ω), G(yt,x2, ω)..., G(yt ,xN , ω)]
T (53)
where yt is the position of the target and xi is the position of the i
th sensor. The Green’s













where K is a constant, and t
′
is the time taken by a wave to travel a distance between r
and r
′





























Thus for a single target case, the scattering received at the nth column of the response
matrix, corresponding to a pulse from the nth transmitter is
Rn(ω) = g(yt, ω)ξ(ω)H2n(ω) +Bn(ω) (58)
where ξ(ω) is the scattering coefficient of the target and ξ(ω)H2n(ω) represents the scattered
energy from the target. Equation (58) is analogous to (48), with ξ(ω)H2n(ω) interpreted
as the target signal, and the steering vector given by (57) is the same as (51) (in term of
phase), proving the link between near field active and passive sensor systems.
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4.2.2 Algorithms for Near-Field DOA and Range Estimates based on Time-
Reversal Matrix
After establishing the link between near field passive and active sensing, the next step
is forming an estimate of the DOA and range of targets using the sensor measurements.
One possible approach is to use the Fresnel approximation to rewrite the signal as a chirp
signal. Then the imaging algorithm reduces to estimating the parameters of the chirp. The
time-reversal matrix at a single frequency is used in place of covariance matrix, and the
algorithm proposed in [68] is carried out. This algorithm produces reasonable results with
small errors, but the method involves an approximation that gets worse when the target is
extremely close to the array.
Another algorithm is based on a 2-D MUSIC approach for near field DOA and range
estimates [32]. This algorithm gives the best results for our setup. The algorithm uses the
singular value decomposition of the time-reversal matrix, KH(ω)K(ω), and searches for R1
and θ1. The steps are as follows:
1. Form the the response matrix K(ω) and the time-reversal matrix KH(ω)K(ω) at a
single frequency.
2. Perform the SVD of KH(ω)K(ω).
3. Determine the number of targets M , from the number of significant singular values
of the time-reversal matrix
4. Form the noise singular vector matrix
W(ω) = [uM+1, .....,uN ]
where ui are the singular vectors of the time-reversal matrix.
5. Form the steering vector given by (51) with respect to first sensor, as a function of
[R1, θ1], with ρi = 1
6. The M peaks of the following 2-D orthogonality measure are the estimates of the
near-field parameters for M targets:
P(r, θ, ω) =
1
aH(r, θ, ω)WWHa(r, θ, ω)
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7. Repeat these steps for a band of frequencies, determined by the amplitude of the
Rayleigh wave, and then average over frequency. This yields a wide-band solution.
The estimate of M , the number of targets, can be determined from the number of significant
singular values, when plotted as a function of frequency. The original time reversal theory
was developed for point-like targets, so there should be a one-to-one correspondence between
the number of targets and the significant singular values, However for extended targets, this
correspondence breaks down, and it has been shown that up to four singular values can be
related to one extended target [56].
4.2.3 Numerical Simulation Results
An FDTD simulation has been used to generate data for a scenario with two different targets
(landmines) buried at a depth of 2 cm in a vertically stratified soil [61]. The active array
consists of 15 seismic sources (transmitters), spaced 6 cm apart, and 23 receivers, spaced 4
cm apart. The transmitted pulse is a differentiated Gaussian pulse centered at 450 Hz. A
response matrix is formed by probing the medium with pulses launched from each of the
transmitters, and recording the reflections which are mainly the Rayleigh wave measured
at the receivers. The algorithm requires an estimate of velocity or wave-length for the
Rayleigh wave versus frequency, which can be estimated very accurately using the method
in Chapter 3 [9]. The number of targets can be estimated from the singular values of the
response matrix, as shown in Fig. 30. A value of M = 2 is used for this case. Processing
is done for the frequency band from 830 Hz to 1050 Hz, and then averaging is done to
obtain the final estimates. This frequency range was chosen from the amplitude of the
Rayleigh wave. The spectrum obtained after applying the 2-D MUSIC algorithm is shown
in Fig. 31(a). The spectrum will peak at the corresponding range and DOA estimates for
the two targets. These values can be extracted from the spectrum by searching over a grid
for the peaks. Then the extracted values are used to obtain range and DOA estimates with
respect to the first sensor, which is the reference sensor in this case. The estimated target
positions are shown in Fig. 31(b).
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Figure 30: Singular values versus frequency (numerical). The frequency range used in the













































Figure 31: Processing for numerical data (a) 2-D MUSIC spectrum (polar coordinate) (dB
scale) (b) Target location estimates (rectangular coordinates).
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4.2.4 Experimental Data Results
The new technique has also been applied to experimental data obtained in a laboratory
setting [63]. The data collection scenario consists of inert landmines buried in a large
sandbox; in this case, an anti-personnel mine (AP) and an anti-tank (AT) mine were buried
in the sand. The AP mine is buried at a depth of 1.5 cm and the bigger AT mine is buried
at 5 cm. There are 8 sources (shakers), spaced 15 cm apart. A radar-based sensor is used
as a receiver, which is capable of measuring soil displacements as small as 1 nm. There are
51 receiving points, 2 cm apart. The value of M is determined from the singular values and
it is found to be 4 as shown in singular values plot in Fig. 33. The estimated amplitude and
phase velocity of the Rayleigh wave as a function of frequency are shown in Figs. 32(a) and
(b) [9]. The plots also show the frequency range of the Rayleigh wave which is then chosen
for the processing. The penetration depth of a seismic wave depends on its wavelength,
with lower frequencies penetrating deep, and higher frequencies shallow. Since we have
two targets at different depths, it is important that the processing range used should cover
both higher and lower frequency bands. The frequency range used is 350 Hz – 820 Hz (60
discrete frequencies), and then averaging is done. The estimated 2-D MUSIC spectrum in
polar coordinates is shown in Fig. 34(a). The peak values of the 2-D polar MUSIC spectrum
can be used to determine the exact location of targets, as shown in Fig. 34(b).
4.2.5 Conclusions
This section shows how the link between passive and active array processing can be ex-
ploited to derive general imaging algorithms. The theory of array processing which has
been developed for passive sensing, can be used for the problems of active sensing. Also
the need to have a Green’s function estimate which the time reverse imaging algorithm
require can be eliminated. We also verified the imaging algorithm using both numerical
simulation and experimental data. The algorithm successfully estimated the locations of
buried targets.
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Figure 32: Estimated Rayleigh wave parameters, (a) Phase velocity and (b) Amplitude
versus frequency.























Figure 33: Singular values versus frequency for experimental data. A value of M = 4 is







































Figure 34: (a) 2-D MUSIC spectrum (dB scale) (b) Target location estimates.
4.3 Imaging based on Wide-Band CLEAN/RELAX Algo-
rithms
The CLEAN algorithm was first used in radio astronomy [29]. Later on, CLEAN and
its high resolution version RELAX were modified to work for the case of wide-band DOA
estimation [43,44]. Another version was also developed for aero-acoustic imaging, to detect
the position of near field sources in passive sensing [70]. The same algorithm can be modified
to work for the case of active detection of buried targets. Although a single source could
be used, it is more robust to use an array of sources to have multiple looks at the same
target. Because the problem is also a wide-band, we can exploit the fact that seismic waves
penetration depth is dependent upon the wave-length. The following sections will explore
the link between the array models for passive and active sensing. After establishing the link,
it will be shown how the RELAX/CLEAN algorithm can be modified to work for the multi-
static array case. In the end, the new imaging algorithm will be applied to experimental
data collected in a laboratory setting [63].
4.3.1 Response Matrix and Link between Active and Passive Sensing
Using an active array system of N sources and N receivers, an N × N response matrix,
K(ω), can be formed after performing N separate transmit-receive operations. The system
















Figure 35: Near-field active array setup
is done in the frequency domain at a single frequency. A simplified response matrix model
at a frequency ω can be given by [56],
K(ω) = H1(ω)D(ω)H2(ω) (59)
where H2(ω) models the propagation from the transmitter array to the targets, D(ω) the
scattering matrix, and H1(ω) the propagation from targets back to the receive array. With
no multiple scattering, D(ω) is a diagonal matrix. The elements of the propagation matrices
are given by the Green’s function.
In passive sensing the received signal at frequency ω is given by
X(ω) = A(ω)S(ω) +B(ω) (60)
where A(ω) is the steering vector matrix, S(ω) is signal from the target, and B(ω) the noise
vector. For near field targets, the ith column of the steering vector matrix (3-D) is given
by [70],
















where Ri,n is the distance between the n
th sensor and the ith target.
In an active array system, if a signal (an impulse) is applied at the nth source, the
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received scattering is the nth column of K(ω), and is given by
Rn(ω) = H1(ω)D(ω)H2n(ω) +Bn(ω) (62)
where H2n(ω) is the n
th column of H2(ω) and Bn(ω) is the noise vector.
For the single target case, the matrix H1(ω) in (62) has only one column which is given
by the illuminating Green’s vector
g(yt,x, ω) = [G(yt,x1, ω), G(yt,x2, ω)..., G(yt ,xN , ω)]
T (63)
where yt is the position of the target and x is the position of the receivers. The Green’s











Thus for the single target case, the scattering received at the nth column of the response
matrix, corresponding to a pulse from the nth transmitter is
Rn(ω) = g(yt, ω)ξ(ω)H2n(ω) +Bn(ω) (65)
where ξ(ω) is the scattering coefficient of the target and ξ(ω)H2n(ω) represents the scattered
energy from the target. Equation (65) is analogous to (60), with ξ(ω)H2n(ω) interpreted as
the target signal; the steering vectors as given by (61) and (63) have the same form, thus
proving the link between near field active and passive sensor systems.
4.3.2 Wideband Multi-Static RELAX/CLEAN Algorithms
We will start by defining a multi-static response matrix at frequency ω. A simplified model
is
K(ω) = H1(p, ω)S(ω) (66)
where we have replaced D(ω)H2(ω) by the target signal S(ω), and p is the position vector
that we are trying to estimate. Using the l frequencies in the range where the Rayleigh





[‖K(ωl) −H1(p, ωl)S(ωl)‖F ]
2 (67)
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where ‖.‖F denotes the Euclidean norm (Frobenius norm), since K(ω) is a matrix. Another
version of multi-look RELAX (M-RELAX) was also proposed in [27] by treating each look
direction independently and then summing them to form the final solution. However, in this
algorithm all the look directions are combined in a single response matrix. The positions of
targets which are embedded in the propagation model H1(ω) can be estimated as a solution
of this minimization problem. However, it is also necessary to estimate the target signal.
To minimize C, first we fix the position p and solve for target signals s(ωl) at each of the
l frequencies. If there are N sources, then there will be N versions of these target signals.
The least-squares estimate for each target signal is given by
Ŝ(ω) = (H1(p, ω)H1(p, ω))
−1H1(p, ω)K(ω) (68)
Then we substitute this estimate into (67), and form the following minimization problem













The RELAX/CLEAN algorithm can be used to perform this minimization, see [70] for
details.
4.3.3 Processing of the Experimental Data
The algorithm has been applied to experimental data obtained in a laboratory setting. In
this case, an anti-personnel mine (AP) and an anti-tank (AT) mine were buried in the sand.
The active array setup, target position and frequency range used in processing is the same
as in Section 4.2.4.




















0 is the Hankel function of zero order and first kind. For the RELAX algorithm
the number of targets used is two, and the algorithm was run for ten iterations, but it seems
to converge in just a few iterations, with location estimates obtained as the minimizer of
(69). The target location estimates, and also the coordinates of targets obtained in each
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Figure 36: RELAX (a) Location estimates for two target case (b) Target coordinates. At
each iteration algorithm find one target position, and at next it find the other. Correct
center position of the target is shown by dotted line, and estimates are given by squares.
iteration are shown in Figs. 36(a) and (b). The grid size used in the search is (60 × 100)
cm, with a step size of 1 cm. The algorithm was run for 60 frequencies, and the minimum
was found within this search area. The results for the CLEAN algorithm are shown in
Figs. 37(a) and (b). CLEAN is an iterative algorithm, in which at each iteration some
fraction (0.1) of the previously estimated signal is subtracted out. The results in Fig. 37(b)
indicate that algorithm tends to diverge if run for too many iterations, e.g., after only five
iterations. At each iteration the algorithm gives the coordinate of the strongest target,
and then removes all (RELAX) or some portion (CLEAN) of this target contribution.
Therefore, at the next iteration the algorithm finds the next strongest target (if one exists).
This causes an alternating behavior in the coordinate estimate as shown in Figs. 36(b)
and 37(b), respectively.
Another interesting result is obtained when the landmine is surrounded by buried rocks.
A small AP mine was buried at the depth of 1.5 cm surrounded by some rocks. Figure 38(a)
shows the mine and rock locations with sand removed. The image can be formed of the























The minimizer of this function (over a grid) is the location estimate. The inverse of this
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Figure 37: CLEAN (a) Location estimates for two target case (b) Target coordinates. At
each iteration algorithm find one target position, and at next it find the other. Correct
center position of the target is shown by dotted line, and estimates are given by squares.
surface is plotted in Fig. 38(b), at the first iteration of the CLEAN algorithm. The peak
location at the coordinates (36,46) cm is the correct estimate of the target’s location, even
in the presence of rocks. The CLEAN algorithm is ran for ten iterations, and location
estimates for these iterations are shown in Fig. 38(c). Only first two or three estimates are
correct, before the algorithm has completely removed the contribution from the array of
the most dominant target, which is mine in this case.
4.3.4 Conclusions
In this section, we modified the RELAX and CLEAN algorithms to work for the detection
of passive buried targets using seismic waves. In addition, we have shown how the methods
work for a multi-static active array system. Finally, the algorithm was successfully applied
to experimental data obtained in a laboratory setup.
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Figure 38: Processing in the presence of rocks. (a) Experimental setup showing position
of the source and receiver arrays. The AP mine is surrounded by many rocks. (b) CLEAN
function over the search grid at the first iteration. (c) The target location estimates for first




ALGORITHM FOR OPTIMAL MANEUVERING OF
SEISMIC SENSORS
5.1 Introduction
In the previous chapters, we have introduced existing imaging algorithms and proposed some
new ones to locate the landmines using seismic waves. These methods present solutions with
satisfactory mine detection probabilities. However, all these imaging methods are time
consuming, and expensive measurements are taken over either a large 2-D grid, or with
uniform linear array. Both need large apertures to have sufficient image resolution over
the space of interest, which means more measurements. The existing imaging algorithm is
introduced in Section 1.1.2. In this, once a complete image is formed from a large data set,
it is then searched to find targets [11]. However, to image any single target, only a small
subset of the measurements is actually required, but we do not know this subset ahead of
time. Therefore, if we want to reduce the time or resources needed to localize a target,
we can use maneuvering receiver(s) to take the minimum number of measurements needed,
if we can develop an adaptive algorithm to find the best receiver positions. With each
new measurement, we want to maximize the information gained about the target. In our
case, we use a maneuvering 3 × 3 array to create an efficient system to detect and locate
mines. In the method proposed here, any one image, created at successive measurements,
has low resolution. However, as the array maneuvers, the cumulative imaging operation
improves the resolution around the true mine location. Hence, even with a small array we
can overcome the problem of low resolution, by increasing the effective aperture by using
cumulative imaging.
The array movement is based on the theory of optimal experiments [23]. Starting with
a 2-D sensor array with known relative positions, an initial estimate of the target location is
61
made. Then, the variance of the location estimate is calculated from the Fisher information
matrix (FIM). Based on the expected value of the FIM, the next optimal array position is
determined by using the theory of optimal experiments [23,45]. The search for the optimal
array position maximizes the determinant of the Fisher information matrix. The two steps
involved in the maneuver strategy for a mobile array of sensors are shown in Figs. 39 a and
b.
The organization of this chapter is as follows. Section 5.2 formulates the problem and the
data model for seismic signals. Section 5.3 describes the algorithm for estimating the target
position along with performance bounds. Section 5.4 describes how the theory of optimal
experiments is used to find the next array position. Section 5.5 describes the results of
applying the algorithm to experimental data collected in a laboratory settings [63].
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Array at step i+1
r
(b)
Figure 39: Algorithm mechanics illustrated: (a) Source generates a probing pulse. The
waves are reflected from a target and are collected by means of an array. At step i, the
target position zi is estimated when the array center is at ζi (b) Estimate the next array
position ζi+1 by using the estimated target position zi and the constrained cumulative Fisher
information matrix measure.
5.2 Data Model for active sensing
Consider a single seismic source and an array of P seismic receivers, where the source and
receivers lie in the same surface plane. Assume that there are K targets. We model the
soil as a highly dispersive medium with frequency dependent velocity. Hence, the signal
processing is done in the frequency domain, even though the measurements are taken in the
time domain.
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The received seismic data at frequency ω can be written as
y(ω) = G(ω)D(ω)g1(ω) + n(ω), (71)
where g1(ω) is a K×1 vector that models the propagation from the single seismic source to
the targets, D(ω) is a K×K diagonal matrix whose diagonal elements represents scattering
coefficients, G(ω) is a P×K matrix that represents the propagation from targets back to the
receiver array, and n(ω) the additive noise vector [6–8,56]. The elements of the propagation
matrices are given by the 2-D Green’s function. Since only the signal reflected from the
target is of interest, the active system in (71) can be simplified to the following passive
system
y(ω) = G(ω)s(ω) + n(ω), (72)
where D(ω)g1(ω) has been replaced by a K × 1 signal vector s(ω) that represents the
reflected signal from targets. Equation (72) has the same mathematical form as the narrow-
band data model used in conventional array signal processing [34] and this similarity will
be exploited while calculating the likelihood statistics for the seismic problem.
In the seismic problem, the elements of the propagation matrix G(ω) are given by the
illuminating Green’s vector (steering vector) [6–8, 13],
g(z,x, ω) = [g̃(z,x1, ω), g̃(z,x2, ω), . . . , g̃(z,xP , ω)]
T , (73)
where z is the target position, xi represents the i
th sensor position in the 2D plane, and the
function g̃ is the 2D Green’s function, whose analytical form is [12],














0 is the zero-order Hankel function of the first kind, and v(ω) is the frequency-
dependent Rayleigh wave velocity.
The method of spectrum analysis of surface waves which was introduced in Chapter 3,
will be used to determine the velocity vs. frequency [9]. To minimize confusion when we refer
to the existing array processing literature results, we change the notation for the propagation
matrix G to A (known as the steering matrix in array signal processing problems). The
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final form of the data model becomes [34],
y(ω) = A(ζ, z, ω)s(ω) + n(ω), (75)
where y(ω) ∈ CP×1 is the noisy array output vector, n(ω) ∈ CP×1 is a complex additive
noise, and s(ω) ∈ CK×1 is the signal vector. The array manifold A(ζ, z, ω) has elements
given by the Green’s function (73), which depends on the array center position ζ and the
(unknown) target position z. Note that the individual receiver positions xi can be related
to ζ via the known array geometry. Consequently, our objective is to determine the target
position z given the received array data y(ω).
5.3 Target Location Estimation
5.3.1 Position Parameters Estimate
Let Yt =
[




, Yt ∈ C
PN×1, be the data vector, formed by aggre-
gating the Fourier transform at frequencies ωi of the received data yt at each seismic sensor
during the batch period t, where ωi, i = 1, 2, . . . , N are N frequencies used in processing.
These frequencies could be obtained from spectrum analysis plots. Under the i.i.d. Gaus-
sian noise assumption, the probability density function for the current received data is given
















Using (76), one can calculate the negative log-likelihood function of the data








The ML estimate, maximizing the log-likelihood, can be determined by minimizing L−. In
(77), both the target signal and the noise variance are unknown. Therefore, we first estimate
the noise variance by fixing the target position in At(ω) and the source signal st(ω). The










When the estimated noise variance is used in conjunction with (77), the ML target signal






Substituting (78) and (79) in (77), one can determine the ML cost function to minimize as








































AHt (ωl), is the projection onto the null space
of AHt (ωl) and Ry(ωl) = yt(ωl)y
H
t (ωl) is the single snapshot covariance matrix estimate at
the frequency ωl. The target location estimate is then given by the minimum of the cost
function (80)
z = arg min
z
Jt(z), (81)
where the array location is assumed known.
5.3.2 Cramér-Rao Lower Bound for the Estimate of z
The Cramér-Rao lower bound (CRLB) is an information theoretic inequality, which provides
a lower bound for the variances of unbiased estimators. If an estimator achieves the CRLB,
then it is also a solution of the likelihood equation [40,53,69]. The Cramér-Rao lower bound
is the inverse of the Fisher information matrix (FIM). Assuming that the variance of the










||yt(ωl) − at(ζt, z, ωl)st(ωl)||
2, (82)
where at(ζt, z, ω) is the propagation (steering) vector from the array center to the target
position. The (i, j)th element of the FIM is given by the partial derivative of (82) with
respect to the ith and jth parameters of the vector z [17],





















where Ey{.} denotes the expected value, and F is the Fisher information matrix (FIM) as
a function of the target position z and the array center ζ. The elements of steering vector
are given in terms of 2-D Green’s function in (74). The partial derivative of the steering
vector is calculated with respect to the target coordinates for a fixed array center.
5.4 Movement of the Seismic Array via Optimal Experi-
ments
In the previous sections, we described how to determine the target position and its FIM
that represents the uncertainty about the estimates as a function of the array center posi-
tion. Note that the sensors in the 2D array has known locations with respect to the array
center ζ. Suppose that we have estimated the target location at batch t, and now we are
interested in determining the next optimal array center position candidate for the batch
t+ 1. Our approach in selecting the new sensor position reduces the expected uncertainty
in the estimated target coordinates by minimizing the determinant of the CRLB. Hence,
to minimize the CRLB determinant, we must maximize the determinant of the FIM as a
function of the array center. In the optimal experiment literature this technique is called
D-optimal design [23]. A similar approach is used in [45] for magnetic sensors. Other ap-
proaches might minimize the trace of the CRLB or minimize the maximum eigenvalue of
the CRLB.
Let q represent the determinant of the FIM. The cumulative effect of the measurements
up to batch t can be written as:


















where |.| stands for determinant and Ft represents the Fisher information matrix at batch
t. The logarithmic increase due to the additional measurements at batch t+ 1 is given by
δq(ζt+1) = ln q ({ζ1, . . . , ζt+1}) − ln q ({ζ1, . . . , ζt})
= ln
∣










F (ζj). To achieve the maximum expected
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information gain, the next optimal array center can be determined by









In this optimization problem, there are implicit constraints that come from the con-
figuration of the seismic system. First of all, the target reflections do not behave as an
omni-directional active source. Hence, we need to make sure that the receiving array is
between the source and the targets all the time to receive the reflected waves. One way to
impose this condition is to use a movement step size of radius r from the previous array
center position. Hence, the maximum of (86) is calculated on a circle of radius r, where the
center of the circle is at the previous optimum array center position.
Another way to impose a constraint on the movement would be to add a penalty term
as in [45]:
Ψ(ζ) = δq(ζt+1) − ν
√
(ζt+1 − ζt)T Σ−1(ζt+1 − ζt), (87)
where ν ≥ 0 is the penalty factor that must be chosen relative to the size of δq(ζt+1), and Σ
is a diagonal matrix, whose diagonal elements are chosen to ensure the smooth movement
of the array from its previous position. The step size is chosen heuristically. Because the
array might choose a different step size at each batch, depending on the choice of ν, this
approach is more complicated.
5.5 Processing of Experimental Data
An experiment has been conducted in a laboratory setting, where buried mines in a sandbox
are used as targets [63]. A shaker is used as a seismic source, and the input signal is
a differentiated Gaussian pulse centered at 450Hz. The pulse in the time and frequency
domains is shown in Figs. 40(a) and (b), respectively. In the experiment, ground contacting
accelerometers are used as the seismic sensors. The target is a TS-50 (anti-personnel)
landmine buried at a depth of 1 cm. We estimate the wavenumber for the reflected signals
at different frequencies by using the algorithm presented in Chapter 3 [9]. To separate
the waves, a linear array of fifteen sensors is used, but only three of them are used in the
subsequent imaging step. The raw collected data at four time instants is shown in Fig. 41.
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Figure 40: Probing signal is a differentiated Gaussian pulse. (a) Signal amplitude
vs. time. (b) Magnitude of the frequency response vs. frequency.
This figure shows the seismic wave approaching toward the mine during the first three
frames; in the last frame the reflection from the mine can be seen clearly. Once the data
is collected and the waves are separated the next step is to estimate the target position.
The initial estimate is shown as a surface plot in Fig. 42. The surface plot is obtained by
using (80) and this cost function is calculated at each point in the 2D grid. The minimum of
this function is the target position estimate. However, the inverse of this function is plotted
in Fig. 42. Based on the initial estimate, the next optimal array position is determined
by using (86). This function is calculated at each grid point as a function of array center
position using the estimated target position from the previous step. The surface plots for
both the circle and the measurement constraints are shown in Figs. 43(a) and (b). For the
circle constraint, a radius of 25 cm is used. For the measurement constraint (87), a relative
weighting ν = 1.1 is used, and for the movement penalty matrix Σ, a diagonal matrix with
diagonal values of 202 is used. The circle constraint plot shown in Fig. 43(a) indicates the
present array center position (center of the circle), and the next array position is indicated
by the arrow. This position is the peak of the measure calculated on the circle, as shown
in Fig. 47(a). The measurement constraint surface plot, shown in Fig. 43(b), indicates two
possible directions to move, as given by two arrows.
Once the next optimum array position is determined and the array is moved to a new
68
REFLECTION
Figure 41: Surface displacement plots showing wave propagation. Location of the mine is
shown by an arrow (40dB scale). (a) Rayleigh wave approaching toward the mine, (b) wave
reached on top of mine and it starts to resonate, (c) main pulse have passed the mine, (d) re-





























































Figure 43: The optimum movement for the next array position can be constrained by (a) A
maximum distance within a circle; or by (b) A penalty function. The plotted surface is the
determinant of the FIM on a linear scale and (b) is the FIM determinant plus the penalty
term. Two possible directions to move are shown by the arrows.
position, a new batch of data is collected. We then append the existing data to the new set
of data. The new target position estimate and the next optimum movement are determined
by using the cumulative data. Further steps are shown in Fig. 44. With each successive step
the target position estimate is improved, along with a decrease in the uncertainty ellipse
































































































Figure 44: Target position estimates (dB scale) (a) Initial estimate. (b) Estimate after the




















































Figure 45: The optimum movement for the next array position at step 2, constrained
by (a) A maximum distance within a circle; or by (b) A penalty function. The plotted
surface is the determinant of the FIM on a linear scale and (b) is the FIM determinant plus
the penalty term. Possible direction to move are shown by the arrow.
The surface plots for the next array position at each successive step are also shown
in Figs. 45 and 46. The values calculated along a circle at the first three steps are also
shown in Fig. 47. The peak of each plot is used as the next array center position. At
the first step, there are two possible directions to move, with one being slightly better.
However, as the array move around, and more information is collected about the target,
one direction becomes more favorable as compared to the others. This same behavior is



























































Figure 46: The optimum movement for the next array position at step 3, constrained
by, (a) a maximum distance within a circle; or by (b) A penalty function. The plotted
surface is the determinant of the FIM on a linear scale and (b) is the FIM determinant plus
the penalty term. Possible direction to move are shown by the arrow.
Another important observation is that the array movement determined by the theory
of optimal experiments is toward the target. Consequently, the reflected waves from the
target also become stronger. The velocity spectrum plots shown in Fig. 48 for all these four
positions show that as we move near the target, the reflected mode in the spectrum plots
becomes more stronger and well defined. This is another indication that we are moving
near the target.
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Figure 47: FIM determinant values calculated along a circle (circle constraint) (a) Step
1 (b) Step 2 (c) Step 3
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Figure 48: Spectrum analysis result in a well defined reflected wavefront as the array gets
near the target after the optimal moves. (a) Initial spectrum analysis. (b) Spectrum analysis
after the first optimal move. (c) Spectrum analysis after the second optimal move. (d) Spec-
trum analysis after the third optimal move.
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5.6 Conclusions
The algorithm presented in this chapter shows that it is possible to control a maneuvering
array to find buried targets. The data model was presented, along with an algorithm for
estimating target position. The performance bound of the location estimate was used to
derive an algorithm for optimal maneuvering. Two strategies were formulated to constrain
the maneuvers for practical reasons. Both algorithms were verified by using experimental
data, containing a single TS-50 AP landmine. The algorithm usually localizes the targets
in only few steps, with considerable reduction in time and measurements. As an example,
the existing imaging algorithm would have used the data collected over a complete grid of
(61× 61), with a total of 3721 measurements to locate the same target. Our algorithm uses






In the previous chapter, an algorithm for optimal maneuvering was presented and its per-
formance verified by processing experimental data containing a single TS-50 AP mine.
However, to produce a robust system that can handle realistic situations many questions
have to be answered. The motivation for this chapter is to present a set of experiments that
imitate a variety of situations. It is impossible to simulate all possible situations, which a
working seismic landmine detection system will encounter. However, the set of experiments
presented in this chapter will cover most of the important aspects of the problem. In order
to test the algorithm a working system was implemented, as described in Section 6.2. Next
we present a set of issues that we hope to answer with the experiments.
Issue:1, How to make the algorithm robust for real life situations? A working sys-
tem has to decide where to start, when to stop and how to make a final decision. To
solve this a multi-mode imaging algorithm is proposed in Section 6.3 consisting of
three modes. All the experiments presented in this chapter use these three modes to
locate and confirm the targets.
Issue:2, Single target (landmine) of different sizes and shapes. This is the most com-
mon scenario. There are two main categories of landmines, smaller anti-personnel
(AP) mines, and much larger anti-tank (AT) mines. These mines have different in-
ternal structures and are buried at different depths. A set of experiments is done
using a single TS-50 AP mine, and also with a single VS-1.6 AT mine. The purpose
of these experiments were to investigate how the algorithm behaves for single target
of different sizes and shapes. The results of these experiments will be presented in
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Section 6.4.
Issue:3, Effect of the radius r for the circle constraint. The example in Section 5.5
of the previous chapter and most examples in this chapter use a fixed radius of either
20 or 25 cm for the circle constraint. To see the effects of different values of r on
localization, the experimental data was processed with values of the radius r from 20
cm to 30 cm. A criteria for selecting a radius is also proposed which is a function
of distance between the current array position and the target position estimate. The
results of these experiments will be presented in Section 6.5.
Issue:4, Multi-target case. When there are multiple targets present like the targets can
be multiple mines, or mine in the presence of clutter such as rocks. It is envisioned
that all realistic problems will be eventually treated as multi-target cases. Thus,
we have to come up with an algorithm that can handle multi-target situations. An
algorithm is presented in Section 6.6 to handle one target at a time, along with the
results of experiments for two mines and several rocks.
Issue:5, Performance in the presence of clutter (rocks). In order to test the perfor-
mance of the system in the presence of common types of clutter like rocks, several rocks
of different sizes and shapes are introduced in the scan region along with the mines.
The results of these experiments will be presented in Section 6.7. Some extreme cases
are also presented, in which system is not able to locate the mine.
Issue:6, Drunken wave case. The purpose of these experiments is to test how the al-
gorithm behaves when there is a large scale change in the propagation properties of
the medium. This change causes the seismic wave to bend and change its path. The
results of these experiments will be presented in Section 6.8.
6.2 Real-time Experimental Setup
The processing example in Section 5.5 is one in which the array is formed synthetically,
because the actual data is collected with a single sensor only. This data is then grouped
along a line to form the linear array necessary for processing. More recently an actual
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Figure 49: Experimental Setup showing the sensor array of 3 by 10 elements, a fixed
seismic source, and the location of the buried target.
array system has been built for use in our laboratory setting. This source and receiver
array setup for the real time experiment is shown in Fig. 49. The fixed seismic source and
the mobile sensor array consisting of 30 elements are also shown. The movement of the
array and the firing of the source is controlled by a Labview interface. The probing pulse
is a differentiated Gaussian pulse at a center frequency of 450 Hz. The 2-D rectangular
seismic array consists of three lines each containing ten uniformly spaced sensors. The data
collected across each line of the seismic array is processed by the technique presented in
Chapter 3, and the forward and reverse waves are separated. Three out of the ten sensors
in each line are retained to form a 2-D array for imaging. Hence, there are a total of nine
sensors arranged in a 3 × 3 2-D grid.
6.3 Multi-Mode Imaging
The algorithm and a specific processing example for the optimal maneuvering of a seismic
sensor was presented in Chapter 5. This algorithm needs an initialization phase to determine
where to start the search and where to place the array at the first step. It also needs an
ending phase where the final decision would be made. This “end-game” decision involves
accurately identifying the locations of the targets to within a prescribed tolerance. The
strategy is divided into three steps explained as follows:
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6.3.1 Probe Mode
The only clue where to place the array initially is the position of the source, over which we
have control. There might be prior knowledge from other sensors about where the target is,
but we will not assume such knowledge is available. In this mode two or three fixed array
positions very near to the source are used to collect the data initially. Then the imaging
algorithm is used to estimate target position. Once we have this estimate of target position
we can place the array at its starting position for optimal maneuvering.
6.3.2 Search Mode
The optimal maneuvering presented in Chapter 5 is what we define to be the search mode.
After having decided where to place the array during the probe mode, we let the algorithm
run. The algorithm performs its steps and moves closer to where the target is located. It
also reduces its uncertainty considerably, as compared to the location estimate we obtained
during the probe mode.
6.3.3 Detection Mode
Once the search mode gives us the clue where the target might be, the final step is to find
the exact location of the target and detect whether or not it is a landmine. The best way
to detect the target is to use the resonance/reflection property of the landmines [61,62]. In
order to do this, it is necessary to be right on top of the target. Most of the resonance energy
is present in the reflected part of the wave. The spectrum analysis algorithm presented in
Chapter 3 will be used for the purpose of separating the resonance/reflection part of the
wave. The imaging algorithm and detector framework will be presented in Chapter 7.
6.4 Single Target Case
This is the most common scenario and two experiments will be presented. In the first
case, an anti-tank (AT) mine, VS1.6, is buried at a depth of 5 cm. The AT mine is large
with a diameter of roughly 20 cm. The first two iterations are the probe phase, and the
next three array positions are chosen optimally. All the location estimate results are shown
together in Fig. 50, with the final estimate in Fig. 50(d). We observe the same behavior as
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before with the array moving toward the target while increasing the effective aperture, and
thereby reducing the size of the uncertainty ellipse around the target position estimate. Each
iteration takes approximately 40 seconds, including all the data acquisition and processing
(150 measurements). So in less than 3 or 4 minutes we are able to find the exact position
of the target. This should be compared to the existing method, which finds a target in an
area of (2 × 2) m using measurements on a grid of size (61x61) [11,62]. The complete scan
takes a couple of hours to isolate a resonating target. A radius of 25 cm is used for the
circle constraint in this case.
In the second example a TS50 anti-personnel (AP) mine is buried at a depth of 1 cm.
The mine is localized with reduced uncertainty in three optimal moves as shown in Fig. 51.
The first two are probe phase positions as shown in Fig. 51(a). A radius of 20 cm is used
for the circle constraint here.
Both of these examples demonstrate that the algorithm is able to locate a single target






























































































Figure 50: VS1.6 mine at 5 cm depth. Maximum likelihood surfaces at various probing
steps (dB scale) (a) After the probe phase. Two fixed array positions with respect to the
source are used. (b) After the first optimal move. (c) After the second optimal move. (d) The
final target position estimate is shown. The resolution of the image around the true target
position is significantly increased after the optimal array movements. The circle indicates






























































































Figure 51: TS50 mine buried at a depth of 1 cm. Maximum likelihood surfaces at various
probing steps (dB scale). (a) After the probe phase. Two fixed array positions with respect
to the source are used. Smaller black circle shows the size of the AP mine, and the white
diamond shows the location estimate. (b) After the first optimal move. (c) After the second
















































Figure 52: Maneuvering using different values (fixed) of r for the circle constraint. A
single TS-50 AP mine at a depth of 1 cm is used. (a) Using r = 25 cm, and after three
optimal moves. (b) Using r = 30 cm, and after three optimal moves.
6.5 Effect of Choice of Radius r for Circle Constraint
The circle constraint for next array position requires a value of radius r. In order to see the
possible effects of different values of r on localization, a set of experiments are conducted
using the TS50 mine buried at a depth of 1 cm. Three different values of r are used: 20, 25
and 30 cm. The final results after three optimal moves are given in Fig. 51(d) for 20 cm,
and in Figs. 52(a) and (b) for 25 and 30 cm, respectively. Comparing all three, it appears
that the final uncertainty ellipse size is more or less the same for all three cases. Hence, the
value of r doesn’t affect the algorithm very much.
If we drop the strategy of using a fixed value of r for all iterations, we can make it
adaptive by choosing the radius r as a function of the distance d between the current array
position and the target position estimate. Two experiments are conducted with the adaptive
radius equal to one half and one third of the distance d. This will also guarantee that the
array will always lie between the source and the target. Final results of these experiments
















































Figure 53: Maneuvering using adaptive values of r for the circle constraint. A single
TS-50 AP mine at a depth of 1 cm is used. The r in this case is a function of distance d
between the current array position and the estimated target position. (a) Using r = d2 , and
after two optimal moves. (b) Using r = d3 , and after three optimal moves.
6.6 Multi-target Case
The set of experiments in this section are used to illustrate the cases when there are multiple
targets to localize. Based on these experimenters, a general strategy will be proposed which
can be used for multi-target cases.
6.6.1 Experiment:1
In this experiment we assume that we know the number of targets. Two VS1.6 (AT) mines
are buried at the same depth of 5 cm. The goal is to localize both of them with optimal
maneuvering. During the probe stage, three fixed array positions with respect to the source
are used to find the starting locations for the targets. These array positions are shown in
Fig. 54(a), but only the array center positions are shown; the shape and size of the array
is same as in Section 6.4. After the initial location estimates have been obtained, then we
can start to maneuver the array optimally with the FIM. Since we have two targets in this
case, the Fisher information matrix is of size 4×4. The matrix can be partitioned into four
2 × 2 quadrants related to individual targets and their cross terms.
Since we have to use the Fisher information matrix in (86), there are various options
available. One is to use the full 4 × 4 FIM matrix in (86), and the other is to use a
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partitioned approach with two smaller 2 × 2 FIMs, one for each target. The second case
involves multi-objective optimization to satisfy both measures. Using the 4 × 4 approach
the next array position is determined by using (86) with a circle constraint. A circle of
radius 25 cm is used, and the array at position-2 is used as the reference with respect to
which the next optimal array position is determined. The surface obtained by using the
4×4 FIM is shown in Fig. 54(b) and the values on the circle from −90o to 90o are shown in
Fig. 54(c). Clearly there are two well defined peaks with one direction favored more than
the other. The peak of this plot is picked to generate the next optimal array position. The
next array positions are obtained optimally and the surface plot at step 4 and at the last
step are shown in Fig. 55. There are two interesting observations, the optimal maneuvers
pick one target and move toward it, as the array moves toward target-A, the signature of
target-B becomes weaker. At the last step target-A has been localized completely with
appreciable reduction in the size of the uncertainty ellipse. Notice that the weak signature
of target-B is still somewhat present, and with a very accurate position estimate. However,
once we have completely localized one target, we would return to the original starting
positions and remove the effects of the already localized target from the array data. The
remaining target(s) can then be localized. The technique used will be the one presented
in Section 4.3 [7, 70]. It is based on the CLEAN algorithm originally developed for radio
astronomy [29]. Suppose that there are M targets, and out of these we have estimated all
the positions except the mth target. Then the new array data at a frequency ωl which can
be used for this target is given by:




g(pj , ωl)sj(ωl) (88)
where g is the steering vector whose elements are given by a 2D Green’s function, pj is the
jth target position estimate, and sj(ωl) is the signal reflected from the j
th target and its value
is calculated using (79). Once we remove the first target using (88), the FIM will be reduced
in size . The probe phase for the second target uses the previous starting position as shown
in Fig. 56(a). The only difference is that the effect of target-A has already been completely






































































































Figure 54: (a) Probe Phase: Initial target location estimate is done using the ML cost
function (80) (dB scale). Three fixed array positions centered at 1, 2 and 3 are used. Only
center position of array is shown. The position of two targets (circle) and their initial
estimates are also shown (diamond). (b) Next optimal array position (linear scale). Surface
plot obtained by (86) with a circle of radius of 25 cm (c) Next optimal array position (linear
scale). Value obtained on the circle from −90o to 90o (d) Next optimal array position (linear































































Figure 55: Other optimal maneuvers for the target position estimation are shown (dB
scale) (a) Step 4. (b) Step 7 (last step).
position. The next few optimal moves to locate target-B are shown in Fig. 56(b). Clearly
this second target has been completely localized in addition to considerable reduction in
the size of its uncertainty ellipse.
6.6.2 Experiment:2
In most realistic situations, there is no knowledge of the number of targets. In these
situations, a different strategy can be used. At each iteration, it is assumed that there is
only one strong target. We locate this target using optimal moves. Once it is localized, we
remove the contribution of this target from the array by using the CLEAN algorithm, and
proceed to find the next strongest target. We repeat this kind of operation until all the
possible targets are localized. An important question to answer in this type of situation
is how to be sure that there is nothing left to be located. To answer this question, a
power distribution is calculated using the array data at the probe phase only. The power









This distribution is calculated over the area of interest as a function of position p, g(p, ω l)
is the Green’s function vector (steering vector) and y(ωl) is the array data at a frequency





























































Figure 56: Target-B position estimates after removing the effect of target-A from the array
(dB scale) (a) Probe Phase which uses the array position centered at 1, 2 and 3. (b) Final
estimate after three optimal maneuvers.
matrix is a scalar that gives some measure of the magnitude of the elements of the matrix.
The norms used are L1, L∞ and Lf . These norms are defined as [49]




























where aij represents an element of a matrix. When there are strong targets present in a
uniform background, we get a distribution with higher values for matrix norms. However,
once we locate the targets, and remove their contributions from the array data, the power
distribution deceases along with a reduction in the values of the norms. Hence, one way to
decide when to stop is to calculate this distribution along with the metric, after localizing
each target. If the values in the metric become too small as compared to the starting value,
then this is an indication that there are no stronger targets. To simulate this scenario,
an AT mine (VS2.2) and a rock of nearly same size and shape are buried at a depth of
6 cm. Both these targets are nearly at the same distance from the source, with the rock








Figure 57: Experimental setup showing the relative position and size of a VS2.2 mine
and a rock, both buried at a depth of 6 cm. (a) Relative position with respect to the
source. (b) Relative size.
there is only one target, we let the array maneuver optimally. At the first probe phase,
the array seems to locate the rock as compared to the mine. After a few iterations rock is
localized with reduced uncertainty. The probe phase and the location estimates after the
last optimal move are shown in Fig. 58. After this, the same steps are repeated again, with
the contributions of the already localized target removed from the array. This time the
array moves toward the second target (the mine) and localizes it in three optimal moves as
shown in Figs. 59(a,b).
During the maneuvering we can also calculate the power distribution and three metrics
based on the various norms (90,91,92). The power distribution is calculated only when the
array is in the probe position as shown in Fig. 58(a). At first there are two strong targets.
The histogram of this power distribution is shown in Fig. 60(a), with calculated values of
the three norms shown in the first row of Table 3. Then once this target is localized, we can
remove its contribution from the array at the same probe position. This power histogram
is shown in Fig. 60(b) with the norm values shown in the second row of Table 3. The power
histogram when both targets are removed is shown in Fig. 60(c), and the calculated metric
values are shown in third row of Table 3. These values should be the same as those for an




















































Figure 58: VS2.2 mine and a rock case. Maximum likelihood surfaces at two steps
(dB scale) (a) After the probe phase, two fixed array positions with respect to source


















































Figure 59: VS2.2 mine and a rock case. Strongest target contribution has been removed
from the array. Maximum likelihood surfaces at two steps (dB scale). (a) After the probe
phase, two fixed array positions with respect to source are used. (b) After the last (third)
optimal move.
Table 3: Metric calculation for power distribution using matrix norms.
L1 L∞ Lf
Initial 40.28 43.28 31.58
Rock removed 14.57 18.24 12.45
Both rock and mine removed (empty sandbox) 8.31 9.83 7.24
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Figure 60: Power histogram at the probe phase. (a) With both targets present. (b) With
one stronger target removed (the rock). (c) With both stronger targets removed (both the














































































































Figure 61: Scans over the localized target positions (dB scale). Targets positions are
shown by a horizontal black line. (a) Raw data collected over the VS2.2 mine. (b) Ex-
tracted reflected waves for scan over the VS2.2 mine. (c) Raw data collected over the
rock. (d) Extracted reflected waves for the scan over the rock.
Once we have localized the targets, we can do further processing to extract their reso-
nance/reflection signature for final confirmation. The algorithm is presented fully in Chap-
ter 7. A linear scan is done along the line connecting the source to the already localized
positions. Both reflected waves and forward waves can be extracted from this raw data,
which will be used in an energy based algorithm. The raw collected data for the mine
and rock case is shown in Figs. 61(a,c), and the reflected waves extracted from these scans
are shown in Figs. 61(b,d) for the mine and rock, respectively. The rock signature is very
strong, so the array tends to pick this at the first stage as compared to the mine. The
energy calculated for these reflected waves using the algorithm outlined in Section 7.2 is
shown in Fig. 62. Again the rocks appear somewhat stronger than the mine in this case.
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Figure 62: Energy calculation for scans over the VS2.2 mine and the rock (linear scale).
The rock signature is stronger than the mine. Position of the mine and rocks are shown by
vertical line.
6.6.3 Strategy for Multi-target Cases
Based on the two previous examples we can formulate an ad-hoc strategy for dealing with
multi-target cases. In most realistic situations, we don’t have any prior knowledge of the
number of targets. The simplest strategy is to locate each target one at a time, so we can
start by assuming that there is only one strong target. The probe phase might gave an
indication of how many targets are there, or it might not. In experiment:1 the probe phase
indicates two strong targets, whereas in experiment:2, it indicates that there is only one
target, even though there are actually two. Hence, at the first iteration, we can assume that
there is only one strongest target, and will try to localize it optimally. Once it is localized,
we can remove its contribution from the array by using the CLEAN algorithm, and try to
find the next strong target. We can continue with this strategy, but we will need a way
to stop. The power distribution will come into play for defining this stopping criteria. At
each probe stage, we will also calculate the power distribution, along with its metric as
given in Table 3. As we remove each localized target contribution from the array, we will
see a reduction in the power metric values. This reduction can be used as a guide to when
to stop looking. The metric values for an empty sandbox can be used for this criteria for
laboratory experiments. One example of these values calculated for different experiments
are shown in Fig. 63. At each run we locate the target, and find the metric. For the next
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Table 4: Metric calculations for power distribution for different scenarios shown in Fig. 63.
L1 L∞ Lf
Case 1: Single AT mine and a rock
Initial 40.28 43.28 31.58
Rock removed 14.57 18.24 12.45
Both rock and mine removed 8.31 9.83 7.24
Case 2: Single AP mine and a 4 rocks
Initial 21.25 22.58 19.39
Rock removed 12.23 15.33 11.6
Both mine and a single rock removed 9.08 9.68 7.98
Case 3: Single AP mine
Initial 16.28 16.25 13.07
Mine removed (empty sandbox) 9.34 12.56 7.41
run we remove the already localized target, and then find next target along with metric.
The metric converges to nearly the same values after removing all the strong targets from
the sandbox. In order to have the lower limits on the values of the metric, we can use
the array data for an empty sandbox, that is when there are no targets present. As an
example we can use the data set with a single TS50 mine, and calculate the metric value
with the contribution of the mine removed from the array. In the case the calculated metric
values are 9.34, 12.56 and 7.41 for L1, L∞ and Lf respectively. We can use a 15% rule,
i.e. whenever any (logical OR operation ) of the metric values reach within ±15% of these
value we will stop looking for the targets. All these values used in Fig. 63 are shown in
Table 4. Therefore, for realistic situations we might have to calibrate the array by using an
area without any targets to calculate the bench mark metric values for the stopping criteria.
The power distribution will depend upon several factors like types, sizes and burial depths
of targets, also the propagation properties of the medium, and dynamic range of seismic
source.
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Figure 63: Calculation of three metrics at different run for three different cases with
different distribution of targets (mines and rocks). At each run we calculate the strongest
target along with the metric. After this, remove this target, and find next strongest and
metric. The values should converge to that for an empty sandbox, when all stronger targets
are located and removed. (a) L1 (b) Lf (c) L∞.
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Figure 64: Experimental setup showing relative positions of mines and rocks (a) TS50
mine buried at 1 cm surrounded by four rocks. (b) VS1.6 mine buried at 5 cm surrounded
by nine rocks of various sizes and shapes.
6.7 Targets in Clutter Case
To simulate clutter rocks are introduced in addition to landmines. The fact that landmines
resonate, and hence have more reflected energy, can be used to discriminate them from
clutter such as rocks. However, rocks also scatter the seismic waves, just like landmines.
Therefore, discriminating the rocks from landmines with the method of optimal maneuvers
depends upon their relative positions with respect to the source, and their burial depths.
In these experiments rocks are introduced to confuse the system in locating mines. One of
the experiments is conducted with a TS50 mine surrounded by a large number (8) of rocks.
This is done to test how the system behaves for an extreme case. In another experiment a
big rock is placed very near to the source, in addition to an AT mine and other rocks. From
these experiments we gain some insight on the limiting (extreme) cases, where the system
might fail to find landmines.
6.7.1 Experiment:1
The first experiment is with a small TS50 AP mine buried at a depth of 1 cm surrounded
by four rocks which are nearly the same size as the mine. The locations and burial depths
of the rocks and the mine are shown in Fig. 64(a).
The location estimate using optimal maneuvers is shown in Fig. 65, and the array is
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able to pick out the target even in the presence of these rocks. However, an interesting
question is what happens if we remove the contribution of this localized mine from the
array data. Can we find the rocks after this? The power histogram for this case can give
us a clue. The histograms are shown in Figs. 66(a,b), with the mine present and removed,
respectively. The metric values for the power distribution for this case are given in Table
4. Clearly after removing the mine, the metric didn’t drop close to the stopping criteria.
Therefore, we would go ahead and try to locate the next target. The optimal maneuvers
after the mine contribution is removed from the array are shown in Fig. 67 which shows
that after few optimal moves we can find one of the rocks. After this the metric values
as given in Table 4 drops into the range for the stopping criteria, and we quit processing
after this. For confirmation linear scans are done over the two localized positions as shown
in Figs. 68(a,c). The extracted reflected waves are shown in Figs. 68(b,d). Clearly there
is very strong signature from the mine in the form of resonance. The energy can also be
calculated for these scans using the algorithm in Section 7.2. As shown in Fig. 69, the mine
signature is much stronger than that of the rock.
6.7.2 Experiment:2
In the second experiment whose setup is shown in Fig. 64(b), a VS1.6 AT mine is surrounded
by nine rocks. The optimal maneuvers to locate the mine are shown in Figs. 70(a,b,c,d).
Since the VS1.6 is a big mine, its signature is very strong as compared to the rocks. Hence,
it can be picked out of rocks very easily.
6.7.3 Experiment:3
In an another experiment, a single TS50 AP mine is buried at a depth of 1 cm surrounded
by 8 rocks of various sizes and depths. The setup showing the location of mine and rocks
is given in Fig. 71(a). The location estimates from the probe phase and first optimal move
are shown in Figs. 71(b,c). Clearly the array is not able to find any specific target, however
it does find one of the rocks, and moves toward it. However, the resolution of the image
overall is very low. It is interesting to plot the power histogram for this case, shown in






























































































Figure 65: TS50 mine buried at a depth of 1 cm surrounded by 4 rocks. Maximum
likelihood surfaces at various probing steps (dB scale). Mine position and size is shown by
small black circle, white diamond shows the position estimate, and black squares show the
rocks positions. (a) After the probe phase, two fixed array positions with respect to source
are used. (b) After the first optimal move. (c) After the second optimal move. (d) The final
target position estimate.
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Figure 66: Power histogram at probe phase for a TS50 mine surrounded by 4















































Figure 67: TS50 mine buried at a depth of 1 cm depth surrounded by 4 rocks. Maximum
likelihood surfaces at various probing steps (dB scale). The contribution of the mine is
removed from the array at each step. (a) After the probe phase, two fixed array positions

























































































































Figure 68: Scans over the localized target positions. Target positions are shown by
horizontal black lines (dB scale). (a) Raw data collected over the TS50 mine. (b) Extracted
reflected waves for scan over the TS50 mine. Strong resonance can be seen at the mine
location. (c) Raw data collected over one of the rocks. (d) Extracted reflected waves for the
scan over the rock.
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Figure 69: Energy calculation for scans over the TS50 mine and one of the localized rocks
(linear scale). The mine signature is much stronger than rock. Positions of the mine and
the rock are shown by vertical lines.
respectively. These values are very near to the stopping criteria, which we used in earlier
cases. This is the reason that why the array is not able to find anything strong out of all
the targets.
6.7.4 Experiment:4
In another experiment a big VS1.6 AT mine is buried at 5 cm along with nine rocks. One of
the rocks is of the same size as the mine, and it is buried at a depth of 6 cm, very near to the
source. The source in this case is located at x= −42 cm and y= 85 cm. Since the rock is of
comparable size to the mine and also very near to the source, the array picks up this rock,






























































































Figure 70: VS1.6 mine buried at a depth of 5 cm depth surrounded by 9 rocks. Maximum
likelihood surfaces at various probing steps (dB scale) (a) After the probe phase, two fixed
array positions with respect to source are used. (b) After the first optimal move. (c) After












































































Figure 71: TS50 mine buried at a depth of 1 cm surrounded by 8 rocks. (a) Setup
showing the positions and burial depths of the mine and rocks. (b) ML surface at the probe
phase. The array seems to pick up one of the rocks, with very low image resolution. (dB
scale) (c) ML surface after the first optimal move. The array moves toward one of the rock.




















































































Figure 72: VS1.6 mine buried at a depth of 5 cm surrounded by 9 rocks. (a) Setup showing
the positions and burial depths of the mine and rocks. (b) ML surface at the probe phase.
The array seems to pick up one of the big rocks located near the source (dB scale). (c) ML
surface after the first optimal move. The array seem to moves toward one of the rocks (dB
scale). (d) ML surface after the second move (dB scale).
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6.8 Drunken Wave Case
The drunken waves are generated whenever there is a drastic surface change in the propa-
gation properties of the intervening medium. With such a change, waves can take a curved
route instead of propagating on a straight path. The main pulse might not strike the
mine, and hence it will be difficult to locate them. This bending causes problems for back-
propagation algorithms which rely on accurate velocity estimation as shown in [64]. The
position estimates will be wrong because of the bending of the wave path. Therefore, it
will be interesting to see how the optimal maneuvering algorithm handles the drunken wave
case. Two cases will be presented for the drunken wave. In the first case, the main pulse
of the wave bends and the mine is not placed in the path of main pulse. In the second
case, a mine is placed right in the path of bending main pulse of the wave. These drunken
waves were generated in a sandbox by changing the soil properties of some portions of the
sandbox. These properties can also be affected by water content and the degree of cohesion
between sand particles. A TS-50 AP mine, buried at a depth of 1 cm is used for these
experiments. A single large shaker is used as a seismic source.
6.8.1 Case 1: Mine is not in the path of main pulse of bended waves
The surface displacement plots for this case are shown in Fig. 73, which shows seismic waves
at four different time instants. In the ideal case, waves should pass straight through the
center of scan region, but in this case the waves bend and turn to right. It is very difficult
to pick the mine from this raw data, and the only indication is in Figs. 73(b,c), where the
position of the mine is indicated by an arrow. A weak indication of resonance can be seen
at the mine location. The results of applying optimal maneuvering to this case are shown
in Figs. 74(a,b,c,d). For this drunken wave, it is surprising that the algorithm is able to
pick up the mine with exact location estimates, and reduced uncertainty.
In order to confirm whether the localized position contains a legitimate target, waves
are separated as in the previous examples. The raw collected data and extracted reflected
waves are shown in Figs. 75(a,b). The reflected waves show a considerable resonance at the




Figure 73: Drunken wave case. Surface displacement showing the interaction of waves
with a TS-50 mine buried at a depth of 1 cm, at four instants. Location of mine is shown
by an arrow (40 dB scale), (a) wavefronts at the start of the scan region (b) at the middle.
Waves start to bend, and the main pulse goes to the right (c) at another instant, a weak
resonance can be seen at the mine location (d) main pulse has bent toward the right and






























































































Figure 74: Drunken wave case for a TS-50 mine buried at a depth of 1 cm. Maximum
likelihood surfaces at various stages (dB scale). (a) Probe Phase: two fixed array position


























































Figure 75: Drunken wave case. Wave separation at the localized position. Location of
the mine is shown by the horizontal line (dB scale). (a) Collected raw data, (b) extracted
reflected waves.
6.8.2 Case 2: Mine is in the path of main pulse of bended waves
The surface displacement plots for this case are shown in Fig. 76, which shows seismic waves
at four different time instants. The presence of the mine can be seen in Figs. 76(b,c,d),
where the position of the mine is indicated by an arrow, and the resonance can be seen at
the mine location. The results of applying the method of optimal maneuvers to this case
are shown in Figs. 77(a,b,c,d).
For confirmation, the waves are separated as in the previous examples. The raw collected
data and the extracted reflected waves are shown in Figs. 78(a,b). The extracted reflected




Figure 76: Drunken waves case. Surface displacements showing the interaction of waves
with a TS-50 mine buried at a depth of 1 cm, at four instants. Location of the mine is
shown by an arrow (40 dB scale), (a) wavefronts at the start of the scan region (b) at the
middle. Waves start to bend, and the main pulse goes toward left (c) at another instant,
the resonance can be seen at the mine location (d) main pulse has bent toward the left and































































































Figure 77: Drunken wave case for a TS-50 mine buried at a depth of 1 cm. Maximum
likelihood surfaces at various stages (dB scale). (a) Probe Phase: two fixed array position


























































Figure 78: Drunken wave case. Wave separation at the localized position. Location of
the mine is shown by the horizontal line (dB scale). (a) Collected raw data, (b) extracted
reflected waves.
6.9 Conclusions
In this chapter, a detailed analysis of a number of experiments were presented which have
been conducted for different scenarios. First of all, a multi-phase algorithm was presented
consisting of probe, search and detection phases. Results were presented for different kinds
of single targets (AP and AT mines). Also, a strategy for the multi-target case was pre-
sented, and validated by experiments. In order to prove the robustness of the algorithms,
clutter in the form of rocks was introduced along with resonating targets like landmines.
The algorithm proved to be quite robust in locating mines in the presence of clutter. How-
ever, the performance depends upon the sizes, burial depths and proximity to the seismic
source for both the mines and the rocks. Finally, results of the processing for drunken
waves was given. These waves are produced when there is a large change in the propaga-
tion properties of the medium, and the waves bend instead of going on a straight route.
The algorithm was again found to be robust enough to deal with these cases.
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CHAPTER VII
DETECTION MODE: IMAGING AND DETECTOR
FRAMEWORK
7.1 Introduction
Before the final detection/confirmation stage, we are assuming that the optimal maneuver-
ing phase has detected the presence and location of the target. The next step is to extract
any resonance/reflection, and also to formulate the imaging and detector framework. The
imaging algorithm presented in this chapter uses the extracted forward and reflected waves
and is a generalization of the algorithm presented in Section 1.1.2 [11]. In the proposed
algorithm, an energy image is formed by using the product of the extracted forward and
reflected waves. This product is very strong at reflectors where the forward and reflected
waves are coincident. It is further enhanced by resonance in some man-made targets. Using
the energy image, a likelihood detector is formed to make the final detection. This detector
is based on the Generalized Likelihood Ratio Test (GLRT) [40, 69], and is used to identify
areas with the highest probabilities of having targets [4]. The following sections will describe
the imaging algorithm and detector framework.
7.2 Imaging Algorithm
A new localization and detection algorithm can be based on the forward and reflected wave
separation performed by IQML on the raw data. If we have a linear array of M sensors
with an inter-sensor spacing of ∆x, the effective aperture is M∆x. This linear array can be
moved forward on a straight line, ∆x at a time. At each array position, IQML separates
and reconstructs the forward and reflected Rayleigh waves. If there is a target near the
array then we will see a strong reflected wave and possibly a resonance in the extracted
data. This reflected wave can be plotted by itself, or an image based on the product of
















































Figure 79: VS-1.6 mine (20 cm diameter) buried at a depth of 5 cm. Front and back edges
of the mine are denoted by horizontal white lines (dB scale). Space-time plots of (a) the
collected data at the center sensor for all window positions, (b) Extracted forward wave.
reflected and forward waves meet is at the target location, this product image can be used
to determine the exact target location.
The effectiveness of this product image for location can be demonstrated with an exam-
ple using an anti-tank mine (VS-1.6) buried at a depth of 5 cm. A linear array consisting of
31 sensors (window) is moved 1 cm at a time across the target. At each array position the
extracted waves are reconstructed at the middle sensor (the 16th) and are saved for use in
the final plot. The collected data at the center sensor, for all the window positions, is shown
in Fig. 79(a), where the front and back edges of the mine are denoted by two horizontal
lines. The VS-1.6 mine is an anti-tank (AT) mine with a diameter of 20 cm. The extracted
forward wave is shown in Fig. 79(b), and the extracted reflected wave in Fig. 80(a). All the
images are shown on a 20 dB scale, and each image is normalized to its own maximum value
so that its peak corresponds to 0 dB. In this example, the extracted reflected wave shows a
very strong reflection where the mine is located. The product of the reflected and forward
waves is shown in Fig. 80(b), and the position of the land mine is easy to see, especially the
back edge.
Another imaging algorithm, which has been applied in the past is an energy-based
















































Figure 80: Imaging of a VS-1.6 mine (20 cm diameter) buried at a depth of 5 cm. Space-
time plots (dB scale) of (a) Extracted reflected wave, (b) Product of the extracted reflected
wave and the extracted forward wave. Front and back edges of the mine are shown by
horizontal white lines.
forward and reflected waves will be used for the energy calculation. At each spatial x
position, a window of length N extracts part of the time signal. The center of the time
window is based on the time it takes for the Rayleigh wave to travel from the source to
the sensor position x. This travel-time calculation requires a group velocity estimate. The
group velocity can be calculated directly from the IQML analysis, as given in Section 3.4.2.
The estimated group velocity for this example is 81.43m/sec.
Once we have the group velocity, at each spatial position a window of length N is formed





where tc is the center of the window, Vg the group velocity, and Dx the distance between









where y is the signal formed from the product of the extracted forward and reflected waves
at each spatial position x. A window of length N = 40 is used which corresponds to 5 msec

















































Figure 81: Energy based algorithm: (a) At each spatial position a window of length 40
across time is applied to the signal obtained from the product of forward and reflected wave
(Fig. 80(b)). (b) Energy plot, strongest where the mine is located.
in Fig. 81(a) for all x positions, and the energy calculated is shown in Fig. 81(b). The
energy is strongest where the mine is located, thus indicating the spatial position of the
mine. Once again, the back edge of the mine gives a stronger response.
In the second experiment, different kinds of mines are buried along with clutter (rocks).
The mines are an M-14 buried at 0.5 cm, a VS-1.6 at 5 cm, a Butterfly at 2 cm, a VS-50 at
1.5 cm and a TS-50 at 2 cm. The relative positions and depths of the mines and rocks are
shown in Fig. 82. The reflected Rayleigh waves are extracted for three different linear scans
across all x positions: scan-1 at y = 20 cm, scan-2 at y = 40 cm, and scan-3 at y = 60 cm.
The reflected wave across scan-2 is shown in Fig. 83(a), and we observe three x positions
where reflections are strong. In Fig. 83(b) the product of the extracted waves (forward and
reflected) is plotted, showing three positions where there are indications of the presence of
targets. Similarly, waves extracted across scan-1 and scan-3 positions are shown in Fig. 84.
The final image for whole 2-D scan is shown in Fig. 85, clearly indicating the position of all
five landmines. There is hardly any indication of the presence of rocks, again verifying the
effectiveness of this technique in discriminating mines from clutter.
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Figure 82: Experimental setup: (a) Photograph of the mines and rocks prior to burial.

























































Figure 83: Space-time plots (dB scale) of the waves along the scan-2 position: (a) Ex-
tracted reflected wave, (b) Product of the extracted reflected wave and the extracted forward


























































Figure 84: Space-time plots (dB scale) of the reflected wave extracted via IQML: (a) across





















Figure 85: Final image obtained after using all of 2-D scan. Position of mines are indicated
by circles (30 dB scale).
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7.3 GLRT based Detector Framework
The detector is based on the solution to the problem of detecting an unknown signal in
additive noise. Here, we assume that we don’t know anything about the signal which we
want to detect. The detection problem is generally described by a null hypothesis H0, where
the signal is absent and an alternative hypothesis H1, where the signal is present [69], i.e.,
H0 : y(l) = n(l)
H1 : y(l) = s(l) + n(l), s(l) =?, l = 1, ..., L
(95)
In our case y is the observed signal formed by the product of the extracted forward and
reflected waves in a window of length L samples. The noise is assumed to be Gaussian with








(y − s)TK−1(y − s)} (96)
The most popular detector in this case is based on Generalized Likelihood Ratio Test
(GLRT) [69]. Under this test the maximum value of the density with respect to the unknown








The other model does not depend on the signal, and the GLRT for the unknown signal
















If we assume the additive noise is white and Gaussian, with a variance of σ2, then the






when no signal is present. The threshold γ for this statistic is established by solving
Pr(χ2(L) > γ
σ2
) = PFA, for a fixed probability of false alarm. The resulting threshold
can then be used in detection by using (99). A regional variance technique is typically used
to estimate the noise variance. A guard cell is placed around each test spatial position,
and then the noise variance is estimated by using the average of the observed signal power
immediately outside the guard region. The guard cell is a rectangular form with the test
spatial position at its center. The area outside this guard cell, where the noise power is
measured is also a rectangular form surrounding the guard region.
7.4 Experimental Results
7.4.1 Single Target Case
An experiment was performed in a sandbox with a single VS-1.6 (AT) mine buried at a
depth of 5 cm. The data is collected over a 2-D grid of size (100 × 100), covering an area
of 1 m2. One slice of this data set is shown in Fig. 79(a). The first step is to separate
the forward and reflected waves by using a spatial window of 31 sensors. Then the imaging
algorithm given in the previous section is applied. Figure. 86(a) shows the result of applying
the algorithm to the reflected wave only, and Fig. 86(b) is the result using the product of
the forward and reflected waves. In the end, the detector is applied and its output is shown
in Fig. 86(c), clearly indicating the position of mine.
7.4.2 Multiple Targets in the Presence of Clutter
Another experiment was performed where inert mines and clutter were buried within a scan
region of 1.8 × 1.8 m. The positions of the mines and clutter are shown in Fig. 87(a) 3.
An array of seismic sources is located on one end of the scan region. There are six mines
(two AT landmines: VS-1.6 and VS-2.2; four AP mines: TS-50, M-14, VS-50, and PFM-1)
and 21 clutter objects such as gun shells, nails, rocks, cans, etc. The result of applying the
imaging algorithm is shown in Figs. 87(b,c), where we are able to detect the location of
five out of six mines (all except the small M-14). Out of all the clutter objects (other than






























































Figure 86: Single VS-1.6 mine buried at a depth of 5 cm. Result of applying the imaging
and detection algorithm (30 dB scale). (a) Using only reflected wave. (b) Using both the
forward and reflected waves. (c) Detector output (blue = no detection, red = detection),
PFA = 0.1.
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mines) the only things seen in the image and also detected are the two metal soda cans.
Using a PFA = 0.1, the detector output is shown in Fig. 87(d), clearly indicating the areas
with the highest probability of targets.
7.5 Conclusion
In this chapter, a new imaging and detector framework is proposed for final detection stage
that would confirm the presence of a landmine. The imaging algorithm uses the waves
reflected from the target and also the forward probing pulse. These waves are extracted
from the raw collected data. The output of the imaging algorithm can also be used for a
detector, whose output is the exact identification of the area with the highest probability
of finding landmine. Both algorithms were tested for detecting mines in the presence of










































































Figure 87: Multiple targets in the presence of clutter (Positions of mines are shown by
circles, all the images are at 30 dB scale). (a) Experimental setup showing positions of
the mines and clutter. (b) Using only the reflected wave. (c) Using both the forward and




One of the most deadly legacies of the 20th century is the use of landmines in warfare.
Anti-personnel landmines continue to have tragic, unintended consequences years after a
battle and even after the entire war has ended. As time passes, the location of landmines is
often forgotten, even by those who deployed them. These mines continue to be functional
for many decades, causing further damage, injury and death. Landmines are basically
explosive devices that are designed to explode when triggered by pressure or a tripwire.
These devices are typically found on or just below the surface of the ground. The purpose
of mines when used by armed forces is to disable any person or vehicle that comes into
contact with it by an explosion or fragments released at high speeds. Currently, there are
more than 100-million landmines located in 70 countries around the world. Since 1975,
landmines have killed or maimed more than 1-million people, which has led to a worldwide
effort to ban further landmine use and clear away existing landmines [50].
There is a growing worldwide effort to rid the world of landmines. To do this, we must
first locate the millions of landmines that are still buried in dozens of countries around the
world. Finding these landmines is extremely difficult, as most mine fields are unmarked.
And those that are marked can take years to de-mine. Landmine detection is a slow,
methodical process due to the danger involved in locating landmines. There are various
techniques available which rely on both human probing and some use of sensors. Various
types of sensors include metal detectors (EMI), ground penetrating radars (GPR), thermal
neutron sensors (TNA), infrared (IR), chemical, and seismic sensors, etc. Among all these
methods, seismic sensing seems to be the most promising. However, one drawback of this
technique is that it is slow, time consuming and requires a large number of measurements
to make the final detection and confirmation.
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In this thesis, we have proposed and implemented a complete landmine detection sys-
tem using seismic waves. The ability of seismic waves to discriminate between man-made
targets and naturally occurring clutter such as rocks, give this method a great advantage
as compared to other existing techniques. To reduce the number of measurements and
processing time, we have introduced an algorithm for optimal maneuvering of seismic sen-
sors. The algorithm for optimal maneuvering requires three main steps, as described in the
previous chapters. The first step deals with seismic wave identification and separation, the
second with data models and imaging, and the third with optimal maneuvering to increase
the effective aperture of seismic array. For the first step, a new spatial spectrum analysis
technique for surface waves was presented in Chapter 3. A parametric model was derived,
and the Prony-based algorithm was presented for estimating the parameters of this model.
The algorithm was also extended to a multi-channel case, which is useful in predicting the
polarization behavior of the surface waves. The various modes of the surface waves could
be identified and their parameters could be extracted. These various modes could also be
reconstructed again in the time domain. The spectrum analysis technique can also be used
to separate the forward and reflected waves in the case of buried targets. The extracted
reflected wave can be used to determine the location of the target.
Two new imaging algorithms were proposed in Chapter 4 for the case of fixed linear
arrays. One algorithm is based on the near field DOA and range estimates, using a 2-D
MUSIC algorithm; the second on the CLEAN/RELAX algorithm. The performance of
both algorithms is satisfactory in locating the targets, except that both require a large
number of measurements. In order to reduce the number of measurements, an algorithm
for optimal maneuvering was proposed in Chapter 5 and its implementation was presented
in Chapter 6. The idea is to place the sensors on a mobile platform that is capable of
sensing the environment on its own. However, to perform this autonomous maneuvering
new algorithms are required. The data model, the algorithm for estimating target positions,
and the performance bounds for these position estimates were derived. Next, based on
the position estimates and performance bounds, the algorithm for optimal maneuvering
was presented. Two constraints for the movement were also defined from the physics of
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problem. All the algorithms were tested by using experimental data collected in a laboratory
setting. To make a working system robust for realistic situations, a multi-mode algorithm
was presented. Cases with single and multiple targets were presented. A strategy to handle
multiple targets, that handle one target at a time was also presented. The performance
of the algorithm was tested in the presence of common types of clutter such as rocks, and
also for conditions where there is a large scale change in the propagation properties of the
medium. The mechanism seems to be robust, with ability to locate the targets within a few
iterations, with considerable reduction in time and the number of measurements. Finally,
in Chapter 7, an imaging and detector framework for confirmation was presented. In this
step, the signature of mines in terms of reflection/resonance is extracted, and used to make
the final decision. This imaging algorithm and detector framework was tested out in various
burial scenarios with different mines and clutter.
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[60] Schröder, C. and Jr, W. S., “On the complex conjugate roots of the rayleigh equa-
tion: The leaky surface wave,” J. Acoust. Soc. Am.(JASA), vol. 110, Jan 2001.
130
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