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Abstract—The conventional channel resolvability refers to the
minimum rate needed for an input process to approximate the
channel output distribution in total variation distance. In this
paper we study Eγ-resolvability, in which total variation is
replaced by the more general Eγ distance. A general one-shot
achievability bound for the precision of such an approximation
is developed. Let QX|U be a random transformation, n be an
integer, and E ∈ (0,+∞). We show that in the asymptotic setting
where γ = exp(nE), a (nonnegative) randomness rate above
infQU:D(QX‖piX)≤E{D(QX‖piX) + I(QU, QX|U) − E} is sufficient
to approximate the output distribution pi⊗nX using the channel
Q⊗nX|U, where QU → QX|U → QX, and is also necessary in
the case of finite U and X . In particular, a randomness rate
of infQU I(QU, QX|U) − E is always sufficient. We also study
the convergence of the approximation error under the high
probability criteria in the case of random codebooks. Moreover,
by developing simple bounds relating Eγ and other distance
measures, we are able to determine the exact linear growth rate
of the approximation errors measured in relative entropy and
smooth Re´nyi divergences for a fixed-input randomness rate.
The new resolvability result is then used to derive 1) a one-
shot upper bound on the probability of excess distortion in lossy
compression, which is exponentially tight in the i.i.d. setting,
2) a one-shot version of the mutual covering lemma, and 3)
a lower bound on the size of the eavesdropper list to include
the actual message and a lower bound on the eavesdropper
false-alarm probability in the wiretap channel problem, which
is (asymptotically) ensemble-tight.
Index Terms—Resolvability, source coding, broadcast channel,
mutual covering lemma, wiretap channel
I. INTRODUCTION
Channel resolvability, introduced by Han and Verdu´ [1], is
defined as the minimum randomness rate required to synthe-
size an input so that its corresponding output distribution ap-
proximates a target output distribution. While the resolvability
problem itself differs from classical topics in information the-
ory such as data compression and transmission, [1] unveils its
potential utility in operational problems through the solution of
the strong converse problem of identification coding [2]. Other
applications of distribution approximation in information the-
ory include common randomness of two random variables [3],
strong converse in identification through channels [1], random
process simulation [4], secrecy [5][6][7][8], channel synthesis
[9][10], lossless and lossy source coding [4][1][11], and the
empirical distribution of a capacity-achieving code [12][13].
The achievability part of resolvability (also known as the soft-
covering lemma in [10]) is particularly useful, and coding
This paper was presented in part at 2015 IEEE International Symposium
on Information Theory (ISIT).
theorems via resolvability have certain advantages over what
is obtained from traditional typicality-based approaches (see
e.g. [7]).
If the channel is stationary memoryless and the target output
distribution is induced by a stationary memoryless input, then
the resolvability is the minimum mutual information over all
input distributions inducing the (per-letter) target output distri-
bution, no matter when the approximation error is measured in
total variation distance [1][14, Theorem 1], normalized relative
entropy [3, Theorem 6.3][1], or unnormalized relative entropy
[8]. In contrast, relatively few measures for the quality of
the approximation of output statistics have been proposed for
which the resolvability can be strictly smaller than mutual
information. As shown by Steinberg and Verdu´ [4], one
exception is the Wasserstein distance measure, in which case
the finite precision resolvability for the identity channel can
be related to the rate-distortion function of the source where
the distortion is the metric in the definition of the Wasserstein
distance [4].
In this paper we generalize the theory of resolvability by
considering a distance measure, Eγ , defined in Section II,
of which the total variation distance is a special case where
γ = 1. The Eγ metric1 is more forgiving than total variation
distance when γ > 1, and the larger γ is, the less randomness
is needed at the input for approximation in Eγ . Various
achievability and converse bounds for resolvability in the Eγ
metric are derived in Section III-IV.
If we fix an input randomness rate and consider the mini-
mum exponential growth rate of γ such that the approximation
error measured in Eγ is small, we are effectively dealing
with resolvability in a large deviations regime. Using general
bounds on Eγ and related metrics (not specific to the resolv-
ability problem) developed in Section II-C, we conclude that,
in fact, the growth rate of the exponent of γ is the same as
(see Section V):
1) The minimum exponential growth of a threshold such
that the cdf of the relative information between the true
distribution and a target distribution is close to one. (That
is, the excess relative information defined in Section II
is small.)
2) The linear growth rate of the minimum relative entropy
between the true output distribution and the target dis-
tribution.
1“Metric” or “distance” are used informally since, other than nonnegativity,
Eγ , in general, does not satisfy any of the other three requirements for a
metric.
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23) The linear growth rate of the minimum smooth Re´nyi
α-divergence (of any order except for α = 1) between
the true output distribution and the target distribution.
In the case of a discrete memoryless channel with a given
stationary memoryless target output, we provide a single-
letter characterization of the minimum exponential growth
rate of γ to achieve approximation in Eγ (Theorem 33). The
corresponding problem for the worst case target distribution
(which is generally not stationary memoryless even for sta-
tionary memoryless channels) has a different flavor; a converse
bound (Theorem 47) can be derived by drawing connections
to the identification coding problem (as did in [1]), but which
generally does not match the achievability bound unless γ = 1.
In addition to achievability results in terms of the expecta-
tion of the approximation error over a random codebook, we
also prove achievability under the high probability criteria2 for
a random codebook (Section IV-B). The implications of the
latter problem in secrecy has been noted by several authors
[15][16][17]. Here we adopt a simple non-asymptotic approach
based on concentration inequalities, dispensing with the finite-
ness or stationarity assumptions on the alphabet required by
the previous proof method [15] based on Chernoff bounds.
The Eγ metric provides a very convenient tool for change-
of-measure purposes: if Eγ(P‖Q) is small, and the probability
of some event is large under P , then the probability of this
event under Q is essentially lower-bounded by 1γ (see (18)).
In the special case of γ = 1 (total variation distance), this
change-of-measure trick has been widely used, see [10][11],
but the general γ ≥ 1 case is more interesting, since P
and Q need not be essentially the same, thereby opening up
novel applications of the resolvability theorem (e.g. the one-
shot mutual covering lemma in Section VII). In this paper
we present three information theoretic applications of Eγ-
resolvability (Sections VI-VIII):
• One-shot lower bound on the probability that the distor-
tion lies below a certain threshold in lossy compression
(successful decompression). Compared with the proof
based on the soft-covering lemma (achievability part of
resolvability in total variation distance) [11], the new
bound is capable of recovering the exact success expo-
nent, previously obtained using the method of types (see
[18]) for discrete memoryless settings. In contrast, our
derivation applies to general sources and dispenses with
memoryless and finite alphabet assumptions.
• A one-shot generalization of the mutual covering lemma,
with a proof significantly different from the original one
based on second moments [19][20]. In [21] we applied
the one-shot mutual covering lemma to derive a one-
shot version of Marton’s inner bound for the broadcast
channel with a common message, without using time-
sharing/common randomness.
• One-shot achievability for wiretap channels, where a
novel secrecy measure in terms of the eavesdropper
ability to perform list decoding and detect the absence
2More precisely, by “the high probability criteria” we that mean that the
approximation error satisfies a Gaussian concentration result (which ensures a
doubly exponential decay in blocklength when the single-shot result is applied
to the multi-letter setting).
of message is proposed. The previous proofs for wire-
tap channels using the conventional resolvability (soft-
covering lemma) [6][7] are only suitable when the rate
is low enough to achieve perfect secrecy. In contrast,
Eγ-resolvability yields lower bounds on the minimum
size of the eavesdropper list for an arbitrary rate of
communication. This interpretation of security in terms
of list size is reminiscent of equivocation [22], and indeed
we recover the same formula in the asymptotic setting,
even though there is no direct correspondence between
both criteria. Moreover, we also consider a more general
case where the eavesdropper wishes to reliably detect
whether a message is sent, while being able to produce a
list including the actual message if it decides it is present.
This is a practical setup because “no message” may be
valuable information which the eavesdropper wants to
ascertain reliably. The idea is reminiscent of the stealth
communication problem (see [23][24] and the references
therein) which also involves a hypothesis test on whether
a message is sent. However, the setup and the analysis
(including the covering lemma) are quite different from
[23] and [24]. In comparison, our results are more suitable
for the regime with higher communication rates and lower
secrecy demands. In the discrete memoryless case, we
obtain single-letter expressions of the tradeoff between
the transmission rate, eavesdropper list, and the exponent
of the false-alarm probability for the eavesdropper (i.e.
declaring the presence of a message when there is none).
II. PRELIMINARIES
In this paper, several distance measures between two prob-
ability distributions play an important role. In this section, we
introduce these distance measures and discuss some of their
relations. At the end of this section, the channel resolvability
problem is formulated.
A. Excess Relative Information Metric
Given two nonnegative σ-finite measures ν  µ on X ,
define the relative information (for each x ∈ X ) as the
logarithm of the Radon-Nikodym derivative:
ıν‖µ(x) := log
dν
dµ
(x). (1)
For γ > 0 and a probability measure P , we define the excess
relative information metric with threshold γ,
F¯γ(P‖µ) := P[ıP‖µ(X) > log γ] (2)
where X ∼ P . As such, it can be expressed in terms of the
relative information spectrum (see [25]) as
F¯γ(P‖µ) = 1− FP‖µ(log γ). (3)
Note that (2) is nonnegative and vanishes when P = µ
provided that γ > 1, and can therefore be considered as a
measure of the discrepancy between P and µ. In addition to
playing an important role in one-shot analysis (see [26]), (2)
3provides richer information than the relative entropy measure
since
D(P‖µ) := E[ıP‖µ(X)] (4)
=
∫
[0,+∞)
P[ıP‖µ(X) > τ ]dτ
−
∫
(−∞,0]
(1− P[ıP‖µ(X) > τ ])dτ. (5)
Moreover, the excess relative information is also related to
total variation distance since for probability measures P and
Q,
1
2
|P −Q| = P[ıP‖Q(X) > 0]− P[ıP‖Q(Y ) > 0], (6)
where X ∼ P and Y ∼ Q [27]. However, perhaps sur-
prisingly, the excess relative information metric does not
satisfy the data processing inequality, in contrast to the relative
entropy and total variation distance:
Proposition 1. Suppose PX → PY |X → PY , QX → PY |X →
QY and PX  QX (that is, PX  QX and QX  PX ).
Then there exists γ > 0 such that
F¯γ(PX‖QX) < F¯γ(PY ‖QY ) (7)
where (X,Y ) ∼ PXY , unless PX|Y = QX|Y almost surely.
Note that in the absence of the condition PX  QX it is
indeed possible to find examples where the cdf of the relative
information at the input is dominated by that at the output.
Proof. Suppose, for the sake of contradiction,
P
[
dQX
dPX
(X) ≥ λ
]
≤ P
[
dQY
dPY
(Y ) ≥ λ
]
(8)
for all λ > 0, where dQYdPY is well defined because PY  QY
follows from PX  QX . However, since
1 = E
[
dQX
dPX
(X)
]
(9)
=
∫ ∞
0
P
[
dQX
dPX
(X) ≥ λ
]
dλ (10)
= E
[
dQY
dPY
(Y )
]
(11)
=
∫ ∞
0
P
[
dQY
dPY
(Y ) ≥ λ
]
dλ, (12)
(8) must hold with equality all λ > 0 except for a set
of measure zero. But both sides of (8) are decreasing, left
continuous functions of λ, so in fact the equality holds for
all λ > 0. This implies that D(PX‖QX) = D(PY ‖QY ), and
hence PX|Y = QX|Y almost surely.
The failure of the data processing inequality suggests that
the excess relative information itself has a limited operational
significance; rather, we shall mainly resort to the simplicity of
its definition and its connection to other distance measures
which have more significant operational meanings. In [27]
several bounds on total variation distance using the excess
relative information metric are derived. Next we refine those
results by providing the tightest possible bounds (i.e. the locus
of possible values of F¯λ(P‖Q) as a function of the total
variation distance |P −Q|; see Figure 1).
Proposition 2. If P  Q are distributions on X (not
necessarily discrete), and δ := 12 |P −Q|, then
F¯λ(P‖Q) ≤
{
λδ
λ−1 λ ∈ [ 11−δ ,∞)
1 λ ∈ (0, 11−δ )
(13)
and
F¯λ(P‖Q) ≥

0 λ ∈ ( 11−δ ,∞)
1− (1− δ)λ λ ∈ (1, 11−δ ]
δ λ ∈ (1− δ, 1]
1− λδ1−λ λ ∈ (0, 1− δ]
(14)
where X ∼ P . Moreover, the bounds above are tight (that
is, the values given on the right hand sides are the supre-
mum/infimum over P  Q with a total variation distance
δ).
Proof. See Appendix A.
As shown in [1, Lemma 5], a useful and compact bound on
F¯λ(P‖Q) is
1
2
|P −Q| ≤ λ+ F¯λ(P‖Q). (15)
The bound in (15) is not tight, in contrast to (14). In particular,
(15) does not show the fact the F¯λ(P‖Q) tends to 1 as λ ↓ 0.
0 1 4
0
1
λ
F¯λ(P‖Q)
Figure 1: Locus of possible values of F¯λ(P‖Q) for |P −Q| =
0.1.
B. Eγ Metric
Definition 3. Given probability distributions P  Q on the
same alphabet and γ ≥ 1, define
Eγ(P‖Q) := P[ıP‖Q(X) > log γ]− γ P[ıP‖Q(Y ) > log γ]
(16)
where X ∼ P and Y ∼ Q.
4We can see that Eγ is an f -divergence [28] with
f(x) = (x− γ)+. (17)
From the Neyman-Pearson lemma we have an alternative
formula for Eγ :
Eγ(P‖Q) = maxA {P (A)− γQ(A)} . (18)
Eγ is a basic quantity in binary hypothesis testing: in the
Bayesian case, where P and Q have a priori probabilities piP ,
and piQ, respectively, the probability of making the correct
decision is given by
piPP
[
ıP‖Q(X) > log
piQ
piP
]
+ piQP
[
ıP‖Q(Y ) ≤ log piQ
piP
]
= piQ + piP EpiQ
piP
(P‖Q). (19)
Eγ has been considered in various fields under different
names; for example, in cryptography (more specifically, dif-
ferential privacy [29] [30]) a computation over a database is
said to be (, δ)-differentially private if the Eexp() distance
between the output distributions for any two databases which
differ in at most one element [29] is upper-bounded by δ.
The function (17) is called a hockey-stick function in financial
engineering [31], and so Eγ is sometimes called a hockey-stick
divergence [32] [33].
It appears that, Eγ was introduced to information theory
by [34] to simplify the expression of the DT bound therein.
Also, [35] derived a general channel coding converse using
any g-divergence (a divergence satisfying the data processing
inequality, including all f -divergences), which recovers the
Wolfowitz converse when specialized to Eγ , and admits gen-
eralization to the quantum setting [32] [33]. The use of Eγ
for change-of-measure appeared in [36] [37] [21].
Below, we prove some basic properties of Eγ useful for
later sections. Additional properties of Eγ can be found in
[38][39, Theorem 21].
1 1.8 4
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1
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Eγ(P‖Q)
Figure 2: Eγ(P‖Q) as a function of γ where P = Ber(0.1)
and Q = Ber(0.5).
Proposition 4. Assume that P  S  Q are probability
distributions on the same alphabet, and γ, γ1, γ2 ≥ 1.
1) [1,∞) → [0,∞) : γ 7→ Eγ(P‖Q) is convex, non-
increasing, and continuous.
2) For any event A,
Q(A) ≥ 1
γ
(P (A)− Eγ(P‖Q)). (20)
3) Triangle inequalities:
Eγ1γ2(P‖Q) ≤ Eγ1(P‖S) + γ1Eγ2(S‖Q),
(21)
Eγ(P‖Q) + Eγ(P‖S) ≥ γ
2
|S −Q|+ 1− γ. (22)
4) Monotonicity: if PXY = PXPY |X and QXY =
QXQY |X are joint distributions on X × Y , then
Eγ(PX‖QX) ≤ Eγ(PXY ‖QXY ) (23)
where equality holds for all γ ≥ 1 if and only if PY |X =
QY |X .
5) Given PX , PY |X and QY |X , define
Eγ(PY |X‖QY |X |PX) := E[Eγ(PY |X(·|X)‖QY |X(·|X))]
(24)
where the expectation is w.r.t. X ∼ PX . Then we have
Eγ(PXPY |X‖PXQY |X) = Eγ(PY |X‖QY |X |PX).
(25)
6)
1− γ
(
1− 1
2
|P −Q|
)
≤ Eγ(P‖Q) ≤ 1
2
|P −Q|.
(26)
Proof. The proofs of 1), 2), 4), 5) and the second inequality in
(26) are omitted since they follow either directly from (18) or
are similar to the corresponding properties for total variation
distance.
For 3), observe that
Eγ1γ2(P‖Q) = maxA (P (A)− γ1S(A) + γ1S(A)− γ1γ2Q(A))
(27)
≤ max
A
(P (A)− γ1S(A)) + maxA (γ1S(A)− γ1γ2Q(A))
(28)
= Eγ1(P‖S) + γ1Eγ2(S‖Q), (29)
and that
Eγ(P‖Q) + Eγ(P‖S) = maxA (P (A)− γQ(A))
+ max
A
(1− P (A)− γ + γS(A))
(30)
≥ max
A
(P (A)− γQ(A)
+ 1− P (A)− γ + γS(A)) (31)
= γmax
A
(S(A)−Q(A)) + 1− γ
(32)
=
γ
2
|S −Q|+ 1− γ. (33)
5As far as 6) note that the left inequality in (26) follows by
setting S = P in (22).
In view of the right inequality in (26), in the resolvability
problem, when the rate of the codebook is not large enough
to soft-cover the output distribution in total variation, it may
be still possible to do so in the Eγ(P‖Q) metric.
C. Smooth Re´nyi divergence and Relationships between the
Distance Measures
To discuss the smooth Re´nyi divergence, it is convenient to
generalize some of our definitions to allow nonnegative finite
measures that are not necessarily probability measures:
Definition 5. For γ ≥ 1, nonnegative finite measures µ and ν
on X , µ ν,
|µ− ν| :=
∫
|dµ− dν|, (34)
and3
Eγ(µ‖ν) := sup
A
{µ(A)− γν(A)} (35)
= (µ− γν)(ıµ‖ν > log γ) (36)
=
1
2
(µ− γν)(X )− 1
2
(µ− γν)(ıµ‖ν ≤ log γ)
+
1
2
(µ− γν)(ıµ‖ν > log γ) (37)
=
1
2
µ(X )− γ
2
ν(X ) + 1
2
|µ− γν|. (38)
Note that E1(P‖µ) 6= 12 |P −µ| when µ is not a probability
measure.
The following result is a generalization of the γ1 = 1 case
of (21) to unnormalized measures, and the proof is immediate
from the definition of (35) and the subadditivity of the sup
operator.
Proposition 6. Triangle inequality: if µ, ν and θ are non-
negative finite measures on the same alphabet, µ  θ  ν,
then
Eγ(µ‖ν) ≤ E1(µ‖θ) + Eγ(θ‖ν). (39)
The Re´nyi divergence, defined as follows, is not an f -
divergence, but is a monotonic function of the Hellinger
distance [35].
Definition 7 (Re´nyi α-divergence). Let µ be a nonnegative
finite measure and Q a probability measure on X , µ  Q,
X ∼ Q. For α ∈ (0, 1) ∪ (1,+∞),
Dα(µ‖Q) := 1
α− 1 logE
[(
dµ
dQ
(X)
)α]
, (40)
and
D0(µ‖Q) := log 1
Q(ıµ‖Q > −∞) , (41)
D∞(µ‖Q) := µ- ess sup ıµ‖Q (42)
3Following established usage in measure theory, we use λ(ıµ‖ν > log γ) as
an abbreviation of λ({x : ıµ‖ν(x) > log γ}) for an arbitrary signed measure
λ.
which agree with the the limits as α ↓ 0 and α ↑ ∞.
Dα(P‖Q) is non-negative and monotonically increasing in
α. More properties about the Re´nyi divergence can be found,
e.g. in [40][41][25].
Definition 8 (smooth Re´nyi α-divergence). For α ∈ (0, 1),
 ∈ (0, 1),
D+α (P‖Q) := sup
µ∈B(P )
Dα(µ‖Q); (43)
for α ∈ (1,∞],  ∈ (0, 1),
D−α (P‖Q) := inf
µ∈B(P )
Dα(µ‖Q), (44)
where B(P ) := {µ nonnegative : E1(P‖µ) ≤ } is the
-neighborhood of P in E1.
Remark 9. Our smooth ∞-divergence agrees with the smooth
max Re´nyi divergence in [42], although the definitions look
different. However, our smooth 0-divergence is different from
the smooth min Re´nyi divergences in [43] and [42, Defini-
tion 1] except for non-atomic measures.4
Remark 10. The smooth Re´nyi divergence is a natural exten-
sion of the smooth Re´nyi entropy Hα defined in [44] (which
can be viewed as a special case where the reference measure is
the counting measure). In [42] the smooth min and max Re´nyi
divergences are introduced, which correspond to the α = 0 and
α = +∞ cases of Definition 8. Moreover, we have introduced
+/− in the notation to emphasize the difference between the
two possible ways of smoothing in (43) and (44).
The following quantity, which characterizes the binary hy-
pothesis testing error, is a g-divergence but not a monotonic
function of any f -divergence [35]. We will see in Proposi-
tion 13 that it is a monotonic function of the 0-smooth Re´nyi
divergence.
Definition 11. For nonnegative finite measures µ and ν on X ,
define
βα(µ, ν) := minA:µ(A)≥α
ν(A). (45)
Remark 12. In the literature, the definition of βα(P,Q) is usu-
ally restricted to probability measures and allows randomized
tests:
βα(PW , QW ) := min
∫
PZ|W (1|w)dQW (w) (46)
where the minimization is over all random transformations
PZ|W : Z → {0, 1} such that∫
PZ|W (1|w)dPW (w) ≥ α. (47)
In contrast to Eγ , allowing randomization in the definition
can change the value of βα except for non-atomic measures.
Nevertheless, many important properties of βα are not affected
by this difference.
4With the definition of smooth min Re´nyi divergence in [43] and [42,
Definition 1], Proposition 13-7) would hold with the βα as defined in (46)
rather than (45).
6We conclude this section with some inequalities relating
those distance measures we have discussed, which will be used
to establish the asymptotic equivalence in the large deviation
regime in Section V.
Proposition 13. Suppose µ is a finite nonnegative measure
and P and Q are probability measures, all on X , X ∼ P ,
 ∈ (0, 1), and γ ≥ 1.
1) For a > 1,
Eγ(P‖Q) ≤ F¯γ(P‖Q) ≤ a
a− 1E γa (P‖Q). (48)
2) D+α (P‖Q) is increasing in α ∈ [0, 1] and D−α (P‖Q)
is increasing in α ∈ [1,∞].
3) If P is a probability measure, then
D(P‖Q) ≤
∫ ∞
0
P[ıP‖Q(X) > τ ] dτ ; (49)
D(P‖Q) ≥ Eγ(P‖Q) log γ − 2e−1 log e. (50)
4) If α ∈ [0, 1) then 5
Dα(µ‖Q) ≤ log γ − 1
1− α log (µ(X )− Eγ(µ‖Q)) .
(51)
If α ∈ (1,∞) then
Dα(µ‖Q) ≥ log γ + 1
α− 1 logEγ(µ‖Q). (52)
5) Suppose α ∈ [0, 1), Eγ(P‖Q) < 1− , then
D+α (P‖Q) ≤ log γ −
1
1− α log (1− − Eγ(P‖Q)) .
(53)
Suppose α ∈ (1,∞], Eγ(P‖Q) > , then
D−α (P‖Q) ≥ log γ +
1
α− 1 log (Eγ(P‖Q)− ) .
(54)
6) D−∞ (P‖Q) ≤ log γ ⇔ Eγ(P‖Q) ≤ . That is,
D−∞ (P‖Q) = log inf{γ : Eγ(P‖Q) ≤ }.
7) D+0 (P‖Q) = − log β1−(P,Q).
8) Fix τ ∈ R and  ≥ P[ıP‖Q(X) ≤ τ ], where X ∼ P and
P is non-atomic. Then
D+0 (P‖Q) ≥ τ + log
1
1−  . (55)
Moreover, D+0 (P‖Q) ≥ τ holds when P is not neces-
sarily non-atomic.
Proof. See Appendix B.
5The special case of (51) for α = 1
2
, µ(X ) = 1 and γ = 1 is equivalent to
a well-known bound on a quantity called fidelity using total variation distance,
see [45].
D. The Resolvability Problem
The setup in Figure 3 is the same as in the original paper on
channel resolvability under total variation distance [1]. Given a
random transformation QX|U and a target distribution piX , we
wish to minimize the size M of a codebook cM = (cm)Mm=1
such that when the codewords are equiprobably selected, the
output distribution
QX[cM ] :=
1
M
M∑
m=1
QX|U=cm (56)
approximates piX . The difference from [1] is that we use Eγ
(and other metrics) to measure the level of the approximation.
m (cm)
M
m=1
QX|U QX[cM ] ≈ piX
Figure 3: Setup for channel resolvability.
The fundamental one-shot tradeoff is the minimum M
required for a prespecified degree of approximation. One-
shot bounds are general in that no structural assumptions on
either the random transformation or the target distribution are
imposed. The corresponding asymptotic results can usually be
recovered quite simply from the one-shot bounds using, say,
the law of large numbers in the memoryless case. Asymptotic
limits are of interest because of the compactness of the
expressions, and because good one-shot bounds are not always
known, especially in the converse parts (see for example the
converse of resolvability in Section IV-C). Unless otherwise
stated, the alphabets considered in this paper are not restricted
to be finite or countable. This applies to all the one-shot
results in this paper. Finite alphabets are only assumed in the
converses in Sections IV-C and IV-D, for which we restrict to
finite input alphabets or even to discrete memoryless channels
(DMC)6.
Next, we define the achievable regions in the general
asymptotic setting (when sources and channels are arbitrary,
see [1][6]) as well as the case of stationary memoryless
channels and memoryless outputs. Boldface letters such as X
denote a general sequence of random variables (Xn)∞n=1, and
sanserif letters such as X denote the generic distributions in
iid settings.
Definition 14. Given a channel7 (QXn|Un)∞n=1 and a sequence
of target distributions (piXn)∞n=1, the triple (G,R,X) is -
achievable (0 <  < 1) if there exists (cMn)∞n=1, where
cMn := (c1, . . . , cMn) and cm ∈ Un for each m = 1, . . . ,Mn,
6A DMC is a stationary memoryless channel whose input and output
alphabets are finite, which is denoted by the corresponding per-letter random
transformation (such as QX|U) in this paper.
7In this setting a “channel” refers to a sequence of random transformations.
7and (γn)∞n=1, so that
lim sup
n→∞
1
n
logMn ≤ R; (57)
lim sup
n→∞
1
n
log γn ≤ G; (58)
sup
n
Eγn(QXn[cMn ]‖piXn) ≤ . (59)
Moreover, (G,R,X) is said to be achievable if it is -
achievable for all 0 <  < 1. Define the asymptotic funda-
mental limits8
G(R,X) := min{g : (g,R,X) is -achievable}; (60)
G(R,X) := sup
>0
G(R,X), (61)
and
S(G,X) := min{r : (G, r,X) is -achievable}; (62)
S(G,X) := sup
>0
S(G,X), (63)
which, in keeping with [1], we refer to as the resolvability
function. In the special case of QXn|Un = Q
⊗n
X|U and target
piXn = pi
⊗n
X , we may write the quantities in (61) and (62) as
G(R, piX) and S(G, piX).
Note that by [1][14], (0, R, piX) is achievable if and only if
R ≥ I(PU, QX|U) for some PU satisfying PU → QX|U → piX.
In Section V we show that the same exponent (61) is
obtained with other distance measures.
In addition to approximation of a given target distribution,
[1] also considered the minimum rate of randomness needed
to approximate a worst-case output distribution under total
variation distance, which has implications for identification
coding. The Eγ version of this problem amounts to finding
the achievable pairs defined as follows:
Definition 15. Given a channel (QXn|Un)∞n=1, the pair (G,R)
is -achievable (0 <  < 1) if for any sequence of input
distributions PUn , the triple (G,R,X) is -achievable, where
X = (Xn)∞n=1 and PUn → PXn|Un → PXn . Moreover,
(G,R) is achievable if it is -achievable for all 0 <  < 1.
We define the asymptotic fundamental limits
G(R) := min{g : (g,R) is achievable} (64)
and the resolvability functions
S(G) := min{r : (G, r) is -achievable}; (65)
S(G) := sup
>0
S(G). (66)
Note that Definition 15 considers output distributions that
correspond to some input to the channel, which is a subclass
of all the distributions on the output alphabet. In contrast,
the memoryless output distribution in Definition 14 need not
correspond to any input distribution. The reason for this di-
chotomy will be explained in Remark 34 and at the beginning
of Section IV-D.
8We can write min instead of inf in (61) and (62) since for fixed X the set
of (G,R) such that (G,R,X) is -achievable is necessarily closed; similarly
in (64) and (66).
A useful property is that the approximation error (59)
actually converges uniformly. A similar observation was made
in the proof of [1, Lemma 6] in the context of resolvability in
total variation distance.
Proposition 16. If (G,R) is -achievable for (QXn|Un)∞n=1,
then there exists (γn)∞n=1 and (Mn)
∞
n=1 such that
lim sup
n→∞
1
n
log γn ≤ G; (67)
lim sup
n→∞
1
n
logMn ≤ R; (68)
sup
n
sup
PUn
inf
cMn
Eγn(QXn[cMn ]‖QXn) ≤ , (69)
where QUn → QXn|Un → QXn .
Proof. Fix arbitrary G′ > G and R′ > R. Observe that the
sequence
sup
QUn
inf
cMn
Eexp(nG′)(QXn[cMn ]‖QXn) (70)
where Mn := exp(nR′), must be upper-bounded by  for
large enough n. For if otherwise, there would be a sequence
(QUn)
∞
n=1 such that the infimum in (70) is not upper-bounded
by  for large enough n, which is a contradiction since we
can find (cMn)∞n=1 and (γn)
∞
n=1 in Definition 14 such that
Mn < exp(nR
′) and γn ≤ exp(nG′) for n large enough, and
apply the monotonicity of Eγ in γ. Finally, since (G′, R′) can
be arbitrarily close to (G,R) and the -achievable region is a
closed set, we conclude that (G,R) is -achievable.
III. SOURCE RESOLVABILITY
This section is devoted to the source resolvability problem
[1], which can be viewed as channel resolvability with identity
channels. For source resolvability, we derive simple and tight
one-shot bounds, the ideas of which are not easily extendable
to the general channel resolvability problem. To get a better
grasp of the source resolvability problem, recall the definition
of M -type distributions in [1].
Definition 17 ([1]). A distribution P on X is said to be an
M -type (M ∈ N) if for each x ∈ X , the probability P (x) is
a multiple of 1M .
Clearly, P is an M -type if and only if there exists an identity
random transformation QX|U and a codebook (cm)Mm=1 such
that QX[cM ] = P . Hence the source Eγ-resolvability can also
be viewed as minimizing M such that there exists an M -type
distribution that approximates a given source distribution in
Eγ .
One of the advantages of studying the source resolvability
problem is that, in contrast to the general channel resolv-
ability problem, we will be able to give a general one-shot
converse. Moreover, as noted in [1], source resolvability is
intimately connected to almost-lossless source coding and
random number generation. Now in the general case of source
approximation under Eγ , suppose a random variable X can be
approximated by an M -type random variable Xˆ in the sense
that
Eγ(PXˆ‖PX) ≤ δ (71)
8for some γ, δ > 0. Then we can approximately generate X
from an equiprobable UM ∈ {1, . . . ,M} as Xˆ = φ(UM )
with some deterministic function φ. Again, (71) has the
operational meaning that the probability PXˆ(E) of any error
event E associated with the random number is guaranteed to
be small, say ≤ 10−2, provided that the error probability
under the target distribution is very small, that is, provided
that PX(E) ≤ 1γ
(
10−2 − Eγ(PXˆ‖PX)
)
.
A. One-shot Achievability Bound
We develop a simple one-shot achievability bound without
using random coding, which is asymptotically tight for a
general sequences of sources.9
For a discrete random variable X ∼ P on X , define the
information for x ∈ X
ıX(x) := log
1
P (x)
. (72)
Theorem 18. For a discrete X ∼ PX , integer M > 0, and
γ ≥ 1, there exists an M -type distribution PXˆ such that 10
Eγ(PXˆ‖PX) ≤
[
1− γ
2
P [ıX(X) ≤ log γM ]
]+
(73)
Proof. Define an unnormalized measure µXˆ on X where
µXˆ(x) :=
1
M
bMγPX(x)c (74)
for each x ∈ X . Note that if PX(x) ≥ 1Mγ , then µXˆ(x) ≥
γ
2PX(x); therefore
µXˆ(X ) ≥
γ
2
P [ıX(X) ≤ logMγ] . (75)
Moreover since µXˆ ≤ γPX11, if µXˆ(X ) > 1 then PXˆ :=
1
µXˆ(X )µXˆ is a probability measure such that PXˆ ≤ µXˆ ,
hence Eγ(PXˆ‖PX) ≤ Eγ(µXˆ‖PX) = 0, and so (73) holds;
otherwise, we introduce a symbol e not in X , and set
PXˆ(e) = 1− µXˆ(X ) (76)
so that PXˆ becomes a distribution on X ∪ {e}. Then PX can
also be viewed as a distribution on X ∪ {e}, and we have
Eγ(PXˆ‖PX) = PXˆ(e) (77)
and so the result follows from (75) and (76).
Remark 19. When γ = 1, the bound (73) without the factor
1/2 holds [46].
9In contrast, the result obtained by particularizing the bound for channel
resolvability to identity channels in Section IV-A is not (Remark 22), which
is why source resolvability is discussed separately.
10For a ∈ R, we use the notation [a]+ := max{a, 0}.
11For measures µ and ν on the same measurable space (X ,F ), we write
µ ≤ ν if µ(A) ≤ ν(A) for any A ∈ F .
B. One-shot Converse Bound
The following result generalizes the bound [46,
Lemma 2.1.2] to values other than γ = 1.
Theorem 20. Suppose PX and an M -type distribution PXˆ are
defined on the same discrete alphabet. Then for any γ > 0,
a > 0,
Eγ(PXˆ‖PX) ≥ 1− γP[ıX(X) < log γM + a]− exp(−a).
(78)
Proof. Define a set
A := {x ∈ X : ıX(x) < log γM + a} ∪ supp(Xˆ) (79)
Then we have
PX(A) ≤ P[ıX(X) < log γM + a]
+ P[ıX(X) ≥ log γM + a,X ∈ supp(Xˆ)] (80)
≤ P[ıX(X) < log γM + a] + 1
γM
exp(−a) ·M
(81)
where (81) is because | supp(Xˆ)| ≤ M . Therefore the re-
sult follows since Eγ(PXˆ‖PX) ≥ PXˆ(A) − γPX(A) and
PXˆ(A) = 1.
For the asymptotic analysis, we are interested in the regime
where γ and M grow exponentially in n. Combining Theo-
rem 18 and Theorem 20, we have
Corollary 21. For an arbitrary sequence X = (Xn)∞n=1, and
the identity channel,  ∈ (0, 1) and G > 0,
S(G,X)
= inf
{
R : lim sup
n→∞
1
n
log
1
P[ 1n ıXn(Xn) < R+G]
≤ G
}
.
(82)
Proof. In Theorem 18, note that for any (G,R), if
lim sup
n→∞
1
n
log
1
P[ 1n ıXn(Xn) < R+G]
≤ G (83)
then by Theorem 18 we see that (G + δ,R) is -achievable
for any δ > 0. Since the set of -achievable pairs is closed,
(G,R) is also -achievable. This shows the ≤ part of (82). If
(G,R) is such that
lim inf
n→∞
1
n
log
1
P[ 1n ıXn(Xn) < R+G]
> G, (84)
then by Theorem 20, (G,R) is not -achievable, hence
S(G,X) > R. This shows the ≥ part of (82).
Remark 22. In Section IV-A, we develop achievability bounds
for channel resolvability (e.g. (128)), which imply the follow-
ing bound on source resolvability
S(G,X) ≤ sup
>0
inf
{
R : lim inf
n→∞ P
[
1
n
ıXn(X
n) < R+G
]
≥ 1− 
}
(85)
= H¯(X)−G (86)
9when particularized to the identity channel, where
H¯(X) := sup
>0
inf
{
R : lim inf
n→∞ P
[
1
n
ıXn(X
n) < R
]
≥ 1− 
}
(87)
is the sup-entropy rate defined in [1]. In view of Corollary 21,
the achievability bound (85) is not tight in general. Indeed, the
achievability construction in the proof of Theorem 18 is based
on quantizing a scaling of the source distribution, which is
more efficient than the random coding argument in the channel
counterpart.
In the case of discrete memoryless sources, we obtain a
more explicit formula by performing large deviation analysis
of Corollary 21:
Corollary 23. For any per-letter distribution piX on a finite
alphabet, real number G > 0, and the identity channel,
S(G, piX) = inf
QX:D(QX‖piX)≤G
[D(QX‖piX) +H(QX)−G]+.
(88)
Proof. By large deviation/the method of types,
lim sup
n→∞
1
n
log
1
P[ıXn(Xn) < R+G]
= inf
QX : D(QX‖piX)+H(QX)−G≤R
D(QX‖piX), (89)
thus (G,R) is -achievable if and only if there exists a QX
such that
D(QX‖piX) ≤ G; (90)
D(QX‖piX) +H(QX)−G ≤ R, (91)
and the result follows.
This result is a special case of channel resolvability for
memoryless outputs (Theorem 33).
IV. CHANNEL RESOLVABILITY
In this section, we first derive achievability bounds for
channel resolvability using random coding. For discrete mem-
oryless channels with iid target distributions, we prove a con-
verse bound which, combined with the achievability bounds,
yields the exact expression for G(R, piX). For the worst-case
distributions, we prove a converse bound which does not match
the achievability bound, but addresses certain properties of
S(G).
Since the excess relative information is a trivial upper bound
on Eγ , it suffices to derive achievability (upper-bounds) for the
former and converse (lower-bounds) for the latter. In fact, by
Proposition 13-1) we know that the two metrics are equivalent
in large deviation analysis.
A. One-shot Achievability Bound
We first present the result in a simple special case where
the target distribution matches the input distribution according
to which the codewords are generated.
Theorem 24 (Softer-covering Lemma). Fix QUX =
QUQX|U . For an arbitrary codebook [c1, . . . , cM ], define
QX[cM ] :=
1
M
M∑
m=1
QX|U=cm . (92)
Then for any γ, , σ > 0 satisfying γ − 1 > + σ and τ ∈ R,
E[F¯γ
(
QX[UM ]‖QX
)
] ≤ P [ıU ;X(U ;X) > logMσ]
+
1

P[ıU ;X(U ;X) > logM − τ ]
+
exp(−τ)
(γ − 1− − σ)2 (93)
where UM ∼ QU × · · · × QU , (U,X) ∼ QUQX|U , and the
information density
ıU ;X(u;x) := log
dQX|U=u
dQX
(x). (94)
Remark 25. Theorem 24 implies (the general asymptotic
version of) the soft-covering lemma based on total variation
(see [1],[6] [10]). Indeed if Mn = exp(nR) at blocklength n
where R > I¯(U; X), we can select τn ← n2 (R − I¯(U; X)).
Moreover for any γ > 1 we can pick constant , σ > 0 such
that γ − 1 > + σ in the theorem, to show that
lim
n→∞E[F¯γ
(
QXn[UnMn ]‖QXn
)
] = 0 (95)
which, by (15) and by taking γ ↓ 1, implies that
lim
n→∞E|QXn[UnMn ] −QXn | = 0. (96)
We refer to Theorem 24 as the softer-covering lemma since
for a larger γ it allows us to use a smaller codebook to cover
the output distribution more softly (i.e. approximate the target
distribution under a weaker metric).
Proof. Define the “atypical” set
Aτ := {(u, x) : ıU ;X(u;x) ≤ logM − τ}. (97)
Now, let XM be such that (UM , XM ) ∼ QUX × · · · ×QUX ,
The joint distribution of (UM , Xˆ) is specified by letting Xˆ ∼
QX[cM ] conditioned on UM = cM . We perform a change-of
measure step using the symmetry of the random codebook:
E[F¯γ(QX[UM ]‖QX)] = P
[
dQX[UM ]
dQX
(Xˆ) > γ
]
(98)
=
1
M
∑
m
P
[
dQX[UM ]
dQX
(Xm) > γ
]
(99)
= P
[
dQX[UM ]
dQX
(X1) > γ
]
(100)
where (99) is because of (92), and (100) is because the
summands in (99) are equal. Note that X1 is correlated with
only the first codeword U1.
Next, because of the relation
dQX[cM ]
dQX
(x) =
1
M
∑
m
exp(ıU ;X(cm, x)), (101)
10
we can upper-bound (100) by the union bound as
P[exp(ıU ;X(U1;X1)) > Mσ]
+ P
[
1
M
M∑
m=2
exp(ıU ;X(Um;X1))1Acτ (Um, X1) > 
]
+ P
[
1
M
M∑
m=2
exp(ıU ;X(Um;X1))1Aτ (Um, X1) > γ − − σ
]
(102)
where we used the fact that 1Aτ+1Acτ = 1. Notice that the first
term of (102) may be regarded as the probability of “atypical”
events and accounts for the first term in (93). The second term
of (102) can be upper-bounded with Markov’s inequality:
1
M
M∑
m=2
E[exp (ıU ;X(Um;X1)) 1Acτ (Um, X1)]
≤ 1
M
M∑
m=2
E[1Acτ (U,X)] (103)
≤ 1

P[ıU ;X(U ;X) > logM − τ ] (104)
accounting for the second term in (93) where (103) is a
change-of-measure step using the fact that (Ul, X1) ∼ QU ×
QX for m ≥ 2.
Finally we take care of the last term in (102), again using
the independence of Um and X1 for m ≥ 2. Observe that for
any x ∈ X ,
µ := E
[
1
M
M∑
m=2
exp(ıU ;X(Um;x))1Aτ (Um, x)
]
(105)
≤ 1
M
M∑
m=2
E [exp(ıU ;X(Um;x))] (106)
=
M − 1
M
(107)
≤ 1, (108)
whereas
Var
(
1
M
M∑
m=2
exp(ıU ;X(Um;x))1Aτ (Um, x)
)
=
1
M2
M∑
m=2
Var (exp(ıU ;X(Um;x))1Aτ (Um, x)) (109)
≤ 1
M
Var (exp(ıU ;X(U ;x))1Aτ (U, x)) (110)
≤ 1
M
E [exp(2ıU ;X(U ;x))1Aτ (U, x)] (111)
≤ exp(−τ)E [exp(ıU ;X(U ;x))] (112)
= exp(−τ), (113)
where the change of measure step (112) uses (97). It then
follows from Chebyshev’s inequality that
P
[
1
M
M∑
m=2
exp(ıU ;X(Um;x))1Aτ (Um, x) > γ − − σ
]
(114)
≤ P
[
1
M
M∑
m=2
exp(ıU ;X(Um;x))1Aτ (Um, x)− µ > γ − − σ − 1
]
(115)
≤ exp(−τ)
(γ − − σ − 1)2 . (116)
For the asymptotic analysis, we are interested in the regime
where M and γ are growing exponentially. In this case, the
right hand side of (93) can be regarded as essentially
P [ıU ;X(U ;X) > logMγ] (117)
modulo nuisance parameters. This can be seen from the choice
of parameters in Corollary 29. Thus the sum rate of M and
γ has to exceed the sup information rate in order that the
approximation error vanishes asymptotically.
Extending Theorem 24 to the more general scenario where
the target distribution may not have any relation with the input
distribution, we have the following result, where we allow piX
to be an arbitrary positive measure,
Theorem 26 (Softer-covering Lemma: Unmatched Target
Distribution). Fix piX and QUX = QUQX|U . For an arbitrary
codebook [c1, . . . , cM ], define QX[cM ] as in (92). Then for any
γ, , σ > 0 satisfying γ > + σ, τ ∈ R and 0 < δ < 1,
E[F¯γ
(
QX[UM ]‖piX
)
]
≤ P[ıQX‖piX (X) > log(γ − σ − ) or ıU ;X(U ;X)
+ ıQX‖piX (X) > log δMσ]
+
γ − − σ

P[ıU ;X(U ;X) > logM − τ ]
+
exp(−τ)(γ − − σ)2
(1− δ)2σ2 (118)
where UM ∼ QU × · · · ×QU and (U,X) ∼ QUQX|U .
Proof Sketch. Similarly to the proof of Theorem 24, we first
use a symmetry argument and change-of-measure step so that
the random variable of the channel output is correlated only
with the first codeword, to obtain
E[F¯γ
(
QX[UM ]‖piX
)
] ≤ P
[
dQX[UM ]
dpiX
(X1) > γ
]
. (119)
Then in the next union bound step we have to take care of
another “atypical” event that dQXdpiX (X1) > γ2, where
γ2 := γ − − σ. (120)
More precisely, we have
P
[
dQX[UM ]
dpiX
(X1) > γ
]
≤ P[ξ(X1) > γ2 or η(U1, X1) > δMσ]
+ P
[
1
M
M∑
m=2
η(Um, X1)1Acτ (Um, X1) > , ξ(X1) ≤ γ2
]
+ P
[
1
M
M∑
m=2
η(Um, X1)1Aτ (Um, X1) > γ − − δσ, ξ(X1) ≤ γ2
]
(121)
where we have defined
η(u, x) :=
dQX|U=u
dpiX
(x); (122)
ξ(x) :=
dQX
dpiX
(x). (123)
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As before the first term of (121) may be regarded as the
probability of “atypical” events and accounts for the first term
in (118). The second and the third terms of (121) can be upper-
bounded by
P
[
1
M
M∑
m=2
η(Um, X1)
ξ(X1)
1Acτ (Um, X1) >

γ2
]
≤ P
[
1
M
M∑
m=2
exp (ıU ;X(Um;X1)) 1Acτ (Um, X1) >

γ2
]
(124)
and
P
[
1
M
M∑
m=2
η(Um, X1)
ξ(X1)
1Aτ (Um, X1) >
γ − − δσ
γ2
]
≤ P
[
1
M
M∑
m=2
exp(ıU ;X(Um;X1))1Aτ (Um, X1) > 1 +
(1− δ)σ
γ2
]
.
(125)
The rest of the proof is similar to that of Theorem 24 and is
omitted.
For the purpose of asymptotic analysis in the stationary
memoryless setting, the right hand side of (118) can be
regarded as essentially
P
[
ıQX‖piX (X) > log γ
]
+ P
[
ıU ;X(U ;X) + ıQX‖piX (X) > logMγ
]
(126)
modulo nuisance parameters.
Remark 27. By setting τ ← +∞ and letting δ ↑ 1, the bound
in Theorem 26 can be weakened in the following slightly
simpler form:
E[F¯γ(QX[UM ]‖piX)] ≤ P
[
dQX
dpiX
(X) > γ − σ − 
]
+ P
[
dQX|U
dpiX
(X|U) ≥Mσ
]
+
γ − σ − 

. (127)
In fact, assuming τ = +∞ we can simplify the proof of the
theorem and strengthen (127) to
E[F¯γ(QX[UM ]‖piX)] ≤ P
[
dQX
dpiX
(X) > γ2
]
+ P
[
dQX|U
dpiX
(X|U) > M(γ − )
]
+
γ2

(128)
for any γ2 > 0 and 0 <  < γ. As we show in Corollary 29,
the weakened bounds (127) and (128) are still asymptotically
tight provided that the exponent with which the threshold γ
grows is strictly positive. However, when the exponent is zero
(corresponding to the total variation case), we do need τ in
the bound for asymptotic tightness.
Remark 28. In the case of QX = piX , we can set γ2 ← 1 and
← γ2 in (128) to obtain the simplification
E[F¯γ(QX[UM ]‖QX)] ≤ P
[
exp(ıU ;X(U ;X)) > log
Mγ
2
]
+
2
γ
.
(129)
Corollary 29. Fix per-letter distributions piX on X and
QUX = QUQX|U on U × X , and E,R ∈ (0,∞). For
each n, define γn := exp(nE) and Mn = bexp(nR)c; let
UMn = (U1, . . . , UMn) have independent coordinates each
distributed according to Q⊗nU . Given any c
Mn = (cm)
Mn
m=1,
where each cm ∈ Un, define12
QX[cMn ] :=
1
Mn
Mn∑
m=1
Q⊗nX|U(·|cm). (130)
Then
lim
n→∞E[Eγn(QX[UMn ]||pi
⊗n
X )] = limn→∞E[F¯γn(QX[UMn ]‖pi
⊗n
X )]
(131)
= 0 (132)
provided that
E > D(QX||piX) + [I(QU, QX|U)−R]+. (133)
Proof. Choose E′ such that
E > E′ > D(QX||piX) + [I(QU, QX|U)−R]+. (134)
Set δ = 12 , n = exp(nE)−exp(nE′) and σn = 12 (γn−n) =
1
2 exp(nE
′), and apply (127). Notice that
E
[
log
dQX|U
dpiX
(X|U)
]
= n[I(QU, QX|U) +D(QX||piX)]
(135)
where (X,U) ∼ Q⊗nXU , QX|U := Q⊗nX|U, and piX := pi⊗nX . By
the law of large numbers, the first and second terms in (127)
vanish because
D(QX||piX) < E′; (136)
I(QU, QX|U) +D(QX||piX) < E′ +R (137)
are satisfied.
The QU that minimizes the right hand side of (133) gen-
erally does not satisfy QU → QX|U → QX. This means that
in the large deviation analysis, for the best approximation of
a target distribution in Eγ , we generally should not generate
the codewords according to a distribution that corresponds to
the target through the channel. This is a remarkable distinction
from approximation in total variation distance, in which case
an unmatched input distribution would result in the maximal
total variation distance asymptotically. However, if we stick
to matching input codeword distributions, then a simple and
general asymptotic achievability bound can be obtained. Recall
that [1] defined the sup-information rate
I¯(U; X) := inf
{
R : lim
n→∞P
[
1
n
ıUn;Xn(U
n;Xn) > R
]
= 0
}
(138)
and the inf-information rate
I(U; X) := sup
{
R : lim
n→∞P
[
1
n
ıUn;Xn(U
n;Xn) < R
]
= 0
}
.
(139)
12We define Q⊗n
X|U by Q
⊗n
X|U(·|un) :=
∏n
i=1QX|U=ui for any u
n. Also
note that in this paper we differentiates per-letter symbols such as U between
one-shot/block symbols such as U (so that U = Un in this corollary).
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Theorem 30. For any channel W = (QXn|Un)∞n=1, sequence
of inputs U = (Un)∞n=1, and G > 0, we have
S(G,X) ≤ I¯(U; X)−G (140)
where X is the output of U through the channel W. As a
consequence,
S(G) ≤ sup
U
I¯(U; X)−G (141)
For channels satisfying the strong converse property, the
right hand side of (141) can be related to the channel capacity
because of the relations [1][47]
sup
U
I¯(U; X) = sup
U
I(U; X) ≡ C(W). (142)
We conclude the subsection by remarking that had we used
the soft-covering lemma to bound total variation distance and
in turn, bounded the excess relative information with total
variation distance, we would not have obtained Theorem 30.
Indeed, consider Mn = exp(nR) and let V1, . . . , VMn be
i.i.d. according to QUn . Regardless of how fast γn grows,
we cannot conclude from the optimal upper bound (13) that
E[F¯γn(QXn[VMn ]‖piXn)] (143)
vanishes unless E|QXn[VMn ]−piXn | vanishes, which happens
when R > I¯(U; X) by the conventional resolvability theorem.
This gives an upper bound I¯(U; X) which is looser than
Theorem 30 when G > 0.
B. Tail Bound of Approximation Error for Random Codebooks
For applications such as secrecy and channel synthesis,
it is sometimes desirable to prove that the approximation
error vanishes not only in expectation (e.g. Theorem 26),
but also with high probability (see Footnote 2), in the case
of a random codebook [15][16][17]. If the probability that
the approximation error exceeds an arbitrary positive number
vanishes doubly exponentially in the blocklength, then the
analyses in these applications carry through because a union
bound argument can be applied to exponentially many events.
Previous proofs (e.g. [15]) based on carefully applying Cher-
noff bounds to each QX[UM ](x)−QX(x) and then taking the
union bound over x require finiteness of the alphabets.
Here we adopt a different approach. Using concentration
inequalities we can directly bound the probability that the error
Eγ(QX[UM ]‖QX) deviates from its expectation, without any
restrictions on the alphabet and in fact the bound only depends
on the number of codewords. Therefore if the rate is high
enough for the approximation error to vanish in expectation
(by Theorem 26), we can also conclude that the error vanishes
with high probability. The crux of the matter is thus resolved
by the following one-shot result:
Theorem 31. Fix piX and QUX = QUQX|U . For an arbitrary
codebook [c1, . . . , cM ], define QX[cM ] as in (92). Then, for any
r > 0,
P[Eγ(QX[UM ]‖piX)− E[Eγ(QX[UM ]‖piX)] > r] ≤ exp(−2Mr2)
(144)
where the probability and the expectation are with respect to
UM ∼ QX ×QX .
Proof. Consider f : cM 7→ Eγ(QX[cM ]‖piX). By the definition
(92) and the triangle inequality (21), we have the following
uniform bound on the discrete derivative:
sup
c,c′∈X
|f(ci−11 , c, cMi+1)− f(ci−11 , c′, cMi+1)| ≤
1
M
, ∀i, cM .
(145)
The result then follows by McDiarmid’s inequality (see
e.g. [48, Theorem 2.2.3]).
Remark 32. If we are interested in bounding both the upper
and the lower tails then the right side of (144) gains a factors
of 2. Other concentration inequalities may also be applied
here; the transportation method gives the same bound in this
example.
C. Converse for Stationary Memoryless Outputs
In this section we establish a converse of resolvability for
stationary memoryless outputs and discrete memoryless chan-
nels which matches the achievability bound of Corollary 29
asymptotically.
Theorem 33 (Resolvability for Stationary Memoryless Out-
puts). For a DMC QX|U and a nonnegative finite measure piX,
G(R, piX) = min
QU
{D(QX‖piX) + [I(QU, QX|U)−R]+}
(146)
where QU → QX|U → QX, for any 0 <  < 1.
Remark 34. When resolvability was introduced in [1], the re-
solvability rate (under total variation distance) was formulated
for outputs of stationary memoryless inputs, rather than all
the tensor power distributions on the output alphabet, because
otherwise there is no guarantee that the output process can
be approximated under total variation distance even with an
arbitrarily large codebook. Here we can extend the scope
because all stationary memoryless distributions on the output
alphabet (satisfying the mild condition of being absolutely
continuous with respect to some output) can be approximated
under Eγ as long as γ is sufficiently large.
The achievability part of Theorem 33 is already shown in
Corollary 29. For the converse, we need a notion of conditional
typicality specially tailored for our problem which differs from
the definitions of conditional typicality in [18] or [49] (see also
[20]). This can be viewed as an intermediate of the those two
definitions.
Definition 35 (Moderate Conditional Typicality). The δ-
typical set of un ∈ Un with respect to the discrete memoryless
channel with per-letter conditional distribution QX|U is defined
as
Tn[QX|U]δ(u
n) :=
{xn : ∀a, b, |P̂unxn(a, b)−QX|U(b|a)P̂un(a)| ≤ δQX|U(b|a)}
(147)
where P̂unxn denotes the empirical distribution of (un, xn).
Remark 36. In addition to its broad interest, Definition 35
plays an important role in obtaining the uniform bound in
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Lemma 35, as well as in Lemma 36. This definition of
conditional typicality is of broad interest because of Lemma 37
and Lemma 38 ahead, and in particular the uniform bound
in Lemma 37. Note that the definition in [18] corresponds
to replacing the term δQX|U(b|a) in (147) with δ, in which
case we cannot bound the probability of a sequence in the
typical set as in Lemma 38. The “robust typicality” definition
of [49] (see also [20]) corresponds to replacing this term
with δQX|U(b|a)P̂un(a), which does not give the uniform
lower bound on the probability of conditional typical set as
in Lemma 37.
Lemma 37. For fixed δ > 0 and QX|U, there exists a sequence
(γn) such that limn→∞ γn = 0 and
Q⊗nX|U(T
n
[QX|U]δ(u
n)|un) ≥ 1− γn (148)
for all un ∈ Un.
Proof. We show that the statement holds with
γn =
|U‖X |
nδ2
(
1
q
− 1
)
, (149)
where
q := min
(a,b):QX|U(b|a)6=0
QX|U(b|a). (150)
The number of occurrences N(a, b|un, Xn) of (a, b) ∈ U ×X
in (un, Xn), where Xn ∼ ∏ni=1QX|U=ui , is binomial with
mean N(a|un)QX|U(b|a) and variance N(a|un)QX|U(b|a)(1−
QX|U(b|a)). If QX|U(b|a) = 0 the condition that defines the
set in (147) is automatically true. Otherwise, by Chebyshev’s
inequality we have for each (a, b),
P[|N(a, b|un, Xn)−N(a|un)QX|U(b|a)| > nδQX|U(b|a)]
≤ N(a|u
n)QX|U(b|a)(1−QX|U(b|a))
n2δ2Q2X|U(b|a)
(151)
≤ 1
nδ2
(
1
q
− 1
)
(152)
and the claim follows by taking the union bound.
Lemma 38. For each un, and xn ∈ Tn[QX|U]δ(un), we have the
bound
Q⊗nX|U(x
n|un) ≥ exp(−n[H(QX|U|P̂un) + δ|U| log |X |]).
(153)
Proof. Since
Q⊗nX|U(x
n|un) =
∏
a∈U,b∈X
QX|U(b|a)N(a,b|u
n,xn), (154)
we have
1
n
log
1
Q⊗nX|U(x
n|un)
=
∑
a,b
P̂unxn(a, b) log
1
QX|U(b|a) (155)
≤
∑
a,b
[QX|U(b|a)P̂un(a) + δQX|U(b|a)] log 1
QX|U(b|a)
(156)
= H(QX|U|P̂un) + δ
∑
a
H(QX|U=a) (157)
≤ H(QX|U|P̂un) + δ|U| log |X |. (158)
Lemma 39. For any type PX and sequence un,
|Tn[QX|U]δ(un) ∩ TPX | ≤ exp(n[H[PX]δ + δ|U| log |X |]) (159)
where we have defined
H[PX]δ := max
QU:|QX−PX|≤δ|U|
H(QX|U|QU) (160)
where QU → QX|U → QX, and the maximum in (160) is
understood as −∞ if the set {QU : |QX − PX| ≤ δ|U|} is
empty.
Proof. For any un, we have the upper bound
|Tn[QX|U]δ(un) ∩ TPX | ≤ |Tn[QX|U]δ(un)| (161)
≤
(
min
xn∈Tn
[QX|U]δ
(un)
Q⊗nX|U(x
n|un)
)−1
(162)
≤ exp(n[H(QX|U|P̂un) + δ|U| log |X |])
(163)
where we used Lemma 38 in (163). Moreover, if un sat-
isfies |PX − QX|U ◦ P̂un | > δ|U| where QX|U ◦ P̂un :=∫
QX|U=adP̂un(a), then Tn[QX|U]δ(u
n)∩ TPX is empty, because
|P̂xn −QX|U ◦ P̂un | =
∑
a,b
|P̂unxn(a, b)−QX|U(b|a)P̂un(a)|
(164)
≤
∑
a,b
δQX|U(b|a) (165)
= δ|U| (166)
implies that any xn in Tn[QX|U]δ(u
n) does not have the type PX.
Therefore the desired result follows by taking the maximum
of (163) over type QU satisfying |QX − PX| ≤ δ|U|.
Proof of Converse of Theorem 33. Fix a codebook
(c1, . . . , cM ) and type PX. Define
An :=
M⋃
m=1
Tn[QX|U]δ(cm). (167)
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Then
pi⊗nX (An ∩ TPX)
=
∑
xn∈An∩TPX
pi⊗nX (x
n) (168)
= exp(−n[H(PX) +D(PX‖piX)]) · |An ∩ TPX | (169)
≤ exp(−n[H(PX) +D(PX‖piX)]) ·
M∑
m=1
|Tn[QX|U]δ(cm) ∩ TPX |
(170)
≤ exp(−n[H(PX) +D(PX‖piX)])
·M exp(n[H[PX]δ + δ|U| log |X |]) (171)
= exp(−n[D(PX‖piX) +H(PX)−H[PX]δ −R− δ|U| log |X |]).
(172)
where (171) is from Lemma 39. Whence (172) and the trivial
bound
pi⊗nX (An ∩ TPX) ≤ pi⊗nX (TPX) (173)
≤ exp(−nD(PX‖piX)) (174)
≤ exp(−n[D(PX‖piX)− δ|U| log |X |])
(175)
yield the bound
pi⊗nX (An ∩ TPX) ≤ exp(−n[f(δ, PX)− δ|U| log |X |]), (176)
where we have defined the function
f(δ, PX) := D(PX‖piX) + [H(PX)−H[PX]δ −R]+ (177)
for δ > 0 and PX  piX. Define13
g(δ) := min
PX
f(δ, PX), (178)
Then
pi⊗nX (An) =
∑
PX
pi⊗nX (An ∩ TPX) (179)
≤
∑
PX
exp(−n[g(δ)− δ|U| log |X |]) (180)
≤ (n+ 1)|X | exp(−n[g(δ)− δ|U| log |X |]) (181)
where the summation is over all type PX absolutely continuous
with respect to piX, and (180) is from (176). Then for any real
number G < g(δ)− δ|U| log |X | we have
Eexp(nG)(PXn[cM ]‖pi⊗nX|U)
≥ PXn[cM ](An)− exp(nG)pi⊗nX|U(An) (182)
≥ 1
M
M∑
m=1
Q⊗nX|U(T
n
[QX|U]δ(cm)|cm)− exp(nG)pi⊗nX|U(An)
(183)
≥ 1− γn − exp(nG)pi⊗nX|U(An) (184)
→ 1, n→∞. (185)
where
13The reason why we can write minimum in (178) is explained in
Remark 41.
• (183) uses Tn[QX|U]δ(cm) ⊆ An, and we used the notation
of the tensor power for the conditional law Q⊗nX|U(·|un) :=∏n
i=1QX|U=ui .
• (184) is from Lemma 37,
• (185) uses (181).
Since δ > 0 was arbitrary, we thus conclude
G(R, piX) ≥ sup
δ>0
{g(δ)− δ|U| log |X |} (186)
≥ lim inf
δ→0
g(δ) (187)
≥ g(0) (188)
where (188) is from Lemma 40. Since g(0) is the right side
of (146), the converse bound is established.
Lemma 40. The functions f and g defined in (177) and (178)
are both lower semicontinuous.
Remark 41. We can write minimum instead of infimum in
(178) and hence (146) because of the lower semicontinuity of
f .
Proof. Consider a lower semicontinuous function χ where
χ(δ, PX, QU) equals
D(PX‖piX) + [H(PX)−H(QX|U|QU)−R]+ (189)
if |QX − PX| ≤ δ|U| and +∞ otherwise. Then f(δ, PX) =
minQX χ(δ, PX, QU) is lower semicontinuous, as it is the
pointwise infimum of a lower semicontinuous functions over a
compact set (see for example the proof in [50, Lemma 9]). The
lower semicontinuity of g follows for the same reason.
The function G(R, piX) in (146) satisfies some nice prop-
erties. Below we write it as G(R, piX, QX|U) to emphasize
its dependence on QX|U, and assume that X and U can be
arbitrary.
Proposition 42. 1) The function being minimized in (146),
denoted as F (QU, R, piX, QX|U), is convex in QU.
2) Additivity: for any R > 0, piXi and QXi|Ui (i = 1, 2),
G(R, piX1piX2 , QX1|U1QX2|U2)
= min
R1,R2:R1+R2≤R
{G(R1, piX1 , QX1|U1)
+G(R2, piX2 , QX2|U2)}, (190)
where we have abbreviated piX1 × piX2 and QX1|U1 ×
QX2|U2 as piX1piX2 and QX1|U1QX2|U2 .
3) G(R, piX, QX|U) is continuous in R.
4) G(R, piX, QX|U) is convex in R.
Proof. 1) The function of interest is the maximum of the
two functions D(QX‖piX) and
D(QX‖piX) + I(QU, QX|U)−R = E
[
ıQX|U‖piX(X|U)
]
−R
(191)
where (U,X) ∼ QUX, QU → QX|U → QX, and the
conditional relative information
ıQX|U‖piX(x|u) := log
dQX|U=u
dpiX
(x), ∀u, x. (192)
The former is convex and the latter is linear in QU.
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2) The ≤ direction is immediate from the single-letter
formula (146) and the inequality
[a]+ + [b]+ ≥ [a+ b]+ (193)
for any a, b ∈ R. For the ≥ direction, suppose QU1U2
achieves the minimum in the single-letter formula of
G(R, piX1piX2 , QX1|U1QX2|U2). Observe that
F (QU2 , R, piX1piX2 , QX1|U1QX2|U2)
− F (QU1QU2 , R, piX1piX2 , QX1|U1QX2|U2)
= I(X1;X2) + [I(QU1U2 , QX1|U1QX2|U2)−R]+
−
[
2∑
i=1
I(QUi , QXi|Ui)−R
]+
(194)
≥ [I(X1;X2) + I(QU1U2 , QX1|U1QX2|U2)−R]+
−
[
2∑
i=1
I(QUi , QXi|Ui)−R
]+
(195)
= 0 (196)
where (194) uses D(QX1X2‖piX1piX2)−D(QX1‖piX1)−
D(QX2‖piX2) = I(X1;X2), and (195) follows from
(193). Therefore
G(R, piX1piX2 , QX1|U1QX2|U2)
= F (QU1QU2 , R, piX1piX2 , QX1|U1QX2|U2). (197)
But clearly there exists R1 and R2 summing to R such
that
R.H.S. of (197)
= F (QU1 , R1, piX1 , QX1|U1) + F (QU2 , R2, piX2 , QX2|U2)
(198)
≥ F (R1, piX1 , QX1|U1) + F (R2, piX2 , QX2|U2) (199)
and the result follows.
3) Fix any two numbers 0 ≥ R′ < R. Choose QU such
that
G(R, piX, QX|U) = F (QU, R, piX, QX|U). (200)
Then
0 ≤ G(R′, piX, QX|U)−G(R, piX, QX|U) (201)
≤ F (QU, R′, piX, QX|U)− F (QU, R, piX, QX|U)
(202)
= [I(QU, QX|U)−R′]+ − [I(QU, QX|U)−R]+
(203)
≤ [R−R′]+ (204)
where (201) follows because G(·, piX, QX|U) is
non-increasing, and (204) uses (193) again. Thus
G(R, piX, QX|U) is actually 1-Lipschitz continuous in
R.
4) Fix R1, R2 ≥ 0, α ∈ [0, 1], and let QUi maximize
F (·, Ri, piX, QX|U) for i = 1, 2. Define
Rα := (1− α)R0 + αR1; (205)
QUα := (1− α)QU0 + αQU1 . (206)
In both I(QUα , QX|U) > Rα and I(QUα , QX|U) ≤ Rα
cases one can explicitly calculate that
F (QUα , Rα, piX, QX|U) ≤ (1− α)F (QU0 , R0, piX, QX|U)
+ αF (QU1 , R1, piX, QX|U)
(207)
and the convexity follows.
D. Converse for Worst-case Resolvability
The resolvability for the worst-case input distribution and
for stationary memoryless outputs have very different flavors.
First, let us remark that the resolvability for the worst dis-
tribution on the output alphabet (i.e. not necessarily induced
by an input distribution) is usually a degenerate unexciting
problem. For any DMC QX|U having an output symbol x ∈ X
such that the one point distribution on x is not induced by
any input (it may still be true that the one point distribution
is absolutely continuous with respect to the output distribu-
tion corresponding to some input), the probability QXn(xn)
vanishes for any sequence of input distributions {QUn}∞n=1,
where QUn → Q⊗nX|U → QXn . Thus if we pick the output
distribution piXn as the one point distribution on xn, then
the approximation error Eexp(nG)(QXn[cMn ]‖piXn) ↑ 1 as
n → ∞, no matter how large G and Mn are and what cMn
we pick.
Returning to the resolvability for the worst-case output
distribution as formulated in Definition 15, we have shown
the achievability bound S(G) ≤ supU I¯(U; X)−G in Theo-
rem 30. Is this bound tight in general? Before delving into the
converse, it is instructive to consider the following example.
Example 43. Consider a DMC with U = {0, e, 1}, X =
{0, 1} and
QX|U(x|u) =
 1− δ u ∈ {0, 1}, x = uδ u ∈ {0, 1}, x 6= u1
2 u = e
(208)
where 0 < δ < 12 . Then from the formula of resolvability
under total variation distance [1], we have
S(0) = C(QX|U) = 1− h(δ) (209)
where h(·) is the binary entropy function, while Theorem 30
yields,
S(G) ≤ [1− h(δ)−G]+ (210)
for G > 0.
Example 43 with δ = 0 reduces to Example 1 in [1].
It is argued in [1] that the worst-case input distribution
requiring the maximal asymptotic randomness (209) is the
equiprobable distribution on the set of all sequences having
the type (1/2, 0, 1/2) (which is the capacity-achieving single-
letter distribution). Naively and from symmetry considerations,
one might expect that this is also the worst-case distribution
for approximation in Eexp(nG) metric when G > 0 and the
channel parameter δ > 0. However, this cannot be farther from
the truth. Consider a deterministic input sequence (e, . . . , e),
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denote by Xˆn the corresponding output sequence, and denote
by Tˆ the number of 1’s in the output. Moreover, when the
input to the channel is equiprobable on the set of all sequences
having the type (1/2, 0, 1/2), denote by Xn the corresponding
output sequence, and denote by T be the number of 1’s. Then
by the central limit theorem, Tˆ−n/2√
n
and T−n/2√
n
both converge
weakly to some Gaussian random variables Nˆ and N . By
carefully bounding the probability of binomial distributions
using Stirling’s formula, one can show that for any γ > 0,
limn→∞Eγ(QTˆ ‖QT ) = Eγ(QNˆ‖QN ). Thus
Eexp(nG)(QTˆ ‖QT )→ 0, n→∞ (211)
for any G > 0 because exp(nG) → ∞. For both inputs, the
output conditioned on the number of 1’s is the equiprobable
distribution on a set of sequences with the same type, so by
Proposition 4-5), Eexp(nG)(QXˆn‖QXn) → 0 as well. This
seems to suggest that the value of S(G) has a jump as G
changes from 0 to a positive number (see (209)). So is S(G)
discontinuous at G = 0 in Example 43?
In the remainder of this section, we answer this question in
the negative by developing a general converse bound, implying
that the worst-case distribution is not induced by the set of
all input sequences of the same type (1/2, 0, 1/2). The basic
idea is to use achievability results for the error exponent
of identification (ID) channels. The converse bound will not
match the achievability bound in Theorem 30, and the exact
formula for S(G) seems to be out of reach at this point even
for a DMC.
As the first step of the converse, we observe how the
achievability of ID coding implies a packing lemma, which
is a sharpening of an argument in [1] to the large deviation
analysis. Recall that an (N, ν, λ)-ID code [2] consists of
distributions (QUni )
N
i=1 and decoding regions (Di)Ni=1 such
that the two type of errors satisfy
max
1≤i≤N
QXni (Dci ) ≤ µ (212)
max
i 6=j
QXnj (Di) ≤ λ (213)
In the asymptotic setting, the performance of ID code is
quantified as follows.
Definition 44. The triple (R,G1, G2) is said to be achievable
if there exists (Nn, νn, λn)-ID code such that
lim inf
n→∞
1
n
log logNn ≥ R, (214)
lim inf
n→∞
1
n
log
1
µn
≥ G1, (215)
lim inf
n→∞
1
n
log
1
λn
≥ G2. (216)
Lemma 45 (Packing Lemma). If (R,G1, G2) is achievable
for ID code, then for each n there exists Nn distributions
(QUni )
Nn
i=1 such that
lim inf
n→∞
1
n
log logNn ≥ R, (217)
lim inf
n→∞
1
n
log
1
1− 12 mini 6=j |QXni −QXnj |
≥ min{G1, G2}.
(218)
Proof. Pick the (Nn, νn, λn)-ID code as in Definition 44.
Then for any i 6= j,
1
2
|QXni −QXnj | ≥ QXni (Di)−QXnj (Di) (219)
≥ 1− µn − λn (220)
and the result follows.
For a fixed DMC QX|U, define the function
e(R) := max
QU:I(QU,QX|U)≥R
Esp(R,QU, QX|U) (221)
where
Esp(R,QU, QX|U) := min
PX|U:I(QU,PX|U)≤R
D(PX|U‖QX|U|QU)
(222)
is the well known sphere packing exponent function [18]. Then
e(R) is a nonnegative, non-increasing function of R with
e(C(QX|U)) = 0, so that there is a unique solution G∗(R)
to the equation
e(R+ 2G) = G (223)
provided that R < C(QX|U).
We also need an achievability result of ID coding error
exponents. The exponent is known for the first type of error
[2], but not for the second type of error.
Lemma 46. [2] If R,G ≥ 0, and a stationary memo-
ryless channel QX|U and a probability measure QU satisfy
I(QU, QX|U) ≥ R+ 2G, the triple
(R, min
PX|U:I(QU,PX|U)≤R+2G
D(PX|U‖QX|U|QU), G) (224)
is achievable for identification coding.
Theorem 47. Let QX|U be a stationary memoryless channel
whose input alphabet U is finite. For any R < C(QX|U) and
0 <  < 12 ,
S(G
∗(R)) ≥ R. (225)
Remark 48. Our proof based on identification coding only
yields a “strong converse” in the range  ∈ (0, 12 ), rather than
a full strong converse for  ∈ (0, 1).
Proof. Let G∗ := G∗(R) and QU be a distribution achieving
the maximum in the definition of e(R + 2G∗) (see (221)).
Then I(QU, QX|U) ≥ R+ 2G∗ and
G∗ = e(R+ 2G∗) = min
PX|U:I(QU,PX|U)≤R+2G∗
D(PX|U‖QX|U|QU)
(226)
hold, so that (R,G∗, G∗) is achievable for identification
coding by Lemma 46. Therefore by Lemma 45, there exist
(QUni )
Nn
i=1 such that (217) holds and
lim inf
n→∞
1
n
log
1
1− 12 mini 6=j |QXni −QXnj |
≥ G∗. (227)
Observe that G∗ > 0. Indeed, if G∗ = 0, we have
e(R) = 0 from (223); but R < C(QX|U) implies the
existence of a QU such that I(QU, QX|U) > R for which
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minPX|U:I(QU,PX|U)≤RD(PX|U‖QX|U|QU) > 0, a contradiction.
Now fix 0 < G′′ < G′ < G∗. By Proposition 16, there exist(
Q˜Uni
)Nn
i=1
and (γn)∞n=1 such that
lim sup
n→∞
1
n
log γn ≤ G′′; (228)
lim sup
n→∞
1
n
log M˜n ≤ S(G′′); (229)
and for each n and each 1 ≤ i ≤ Nn,
Q˜Uni is M˜n-type; (230)
Eγn(Q˜Xni ‖QXni ) ≤ . (231)
Next, we show that distributions in
(
Q˜Uni
)Nn
i=1
are distinc-
tive for large n. Observe that
γn
2
|QXni −QXnj |+ 1− γn
≤ Eγn(Q˜Xni ‖QXni ) + Eγn(Q˜Xni ‖QXnj ) (232)
≤ Eγn(Q˜Xni ‖QXni ) + Eγn(Q˜Xnj ‖QXnj ) +
1
2
|Q˜Xni − Q˜Xnj |
(233)
where (232) and (233) are from (22) and (21), respectively.
However the sum of the first two terms in (233) is bounded
by 2 because of (231), and
1− 1
2
min
i 6=j
|QXni −QXnj | ≤ exp(−nG′) (234)
for n large enough. Therefore (233) implies that for large n
1
2
min
i 6=j
|Q˜Xni − Q˜Xnj | ≥ 1− γn exp(−nG′)− 2 > 0 (235)
and so Q˜Xni 6= Q˜Xnj unless i = j. But the number of
distinctive M˜n-type distributions is at most (|U|n)M˜n , which
should upper-bound Nn for large n, hence
R ≤ lim inf
n→∞
1
n
log logNn (236)
≤ lim sup
n→∞
1
n
(log M˜n + log log |U|+ log n) (237)
≤ S(G′′). (238)
Since G′′ can be arbitrarily close to G∗(R), we conclude that
for any R such that G∗(R) > 0,
R ≤ lim
g↑G∗(R)
S(g). (239)
Finally we finish the proof using the monotonicity. The R = 0
case is trivial so we assume R > 0 below. From (239),
R = lim
r↑R
r ≤ lim
r↑R
lim
g↑G∗(r)
S(g). (240)
Note that we have shown e(·) is positive in a neighborhood
of R; this function must be strictly decreasing on this interval
because as argued in the proof of [18, Corollary 2.5.4], the
sphere packing exponent function Esp(R,QU, QX|U) is strictly
decreasing in R in any interval where it is finite and positive.
Then G∗(·) is also strictly decreasing on this neighborhood of
R. Thus for any r < R we have G∗(r) > G∗(R) and so
lim
g↑G∗(r)
S(g) ≤ S(G∗(R)) (241)
since S(·) is non-increasing. Taking r ↑ R on both sides of
(241) and using (240) gives the desired bound (225).
We do not expect the bound in Theorem 47 to be tight
in general. Indeed, in the case of identity channels, we can
take the Xn in Corollary 21 to be equiprobable on the set of
sequences whose empirical distribution is equiprobable on U if
n is a multiple of |U|, and let Xn have an arbitrary distribution
otherwise. Then Corollary 21 gives
S(G) = [log |U| −G]+, ∀G ∈ (0, log |U|) (242)
so that the achievability bound in Theorem 30 is tight. How-
ever, the converse bound in Theorem 47 is not tight. To see
this, consider an R ∈ [0, log |U|) and let G := G∗(R) > 0.
Note that since e(·) defined in (221) is non-increasing,
e(R+ 2G) = G ≥ e(log |U|) (243)
implies that
R ≤ log |U| − 2G. (244)
Therefore the bound S(G) ≥ R given by Theorem 47 is not
tight, in view of (242) and (244).
Theorem 47 indicates that S(G) is continuous at G = 0
for any DMC. Moreover, the following observation, which
is immediate from the operational definition of identification
coding, is sometimes useful for computations:
Proposition 49. Fix a DMC QX|U and let QX|U′ be the DMC
obtained by restricting the input to a subset U ′ ⊆ U . Then the
outer bound of Theorem 47 for QX|U is contained in the outer
bound for QX|U′ .
Now pick U ′ = {0, 1} in Example 43, so that QX|U′ is a
binary symmetric channel with crossover probability δ. We
have:
Proposition 50. The channel in Example 43 satisfies
S(d(a∗‖δ)) ≥ R (245)
for any 0 < R < 1 − h(δ), where d(·‖·) is the binary
divergence function and a∗ is the solution to the following
equation in the range a ∈ [δ, 12 ].
R = 1− h(a)− d(a‖δ). (246)
The bound in Proposition 50 and the achievability bound
Theorem 30 are illustrated in Figure 4.
Proof. Clearly
e(R) ≥ Esp(R,Q∗U′ , QX|U′) (247)
= min
a:1−h(a)≤R
d(a‖δ) (248)
where Q∗U′ is the equiprobable distribution. Thus the G satis-
fying
min
a:1−h(a)≤R+2G
d(a‖δ) = G, (249)
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Figure 4: Achievability bound in Theorem 30 and converse
bound in Proposition 50 for the channel in Example 43 with
δ = 0.11.
denoted as G0, satisfies G0 < G∗(R). Since R < 1 − h(δ),
it is clear that G0 > 0 and the minimum in (249) is achieved
when
1− h(a) = R+ 2G. (250)
Substituting G = d(a‖δ) into (250) we obtain the equation
(for a) in (246). Then G0 = d(a∗‖δ), Theorem 47 and
Proposition 49 imply (245).
V. RESOLVABILITY UNDER OTHER DISTANCE MEASURES
So far we have seen the tradeoffs between G and R
for approximating either a fixed or the worst-case output
distribution in Eγ . In this section we argue that most of these
tradeoffs are insensitive to the distance metric.
A. Excess Relative Information
First, observe that the bounds relating Eγ and the excess
relative information (48) immediately imply that our asymp-
totic results on Eγ-resolvability (Corollaries 21, 23, 29 and
Theorems 30, 33, 47) continue to hold if Eγn(QXn[cM ]‖piXn)
in Definition 14 is replaced by F¯γn(QXn[cM ]‖piXn).
B. Relative Entropy
Next we upper-bound the relative entropy between the
output distribution and the target distribution, which essentially
relies on the inequality (49).
Theorem 51. Fix piX and QUX = QUQX|U . Let UM :=
(U1, . . . , UM ) be i.i.d. according to QU . Define for any
(c1, . . . , cM ) ∈ UM ,
QX[cM ] :=
1
M
M∑
m=1
QX|U=cm . (251)
Then for any τ0 ≥ 0, α ∈ R and β > 1,14
E[D(QX[UM ]‖piX)]
≤ τ0 + E
[
ıQX|U‖piX (X|U)− τ0 − log
M
2
]+
+ βE
[
ıQX‖piX (X)− τ0 + α
]+
+
2β
β − 1 exp(−α) (252)
where (U,X) ∼ QUQX|U .
Proof. Setting  ← γ2 , γ ← exp(τ) and γ2 ←
exp
(
τ0 − α+ 1β (τ − τ0)
)
in (128), we obtain
P
[
ıQX[UM ]‖piX (Xˆ) > τ
]
≤ P
[
ıQX‖piX (X) > τ0 − α+
1
β
(τ − τ0)
]
+ P
[
ıQX|U‖piX (X|U) > log
M
2
+ τ
]
+ 2 exp
(
τ0 − α− τ + 1
β
(τ − τ0)
)
(253)
where Xˆ ∼ QX[UM ] conditioned on UM = cM . Integrating
both sides with respect to τ and using (49), we find
E[D(QX[UM ]‖piX)]
≤
∫ ∞
0
P
[
ıQX[UM ]‖piX (Xˆ) > τ
]
dτ (254)
≤ τ0 +
∫ ∞
τ0
P
[
ıQX[UM ]‖piX (Xˆ) > τ
]
dτ (255)
≤ R.H.S. of (252). (256)
Recall that a sequence of nonnegative random variables
converging to zero in probability is uniformly integrable if and
only if the sequence also converges to zero in expectation. This
implies that given a sequence of real-valued random variables
An,
E[An]+ = o(n) (257)
provided that limn→∞ P[ 1nAn > ] = 0 for any  > 0
(i.e. the limsup in probability [1] of 1nAn does not exceed
0) and that 1nAn is uniformly integrable. Therefore the E[·]+
terms in (252) can be easily analyzed in the asymptotic setting
by setting An to be translates of the relative information
functions. If we change the definitions of achievable triple/pair
by replacing (58) and (59) with
lim sup
n→∞
1
n
D(QXn[cMn ]‖piXn) ≤ G (258)
then we see the achievability parts of Corollary 21, 23 and
Theorem 30, 33 continue to hold. In particular, the relative
entropy counterpart of Theorem 33 implies that the bound
in [1, Theorem 12] is not asymptotically tight. The intuition
behind this fact been explained in Section IV-A, following
Corollary 29.
14For a real-valued random variable A, we write E[A]+ as an abbreviation
for E
[
[A]+
]
.
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Using the strong converses of Eγ-resolvability and the
upper-bound on relative entropy (50), we immediately obtain
converses of resolvability in relative entropy. That is, if the
definition of achievable triple/pair is changed by replacing (58)
and (59) with (258), the the converse parts of Corollary 21,
23 and Theorem 33 continue to hold.
Unfortunately, we only have a “ 12 -converse” instead of
a strong converse for the worst-case Eγ-resolvability (see
Remark 48). Therefore we don’t have a nice counterpart of
Theorem 47: there is a loss of factor 2 when (50) is applied.
C. Smooth Re´nyi Entropy
Most of the asymptotic resolvability results also hold for
smooth Re´nyi divergences automatically: suppose we change
the definitions of achievable triple/pair by replacing (58) and
(59) with
lim sup
n→∞
1
n
D+α (QXn[cMn ]‖piXn) ≤ G (259)
where  ∈ (0, 1) and α are fixed. Then the achievability
parts of Corollary 21, 23 and Theorem 30, 33 continue to
hold for α ∈ [0, 1), which is immediate from the bound (53)
and the achievability results for Eγ . The converse parts of
Corollary 21, 23 and Theorem 33, 47 also continue to hold
for α ∈ [0, 1), because by Proposition 13-2) we only need to
consider α = 0, then (55) and the (1 − )-converses for Eγ
imply the desired result.
If (58) and (59) in the definitions of achievable triple/pair
are changed to
lim sup
n→∞
1
n
D−α (QXn[cMn ]‖piXn) ≤ G (260)
where  ∈ (0, 1) and α are fixed, then the achievability
parts of Corollary 21, 23 and Theorem 30, 33 can still be
established for α ∈ (1,∞] because of the monotonicity
(Proposition 13-2)) and the fact that Eγ directly corresponds to
D−∞ (Proposition 13-6)). The converse parts of Corollary 21,
23 and Theorem 33 also continue to hold for α ∈ (1,∞], in
view of (54) and the -converses for Eγ ; Theorem 47 continues
to hold for  ∈ (0, 12 ), by the “12 -converse” (Remark 48) for
Eγ .
VI. APPLICATION TO LOSSY SOURCE CODING
The simplest application of the new resolvability result (in
particular, the softer-covering lemma) is to derive a one-shot
achievability bound for lossy source coding, which is most
fitting in the regime of low rate and exponentially decreas-
ing success probability. The method is applicable to general
sources. In the special case of i.i.d. sources, it recovers the
“success exponent” in lossy source coding originally derived
by the method of types [18] for discrete memoryless sources.
The achievability bound in [11] can be viewed as the γ = 1
special case, which is capable of recovering the rate-distortion
function, but cannot recover the exact rate-distortion-exponent
tradeoff.
Theorem 52. Consider a source with distribution piX and a
distortion function d(·, ·) on U ×X . For any joint distribution
QUQX|U , γ ≥ 1, d > 0 and integer M , there exists a random
transformation piU |X (stochastic encoder) whose output takes
at most M values, and
P[d(U¯ , X¯) ≤ d] ≥ 1
γ
(
P[d(U,X) ≤ d]− E[Eγ(QX[UM ]‖piX)]
)
(261)
where (U¯ , X¯) ∼ piU |XpiX , (U,X) ∼ QUX , and UM ∼ Q⊗MU .
Proof. Given a codebook (c1, . . . , cM ) ∈ U , let PU be the
equiprobable distribution on (c1, . . . , cM ) and set
PUX := QX|UPU . (262)
The likelihood encoder is then defined as a random transfor-
mation
piU |X := PU |X (263)
so that the joint distribution of the codeword selected and the
source realization X is
piUX = piXPU |X (264)
From Proposition 4-2) and Proposition 4-4) we obtain
γpiUX(d(·, ·) ≤ d) ≥ PUX(d(·, ·) ≤ d)− Eγ(PXU ||piXU )
(265)
= PUX(d(·, ·) ≤ d)− Eγ(PX ||piX)
(266)
where (Uˆ , Xˆ) ∼ PUX . Note that PUX and piU |X depend on
the codebook cM . Now consider a random codebook cM ←
UM . Taking the expectation on both sides of (266) with respect
to UM , we have
γE[piUX(d(·, ·) ≤ d)]
≥ E[PUX(d(·, ·) ≤ d)]− E[Eγ(QX[UM ]‖piX)] (267)
= P[d(U,X) ≤ d]− E[Eγ(QX[UM ]‖piX)] (268)
where in (268) we used the fact that E[PUX ] = QUX . Finally
we can choose one codebook (corresponding to one piU |X )
such that piUX(d(·, ·) ≤ d) is at least its expectation.
Remark 53. In the i.i.d. setting, let R(piX, d) be the rate-
distortion function when the source has per-letter distribution
piX. The distortion function for the block is derived from the
per-letter distortion by
dn(un, xn) :=
1
n
n∑
i=1
d(ui, xi). (269)
Let (X¯n, U¯n) be the source-reconstruction pair distributed
according to piXnUn . If 0 ≤ R < R(piX, d), the maximal
probability that the distortion does not exceed d converges
to zero with the exponent
lim
n→∞
1
n
log
1
P[dn(U¯n, X¯n) ≤ d] = G(R, d) (270)
where
G(R, d) := min
Q
[D(Q||P ) + [R(Q, d)−R]+]. (271)
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A weaker achievability result than (271) was proved in [51,
p168], whereas the final form (271) is given in [18, p158,
Ex6] based on method of types. Here we can easily prove the
achievability part of (271) using Theorem 52 and Corollary 29
by setting QX to be the minimizer of (271) and QU|X to be
such that
E[d(U,X)] ≤ d, (272)
I(QU, QX|U) ≤ R. (273)
Then γn = exp(nE) with
E > D(QX||piX) + [I(QU, QX|U)−R]+, (274)
ensures that
P[dn(U¯n, X¯n) ≤ d] ≥ 1
2
exp(−nE) (275)
for n large enough, by the law of large numbers.
Remark 54. Since the Eγ metric reduces to total vari-
ation distance when γ = 1, Theorem 52 generalizes
the likelihood source encoder based on the standard soft-
covering/resolvability lemma [11]. In [11], the error exponent
for the likelihood source encoder at rates above the rate-
distortion function is analyzed using the exponential decay of
total variation distance in the approximation of output statis-
tics, and the exponent does not match the optimal exponent
found in [18]. It is also possible to upper-bound the success ex-
ponent of the total variation distance-based likelihood encoder
at rates below the rate-distortion function by analyzing the
exponential convergence to 2 of total variation distance in the
approximation of output statistics; however that does not yield
the optimal exponent (271) either. This application illustrates
one of the nice features of the Eγ-resolvability method: it
converts a large deviation analysis into a law of large numbers
analysis, that is, we only care about whether Eγ converges to
0, but not the speed, even when dealing with error exponent
problems.
VII. APPLICATION TO ONE-SHOT MUTUAL COVERING
LEMMAS
Another application of the softer-covering lemma is a one-
shot generalization of the mutual covering lemma in network
information theory [19]. The asymptotic mutual covering
lemma says, fixing a (per-letter) joint distribution PUV, if
enough Un-sequences and Vn-sequences are independently
generated according to PUn and PVn respectively, then with
high probability we will be able to find one pair jointly typical
with respect to PUV. In the one-shot version, the “typical set”
is replaced with an arbitrarily high probability (under the given
joint distribution) set.
The one-shot mutual covering lemma can be used to prove
a one-shot version of Marton’s inner bound for the broadcast
channel with a common message15 without time-sharing, fill-
ing a gap in the proof in [26] based on the basic covering
15More precisely, we are referring to the three auxiliary random variables
version due to Liang and Kramer [52, Theorem 5] (see also [20, Theo-
rem 8.4]), which is equivalent to an inner bound obtained by Gelfand and
Pinsker [53] upon optimization (see [54] or [20, Remark 8.6]).
lemma where time-sharing is necessary. More discussions
about the background and the derivation of the one-shot
Marton’s inner bound can be found in our conference paper
[21]. For general discussions on single-shot covering lemmas,
see [26][55]. To avoid using time-sharing in the single-shot
setting, [56] pursued a different approach to derive a single-
shot Marton’s inner bound. Moreover, a version of one-shot
mutual covering lemma can be distilled from their approach
[57]. We compare their approach and ours at the end of the
section.
We proceed to provide a simple derivation of a mutual
covering using the softer-covering lemma.
Lemma 55. Fix PUV and let
PUMV L := PU × · · · × PU︸ ︷︷ ︸
M
×PV × · · · × PV︸ ︷︷ ︸
L
. (276)
Then
P
 M,L⋂
m=1,l=1
{(Um, Vl) /∈ F}

≤ P[(U, V ) /∈ F ] + P[ıU ;V (U ;V ) ≥ logML− τ ]
+
exp(τ)
max{M,L} + e
− 12 exp(τ). (277)
for all τ > 0 and event F .
Proof. Assume without loss of generality that L ≥ M . For
any u ∈ U , define
Fu := {v : (u, v) ∈ F}, (278)
and for any uM ∈ UM , define
AuM :=
M⋃
m=1
Fum . (279)
Now fix a U -codebook cM and observe that
γPV (AcM ) ≥ PV [cM ](AcM )− Eγ(PV [cM ]‖PV ) (280)
≥ 1
M
M∑
m=1
PV |U=cm(Fcm)− Eγ(PV [cM ]‖PV )
(281)
where we recall that
PV [cM ] :=
1
M
M∑
m=1
PV |U=cm . (282)
(280) is from the definition of Eγ and (281) is because Fcm ⊆⋃M
m=1 Fcm = AcM . Denote by Γ(c1, . . . , cM ) the right side of
(281), which is trivially upper-bounded by 1. Next, we show
that
P
 M,L⋂
m=1,l=1
{(Um, Vl) /∈ F}
∣∣∣∣∣∣UM = cM
 ≤ 1− Γ(cM ) + e−Lγ
(283)
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which is trivial when Γ(cM ) < 0. In the case of Γ(cM ) ∈
[0, 1],
P
 M,L⋂
m=1,l=1
{(Um, Vl) /∈ F}
∣∣∣∣∣∣UM = cM
 = [1− PV (AcM )]L
(284)
≤
[
1−
Γ(cM )Lγ
L
]L
(285)
≤ 1− Γ(cM ) + e−Lγ
(286)
where (284) is from the definition of AcM , and (285) is from
(281). The last step (286) uses the basic inequality(
1− pα
M
)M
≤ 1− p+ e−α (287)
for M,α > 0 and 0 ≤ p ≤ 1, which has been useful in
the proofs of the basic covering lemma (see [58][26][25]).
Integrating both sides of (283) over cM with respect to PU ×
· · · × PU ,
P
 M,L⋂
m=1,l=1
{(Um, Vl) /∈ F}

≤ PUV (Fc) + E[Eγ(PV [UM ]‖PV )] + e−
L
γ , (288)
where we have used the fact that E[PV |U (FUm |Um)] =
PUV (F) for each m. Applying the “softer-covering lemma”
as in Remark 28, the middle term on the right hand side of
(288) is upper-bounded by
P
[
ıV ;U (V ;U) ≥ log Mγ
2
]
+
2
γ
(289)
and the result follows by γ ← 2L exp(−τ).
Remark 56. From the above derivation we see that for the
proof of the basic covering lemma (M = 1 case) we will
need the “softest-covering lemma” (the case of one codeword)
rather than the soft-covering lemma (case of γ = 1 and
L > 1 codewords). However, it is still possible to prove the
basic covering lemma using the soft-covering lemma using
a different argument; see the discussion in [57], which is
essentially based on the idea in [10].
Lemma 57 below is a strengthened version of the one-shot-
mutual covering lemma, which improves Lemma 55 in terms
of the error exponent. The proof of Lemma 57 essentially
combines the proof the achievability part of resolvability
and the proof Lemma 55, and the improvement results from
not treating the two steps separately. The proof is not as
conceptually simple as Lemma 55 since the complexities are
no longer buried under the softer-covering lemma.
Lemma 57. Under the same assumptions as Lemma 55,
P
 M,L⋂
m=1,l=1
{(Um, Vl) /∈ F}

≤ P [(U, V ) /∈ F or exp(ıU ;V (U ;V )) > ML exp(−γ)− δ]
+
min{M,L} − 1
δ
+ e− exp(γ). (290)
for all δ, γ > 0 and event F .
Proof. See Lemma 1 and Remark 4 in the conference version
[59].
Remark 58. An advantage of Lemma 57 over Lemma 55 is
that the upper-bound in the former contains a probability of a
union of two events, rather than the sum of the probability of
the two events. This yields a strict improvement in the second
order rate analysis. Moreover, by setting δ ↓ 0 and M = 1 we
exactly recover the basic one-shot covering lemma in [26].
In terms of the second order rates, the one-shot Marton’s
inner bound for broadcast obtained from our one-shot mutual
covering lemma ([21, Theorem 10]) is equivalent to the
achievability bound claimed in [60, Theorem 4] based on
the stochastic likelihood encoder. However, although it is not
demonstrated explicitly in [21, Theorem 10], we can improve
the analysis of [21, Theorem 10] by using various nuisance
parameters rather than a single γ, to obtain a one-shot Marton’s
bound which gives strictly better error exponents than [60,
Theorem 4]. The reason for such improvement is that the
third term in (290) is doubly exponential and the second term
converges to zero with a large exponent. On the other hand,
the approach of [60, Theorem 4] has the advantage of being
easily extendable to the case of more than two users (which
would correspond to a multivariate mutual covering lemma).
VIII. APPLICATION TO WIRETAP CHANNELS
Our final application of the Eγ-resolvability (in particu-
lar, the softer-covering lemma) is in the wiretap channel,
whose setup is as depicted in Figure 5. The receiver and
the eavesdropper observe y ∈ Y and z ∈ Z , respectively.
Given a codebook cML, the input to PY Z|X is cwl where
w ∈ {1, . . . ,M} is the message to be sent, and l is equiprob-
ably chosen from {1, . . . , L} to randomize the eavesdropper’s
observation. We call such a cML an (M,L)-code. Moreover,
the eavesdropper’s observation has the distribution piZ when
no message is sent. In this setup, we don’t need to assume
a prior distribution on the message/non-message. We wish to
design the codebook such that the receiver can decode the
message (reliability) whereas the eavesdropper cannot detect
whether a message is sent nor guess which message is sent
(security). For general wiretap channels the performance may
be enhanced by appending a conditioning channel QX|U at the
input of the original channel [6]. In that case the same analysis
can be carried out for the new wiretap channel QY Z|U . Thus
the model in Figure 5 entails no loss of generality.
In Wyner’s setup (see for example [20]), secrecy is mea-
sured in terms of the conditional entropy of the message
given the eavesdropper observation. In contrast, we measure
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Figure 5: The wiretap channel
secrecy in terms of the size of the list that the eavesdropper
has to declare for the message to be included with high
probability. Practically, the message W is the compressed
version of the plaintext. Assuming that the attacker knows
which compression algorithm is used, the plaintext can be
recovered by running each of the items in the eavesdropper
output list through the decompressor and selecting the one that
is intelligible.
We need the following definitions to quantify the eavesdrop-
per ability to detect/decode messages.
Definition 59. For a fixed codebook and channel PZ|X , we
say the eavesdropper can perform (A, T, )-decoding if upon
observing Z, it outputs a list which is either empty or of size
T , such that
• P[list 6= ∅|no message] ≤ A−1.
• There exists m ∈ [0, 1], m = 1, . . . ,M satisfying  =
1
M
∑M
m=1 m such that
P[m /∈ list|W = m] ≤ m. (291)
Although the decoder in Definition 59 is reminiscent of
erasure and list decoding [61], for the former it is possible
that actually no message is sent, and we treat the undetected
and detected errors together.
The logarithm of T can be intuitively understood as the
equivocation H(W |Z) [22]. However, log T can be much
smaller than H(W |Z): a distribution can have 99% of its mass
supported on a very small set, and yet have an arbitrarily large
entropy.
The quantity A > 0 characterizes how well the eavesdropper
can detect that no message is sent, which is related the
notion of stealth communication [23] [24]. The “non-stealth”
is measured by D(PZ‖piZ) in [23], and is measured by
|PZ−piZ | in [24]. Although both the relative entropy and total
variation are related to error probability hypothesis testing,
their results cannot be directly compared with ours, since
they are interested in the regime where non-stealth vanishes
while the transmission rate is below the secrecy capacity. In
contrast, we are mainly interested in the regime where A grows
exponentially (so that the “non-stealth” in their definition
grows) in the blocklength, but the transmission rate is above
the secrecy capacity.
The asymptotic version of the eavesdropper achievability is
as follows.
Definition 60. Fix a sequence of codebooks and a eavesdrop-
per channel (PZn|Xn)∞n=1. The rate pair (α, τ) is -achievable
by the eavesdropper if there exist sequences (An) and (Tn)
with
lim inf
n→∞
1
n
logAn ≥ α (292)
lim sup
n→∞
1
n
log Tn ≤ τ (293)
such that for sufficiently large n, the eavesdropper can achieve
(An, Tn, )-decoding.
By the diagonalization argument [46, P56], the set of -
achievable (α, τ) is closed.
An (M,L,QX)-random code is defined as the ensemble of
the codebook cML where each codeword cwl is i.i.d. chosen
according to QX , w ∈ {1, . . . ,M}, m ∈ {1, . . . ,M}.
We shall focus on random codes, for which reliability is
guaranteed by channel coding theorems, so we only need to
consider the security condition.
First, we extend the notions of achievability to the case of
a random ensemble of codes by taking the average: we say
for a random ensemble of codes the eavesdropper can perform
(A, T, )-decoding, if there exists (cML) such that for each
cML the eavesdropper can perform (A, T, (cML))-decoding
(in the sense of Definition 59), and the average of (cML)
with respect to the codebook distribution is upper-bounded by
. Similarly, Definition 60 can be extended to random codes.
Then, the following is our main result which characterizes the
set of eavesdropper achievable pairs for stationary memoryless
channels.
Theorem 61. Fix any QX, R, RL and 0 <  < 1.
Consider (exp(nR), exp(nRL), Q⊗nX )-random codes and sta-
tionary memoryless channel with per-letter conditional dis-
tribution QZ|X. Then the pair (α, τ) is -achievable by the
eavesdropper if and only if{
α ≤ D(QZ‖piZ) + [I(QX, PZ|X)−R−RL]+;
τ ≥ R− [I(QX, PZ|X)−RL]+. (294)
where QX → QZ|X → QZ.
From the noisy channel coding theorem, the supremum ran-
domization rate RL such that the sender can reliably transmit
messages at the rate R is I(QX, PY|X) − R. The larger RL
the less reliably the eavesdropper can decode, so the optimal
encoder chooses RL as close to this supremum as possible.
Thus Theorem 61 implies the the following result
Theorem 62. Given a stationary memoryless wiretap channel
with per-letter conditional distribution PYZ|X, there exists a
sequence of codebooks such that messages at the rate R can
be reliably transmitted to the intended receiver and that (α, τ)
is not -achievable, for any  ∈ (0, 1), by the eavesdropper if
there exists some QX such that
R < I(QX, PY|X) (295)
and either
α > D(QZ‖piZ) + [I(QX, PZ|X)− I(QX, PY|X)]+ (296)
or
τ < R− [I(QX, PZ|X)− I(QX, PY|X) +R]+. (297)
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Remark 63. In general the sender-receiver want to minimize α
and maximize τ obeying the tradeoff (296), (297) by selecting
QX. In the special case where α has no importance and R is
larger than the secrecy capacity C := supQX{I(QX, PY|X) −
I(QX, PZ|X)}, we see from (297) that the supremum τ is
C. The formula for the supremum of τ is the same as
the equivocation measure defined as 1nH(W |Zn) [22], but
technically our result does not follow directly from the lower
bound on equivocation, since it may be possible that the a
posterior distribution of W is concentrated on a small list but
has a tail spread over an exponentially large set, resulting a
large equivocation.
The next two subsections prove the “only if” and “if” parts
of Theorem 61, respectively.
A. Converse for the Eavesdropper
The “only if” part (the eavesdropper converse) of The-
orem 61 follows by applying the following non-asymptotic
bounds to different regions and invoking Corollary 29.
Theorem 64. In the wiretap channel, fix an arbitrary distri-
bution µZ . Suppose the eavesdropper can either detect that
no message is sent upon observing z ∈ D0 with
µZ(D0) ≥ 1−A−1 (298)
for some A ∈ [1,∞), or outputs a list of T (z) messages
upon observing z /∈ D0 that contains the actual message m ∈
{1, . . . ,M} with probability at least 1 − m, for some m ∈
[0, 1]. Define the average quantities
T :=
1
µZ(Dc0)
∫
Dc0
T (z)dµZ(z), (299)
 :=
1
M
M∑
m=1
m. (300)
Then for any γ ∈ [1,+∞),
1
A
≥ 1
γ
(1− − Eγ(PZ‖piZ)) , (301)
where we recall that piZ is the non-message distribution,
PZ :=
1
M
∑M
m=1 PZ|W=m, and PZ|W=m is the distribution
of the eavesdropper observation for the message m (assuming
an arbitrary codebook is used). Moreover,
T
MA
≥ 1
γ
(
1− − 1
M
M∑
m=1
Eγ(PZ|W=m‖µZ)
)
. (302)
We will choose µZ = PZ when we use Theorem 64 to
prove Theorem 61, although (302) holds for any µZ .
From the eavesdropper viewpoint, a larger A and a smaller
T is more desirable since it will then be able to find out that no
message is sent with smaller error probability or narrow down
to a smaller list when a message is sent. This observation
agrees with (301) and (302): a smaller γ implies a higher de-
gree of approximation, and hence higher indistinguishability of
output distributions which is to the eavesdropper disadvantage.
Proof. To see (301),
1
A
≥ piZ(Dc0) (303)
≥ 1
γ
(PZ(Dc0)− Eγ(PZ‖piZ)) (304)
=
1
γ
(
1
M
M∑
m=1
PZ|W=m(Dc0)− Eγ(PZ‖piZ)
)
(305)
≥ 1
γ
(1− − Eγ(PZ‖piZ)) . (306)
To see (302), let Dm be the set of outputs z ∈ Z for which
the eavesdropper list contains m ∈ {1, . . . ,M}. Then
T
MA
≥ T
M
µZ(Dc0) (307)
=
1
M
∫
Dc0
T (z)dµZ(z) (308)
=
1
M
∫ M∑
m=1
1{z ∈ Dm}dµZ(z) (309)
=
1
M
M∑
m=1
∫
1{z ∈ Dm}dµZ(z) (310)
=
1
M
M∑
m=1
µZ(Dm) (311)
≥ 1
Mγ
M∑
m=1
(
PZ|W=m(Dm)− Eγ(PZ|W=m‖µZ)
)
(312)
≥ 1
γ
(
1− − 1
M
M∑
m=1
Eγ(PZ|W=m‖µZ)
)
. (313)
Next, we particularize Theorem 64 to the asymptotic setting.
Proof of “only if” in Theorem 61.
• Fix an arbitrary
α > D(QZ‖piZ) + [I(QX, PZ|X)−R−RL]+. (314)
We will show that (α, τ) is not -achievable by the
eavesdropper for any τ > 0 and  ∈ (0, 1). Pick σ > 0
such that
α > D(QZ‖piZ) + [I(QX, PZ|X)−R−RL]+ + 2σ
(315)
and define {
An = exp(n(α− σ))
Tn = exp(n(τ + σ)).
(316)
Assuming the eavesdropper can perform
(An, Tn, (c
ML))-decoding for a particular realization
of the codebook cML, then applying Theorem 64 with
γn = exp(n(D(QZ‖piZ) + [I(QX, PZ|X)−R−RL]+ + σ)),
(317)
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we obtain
exp(n(D(QZ‖piZ) + [I(QX, PZ|X)−R−RL]+ − α+ 2σ))
=
γn
An
(318)
≥ 1− (cML)− Eγn(PZn[cML]‖pi⊗nZ ). (319)
From (315), the above implies
Eγn(PZn[cML]‖pi⊗nZ ) ≥
1− (cML)
2
. (320)
For sufficiently large n. By Corollary 29 and (317), the
average of the left side converges to zero as n→∞, thus
the average of the right side cannot be lower bounded by
1−
2 .
• Fix an arbitrary
τ < R− [I(QX, PZ|X)−RL]+. (321)
We will show that (α, τ) is not -achievable by the
eavesdropper for any α > 0 and  ∈ (0, 1). Pick σ > 0
such that
τ + 2σ < R− [I(QX, PZ|X)−RL]+ (322)
and again define An and Tn as in (316). Assuming
the eavesdropper can perform (An, Tn, (cML))-decoding
for a particular realization of the codebook cML, then
applying Theorem 64 with
µZ = Q
⊗n
Z , (323)
γn = exp(n([I(QX, PZ|X)−RL]+ + σ)), (324)
and noting that An ≥ 1, we obtain
exp(n(τ −R+ [I(QX, PZ|X)−RL]+ + 2σ))
=
Tnγn
Mn
(325)
≥ 1− (cML)− 1
M
M∑
m=1
Eγn(PZn|W=m‖Q⊗nZ ) (326)
= 1− (cML)− 1
M
M∑
m=1
Eγn(PZn[cmL]‖Q⊗nZ ) (327)
where cmL := (cml)Ll=1. From (322), the above implies
1
M
M∑
m=1
Eγn(PZn[cmL]‖Q⊗nZ ) ≥
1− (cML)
2
, (328)
for sufficiently large n. Invoking Corollary 29, we see
the average of the right side with respect to the codebook
converges zero as n → ∞, and in particular cannot be
lower-bounded by 1−2 .
B. Ensemble Tightness
The (eavesdropper) achievability part of Theorem 61 fol-
lows by analyzing the eavesdropper list decoding ability
for different cases of the rates (R,RL). First, consider the
following one-shot achievability bounds for channel coding
with possibly no message sent:
Theorem 65. Consider a random transformation PZ|X and a
(M,L,QX)-random code. Let QX → PY |X → QY , and let
piZ be the distribution of the eavesdropper observation when
no message is sent. Define
ı¯Z;X(z;x) := log
dPZ|X=x
dpiZ
(z); (329)
ıZ;X(z;x) := log
dPZ|X=x
dQZ
(z). (330)
Let δ, β,A, T > 0. Then, there exist three list decoders such
that for Decoder 1,
ECP[error|no message] ≤ 1
A
exp(−δ), (331)
ECP[error|message is m] ≤ P[¯ıZ;X(Z;X) ≤ log(LMA) + δ]
+ P[ıZ;X(Z;X) ≤ log LM
T
+ δ]
+
1
1 + β
+ e−(β+1) + β exp(−δ).
(332)
Here an error in the case of no message means that a non-
empty list is produced. An error in the case of message m
means either the list does not contain m, or the list size
exceeds T .16 For Decoder 2,
ECP[error|no message] ≤ 1
A
; (333)
ECP[error|message is m] ≤ P
[
ıZ;X(Z;X) ≤ log LM
T
+ δ
]
+ P[ıQZ‖piZ (Z) ≤ logA]
+
1
1 + β
+ e−(β+1) + β exp(−δ),
(334)
where the error events are defined similarly to Decoder 1.
Decoder 3 either output an empty list or a list of all messages,
and
ECP[error|no message] ≤ 1
A
; (335)
ECP[error|message is m] ≤ P[ıQZ‖piZ (Z) ≤ logA]. (336)
Proof of Theorem 65. See Appendix C.
Under various conditions, one out of the three decoders are
asymptotically optimal. By choosing appropriate parameters
δ, β,A, T > 0, it is clear that Theorem 65 implies the
following:
Corollary 66. Fix any QX, R, RL and 0 <  < 1.
Consider (exp(nR), exp(nRL), Q⊗nX )-random codes and sta-
tionary memoryless channel with per-letter conditional distri-
bution QZ|X.
16Such a decoder is a variable list-size decoder. However, we can add a
post processor which declares no message if the list is empty, or outputs a
list of fixed size T otherwise (by arbitrarily deleting or adding messages to
the list), resulting a new decoder as considered in Definition 59, and the two
types of error probability for the new decoder (i.e. the best values of 1
A
and
m in Definition 59) do not exceed the two types of error probability for the
original variable list-size decoder.
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• When R + RL < I(QX, PZ|X), the rate pair (α, τ) is
-achievable by a Decoder 117 if{
D(QZ‖piZ) + I(QX, PZ|X) > RL +R+ α;
I(QX, PZ|X) > R+RL − τ. (337)
• When R+RL ≥ I(QX, PZ|X) but RL < I(QX, PZ|X), the
rate pair (α, τ) is -achievable by a Decoder 2 if{
I(QX, PZ|X) > RL +R− τ ;
α < D(QZ‖piZ). (338)
• When RL ≥ I(QX, PZ|X), the rate pair (α, τ) is -
achievable by a Decoder 3 if{
τ ≥ R;
α < D(QZ‖piZ). (339)
Proof Sketch. Consider the first case. To see the achievability
of (α, τ) satisfying (337), choose
δn := n
0.9, (340)
βn := n, (341)
An := exp(nα), (342)
Tn := exp(nτ). (343)
Then the right sides of (331) and (332) converges to zero as
n→∞. The analyses of the other two cases are similar using
the same choice of the parameters as above.
The eavesdropper’s achievability (“if ” part) of Theorem 61
then follows from Corollary 66 and an application of the
standard diagonalization argument to show that the achievable
region is closed (see [46]).
IX. CONCLUSION AND FUTURE WORK
This paper develops general bounds among various distance
metrics, and showed that, in the memoryless case, the expo-
nential growth of γ for the Eγ between the synthesized and
target distributions to vanish is the same as the linear growth of
the relative entropy or smooth Re´nyi α-divergence (of order
α 6= 1). This implies that in the context of relative entropy
gauged approximation the bound in [1, Theorem 12] is not
asymptotically tight. An intuitive explanation for this is that
[1, Theorem 12] uses random codebooks where the distribu-
tion of each codeword induces the target output distribution
through the stationary memoryless channel. However, this is
not necessary, and in fact the optimal choice of the codeword
distribution generally does not induce the target distribution.
This is in stark contrast to the conventional resolvability under
total variation distance, where the codeword distribution must
induce the target distribution to cause total variation between
the output distribution and the target distribution to vanish.
We have seen three examples of the application of Eγ-
resolvability in information theory. The essence is a change-of-
measure: if Eγ(P‖Q) is small and P (A) is large, then Q(A)
is essentially lower bounded by 1γ . There are two motivations
for such a change-of-measure:
17By which we mean it is possible to choose the δ, β,A, T parameters for
the decoder to achieve the desired performance.
1) change one distribution to another distribution which is
simpler to analyze. Consider the source coding example; in
(265) we changed the real joint distribution of the source and
the reproduction to PXU , which is simpler to analyze since its
average is the given joint distribution QXU . The application
to one-shot mutual covering lemma (step (280)) also falls into
this category.
2) change one distribution from a family to a common
distribution. In the wiretap channel example, step (312) upper-
bounds the conditional probability PZ|W=m(Dm) for each
message using the probability under a fixed distribution
µZ(Dm). The sum of µZ(Dm) over m would be T since
(on average) the space Z is covered by (Dm) for T times.
Other distance measures have been useful for change-of-
measure in information theory. For example, βα(P‖Q) is used
in the converse proof for the error exponent of lossy compres-
sion [18]. The relative entropy can also play a similar role
(e.g. proof of sphere packing bound in [18, Theorem 2.5.3]):
the Log-Sum Inequality implies that
Q(A) ≥ exp
(
−D(P‖Q) + h(Q(A))
P (A)
)
(344)
where h(·) is the binary entropy function. Thus if P (A) is
close to 1 and D(P‖Q) 1, then Q(A) is essentially lower
bounded by exp(−D(P‖Q)). Nevertheless, the Eγ metric is
sometimes more desirable because of its nice properties and
relations to other metrics (see Proposition 4 and 13). For
example, βα and D(·‖·) do not seem to share analogues of
the triangle inequality (Proposition 4-3)) of Eγ .
In Section IV-D the achievability of identification coding
is used to derive a converse for worst-case resolvability. The
contrapositive of this argument is that achievability of worst-
case resolvability would imply a converse for identification
coding. Indeed, [62][1] have initiated this approach to prove
the strong converse of identification where resolvability in total
variation distance is used; with achievability of resolvability
in Eγ (e.g. Theorem 30) the minimum of the two exponents
for ID coding over a general sequence of channels can be
upper-bounded, in contrast to the approach of [2] specific to
DMC. But for DMC, our preliminary study indicates that the
resulting bound is not as tight.
Another potential application of the Eγ-based analysis,
suggested by Yury Polyanskiy [36], is the study of the sphere-
packing exponent in channel coding. In [63], the achievabil-
ity of channel synthesis (under total variation distance) is
used to prove the strong converse of channel coding. This
combined with a standard change-of-measure argument (see
[18, Theorem 2.5.3]) yields the conventional sphere-packing
bound. In [36] Polyanskiy pointed out that the sphere-packing
bound might be improved if one could prove that channel
synthesis under the more forgiving Eγ metric requires smaller
communication rates. Since resolvability under total variation
distance has been used to prove channel synthesis under
total variation distance [10], it is natural to ask whether
Eγ-resolvability can lead to an Eγ-channel synthesis result.
Unfortunately, it appears not to be the case, because of the
asymmetry of Eγ(P‖Q) in P and Q (for γ > 1).
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APPENDIX A
PROOF OF PROPOSITION 2
We first show that it suffices to consider the case of |X | ≤ 3.
Put
Bt :=
{
x :
dP
dQ
(x) > t
}
, ∀t ≥ 0. (345)
We partition the whole space as
X = A1 ∪ A2 ∪ A3 ∪ A4 (346)
with
A1 = B1 ∩ Bλ; (347)
A2 = Bc1 ∩ Bλ; (348)
A3 = B1 ∩ Bcλ; (349)
A4 = Bc1 ∩ Bcλ. (350)
Let Z = {1, 2, 3, 4} and z(x) be a function of x indicating
which of the above nonempty sets x belongs to. Next observe
that
PZ(1) > λQZ(1), PZ(1) > QZ(1) if QZ(1) > 0; (351)
PZ(2) > λQZ(2), PZ(2) ≤ QZ(2) if QZ(2) > 0; (352)
PZ(3) ≤ λQZ(3), PZ(3) > QZ(3) if QZ(3) > 0; (353)
PZ(4) ≤ λQZ(4), PZ(4) ≤ QZ(4). (354)
For example, to see (352), consider
PZ(2) =
∫
1{x ∈ A2}dPX(x) (355)
≤
∫
1{x ∈ A2}dQX(x) (356)
= QZ(2). (357)
This establishes the second inequality in (352). The first
inequality in (352) takes a little more effort since it is not
strict. Define
A2,t :=
{
x :
dP
dQ
(x) > t and
dP
dQ
(x) ≤ 1
}
, ∀t > 0.
(358)
Then clearly, A2 =
⋃
t>λA2,t. By continuity of measure,
there exists t > λ such that
Q(A2,t) > 1
2
Q(A2), (359)
so that
PZ(2) =
∫
1{x ∈ A2}dP (x) (360)
=
∫
1{x ∈ A2,t}dP (x) +
∫
1{x ∈ A2 \ A2,t}dP (x)
(361)
≥
∫
1{x ∈ A2,t}tdQ(x) +
∫
1{x ∈ A2 \ A2,t}λdQ(x)
(362)
=
∫
1{x ∈ A2,t}(t− λ)dQ(x) +
∫
1{x ∈ A2}λdQ(x)
(363)
>
t− λ
2
Q(A2) + λQZ(2). (364)
Thus (352) is established, and (351), (353) (354) can be proved
similarly (Note that there is no condition in (354) because
neither of the inequalities in (354) is strict). (351)-(354) imply
that
|P −Q| = |PZ −QZ |; (365)
P
[
dP
dQ
(X) > λ
]
= P
[
dPZ
dQZ
(Z) > λ
]
, (366)
where Z = z(X). However depending on the value of λ, one
of the four sets defined in (347)-(350) is empty. Therefore we
have shown that it suffices to consider the case of |X | ≤ 3,
so that verifying (13) and (14) becomes elementary. We begin
with the proof of the upper bound in (13):
1) λ ≥ 11−δ .
The upper bound (13) follows from [27, Theorem 9]. To
verify its tightness, consider |X | = 2, and
P :=
[
1− λ
+δ
λ+ − 1 ,
λ+δ
λ+ − 1
]
; (367)
Q :=
[
1− δ
λ+ − 1 ,
δ
λ+ − 1
]
; (368)
where λ+ > λ ensures that P and Q are distributions,
and λ
+δ
λ+−1 can be made arbitrarily close to
λδ
λ−1 as λ
+ ↓
λ.
2) λ < 11−δ . The upper bound is trivial. Its tightness can
be seen by choosing
P := [0, 1]; (369)
Q := [δ, 1− δ]. (370)
The lower bound (14) is proved as follows:
1) λ > 11−δ .
The lower bound is trivial. Its tightness can be seen by
choosing
P :=
[
1− λδ
λ− 1 ,
λδ
λ− 1
]
; (371)
Q :=
[
1− δ
λ− 1 ,
δ
λ− 1
]
; (372)
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2) 1 < λ ≤ 11−δ . Without loss of generality, we may
assume that X = {1, 2, 3} and
P (1)
Q(1)
≤ 1; (373)
1 <
P (2)
Q(2)
≤ λ; (374)
λ <
P (3)
Q(3)
; (375)
Then the lower bound (14) follows from
P (3) = 1− P (1)− P (2) (376)
≥ 1− P (1)− λQ(2) (377)
= 1− P (1)− λ[1−Q(1)−Q(3)] (378)
= 1− P (1)− λ[1− (P (1) + δ)−Q(3)] (379)
= 1 + (λ− 1)P (1) + λQ(3)− λ+ λδ (380)
≥ 1− λ+ λδ (381)
and its tightness can be verified by considering the
following distribution as → 0:
P := [0, (1− δ − )λ, 1− (1− δ − )λ] (382)
Q := [δ, 1− δ − , ]. (383)
3) 1− δ < λ ≤ 1. The lower bound (14) follows from
P
[
dP
dQ
(X) > λ
]
≥ P
[
dP
dQ
(X) > 1
]
− P
[
dP
dQ
(X˜) > 1
]
(384)
= δ (385)
where X˜ ∼ Q. The tightness can be see by considering
P := [1− δ, δ]; (386)
Q := [1, 0]. (387)
4) λ ≤ 1− δ.
Without loss of generality, assume that X = {1, 2, 3}
and
P (1)
Q(1)
≤ λ; (388)
λ <
P (2)
Q(2)
≤ 1; (389)
P (2)
Q(2)
> 1. (390)
Then observe that
1− P (1)−Q(3)− δ = 1− P (1)− P (3) (391)
= P (2) (392)
≤ Q(2) (393)
= 1−Q(1)−Q(3) (394)
≤ 1− 1
λ
P (1)−Q(3) (395)
which upon rearrangements gives
P (1) ≥ λδ
1− λ (396)
implying the lower bound (14). To see its tightness,
consider
P :=
[
λδ
1− λ, 1−
δ
1− λ, δ
]
; (397)
Q :=
[
δ
1− λ, 1−
δ
1− λ, 0
]
. (398)
APPENDIX B
PROOF OF PROPOSITION 13
1) The first inequality in (48) is evident from the definition.
For the second inequality in (48), consider the event
A := {x ∈ X : ıP‖Q(x) > log γ}. (399)
Then
E γ
a
(P‖Q)
≥ P (A)− γ
a
Q(A)
≥ P[ıP‖Q(X) > log γ]− γ
a
· 1
γ
P[ıP‖Q(X) > log γ]
(400)
≥ a− 1
a
P[ıP‖Q(X) > log γ] (401)
and the result follows by rearrangement.
2) Direct from the monotonicity of Re´nyi divergences in α
and the definitions of their smooth versions.
3) The bound (49) follows from D(P‖Q) = E[ıP‖Q(Xˆ)]
and (50) can be seen from
D(P‖Q) ≥ E[|ıP‖Q(Xˆ)|]− 2e−1 log e (402)
≥ log γP[ıP‖Q(Xˆ) > log γ]− 2e−1 log e
(403)
≥ log γEγ(P‖Q)− 2e−1 log e (404)
where (402) is due to Pinsker [64, (2.3.2)], (403) uses
Markov’s inequality, and (404) is from the definition
(16).
4) By considering the dµdQ > γ and
dµ
dQ ≤ γ cases
separately, we can check the following (homogeneous)
inequalities: for each α < 1,∣∣∣∣ dµdQ − γ
∣∣∣∣ ≥ dµdQ − 2γ1−α
(
dµ
dQ
)α
+ γ, (405)
and for each α > 1,∣∣∣∣ dµdQ − γ
∣∣∣∣ ≤ − dµdQ + 2γ1−α
(
dµ
dQ
)α
+ γ. (406)
Integrating with respect to dQ both sides of (405), we
obtain
|µ− γQ| ≥ µ(X )− 2γ1−α
∫ (
dµ
dQ
)α
dQ+ γ (407)
and (51) follows by rearrangement. Integrating with
respect to dQ on both sides of (406), we obtain
|µ− γQ| ≤ −µ(X ) + 2γ1−α
∫ (
dµ
dQ
)α
dQ+ γ
(408)
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and (52) follows by rearrangement.
5) Immediate from the previous result, the definition of
smooth Re´nyi divergence, and the triangle inequality
(21).
6) ⇒: By assumption there exists a nonnegative finite
measure µ such that E1(P‖µ) ≤  and µ ≤ γQ. Then
from Proposition 6,
Eγ(P‖Q) ≤ E1(P‖µ) + Eγ(µ‖Q)
≤ + 0.
⇐: Define µ by dµdQ := min{dPdQ , γ}. Since{
dP
dQ > γ
}
=
{
dP
dµ > 1
}
,
E1(P‖µ) = P
(
dP
dQ
> γ
)
− µ
(
dP
dQ
> γ
)
= P
(
dP
dQ
> γ
)
− γQ
(
dP
dQ
> γ
)
≤ Eγ(P‖Q).
Then D∞(µ‖Q) ≤ log γ implies that D−∞ (P‖Q) ≤
log γ.
7) “≥”: let A be a set achieving the minimum in (45). Let
µ be the restriction of P on A. Then by definition (45)
we have
E1(P‖µ) = P (Ac) ≤  (409)
therefore
D+0 (P‖Q) ≥ − log β1−(P,Q). (410)
“≤”: fix arbitrary δ > 0 and let µ be a nonnegative
measure satisfying
D+0 (P‖Q) < D0(µ‖Q) + δ. (411)
Define A := supp(µ). Then
P (Ac) = P (Ac)− µ(Ac) (412)
≤ E1(P‖µ) (413)
≤ , (414)
hence
D+0 (P‖Q)− δ ≤ D0(µ‖Q) (415)
= − logQ(A) (416)
≤ − log β1−(P,Q) (417)
and the result follows by setting δ ↓ 0.
8) In the case of non-atomic P , there exists a set A ⊆
{x : ıP‖Q(x) > τ} such that P (A) = 1− . Then
β1−(P,Q) ≤ Q(A) (418)
≤ exp(−τ)P (A). (419)
We obtain (55) by taking the logarithms on both sides of
the above and invoking Part 7. When P is not necessarily
non-atomic, since P (ıP‖Q > τ) ≥ 1− ,
β1−(P,Q) ≤ Q(ıP‖Q > τ) (420)
≤ exp(−τ)P (ıP‖Q > τ) (421)
≤ exp(−τ) (422)
and again the result follows by taking the logarithms on
both sides of the above.
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• Codebook generation: (cij)1≤i≤M,1≤j≤L according to
Q⊗MLX .
• Decoders: Fix an arbitrary constant δ > 0. Upon observ-
ing z, Decoder 1 outputs as a list all 1 ≤ i ≤ M such
that there exists 1 ≤ j ≤ L satisfying{
ı¯Z;X(z; cij) > log(LMA) + δ
ıZ;X(z; cij) > log
LM
T + δ
(423)
if there is at least one such an i, or declares that no
message is sent (i.e. outputs an empty list) if otherwise.
Decoder 2 outputs as a list all 1 ≤ i ≤M such that there
exists 1 ≤ j ≤ L satisfying
ıZ;X(z; cij) > log
LM
T
+ δ (424)
if there exists at least one such i and in addition,
ıQZ‖piZ (z) > logA, (425)
or declares that no message is sent if otherwise. De-
coder 3 outputs {1, . . . ,M} as the list if (425) holds
(so that the list size equals M ), or otherwise declares
no message.
• Error analysis: we denote by L the list of messages
recovered by the eavesdropper.
Decoder 1:
P[L 6= ∅|no message]
≤ P
[
max
1≤m≤M,1≤l≤L
ı¯Z;X(Z¯;Xml) > log(LMA) + δ
]
(426)
≤ 1
A
exp(−δ) (427)
where the probability is averaged over the codebook,
(XML, Z¯) ∼ Q⊗MLX × piZ , and (427) used the packing
lemma [26]. Moreover
P[1 /∈ L or L = ∅|W = 1] (428)
≤ P[¯ıZ;X(Z;X) ≤ log(LMA) + δ]
+ P
[
ıZ;X(Z;X) ≤ log LM
T
+ δ
]
(429)
where W denotes the message sent, and (X,Z) ∼ QXZ .
Further,
P[|L| ≥ T + 1|W = 1]
≤ P
[
|L| ≥ T + 1, L ∩
{
2, . . . ,
βM
T
+ 1
}
= ∅
∣∣∣∣W = 1]
+ P
[
L ∩
{
2, . . . ,
βM
T
+ 1
}
6= ∅
∣∣∣∣W = 1] (430)
≤
(
1− βM/T
M
)T
+ P
[
L ∩
{
2, . . . ,
βM
T
+ 1
}
6= ∅
∣∣∣∣W = 1] (431)
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≤ 1
1 + β
+ e−(β+1)
+ P
[
max
2≤m≤ βMT +1,1≤l≤L
ıZ;X(Zˆ;Xml) > log
LM
T
+ δ
]
(432)
≤ 1
1 + β
+ e−(β+1) + β exp(−δ) (433)
where
– To see (431), note that by the symmetry among the
messages 2, . . . ,M , for any t ≥ T ,
P
[
L ∩
{
2, . . . ,
βM
T
+ 1
}
= ∅
∣∣∣∣W = 1, |L \ {1}| = t]
(434)
=
(
1− βM/T
M − 1
)t
(435)
≤
(
1− βM/T
M
)T
. (436)
– In (432) (XML, Zˆ) ∼ Q⊗MLX × QZ , and we used
the inequality (287).
– (433) used the packing lemma [26].
In summary,
P[error|no message] ≤ 1
A
exp(−δ), (437)
and for each m = 1, . . . ,M , by the union bound and by
the symmetry in codebook generation we have
P[error|W = m] ≤ P[¯ıZ;X(Z;X) ≤ log(LMA) + δ]
+ P
[
ıZ;X(Z;X) ≤ log LM
T
+ δ
]
+
1
1 + β
+ e−(β+1) + β exp(−δ).
(438)
Decoder 2:
P[L 6= ∅|no message] ≤ P[ıQZ‖piZ (Z¯) > logA] (439)
≤ 1
A
P[ıQZ‖piZ (Z) > logA]
(440)
≤ 1
A
(441)
where Z¯ ∼ piZ and Z ∼ QZ , and (440) used the change
of measure. On the other hand,
P[L 6= ∅, 1 /∈ L|W = 1]
≤ P
[
ıZ;X(Z;X) ≤ log LM
T
+ δ
]
(442)
and
P[L = ∅|W = 1] ≤ P[ıQZ‖piZ (Z) ≤ logA], (443)
Moreover, as in (433), we have
P[|L| ≥ T + 1|W = 1]
≤ 1
1 + β
+ e−(β+1) + β exp(−δ) (444)
By union bound,
P[error|no message] ≤ 1
A
; (445)
and for each m = 1, . . . ,M ,
P[error|W = m] ≤ P
[
ıZ;X(Z;X) ≤ log LM
T
+ δ
]
+ P[ıQZ‖piZ (Z) ≤ logA]
+
1
1 + β
+ e−(β+1) + β exp(−δ).
(446)
• Decoder 3:
The analysis is similar to that of Decoder 2 and the result
follows from (440) and (443).
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