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I. INTRODUCTION
In the last few years, scattering amplitudes in N = 4 super Yang-Mills theory have been
the subject of intense study. One motivation for this interest is the desire to probe the
N = 4 theory in different ways than before.
Related to this, different questions can be asked and, indeed, some of them have already
been answered. One natural question is: What is the form of the scattering amplitudes at
strong ’t Hooft coupling?
The first steps towards answering this question were made in Ref. [18] where Anastasiou,
Bern, Dixon and Kosower discovered an iteration relation for the two-loop splitting functions
and proposed that a similar relation holds for the MHV scattering amplitudes. Later, in
Ref. [19], Bern, Dixon and Smirnov conjectured that a similar relation holds to all orders in
perturbation theory, after performing a three-loop check. This is known as the BDS ansatz
in the literature.
By the AdS/CFT correspondence (see Refs. [5, 6, 7]) we know that the natural framework
to address questions about the strongly-coupled gauge theory is to use the gravitational dual
of the theory. The scattering amplitudes have been analyzed in this context in a ground-
breaking paper by Alday and Maldacena (see Ref. [8]). This paper hinted that there may be
a connection between scattering amplitudes and Wilson loops in N = 4 super Yang-Mills.
The connection of the scattering amplitudes with the Wilson loops was known to hold for
the infrared divergent parts. (More precisely, the IR divergences of the scattering amplitude
can be put into correspondence with the UV divergences of some Wilson loop with cusps.
See Refs. [9, 10, 11, 12, 13, 14, 15, 16, 17] for more information on IR divergences of the
scattering amplitudes.)
The connection between Wilson loops and MHV scattering amplitudes was confirmed
by weak coupling computations in Refs. [20, 21, 22, 23, 28] for Wilson loops. See also
Refs. [4, 29, 30, 31, 32, 36, 37] for scattering amplitudes computations. At strong coupling,
the connection between Wilson loops and scattering amplitudes was analyzed in Refs. [43,
44, 45].
Unfortunately the BDS ansatz was shown to break down (see Refs. [32, 38, 39, 40]).
Correcting the BDS ansatz is still an important open problem. Recently there has been
some progress in finding the strong-coupling answers for higher-point scattering amplitudes
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(see Refs. [41, 42]).
Another question about scattering amplitudes is: What is the link with integrability?
Indeed, it is known that the N = 4 theory is integrable (at strong coupling the worldsheet
sigma model describing the planar limit of the dual string theory is integrable as shown in
Ref. [46], while at weak coupling the dilatation operator is the Hamiltonian of an integrable
system, as shown in Ref. [47] and subsequent papers).
It is fair to say that the implications of integrability for the scattering amplitudes are not
completely understood. In this context, it is worthwhile to mention that a new symmetry
was discovered, the dual conformal symmetry. This symmetry was proposed and studied in
a series of papers [20, 23, 24, 25, 26, 27, 48] and it was later extended to a dual conformal
supersymmetry in Ref. [49]. It was later understood (see Ref. [50]) that the dual conformal
supersymmetry is part of a Yangian structure.
It is fascinating to ask if the amplitudes are completely constrained by the symmetries.
This question has been investigated recently in Refs. [51, 52]. However, a more detailed
understanding is needed at loop level, since some of these symmetries are broken by quantum
corrections.
A different line of attack in understanding the scattering amplitudes is by studying them
in twistor space. The twistor space approach was pioneered by Penrose (see Refs. [62, 63])
and was revived more recently following work by Witten (see Ref. [53]).
The twistor constructions are still mysterious and poorly understood, but there are strong
hints that the twistor picture can be very useful. Indeed, some recent papers (see Refs. [54,
56]) have been re-emphasizing the view that space-time physics should play a secondary
role, and all the computations should be done in twistor language. This is in line with what
Penrose proposed in his early work on twistor theory.
However, one would like to be able to relate the “space-time” physics to the “dual” twistor
space picture, and so far this has proven to be an elusive target. Despite the difficulty of the
problem, some progress has been made. The BCFW1 recursion relations (see Ref. [57]) were
given a natural translation in ambi-twistor space in Refs. [54, 55] where they were shown to
be related to the diagrammatic approach of Hodges (see Ref. [60]).
1 The supersymmetric version of these recursion relations first discussed in Refs. [58, 59] are naturally
represented in the supersymmetric version of the ambi-twistor space.
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The action of the conformal symmetry is obvious in twistor space, but the dual conformal
symmetry is not. In a recent paper [61], Hodges introduced the “momentum-twistors,” which
are obtained by a twistor transform of the dual space, which is the space on which the dual
conformal transformations act. Interestingly, in this language the full dihedral symmetry of
the planar amplitudes becomes manifest.
II. REVIEW
The n-point ℓ-loop planar N = 4 scattering amplitude can be written as follows
A(ℓ)n = g
n−2aℓ
∑
σ∈Sn/Zn
tr
(
T σ(1) · · ·T σ(n)
)
A(ℓ)n (σ(1), . . . , σ(n)), (1)
where T a are the generators of the SU(Nc) gauge group and the sum runs over the cyclically
unrelated permutations of the external lines. The su(Nc) algebra generators are normalized
by tr(T aT b) = δab (which is different from the usual normalization tr(T aT b) = 1
2
δab). We
have also used the notation
a ≡ (4πe−γ)ǫ
λ
8π2
, (2)
where ǫ = 4−D
2
is the dimensional regularization parameter, λ = g2Nc is the ’t Hooft coupling
and γ = −Γ′(1) is the Euler constant.
For MHV amplitudes the supersymmetry insures that the loop amplitudes are propor-
tional to the tree amplitudes and therefore it is convenient to define the ratios
M (ℓ)n =
A
(ℓ)
n
A
(0)
n
. (3)
The quantities Mn are scalars and can be written as a sum of a scalar and a pseudoscalar
part (also called parity even and parity odd parts). In the MHV case, the quantities M
(ℓ)
n
can be decomposed over a basis of integrals.
In a Feynman diagram computation the integrals are normalized as∫
dDp
(2π)D
, (4)
but by taking into account the normalization in Eq. (1) we get an extra factor of (4π)
D
2 eγǫ
per loop. In fact, it is conventional to also include a factor of −i to obtain a normalization
by
− iπ−
D
2 eγǫ
∫
dDp. (5)
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After normalizing the integrals in this way, the only loop dependent factor in Eq. (1) is
(
λ
2
)ℓ
.
The integrals appearing in the result of a unitarity computation can be thought of as
arising from a corresponding Feynman diagram computation after applying a large number
of algebraic transformations. Even though in practice these algebraic transformations can
generally not be applied explicitly because of an explosion in complexity, they can be ap-
plied in principle. This is important because the transformations preserve the momentum
conservation constraints so the integrals after reduction have the same structure as inte-
grals arising from Feynman diagrams. It is therefore appropriate to associate a graph to
each of these integrals. This associated graph doesn’t have any degree two vertices2 and
the only degree one vertices are the external vertices (of course, when we write down the
integral associated to a given diagram we don’t include propagators for the external on-shell
momenta). This restriction on the degree of the vertices is obvious because the algebraic
transformations can only increase the degree of a vertex (by eliminating an incident edge or,
in Feynman diagram language, by canceling a propagator) and the minimal degree is three.
Note also the we can restrict to 1PI graphs because each one-particle reducible graph
differs from the 1PI graph obtained by collapsing all the bridges3 by a multiplicative factor
determined uniquely by the external momenta.
From now on, when we talk about graphs we mean planar graphs subject to the above
restrictions.
III. DESCRIPTION OF THE COMPUTATIONAL PROCEDURE
The computation was done by using the unitarity method (see Refs. [1, 2, 3]). For
applying this method, we need to find a set of cuts which detect all the possible integrals
appearing in the result.
The graphs associated to the integrals (see Sec. II for a discussion) can be divided in
two categories: the graphs where the two loops share an edge, and the graphs where the
two loops only share a vertex4 (the latter have been called “kissing topologies”). Then,
the external lines can be attached to the left or right loops or they can be attached to the
2 The degree of a vertex is the number of incident edges.
3 A bridge is an edge whose removal disconnects the graph.
4 This is called a cut vertex or an articulation point in graph-theory language.
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vertices incident with the edge common to both loops or to the vertex shared by the the two
loops. Because we are computing a color ordered amplitude the ordering of external legs is
important.
It should be clear that all the graphs satisfying the conditions formulated above can be
cut as in Fig. 1, for some distribution of the external legs in the subsets A, B, C and D.
Below we will use two-particle cuts of the type described in Fig. 1. Some other types of cuts
are possible, but the ones we will use have the advantage that they can be computed using
uniquely MHV tree-level amplitudes.
In practice, one should distinguish between several cases. The differences between these
cases arise from the different form of the tree amplitudes and of the momentum conservation
conditions. If the sets A, B, C andD contain more that two external lines then, after dividing
by the tree-level amplitude, the answer will only depend on the first and the last particle
in each set (here we order the sets in the same way as the external particles). Moreover, it
is easy to see that there are no constraints among the momenta which are present in the
ratio to the tree amplitude, because the momenta of the “missing” particles can be adjusted
to satisfy momentum conservation. This is not the case if the sets A or C contain only
two particles. Then, there are momentum conservation constraints that must be taken into
account and this will change the form of the result. This necessitates a special treatment
for these cases. Other special cases occur when either of the sets B and D has zero, one or
two particles.
Considering all these possibilities, one can see that the cuts in Table III are sufficient to
detect all the integrals, or their symmetric under the group generated by the horizontal and
vertical flips. Note that some of these cuts are specific to some fixed number of particles
and have been computed before. Two cuts for an arbitrary number of particles have been
computed in Ref. [4].
Our method of computation, which we will describe in more detail below, requires that
the answer be expressible in terms of a finite number of types of integrals, even though
the number of external legs is unbounded. For this reason we will impose a number of
restrictions on the integrals we include in the ansatz. Our computation will confirm that
the ansatz has all the right singularities.
Unlike in the one-loop case, at two loops no basis of integrals is known but, based on
previous computations, one can make some reasonable assumptions. For example, we don’t
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nr A B C D n
1 2 0 2 0 n = 4
2 2 0 2 1 n = 5
3 2 0 2 2 n = 6
4∗ 2 0 2 > 2 n ≥ 7
5 2 0 > 2 0 n ≥ 5
6∗ 2 0 > 2 1 n ≥ 6
7∗ 2 0 > 2 2 n ≥ 7
8∗ 2 0 > 2 > 2 n ≥ 8
9 2 1 2 1 n = 6
10 2 1 2 2 n = 7
11∗ 2 1 2 > 2 n ≥ 8
12∗ 2 1 > 2 1 n ≥ 7
13∗ 2 1 > 2 2 n ≥ 8
14∗ 2 1 > 2 > 2 n ≥ 9
15∗ 2 2 2 2 n = 8
nr A B C D n
16∗ 2 2 2 > 2 n ≥ 9
17∗ 2 2 > 2 2 n ≥ 9
18∗ 2 2 > 2 > 2 n ≥ 10
19∗ 2 > 2 2 > 2 n ≥ 10
20∗ 2 > 2 > 2 > 2 n ≥ 11
21 > 2 0 > 2 0 n ≥ 6
22∗ > 2 0 > 2 1 n ≥ 7
23∗ > 2 0 > 2 2 n ≥ 8
24∗ > 2 0 > 2 > 2 n ≥ 9
25∗ > 2 1 > 2 1 n ≥ 8
26∗ > 2 1 > 2 2 n ≥ 9
27∗ > 2 1 > 2 > 2 n ≥ 10
28∗ > 2 2 > 2 2 n ≥ 10
29∗ > 2 2 > 2 > 2 n ≥ 11
30∗ > 2 > 2 > 2 > 2 n ≥ 12
TABLE I: The set of cuts used to compute the planar two-loop MHV amplitude. The columns
two through four list the number of particles in the subsets A, B, C and D as described in Fig. 1.
Note that we treat separately the cases with 2 and > 2 particles in subsets A and C and also the
cases with 0, 1, 2 and > 2 particles in subsets B and D (the reason for distinguishing between
these cases will be explained in the text). We marked the cuts that we computed in this paper by
a star; the unstarred cuts were computed previously.
expect to find any integrals with a triangle sub-diagram. We also expect to find only
conformal integrals in the computation of the even part (even though this expectation has
not been proven, it has been borne out by explicit computations). Note that the assumption
that only conformal integrals appear in the even part of the amplitude implies the absence
of integrals with triangle and bubble sub-diagrams.
Another important restriction which can be proposed on the basis of the results in Ref. [4]
is the absence of integrals containing higher polygons. More precisely, the restriction can
be formulated as follows. Consider the graphs where the two loops share an edge, and the
7
FIG. 1: The generic form of the cuts we computed. The subsets of particles B and D can be empty
while the number of particles in the subsets A and C is at least two.
graphs where the two loops only share a vertex. For the graphs of the first kind we impose
the restriction that they should not contain any hexagons or higher polygons, while for
the graphs of the second kind we impose the condition that they should not contain any
pentagons or higher polygons. This has been shown to be true in the n = 7 case by the
computation in Ref. [4], but we consider that evidence to be strong enough to justify its
extension beyond n = 7. Another way to formulate this constraint is to say that we do not
include in our ansatz any integral which has a loop with four or more independent external
momenta. In this formulation, the constraint on the admissible integrals may hold at higher
loops and for non-MHV amplitudes.
The constraints one can impose on the integrals are not only of topological nature, as
above. In fact, even after imposing the restrictions above there are many possibilities of
attaching the external particles to the underlying topology. When several massless external
particles attach to the same point, they can be effectively treated as a massive external
momentum. A first guess would be that the integral coefficients don’t depend on the number
of particles attached at each point, but only on whether the legs are massless or massive.
This is supported by the one-loop computation in Ref. [1] and also by the leg addition rule
of Ref. [4].
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FIG. 2: Two integrals with one massive leg, but with different integral coefficients. The six-point
integral has coefficient zero as shown in Ref. [32] while the seven-point integral has coefficient
non-zero as shown in Ref. [4].
FIG. 3: The legs shown in this figure must be massless. Integrals where at least one of these legs
is massive have coefficient zero and therefore don’t appear in the MHV result.
However, the results of the six- and seven-point computations suggest that things are
not so simple. Indeed, the six-point integral in Fig. 2 was shown to have coefficient zero in
Ref. [32], while the seven-point integral in Fig. 2 was shown to have a non-zero coefficient
in Ref. [4].
This difference can be explained in the same way as above; when any of the sets B and
D of a given cut have two particles the momentum conservation constraint is different, so
it’s not surprising that some integral coefficients detected by that cut are modified.
The results of Ref. [4] suggest even further constraints on the positions of the massless
and massive external legs. In the seven-point result the integrals with the topologies in
Fig. 3 have massless momenta attached at the positions indicated by the external lines.
We will start with the assumption that this holds for an arbitrary number of points. This
assumption is significant because it drastically reduces the number of integrals we need to
consider.
Let us recapitulate the ingredients of our ansatz. We start with a set of integrals with
topologies of “kissing” double boxes, double boxes, box-pentagon and double pentagons with
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massless legs in the positions indicated in Fig. 3. We distinguish between the integrals with
two or more legs attached at the vertices of the common edge to the two loops (see Fig. 2).
One can now list all the topologies compatible with the above constraints, and check
that there are only a finite number of possibilities. Each of these topologies can be made
into a conformal integral by adding appropriate numerator factors. For the even part, these
numerator factors are conformal factors times rational coefficients. Our purpose will be to
determine these rational coefficients.
As we already mentioned it is essential that only a finite number of unknowns need to be
found. These unknowns can be determined as follows:
• for each cut in Table III find the topologies possessing the required propagators.
• for each of these topologies find all the possible ways of adding conformal numera-
tors and associate to each of these “conformal dressings” an unknown which needs
to be determined. This unknown is the coefficient of the conformal dressing under
consideration.
• compute the product of tree amplitudes and divide by the global tree amplitude. This
should be equal to the sum of integrals, subject to the on-shell conditions imposed by
the cuts. In order to isolate the even part, take sum between this ratio and its parity
conjugate5 and divide by two.
• generate random kinematics satisfying momentum conservation and on-shell con-
straints.6 By using this kinematics, one can obtain numerical equations for the un-
known coefficients. By generating enough equations and solving the corresponding
linear system all the unknown coefficients can be found. Up to rounding errors all the
coefficients are found to be simple rational numbers.
Some of the topologies we consider have symmetries which can be used to reduce the
number of unknowns. We have found that using these symmetries greatly reduces the
5 The parity conjugate of an expression containing spinor products is obtained by swapping angle and
square products (〈 〉 ↔ [ ]).
6 It is important to note that the ratio of the product of tree amplitudes to the global tree amplitude
only depends on a finite (and rather small) number of momenta. This circumstance allows a numerical
evaluation which otherwise would not be possible.
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complexity of the computations. It has also been useful to use the results for the cuts
already computed when computing the coefficients of integrals detected by new cuts. In this
way, one can insure the consistency of results from different cuts and reduce the number of
unknowns at the same time.
Let us make a further comment about our computation procedure. The conformal inte-
grals with pentagon loops have numerators containing the loop momenta in combinations
like (k + l)2, where l is the loop momentum and k is an external on-shell momentum. If
the propagator with momentum l is cut then, on that cut, one cannot distinguish between
(k+ l)2 and 2k · l. However, it is easy to see that one can choose to cut another propagator
and in that case this ambiguity does not arise and the numerator factor is uniquely defined.
IV. RESULTS
We use dual variable notation (see Ref. [48]) for the integrals. The external dual variables
are listed in clockwise direction. To the left loop we associate the dual variable xp and to
the right loop we associate the dual variable xq. We use the notation xij ≡ xi − xj .
We introduce the following notation which will be useful in the following

a b c · · ·
a′ b′ c′ · · ·

 = x2aa′x2bb′x2cc′ · · · ± (permutations of {a′, b′, c′, . . .}). (6)
The sign ± above takes into account the signature of the permutation of {a′, b′, c′, . . .}. It
is easy to show that 
a b c · · ·
a′ b′ c′ · · ·

 = det
i∈{a,b,c,··· }
j∈{a′,b′,c′,··· }
x2ij . (7)
For some topologies, the expansion of the
[ ]
symbol yields terms that would cancel
propagators. For those cases we make the convention that all the terms that would cancel
propagators are absent. In fact, as we will see, terms that would cancel propagators of the
double pentagon topologies naturally yield coefficients for some of the topologies with a
smaller number of propagators.
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A. Double box topologies
In the case of the double box topologies the massive legs attached to the vertices incident
with the common edge have to be a sum of at least three massless momenta. The cases
where these massive legs are the sum of two massless momenta are treated separately in the
subsection. IVA7. This distinction only arises for the double box topologies.
1. No legs attached
1
2
(
x2a,a+2
)2
x2a−1,a+1 (8)
1
4
(
x2ab
)2
x2a−1,a+1 (9)
−
1
4
x2ab
(
x2a,b−1x
2
a−1,b − x
2
abx
2
a−1,b−1
)2
(10)
2. One massless leg attached
1
4
(
x2a,b+1x
2
a+1,b − x
2
abx
2
a+1,b+1
)
x2a+2,b (11)
1
4
(
−x2a−1,bx
2
a,a+2x
2
a+1,b + x
2
a−1,a+2x
2
abx
2
a+1,b−
− x2a−1,a+1x
2
abx
2
a+2,b
)
(12)
−
1
4
x2abx
2
a+1,bx
2
b−1,b+1 (13)
−
1
4
x2a−3,ax
2
a−2,ax
2
a−1,a+1 (14)
12
14
(
x2a−4,a−1x
2
a−3,a − 2x
2
a−4,ax
2
a−3,a−1
)
x2a−2,a (15)
3. Two massless legs attached
1
4
(
x2a,b+2x
2
a+1,bx
2
b−1,b+1 − x
2
a,b+1x
2
a+1,bx
2
b−1,b+2+
+ x2a,b+1x
2
a+1,b−1x
2
b,b+2
)
(16)
1
4
(
−x2a−1,b−1x
2
a,b+1x
2
a+1,b + x
2
a−1,b−1x
2
abx
2
a+1,b+1−
− x2a−1,a+1x
2
abx
2
b−1,b+1
)
(17)
1
4
(
x2a−2,a+3x
2
a−1,a+1x
2
a,a+2 − 2x
2
a−2,a+2x
2
a−1,a+1x
2
a,a+3+
+ x2a−2,a+1x
2
a−1,a+2x
2
a,a+3 − x
2
a−2,ax
2
a−1,a+2x
2
a+1,a+3
)
(18)
4. One massive leg attached
1
4
x2a−2,ax
2
a−1,a+1x
2
a,a+2 (19)
1
4
(
x2a−1,a+1x
2
a,b−1x
2
a+1,b − x
2
a−1,a+1x
2
abx
2
a+1,b−1
)
(20)
0 (21)
1
4
(
x2acx
2
a+1,bx
2
b,c−1 − x
2
abx
2
a+1,cx
2
b,c−1−
− x2a,c−1x
2
a+1,bx
2
bc + x
2
abx
2
a+1,c−1x
2
bc
)
(22)
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0 (23)
0 (24)
5. One massless leg and one massive leg attached
−
1
4
x2a−2,ax
2
a−1,a+2x
2
a+1,a+3 (25)
0 (26)
1
4
x2a−2,a
(
x2a−1,bx
2
a+1,b−1 − x
2
a−1,b−1x
2
a+1,b
)
(27)
1
4
(
−x2acx
2
a+1,bx
2
b+1,c−1 + x
2
abx
2
a+1,cx
2
b+1,c−1+
+ x2a,c−1x
2
a+1,bx
2
b+1,c − x
2
abx
2
a+1,c−1x
2
b+1,c
)
(28)
0 (29)
0 (30)
6. Two massive legs attached
0 (31)
14
0 (32)
0 (33)
0 (34)
7. Extra double boxes
1
4
(
−x2a−2,bx
2
a−1,a+2x
2
a+1,b + x
2
a−2,a+2x
2
a−1,bx
2
a+1,b+
+ x2a−2,bx
2
a−1,a+1x
2
a+2,b − x
2
a−2,a+1x
2
a−1,bx
2
a+2,b
)
(35)
−
1
4

a+ 1 b− 1 b
b b+ 1 a− 1

 (36)
0 (37)
−
1
4

 a a + 1 a + 2
a + 2 a + 3 a− 2

 (38)
1
4
(
x2a−3,a+1x
2
a−2,a+2 − x
2
a−3,a+2x
2
a−2,a+1
)
x2a,a+2 (39)
−
1
4

a+ 1 b− 1 b
b+ 1 b+ 2 a− 1

 (40)
0 (41)
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−
1
4

 a a + 1 a + 2
a + 3 a + 4 a− 2

 (42)
1
4
(
x2a−3,a+3x
2
a−2,a+1 − x
2
a−3,a+1x
2
a−2,a+3
)
x2a,a+2 (43)
−
1
4

a− 1 a a+ 1
a+ 3 a− 4 a− 3

 (44)
0 (45)
0 (46)
−
1
2

2 3 4
6 7 8

 (47)
0 (48)
−
1
4

a− 2 a− 1 a
a+ 2 b− 1 b

 (49)
−
1
4

a− 3 a− 2 a− 1
a+ 1 a + 2 a+ 3

 (50)
0 (51)
0 (52)
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−
1
4

 a a + 1 b− 1
b+ 1 c− 1 c

 (53)
B. Kissing double-box topologies
−
1
4

a a + 1 b− 1 b
b b+ 1 a− 1 a

+ 1
4

 a a + 1
b− 1 b



 b b+ 1
a− 1 a

 =
1
4
(
x2a−1,b+1x
2
a+1,b−1
(
x2ab
)
2 − x2a−1,b−1x
2
a+1,b+1
(
x2ab
)
2+
+ x2a−1,a+1x
2
b−1,b+1
(
x2ab
)
2 − x2a−1,bx
2
a,b+1x
2
a+1,b−1x
2
ab−
− x2a−1,b+1x
2
a,b−1x
2
a+1,bx
2
ab + x
2
a−1,b−1x
2
a,b+1x
2
a+1,bx
2
ab+
+ x2a−1,bx
2
a,b−1x
2
a+1,b+1x
2
ab
)
(54)
−
1
4

a+ 1 a+ 2 b− 1 b
b b+ 1 a− 1 a

+ 1
4

a− 1 a
b b+ 1



a + 1 a + 2
b− 1 b


(55)
−
1
4

a+ 1 a+ 2 b− 1 b
b+ 1 b+ 2 a− 1 a

+ 1
4

a+ 1 a+ 2
b− 1 b



b+ 1 b+ 2
a− 1 a


(56)
−
1
4

a a+ 1 b− 1 b
b b+ 1 c− 1 c

+ 1
4

 a a+ 1
b− 1 b



 b b+ 1
c− 1 c

 (57)
−
1
4

 a a+ 1 b− 1 b
b+ 1 b+ 2 c− 1 c

+ 1
4

 a a + 1
b− 1 b



b+ 1 b+ 2
c− 1 c


(58)
−
1
4

a a + 1 b− 1 b
c c+ 1 d− 1 d

+ 1
4

 a a + 1
b− 1 b



 c c+ 1
d− 1 d

 (59)
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C. Box-Pentagon topologies
1. No legs attached
1
4
x2abx
2
a+1,q
(
x2a,b+1x
2
a−1,b − x
2
abx
2
a−1,b+1
)
(60)
1
2
x2a,a+2x
2
a+1,q
(
x2a−1,a+2x
2
a,a+3 − x
2
a−1,a+3x
2
a,a+2
)
(61)
2. One massless leg attached
1
4
(
x2a−1,b+1x
2
ab − x
2
a−1,bx
2
a,b+1
) (
x2a+1,qx
2
a+2,b − x
2
a+1,bx
2
a+2,q
)
(62)
1
4
x2a−1,b
(
x2abx
2
a+1,qx
2
b−1,b+1 + x
2
a,b+1x
2
a+1,bx
2
b−1,q − x
2
abx
2
a+1,b+1x
2
b−1,q
)
(63)
1
4
(
x2a−4,ax
2
a−3,ax
2
a−2,qx
2
a−1,a+1 − x
2
a−4,a+1x
2
a−3,ax
2
a−2,ax
2
a−1,q+
+ 2x2a−4,ax
2
a−3,a+1x
2
a−2,ax
2
a−1,q − x
2
a−4,ax
2
a−3,ax
2
a−2,a+1x
2
a−1,q
)
(64)
3. One massive leg attached
0 (65)
1
4
(
x2aqx
2
a+1,b − x
2
abx
2
a+1,q
) (
x2bcx
2
b+1,c−1 − x
2
b,c−1x
2
b+1,c
)
(66)
1
4
x2a−1,a+1x
2
aq
(
x2a+1,b−1x
2
a+2,b − x
2
a+1,bx
2
a+2,b−1
)
(67)
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4. One massless, one massive leg attached
0 (68)
−
1
4

 a a + 1 b b+ 1
b+ 2 c− 1 c q

 . (69)
Note that in the previous formula we suppress the terms containing x2b+1,q which would
otherwise cancel a propagator of the underlying topology. When expanded out, the expres-
sion above has 12 terms.
−
1
4

a− 2 a− 1 a a + 1
a+ 2 b− 1 b q

 . (70)
In the previous formula we suppress the terms containing x2a+1,q which would otherwise
cancel a propagator of the underlying topology.
5. Two massless legs attached
1
4

 a a + 1 b− 1 b
b+ 1 b+ 2 a− 1 q

 (71)
In the previous formula we suppress the terms containing x2a+1,q which would otherwise
cancel a propagator of the underlying topology.
19
14

a− 2 a− 1 a a + 1
a + 2 a+ 3 a− 3 q

−1
4

a− 1 a a+ 1 a+ 2
a+ 3 a− 3 a− 2 q

 =
1
4
(
−x2a−3,a+1x
2
a−2,a+3x
2
a−1,qx
2
a,a+2 + x
2
a−3,a−1x
2
a−2,a+3x
2
a+1,qx
2
a,a+2−
− x2a−3,a+2x
2
a−2,a+1x
2
a−1,qx
2
a,a+3 + 2x
2
a−3,a+1x
2
a−2,a+2x
2
a−1,qx
2
a,a+3+
+ x2a−3,a+1x
2
a−2,a+3x
2
a−1,a+2x
2
aq + x
2
a−3,a+2x
2
a−2,a+1x
2
a−1,a+3x
2
aq−
− 2x2a−3,a+1x
2
a−2,a+2x
2
a−1,a+3x
2
aq + x
2
a−3,a+2x
2
a−2,ax
2
a−1,qx
2
a+1,a+3−
− 2x2a−3,ax
2
a−2,a+2x
2
a−1,qx
2
a+1,a+3 + 2x
2
a−3,a−1x
2
a−2,a+2x
2
aqx
2
a+1,a+3−
− x2a−3,ax
2
a−2,a+3x
2
a−1,a+2x
2
a+1,q − x
2
a−3,a+2x
2
a−2,ax
2
a−1,a+3x
2
a+1,q+
+2x2a−3,ax
2
a−2,a+2x
2
a−1,a+3x
2
a+1,q−2x
2
a−3,a−1x
2
a−2,a+2x
2
a,a+3x
2
a+1,q
)
.
(72)
We have written down this formula to emphasize how nontrivial it is. We suppress
the terms containing x2a−2,q and x
2
a+2,q, respectively. These terms would otherwise cancel a
propagator of the underlying topology. We will see below that the box-pentagon topologies
with massless legs attached to the vertices of the edge common to both loops can in fact be
seen to originate in double-pentagon topologies, by cancelling some propagators.
D. Double pentagon topologies
1. No legs attached
−
1
4

a a+ 1 b− 1 b p
b b+ 1 a− 1 a q

 (73)
In the expansion of the above formula we drop terms that would cancel propagators (in
this case, the terms containing x2ap, x
2
aq, x
2
bp, x
2
bq, or x
2
pq). This expression has 6 terms when
expanded.
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2. One massless leg attached
−
1
4

a+ 1 a+ 2 b− 1 b p
b b+ 1 a− 1 a q

 (74)
In the formula above we drop terms that would cancel propagators (in this case, the
terms are x2bp, x
2
bq and x
2
pq). This expression has 15 terms when expanded.
3. One massive leg attached
−
1
4

a a + 1 b− 1 b p
b b+ 1 c− 1 c q

 (75)
In the formula above we drop terms that would cancel propagators (in this case, the
terms containing x2bp, x
2
bq or x
2
pq). This expression has 16 terms when expanded.
4. Two massless legs attached
−
1
4

a+ 1 a+ 2 b− 1 b p
b+ 1 b+ 2 a− 1 a q

 (76)
In the formula we drop terms that would cancel propagators (in this case, the terms
containing x2pq). This expression has 64 terms when expanded.
5. One massless, one massive leg attached
−
1
4

 a a+ 1 b− 1 b p
b+ 1 b+ 2 c− 1 c q

 (77)
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In the formula above we drop terms that would cancel propagators (in this case, the
terms containing x2pq). This expression has 78 terms when expanded.
6. Two massive legs attached
−
1
4

a a+ 1 b− 1 b p
c c+ 1 d− 1 d q

 (78)
In the formula above we drop terms that would cancel propagators (in this case, the terms
containing x2pq). When expanded, the above expression contains 96 terms. The number of
conformal dressings is 160 (the number of coefficients unrelated by symmetries is lower).
E. Assembly of the result
As explained in Sec. II, for the MHV amplitudes the ratio between the ℓ-loop amplitude
and the tree-level amplitude can be written as a sum between parity even and parity odd
contributions
M (ℓ)n = M
(ℓ),even
n +M
(ℓ),odd
n . (79)
Then, the even part can be written
M (2),evenn = −π
−De2γǫ
∫
dDxpd
Dxq
∑
σ
∑
i∈Topologies
siciIi, (80)
where the first sum runs over cyclic and anti-cyclic permutations of the external legs, the
second sum runs over all the topologies, si is a symmetry factor associated to topology i,
ci is the numerator of the topology i, as listed in Sec. IV and Ii is the denominator or the
product of propagators in the topology i.
Apart from the parity odd part which we have not computed, there is also a contribution
which is not detectable from four-dimensional cuts, denoted by M (2),µ. This part of the
result is such that its integrand vanishes in four dimensions, but the integral itself can give
contributions to the divergent and finite parts. In Ref. [32], for n = 6 case, this part of the
result was found to be closely related to O(ǫ) contributions at one loop, M (1),µ.
Based on previous computations we expect that the odd part and the µ integrals will
not be needed in order to compare with the Wilson loop results. The odd parts could be
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computed by using the leading singularity method (see Ref. [33] and also [34, 35]) or the
technique of maximal cuts of Ref. [31]. In order to compute M (2),µ, one would have to
compute D-dimensional cuts. In practice this is done by computing the cuts of N = 1
super-Yang-Mills in ten dimensions, dimensionally reduced to D dimensions.
V. DISCUSSION
In this paper we computed the even part of the two-loop planar MHV scattering ampli-
tudes in N = 4 super Yang-Mills. The answer can be expressed in terms of a finite (and
relatively small) number of two-loop pseudo-conformal integrals.
A computation of these integrals in dimensional regularization through the finite parts
(of order O(ǫ0)) would be very interesting and would allow a comparison with the results of
Ref. [28], where the corresponding Wilson loop computation was performed.
However, a computation of these integrals seems to be rather difficult. In Ref. [28]
the Wilson loop result was expressed in terms of some master integrals called: “hard”,
“curtain”, “cross”, “Y” and “factorized cross.” These master integrals depend on whether
some momenta are zero, massless or massive (this is similar to the situation for scattering
amplitudes; in that case also, the value of the integral depends on whether the external legs
are massive or massless).
It is interesting to note that for the Wilson loop computation, there are no new master
integrals beyond nine sides (this number arises by considering the “hard” integral where
all the momenta Q1, Q2 and Q3 are massive). For the scattering amplitude, however, new
integrals appear until twelve points, as shown in this paper. It would be interesting to get
a deeper understanding of this “mismatch.”
The results presented in this paper hint that a different organization of the result may
be possible. For example, the coefficients written down using the square brackets symbols
can be assembled over a common denominator whose topology is that of a double pentagon.
Sometimes, the coefficient of a given topology needs to be split into two contributions which
get assembled into different double pentagon topologies (see Eq. (72) for an example).
It is also noteworthy that part of the kissing double boxes coefficient neatly combines with
a double pentagon topology after multiplying the numerator and denominator by x2pq, while
the remaining part has a factorized form. This factorized form is a product of “one-mass”
23
and “two-mass easy” integrals which appear in the one-loop MHV computation, but it is
not equal to the square of the one-loop amplitude.
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