Due to high economic, environmental and social costs resulting from pipe bursts in water distribution systems, development of a reliable and accurate prediction model to assess susceptibility of a pipe to failure is of paramount importance. This paper aims to consider the impact of both static and dynamic factors on pipe failure for long and mid-term predications. Length, diameter and age of pipes are the static and weather is the dynamic factors for the prediction model. To improve the performance of the pipe failure prediction models, the K-means clustering approach is considered. Evolutionary Polynomial Regression (EPR) is used as the pipe failure prediction model. To prepare the database for the prediction model, homogenous groups of pipes are created by aggregating individual pipes using their attributes of age, diameter and soil type. The created groups were divided into training and test datasets using the cross-validation technique. The K-means clustering approach is employed to partition the training data into a number of clusters with similar features based on diameter and age of the pipe groups. An EPR model is developed and calibrated for each data cluster. To predict pipe failures for new (unseen) data, the most suitable cluster is identified and the relevant EPR model is used to obtain the most accurate prediction. The proposed approach is demonstrated by application to a water distribution system in the UK. Comparison of the results shows that the cluster-based prediction model is able to significantly reduce the prediction error of pipe failures. Temperature-related factor is identified as the main dynamic factor influencing the t mid-term prediction of pipe failures. An EPR model is employed to predict the annual variation in the number of failures. Midterm and long-term prediction models are developed to present the relationship between number of pipe failures and temperaturerelated factors for better operation and long term for capital investment respectively.
Introduction
The failure of water distribution networks' pipes is a global concern due to the potential consequences. The water authorities, in order to cope with pipe failure, can follow either a reactive or a proactive approach. In a proactive strategy pipe rehabilitation is scheduled in advance after assessing and forecasting pipe propensity to fail [1] . The proactive strategy includes scheduling the maintenance, improvement and extension of water mains in order to maintain/improve the current level of service. The use of predictive models is an important step in the implementation of the proactive strategy. They can help water utilities to make more informed and accurate decisions for the future planning of pipe rehabilitation and/or replacement.
The pipe failure is the cumulative effect of various pipe-intrinsic (such as material, diameter, and age), operational (such as corrosion, pressure, external stresses) and environmental factors (such as temperature, rainfall, soil conditions) acting on them. Environmental and pipe-intrinsic factors can be divided into static and dynamic (timedependent), while operational factors are inherently dynamic. This paper proposes the use of two different approaches for the long-term and the mid-term prediction of pipe failure. The prediction models provide insights into the relationships between pipe failure and all kinds of factors influencing pipe failure. The long-term approach employs the pipe-intrinsic factors as explanatory variables while the mid-term approach employs the environmental factors.
The paper presents the combined use of Evolutionary Polynomial Regression [2] and K-means clustering method [3] to achieve accurate long-term predictions of the expected number of pipe failures. The mid-term approach uses EPR to predict the number of failures yearly considering weather-related factors as explanatory variables.
Methodology
Figures 1&2 show the framework for the long-term and mid-term prediction of pipe failures. The long-term prediction models consider length, diameter and age and the mid-term prediction models g temperature-related factors as explanatory variables respectively. The prediction models were developed using EPR-MOGA-XL vr.1 [4, 5] .
The proposed methodology for the long-term predictions consists of the following steps (figure 1): Initially, the individual pipes are aggregated into homogenous groups assuming that pipes with similar specific intrinsic properties such as material, diameter and age are expected to have the same breakage pattern [6] . In addition, soil type is used as an aggregation criterion because soil properties have been associated with the corrosion of the metallic pipes [7, 8] and are considered as a major factor contributing to their failure [9, 10] . The total length and the total number of failures of each homogenous group (specific age, diameter and soil type) are calculated as a sum. The original database which includes a huge number of individual pipes is converted into a number of groups.
The created homogenous groups were split into training and test datasets using the cross-validation technique [11] for calibration and validation purposes respectively. All the groups are used both for training and test and each group is used for test exactly once [12] . The training dataset is partitioned into k clusters based on diameter and age of groups using the K-means algorithm. One EPR model is developed for each cluster of the training dataset.
Finally, the performance of the developed models is evaluated by using the test data. The Euclidian distance between the test data sample (i.e. age and diameter of the groups that constitute the test dataset) and the counterpart cluster centre values is calculated to identify the appropriate cluster for each test data. The corresponding model is employed to calculate the number of failures and the performance indicators are evaluated using the predicted values and the observations.
Various number of clusters are analysed here to identify the optimal number until no further improvement was achieved with the test data. For any specific number of k, the number of EPR models developed is equal to this number of clusters. A number of temperature-related factors were examined for their ability to capture the variation in the annual number of failures. The covariates considered are: average minimum air temperature (eq. 1), average maximum air temperature (eq. 2), average mean air temperature (eq. 3) and freezing index (eq. 4). The freezing index is defined as the cumulative minimum daily temperature below a specified air temperature threshold and is a surrogate for the duration and severity of extreme air temperatures within a time step. Initially the cross-correlation function in MATLAB (® R2014b) was applied to measure the similarity between the candidate thresholds and the number of failures. The thresholds examined range between -2 0 C and 4 0 C with a step of 1 0 C. The threshold that provided the highest similarity was selected for data aggregation.
Develop an EPR model for each cluster
Aggregate the individual pipes using their attributes of diameter, age and soil type to create homogenous groups Divide the created homogenous groups into training and test datasets using the cross-validation technique
Partition the training dataset into k clusters based on diameter and age of the groups Identify the appropriate cluster of the test data based on the diameter and age of the pipe groups and use the relevant EPR model to calculate the number of failures
Calculate the performance indicators for all the test data using the observations
where m is the number of days in the time step i, is the minimum daily temperature of day j, is the maximum daily temperature of day j and is the average daily temperature of day j and θ is the air temperature threshold
The created data (aggregated failure data and candidate explanatory variables) are divided into two parts, 70% and 30% for training and test purposes respectively.
Fig. 2. Methodology for the mid-term predictions

Evolutionary Polynomial Regression
Evolutionary Polynomial Regression [2] is a data-driven method based on numerical and symbolic regression able to produce series of pseudo-polynomial models. The user selects the generalised model structure and the EPR employs a multi-objective search strategy to estimate unknown constant parameters of the assumed models using the least squares method. Each single EPR run returns a number of polynomial models on a Pareto optimal front which is a trade-off between accuracy (fitness) and parsimony. The accuracy criterion aims to maximise the model fit to the observed data while the parsimony criterion aims to minimise the number of explanatory variables and/or polynomial terms in the model. In this study, the model is selected considering the number of polynomial terms as a surrogate for the model parsimony criterion. Its role is to prevent over-fitting of the model to data and thus endeavour to capture Develop the EPR models based on the training dataset Aggregate the pipe failures on a yearly basis Calculate the weather-related variables for the examined time-step Split the original dataset into training and test datasets Calculate the performance indicators for all the test data using the observations underlying general phenomena without replicating noise in data [13] . The general form of polynomial EPR model [2] is expressed as:
where Y= estimated output; = unknown polynomial coefficients (i.e. model parameters); F= function finally constructed by the EPR process; X= the matrix of explanatory variables; f= function selected by the user; and m= the maximum number of polynomial terms and = unknown constant.
The specific model structure selected here for analysis of pipe failure is [2] :
where Y=predicted number of pipe failures, Xi =is the explanatory variable i and Eij =matrix of unknown exponents to be calculated.
The candidate values considered for exponents (Eij) in Equation (6) were -2, -1, -0.5, 0, 0.5, 1 and 2 describing potential square, linear or square root exponents for explanatory variables of the EPR model. The value 0 was chosen to deselect input candidates with no influence on the output, while the positive and negative values were considered to describe potential direct and inverse relationship between the inputs and the output of the model. The maximum number of polynomial terms was set to 3 (i.e. m=3) excluding the constant term ( ) to ensure the best fit without unnecessary complexity which is defined [14] as the addition of new terms that fit mostly random noise in the raw data rather than the underlying phenomenon. The result of each single EPR run is three regression models corresponding to the maximum number of polynomial terms defined in advance. All the candidate models have different number of polynomial terms (ranging from one to three) and combination of inputs the constant values. The Least Square (LS) method was constrained to search for positive polynomial coefficient values only (i.e. >0) because negative polynomial coefficients (i.e. <0) usually try to balance positive terms providing a better description of the noise [15] .
K-means clustering
The K-means clustering is applied here using the KMEANS function in MATLAB (® R2014b) to partition the training data into a number of specified clusters based on the diameter and the age. Generally, clustering is a data exploration technique that groups objects with similar characteristics together and thus classifies a large number of objects into a small number of clusters in order to facilitate their further processing [16] . The creation of the clusters is based on the principle of maximising the intra cluster similarity and minimising the inter cluster similarity [17] . Kmeans is an unsupervised learning algorithm popular due to its simplicity and efficiency [18] . It is based on assigning n data samples into k clusters such that an objective function of dissimilarity (or distance) is minimised [19] . The search algorithm moves data samples between clusters until the objective function cannot be minimised further. In the case of the dissimilarity measure, minimisation of the Euclidean distance is usually chosen as the objective function as [20] : J=
where = Euclidean distance of specified criteria between ith data sample and jth cluster centre ; = vector of specified criteria for ith data sample assigned to jth cluster centre; J=overall distance indicator for the n data samples from their respective cluster centres.
Model performance assessment
The m-fold cross-validation method [21] used (figure 3) extends the conventional single-split method by dividing the data into m subsets of (approximately) same size. One subset is taken as the test set (shaded area in figure 3 ) and the remaining m-1 subsets form the training set. This process is repeated with a new subset of the training/test data. The overall performance is calculated by specified performance indicators applied to all data in m individual performance assessments. In this work, m=10 is used as suggested by [21] , in which the union of 9 subsets (i.e. 90% of data) is allocated for training and the one remaining subset (i.e. 10% of data) is retained for test. Τhe cross-validation method consists of the following steps:
The grouped dataset of pipe failure is randomly divided into m equal and mutually exclusive folds (here 10) and the training and test subfolders are specified as described above; For each sub-fold i, the model is trained using specified training data and evaluated using specified test data;
Step 2 is repeated m times (here 10); The overall performance is the average value of the m calculated performance indicators 
Fig. 3. 10 folds cross-validation technique
The performance indicators used here are the Coefficient of Determination (R 2 ) as a measure for correlation between predictions and observations and Root Mean Square Error (RMSE) as a measure for error prediction. The mathematical relationships of these indicators are expressed as follows [22] :
where = prediction value for test sample i; = measurement value for test sample i, = mean value of predictions, = mean value of measurements and n= the number of test data samples.
Case study
The proposed methodology is demonstrated here for in a case study located in part of a water distribution network (WDN) of a UK city. The database contains a large number of individual pipes made of five different materials. Preliminary analysis showed that the Cast Iron (CI) pipes which constitute 78% of the network's total length have the highest pipe failure rate. In addition, pipe records show that 85% of the failed pipes are made of CI pipes. It is concluded that the CI pipes are more prone to failure and therefore only they are considered in this paper for construction of the predictive models. Table 1 shows the main features of CI pipes considered in the case study. Table 1 The
Results
The implementation of long-term approach resulted in three EPR models for each cluster. In order to avoid overfitting and in compliance with the parsimony rules, one polynomial term EPR model was selected from the Pareto front for all model runs analysed in this paper [23] . The cluster based approach was applied for different numbers of clusters (k) and the most appropriate number of clusters was identified by comparing the performance indicators (figures 4&5). The values shown in figures 4&5 are the average values of the 10 iterations of the cross-validation technique. The results showed that the two performance indicators are improved by increasing the number of clusters until six clusters when no further improvement is achieved for both training and test data with both indicators. The comparison indicates that both performance indicators for the clustered EPR models are better than the non-clustered EPR approach for all the different number of clusters and for both training and test data. More specifically, the comparison of the six-clustered EPR with the non-clustered EPR shows a significant improvement especially for the RMSE (i.e. improvement of 30% with the test data and 20% with the train data). Improvement is also observed for R 2 for both train and test data, although lower compared to the RMSE. The improvement obtained can be attributed to the fact that clustered approach would be beneficial for pipe failure analysis and thus more appropriate EPR models fitted to the clustered data are identified effectively. Table 2 lists the associated models obtained from developing the six-clustered EPR and non-clustered EPR corresponding to one of the ten iterations of cross-validation. In both models, total number of pipe failures (Y) were selected from one polynomial term comprising of total group length (L), the diameter (D) and the age (A) of pipes with the defined candidates of exponents. Note that one polynomial term prediction model was selected and preferred here for all models in order to avoid possible overfitting of test data. The equations obtained (Table 2) show a direct relationship between the pipe failure and the age and an inverse relationship with the diameter for both the approaches. The methodology described in the mid-term subsection was implemented and the EPR models were generated. The model was selected with respect to the goodness to fit the observed data, the parsimony of the equation and the possibility to describe the physical phenomenon. In order to avoid over-fitting and in compliance with the parsimony rules, one polynomial term EPR model was selected [23] .
The performance of the selected model (eq. 10) is evaluated using the R 2 and the RMSE. All the performance indicators show that the selected model has a high accuracy for both training and test data. More specifically, the is 0.89 with the train and 0.83 with the test data. The values of RMSE are 7.67 for the train 9.23 and test data respectively.
The selected model shows that the most important variable is the freezing which is associated with the severity of the cold period. The threshold selected is 0 0 C degrees because it provided the highest correlation in the preliminary analysis. The selection of freezing index as the most influencial factor can be attributed to the fact the majority of failure occurring the coldest months. The freezing index can more accurately compared to the rest candidate variables capture the variation in the severity of winter. 
Conclusions
This study presents an approach for the long-term and mid-term prediction of pipe failures. The long-term approach was implemented by combining EPR with K-means algorithm to obtain accurate predictions of failures for homogenous groups of pipes. This was achieved by partitioning the input data into a predefined number of clusters based on pipe characteristics using the K-means algorithm. An individual EPR model was developed for each created cluster and the number of failures were calculated as a function of pipe diameter, age and length from aggregated homogenous pipe groups. The most appropriate cluster for each test data sample was identified based on the closest distance from the cluster centroids and the EPR model associated with this cluster was used for prediction of number of failures. The mid-term approach employed an EPR model to predict the annual number of failures using the weather-related factors as explanatory variables. The following can be concluded from the analyses conducted here:
The combination of EPR with K-means clustering method results in a considerable improvement of the prediction accuracy for pipe failures when compared to the non-clustered EPR approach. The six-clustered EPR approach is capable for prediction of extreme pipe failures (i.e. both small and large number of failures). The dynamic weather-related factors can be used to identify the pipe failure trend mid-term.
