Velocity measurements conducted with particle image velocimetry (PIV) often exhibit regions where the flow motion cannot be evaluated. The principal reasons for this are the absence of seeding particles or limited optical access for illumination or imaging. Additional causes can be laser light reflections and unwanted out-of-focus effects. As a consequence, the velocity field measured with PIV contains regions where no velocity information is available, i.e. gaps. This work investigates the suitability of using the unsteady incompressible Navier-Stokes equations to obtain accurate estimates of the local transient velocity field in small gaps; the present approach applies to time-resolved two-dimensional experiments of incompressible convection dominated flows. The numerics are based on a finite volume discretization with partitioned time-stepping to solve the governing equations in the incompressible regime. The measured velocity distribution at the gap boundary is taken as time-varying boundary condition, and an approximate initial condition (I.C.) inside the gap is obtained via low-order spatial interpolation of the velocity at the boundaries. The influence of this I.C. is seen to diminish over time, as information is convected through the gap. Due to the form of the equations, no initial or boundary conditions on the pressure are required. The approach is evaluated by a time-resolved experiment where the true solution is known a-priori. The results are compared with a boundary interpolation approach. Finally, an application of the technique to an experiment with a gap of complex shape is presented.
Introduction
PIV data is often affected by gaps, i.e. regions where the particle image displacement cannot be evaluated and no information on the flow motion is gathered. The main causes of gaps are: 1) an absence of seeding particles due to inhomogeneous tracer dispersion or centrifugal forces; 2) laser light reflections close to objects surface; 3) shadows produced by solid objects in the light path; 4) limited optical access for the imaging system; 5) unwanted out-of-focus effects. The presence of gaps in PIV data is an important issue in large experimental campaigns performed in a limited time-frame and in applications that aim to compute integral quantities. Two examples of the latter are the determination of unsteady aerodynamic loads (Kurtulus et al. 2007 ) and the computation of acoustic pressure fluctuations in turbulent flows using aeroacoustic analogies (Violato and Scarano, 2011) . Despite its relevance, the treatment of gaps has received little to no attention among the PIV community, the problem being regarded as a surrogate of spurious vector detection (e.g. Westerweel and Scarano, 2005) and replacement (Garcia, 2011) . When time permits optimizing the experimental setup, hardware solutions can be employed such as using fluorescent particles (in liquid flows), covering the model surface and test section with a highly absorbing coating (black matt paint), illuminating the model from at least two different angles (to illuminate regions blocked by the model). Software procedures based on image pre-processing have been developed to attenuate or eliminate laser light reflections (Theunissen et al. 2009, Scarano and Sciacchitano, 2011) . Furthermore, several data refill procedures have been proposed, based purely on spatial interpolation of neighbouring vectors (Gunes and Rist, 2008) . When using polynomial basis functions of first or second order (bilinear, bi-quadratic) for the spatial data interpolation or regression such as bilinear or quadratic, only a monotonic velocity field or at most a distribution with a single peak inside the gap can be reconstructed. The present work investigates the suitability of using the unsteady Navier-Stokes equations for incompressible flows to accurately estimate the velocity field in data gaps using physical modelling. The investigation is conducted making use of high-repetition rate PIV images obtained from experiments, where the objective is to reconstruct the time-varying velocity field inside the gaps. Firstly gaps are simulated inside the measurement domain in order to assess the validity of the method. Secondly the case of real large gaps caused by illumination shadows is considered.
Working principle
The case of two-dimensional incompressible flow will be considered. A flow is considered two-dimensional when one velocity component is negligible with respect to the other two. In planar PIV, the two velocity components u and v lying within the plane defined by the laser sheet are measured, while the out-of-plane component w is not. The present technique employs a two-dimensional approximation of the flow field, assuming that the out-of-plane velocity component is negligible. To verify the validity of this hypothesis, the magnitude of w can be estimated through the correlation peak height or the signal-to-noise ration SNR (ratio between highest and second highest peaks of the correlation map). When the out-of-plane velocity component is of the same order of the in-plane components, the hypothesis of two-dimensional flow does not hold and the application of a two-dimensional assumption would lead to inaccurate results. In figure 1, a concrete example of experiment where the PIV data is not available in the entire measurement domain is shown: the velocity is measured in the domain D, whereas the domain Ω is composed by the gaps Ω 1 and Ω 2 where no velocity information is present. The measured velocity data are available in D at a given temporal rate f acq from the PIV experiment, whereas in Ω = Ω 1 ∪ Ω 2 zero information is available on the spatio-temporal velocity distribution. The velocity in Ω is computed by solving the unsteady Navier-Stokes equations, which in non-dimensional form read:
where the vector R contains the contributions of advection and diffusion. Figure 1 . Left: schematic representation of measurement domain (D) with two gaps (Ω 1 and Ω 2 ); right: shadow region generated above the airfoil leading edge due to refraction.
The continuity equation (1) and the momentum equation (2) are combined to reformulate the problem as the Poisson equation for pressure (3):
A staggered-grid finite volume method is employed to compute the pressure from (3); the velocity at the next time instant is obtained from a time-integration of (2). Time-varying Dirichlet boundary conditions on the velocity are imposed along ∂Ω; in contrast, no boundary condition on the pressure is required. Furthermore, an initial condition on the velocity is required inside the gap, which is typically unknown. Therefore, the initial condition is chosen as a spatial interpolation of the velocity at the boundary by a bi-cubic function. If the flow is convection-dominated, the influence of the (erroneous) initial condition on the time-dependent solution vanishes after a time interval that scales with the ratio between the gap characteristic length and the advective velocity. After this time interval, the solution is predominantly determined by the boundary conditions as will be demonstrated.
Treatment of boundary and initial conditions
Equations (2) and (3) can be solved imposing boundary conditions only on the velocity and not on the pressure (Ferziger and Peric, 2002) . The boundary conditions on V are provided at discrete time instants by the PIV measurements and are imposed as Dirichlet conditions. In order for the numerical scheme to be stable, the spacing h of the computational mesh and the numerical time step δt are selected according to the conditions proposed by Ferziger and Peric (2002) for the linear convection-diffusion equation. To fulfil those conditions, δt often needs to be smaller than the time interval Δt between PIV recordings. Therefore, the velocity boundary conditions at intermediate time instants are computed through interpolation in time of the PIV velocity data. The time interpolation herein employed is based on the advection model proposed by Scarano and Moore (2011) . In general, the velocity boundary conditions are inexact because they contain random noise; as a consequence, an unphysical boundary layer or wiggles may be generated at the outflow boundaries. However, for Reynolds numbers Re >> 1 the erroneous information at the outflow boundaries has only minor
Laser light
Field of View
Shadows
Plexiglas Air Light rays influence on the numerical solution, because it propagates upstream only over a distance O (Re -1 ) (Wesseling, 2001) .
In contrast to the boundary conditions, the initial condition in the simulated domain is typically completely unknown. It will be shown numerically that after a time interval τ, which scales with the ratio between the gap's characteristic dimension and the advection velocity, the solution in Ω is no longer sensitive to the initial condition and is determined predominantly by the boundary conditions. We therefore choose as initial condition a bicubic spatial interpolation of the boundary conditions at the initial time level. It is assumed that the measurement is performed over a time longer than τ such to reach independence from the initial condition.
Algorithmic assessment
To assess the technique, an artificial gap is constructed in existing full-field PIV data available from a study at the Aerodynamics Laboratories of TU Delft. Time-resolved planar and tomographic PIV measurements are performed on a circular jet in water. The jet exits a 10 mm diameter nozzle at V ref = 0.45 m/s (the diameter-based Reynolds number is Re D = 5,000). A time-resolved sequence of snapshots is recorded in continuous mode at acquisition frequency of 1.2 kHz. A detailed description of the experiment is reported by Violato and Scarano, 2011 . A region of 440×440 pixels resolution centered along the jet axis and extending between D and 3D from the nozzle exit is considered; 17×17 pixel interrogation windows with a vector pitch h of 4 pixels (h = h x = h y =0.25 mm). A data gap is simulated in the velocity field across the shear layer. The simulation is performed at the same Reynolds number as the flow (Re D = 5,000) in the domain Ω ∪ B (see figure 2) of size L x ×L y = 40×40 PIV grid nodes; this region corresponds to 1.3λ×1.3λ, with λ = 0.55 D the wavelength of the large-scale vortices in the shear layer. In the following, the ratio between the numerical domain dimensions and λ is indicated with L * x and L * y . The numerical mesh is composed of 400×400 cells. The region Ω simulates a gap where no data is available: here the numerical solution is computed without exploiting any information about the local experimental velocity. In contrast, B represents a buffer between PIV data and simulated data employed to compute the boundary conditions. Furthermore, in this region the velocity is obtained as a distance weighted linear combination of experimental and numerical data. After performing the numerical simulation, the computed velocity components and pressure are projected onto the original Cartesian grid of the PIV data.
To run the numerical simulation, the initial condition on the velocity 0 h V must be prescribed. However, since in Ω no velocity data is acquired, the initial condition is not provided by PIV measurements and has to be estimated, for instance as a uniform velocity or as an interpolation of data at the gap boundary. For flows with no dominant direction (e.g. recirculating regions within the gap), the value of τ is expected to be substantially larger (above one order of magnitude) and can be estimated as τ ≈ L 2 / ν, with ν the kinematic viscosity of the flow (Bird et al., 1976) .
In this session, the time scale τ is evaluated experimentally by employing two different initial conditions, namely a uniform field of zero velocity and bicubic interpolation of the velocity at the gap boundary. This is done to evaluate first whether the advanced time solution has any dependence upon the initial conditions and also to explore the possibility of accelerating the initial condition independence of the solution. The temporal evolution of the velocity within the simulated data gap is measured and will be considered as reference for validating the simulation. The spatio-temporal evolution of the velocity field computed from the uniform and interpolated initial conditions is shown in Figure 3 Although the bicubic interpolation of the velocity is a closer approximation of the solution at t = 0 than the uniform stagnant flow, it cannot be considered as an acceptable representation of the flow. After a non-dimensional time of 0.25, the numerical result does not show a visible similarity with the experimental flow field. At t = 0.5, about half the domain length has been swept by the flow information advected by the bottom boundary. As a consequence, the flow simulation resembles more the reference data in the lower half of the domain. In the upper half, the solution still depends on the initial conditions, therefore the numerical simulation is not able to reproduce the measured flow structure. The dependency on the initial conditions becomes less pronounced at t ≥ 0.75, where the velocity contours exhibit only minor differences in shape. In particular, at t = 1 the numerical simulations starting from different initial conditions produce nearly the same result. The results obtained with the Navier-Stokes solver are presented in comparison with a bicubic interpolation of the gap boundary, which is more accurate than the common linear interpolation technique used in PIV to refill missing data (Westerweel ,1994 , Nogueira et al., 1997 , Raffel et al. 2007 ). In the numerical simulation, the initial condition is computed as a bicubic interpolation of the boundary conditions at t = 0. In figure 4 , the reconstructed instantaneous velocity and vorticity fields are reported together with the experimental measurements. The velocity field selected for the experimental assessment presents a vortex of 0.5 D. The radial velocity measured by PIV shows a positive and a negative peak values. The bicubic interpolation is not able to reproduce the flow structure within the numerical domain, while the numerical simulation based on Navier-Stokes equations allows reconstructing it with the two peaks: the positive peak velocity does not show major differences from the experimental one, while damping effects up to 40% are noticed for the negative peak velocity. This discrepancy can be attributed to the fact that the negative peak velocity is further away from the inflow boundary, and numerical dissipation has reduced its strength. Similar conclusions can be drawn for the axial velocity contour, which is dramatically widened by the interpolation, and for the vorticity contour, where the numerical simulation reproduces the inflow peak within 7% accuracy, while the outflow peak is significantly dumped by dissipation (reduction of 35% with respect to the experimental value).
To quantify the error due to bicubic interpolation and numerical reconstruction, the root-mean-square (rms) error (Fincham and Delerce, 2000) with respect to the PIV velocity measurements in Ω is plotted as a function of the non-dimensional time t, see figure 5 left. When the velocity field in Ω is computed through a bicubic interpolation of the boundary conditions, the root-mean-square error is approximately constant in time and equals 8.2% and 18.0% of V ref for the radial and axial velocity components respectively. On the contrary, the error of the numerical simulation decreases in time reaching a plateau after t = 3, where ε rms for the radial and axial velocity components equals 3.3% and 5.7% of V ref respectively; this reduction is due to the diminishing influence of the (erroneous) initial condition on the numerical result. The effect of the numerical domain size on the accuracy of the results is investigated in figure 8 right. The rms error for only the axial velocity component is reported; analogous results are obtained for the radial velocity component. The height of the domain is set to 10, 20, 40 and 80 PIV grid points respectively (L * y = 0.3, 0.7, 1.3 and 2.7 respectively), while the width is kept constant at 40 PIV grid points (L * x = 1.3). The plot of figure 8 right shows that the accuracy of the simulation is strongly related to the size of the numerical domain. When the domain's height is L y * = 0.3, the discrepancy between numerical and experimental data is 1.8%; this value increases up to 7.8% for L y * = 2.7.
Application: treatment of shadow regions
The technique is applied to an experiment in air of a rod-airfoil configuration. A cylindrical rod of 6 mm diameter is mounted 10.2 cm upstream of a NACA 0012 airfoil, having a chord of 10 cm and placed at zero angle of attack. The airfoil is made out of Plexiglas in order to be transparent to the laser light. The nominal free-stream velocity is set to 15 m/s, yielding Reynolds numbers of 6,000 and 100,000 with respect to the rod diameter and the airfoil chord respectively. The temporal separation between laser pulses is 50 µs, while the acquisition frequency is 2,700 Hz. The field of view size is 164×83 mm, imaged by 1939×1024 pixels. A thorough description of the experiment is reported in Lorenzoni et al., 2009 . The illumination is directed from the bottom of the field of view upwards, tilted clockwise by 11 degrees. Two shadow regions are produced above the leading and trailing edges due to refraction effects; in these regions, indicated with A and B respectively in figure, no particle images are visible and no displacement vector can be extracted through a correlation-based PIV algorithm.
meas. uncertainty Figure 6 . Left: double-frame recording of particle images on a transparent NACA 0012 airfoil (laser light inserted from the bottom) in the wake of a rod (outside the field of view). Right: numerical domain Ω and the regions A and B. The PIV velocity vectors are plotted every 10 sample in the horizontal direction and every 2 samples in the vertical direction.
The images are analysed with 32×32 pixels interrogation windows with 75% overlap, yielding a vector pitch of 8 pixels. For both the shadow regions A and B, the numerical simulation is conducted in rectangular domains, indicated by Ω A and Ω B respectively. Ω A is composed by 112×88 cells, corresponding to 56×44 PIV grid nodes, while Ω B is composed by 62×100 cells, which correspond to 31×50 PIV grid nodes. The time step is set to 1/40 th of the temporal separation between image pairs. The simulation is run at Reynolds number 1,000 (based on the airfoil chord) to add numerical dissipation in order to stabilize the solution at the chosen time step and mesh size. The added value of the present technique with respect to interpolation approaches is evident when small flow structures need to be reconstructed in the shadow region. In figure 8 the motion of two vortices a and b is illustrated. At time t = 0, vortex a has peak vorticity (normalized with respect to V ref /c) of magnitude 13.4; in contrast, vortex b has two distinct cores 0.037c apart with peak vorticity of 18.6 and 10.3 respectively. The two vortices are advected downstream by the flow and pass through the shadow region, where the velocity is calculated via the numerical simulation. The proposed filling approach allows tracking the vortices within the shadow region. However, modulation effects are noticed which have two main consequences: reducing the peak vorticity up to 50% of the original value and merging the two cores of vortex b in a single-core vortex. Downstream of the shadow region, the vorticity is measured from PIV data: the peak vorticity is recovered and the two cores of vortex b become distinct again. Minor modulation effects also occur in the immediate vicinity of the shadow region edges, where the velocity is computed as a distance-weighted combination of experimental and numerical values. In contrast, when the velocity in the shadow region is computed via bicubic interpolation of the boundary values, the motion of the two vortices along the trajectory cannot be tracked, as illustrated in figure 8 right.
Conclusions
A novel technique for filling in gaps in time-resolved PIV data has been proposed. The technique takes as input the measured velocity values at the gap boundary and solves the unsteady incompressible Navier-Stokes equations within the gap. The finite volume approach is employed with central discretization of the convective and diffusive terms and explicit forward discretization in time. Since the required numerical time step is usually smaller than the time interval between the measured PIV velocity fields, the boundary conditions are interpolated in time employing an advection-based model. The assessment of the technique on an artificial gap constructed in existing full-field PIV data has shown that the accuracy of the results depends on the numerical domain size. In typical conditions of applicability (PIV data sufficiently resolved in time and numerical domain size of the order of the wavelength of the large-scale vortices in the flow), the accuracy of the method is within 5% of the free-stream velocity. By using PIV data with real gaps, the capability of the method of reconstructing the velocity field where no velocity information is available has been shown.
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