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In this paper we propose and describe a parallel implementation of a block preconditioner for the solution of saddle point linear systems arising from Finite Element (FE) discretization of 3D coupled consolidation problems. The Mixed Constraint Preconditioner developed in [L. Bergamaschi, M. Ferronato, G. Gambolati, Mixed constraint preconditioners for the solution to FE coupled consolidation equations, J. Comput. Phys., 227(23) (2008), [9885] [9886] [9887] [9888] [9889] [9890] [9891] [9892] [9893] [9894] [9895] [9896] [9897] is combined with the parallel FSAI preconditioner which is used here to approximate the inverses of both the structural (1, 1) block and an appropriate Schur complement matrix. The resulting preconditioner proves effective in the acceleration of the BiCGSTAB iterative solver. Numerical results on a number of test cases of size up to 2 × 10 6 unknowns and 1.2 × 10
Introduction
The time-dependent displacements and fluid pore pressure in porous media are controlled by the consolidation theory. This was first mathematically described by Biot [1] , who coupled the elastic equilibrium equations with a continuity or mass balance equation to be solved under appropriate boundary and initial flow and loading conditions.
The coupled consolidation equations are typically solved numerically using Finite Elements (FE) in space, thus giving rise to a system of first-order differential equations the solution to which is addressed by an appropriate time marching scheme. A major computational issue is the repeated solution in time of the resulting discretized indefinite equations, which can be generally written as 
The sub-matrices K and C are both symmetric and positive definite (SPD). Denoting with m the number of FE nodes, C ∈ R m×m , B ∈ R m×n , and K ∈ R n×n , where n is equal to 2m or 3m according to the spatial dimension of the problem. The use of iterative solvers is recommended in large size realistic consolidation models. Among them, projection (or conjugate gradient-like) methods based on Krylov subspaces for indefinite systems, such as BiCGSTAB (Bi-Conjugate Gradient Stabilized [2] ), are attracting a growing interest on the grounds of their robustness and efficiency. However, the small time integration steps typically required in the early phase of the analysis may yield a severe ill-conditioning, and the selection of an efficient preconditioning strategy turns out to be a key issue to guarantee and accelerate the convergence.
Matrix A in (1) is a classical example of saddle point problem, which is encountered in other fields as well including constrained optimization, least squares, and Navier-Stokes equations. The constraint preconditioners for Krylov solvers in the solution of saddle point problems have been studied by a number of authors [3] [4] [5] [6] [7] [8] . In most of the above references the preconditioner is obtained from A with the (1, 1) block K well approximated and replaced by its diagonal. In the coupled consolidation problem, however, K is not diagonally dominant and a better approximation is required to ensure convergence. Bergamaschi et al. [9, 10] have developed an MCP (Mixed Constraint Preconditioner) which couples two explicit/implicit approximations of K −1 provided by an approximate inverse preconditioner such as AINV [11] , and the IC preconditioner, respectively.
Block preconditioners have been shown (e.g. in [9, 12] ) to outperform the preconditioned iterative solvers which try to solve linear system (1) without taking into account its block structure.
In this work we propose a fully explicit parallel Mixed Constraint Preconditioner based on the FSAI (Factorized Sparse Approximate Inverse) preconditioner [13] of the matrices K and S where S is an approximate Schur complement of a block matrix M resembling A. Even though our theoretical analysis and implementation work only with SPD (1,1) block and Schur complement matrices, block preconditioners have been extensively used also in more general cases of non symmetric K and/or S [8] .
The paper is organized as follows. Section 2 gives a brief description of the consolidation equations. In Section 3 we describe the Mixed Constraint Preconditioner and recall the main spectral properties of the block preconditioned matrices. Section 4 describes the parallel preconditioner used in this work and explains in detail how it is implemented and applied during the BiCGSTAB iteration. Section 5 contains the numerical results obtained with the FSAI-MCP code together with a detailed scalability study to solve system (1). Finally, some conclusions are stated in Section 6.
Finite element coupled consolidation equations
The system of partial differential equations governing the 3D coupled consolidation process in fully saturated porous media is derived from the classical Biot's formulation [1] and successive modifications as:
where c br and β are the volumetric compressibility of solid grains and water, respectively, φ is the porosity, k the medium hydraulic conductivity, ϵ the medium volumetric dilatation, α the Biot coefficient, λ and µ are the Lamé constant and the shear modulus of the porous medium, respectively, γ is the specific weight of water, t is time, and p and u i are the incremental pore pressure and the components of incremental displacement along the i-direction, respectively. Use of FE in space yields a system of first order differential equations which can be integrated by the Crank-Nicolson scheme. The resulting linear system has to be repeatedly solved to obtain the transient displacements and pore pressures. The nonsymmetric matrix controlling the solution scheme reads:
where K , H, P and Q are the elastic stiffness, flow stiffness, flow capacity and flow-stress coupling matrices, respectively. Matrix A can be readily symmetrized by multiplying the upper set of equations by 2 and the lower set by −∆t, thus obtaining the sparse 2 × 2 block symmetric indefinite matrix (1) where B = −Q T and C = ∆tH/2 + P:
A major difficulty in the repeated solution to system (1) is the likely A ill-conditioning caused by the large difference in magnitude between the coefficients of blocks K , B and C . In long-term simulations a small ∆t is typically needed in the early stage of the consolidation process, while larger values may be used as the system approaches the steady state. Hence, the initial steps are the most critical ones, with the convergence expected to improve as the simulation proceeds.
Mixed constraint preconditioners
To solve system (1) we look for a preconditioner M −1 where M is first chosen so as to take into account the block structure of the system (1): [14, 13] which is readily available in the factorized form K
can be written as:
where I i is the i × i identity matrix and S = BG
To avoid a costly linear system solution with coefficient matrix S at each iteration, an Inexact Constraint Preconditioner (ICP) can be used instead. Again using FSAI to produce an explicit approximation of S −1 , say G −1 S , we obtain the following full ICP preconditioner:
A further approximation can be used by simply neglecting the right matrix in the above expression thus obtaining a Triangular ICP preconditioner:
. 
Eigenvalue distribution of the preconditioned matrices
Let G 1 and G S be SPD approximations of K and S = C + BG
can also be viewed as preconditioners for the corresponding matrices, so that we can define the following SPD preconditioned matrices:
Let us assume that
are very often fulfilled in practice since preconditioners G 1 and G S are expected to cluster eigenvalues around one.
, and
the matrices involving the two preconditioners defined in (7) and (8), respectively can be written as
Matrix A can analogously be rewritten as
Computing eigenvalues of M T A is therefore equivalent to solving ICP :
TICP :
The eigenvalues of the matrix K R = (RR T )
−1 RK P R T will also be important in the spectral analysis of the preconditioned matrices. Let us denote α
and that the eigenvalue of K R do not depend on G S . In the following we will recall the most important results in terms of eigenvalues of preconditioned matrix in the two
cases. An exhaustive spectral analysis can be found in [15] . We denote a generally complex eigenvalue λ as λ R + iλ I .
Spectral analysis of ICP
The inverse of the right hand side matrix product in (11), can be written as
so that the eigenvalues of (11) are the same as those of LAUw = λw which reads:
The following theorem gives bounds on the eigenvalues of the preconditioned matrix using ICP.
The real eigenvalues of (13) satisfy:
Proof. See the proof of Theorem 3 in [15] .
Spectral analysis of TICP
The subsequent theorem will bound the eigenvalues of (12):
Theorem 2. The eigenvalues of (12) satisfy the following bounds.
The real eigenvalues satisfy:
Proof. See the proof of Theorem 5 in [15] .
The results contained in Theorems 1 and 2 point out that:
1. Eigenvalues of the preconditioned matrix are clustered around one if those of the preconditioned K and the preconditioned Schur complement are so. 2. Matrix C plays an important role to bound eigenvalues of the preconditioned matrix away from zero. The larger the eigenvalues of C (particularly the smallest one), the larger the smallest eigenvalue of the preconditioned matrix.
Convergence rate
Since the preconditioned matrix is no longer symmetric, it is not possible to give estimates of the convergence rate simply in terms of eigenvalues. A well-known upper bound for Krylov subspace methods for nonsymmetric problems involves the condition number of the eigenvector matrix V . Although we do not have theoretical estimates for the condition number of V we experimentally noticed that its value was indeed modest. Thus, we can relate the number of iterations with the ratio between the largest and the smallest eigenvalue of M −1 A which can be estimated using bounds of Theorems 1 and 2. In Section 5, devoted to the discussion of numerical results, we will give experimental evidence of this relation. 
Parallel MCP

FSAI preconditioner
The FSAI preconditioner, initially proposed in [14, 13] , has been later developed and implemented in parallel by Bergamaschi and Martínez in [16] . Here, we only shortly recall the main features of this preconditioner. Given an SPD matrix A the FSAI preconditioner approximately factorizes its inverse as a product of two sparse triangular matrices as
The choice of nonzeros in W is based on a sparsity pattern which in our work may be the same as  A k where  A is the result of prefiltration [17] of A i.e. dropping of all elements below of a threshold parameter δ (possibly δ = 0, which means no prefiltration is applied). In the present paper we allow the power k to be equal to 1, 2 or 4. The entries of W are computed by minimizing the Frobenius norm of I − WL where L is the exact Cholesky factor of A. The resulting triangular factor can be in its turn approximated (post filtrated) by dropping all the elements which, relatively to the diagonal, are below a second tolerance parameter (ε). The final FSAI preconditioner is then related to the following three parameters: the prefiltration threshold δ, the power of A(d A = 1, 2, 4) generating the sparsity pattern and the postfiltration threshold ε.
MCP application
Recalling Eq. (7), the full MCP can be written as:
where G 
With the factorized form (14) , the ''split'' preconditioning technique can be implemented within the classical BiCGSTAB algorithm. The computation of the product LAUh, with h a generic vector, is now accomplished by the algorithms of Tables 1 and 2 , with v = Uh, z = Av, and t = Lz.
The application of M −1 requires the explicit computation of the Schur complement matrix S whose construction may be time and memory consuming, S being the result of two sparse matrix-matrix products and one sparse sum of matrices.
However, it should be noted that the evaluation of
T , which involves the main computational burden in building S, is independent of the time step ∆t, and therefore can be done just once at the beginning of the simulation.
Construction of the preconditioner whose application is described in Tables 1 and 2 is therefore based on the following parameters: 
Numerical results
Test problems
The first test case simulates the compaction of a shallow confined aquifer due to groundwater withdrawal in a representative 3D sedimentary basin at a regional scale. We will refer to this problem as Large3D. The discretized medium has an areal extent of 20×20 km and consists of an alternating sequence of sand and clay layers down to 5500 m depth, with the hydraulic conductivity k sand = 10 −4 m/s and k clay = 10 −7 m/s, porosity 0.20 and Poisson ratio 0.30. The mechanical properties of the porous medium vary with depth according to the hypo-plastic law developed in [18] and are representative of the Northern Adriatic sediments, Italy. We solve two linear systems corresponding to ∆t = 1 (Large3Da) and ∆t = 10 6 (Large3Db) in matrix (5) .
As a second test case, PoRiver, we consider the simulation of the consolidation of a real gas reservoir of the Po Valley, Italy, used for underground gas storage purposes. The reservoir is a complex multi-layer structure consisting of 5 mineralized pools about 1, 200 m deep connected to regional active waterdrives with several interbedded clay lenses. The discretized medium has an areal extent of 50 × 50 km and goes down 10, 000 m. The problem is discretized with a 3D tetrahedral grid totaling 292 785 nodes and 1 746 044 elements for 1 171 140 unknowns and solved using a small ∆t value, namely ∆t = 1 which corresponds to the most ill-conditioned instance. This is so because the eigenvalues ofĈ increase with the ∆t size. As pointed out in Section 3.1, real eigenvalues of preconditioned system M −1 A are better clustered around one if eigenvalues ofĈ are large. The main features of the matrices arising from the above sample problems are summarized in Table 3 along with the number of nonzeros nnz of A and the sub-matrices K , B, and C .
Performance of the proposed preconditioners
The exit test for the BiCGSTAB iterative solver is
with tol = 10 −13 for the Large3D problems and tol = 10 −10 for the PoRiver problem. Note that, in these ill-conditioned problems, the final relative error is roughly five orders of magnitude larger than the relative residual. The initial guess vector
All numerical experiments were performed on an IBM SP6 cluster of 168 Power6 575 nodes with a peak performance of just over 100 Tflops, located at Cineca (Bologna, Italy). The code is written in Fortran 90 and is compiled with -O4 -q64 -qarch=pwr6 -qtune=pwr6 -qnoipa -qstrict -bmaxdata:0x70000000 options.
The FSAI-MCP code is based upon choice of a number of parameters related to the three FSAI approximations as described in Section 3. For the test case Large3Da and the MCP preconditioner, we carried on several runs for different choices of these parameters in order to select the optimal combination. The results summarized in Tables 4 and 5 refer to 10 instances of the code selected among all the runs. In particular, we report in Table 4 the combinations of the parameters while the results in terms of number of iterations and CPU time using 64 processors are given in Table 5 . As anticipated in Section 3, the number of iterations is strictly connected with the ratio between the largest and the smallest real eigenvalues of the preconditioned matrix, which can be estimated using Theorems 1 and 2. In Fig. 1 we plot the estimated ratio of extremal eigenvalues together with the number of iterations taken from Table 4 for a representative subset of the 10 test cases. Table 4 . Problem Large3Da.
Table 4
Combinations of parameters for the Large3Da problem. We present the following timings, all given in seconds: T P1 is the time to construct G −1
2 and the constant part of the Schur complement matrix. This operation can be regarded as a preprocessing stage and so we do not take care of it when computing the total time. The second time, T P2 refers to the construction of the FSAI preconditioner for the Schur complement matrix G −1 S . Finally, we report as T sol the CPU time required by the iterative solver, and by T tot = T P2 + T sol the total CPU time. A measure ρ of the density of the preconditioner matrices is also provided as:
.
Parameter ρ gives an indication of the additional core memory needed for computing and storing the preconditioner.
Inspection of Table 5 reveals that run # 5 provides the best performance in terms of total CPU time. From Table 4 we also see that this combination of parameters gives rise to a relatively sparse preconditioner (see parameter ρ, last column of the table). 
Parallel results and scalability for FSAI-MCP code
We present in this section the results of the scalability study carried out with the FSAI-MCP code described so far when used to solve the three test problems considered in this study. We will used a strong scaling measure to see how the solution time varies with the number of processors for a fixed total problem size. Throughout the whole section we will denote with T p the total CPU elapsed times expressed in seconds when running the code on p processors. We define a relative measure of the parallel efficiency achieved by the code. To this aim we will denote as S (p) p , the pseudo speedup computed with respect to the smallest number of processors (p) used to solve the given problem:
p the corresponding relative efficiency, obtained according to
Results on the Large3D problems. In the sequel we present the parallel results in the solution of problem Large3Da with the MCP (Table 7 ) and the TMCP (Table 8 ) preconditioners and of problem Large3Db with the MCP preconditioner ( Table 9 ). The parameters selected are summarized in Table 6 . In particular the choice of parameters for the Large3Da with MCP are the same those of run # 5 of Table 5 in Section 5.2. All the tables in this section report the number of iterations, CPU times, pseudo speedups and efficiencies with a number of processors varying from p = 4 to p = 512. Results showing a speedup larger than the number of processors employed or an efficiency larger than 100% are printed in boldface.
The FSAI-MCP (TMCP) code used to solve problems Large3Da and Large3Db shows good scalability up to 256 processors on the preprocessing stage and near perfect scalability up to 256 processors on the iterative part. This is accounted by the efficiencies close to 1. The satisfactory scalability of the code is also evident from Fig. 2 where the computed speedup lines are very close to perfect scalability for p ≤ 256. Tables 7 and 8 we also observe that the TMCP preconditioner is less efficient than MCP in terms of iteration number. However, the two preconditioner performances are comparable in terms of CPU time and parallel efficiency. This is in perfect accordance with the eigenvalue analysis performed in Section 3.1: when the structural (1, 1) block is Tables 7-9 , are compared with the optimal one. Problem Large3D.
By inspecting
Table 9
Parallel performance of FSAI-MCP for the Large3Db problem. well preconditioned by FSAI the approximation introduced by TMCP is mild and the increment in the iteration count is counterbalanced by the reduced cost per iteration.
As anticipated in Section 2, the linear system with large ∆t turns out to be well conditioned and then easier to solve. This is accounted for, rather than by the iteration number, by the sparsity of the preconditioner which was needed to accelerate convergence of the BiCGSTAB iteration, reflected in parameter ρ (see Table 6 ). The FSAI-MCP preconditioner produces a total CPU time T tot = 12.2 s to solve the Large3Da problem while it took only 5.7 s to solve the Large3Db problem when running the code on 256 processors. Finally note the slightly worst scalability observed when solving problem Large3Db due to the sparser preconditioners for K and S as compared to problem Large3Da.
Results on the PoRiver problem. The complexity and the heterogeneity of the geological domain in problem PoRiver give rise to a large number of distorted tetrahedra. This produces a very ill-conditioned matrix A, especially for small timesteps. We solved system (1) using ∆t = 1 after an intensive testing to tune the parameters.
We report in Table 10 the results of three runs employing three different patterns for the FSAI preconditioner in the approximation of K (with p = 128). Using d K = 1 no convergence is attained within 10 000 iterations, d K = 2 yields 4777 iterations while with d K = 4 the iterative method obtains convergence after 1254 iterations. We observe an important reduction of the number of iterations when passing from d K = 1 to d K = 4. We also report in Fig. 3 the convergence profile i.e. the semilog plot of the relative residual norm vs the number of iterations for the three cases. From the table and the figure we see that only a very dense sparsity pattern for block K (d K = 4) allows for a (relatively) fast convergence. We note on passing that the TMCP with the same parameters as the third MCP run yields roughly three times the MCP iterations and more than twice CPU time. This is again a consequence of the ill-conditioning of this problem. The best combination of the parameters (third row in Table 10 ) produces the parallel results summarized in Table 11 for p = 2 to p = 128. Also in this case the parallel performance of the linear solver preconditioned by FSAI-MCP is optimal. 
Conclusions
This paper describes a parallel iterative solver of saddle point type linear systems. We have presented a portable parallel code implemented in Fortran 90 using a Message Passing Interface (MPI) for interprocessor communications. This ensures portability on a whole range of supercomputers. The code is based on the BiCGSTAB solver accelerated with the parallel fully explicit MCP preconditioner discussed and analyzed in this work. The efficiency of our code is evaluated on two large scale applications arising from 3D Finite Element discretization of coupled consolidation problems. The results point out that our code exhibits almost perfect scalability both on the preprocessing stage and the iterative part.
