the coarse representation constrains the processing of finer spatial scales would be advantageous (Asada and Brady 1986; Burt and Adelson 1983; Lindeberg 1993; Marr and Poggio 1979; Palagi and Guerin-Dugue 1995) . This is due to a number of reasons. First, there tends to be a great deal of noise inherent in the high spatial frequencies of an image; for example, in edge detection, some information carried by the high spatial frequencies can represent transitions which do not reflect edges in the physical stimuli. These misleading details are not present in the low-spatial-frequency information, thus allowing a comparative procedure to be applied across scales where real image details emerge, thus incorporating an improved signal-to-noise ratio in the low spatial frequencies and an improved localisation at the high spatial frequencies. This can be seen to be an extension of the spatial-coincidence assumption of Marr (1982) where zerocrossings of the same orientation and position present in contiguous channels are taken as representing the presence of a physical phenomenon (Koenderink 1984) .
Second, the time taken to complete any integration process is a major consideration. A visual system processing stimuli across a number of scales has a time constraint, that is, the visual system must process information at a speed sufficient to allow it to be available for an organism to function adequately in an environment. Watt (1987) pointed out that one of the ways in which to reduce the time involved in image processing is to integrate these scales from coarse to fine. Thus any visual system cannot involve a large amount of preprocessing before allowing visual information to proceed. Watt (1987) suggests an example of a global image operation which requires iteration: the more iterations required to form a representation, the longer the time taken from the initial presentation of a stimulus. In order to satisfy this speed constraint an intermediate representation could be formed where after each iteration an updated representation takes its place so the time lag between stimulus and representation is minimal (Ferrero and Foster 1986) .
From a computational perspective then it seems reasonable to suppose that the visual system might process the low spatial frequencies prior to the higher ones as these provide a basis on which to build and guide further processing and also provide a comprehensive representation in a short amount of time.
As well as the computational advantages there is a great deal of empirical evidence which suggests a coarse-to-fine integration of spatial frequencies. Flavell and Draguns (1957) reviewed early work examining the initial formation or microgenesis of percepts which suggests that the global aspects of an image are available prior to the finer details (Hughes 1986; Hughes et al 1996; Lamb and Yund 1996; Navon 1977; Watt 1987) . In tandem with this goes evidence on the processing delays involved in spatialfrequency processing. For example, Breitmeyer (1975) found that subjects' reaction times to spatial-frequency gratings increased with the spatial frequency of the patch (Gish et al 1986; Harwerth and Levi 1978; Lupp et al 1976; Parker 1980; Tolhurst 1975) . This pattern of spatial-frequency-processing delays has also been found in the electrophysiological recording of visual evoked potentials (Parker and Salzen 1977, 1982; Plant et al 1983) and in neuromagnetic imaging (Williamson et al 1978) , and is supported by psychophysical studies of temporal-order judgments (Barr 1986; Parker and Dutch 1987) . A physiological basis has been suggested in the operation of the transient and sustained channels (Breitmeyer 1984) or more recently in the delays found in the magnocellular and parvocellular pathways (Lennie 1993) , although this mapping to transient (magnocellular) and sustained (parvocellular) systems would still require delays be found within as well as between the two systems (Harwerth and Levi 1978; Lupp et al 1976; Parker 1980) . Also evidence from Legge (1978) and Watson and Nachmias (1977) shows that high-spatial-frequency processing involves an increase in temporal integration.
Although there are computational reasons for delaying high spatial frequencies and building an incremental representation of the image from the low spatial frequencies to the higher ones there is little evidence that the visual system operates exclusively in this way. The empirical evidence for processing delays, with coarse information arriving earlier, is supportive of coarse-to-fine integration but it does not address the question of the necessity for the coarse-to-fine processing order. Thus it is not at all clear that integration itself depends critically for its efficient operation on this coarse-to-fine presentation of spatial frequencies or if, alternatively, it operates on spatial frequencies as and when they become available and it just so happens that this is naturally a coarseto-fine process owing to the differential delays involved in their processing. The empirical evidence cited so far would be consistent either with an integration mechanism that is dependent upon the lag in coarse-to-fine spatial-frequency processing imposed by the visual system or with one which proceeds irrespective of the order in which the spatial frequencies are presented. To reiterate, we distinguish two possible ways in which the integration of spatial frequencies occur: one where integration of spatial frequencies is wholly dependent upon their presentation from low to high, any disruption of which leads to a corruption of the integration process; or one where the integration of spatial frequencies does not rely on a particular order of spatial-frequency availability but integrates whichever are available at any particular time. It just so happens that coarse spatial frequencies arrive earlier. Thus according to this view there is no inherent bias in the integration process itself for a coarse-to-fine integration of stimulus information, but rather spatial frequencies are accumulated as and when they become available. These two models have been termed temporally anisotropic and temporally isotropic, respectively (Parker et al 1992) . Parker et al (1992 Parker et al ( , 1997 provide evidence which suggests that integration operates according to a temporally anisotropic model with a dependence upon the coarse-tofine availability of spatial frequencies (Schyns and Oliva 1994) . Parker et al (1992) carried out experiments employing, together with the original full-bandwidth image, low-pass and high-pass-filtered versions of a natural scene. They presented image triplets consisting of three selected versions displayed in rapid succession, and asked for a subjective report of image quality. They found that a coarse-to-fine sequence resulted in improved image-quality judgments when compared with a fine-to-coarse sequence of exactly the same image triplet. In a further experiment the triplets of images were again presented and subjects were required to detect the presence of the full-bandwidth image with the sequence. They found that there was an increase in detection rates when the sequence progressed from low to high in spatial-frequency information even when the target was not in fact present. The results were interpreted to reflect an integration process which is temporally anisotropic and dependent upon the low-to-high presentation of spatial-frequency information.
It should be noted that the conditions on which the original full-bandwidth target was presented in the image sequences, while included as supporting the anisotropic integration process, do suffer from interpretative problems. There are three reasons for this. First, there is a large amount of information held in the triplets over and above that necessary for reconstruction. Second, in all of these conditions there does occur a target which contains all the spatial-frequency information required in precisely the temporal sequence which is normally encountered. Third, it is not clear why a fine-tocoarse sequence which included a target would lead to a decrease in the targets detected, as a fine-to-coarse sequence of spatial-frequency information should not be integrated and because of this a target would be easily detected. Thus the only conditions which can be interpreted as representing a clear test of integration being either a function of spatial-frequency content or of discriminability are those when no target was present. When the results from these conditions of Parker et al (1992 Parker et al ( , 1997 are examined it appears that the visual system is dependent upon the coarse-to-fine availability of spatial frequencies for an effective integration to take place.
However, this finding of a coarse-to-fine bias in the integration of spatial frequencies has not always been found. In Parker et al (1997) two experiments were conducted that utilised their earlier detection paradigm (Parker et al 1992) . In the first experiment the same image as that in Parker et al (1992) was employed and the same level of performance was discovered: the coarse-to-fine temporal orders produced more full-bandwidth-image-present responses than the fine-to-coarse order even when that image was in fact not present in the triplets of images. In the second experiment a facial stimulus was employed; the results here changed dramatically. The overall coarse-to-fine bias was no longer discovered. Support for both a temporally anisotropic and a temporally isotropic process was found when the target was and was not presented. Parker et al (1997) suggest that the pattern of results in the second experiment was due to the reduced error rates overall as compared with their first experiment. Further, other experiments have produced no clear support for a temporally anisotropic process of the integration of spatial frequency. Evidence has been found for a fine-to-coarse bias by using a partial-cueing design (Parker et al 1996) . Evidence has also suggested that the temporal form of the integration of spatial frequencies depends upon the utility of spatial-frequency information in meeting the demands of the task (Schyns and Oliva 1997) . Overall, then, the evidence for a coarse-to-fine bias in the integration of spatial frequencies is not clear-cut.
The experiments reported here extend the examination of the spatial-frequencyintegration process to individual spatial frequencies by employing Gabor patches. The first experiment reported below was carried out to provide a standard with which the experiment utilising Gabor patches could be compared. This first experiment repeated the paradigm of natural-image detection introduced by Parker et al (1992) . Given the results of Parker et al (1992 Parker et al ( , 1997 it would be expected that the coarse-to-fine sequence of filtered images should lead to an increase in the error rates associated with those images when compared with the same images shown from fine to coarse. This experiment allows a chance to replicate the finding for an order preference in the availability of spatial frequencies with another natural-image exemplar and provides a standard from which to compare the integration of spatial-frequency Gabor patches.
Experiment 1
As a first step to examine the nature of integration a replication of the discrimination and detection experiments of Parker et al (1992) with natural images was carried out. In the first of these experiments a full-bandwidth and several filtered versions of a natural image were presented singly. The subject's task was to indicate whether the fullbandwidth image or one of the filtered versions had been shown. In the second part of the experiment triplet sequences were presented of the filtered images in various orders, in some cases including the full-bandwidth image. The subject's task was to detect the presence of the full-bandwidth-image target in the sequence. It was expected on the basis of earlier results that a triplet of filtered images progressing from coarse to fine in spatial frequency would increase the number of erroneous reports of the presence of a full-bandwidth image.
2.1 Experiment 1a: Discrimination 2.1.1 Method 2.1.1.1 Apparatus and materials. The main stimulus used in this experiment was a natural image; the remaining stimuli were filtered versions of this image. The root image was a picture of the foot of a hill. (1) The power spectra of natural images have been found
(1) The natural image used in the first two experiments presented in this paper was taken from the PICS image database at the University of Stirling. This is available as an internet resource at the following address: http://pics.psych.stir.ac.uk/index.html to approximate a 1af a slope (Field 1987) , where f is spatial frequency and a has been found to vary between 1X88 AE 0X43 (mean AE SD) (van der Schaaf and van Hateren 1996) and 2X4 AE 0X26 (Tolhurst et al 1992) . The scene image used in this experiment had an a value of 1.5, which, although low, is well within the variation found over a large number of natural images. This value was computed with Matlab by evaluating a leastsquares curve-fitting procedure using the function Aaf a , where a is the exponent and A is a scaling constant which determines the overall image contrast (Ruderman 1997) .
The four filtered versions (two low pass and two high pass) were created with Matlab (see figure 1 for all images and figure 2 for their spectra). The root image (denoted as F) was transformed into the frequency domain, convolved with low-pass or highpass Gaussian filters with a half height of 2 cycles deg À1 (low pass denoted as L2 and high pass denoted as H2) and 4 cycles deg À1 (low pass denoted as L4 and high pass where r is the distance from the centre of the Gaussian, y is the direction, and s is the space constant or standard deviation of the normal distribution. The Gaussian filter is isotropic and for this reason the polar coordinates, y, specifying direction from the centre are irrelevant and thus not included on the right-hand side of the equation (Watt 1988) . This procedure differs in detail from that of Parker et al (1992) and therefore the actual spatial-frequency contents of the filtered images vary from those utilised by Parker et al (1992) . However, given the fact that these images are being employed to examine the integration of spatial frequencies, the actual spatial-frequency content should not be important as long as they overlap to form the entire spectrum of the full-bandwidth image from which they were derived. The stimuli in this experiment were shown at a resolution of 2566256 pixels on a black background. They were displayed by means of a VSG display system (Cambridge Research Systems Ltd) and were presented on a gamma-corrected 21-inch (10246768 pixels) monochrome Eizo flexi-scan 6600-M monitor with a refresh rate of 69 Hz. Stimuli were displayed for 42 ms each and always with a step temporal onset and offset. They were displayed centrally and viewed binocularly at a distance of 0.4 m. The subject's head was placed in a chin rest throughout the duration of the experiments. (2) (2) There are two main differences between this study and that of Parker et al (1992) . First, the viewing distance used here differs from that used by Parker et al (1992) . This is due to the differences in the resolution of the monitors used. In order to maintain the 13 deg of visual angle subtended by the image [this size was not actually reported in Parker et al (1992) but was ascertained from Parker (1997) through personal communication] the viewing distance had to be decreased. Second, the number of filtered versions tested has been decreased from the seven used by Parker et al (1992) to five. This is due to the redundancy of the two images, one low pass and one high pass, which, although used by Parker et al (1992) in their discrimination experiment, played no further role in the detection experiment. As this experiment is designed to ensure that the filtered images are discriminable from the full-bandwidth target and to familiarise subjects with the test materials there was no advantage served by including these stimuli. 2.1.1.2 Design and procedure. The purpose of this experiment was to measure the discriminability of the filtered images from the full-bandwidth image when they were individually presented. This ensured that when the images were presented sequentially in triplet sequences as in Parker et al (1992) , subjects did not base their detection responses on individual filtered images which were easily confused with the full-bandwidth-image target. A repeated-measures design was adopted. The following images were presented randomly and sequentially: full-bandwidth targets, L2, L4, H2, and H4. Subjects were fully informed about the nature of the task and the stimuli involved. Example images and trials were shown. The subject started the trials with a key press and also indicated which image type had been perceived (either the target or a filtered distracter) by a key press. Each image was presented twenty times, equalling 100 trials overall. The experiment took place in a blacked-out room. 2.1.1.3 Subjects. Ten observers, six male and four female with an age range of 23 to 30 years, took part in this experiment. One subject was one of the authors, who was fully aware of the purpose of the experiment; the remaining nine were naive.
Results.
The results can be seen in figure 3 . This shows the mean number of trials in which subjects reported a full-bandwidth image as a function of the image type.
Overall the filtered images are rarely mistaken for the full-bandwidth image (1.125%). The filtered version H2, which contains the largest bandwidth of high-spatial-frequency information, was found to be the most likely to be reported as a full-bandwidth image, although this still occurred very infrequently at 3.5%. The full-bandwidth image itself was identified correctly on 96% of the trials.
2.1.3 Discussion. This experiment shows that the filtered versions of the full-bandwidthimage target are very rarely mistaken for the target itself. The image and filtered versions used in this experiment show a different performance from that found in Parker et al (1992) . A comparison with table 1 showing the discriminability of the stimuli used in Parker et al (1992) shows that the stimuli employed here were very easily discriminable from the full-bandwidth image. In their experiment the high-pass-filtered versions were much more confusable. The filtered image which contained the most high-spatialfrequency information was again the image most mistaken for the full-bandwidth image but on a much higher number of occasions (38%). In fact all the images used by Parker et al (1992) were more often confused with the target than the stimuli used here. In the following experiment the detection of the full-bandwidth image is assessed when presented within the image triplets which vary in their spatial-frequency content and the order in which that content is presented. The particular conditions of interest are those which contain no target. Experiment 1a, then, served both as a measure of the discriminability of the filtered images and as an opportunity for subjects to familiarise themselves with the target and variations of the distracters. 
Experiment 1b: Detection
In this experiment the stimuli used in experiment 1a were grouped into triplets. The particular groupings used showed a progression of spatial-frequency information from the coarse to fine or fine to coarse. For example, the grouping L2, L4, H4 if shown from coarse to fine showed low spatial frequencies (L2) initially, followed by those low spatial frequencies plus medium spatial frequencies (L4), followed by the high spatial frequencies (H4). This sequence of spatial-frequency-information presentation might be expected to mirror the natural progression of spatial-frequency information in the human visual system. The subjects' task was to judge the presence of the fullbandwidth-image target in the triplet sequence. The groupings of the filtered images allow the comparison of the detection performance as a function temporal order. It was predicted on the basis of previous results that the coarse-to-fine temporal sequence would elicit higher error rates in the detection of the full-bandwidth target.
2.2.1 Method. Subjects, apparatus, and materials were as experiment 1a. Differences are noted below. 2.2.1.2 Design. A repeated-measures design was used in this experiment, involving a simple yes/no decision. The stimuli from experiment 1a were grouped into triplets (126 ms per triplet). The five image sequences were: L2, L4, H4; L2, H2, H4; L2, L4, F; F, H2, H4; (and their converses) and last F, F, F. Each of the five image sequences show spatial frequencies progressively from coarse to fine or fine to coarse. Overall there were nine conditions, including the condition where all three images shown were of the full-bandwidth image (F, F, F). Each stimulus was presented twenty times. 2.2.1.3 Procedure. Subjects were given all the information they needed about the task until they were completely satisfied that they understood the form the experiment would take. This included showing examples of the images to be used, with which they were already familiar, and the trials with which they would be presented. It was pointed out that the images which they encountered in the discrimination experiment would again be shown but this time as triplets. The target full-bandwidth image was presented and subjects were told that this might or might not appear within the triplet of images which would be presented on each trial. The subject started the trials with a key press. Each trial consisted of a single presentation interval containing three of five possible images. Once the triplet had been shown subjects indicated whether the target image had been presented at any time in the sequence by further key presses. The experiment took place in a blacked-out room and lasted approximately 15 min. Figure 4 shows the mean number of reports of the presence of a fullbandwidth image as a function of temporal sequence. Overall and unsurprisingly there was a larger number of correct target-present reports when the full-bandwidth image was presented at all, especially when it was presented as all three components (F, F, F) . As with Parker et al (1992) , a two-way analysis of variance on the factors image content and the order of that content was carried out. This showed a significant effect of image content regardless of the order [F 3 27 118X2, mean square error (MSE) 10X1, p 5 0X001] and an effect of temporal order regardless of content (F 1 9 21X1, MSE 4X9, p 5 0X01). A significant interaction was also found (F 3 27 18X4, MSE 9X6, p 5 0X001). This indicates that subject performance depended upon the spatial-frequency content of the image triplet shown and the order in which the sets were shown, while the interaction shows that the effect of the temporal sequence varies depending upon the triplet shown. Planned comparisons were carried out for the four temporal sequences (eg L2, L4, H4 vs H4, L4, L2). It was found that L2, L4, H4 (F 1 4X1, p 0X05), L2, L4, F (F 1 53X0, p 5 0X01), and F, H2, H4 (F 1 8X7, p 5 0X01) sets showed significant order effects while L2, H2, H4 (F 1 0X05, p 4 0X05) did not.
Results.
2.2.3 Discussion. Unlike in Parker et al (1992) the results, across all conditions, show no evidence that a coarse-to-fine temporal order of spatial frequency increased the detection of a full-bandwidth natural image. Of primary importance here is the comparison between the coarse-to-fine and fine-to-coarse image orders when the target was not present. The coarse-to-fine sequence L2, L4, H4 clearly showed an increase in the number of errors (ie false full-bandwidth-present reports) evoked when compared with the fine-to-coarse temporal order H4, L4, L2. However, the coarse-to-fine sequence L2, H2, H4 showed no increase in the number of errors evoked when compared with its fine-to-coarse temporal order. A smaller difference between the two temporal orders of the conditions in which no target was present was also found by Parker et al (1992, experiment 5) where their condition L1, L3, H1, although showing a significant coarse-to-fine bias, showed a much smaller difference than that found in their condition L1, H3, H1. Furthermore, the results found in experiment 1b mirror those found by Parker et al (1997) in their experiment 2 when using a face stimulus. The two conditions in which no target was presented showed a coarse-to-fine bias for the L2, L4, H4 condition (their L1, L2, H1 condition) but no bias at all for the L2, H2, H4 condition (their L1, H2, H1 condition). The evidence from conditions in which no target appears could be interpreted as supporting either a temporally anisotropic or a temporally isotropic integration mechanism. In condition L2, L4, H4 evidence for a temporally anisotropic process of coarse-to-fine integration is clearly found, while in the L2, H2, H4 condition both the coarse-to-fine and fine-to-coarse temporal order evoke similar error rates, suggesting an isotropic integration process. However, given the support for a temporally anisotropic integration mechanism found by Parker et al (1992 Parker et al ( , 1997 then it seems likely that although evidence for an isotropic integration mechanism was found in this experiment this may be due to the very low error rates found in this experiment as compared with Parker et al (1992 Parker et al ( , 1997 . Indeed, this is the explanation hinted at by Parker et al (1997) for precisely the same pattern of results found in their experiment 2 when the overall lower pattern of errors is suggested as an explanation for the lack of consistent support found for a coarse-to-fine integration process. Overall, then, the results show support for a temporally anisotropic integration process dependent upon a coarse-to-fine presentation of spatial frequencies. This was found not to be as strong as has been previously found and may be a result of the low error rates over all conditions.
The results from experiment 1a show a clear difference between the images used here and those used by Parker et al (1992) which may account for the differences in the results found. It is possible that the larger error rates found by Parker et al (1992) were due to the reduced discriminability of the filtered images which formed the image triplets. The reduced error rates found in our experiment would then be a function of the increased discriminability of the individual filtered images found in experiment 1a and not just spatial-frequency integration. Thus if this discriminability was reduced, then it would be expected that the error rates evoked by the filtered images would increase. Interestingly, if this was the case then the error rates found in our experiment reflect the operation of the spatial-frequency-content-integration process alone.
In order to examine the possibility that the error rates for discrimination had an effect on the errors made, experiment 2 replicates the design of experiment 1, but utilising less discriminable filtered images. It would be expected that the error rates evoked by the image triplets would rise in accordance with the error rates evoked by the filtered images. If the discrimination-error rates of the individual-filtered images do not have an influence on the number of errors made then no difference in the levels of integration found in experiment 1 should be found in experiment 2.
3 Experiment 2 3.1 Experiment 2a: Discrimination In this experiment the discriminability of the individually presented images was assessed to ensure that the overall discriminability of the filtered images from the fullbandwidth image is worse than in experiment 1a.
3.1.1 Method. All experimental details are identical to those of experiment 1a except where noted. 3.1.1.1 Subjects. Ten observers, four male and six female, with an age range of 23 to 34 years, took part in this experiment. 3.1.1.2 Apparatus and materials. The natural-image target was the same as in experiment 1. The filtered versions differed. The same technique for filtering was employed as were the same filters but the space constants of the Gaussians differed. The half height of the filters was shifted from 2 and 4 cycles deg À1 to 0.5 and 1 cycle deg À1 . Thus the four filtered images were low pass 0.5 cycle deg À1 and low pass 1 cycle deg À1 (denoted as L0.5 and L1) and high pass 0.5 cycle deg À1 and high pass 1 cycle deg À1 (denoted as H0.5 and H1) (see figures 5 and 6).
The results are shown in figure 7. It can be seen that the confusion between the filtered versions and the full-bandwidth image has increased to a level more comparable to that found by Parker et al (1992) . The high-pass images both show false positives, with H1 resulting in 11% errors and the image with the higher-spatial-frequency content, H0.5, resulting in 26.5% errors. The full-bandwidth image is recognised as being so in 96.5% of trials.
3.1.3 Discussion. The results show that the refiltering of the images has increased the confusion rates between the distracters and the targets without detracting from the detection rate elicited by the target itself. The goal of increasing the confusion rates has been achieved although still not to the level shown by the stimuli employed by Parker et al (1992) when the high-pass-filtered version with the largest amount of spatial-frequency information was mistaken for the target on 38% of the trials. 3.2 Experiment 2b: Detection 3.2.1 Method. The methods were as in experiment 1b. The stimuli used were those employed in experiment 2a. The image sequences were L0.5, L1, H1; L0.5, H0.5, H1; L0.5, L1, F; F, H0.5, Hl (and their converses), and F, F, F.
3.2.2
Results. The mean number of reports of the presence of a full-bandwidth image are shown in figure 8 as a function of temporal sequence. As with experiment 1b there is a larger number of correct target-present reports when the full-bandwidth image was presented at all, especially when it was presented as all three components (F, F, F). As with Parker et al (1992) , a two-way analysis of variance carried out on the factors image content and the order of that content shows a significant effect of image content regardless of the order (F 3 27 106X3, MSE 6X6, p 5 0X05) and an effect of temporal order regardless of content (F 1 9 7X7, MSE 11X8, p 5 0X05). A significant interaction was also found (F 3 27 120X9, MSE 2X9, p 5 0X05). This indicates that subject performance depended upon the spatial-frequency content of the image triplet shown and the order in which the sets were shown, while the interaction shows that the effect of the temporal sequence varies according to the triplet shown. The same planned comparisons were carried out for the four critical temporal sequences (eg L0.5, L1, H1 vs H1, L1, L0.5). It was found that sets L0.5, L1, H1 (F 1 7X7, p 5 0X05) and L0.5, L1, F (F 1 292X0, p 5 0X05) showed significant order effects for a coarse-to-fine order. While F, H0.5, H1 (F 1 93X5, p 4 0X05) showed a significant order effect for a fine-to-coarse order, L0.5, H0.5, H1 (F 1 1X1, p 4 0X05) did not show any significant order effect. 3.2.3 Discussion. The results show no evidence for an overall increase in the error rates elicited by the image triplets, suggesting that the difference between the results found here and those found by Parker et al (1992 Parker et al ( , 1997 are not due to the decreased discriminability of the images used. Furthermore, evidence was found for both a coarse-tofine and a fine-to-coarse effect of order upon the detection of a natural-image target. When the target was present the same pattern of results as in experiment 1b was found: the order of the spatial-frequency information shown does not seem to have a consistent effect upon target detection. Both coarse-to-fine and fine-to-coarse order effects are found. However, as suggested before, these conditions suffer from interpretative problems. When the target is not present no order effect is shown in one condition (L0.5, H0.5, H1) but in the other condition (L0.5, L1, H1) a coarse-to-fine order increases the number of mistaken target detections. Thus the conditions where the target is not present show support for an integration mechanism with a temporally anisotropic coarse-to-fine perference for spatial-frequency presentation. However, the results do not show the overall pattern shown by Parker et al (1992) nor do the effects shown the same strength.
A possible explanation for the results found here and those found in experiment 1 but discounted by Parker et al (1992) is one where the subjects' performance occurs as a function of the last frame shown. Thus the reason for a coarse-to-fine and fineto-coarse order effect when the target is present in the L0.5, L1, F condition is that the coarse-to-fine sequence has as its last frame the full-bandwidth target and when the F, H0.5, H1 is shown from fine to coarse it also has as its last frame the full-bandwidth image. Further, the condition where the target is not present and a coarse-to-fine order effect is found could also be due to the last frame of the L0.5, L1, H1 being more confusable with the full-bandwidth image. This does not hold for the remaining conditions of L2, L4, H4 and L2, H2, H4 of experiment 1b and the L0.5, H0.5, H1 sequence in experiment 2b where the high-pass version is preceded by the low-pass images; however, no order effect was found here and thus it does not go against a last-frame explanation. In the Parker et al (1992) paper the finding that the F, H0.5, H1 (F, H3, H1 in their terminology) condition resulted in more full-bandwidth images detected than the fullbandwidth alone (although this was never a significant difference) suggested that the last-frame hypothesis did not explain the findings. As this result was not found here nor was it shown in Parker et al (1997) a last-frame hypothesis could provide an explanation for the bindings of the experiments presented here without the need to invoke the operation of a temporally anisotropic integration mechanism.
The results from experiment 2 do show limited support for a temporally anisotropic integration mechanism whose performance is dependent upon the presentation of spatialfrequency information. Overall the evidence for this is not as strong as that found by Parker et al (1992 Parker et al ( , 1997 . This may be a result of the stimuli employed in the study. There are arguments for using ecologically valid stimuli (Gibson 1979 ) such as natural images (Field 1987) but there are also arguments for using stimuli which are more easily defined in terms of spatial-frequency content (Graham 1989) . The integration mechanism examined here is suggested to perform on the basis of spatial-frequency information, therefore it seems sensible to extend the work of Parker et al (1992 Parker et al ( , 1997 to stimuli which can be controlled in spatial-frequency content. The following experiments utilise Gabor patches which approximate the spatiotemporal weighting function of receptive fields in the primary visual cortex (Graham 1989) . A square-wave patch took the place of the full-bandwidth natural-image target and its first three harmonics constituted the filtered information. This set of stimuli also provides an opportunity to test the last-frame explanation as a coarse-to-fine sequence of square-wave harmonics would not result in the last frame resembling the square-wave target.
4 Experiment 3: Square-wave detection 4.1 Experiment 3a: Discrimination In order to familiarise subjects with the stimuli and examine the detectability of the targets a discrimination task was performed based upon experiments 1a and 2a. The stimuli were presented singly and subjects indicated whether or not it was a square wave.
4.1.1 Method 4.1.1.1 Apparatus and materials. The stimuli used in this experiment took the form of spatial-frequency Gabor patches of the first three harmonics of a vertically oriented square wave with a fundamental of 1 cycle deg À1 and a circular spatial envelope standard deviation of 1.74 deg. The stimuli also took the contrast relationships of that dictated by their harmonic relationship, specifically the fundamental (F ) was shown at 93.75% (Michelson contrast) while the third harmonic (3F ) was shown at a third of this at 31.25% and the fifth harmonic (5F ) at 18.75%. This deviates from the Parker et al (1992) experiment as they used full-contrast stimuli as replacements at all times. However, a pilot study indicated that the higher-contrast square-wave patch was detectable at all times in this case. It was therefore decided that the square-wave contrasts should match that of the missing components. These are termed S1, S2, and S3: where S1 refers to a square-wave shown at the contrast of the fundamental, S2 refers to a square wave shown at the same contrast as the third harmonic, and S3 refers to a square wave shown at the same contrast as the fifth harmonic. Also used were vertically oriented square-wave Gabor patches of the same fundamental frequency and harmonics as the square wave, that is 1, 3, and 5 cycles deg À1 , and the same spatial constant patch size. All stimuli were created through software which utilised a VSG display system (Cambridge Research Systems Ltd) and were presented on a gamma-corrected 21-inch (10246768 pixels) monochrome Eizo flexi-scan 6600-M monitor with a refresh rate of 69 Hz and a mean luminance of 12.9 cd m À2 . Stimuli were displayed for 42 ms each, all with a step temporal onset and offset. These were displayed centrally and viewed binocularly at a distance of 1 m. The subject's head was placed in a chin-and-forehead rest throughout the duration of the experiments. 4.1.1.2 Design. The experiment was a repeated-measures design with each of the six components (F, 3F, 5F, S1, S2, S3) being shown singly in a random order. There were 20 trials per condition. 4.1.1.3 Procedure. The subjects were fully informed about the nature of the task, including being shown examples of the images in the sequences, their temporal order, the form the trials took, and the identity of the target at all contrasts. Once the subjects were satisfied they started the experiment with a key press, after which a single image was presented. Subjects indicated``yes'' for the presentation of a square wave or``no'' for the presentation of a harmonic by different response keys. This took place in a blacked-out room. 4.1.1.4 Subjects. Ten observers, five male and five female, with an age range of 25 to 34 years, took part in this experiment. One subject was fully aware of the purpose of the experiment (an author), the remaining nine were naive.
Results.
The results in figure 9 show the mean number of square-wave discriminations as a function of temporal order. All the square-wave targets were discriminated with over 93% accuracy, with the square wave shown at both full and one-third contrast showing 99.5% detectability. The 3F and 5F harmonics were never detected as a square wave and only 3% of trials showed F being mistaken for a square wave.
4.1.3 Discussion. This experiment shows that the targets are easily detectable as being square waves while the harmonics almost never are. It also shows that a square wave of any contrast is easily discriminable from the first three harmonics of its square-wave series.
Furthermore, the experiment provided an opportunity for the subjects to become familiarised with the targets and distracters to be employed in experiment 3b.
Experiment 3b: Detection
In this experiment the images were again grouped into triplets as in experiments 1b and 2b. The first three harmonic components of a square wave were presented in either coarse-to-fine or fine-to-coarse temporal order. A square-wave target replaced one of the spatial-frequency components. Given the results of Parker et al (1992) and of experiment 1b it was expected, if an order effect was found, that the coarse-to-fine presentation of the three harmonics would evoke more square-wave-present responses than the fine-to-coarse presentations. This finding would discount the last-frame hypothesis as the final frame in the coarse-to-fine sequence would be 5F, which does not appear more similar to the target than the F, which would be the last frame of the fine-to-coarse sequence.
4.2.1 Method. Methods are as for experiment 3a with the following exception in the design. 4.2.1.1 Design. The experiment was a repeated-measures design employing a simple yes/no decision task. The stimuli were grouped into triplets (126 ms overall). There were six possible sequences built from an initial two containing no square wave, F, 3F, 5F, or 5F, 3F, F ; where one component was replaced by a square wave with a contrast equivalent to it, for example F, square wave, 5F or 5F, 3F, square wave. Subjects made 50 decisions per sequence condition, thus 400 overall. 4.2.1.2 Procedure. The subjects were fully informed about the nature of the task, including being shown examples of the images in the sequences which they were familiar with from experiment 3a, their temporal order, the form the trials took, and the identity of the target at all contrasts. Once the subjects were satisfied, they proceeded with the experiment. After the subjects had started the experiment with a key press a triplet of images was shown for 126 ms, after which it was replaced by a screen of mean luminance of the Gabor patch. Subjects responded with a key press, either``yes'' or``no'', to indicate the presence of the square-wave target. The experiment took place in a blacked-out room.
Results.
The results are illustrated in figure 10 , showing the detectability of square waves as a function of presentation order. It can be seen that performance is dependent upon the sequence of spatial frequencies presented and the order in which they appear. If the square-wave target appeared in the degraded-image sequences it was significantly more likely to be reported than when it was not presented (F 1 115X8, p 5 0X01). A two-way ANOVA examining image set (spatial frequencies present) and image order shows two main effects (image set: F 1 9 72X86, p 5 0X01; image order: F 1 9 16X34, p 5 0X01) and a significant interaction between them (F 3 27 14X53, p 5 0X01). There were four planned critical comparisons in this analysis; these reflect performance differences resulting from the same stimuli presented in the different temporal orders of coarse to fine and fine to coarse. F, 3F, 5F (F 1 14X6, p 5 0X01); F, S2, 5F (F 1 71X3, p 5 0X01); and F, 3F, S3 (F 1 34X8, p 5 0X01) all show significant order effects while S1, 3F, 5F (F 1 0X3, p 4 0X05) does not.
The analysis carried out shows that coarse-to-fine presentation of spatial frequencies improves the detection of a square-wave target in two of the three conditions when a square-wave target was actually present. Performance on the third condition is close to ceiling in both the coarse-to-fine and the fine-to-coarse temporal sequences. This trend carries over to the two conditions where no square wave was present when a square wave was more likely to be mistakenly detected.
4.2.3
Discussion. The results show a coarse-to-fine presentation of spatial frequencies leads to an increase in square-wave-present responses even if the target was not in fact present. This provides support for the temporally anisotropic hypothesis put forward by Parker et al (1992) with simple spatial-frequency stimuli.
As with experiments 1 and 2 it can be argued for the same reasons that the conditions of primary importance are those where the target image is not present. The results show that the coarse-to-fine presentation of spatial frequencies is more likely to be mistakenly identified as having a square wave present in its sequence than the fine-to-coarse temporal presentation of the same harmonics. This not only supports a temporally anisotropic model of spatial-frequency integration but also discounts a last-frame explanation as a basis for the results found here, in the previous experiment, and by Parker et al (1992 Parker et al ( , 1997 .
General discussion
In the natural-image and square-wave detection experiments it was found that the coarse-to-fine temporal order of spatial frequencies results in more mistaken responses of the presence of a full-bandwidth target. Whilst the square-wave-detection experiment showed this effect quite clearly, the natural-image-detection experiments did not show it as strongly as has previously been found (Parker et al 1992 (Parker et al , 1997 . The evidence suggests that the visual system when integrating spatial-frequency information does so more effectively when it is presented from coarse to fine. This is suggested to be a result of the coarse-to-fine order of spatial-frequency availability mirroring the natural progression of spatial-frequency information shown by the delays in the processing of spatial frequencies. The experiments carried out with natural images give some support to this proposition but the experiment using stimuli that were chosen to be matched to S1,3F,5F F ,S2,5F F , 3F,S3 5F, 3F, F 5F, 3F,S1 5F, S2,F S3,3F, F Condition the receptive fields found in the primary visual cortex shows a clearer coarse-to-fine preference for spatial-frequency presentation.
It can be suggested that the lack of clear support from the natural-image experiments is a result of the stimuli employed. Natural images may confound spatial-frequency information with feature processing or image quality. Furthermore, it may be the case that because the filtered versions of the natural images overlapped in their spatial-frequency content the interactions between them were not only of spatial-frequency integration but also of masking. It must be remembered that owing to the nature of the design employed here it is the interactions between filtered images which are being examined. It is entirely reasonable to suppose that the interactions which are being examined may take the form of integration and also masking. Thus it can be suggested that the reason that the results found with Gabor patches were clearer than those found with filtered natural images was that the spatial-frequency content of the Gabor patches was more localised, reducing the role of masking when employing this detection paradigm.
However, an alternative explanation comes as a result of the experiments carried out by Oliva (1994, 1997) , Oliva and Schyns (1997) , and Parker et al (1996) . Schyns and Oliva (1997) outline a number of experiments examining the order effects of processing spatial-frequency information with natural images such as scenes and faces in categorisation tasks. They find that the categorisation carried out by subjects can be manipulated to take place either on the information contained in the sequence progressing from coarse to fine or the information carried out from fine to coarse. Parker et al (1996) also showed fine-to-coarse effects when presenting a face or objects which were preceded by either a coarse or a fine version of the face or objects. If the target is preceded by a distracter the reaction times for subjects increase more if the distracter is a highpass image than a low-pass image, indicating that the high-spatial-frequency information has more of a deleterious effect on the processing carried out by the visual system than the low-spatial-frequency information. Thus whilst it appears from the experiments presented here that the integration of spatial frequencies occurs in a temporally anisotropic way, the weak results shown by the natural-image-detection experiments coupled with the results of Schyns and Oliva (1997) and Parker et al (1996) would also be compatible with a flexible integration process which depends upon task demands.
However, the results from Schyns and Oliva (Oliva and Schyns 1997; Schyns and Oliva 1997) and those from Parker et al (1996) could also be interpreted without recourse to spatial-frequency integration. It is the case that recognition and discrimination tasks can be carried out with portions of the spatial-frequency bandwidth of images whether they be high, medium, or low. Thus in the case of Oliva and Schyns (1997) the subjects may be basing their judgments on only portions of the spatial-frequency bandwidth provided, for example a single filtered image without integrating the different temporal orders of the spatial-frequency information provided. The biasing to coarse-to-fine or fine-to-coarse temporal orders they found may be only biasing subjects' expectations of where in the power spectrum the valid spatial-frequency information is to be shown. Under this interpretation it would be expected that when biased to expect useful information to be presented in the low or high spatial frequencies subjects primarily use this information in subsequent trials. A similar interpretation could be made of the results of Parker et al (1996) . It may be the case that rather than tapping any temporal form of spatial-frequency integration the high-spatial-frequency filtered images provide more ecologically valid information and are thus more disruptive to subsequent processing.
From the preceding discussion of the evidence supporting a fine-to-coarse or flexible integration of spatial frequencies it can be seen that, unlike the experimental tasks employed here and used by Parker et al (1992 Parker et al ( , 1997 , none of the experimental tasks reported by Schyns and Oliva (Oliva and Schyns 1997; Schyns and Oliva 1997) or Parker et al (1996) requires the integration of spatial frequency to take place. The pattern of results found by Schyns and Oliva (Oliva and Schyns 1997; Schyns and Oliva 1997) or Parker et al (1996) could be reinterpreted as reflecting the differential use of spatialfrequency information according to the task or training. Thus it appears from the results presented here and those reported by Parker et al (1992 Parker et al ( , 1997 ) that when subjects are given a task which requires the integration of spatial frequencies to take place then a coarse-to-fine temporally anisotropic integration of spatial frequencies is found.
In conclusion, the results found in the experiments presented here do show evidence for the integration of spatial frequencies taking place more effectively when they are available from coarse to fine. This provides support for a temporally anisotropic integration mechanism in the visual system, thus showing a link between the delays involved in the processing of spatial frequencies and their subsequent integration. However, further work is needed to clarify whether spatial-frequency integration is indeed taking place in the tasks reported by Schyns and Oliva (1997) and Parker et al (1996) . If integration does occur then it is possible that these results simply reflect a flexible integration mechanism which depends upon task demands. 
