Abstract: This paper discusses the first-order optimality conditions for optimal control problems with two different types of control systems, considered on a fixed time interval: systems of ordinary differential equations and systems of Volterra-type integral equations.
INTRODUCTION
The aim of this paper is to observe some results on the first-order optimality conditions for a weak local minimum, for control problems with two different types of control systems, considered on a fixed time interval, subject to mixed state-control constraints. We will consider problems with systems of ordinary differential equations (ODEs), and with systems of Volterratype nonlinear integral equations. We will show that the appropriate definition of the Pontryagin function allows to give very similar formulations of the optimality conditions for these two types of systems. The proofs of the observed results could be based on one and the same abstract Lagrange multipliers rule. Let us note that necessary conditions for the weak local minimum in optimal control problems constitute an important stage in derivation of any further necessary optimality condition, including maximum principle or higher order conditions, and thus, they deserve a separate thorough study for each specific class of problems, like it is done in the classical calculus of variations. This is why we focus on these conditions. Following the tradition, we call them stationarity conditions (or local minimum principle ). The paper is organized as follows. In Section 2 we formulate first-order necessary optimality conditions for problems with ordinary differential equations. Section 3 gives such conditions for problems with Volterra-type integral equations. Finally in Section 4 we present an abstract Lagrange multipliers rule, used for the proofs. 
OPTIMAL CONTROL

R Q
The problem is to minimize the Bolza-type cost functional
on the set of solutions of system (1) satisfying the Bolza-type constraints
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(for short, we will simply write 0),
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\ is the product of the row and column n vectors), and the augmented Pontryagin function (or augmented pre-Hamiltonian)
Also, introduce the endpoint Lagrange function
Both these functions refer to the tuple (10). The functions l H H , , will be used in formulation of optimality conditions. For the process (8) and tuple (10) with the specified properties, let us formulate the conditions of local minimum principle (or the stationarity conditions): a) the nonnegativity conditions
c) the complementary slackness conditions 
\ E D satisfying the specified above properties and such that conditions a) -g) of the local minimum principle hold true.
The proofs can be found in the book [3] . This book also contains further results of that kind, namely: the first-order conditions for a strong local minimum in the form of Pontryagin minimum principle. Moreover, along with regular mixed state-control constraints, the problem can also allow pure state constraints, and the time interval can be both fixed and variable.
OPTIMAL CONTROL PROBLEM WITH VOLTERRA-TYPE INTEGRAL EQUATIONS ON A FIXED TIME INTERVAL
Statement of the problem (Problem B)
We consider the following control system of Volterra-type integral equations on a fixed Note that the function f explicitly depends on two time variables, t and , s the roles of which are essentially different. Conventionally, the variable s will be called inner, while t will be called outer, time variable, and one should carefully distinguish between them in further considerations. Among the four arguments of the function f and its derivatives, the first argument will always be the outer and the second one the inner time variable, no matter by which letters they will be denoted. Note also that the integral equation (19) 
Again, introduce the endpoint Lagrange function (13). Both these functions refer to the tuple (10). In Problem B, for the process (8) and tuple (10) with the specified properties, let us formulate the conditions of local minimum principle (or the stationarity conditions): a') the nonnegativity conditions (14), b') the nontrivality condition (15), c') the complementary slackness conditions (16), d') the pointwise complementary slackness conditions (17), e') the adjoint equation The proof of this theorem (for a more general problem, with pure state constraints) is given in [4] . In the next section we formulate an abstract Lagrange multiplies rule which can be used for the proofs of Theorems q1 and 2. is an n dim vector.
AN ABSTRACT LAGRANGE MULTIPLIERS THEOREM
