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WEIGHTED INFINITESIMAL UNITARY BIALGEBRAS ON MATRIX ALGEBRAS
AND WEIGHTED ASSOCIATIVE YANG-BAXTER EQUATIONS
YI ZHANG, XING GAO∗, AND JIA-WEN ZHENG
Abstract. We equip a matrix algebra with a weighted infinitesimal unitary bialgebraic structure,
via a construction of a suitable coproduct. Furthermore, an infinitesimal unitary Hopf algebra, un-
der the view of Aguiar, is constructed on a matrix algebra. By exploring the relationship between
weighted infinitesimal bialgebras and pre-Lie algebras, we construct a pre-Lie algebraic structure
and then a new Lie algebraic structure on a matrix algebra. We also introduce the weighted asso-
ciative Yang-Baxter equations (AYBEs) and obtain the relationship between solutions of weighted
AYBEs and weighted infinitesimal unitary bialgebras. We give a bijection between the solutions
of the associative Yang-Baxter equation of weight λ and Rota-Baxter operators of weight −λ on
matrix algebras. As a consequence, weighted quasitriangular infinitesimal unitary bialgebras are
constructed, which generalize the results studied by Aguiar. Finally, We show that any weighted
quasitriangular infinitesimal unitary bialgebra can be made into a dendriform algebra.
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1. Introduction
The interaction between studies in pure mathematics and mathematical physics has long been a
rich source of inspirations that benefited both fields. This paper arose from an attempt to connect
these two fields by establishing connections among weighted infinitesimal unitary bialgebras,
weighted associative Yang-Baxter equations, pre-Lie algebras, Rota-Baxter algebras and dendri-
form algebras.
Infinitesimal bialgebras, introduced by Joni and Rota [37], are in order to give an algebraic
framework for the calculus of Newton divided differences. Namely, an infinitesimal bialgebra is
a module Awhich is simultaneously an algebra (possibly without a unit) and a coalgebra (possibly
without a counit) such that the coproduct ∆ is a derivation of A in the sense:
∆(ab) = a · ∆(b) + ∆(a) · b for a, b ∈ A.
If an infinitesimal bialgebra has an antipode S , then it will be called an infinitesimal Hopf al-
gebra [1]. The basic theory of infinitesimal bialgebras and infinitesimal Hopf algebras was de-
veloped by Aguiar [1, 3, 4, 5], which has proven useful not only in combinatorices [4], but in
other areas of mathematics as well, such as associative Yang-Baxter equations, Drinfeld’s dou-
bles and pre-Lie algebras [1]. Recently, Wang [50] generalized Aguiar’s result by developing the
Drinfeld’s double for braided infinitesimal Hopf algebras in Yetter-Drinfeld categories.
We emphasize that another version of infinitesimal bialgebras and infinitesimal Hopf algebras
was defined by Loday and Ronco [43] and brought new life on rooted trees by Foissy [27, 28] in
the sense that
∆(ab) = a · ∆(b) + ∆(a) · b − a ⊗ b for a, b ∈ A.
In [31], the authors combined the two versions of infinitesimal bialgebras by defining the coprod-
uct of A to be the following compatibility:
∆(ab) = a · ∆(b) + ∆(a) · b + λ(a ⊗ b) for a, b ∈ A,
where λ ∈ k is a fixed constant. This leads to the born of weighted infinitesimal (unitary) bialge-
bras, that is, the infinitesimal (unitary) bialgebras of weight λ. See Definition 2.1 below.
In the present paper, we equip a matrix algebra with a weighted infinitesimal unitary bialgebraic
structure by a construction of a suitable coproduct. Moreover, we also equip an infinitesimal
unitary bialgebra of weight zero on matrix algebras with an antipode such that it is further an
infinitesimal unitary Hopf algebra, under the view of Aguiar [1].
Pre-Lie algebras, also called Vinberg algebras, first appeared in the work of Vinberg [49] under
the name left-symmetric algebras on convex homogeneous cones and also appeared indepen-
dently at the same time in the study of affine structures on manifolds [32]. Its study has a broad
applications in mathematices and mathematical physics, such as classical and quantum Yang-
Baxter equations [8, 9, 14, 25, 36], pre-Poisson algebras [2] and Poisson brackets [15], quantum
field theory [16, 17, 35, 39, 40, 47] and operads [18, 46], Lie group and Lie algebras [38, 45, 49],
O-operators [7, 8, 10] and Rota-Baxter algebras [6, 11, 22, 24, 29, 30]. In [7], Bai pointed out that
“Due to the nonassociativity of pre-Lie algebra, there is not a suitable (and computable) represen-
tation theory and not a complete (and good) structure theory of pre-Lie algebras”. It is nature to
consider how to construct them from some algebraic structures (especially associative algebras)
which we have known. Our results may give a new and elementary method to construct pre-Lie
algebraic structures on some associative algebras, especially on matrix algebras.
It should be pointed out that Bai [7] gave two approaches to construct pre-Lie algebras from
associative algebras, see [7, Corollary 3.15] and [7, Proposition 3.16] for more details. Our
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consideration of pre-Lie algebras on matrix algebras has motivations beyond a simple pursuit
of weighted infinitesimal unitary bialgebras on matrix algebras. In the algebraic framework of
Aguiar [5] for infinitesimal bialgebra , a pre-Lie algebraic structure is constructed from an arbi-
trary infinitesimal bialgebra. Motivated by Aguiar’s construction, we previously derive a pre-Lie
algebra from an arbitrary weighted infinitesimal bialgebra. As applications, two pre-Lie algebras
on matrix algebras are built in the present paper.
Due to the construction of an infinitesimal unitary bialgebra of weight λ arising from a matrix
algebra in this paper, there is a close relationship among the matrix algebras, pre-Lie algebras,
Lie algebras and weighted infinitesimal unitary bialgebras. This situation can be summarized in
the sense of following commutative diagram of categories
Matrix algebras

// Weighted infinitesimal (unitary) bialgebras

Lie algebras Pre-Lie algebrasoo
Let g be a Lie algebra and r ∈ g⊗ g. A well-known result about classical Yang-Baxter equation
(CYBE) studied by Drinfeld [20] is that the principal derivation δr : g→ g ⊗ g is coassociative if
and only if the element
[r12, r13] + [r12, r23] + [r13, r23] ∈ g ⊗ g ⊗ g
is g-invariant. The solutions of classical Yang-Baxter equation give rise to Lie bialgebras and
quantum groups [20]. Parallel to classical Yang-Baxter equation, Aguiar [1] introduced associa-
tive Yang-Baxter equation (AYBE)
r13r12 − r12r23 + r23r13 = 0.
Aguiar [3] shown that any solution r of AYBE in an algebra A is a solution of CYBE in Alie
provided that r + τ(r) is A-invariant. Here Alie denotes the Lie algebra obtained by endowing A
with the commutator bracket and τ is the switch map. In particular, any skew-symmetric solution
of AYBE is a skew-symmetric solution of CYBE in Alie.
Let A be a unitary algebra. For each solution r ∈ A ⊗ A, the principle derivation
∆r : A → A ⊗ A, a 7→ a · r − r · a
endows A with an infinitesimal unitary bialgebra of weight zero. In this paper, we generalize
Aguiar’s result by the following result.
Theorem 1.1. (=Theorem 4.5) Let A be a unitary algebra and r =
∑
i ui ⊗ vi ∈ A ⊗ A. Then the
weighted principle derivation ∆r(a) = a · r − r · a − λ(a ⊗ 1) is coassociative if and only if the
element r13r12 − r12r23 + r23r13 − λr13 ∈ A ⊗ A ⊗ A is A-invariant.
Then we call the equation
r13r12 − r12r23 + r23r13 = λr13
an associative Yang-Baxter equation of weight λ. Let us emphasize that the weighted AYBEs con-
sidered here are very general, which include the AYBEs [1], the modified AYBEs [21] and the
non-homogeneous AYBEs in [10]. See Remark 4.2 below. Moreover, a surprising phenomenon
shows that a solution of a weighted AYBE induces a Rota-Baxter operator of weight −λ (Theo-
rem 4.10). As a consequence, we give a bijection between the set of the solutions of weighted
AYBE and the set of Rota-Baxter operators on matrix algebras.
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Theorem 1.2. (=Theorem 4.12) Let r be a solution of an AYBE of weight λ in Mn(k). Then the
map r → Pr is a bijection between the set of the solutions of AYBE of weight λ in Mn(k) and the
set of Rota-Baxter operators of weight −λ on Mn(k) .
The solutions of an AYBE of weight λ give rise to an infinitesimal unitary bialgebra of weight λ
and we call this infinitesimal unitary bialgebra the weighted quasitriangular infinitesimal unitary
bialgebra. As an application, we can derive a dendriform algebra from a weighted quasitriangular
infinitesimal unitary bialgebra and obtain a commutative diagram:
Weighted quasitriangular ǫ-unitary bialgebras

// Weighted ǫ-unitary bialgebras
**❚❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
❚
Rota-Baxter algebras // Dendriform algebras // Pre-Lie algebras
Structure of the Paper. In Section 2, we start by recalling the concept of an infinitesimal (uni-
tary) bialgebra of weight λ (Definition 2.1). Then we proceed to construct two different coprod-
ucts ∆L and ∆λ on matrix algebra Mn(k) to equip them with two infinitesimal unitary bialgebraic
structrues (Theorems 2.8 and 2.12). At the end of this section, we equip an infinitesimal unitary
Hopf algebra on matrix algebras (Theorem 2.21), under the view of Aguiar [1].
In Section 3, by investigating the relationship between weighted infinitesimal bialgebras and
pre-Lie algebras (Theorem 3.5), we equip Mn(k) with two pre-Lie bialgebraic structures and two
Lie algebraic structures (Theorems 3.6 and 3.8), beyond a construction of coproducts. It should
be pointed out that the new Lie bracket on Mn(k) induced by ∆L is different from the classical
one (Example 3.7), and the Lie bracket derived from ∆λ is precisely the classical Lie bracket on
matrix algebra when λ = 1 (Remark 3.9).
In Section 4, we introduce the concept of a weighted associative Yang-Baxter equation (Def-
inition 4.1), which generalizes the concept of associative Yang-Baxter equation studied in [1,
Section 5]. We propose the concept of a weighted principle derivation ∆r and characterize ∆r to
be coassociative. We show that if r is a solution of a weighted AYBE in A, then the quadruple
(A,m, 1,∆r) is an ǫ-unitary bialgebra of weight λ (Theorem 4.6). As an application, a solution of a
homogeneous associative Yang-Baxter equation for matrix algebras is also given (Theorem 4.7).
We also derive a Rota-Baxter operator of weight −λ from a solution of an AYBE of weight λ
(Theorem 4.10). We end this section by giving a one-to-one correspondence between the solu-
tions of the associative Yang-Baxter equation of weight λ and Rota-Baxter operators of weight
−λ on matrix algebras (Theorem 4.12).
In Section 5, we first propose the concept of weighted quasitriangular ǫ-unitary bialgebras
(Definition 5.1). Similar to the classical quasitriangular bialgebras, we then give some properties
of weighted quasitriangular ǫ-unitary bialgebras (Proposition 5.3). We finally derive a dendriform
algebra from a weighted quasitriangular ǫ-unitary bialgebra (Theorem 5.6).
Notation. Throughout this paper, let k be a unitary commutative ring unless the contrary is
specified, which will be the base ring of all modules, algebras, coalgebras, bialgebras, tensor
products, as well as linear maps. By an algebra we mean an associative k-algebra (possibly
without unit) and by a coalgebra we mean a coassociative k-coalgebra (possibly without counit).
For an algebra A, we view A ⊗ A as an A-bimodule via
(1) a · (b ⊗ c) := ab ⊗ c and (b ⊗ c) · a := b ⊗ ca,
where a, b, c ∈ A.
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2. Weighted infinitesimal unitary bialgebras and examples
In this section, we first recall the concept of a weighted infinitesimal (unitary) bialgebra [31],
which generalise simultaneously the one introduced by Joni and Rota [37] and the one initiated by
Loday and Ronco [43]. Then we proceed to equip a matrix algebra with a weighted infinitesimal
unitary bialgebraic structure, in terms of a construction of a suitable coproduct.
2.1. Weighted infinitesimal unitary bialgebras. The following is the concept of a weighted
infinitesimal (unitary) bialgebra proposed in [31].
Definition 2.1. [31] Let λ be a given element of k. An infinitesimal bialgebra (abbreviated ǫ-
bialgebra) of weight λ is a triple (A,m,∆) consisting of an algebra (A,m) (possibly without unit)
and a coalgebra (A,∆) (possibly without counit) that satisfies
(2) ∆(ab) = a · ∆(b) + ∆(a) · b + λ(a ⊗ b) for a, b ∈ A.
If further (A,m, 1) is a unitary algebra, then the quadruple (A,m, 1,∆) is called an infinitesimal
unitary bialgebra (abbreviated ǫ-unitary bialgebra) of weight λ.
The concept of an ǫ-bialgebra morphism is given as usual.
Definition 2.2. [31] Let A and B be two ǫ-bialgebras of weight λ. A map φ : A → B is called an
infinitesimal bialgebra morphism (abbreviated ǫ-bialgebra morphism) if φ is an algebra mor-
phism and a coalgebra morphism. The concept of an infinitesimal unitary bialgebra morphism
can be defined in the same way.
Remark 2.3. (a) Let (A,m, 1,∆) be an ǫ-unitary bialgebra of weight λ. Then ∆(1) = −λ(1⊗1)
by
∆(1) = ∆(1 · 1) = 1 · ∆(1) + ∆(1) · 1 + λ(1 ⊗ 1) = 2∆(1) + λ(1 ⊗ 1).
(b) Aguiar [1] pointed out that there is no non-zero ǫ-bialgebra of weight zero which is both
unitary and counitary. Indeed, it follows from the counicity that
1 ⊗ 1k = (id ⊗ ǫ)∆(1) = 0,
and so 1 = 0.
Example 2.4. Here are some examples of ǫ-(unitary) bialgebras.
(a) Any unitary algebra (A,m, 1) is an ǫ-unitary bialgebra of weight zero by taking ∆ = 0.
(b) [1, Example 2.3.5] The polynomial algebra k〈x1, x2, x3, . . .〉 is an ǫ-unitary bialgebra of
weight zero with the coproduct ∆ given by Eq. (2) and
∆(xn) =
n−1∑
i=0
xi ⊗ xn−1−i = 1 ⊗ xn−1 + x1 ⊗ xn−2 + · · · + xn−1 ⊗ 1,
where we set x0 = 1.
(c) [1, Example 2.3.2]Let Q be a quiver. The path algebra of Q is the associative algebra
kQ = ⊕∞
n=0
kQn whose underlying k-module has its basis the set of all paths a1a2 · · · an of
length n ≥ 0 in Q. The multiplication ∗ of two paths a1a2 · · · an and b1b2 · · · bm is defined
by
(a1a2 · · · an) ∗ (b1b2 · · · bm) := δt(an),s(b1)a1a2 · · · anb1b2 · · · bm,
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where δt(an),s(b1) is the Kronecker delta. The path algebra (kQ, ∗,∆) is an ǫ-bialgebra of
weight zero with the coproduct defined by
∆(e) : = 0 for e ∈ Q0
∆(a) : = s(a) ⊗ t(a) for a ∈ Q1, and
∆(a1a2 · · · an) := s(a1) ⊗ a2 · · · · an + a1 · · · an−1 ⊗ t(an) +
n−2∑
i=1
a1 · · · ai ⊗ ai+2 · · · an for n ≥ 2.
(d) [43, Section 2.3] Let V denote a vector space. Recall that the tensor algebra T (V) over V
is the tensor module,
T (V) = k ⊕ V ⊕ V⊗2 ⊕ · · · ⊕ V⊗n ⊕ · · · ,
equipped with the associative multiplication mT called concatenation defined by
v1 · · · vi ⊗ vi+1 · · · vn 7→ v1 · · · vivi+1 · · · vn for 0 ≤ i ≤ n,
with the convention that v1v0 = 1 and vn+1vn = 1. It is a well-known free associative
algebra. The tensor algebra T (V) is an ǫ-unitary bialgebra of weight −1 with the coproduct
defined by
∆(v1 · · · vn) :=
n∑
i=0
v1 · · · vi ⊗ vi+1 · · · vn.
(e) [31, Propsition 2.6] The polynomial algebra k[x] is an ǫ-unitary bialgebra of weight λ
with the coproduct defined by
∆(1) := −λ(1 ⊗ 1) and ∆(xn) :=
n−1∑
i=0
xi ⊗ xn−1−i + λ
n−1∑
i=1
xi ⊗ xn−i for n ≥ 1.
(f) [26, Section 1.4] Let (A,m, 1,∆, ε, c) be a braided bialgebra with A = k ⊕ ker ε and the
braiding c : A ⊗ A → A ⊗ A given by
c :

1 ⊗ 1 7→ 1 ⊗ 1,
a ⊗ 1 7→ 1 ⊗ a,
1 ⊗ b 7→ b ⊗ 1,
a ⊗ b 7→ 0,
where a, b ∈ ker ε. Then (A,m, 1,∆, ε) is an ǫ-unitary bialgebra of weight −1.
2.2. An infinitesimal unitary bialgebra on a matrix algebra. In this subsection, we construct
an ǫ-unitary bialgebra of weight λ arising from a matrix algebra.
Definition 2.5. [41, Chapter 17] Amatrix algebra Mn(k) is a collection of n× nmatrices over k
that form a unitary associative algebra under matrix addition and matrix multiplication.
The multiplication on Mn(k) will be denoted by m. We now define a coproduct on matrix
algebra Mn(k) to equip it with a coalgebra structrue, with an eye toward constructing an ǫ-unitary
bialgebra of weight λ on it.
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2.2.1. The case of λ = 0. Let L ∈ Mn(k) such that L
2 = 0. For M ∈ Mn(k), define
∆L(M) := ML ⊗ L − L ⊗ LM.(3)
Note that ∆L(E) = 0, where E ∈ Mn(k) is the identity matrix. We observe that Mn(k) is closed
under the coproduct ∆L.
Lemma 2.6. Let L ∈ Mn(k) such that L
2 = 0. Then for M,N ∈ Mn(k),
∆L(MN) = M · ∆L(N) + ∆L(M) · N.
Proof. We have
M · ∆L(N) + ∆L(M) · N =M · (NL ⊗ L − L ⊗ LN) + (ML ⊗ L − L ⊗ LM) · N (by Eq. (3))
=MNL ⊗ L − ML ⊗ LN + ML ⊗ LN − L ⊗ LMN (by Eq. (1))
=MNL ⊗ L − L ⊗ LMN
=(MN)L ⊗ L − L ⊗ L(MN)
=∆L(MN) (by Eq. (3)).
This completes the proof. 
Lemma 2.7. Let L ∈ Mn(k) such that L
2 = 0. Then the pair (Mn(k),∆L) is a coalgebra (without
counit).
Proof. It is enough to show the coassociative law:
(id ⊗ ∆L)∆L(M) = (∆L ⊗ id)∆L(M) for M ∈ Mn(k).(4)
Applying Eq. (3) and L2 = 0, we have
∆L(L) = L
2 ⊗ L − L ⊗ L2 = 0.(5)
On the one hand,
(id ⊗ ∆L)∆L(M) = (id ⊗ ∆L)(ML ⊗ L − L ⊗ LM) (by Eq. (3))
= ML ⊗ ∆L(L) − L ⊗ ∆L(LM)
= − L ⊗ ∆L(LM) (by Eq. (5))
= − L ⊗ (LML ⊗ L − L ⊗ L2M) (by Eq. (3))
= − L ⊗ LML ⊗ L (by L2 = 0).
On the other hand,
(∆L ⊗ id)∆L(M) = (∆L ⊗ id)(ML ⊗ L − L ⊗ LM) (by Eq. (3))
= ∆L(ML) ⊗ L − ∆L(L) ⊗ LM
= ∆L(ML) ⊗ L (by Eq. (5))
= (ML2 ⊗ L − L ⊗ LML) ⊗ L (by Eq. (3))
= − L ⊗ LML ⊗ L (by L2 = 0),
whence Eq. (4) holds. 
Now we arrive at our first main result in this subsection.
Theorem 2.8. Let L ∈ Mn(k) such that L
2 = 0. Then the quadruple (Mn(k),m, E,∆L) is an
ǫ-unitary bialgebra of weight zero.
8 YI ZHANG, XING GAO∗, AND JIA-WEN ZHENG
Proof. It follows from Lemmas 2.6 and 2.7. 
Remark 2.9. (a) It should be pointed out that Theorem 2.8 generalizes the case of n = 2
studied in [1, Example 2.3.7].
(b) By Remark 2.3 (b), it cann’t add a counit to (Mn(k),m, E,∆L).
2.2.2. The case of λ , 0. Let λ ∈ k \ {0} be given. For any M ∈ Mn(k), define
∆λ(M) := M ⊗ (−λE),(6)
where E ∈ Mn(k) is the identity matrix. Note that ∆λ(E) = −λ(E ⊗ E) and Mn(k) is closed under
the coproduct ∆λ.
Lemma 2.10. Let M,N ∈ Mn(k). Then
∆λ(MN) = M · ∆λ(N) + ∆λ(M) · N + λ(M ⊗ N).
Proof. We have
M · ∆λ(N) + ∆λ(M) · N = M ·
(
N ⊗ (−λE)
)
+
(
M ⊗ (−λ)E
)
· N (by Eq. (6)),
= MN ⊗ (−λE) − λ(M ⊗ N) (by Eq. (1))
= ∆λ(MN) − λ(M ⊗ N).
Thus
∆λ(MN) = M · ∆λ(N) + ∆λ(M) · N + λ(M ⊗ N).
This completes the proof. 
Lemma 2.11. The pair (Mn(k),∆λ) is a coalgebra (without counit).
Proof. It suffices to show the coassociative law:
(id ⊗ ∆λ)∆λ(M) = (∆λ ⊗ id)∆λ(M) for M ∈ Mn(k).(7)
By Eq. (6), we have
(id ⊗ ∆λ)∆λ(M) = (id ⊗ ∆λ)
(
M ⊗ (−λE)
)
= M ⊗ (−λ)∆λ(E) = λ
2M ⊗ E ⊗ E
= M ⊗ (−λE) ⊗ (−λE) = ∆λ(M) ⊗ (−λE)
= (∆λ ⊗ id)(M ⊗ (−λE)) = (∆λ ⊗ id)∆λ(M),
as desired. 
Theorem 2.12. Let λ ∈ k \ {0} be given. Then the quadruple (Mn(k),m, E,∆λ) is an ǫ-unitary
bialgebra of weight λ.
Proof. It follows from Lemmas 2.10 and 2.11. 
2.3. An infinitesimal unitary Hopf algebra on a matrix algebra. In this subsection, we equip
the ǫ-unitary bialgebra (Mn(k),m, E,∆L) of weight zero with an antipode such that it is further
an ǫ-unitary Hopf algebra, under the view of Aguiar [1]. Denote by Homk(A, B) the module
consisting of linear maps from A to B throughout the remainder of this section.
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Definition 2.13. [19, Chapter 4.1] Let A = (A,m, 1,∆, ε) be a classical bialgebra. Then the
convolution product ∗ on Homk(A, A) is defined to be the composition:
f ∗ g := m( f ⊗ g)∆ for f , g ∈ Homk(A, A),
and the triple (Homk(A, A), ∗, 1 ◦ ε) is called a convolution algebra, where 1 ◦ ε is the unit with
respect to ∗. The antipode S is defined to be the inverse of the identity map with respect to the
convolution product.
Remark 2.14. The question facing us is whether we can define the antipode for an ǫ-unitary
bialgebra as one does for classical bialgebras A. Aguiar [1, Remark 2.2] answers this question
‘No’ due to the lack of the unit 1 ◦ ε with respect to ∗, see Remark 2.3 (b).
However, Aguiar [1] provided the perfect notion of antipode S for an ǫ-bialgebra.
Definition 2.15. [1, Section 3] Let A = (A,m,∆) be an ǫ-bialgebra. Then the circular convolu-
tion ⊛ on Homk(A, A) is defined by
f ⊛ g := f ∗ g + f + g , that is, ( f ⊛ g)(a) :=
∑
(a)
f (a(1))g(a(2)) + f (a) + g(a) for a ∈ A.
Note that f ⊛ 0 = f = 0 ⊛ f and so 0 ∈ Homk(A, A) is the unit with respect to the circular
convolution ⊛.
Further Aguiar introduced the concept of an infinitesimal Hopf algebra via circular convolu-
tion [1, Definition 3.1]. Inspired by this, we set the following definition in [31].
Definition 2.16. An infinitesimal unitary bialgebra (A,m, 1,∆) of weight λ is called an infinitesi-
mal unitary Hopf algebra (abbreviated ǫ-unitary Hopf algebra) of weight λ if the identity map
id ∈ Homk(A, A) is invertible with respect to the circular convolution. In this case, the inverse
S ∈ Homk(A, A) of id is called the antipode of A. It is characterized by the equations
(8)
∑
(a)
S (a(1))a(2) + S (a) + a = 0 =
∑
(a)
a(1)S (a(2)) + a + S (a) for a ∈ A,
where ∆(a) =
∑
(a) a(1) ⊗ a(2).
The ǫ-unitary Hopf algebra satisfies many properties analogous to those of a classical Hopf
algebra [1, Propositions 3.7, 3.12].
Remark 2.17. (a) Let A be an ǫ-unitary Hopf algebra of weight zero with antipode S . Then
S (xy) = −S (x)S (y) and
∑
(x)
S (x(1)) ⊗ S (x(2)) = −
∑
(S (x))
S (x)(1) ⊗ S (x)(2) = −∆S (x).
(b) If (A,m, 1,∆) is an ǫ-unitary Hopf algebra of weight zero with the antipode S , then so is
(A,mop, 1,∆cop) with the same antipode S .
(c) It follows from Eq. (8) that S (1) = −1 by taking a = 1.
Definition 2.18. [1, Section 4] Let A be an algebra and C a coalgebra. The map f : C → A is
called locally nilpotent with respect to convolution ∗ if for each c ∈ C there is some n ≥ 1 such
that
(9) f ∗n(c) :=
∑
(c)
f (c(1)) f (c(2)) · · · f (c(n+1)) = 0,
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where c(1), · · · , c(n+1) are from the Sweedler notation ∆
n(c) =
∑
(c) c(1) ⊗ · · · ⊗ c(n+1) and f
∗n is
defined inductively by
f ∗1(c) :=
∑
(c)
f (c(1)) f (c(2)) and f
∗(n) := f ∗(n−1) ∗ f .
Lemma 2.19. Let (Mn(k), m, E,∆L) be the ǫ-unitary bialgebra of weight zero in Theorem 2.8
and
D := m∆L : Mn(k) → Mn(k).
Then for each k ≥ 0 and M ∈ Mn(k), D
∗(k+1)(M) = 0 and so D is locally nilpotent.
Proof. It suffices to prove the first statement by induction on k ≥ 0. Using sweedler notation, we
may write
∆L(M) =
∑
(M)
M(1) ⊗ M(2) for M ∈ Mn(k).
For the initial step of k = 0, we have
D∗(1)(M) =
∑
(M)
D(M(1))D(M(2)) = 0,
where the last step follows from
D(M(1)) = m∆L(M(1)) = M(1)L
2 − L2M(1) = 0
by Eq. (3) and L2 = 0. Assume the result is true for k = ℓ for an ℓ ≥ 1, and consider the case
when k = ℓ + 1. Then
D∗(ℓ+1)(M) = (D∗ℓ ∗ D)(M) = m(D∗ℓ ⊗ D)∆L(M) =
∑
(M)
D∗ℓ(M(1))D(M(2)) = 0,
where the last step employs the induction hypothesis. This completes the proof. 
Denote by R and C the field of real numbers and the field of complex numbers, respectively.
Lemma 2.20. [1, Proposition 4.5] Let (A, m, ∆) be an ǫ-bialgebra and D := m∆, and let k be a
field. Suppose that either
(a) k = R or C and A is finite dimensional, or
(b) D is locally nilpotent and char(k) = 0.
Then A is an ǫ-Hopf algebra with bijective antipode S = −
∑∞
n=0
1
n!
(−D)n.
Indeed, in the above lemma, we can replace the condition that k is a field by Q ⊆ k.
Theorem 2.21. Let Q ⊆ k. Then the quadruple (Mn(k), m, E, ∆L) is an ǫ-unitary Hopf algebra
of weight zero with the bijective antipode S = −
∑∞
n=0
1
n!
(−D)n.
Proof. By Theorem 2.8, (Mn(k), m, E, ∆L) is an ǫ-unitary bialgebra of weight zero. From Lem-
mas 2.19, 2.20 and Definition 2.16, (Mn(k), m, E, ∆L) is an ǫ-unitary Hopf algebra of weight
zero with bijective antipode S = −
∑∞
n=0
1
n!
(−D)n. 
3. Pre-Lie algebras on matrix algebras
This section is devoted to recall that an ǫ-unitary bialgebra of an arbitrary weight λ gives
rise to a pre-Lie algebra [31], which generalizes the construction of the pre-Lie algebra from
an infinitesimal bialgebra [5]. As a consequence, we equip Mn(k) with two pre-Lie bialgebraic
structures and two Lie algebraic structures
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3.1. Pre-Lie algebras and weighted infinitesimal unitary bialgebras. In this subsection, we
first recall the concept of pre-Lie algebras and then show the connection from weighted ǫ-unitary
bialgebras to pre-Lie algebras.
Definition 3.1. [44] A (left) pre-Lie algebra is a k-module A together with a binary linear
operation ✄ : A ⊗ A → A satisfying
(a✄ b)✄ c − a✄ (b✄ c) = (b✄ a)✄ c − b✄ (a✄ c) for a, b, c ∈ A.(10)
Example 3.2. Here are two well-known pre-Lie algebras on dendriform dialgebras and Rota-
Baxter algebras, respectively.
(a) Let (A,≺,≻) be a dendriform dialgebra. Then the multiplication ⋆ defined by a ⋆ b = a ≺
b + a ≻ b gives an associative algebra [5]. In addition, define
✄ : A ⊗ A → A, a ⊗ b 7→ a ≻ b − a ≺ b for a, b ∈ A.
Then A together with ✄ is a pre-Lie algebra [5].
(b) Let (A, P) be a Rota-Baxter algebra of weight λ. If the weight λ = 0, then the binary
operation
✄ : A ⊗ A → A, a ⊗ b 7→ P(a) · b − b · P(a) for a, b ∈ A,
defines a pre-Lie algebra. If the weight λ = −1, then the binary operation
✄ : A ⊗ A → A, a ⊗ b 7→ P(a) · b − b · P(a) − x · y for a, b ∈ A,
defines a pre-Lie algebra [6].
Let (A,✄) be a pre-Lie algebra. For any a ∈ A, let
La : A → A, b 7→ a✄ b
be the left multiplication operator. Let
L : A → Homk(A, A), a 7→ La.
The close relation between pre-Lie algebras and Lie algebras is characterized by the following
two fundamental properties.
Lemma 3.3. (a) [32, Theorem 1] Let (A,✄) be a pre-Lie algebra. Define for elements in A a
new multiplication by setting
[a, b] := a✄ b − b✄ a for a, b ∈ A.
Then (A, [−,− ]) is a Lie algebra.
(b) [7, Proposition 1.2] Eq. (10) rewrites as
L[a,b] = La ◦ Lb − Lb ◦ La = [La, Lb],
which implies that L : (A, [−,− ]) → Homk(A, A) with a 7→ La gives a representation of the
Lie algebra (A, [−,− ]).
Remark 3.4. By Lemma 3.3, a pre-Lie algebra induces a Lie algebra whose left multiplication
operators give a representation of the associated commutator Lie algebra.
Let (A,m, 1,∆) be an ǫ-unitary bialgebra of weight λ. Define
✄ : A ⊗ A → A, a ⊗ b 7→ a✄ b :=
∑
(b)
b(1)ab(2),(11)
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where b(1) and b(2) are from the Sweedler notation ∆(b) =
∑
(b) b(1) ⊗ b(2). The following result
captures the connection from weighted ǫ-unitary bialgebras to pre-Lie algebras [31]. For the
completeness, we record the proof here.
Theorem 3.5. Let (A,m, 1,∆) be an ǫ-unitary bialgebra of weight λ. Then A equipped with the
✄ in Eq. (11) is a pre-Lie algebra.
Proof. For any a, b, c ∈ A, using the Sweedler notation ∆(c) =
∑
(c) c(1) ⊗ c(2), we have
∆(
∑
(c)
c(1)bc(2)) =
∑
(c)
∆(c(1)bc(2)) =
∑
(c)
(
c(1)b · ∆(c(2)) + ∆(c(1)b) · c(2) + λc(1)b ⊗ c(2)
)
(by Eq. (2))
=
∑
(c)
(
c(1)b · ∆(c(2)) +
(
c(1) · ∆(b) + ∆(c(1)) · b + λ(c(1) ⊗ b)
)
· c(2) + λc(1)b ⊗ c(2)
)
=
∑
(c)
(
c(1)b · ∆(c(2)) + c(1) · ∆(b) · c(2) + ∆(c(1)) · bc(2) + λc(1) ⊗ bc(2) + λc(1)b ⊗ c(2)
)
=
∑
(c)
(
∆(c(1)) · bc(2) + c(1) · ∆(b) · c(2) + c(1)b · ∆(c(2)) + λc(1) ⊗ bc(2) + λc(1)b ⊗ c(2)
)
=
∑
(c)
(∑
(c(1))
c(1)(1) ⊗ c(1)(2)bc(2) +
∑
(b)
c(1)b(1) ⊗ b(2)c(2) +
∑
(c(2))
c(1)bc(2)(1) ⊗ c(2)(2)
+ λc(1) ⊗ bc(2) + λc(1)b ⊗ c(2)
)
=
∑
(c)
c(1) ⊗ c(2)bc(3) +
∑
(c),(b)
c(1)b(1) ⊗ b(2)c(2) +
∑
(c)
c(1)bc(2) ⊗ c(3)
+ λ
∑
(c)
c(1) ⊗ bc(2) + λ
∑
(c)
c(1)b ⊗ c(2) (by the coassociative law).
Together this with Eq. (11), we obtain
a✄ (b✄ c) =a✄ (
∑
(c)
c(1)bc(2))
=
∑
(c)
c(1)ac(2)bc(3) +
∑
(c),(b)
c(1)b(1)ab(2)c(2) +
∑
(c)
c(1)bc(2)ac(3)
+ λ
∑
(c)
c(1)abc(2) + λ
∑
(c)
c(1)bac(2).
Moreover
(a✄ b)✄ c = (
∑
(b)
b(1)ab(2))✄ c =
∑
(c),(b)
c(1)b(1)ab(2)c(2).
Thus
(a✄ b)✄ c − a✄ (b✄ c) = −
∑
(c)
c(1)ac(2)bc(3) −
∑
(c)
c(1)bc(2)ac(3) − λ
∑
(c)
(
c(1)abc(2) + c(1)bac(2)
)
.
(12)
Observe that Eq. (12) is symmetric in a and b. Hence
(a✄ b)✄ c − a✄ (b✄ c) = (b✄ a)✄ c − b✄ (a✄ c),
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and so (A,✄) is a pre-Lie algebra. 
3.2. Two pre-Lie and a new Lie algebraic structures on a matrix algebra. In this subsection,
we proceed to give two pre-Lie algebraic structures on a matrix algebra. Consequently, a new Lie
algebraic structure on a matrix algebra is induced by Lemma 3.3 (a).
3.2.1. The case of λ = 0. By Theorem 2.8, (Mn(k),m, E,∆L) is an ǫ-unitary bialgebra of weight
zero. Applying Eq. (11), we define
✄L : Mn(k) ⊗ Mn(k) → Mn(k), M ✄L N :=
∑
(N)
N(1)MN(2),(13)
where N(1) and N(2) are from ∆L(N) =
∑
(N) N(1) ⊗ N(2).
Theorem 3.6. Let L ∈ Mn(k) such that L
2 = 0. Then the pair (Mn(k),✄L) is a pre-Lie algebra
and so (Mn(k), [−,− ]L) is a Lie algebra, where
[M,N]L := NLML + LNLM − MLNL − LMLN.
Proof. By Theorems 2.8 and 3.5, (Mn(k),✄L) is a pre-Lie algebra. The remainder follows from
Lemma 3.3 (a) and
[M,N]L = M ✄L N − N ✄L M =
∑
(N)
N(1)MN(2) −
∑
(M)
M(1)NM(2) (by Eq. (13))
= NLML − LMLN − (MLNL − LNLM) (by Eq. (3))
= NLML + LNLM − MLNL − LMLN.
This completes the proof. 
The following example exposes that the Lie bracket [−,− ]L is different from the one given by
commutator.
Example 3.7. Consider the matrix algebra M2(k). Let
L =
(
0 1
0 0
)
,M =
(
a b
c d
)
,N =
(
e f
g h
)
.
Then L2 = 0 and by Theorem 3.6,
[M,N]L =
(
0 ec + gd − ag − ch
0 0
)
,
which is different from the classical Lie bracket
[M,N] := MN − NM =
(
bg − f c a f + bh − eb − f d
ce + dg − ga − hc c f − gb
)
.
3.2.2. The case of λ , 0. By Theorem 2.12, (Mn(k),m, E,∆λ) is an ǫ-unitary bialgebra of weight
λ. Using Eq. (11), we define
✄λ : Mn(k) ⊗ Mn(k) → Mn(k), M ✄λ N :=
∑
(N)
N(1)MN(2),
where N(1) and N(1) are from ∆λ(N) =
∑
(N) N(1) ⊗ N(2).
Theorem 3.8. Let λ ∈ k \ {0} be given. Then the pair (Mn(k),✄λ) is a pre-Lie algebra and so
(Mn(k), [−,− ]λ) is a Lie algebra, where
[M,N]λ := λ(MN − NM).
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Proof. By Theorems 2.12 and 3.5, (Mn(k),✄λ) is a pre-Lie algebra. The remainder follows from
Lemma 3.3 (a) and Eq. (6). 
Remark 3.9. Taking λ = 1 in Theorem 3.8, a surprising phenomenon shows that the Lie bracket
derived from ∆λ is precisely the classical Lie bracket given by commutator on matrix algebras.
4. Weighted AYBEs and weighted ǫ-unitary bialgebras
In this section, we first introduce the concept of a weighted associative Yang-Baxter equation,
which generalize the results studied in [1, Section 5]. As an application, we give a solution of a
(homogeneous) associative Yang-Baxter equation for matrix algebras. We finally derive a Rota-
Baxter operator of weight −λ from a solution of a weighted associative Yang-Baxter equation.
4.1. Weighted AYBEs. Let us first propose the concept of weighted associative Yang-Baxter
equations. Let A be a unitary algebra. For an element r =
∑
i ui ⊗ vi ∈ A ⊗ A, we write
r12 =
∑
i
ui ⊗ vi ⊗ 1, r13 =
∑
i
ui ⊗ 1 ⊗ vi, r23 =
∑
i
1 ⊗ ui ⊗ vi.
Definition 4.1. Let λ be a given element of k and A a unitary algebra.
(a) The equation
r13r12 − r12r23 + r23r13 = λr13(14)
is called the associative Yang-Baxter equation (AYBE for short) of weight λ.
(b) An element r =
∑
i ui ⊗ vi ∈ A ⊗ A is called a solution of the associative Yang-Baxter
equation of weight λ in A if it satisfies Eq. (14).
Remark 4.2. (a) When λ = 0, the equation
r13r12 − r12r23 + r23r13 = 0
is called a homogeneous associative Yang-Baxter equation, initiated by Aguiar [1] and
further studied in [10].
(b) When λ , 0, the equation
r13r12 − r12r23 + r23r13 = λr13,(15)
is called a non-homogeneous associative Yang-Baxter equation.
(c) When λ = −1, the equation
r13r12 − r12r23 + r23r13 = −r13
is called amodified associative Yang-Baxter equation studied by Ebrahimi-Fard [21].
We now give some basic definitions and notations that will be used in this section. We refer
to [1, Section 5] for the classical results in the case of λ = 0.
Definition 4.3. Let λ be a given element of k, and let A be a unitary algebra andW an A-bimodule.
(a) A linear map ∆ : A → A ⊗ A is called a derivation of weight λ if it satisfies Eq. (2), that
is,
∆(ab) = a · ∆(b) + ∆(a) · b + λ(a ⊗ b) for a, b ∈ A.
(b) A linear map ∆r : A → W associated to an element r ∈ W is called principal if it satisfies
∆r(a) := a · r − r · a − λ(a ⊗ 1) for a ∈ A.(16)
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(c) An element r ∈ W is called A-invariant if it satisfies
a · r = r · a for a ∈ A.
For an algebra A, A ⊗ A ⊗ A is viewed as an A-bimodule via
a · (b ⊗ c ⊗ d) = ab ⊗ c ⊗ d and (b ⊗ c ⊗ d) · a = b ⊗ c ⊗ da,
where a, b, c, d ∈ A.
Proposition 4.4. The ∆r defined by Eq. (16) is a derivation of weight λ.
Proof. For a, b ∈ A, it follows from Eq. (16) that
a · ∆r(b) + ∆r(a) · b =a ·
(
b · r − r · b − λ(b ⊗ 1)
)
+
(
a · r − r · a − λ(a ⊗ 1)
)
· b
=ab · r − a · r · b − λab ⊗ 1 + a · r · b − r · ab − λ(a ⊗ b)
=ab · r − r · ab − λab ⊗ 1 − λ(a ⊗ b)
=∆r(ab) − λ(a ⊗ b),
as desired. 
The following result plays a crucial role to obtain a relationship between solutions of weighted
AYBEs and weighted ǫ-unitary bialgebras.
Theorem 4.5. Let A be a unitary algebra and r =
∑
i ui⊗vi ∈ A⊗A. Then the principle derivation
of weight λ
∆r : A → A ⊗ A, a 7→ a · r − r · a − λ(a ⊗ 1)
is coassociative if and only if the element
r13r12 − r12r23 + r23r13 − λr13 ∈ A ⊗ A ⊗ A
is A-invariant.
Proof. On the one hand,
(∆r ⊗ id) ◦ ∆r(a) =(∆r ⊗ id)(a · r − r · a − λa ⊗ 1) (by Eq. (16))
=(∆r ⊗ id)

∑
i
(
aui ⊗ vi − ui ⊗ via
)
− λa ⊗ 1

=
∑
i
∆r(aui) ⊗ vi −
∑
i
∆r(ui) ⊗ via − λ∆r(a) ⊗ 1
=
∑
i
(
aui · r − r · aui − λaui ⊗ 1
)
⊗ vi −
∑
i
(
ui · r − r · ui − λui ⊗ 1
)
⊗ via
− λ(a · r − r · a − λa ⊗ 1) ⊗ 1 (by Eq. (16))
=
∑
i, j
(
auiu j ⊗ v j ⊗ vi − u j ⊗ v jaui ⊗ vi
)
− λ
∑
i
aui ⊗ 1 ⊗ vi
−
∑
i, j
(
uiu j ⊗ v j ⊗ via − u j ⊗ v jui ⊗ via
)
+ λ
∑
i
ui ⊗ 1 ⊗ via
− λ
∑
i
(
aui ⊗ vi ⊗ 1 − ui ⊗ via ⊗ 1
)
+ λ2(a ⊗ 1 ⊗ 1)
=a · r13r12 − r12(1 ⊗ a ⊗ 1)r23 − λa · r13 − r13r12 · a + r12r23 · a + λr13 · a
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− λa · r12 + λr12(1 ⊗ a ⊗ 1) + λ
2(a ⊗ 1 ⊗ 1).
On the other hand,
(id ⊗ ∆r) ◦ ∆r(a) =(id ⊗ ∆r)(a · r − r · a − λa ⊗ 1) (by Eq. (16))
=(id ⊗ ∆r)

∑
i
(
aui ⊗ vi − ui ⊗ via
)
− λa ⊗ 1

=
∑
i
aui ⊗ ∆r(vi) −
∑
i
ui ⊗ ∆r(via) − λa ⊗ ∆r(1)
=
∑
i
aui ⊗
(
vi · r − r · vi − λvi ⊗ 1
)
−
∑
i
ui ⊗
(
via · r − r · via − λvia ⊗ 1
)
+ λ2a ⊗ 1 ⊗ 1 (by Eq. (16))
=
∑
i, j
(
aui ⊗ viu j ⊗ v j − aui ⊗ u j ⊗ v jvi
)
− λ
∑
i
aui ⊗ vi ⊗ 1
−
∑
i, j
(
ui ⊗ viau j ⊗ v j − ui ⊗ u j ⊗ v jvia
)
+ λ
∑
i
ui ⊗ via ⊗ 1 + λ
2(a ⊗ 1 ⊗ 1)
=a · r12r23 − a · r23r13 − λa · r12 − r12(1 ⊗ a ⊗ 1)r23 + r23r13 · a + λr12(1 ⊗ a ⊗ 1)
+ λ2(a ⊗ 1 ⊗ 1).
Comparing the two hands, ∆r is coassociative if and only if
a · r13r12 − λa · r13 − r13r12 · a + r12r23 · a + λr13 · a = a · r12r23 − a · r23r13 + r23r13 · a
if and only if
a · (r13r12 − r12r23 + r23r13 − λr13) = (r13r12 − r12r23 + r23r13 − λr13) · a
if and only if
r13r12 − r12r23 + r23r13 − λr13
is A-invariant. 
Now we arrive at our main result in this subsection.
Theorem 4.6. Let (A,m, 1) be a unitary algebra and r ∈ A ⊗ A. If r is a solution of an AYBE of
weight λ in A, then the quadruple (A,m, 1,∆r) is an ǫ-unitary bialgebra of weight λ.
Proof. Suppose that r is a solution of an AYBE of weight λ in A. By Theorem 4.5, ∆r : A → A⊗A
is coassociative. Further by Proposition 4.4,
∆r(ab) = a · ∆r(b) + ∆r(a) · b + λ(a ⊗ b) for a, b ∈ A.
Thus the result holds by Definition 2.1. 
4.2. A solution of a homogeneous AYBE for matrix algebras. In this subsection, we give a
solution of a homogeneous AYBE for matrix algebras.
Theorem 4.7. Let L be a matrix of Mn(k) such that L
2 = 0. Then r = L ⊗ L is a solution of a
homogeneous AYBE for matrix algebras.
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Proof. Since L2 = 0 and r = L ⊗ L, we have
r13r12 = (L ⊗ 1 ⊗ L)(L ⊗ L ⊗ 1) = L
2 ⊗ L ⊗ L = 0,
r12r23 = (L ⊗ L ⊗ 1)(1 ⊗ L ⊗ L) = L ⊗ L
2 ⊗ L = 0,
r23r13 = (1 ⊗ L ⊗ L)(L ⊗ 1 ⊗ L) = L ⊗ L ⊗ L
2 = 0,
and so
r13r12 − r12r23 + r23r13 = 0.
This completes the proof. 
The following result gives another way to construct an ǫ-unitary bialgebra of weight zero on
the matrix algebra Mn(k) obtained in Subsection 2.2.
Corollary 4.8. Let L ∈ Mn(k) such that L
2 = 0 and r = L⊗ L ∈ Mn(k)⊗Mn(k). Define the linear
map ∆r : Mn(k) → Mn(k) ⊗ Mn(k) by setting
∆r(M) := M · r − r · M for M ∈ Mn(k).
Then the quadruple (Mn(k),m, E,∆L) is an ǫ-unitary bialgebra of weight zero.
Proof. It follows from Theorems 4.6 and 4.7. 
4.3. Weighted AYBEs and Rota-Baxter operators. In this subsection, we derive a Rota-Baxter
operator of weight −λ from an AYBE of weight λ, which generalizes the result studied in [2]. See
also [10, Theorem 1.3].
Definition 4.9. [13, 34] Let A be a unitary algebra and λ a given element of k. A linear operator
P : A → A is called a Rota-Baxter operator of weight λ if it satisfies the Rota-Baxter equation
P(a)P(b) = P(aP(b)) + P(P(a)b) + λP(ab) for a, b ∈ A.(17)
Then the pair (A, P) is called a Rota-Baxter algebra of weight λ.
The following result captures the relation between an AYBE of weight λ and a Rota-Baxter
operator of weight −λ.
Theorem 4.10. Let r =
∑
i ui ⊗ vi be a solution of an AYBE of weight λ in A. Then the linear
operator
Pr : A → A, a 7→ Pr(a) :=
∑
i
uiavi(18)
is a Rota-Baxter operator of weight −λ.
Proof. Define a k-trilinear map
p : A × A × A → A, (u, v,w) 7→ uxvyw for u, v,w, x, y ∈ A,
which induces a k-linear map
h : A ⊗ A ⊗ A → A, u ⊗ v ⊗ w 7→ uxvyw.
Since r =
∑
i ui ⊗ vi is a solution of a AYBE of weigh λ, we have
r13r12 − r12r23 + r23r13 = λr13,
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that is, ∑
i, j
uiu j ⊗ v j ⊗ vi −
∑
i, j
ui ⊗ viu j ⊗ v j +
∑
i, j
u j ⊗ ui ⊗ viv j = λ
∑
i
ui ⊗ 1 ⊗ vi.(19)
Applying h on both sides of Eq. (19),∑
i, j
uiu jxv jyvi −
∑
i, j
uixviu jyv j +
∑
i, j
u jxuiyviv j = λ
∑
i
uixyvi.
Thus
Pr(Pr(x)y) − Pr(x)Pr(y) + Pr(xPr(y)) = λPr(xy),
that is,
Pr(x)Pr(y) = Pr(Pr(x)y) + Pr(xPr(y)) − λPr(xy),
which implies that Pr is a Rota-Baxter operator of weight −λ. 
Corollary 4.11. Let A be a unitary algebra.
(a) [1] If r =
∑
i ui⊗vi be a solution of a homogeneous AYBE of in A, then the linear operator
P : A → A given by Eq. (18) is a Rota-Baxter operator of weight zero.
(b) [21] If r =
∑
i ui ⊗ vi be a solution of a modified AYBE of in A, then the linear operator
P : A → A given by Eq. (18) is a Rota-Baxter operator of weight −1.
Proof. It follows from Theorem 4.10 by taking λ = 0 and λ = −1, respectively. 
4.4. A bijection between the solutions of weighted AYBEs and Rota-Baxter operators. In
this subsection, we shall give a bijection between the solutions of weighted AYBEs and Rota-
Baxter operators on matrix algebra Mn(k), which generalize the results studied in [33, Section
3].
Let Ei j ∈ Mn(k), 1 ≤ i, j ≤ n, be the matrix whose entry in the i-th row, j-th column is 1, and
zero in all other entries. Note that Ei jEkl = δ jkEil and Ei j, 1 ≤ i, j ≤ n, are a linear basis of Mn(k).
Recall that Pr is defined in Eq. (18).
Theorem 4.12. Let r be a solution of an AYBE of weight λ in Mn(k). Then the map r → Pr is a
bijection between the set of the solutions of AYBE of weight λ in Mn(k) and the set of Rota-Baxter
operators of weight −λ on Mn(k).
Proof. On the one hand, a linear operator
P : Mn(k) → Mn(k), Epq 7→
∑
i,l
t
ql
ip
Eil, where t
ql
ip
∈ k.(20)
is a Rota-Baxter operator of weight -λ on Mn(k) if and only if
P(Eab)P(Ecd) = P(P(Eab)Ecd) + P(EabP(Ecd)) − λP(EabEcd) for Eab, Ecd ∈ Mn(k).(21)
Further, it follows from Eq. (20) that
P(Eab)P(Ecd) =
∑
i, j
t
b j
ia
Ei j
∑
k,l
tdlkcEkl =
∑
i, j,l
t
b j
ia
tdljcEil.
Similarly,
P(P(Eab)Ecd) =
∑
i, j,l
tbcjat
dl
i jEil, P(EabP(Ecd)) =
∑
i, j,l
t
d j
bc
t
jl
ia
Eil
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and
P(EabEcd) =

P(Ead) =
∑
i,l t
dl
ia
Eil if b = c,
0 if b , c.
We have two cases to consider.
Case 1. b = c. In this case, Eq. (21) holds if and only if∑
j
(
t
b j
ia
tdljb − t
bb
ja t
dl
i j − t
d j
bb
t
jl
ia
)
= −λtdlia .(22)
On the other hand, an element
r =
∑
i, j,k,l
tkli jEi j ⊗ Ekl ∈ Mn(k) ⊗ Mn(k)
is a solution of the AYBE of weight λ if and only if
r13r12 − r12r23 + r23r13 = λr13(23)
where
r12 =
∑
i, j,k,l
tkli jEi j ⊗ Ekl ⊗ 1, r13 =
∑
i, j,k,l
tkli jEi j ⊗ 1 ⊗ Ekl and r23 =
∑
i, j,k,l
tkli j1 ⊗ Ei j ⊗ Ekl.
Now we have
r13r12 =
∑
i, j,k,l,p,s,t
tstpit
kl
i jEp j ⊗ Ekl ⊗ Est =
∑
i, j,k,l,p,s,t
tkli j t
st
piEp j ⊗ Ekl ⊗ Est,(24)
=
∑
i, j,k,l,p,s,t
tklp jt
st
ipEi j ⊗ Ekl ⊗ Est ( by exchanging the index i and p).
Similarly,
r12r23 =
∑
i, j,k,l,p,s,t
tkli j t
st
lpEi j ⊗ Ekp ⊗ Est and r23r13 =
∑
i, j,k,l,p,q,t
tkli j t
st
pqEpq ⊗ Ei j ⊗ Ekt.(25)
By substituting the summands from Eqs. (24) and (25) in Eq. (23) and gathering the coefficient
of the tensor Ei j ⊗ Ekk ⊗ Est, we obtain∑
p
(
t
lp
i j
tstpl − t
ll
p jt
st
ip − t
sp
ll
t
pt
i j
)
= −λtsti j .(26)
So Eq. (23) is equivalent to Eq. (26). Note that Eq. (22) and Eq. (26) coincide up to exchange of
index by the following permutation (
a b d l
j l s t
)
.
In summary, a linear operator P is a Rota-Baxter operator of weight −λ on Mn(k) if and only if
Eq. (22) holds. An element r is a solution of the AYBE of weight λ if and only if Eq. (26) is valid.
Eq. (22) is equivalent to Eq. (26). So in this case, there is a bijection, namely φ, from the set of
the solutions of AYBE of weight λ in Mn(k) to the set of Rota-Baxter operators of weight −λ on
Mn(k).
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Case 2. b , c. In this case, P(EabEcd) = 0 and we can only consider P is a Rota-Baxter operator
of weight zero on Mn(k). Then, with the condition λ = 0, Eq. (21) holds if and only if∑
j
(
t
b j
ia
tdljc − t
bc
jat
dl
i j − t
d j
bc
t
jl
ia
)
= 0.(27)
On the other hand, an element
r =
∑
i, j,k,l
tkli jEi j ⊗ Ekl ∈ Mn(k) ⊗ Mn(k)
is a solution of the AYBE of weight zero in Mn(k) if and only if
r13r12 − r12r23 + r23r13 = 0(28)
Substituting the summands from Eqs. (24) and (25) in Eq. (28) and gathering the coefficient of
the tensor Ei j ⊗ Ekl ⊗ Est, we obtain∑
p
(
t
kp
i j
tstpl − t
kl
p jt
st
ip − t
sp
kl
t
pt
i j
)
= 0.(29)
Observe that Eq. (27) and Eq. (29) coincide up to the following permutation of indexes(
a b c d l
j l l s t
)
.
So in this case, there is also a bijection φ from the set of the solutions of AYBE of weight zero in
Mn(k) to the set of Rota-Baxter operators of weight zero on Mn(k).
Finally, the map φ acts as
φ
r =
∑
i, j,k,l
tkli jEi j ⊗ Ekl
 = P such that P(Epq) =
∑
i,l
t
ql
ip
Eil =
∑
i, j,k,l
tkli jEi jEpqEkl = Pr(Epq).
So the linear operator P is exactly the linear operator Pr defined in Eq. (18). Therefore, the
bijection φ is precisely the map r → Pr. This completes the proof. 
Example 4.13. Consider the matrix algebra M2(C). Aguiar [1, Example 5.4.5] showed that all
nonzero solutions of AYBE of weight zero in M2(C) are
r1 = E12 ⊗ E12, r2 = E22 ⊗ E12, r3 = (E11 + E22) ⊗ E12 and r4 = E11 ⊗ E12 − E12 ⊗ E11,
up to conjugation, transpose and scalar multiple. By Theorem 4.12, all nonzero Rota-Baxter
operators (viewed as matrices) of weight zero in M2(C) up to conjugation, transpose and scalar
multiple are the following:
(a) Pr1(E21) = E12, Pr1(E11) = Pr1(E12) = Pr1(E22) = 0;
(b) Pr2(E21) = E22, Pr2(E11) = Pr2(E12) = Pr2(E22) = 0;
(c) Pr3(E11) = E12, Pr3(E21) = E22, Pr3(E12) = Pr3(E22) = 0;
(d) Pr4(E11) = E12, Pr4(E21) = −E11, Pr4(E12) = Pr4(E22) = 0.
See also in [12, 33, 48].
5. Weighted quasitriangular ǫ-unitary bialgebras and dendriform algebras
In this section, we introduce the concept of weighted quasitriangular ǫ-unitary bialgebras,
which generalize the quasitriangular ǫ-bialgebras initiated by Aguiar [1]. We show that any
weighted quasitriangular ǫ-unitary bialgebra can be made into a dendriform algebra.
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5.1. Weighted quasitriangular ǫ-unitary bialgebras.
Definition 5.1. Let (A,m, 1) be a unitary algebra. A quasitriangular infinitesimal unitary bial-
gebra (abbreviated quasitriangular ǫ-unitary bialgebra) of weight λ is a quadruple (A,m, 1, r)
consisting of a unitary algebra (A,m, 1) and a solution r ∈ A ⊗ A of an associative Yang-Baxter
equation of weight λ.
Recall that ∆r is defined in Eq. (16) for a r ∈ A ⊗ A.
Remark 5.2. (a) By Theorem 4.6, the quadruple (A,m, 1,∆r) is indeed an ǫ-unitary bialgebra
of weight λ.
(b) A quasitriangular ǫ-bialgebra studied in [1] is a quasitriangular ǫ-unitary bialgebra of
weight zero. In this case, the quadruple (A,m, 1,∆r) is an ǫ-unitary bialgebra of weight
zero.
Strongly motivated by Aguiar [1], we record some properties of weighted quasitriangular ǫ-
unitary bialgebras.
Proposition 5.3. Let (A,m, 1, r) be a quasitriangular ǫ-unitary bialgebra of weight λ and∆ := ∆r.
Then
∆(a) = a · r − r · a − λ(a ⊗ 1),(30)
(∆ ⊗ id)(r) = −r23r13, and(31)
(id ⊗ ∆)(r) = r13r12 + λ(r13 − r12).(32)
Conversely, if an ǫ-unitary bialgebra (A,m, 1,∆) of weight λ satisfies Eqs. (30), (31) and (32) for
some r =
∑
i ui ⊗ vi ∈ A ⊗ A, then (A,m, 1, r) is a quasitriangular ǫ-unitary bialgebra of weight λ
and ∆ = ∆r.
Proof. Eq. (30) follows directly from Eq. (16). Having Eq. (30) in hand, we have
(∆ ⊗ id)(r) =
∑
i
∆(ui) ⊗ vi =
∑
i
(
ui · r − r · ui − λui ⊗ 1
)
⊗ vi
=
∑
i, j
(
uiu j ⊗ v j ⊗ vi − u j ⊗ v jui ⊗ vi
)
− λ
∑
i
ui ⊗ 1 ⊗ vi
=r13r12 − r12r23 − λr13 = −r23r13 (by Eq. (14)).
With a similar argument,
(id ⊗ ∆)(r) =
∑
i
ui ⊗ ∆(vi) =
∑
i
ui ⊗
(
vi · r − r · vi − λvi ⊗ 1
)
=
∑
i, j
(
ui ⊗ viu j ⊗ v j − ui ⊗ u j ⊗ v jvi
)
− λ
∑
i
ui ⊗ vi ⊗ 1
=r12r23 − r23r13 − λr12 = r13r12 + λ(r13 − r12) (by Eq. (14)).
Conversely, if an ǫ-unitary bialgebra (A,m, 1,∆) of weight λ satisfies Eqs. (30), (31) and (32) for
some r ∈ A ⊗ A, then the same calculation shows that r is a solution of an AYBE of weight λ,
and so (A,m, 1, r) is a quasitriangular ǫ-bialgebra of weight λ. We note finally that A ⊗ A is an
A-bimodule by Eq. (1), then ∆ = ∆r follows from Eqs. (16) and (30). 
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5.2. Dendriform algebras from weighted quasitriangular ǫ-unitary bialgebras. In this sub-
section, we derive a dendriform algebra from a weighted quasitriangular ǫ-bialgebra.
Definition 5.4. [42] A dendriform algebra is a k-module D together with two binary operations
≺: D ⊗ D → D and ≻: D ⊗ D → D that satisfy the following relations:
(a ≺ b) ≺ c =a ≺ (b ≺ c + b ≻ c),
(a ≻ b) ≺ c =a ≻ (b ≺ c),
a ≻ (b ≻ c) =(a ≺ b + a ≻ b) ≻ c for a, b, c ∈ D.
We record the following lemma as a preparation.
Lemma 5.5. [21, 23] Let (A, P) be a Rota-Baxter algebra of weight λ. Define two binary opera-
tions ≻,≺ on A by
a ≻ b := P(a)b and a ≺ b := aP(b) + λab for a, b ∈ A.
Then the triple (A,≻,≺) is a dendriform algebra.
The following result captures a relationship between weighted quasitriangular ǫ-unitary bial-
gebras and dendriform algebras.
Theorem 5.6. Let (A,m, 1, r) be a quasitriangular ǫ-unitary bialgebra of weight λ with r =∑
i ui ⊗ vi ∈ A ⊗ A. Define two binary operations ≻,≺ on A by
a ≻ b :=
∑
i
uiavib and a ≺ b :=
∑
i
auibvi − λab.
Then the triple (A,≻,≺) is a dendriform algebra.
Proof. The result follows from Theorem 4.10 and Lemma 5.5. 
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