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Suppose F, is the finite field of q elements, where q is odd, and V is a 
quadratic space over F,, i.e., a finite-dimensional vector space over F, with a 
nondegenerate symmetric bilinear form. If  Q(V) denotes the commutator 
subgroup of the orthogonal group O(V) of V, then the corresponding projec- 
tive group PQ(V) is simple if dim V > 5. We are concerned with charac- 
terizing this group among all simple groups, by the structure of the centralizer 
of an involution. This has already been done when dim V = 5 or 6, the 
group then being isomorphic with PSp(4, q), PSL(4, q), or PSU(4, q) 
[12, 8, 91. In this paper we deal with the high-dimensional cases (see 
Hypothesis 6 below). 
By examining the centralizer of an element of PQ(V) corresponding to an 
involution of Q(V) h w ose fixed-point subspace U has codimension 2 in V, 
we are led to the following 
HYPOTIIESIS 1. G is a finite group, containing an involution t whose central- 
izer C(t) has a normal subgroup M isomorphic with sZ( U), where U is a quadratic 
space over F, , q odd. 
HYPOTHIWS 2. C(t) has two involutions u, u’, which induce the auto- 
morphisms of M which correspond to automorphisms of Q(U) induced by in- 
volutions x, x’ of O(U), one from each of the cosets of sZ( U) which do not lie 
in the subgroup O+(U) of elements of determinant 1 in O(U). 
HWOTHESIS 3. 1 C(t) : (M, u, u’)l is odd. 
HYPOTHESIS 4. [u, u’]h-l has even order, where h is the element of M 
corresponding to the element [z, z’] of Q(U). 
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HYPOTHESIS 5. Either j C(t) i3 C(M)] ( 3(q -. E)/~,oF j C(t)n C(M)i’ ( 
3(q - E)‘, where q = E (mod 4), E = -11, and m’ denotes the greatest odd 
divisor of the integer m. 
HYPOTXIESIS 6. If E = 1, eithm dim U > 9, OY dim U = 8 and i7 has 
square discriminant. I f  E 2 --I, either dim U > 14, OY dim U :T 12 ati U 
has square discriminant, or dim U : 10 and U has nonsquare discriminant. 
THEOREM. Suppose G satisjies Hypotheses 1-6. Then one of the following 
holds. 
(a) G -- C(t) O(G). 
(b) dim U is odd, M is normal in G, and there is a series of normal subgroups 
of G, 
MCG,CG,&G, -_ 
such that G,/M and G/G, have odd order, and G,/G, is isomorphic with 
PGL(2, Y), for some odd prime power Y. 
(c) G has a normal subgroup 6, isomorphic with PQ( V) OY Q(V), where Y 
is a quadratic space over F, having the same dticriminant as U, and dim Y = 
dim U + 2, and G is a semi-direct product 
G = WG, , Wn Go .;: 1, 
where W is a cyclic group of odd order acting faithfully on GO “by Jield auto- 
morphisms.” 
The dimensional restrictions of Hypothesis 6 are made in order to apply 
earlier work of the author [13] on generating PQ( V) and Q(V), to construct 
the group G, in case (c). The bulk of the present paper is devoted to an 
analysis of the fusion of involutions which is also valid for lower-dimensional 
cases. Thus any relaxation of the dimensional restrictions of [13f would lead 
to a corresponding relaxation here. However, the theorem cannot bc precisely 
correct in the case when dim U --- 6 and U has square discriminant, because 
of the existence of the triality automorphism of PQ( V) in the g-dimensional 
case. 
If  the structure of C(t) were assumed to be exactly what it is in PQ(V), 
then, in case (c), G is isomorphic with PQ( V). WC have chosen our hypotheses 
to allow for odd order cyclic extensions by field automorphisms, as this 
appears to be the degree of generality required for use in characterizations of 
classical simple groups by their Sylow 2-subgroups. In this connection, one 
may remark that the second form of Hypothesis 5 amounts to a condition 
on the order of O(C(t)), since this can be shown to be the normal 2-comple- 
ment of C(t) R C(M). In a general classification problem, this sort of in- 
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formation on O(C(t)) is what one might expect to obtain by the use of the 
signalizer functor methods of Gorenstein and his collaborators. 
The existence of the nonsimple case (b) presumably arises from the fact 
that, when dim U is odd, C(t) is not in standard form in the sense of 
Gorenstein and Walter [6], i.e., C(t) n C(M) contains a four-group. A 
similar phenomenon appears in a more complicated way in I’han’s charac- 
terization of PSL(n, 4) [lo]. In the odd-dimensional case, Olsson has charac- 
terized PQ( V) (at least in the case 4 = 1 (mod 4)) by the centralizer of an 
involution which is in standard form [7]. 
1. PROPERTIES OF ORTHOGONAL GROUPS 
We begin with a few remarks concerning the involutions and semi- 
involutions of the orthogonal group O(V) of a quadratic space V over a 
finite field F, of odd characteristic, and the automorphisms of the commutator 
group Q(B). Details may be found in IXeudonnC’s book [2]. We assume 
dim V > 5. 
If  x is an involution of O(V), then V is the orthogonal direct sum of the 
positive and negative subspaces V+, V- of X, which are the kernels of x - 1 
‘and x + 1 respectively. The centralizer of x in 0( I’) is naturally isomorphic 
with the direct product of O(V+) and 0( V-). Its centralizer in Q(V) is a 
subgroup whose commutator subgroup is isomorphic with Q( V+) x Q( I’-) 
(except for some cases when 2 = 3, when Q( V. ) x L?( V-) is the only proper 
normal subgroup of the centralizer having 2-power index). 
We call dim V- the type of x, and the discriminant of V- the norm of x. 
The latter is defined to within a nonzero square factor in Fq . The involution 
x lies in the rotation group O+(V) if and only if its type is even, and then its 
norm is its spinor norm. Thus x lies in Q(V) if and only if its type is even 
and its norm is a square. Two involutions lie in the same coset of 9(V) in 
O(V) if and only if their types have the same parity and their norms are the 
same, modulo squares. By the fact that the equivalence class of a quadratic 
space over F, is determined by its dimension and discriminant, we see that 
two involutions are conjugate in O(V) ‘f I an d only if they have the same type 
and the same norm, modulo squares. They are then conjugate by an element 
of Q(V), since the centralizer of an involution contains elements from each 
of the cosets of sZ( V) in O(V). 
I f  y  is a semi-involution of O(V), i.e., y2 = - 1, then I’ has even dimension 
2m and square discriminant, since y2 E Q(Y). If  Q = 1 (mod 4), so that F, 
contains a square root T of - 1, then the positive and negative subspaces 
V+, V- of the involution qy are totally isotropic of dimension m. The 
centralizer of y  in O(V) is naturally isomorphic with GL(V+) = GL(m, q), 
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acting on V- via the contragredient representation. We remark that an 
involution in this centralizer has type 2r, where Y is its type when it is regarded 
as an element of GL(m, 4). The centralizer of y  in .S2(V) has commutator 
subgroup isomorphic with SL(m, Q). By taking a basis of V- and the dual 
basis of VW-, we see that Y can be expressed as an orthogonal direct sum of 
hyperbolic planes I/, ,..., I’, invariant under y. All semi-involutions are 
conjugate in O(V). 
I f  2 z - 1 (mod 4), V can be made into a vector space of dimension m over 
F pl , with a nondegenerate Hermitian form relative to the automorphism 
of Fq2 of order 2, in such a way that the centralizer of y  in O(V) is naturally 
isomorphic with the unitary group GlJ( V) = GZi(m, q). An involution in 
this centralizer has type 2r, where Y is its type when it is regarded as an 
element of GU(m, q). The centralizer of y  in Q(V) has commutator subgroup 
isomorphic with SlJ(m, q). By taking an orthonormal basis of V as a unitary 
F,z-space, we see that V can be expressed as an orthogonal direct sum of 
planes Vi ,..., V, of square discriminant, invariant under y, Again, all 
semiinvolutions arc conjugate in O(V). 
Each automorphism of Q(V) . is obtained by restriction from an auto- 
morphism of O(V), which in turn is induced by a semi-similitude of V. 
This is a semi-linear transformation z of V defined relative to an 
automorphism (T of F, , such that 
(zm, zuz) = (v, CJ)))” a, 
for all U, w in V, where a is a nonzero scalar, called the multiplier of z. Since 
such a transformation maps a subspace of V on a subspace of the same 
dimension, it follows that automorphisms of Q(V) preserve the type of any 
involution. Thus the image of an involution x of Q( Y) under an automorphism 
is conjugate to x in Q(V). (A similar argument shows that automorphisms 
of SL(m, q) or SU(m, 4) map involutions into conjugate involutions, since 
types are preserved.) More generally, if x1 ,..., x, is a set of commuting 
involutions in Q(V), and y1 ,..., yr are their images under an automorphism, 
then there is an clement of sZ( V) conjugating each xi into the corresponding 
Yi . 
While the multiplier of the product of two semisimilitudes x1, xLI may 
not be the product of the multipliers of xi and xe , it is but for a square factor. 
Thus the group TO(V) of semisimilitudes of I/ has a normal subgroup 
TOY(V) of index 1 or 2, consisting of the semisimilitudes whose multipliers 
are squares in FQ . (The index is 1 if and only if dim V is odd.) The group 
TO”(V) is a product of the group I-E of homotheties of V with the group 
TO+ (V) of semisimilitudes of V of multiplier 1. Of course H induces only the 
identity automorphism of Q(Y). I f  x E O(V), y  E rO+(V), then the com- 
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mutator [x, y] has determinant 1. Further, if x is the product of symmetries 
relative to lines L r ,..., L, in I’, then xy is the product of symmetries relative 
to the lines L,y,..., L,y, which have the same discriminants as L, ,..., L, . 
Hence [x, y] = x-lxy has spinor norm 1, so that [x, y] E Q( V). Thus 
0( V)/Q( V) is central in rO+( V)/Q( V). Since rO+( V)/O( V) is a cyclic group 
isomorphic with the automorphism group of F, , it follows that rO+( V)jQ( V) 
is Abelian. Hence the outer automorphism group of Q(V) has an Abelian 
normal subgroup of index 1 or 2, and so has a normal 2-complement, which 
is in fact isomorphic with the 2-complement of the automorphism group 
ofF,. 
I f  a is an automorphism of F, of odd order d, then nonsquares of the 
fixed field E of (T are still nonsquares of F, . It follows that a basis of I’ can be 
found for which the matrix of the bilinear form on I’ has coefficients in E. 
The semilinear transformation z on V defined relative to 0 which leaves the 
elements of this basis fixed is a semisimilitude of multiplier 1, having order d. 
This transformation x is unique in the sense that any other semisimilitude of 
multiplier 1 defined relative to u which has order d is conjugate to ,a by 
an clement of O(V), since the cohomology set IP((a), 0( I’)) is trivial [ll, 
p. 1621. We say the automorphism of Q( V) ’ m d uced by 2: is a$eld automorphism 
of Q(V) corresponding to 0. We have shown that this is unique to within 
conjugacy in the automorphism group of Q(V). We also call the induced 
automorphism of PQ( V) a field automorphism. 
2. STRUCTURE OF C(t) 
We now assume Hypotheses l-6 and begin the proof of the Theorem. 
In this section we set up some notation and obtain some information on the 
structure of C(t). 
LEMMA (2A). Hypotheses 2, 3, 4 of the Theorem are &dependent of the 
choice of z, z’. 
Proof. Suppose the hypotheses are satisfied with involutions z, z’, and 
another choice of involutions z r , x1’ is made from the cosets Q( U)z, Q( U)z’. 
We write 
where x, x’ E J2( U), and let y, y’ be the elements of M corresponding to x, 
x’ respectively. Let zlr 7 yu, ur’ = u’y’. Since x, z, , x’, zr’ are involutions, x 
inverts x and x’ inverts x’. Thus u inverts y  and U’ inverts y’, so that ur , zlr’ 
are involutions. They induce the automorphisms of M which correspond to 
ORTHOGONAL SIMPLE GROUPS 523 
the automorphisms of Q( U) induced by x1 , x1’, and (M, ul, ul’) = (M, u, u’), 
so that Hypotheses 2 and 3 are satisfied with z, , xi’ in place of x, z’, and 
ui, ul’ in place of u, zc’. A computation shows that 
[x1 ) x1’] = : x[x, z’](x’x)z*’ x’, 
so that the element h, of M corresponding to [zr , zi’] is given by 
h, : yh( y’y)““’ y’. 
We then compute that [ur , z+‘]h;’ == y[~, u’] h ly- r, which has the same 
order as [u, u’]h-l, so that Hypothesis 4 is satisfied by zi , zr’, zlr , pi’. This 
proves the lemma. 
We identify the group M with Q(U) in Hypothesis 1. If  W is a non- 
degenerate subspace of U, we write O(W) for the subgroup of O(U) which 
acts as the identity on the orthogonal complement of Win U, and O+(W) =-- 
O(W) n O+(U), Q(W) = O(W) n M. 1% ‘e d cnote the central involution of 
O(W) by t(W). This lies in J2( W) if and only if W has even dimension and 
square discriminant. 
The space U can be decomposed as an orthogonal direct sum 
where V, ,..., V,-, are 2-dimensional subspaces of square discriminant, 
dim V,, < 2, and V,, has nonsquare discriminant when dim I’” -.-- 2[l,p. 1581. 
By scaling the bilinear form on U if necessary, we may assume also that V, 
has nonsquare discriminant when dim G’s = 1. The center Z(M) is nontrivial 
if and only if dim V, -2:: 0, in which case Z(M) 1: (t(U)). 
We note that Hypothesis 6 is equivalent with saying that n > 5 and 
q11 (mod4),orn>,8andq=---I (mod4),orn-7anddimV,#=l, 
or 1z 1 5 and dim V, = 2. These arc precisely the dimensional conditions 
under which the results of [13] h ave been proved. Except for the application 
of these results in Sections 4, 5, all the work in this paper will be valid under 
the less stringent 
HYPOTHESIS 6’. 9235. 
For i =-: I,..., n - 1, and also for i = 0 when dim V, = 2, we choose 
nondegenerate l-dimensional subspaces L, , Lit of Vi such that L, has square 
discriminant, Li has nonsquare discriminant, and the product t(LJ t(L,I) is a 
generator of the Sylow 2-subgroup of O+(VJ. We now fix on a choice of z, 
x’ as follows: 
(i) I f  dim V,, = 0, let z z t(L,), x’ = t(L,‘). 
(ii) I f  dim V, = 1, let x ::= t(L,), x’ = t(U). 
(iii) I f  dim V, = 2, let x = t(L,), z’ = t&J t(U). 
524 W. J. WONG 
In particular, [x, z’] = 1, so that h = 1 in Hypothesis 4. We choose in- 
volutions U, U’ as in Hypotheses 2, 3,4, and set 
K = C(M) n C(t), s = [u, u’]. 
Then we see that s E K. Also we note that in cases (ii) and (iii), K contains 
u’, uu’ respectively. 
LEMNIA (2B). We may assume s is a 2-element # 1. 
Proof. The dihedral group (u, u’> has Sylow a-subgroup (ui , u’), 
where ui = z&, for a suitable integer k. By Hypothesis 4, [(u, u’)/ is 
divisible by 8, so that [ui , u’] + 1. Since s E K, ur induces the same auto- 
morphism of fW that u does. The index j(M, u, u’) : (M, u1 , $)I is odd. 
Thus we may replace u by ui without disturbing Hypotheses 2, 3, and 4, 
and then s becomes a 2-element f  I. 
LEMMA (2C). A Sylow 2-subgroup of K is given by (s) Z(M), (s, u’), 
(uu‘), according as dim V, :-II 0, 1, 2. In any case, t E (s) Z(M). 
Proof. Since (M, u, u’> contains a Sylow 2-subgroup of C(t) and 
K Q C(t), K n (M, u, u‘) contains a Sylow 2-subgroup of K. As u induces 
an outer automorphism of M, and so do u’, uu’ when dim V, = 0, we obtain 
the first statement. Since t E Z(K) and t commutes with u, we obtain the 
second statement. This proves the lemma. 
Sow we set 
H = (M, u, u’), d :- j C(t):HKI. 
By Hypothesis 3, d is an odd number. 
PROPOSITION (2D). (a) TI zere exists an element w of odd order in C(t) 
which induces a field automorphism of order d on M, and C(t) = HK(w). 
(b) C(t)/KM is AbeZian. 
(c) C(t)/M has a normal 2-complement. 
Proof. The group c = C(t)/KM . is isomorphic with a subgroup of the 
outer automorphism group of M, having HK/KM as Sylow 2-subgroup. 
By the remarks of Section 1, % has a normal 2-complement, generated by the 
cosct of an element w which induces a field automorphism of order d on M. 
Thus C(t) = UK(w). By replacing w by wm, where m is a suitable power of 2, 
we may assume that w has odd order. Since C(t) == KM(u, u’, w), and each 
of the elements u, u’, w induces an automorphism on M equal to that given 
by an orthogonal semisimilitude of multiplier 1, the group C is Abelian. By 
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(2C’) and the fact that t is central, we see easily that K(w) has a normal 
2-complement R (and so K has normal 2-complement K n R, as remarked 
in the Introduction). Then RM/M is a normal 2-complement of C(t)/M. 
This praves the proposition. 
In order to analyse the fusion of involutions of C(t), we shall make com- 
putations with centralizers of four-subgroups containing t. Since the structures 
of these centralizers are not known precisely, we shall use two functors to 
obtain groups whose structure can be exactly determined. 
For each finite group X we define a subgroup X, as follows. If  4 > 3, 
we take X, as the intersection of the terms of the lower 2-series of X. (By 
the Feit-Thompson theorem, this is the terminal member of the derived 
series of X, but we do not need this fact.) I f  q = 3, we set A’, = Oz(X), 
the group generated by the elements of odd order in X. Thus X =: X, when 
X := D(W) for any quadratic space W over F, of dimension at least 3, even 
when dim W -= 3 or 4 and q - 3. A homomorphism of X into a group Y. 
must map XW into Y, . 
We also define a subgroup X,,, of X to be the subgroup generated by X, 
and a Sylow 2-subgroup of X, so that X&X% is a Sylow 2-subgroup of 
Xl-xc * This is unique to within conjugacy in X. A homomorphism of X 
into a group Y maps X,,, into a conjugate of Y+z . 
LEMMA (2E). 1fX is a &group of C(t), then X, =:= (X n lVltrn, and there 
is a conjugate Y of X in C(t) such that Yms2 = (Y A H),,, . 
Pvoof. I f  q > 3, C(t), g M by (21)) (c). I f  q z 3, then C(t) = HK in 
(20) (a), since d = 1, By Hypothesis 5, K has order 2 or 4, while H/M is a 
2-group. Hence C(t), GM in this case also. (Since Ma = M, actually 
C(t ) ,  = M.) Thus X, & X n :W, SO that X, = (X& 2 (X n M), . The 
reverse inclusion is clear. Since 11 contains a Sylow 2-subgroup of C(t), some 
conjugate of a Sylow 2-subgroup of X is contained in R, and so we have the 
second statement of the lemma. 
We conclude this section with some more notation. For i = I,..., n - 1, 
set t ,  -= t(I/i), and let t ,  be the involution in (s). By (2C), t  == t ,  , except 
possibly in the case that dim V, = 0 and Z(M) a (s), when it may happen 
that t = t , t ,  . . . t , - ,  , or t  = t , t ,  . . . tnmltn. More generally, if a # A L -. 
L, n .-. 11, we set 
VA == c vi, 
iEA 
and set t ,  == t (  VA), the central involution of .Q(V,). I f  A = a, we set 
t ,  = 1. Then t, is the product of all the ti with i E A. If  A = (i, j, K ,... ), 
we also write t ,  as tijk... . Finally, we set 
Uij - t(Li) t (L, j ) ,  u; = t(Li’) t(L,‘), 
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for distinct i, j in fl,..., n - l}, or in (0, l,..., 1z - l> if dim V, =- 2. We 
note that 
[Uij 3 u&J := 
1 
1, if ;, j, m, K are distinct, 
si 3 if i = m, j f  k, 
wj 3 if i :..= m, j = k, 
where si is a generator of the Sylow 2-subgroup of L?( Vi). I f  20 is the greatest 
power of 2 dividing q - E, the elements si ,..., s,+ have order 2~-l, while 
s, = 1. 
3. THE CASE Z(M) E (s); FUSION 
For the next two sections we assume that Z(M) G (s). (The contrary case 
will be considered in Section 5.) In this section we obtain the following 
result. 
PROPOSITION (3A). Assume Z(M) s (s) and suppose the conclusions (a), 
(b) of the Theorem do not hold. 
(i) The inaolutions of the elementary group D = (tI , t, ,..., tn> which are 
conjugate in G to t are precisely t, , tz ,..., t, . 
(ii) At most three conjugate classes of C(t) not containing t are fused to t 
in G. 
(iii) If x is an involution of C(t) distinct from t, such that t is conjugate in G 
to x but not to xt, then x is conjugate to t, in C(t). 
(iv) The order of s is 2%-l. 
Proof. First suppose dim V,, = 0, so that Z(M) = (t), t = t, = t12...n-l . 
By (2Q, there exists an element u of order 4 in (uu’). Since uu’ induces an 
outer automorphism on M and (uu’)~ = s centralizes M, v does not lie in M. 
Every involution in C(t) is conjugate to an element of H. Since H/M II;: 
(uM, u’M) is dihedral, every involution in II is conjugate in H to an element 
of M, uM, u’M, or vM. Since 
AI- = Q(U), <u, M> cz <z, Q(u)>, <u’, M) ES <x’, Q(U)), 
our remarks on involutions in Section 1 show that the involutions of M, 
uM, u’M are conjugate in H to involutions of form 
t A, (25 +AGN, 
utA , A & P, 
u’tA , AGQ, 
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where 1%’ = {1,2 ,..., n - I}, P = N -- {I), Q := N - (2}, and in each case 
WC need take only one subset B of each cardinality. Indeed, (uzJ’)~ commutes 
with t, and transforms u into z&, so, by taking a suitable k, we see that ul, 
is conjugate in H to utt, . I f  A & P, utt,, 1.~ ut,t,-, , which is conjugate in 
(u, M) to utpwa . Thus it is necessary only to take those ut, with 2 / A : < 
n - 2. Similarly, if A g Q, u’t, is conjugate in H to u’toeA , and so we may 
again restrict to the A with 2 ; A 1 < n - 2. Using (2X3), we find 
qt, t& = Q(V‘4) QVN-A), 
1 
J-4 VN--A)> if IA/=], 
if 2<IAj<n-3, 
-Q(V*), if IAI=n-22, 
Q&L 0 VP), 
wp utA)s = L?(L, 0 V,) l&L @ Vp-‘J, t 
if I A j -= 0, 
if 1 < I A I < *(n - 2), 
i 
J42L’ 0 Vo), 
Q7 U’tA)m = Q(L, @I VA) .c?(,L’ @ V&,), 
if 1 A j = 0, 
if 4 < / A I < i(n - 2), 
where A is a subset of N, P, Q in the three cases, and 1L and ,L’ are the 
orthogonal complements of Ll and L,’ in V, and V, respectively. 
I f  y  = vx is an involution in v&f, then xvx := v-“(vx)~ =. t. Since w E (uu’} 
and (xz’)~ = 1, the automorphism of A4 induced by v  is the same as the 
automorphism of G(U) induced by an element g of O(U) such that gs = 1. 
Then 
@x)2 == xgx -- xvx : t. 
Thus gx is a semiinvolution of O(U), and the automorphism of M induced 
by y  -- ZJX is the same as the automorphism of G(U) induced by gx. Our 
remarks on semiinvolutions in Section 1 show that, after replacing y  by its 
conjugate by a suitable element of M, we can assume that gx leaves each 
subspace Vi invariant. Since a semiinvolution of O(VJ is inverted by elements 
of determinant -- 1 in 0( V,), we see that, for distinct i, i in N, 
[Y, %A = hj * 
Since y  acts as a semiinvolution on M = L?(U), it follows from (2E) that 
w, Y)m E wn - 194) 01 SU(n - I, q), 
according as E = 1 or - 1. 
I f  x is an involution of H, then x is conjugate in C(t) to another involution 
x’ of H such that C(t, x’),,~ = CH(x’),,2, by (2E). Then C,(x) must be 
isomorphic with C,M(x’). An examination of cases shows that [ C,(x)] -= 
: CH(x’)l, from which it follows that 
528 W. J. WONG 
This remark holds in all the cases which we shall consider, and will be used 
without further reference. 
Since conclusion (a) of the Theorem is assumed to fail, it follows by 
Glauberman’s Z*-theorem [3] that t is fused in G to some other involution 
x of C(t). I f  xg : t, g E G, then tg = y  is an involution of C(t) distinct from t. 
We may assume that x and y  are among the representative involutions of H 
which we have mentioned. Since g transforms C(t, X) into C(t, y), the groups 
C(t, x)~ and C(t, Y)~ are isomorphic. For each possible x this determines a 
small number of possibilities for y. 
First we show that x # t, , for A & IV, 2 < / A / < n - 2. Otherwise we 
can take y  =I ta or tNpA , and g maps C(t, t,&,, on C(t, tA)m or C(t, t,,), . 
Since (tA) = Z(L?(V,)), g cannot map sZ(V,) on itself. Using the Krull- 
Schmidt theorem, we can conclude that I A ! < n - 2 and g maps 52( V,J to 
L?( V,,-,J, so that t, maps on t,, , a contradiction. 
Next we show that x # ut, , for A g P, 1 < 1 A / < *(n - 2). Otherwise 
wecantakey=ut,oru’t,,whereBGQ,iBI =jAI.Ify=ut,,the 
Krull-Schmidt theorem implies g maps O(L, @ V,) and O(,L @ VP.-,,) on 
themselves, or possibly interchanges them (when ! A / = fr(n - 2)). Since 
automorphisms of a group a(w) ma involutions into conjugate involutions, p 
we see that, choosing i E A, j E P - A, we may assume g maps ti and tj on 
themselves or interchanges them. Then ut,tij is mapped on ttij . Since 
utAtij = ut,, where C = (A - {i>) u {j} (so that I C :-= I A i), and 
ttij = t, ) where D = N - {i, j>, we see that tD is conjugate to t. Since 
I D I = n - 3 > 2 by Hypothesis 6’, we have a contradiction. If  y  = u’t, , 
the Krull-Schmidt theorem shows that L&L, @ VA) and J&L @ VP-,) 
map on S(L,’ @ VB) and L&L’ 0 Yo-,J, and a contradiction is obtained in 
a similar way. 
Similarly, x f  u’t,, , for A g Q, 1 < I A / < &(n - 2). 
Also, x cannot be an involution in z;M. Otherwise we can take y  in vM as 
well. Then g maps C(t, x)% on C(t, Y)~ , and these groups are isomorphic 
with SL(n - 1, q) or SU(i(n - 1, q). W e can assume that x and y  both act 
on M like a semiinvolution leaving all the Vi invariant. Then tl, is contained 
in both C(t, x)~ and C(t, Y)~ , and has type 2 when these groups are considered 
as SL(n - 1, q) or SlJ(n - 1, p). S incc automorphisms of SL(n - 1, q) 
and sU(n - 1, q) map involutions into conjugate involutions, we can assume 
that g maps tlz on itself, so that xt,, is mapped on tt,, . Rut we have seen that 
xt,, = X[X, uls] = xU=. Thus tt i2 = tail..+ i is conjugate to t, a contradiction, 
since n > 5. 
Thus the only possibilities for x arc the elements of the conjugacy classes 
oft, , ~1, u’ in C(t), and we have proved statement (ii) of the proposition in this 
case. 
We remark that u is conjugate to ut in the dihedral group (u, u’), and 
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similarly zi is conjugate to u’t. Thus, if t, is not conjugate to t, then every 
four-subgroup containing two involutions conjugate to t actually has all its 
involutions conjugate to t. However, u is conjugate to ut, , U’ is conjugate 
to u’t, , and t, is conjugate to t, , so that one of the four-subgroups (u, tl>, 
(u’, t2) would have exactly two involutions conjugate to t. Thus t, must be 
conjugate to t, and we have proved (i) and (iii). 
By (iii), we can find an element a of G which normalizes (t, tl> and intcr- 
changes t with t, . We may compute E .:-. C(t, t,),,, , obtaining 
We may assume that a normalizes this and so also normalizes [E, CE(E,)]D 
Computation shows that this last group is (s, sl>. Since t E (s), t, E (sl) and t 
and t, are interchanged by a, it follows that the order of s equals the order 
of Sl > which is 2&-l. This proves the proposition in the case dim V, = 0. 
Xext suppose that dim V, = 2. Since Z(M) ::-- 1, N is the semi-direct 
product (u, u’)M. The involutions of H are conjugate to elements of M, 
t&f, uM, or u’M, and thus to elements of form 
t n 7 tt, 7 ut, 7 u’t, (A E N), 
where A f  @ in the first case, and in each case we need take only one subset 
A of each cardinality. We have 
I 
Q(V” cc v.4, if i/,-l, 
qt, tA)-c = Q(V,A fv/, 0 viv.-A), if 2<iAi<n-2, 
Q2( VN), if A ---- N, 
if A-0, 
qt, utA)cc ..= Q(L, @ VA) f-&L @ VAT J, if l,(,k<n--2, 
if A I ii’, 
where ,L is the orthogonal complement of L, in V, ; and 
C(t, tt,), = C(t, t.& , qt, u’t,), :-- qt, at,)* * 
By Glauberman’s %*-theorem, we have involutions x, y  of C(t), distinct 
from t, such that xg = t, tg = y, for some g in G. If  A & iV, j A / > 1, then 
E tf: t, , x .+ tt, . Otherwise we may take y  -:= t, or tt,, , and g normalizes 
C(t, t,,) = C(t, tt,). We can assume that g normalizes E :z= C(t, t,),,, , where 
we compute that 
E == (C(t, t& ) u()i , u& , u, u’), 
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for any i in A. The KrulCSchmidt theorem determines Q(V,) as that in- 
decomposable direct factor of C(t, t,)x: which has nontrivial center. Then 
(s> is the center of the derived group of C,(Q(V,)), and must be normalized 
by g. This implies that g centralizes t, a contradiction. 
Also x # tt, if j A 1 = 1. Otherwise we may take y  = tA or tt, , so that g 
normalizes C(t, tA)= = !J( V, @ V,-,). I f  i E N - A, then ti” is conjugate 
in Q( E’,, @ TN-,) to ti , and we may assume tig = ti . Then tt,t, is conjugate 
to tti , which is conjugate in H to tt, , and so conjugate to t. This contradicts 
the previous paragraph. 
An argument like that used in the case dim V,, = 0 shows that x # ut, , 
x # u’t, , for 1 < 1 A 1 < n - 2. Thus the only possibilities for x are the 
elements of the conjugacy classes of t, , u, zl’, ut, , u’tN in C(t). The same 
arguments as before show that t, is conjugate to t, and that statements (i), 
(iii), (iv) of the proposition hold. Further, if u and ut, were both conjugate 
to t, then there would exist an element g of G transforming (u, ut,) into 
(t, tl), by (iii). Then g must map tN on ttl . However, g maps C(t, u, ut,), = 
L?( V,), which contains tN , on a subgroup of C(t, t&, = Q(V, @ VP), which 
does not contain tt, , a contradiction. Thus u and utN are not both conjugate 
to t. Similarly u’ and u’tN are not both conjugate to t, so that statement (ii) 
of the proposition holds. This proves the proposition in the case dim V, = 2. 
Finally suppose that dim V,, = 1. again Z(M) =: 1, and the involutions 
of I1 are conjugate to elements of form 
t A , ttA , utA , dt, (A g N), 
where A f  M in the first case and 1 4 A in the third case, and in each case 
we take only one subset A of each cardinality. We have 
1 
Q( vO @ vN--A), if jAl=l, 
qt, tA)cc = @VA) Q( VII 0 TN-A), if 2<IAI<n--2, 
fz( VNh if A-N, 
I 
Qn(V, 0 IL 0 VP), if A=@, 
c(t, utA)m = a(L, @ VA) Q( v, @ & @ vpeA), if 1 < / A I < n - 3, 
Q(L, @ vA), if IAi=n-2, 
where lL is the orthogonal complement of L, in V, ; and C(t, ttA)m = 
C(t, u’t,), = C(t, tA)m for A # a, C(t, u’), = M. 
By methods similar to those used in the case dim V,, =. 2, we may prove 
that the conjugacy classes of C(t) which are fused in G to t arc at most the 
classes of t, , u, u’, ut, , u’t, , and that u and ut, cannot both be conjugate 
to t, and u’ and u’t, cannot both be conjugate to t. I f  t, is conjugate to t, 
we see as before that the conclusions of the proposition hold. We omit the 
details. 
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Sow suppose that t, is not conjugate to t. Then no four-subgroup of G 
can have just two involutions conjugate to t. Since ut, is conjugate to e, 
ILE, is conjugate to ut,t, , u’tN is conjugate to u’t,+&, and u& is conjugate 
to t, > t cannot be conjugate to u, ut, or u’tN . By Glauberman’s Z*-theorem, 
t is conjugate in G to u’. There is an element of G interchanging t and 21’. 
Since C(t, u’), := il!l, t and u’ are conjugate in the normalizer N(M). Since t is 
not conjugate in G to any other element of tM, 
CN(M) ,&M) = W!Mr, 
whose Sylow 2-subgroup 5’ = (uM, u’M) is dihedral of order at least 8. 
It follows that S is a Sylow subgroup of N(M)/M. Also t is not conjugate to 
an element of uM. We may now apply the result of Gorenstein and Walter 
[5] to N(Ibl)~M t o conclude that there is a series of normal subgroups of 
N(M), 
such that G,jM and N(M)/Gz h ave odd order, and GJG, is isomorphic with 
PGI42, Y) for some odd prime power Y. 
It remains to show in this case that N(M) = G, so that case (b) of the 
Theorem holds. We show first that C(ttJ G N(M), for A G N. This is clear 
when A = O. Suppose that t is conjugate in C(ttJ to some other element 
of C(t, 22,). We may calculate 
qt, tt,),,, = c&t&,2(% u’> 
for a suitable choice of C,(tt,J,,, , and find that elements of C(t, ttA)m,s 
which are conjugate to U’ in If arc already conjugate to u‘ in C(t, tt,),,, . 
Since the conjugacy class of U’ in C(t) is the only one fused to t, t must be 
conjugate to u’ in C(tt,,). Since C(t, tt,), g 144 and u’ centralizes M, 
qt, tt,), = qt, tt.4 9 u’), , which is contained in C(U’, ttA)a, . Since t and U’ 
are conjugate in C(tt,), C(t, tt,), = C(U’, ttJm . It follows easily that 
c(t) n C(U’, ttA)30,2 = W> n C(t, tt,),,, , 
for a suitable choice of C(U’, tt,),,, . I f  we denote this group by R, then 
R I= c‘&tA),,,(t, u’), 
a proper subgroup of C(t, ttA)s,B . Thus R/C(u’, tt,)= is a proper subgroup 
of the %-group C(u’, tt,&,JC(u’, ttJm . Hence there exists an element g of 
C(u’, tt,),,, which normalizes R but does not lie in C(t). Since the only 
elements of R which are conjugate in G to t are t, u’ and u’t. it follows that 
tg = u’t, so that [tn , g] =_ u’, since g centralizes tt, . However, we can 
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compute that tA E R’, the derived group of R, which is normalized by g, so 
that ur E R’ L M, a contradiction. 
Thus t is not conjugate in C(tt,) to any other element of C(t, tt,). By 
Glauberman’s Z*-theorem, 
qtt,4> = qt, tt,4) qqt,)), 
where the first factor is in N(M). Now, O(C(tt,)) is normalized by the four- 
group (t, u’), whose involutions are conjugate in N(M). Since C(t) & N(M), 
it follows that C(u’) G N(M), C(u’ t) G N(M), and so O(C(tt,)) &N(M) 
[4, p. 5551. Hence C(tt,) g N(M). 
Since u’ is conjugate to t in N(M) and involutions of M which are conjugate 
in N(M) are already conjugate in M, dtA is conjugate to ttA in N(&‘), and so 
C(u’ tA) L N(M), for A & N. 
I f  D #= B s iV, then (t, u’) is a four-subgroup of C(tB) whose involutions 
are conjugate in N(M) and thus in C(t,). A four-subgroup of C(tt,) whose 
involutions are conjugate to t in G must be conjugate in C(tt,) to (t, u’), 
whose involutions are not all conjugate in C(tt,). Hence te and tt,, are not 
conjugate in G. 
Since we can choose 
which contains no involution conjugate in II to u’, this group contains a 
Sylow 2-subgroup of C(ut,), and there is no four-subgroup in C(ut,) whose 
involutions are all conjugate in G to t. Thus tB and ut,, are not conjugate in G. 
Let x E G, and choose any nonempty subset B of N. Since t and tex are 
not conjugate in G, there is an involution y  which commutes with both t 
and tBe, such that ty is conjugate in G to t or ts . Then we see that ty is 
conjugate in C(t) to tA or u’t, , for some A 2 N, so that y  is conjugate to 
tt, or u’tt, . Since u’tt, is conjugate to u’t, , we see in any case that 
tB” E C(y) 2 N(J4). Thus N(M) contains a normal subgroup Ml of G such 
that t, E Mi . Since M is simple, M & Ml . Also, N(M)/M does not have a 
subgroup isomorphic with M, so that M must be characteristic in Ml . 
Thus M is normal in G, G = N(M), and conclusion (b) of the Theorem 
holds. This finishes the proof of the proposition. 
4. THE CASE Z(M) g (s) ; CONCLUSIOS 
We now show that the Theorem holds in the case Z(M) s (s). We recall 
that D is the elementary group (t, , t, ,..., tn), and t :-I t, . 
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PROPOSITION (4A). Assume Z(M) & (s) and su@ase the conclusions (a), 
(b) uf the Theorem do not hoEd. Then there is an element T of N(D) such that the 
subgroup G,, = (M, T) is isomorphic zuith P!2( V), where V is a quadratic space 
ovm F, having the same discriminant as U, and dim V = dim U -I- 2. 
Roof. By (3A), elements of N(D) permute the involutions t, , t, ,..., t, 
among themselves. The elements of N(D) n M induce the symmetric group 
on t, , t, ,..., t,-, , since M contains elements permuting VI , V, ,..-, V,-, in 
any desired manner. There is an element y  of G which transforms t, to t, , 
and we may assume that y  interchanges t, and t, , by (3.A) (iii). Then y  
normalizes 
qt, , t& = qv, @ VP). 
By a remark in Section 1, this group contains an element c such that tj’” = ti 9 
for i = 2,..., n - 1. Then yc lies in N(D) and interchanges tr and t, . Thus 
N(D) induces the full symmetric group on t, ,..., t, . We have a surjective 
homomorphism X of N(D) on the symmetric group 2% on (I ,“.., n>, such that 
for i = l,..., n, x E N(D). If  A G N, and ] A j 3 2, then 
qjt, j i $i A}), = ,n( v, @ V,), 
Thus, if Ah(x) & N also, then 
As in [13, Lemma 31, this will hold also if ; A I ,( 1, and also Q( V,)” = 
Q( VAAd. 
If  A is any proper subset of (l,..., nj, we may choose a subset B of N and an 
element y  of N(D) such that A = BX(y), and define 
As in [13, Lemma 41, these are well-defined, and 
l&4)” = Q(Ah(x)), Q’(A)~ == sz’(Arx(x)), 
for every proper subset A of (l,..., n}, x E N(D). Also, if A and B are disjoint 
proper subsets of (l,..., a}, then [Q’(A), 52(B)] = 1. 
We now choose an element g of N(D) such that 
X(g) = (n - 3, n - 2, 11 - 1, 72). 
&r/28/3-11 
534 W. J. WONG 
For i = l,..., n - 2, we fix an isometry v  + vi of Vi on Vi . I f  01 is an element 
of the symmetric group .Z’+, on {I,..., n - 21, we obtain an element U(PL) of 
.n((l,..., n - 2)) such that viu(a) = vuq , for every v  E V, , i -2 I ,..., 1z - 2. 
Then o is a homomorphism of&-s into N(D), with h(o(ol)) z 01, for OL E &-a . 
We may extend (T to a homomorphism of Z,+, into N(D) as follows. Since 
u((n - 3, n - 2)) is an element of Q({n - 3, n - 2)) interchanging t,-, 
and tnM2 , e((n - 3, n - 2))~ is an element of Q({n - 2, n - I}) interchanging 
t +a and t,-, . Then o((z - 3, n - 2))~ d fi e nes an isometry v,-s + v,-r 
between V,-, and V,-, . Kow the equation viu(a) = vi, defines u(a) for 
all 01 E &-r , in such a way that 
u((n - 2, 71 - I)) = u((n - 3, n - 2))Q. 
Setting 7 = o((n - 2, n - l))g, we see that 72 = 1, (~((n - 2, n - 1)))3 = 
((o((n - 2, n - 1)) u((n - 3, R - 2)))~)~ = 1, and T commutes with 
u((i, i + 1)) when i = l,..., n - 3, since 7 E Q({n - 2, n - 1))Q : 
Q({n - 1, n>) and ~((i, i + 1)) E Q({i, i + I}). Since X(T) = (n - 1, n), r 
normalizes Q( V, @ Vi @ V,), whever 1 < i < j < n - 2. 
By the results of [13], G,, = (M, T) is isomorphic with X?(Y) or J2( V), 
for a quadratic space V with the asserted properties. (Here we are using 
Hypothesis 6.) In fact G, is isomorphic with PQ( V) for otherwise we must 
have the case dim V, = 0, t E &I, and we find that CoJM) contains a four- 
subgroup, contradicting the fact that K = C(M) has cyclic Sylow 2-subgroup, 
by (2C). This proves the proposition. 
As remarked in [13], G, contains M in the “natural” way, i.e., U can be 
identified with a nondegenerate subspace of codimension 2 in V so that M 
is the subgroup of Go == PQ( V) corresponding to elements of Q(V) which 
are the identity on the orthogonal complement of U in V. Also, t is the 
involution corresponding to the involution of Q( V) with positive subspace U. 
PROPOSITION (4B). 1ti (4A), Zet Gl = C(t)G, . Then Gl is a subgroup of G, 
G, is normal in Gl , and G, is a semidirect product 
Gl 7 WGO, Wn GO = 1, 
where W is cyclic of odd order d, and W acts faithfully on G,, by field auto- 
morph&x 
Proof. By the structure of Pll(V), the intersection of K = C(M) n C(t) 
with G,, has order &I - .z) if dim V,, = 0, Q - E otherwise, By (2C), (3A) (iv) 
and Hypothesis 5, KL Go. In particular, C(G,) = Z(G,,) = 1. Also the 
structure of C,(t) shows that G, contains a Sylow 2-subgroup of C(t). 
We can assume that the field automorphism of M induced by the element 
w of (20) fixes the involutions t, ,..., t,-, , so that w E C(D). Thus w nor- 
ORTHOGONAJ. SIMPLE GROUPS 535 
malizes every Q(A), where A C {I ,..., n>, and so w normalizes G, . It follows 
from (20) that C(t) normalizes G, , so that G, is a subgroup of G with G,, as a 
normal subgroup, G1 = (w)G, , and G,/G, has odd order. Since C(G,) = 1, 
G, is isomorphic with a subgroup of the automorphism group of G, . By the 
remarks of Section 1, Gr has the structure asserted. 
PROPOSJTIOX (4C). G, = G. 
Proof. By the structure of G, , exactly three conjugacy classes of C(t) 
not containing t are fused to t in Gi . Ry (3A) (ii), it follows that an element 
x of G, is conjugate to t in G only if it is already conjugate to t in G, . Also, 
since C(t) g G, , if x is an element of G, conjugate to t and y  is an element 
of G such that xv E G thenyC-G,. 
We shall now showrthat C(t,) C G1 when A C {I ,..., n}, 1 A 1 1 2. We may 
assume 4 - { 1, 2). I f  G,, is identified with PQ( V) in (4/I), t, and t, arc the 
clemcnts corresponding to invohltions in Q(V) with orthogonal negative 
subspace Vi and V2 of dimension 2. Let E be the set of involutions of 
C(t, , tJ G-,(t, , tz) h’ h w IC arc conjugate to t in G. If  x E E, then .I’ c; G, 
since G,:G,, is odd, and x is the element corresponding to an involution x 
of Q(V) of type 2 which leaves V, and V, invariant. l;or i :I- 1, 2, we write 
d,(x) for the dimension of the intersection of Vi with the negative subspace 
of %. Since x is conjugate to t, C(x, t,,) may be calculated within G, . In 
particular we may calculate C(x, t,,), within G, . I f  d*(x) T d,(x) < 2, then 
C(m, t,,), .z Q(W) x Q(Y), where dim W’ = dim I/ + d,(x) -+ d,(x) -- 6, 
dim Y : 4 .-- 4(x) - d?(x). I f  d,(x) + d2(.x) .--- 2, then C(x, t,,), z Q(W), 
where dim IV = dim V - 4. It follows that if X, X’ E E and x is conjugate to 
x’ in C(t,,), then d,(x) + d,(x) : d,(~‘) + d*(x)). Also, for i - 1, 2,. t,x is 
conjugate in G to t if &(x) :: I, while t,,.r is conjugate to t,, if 
d,(x) : d*(x) .=: 1. 
Now suppose g E C(t,,). We choose x in E such that d,(x) .- 0, dz(x) = 1. 
(For example, x : ue:r will do.) Since dl(tl) 7 2, rl,(t,) 0, t, and x9 are not 
conjugate in C(t,,). Thus (t,xg) contains an involution z’, v  commutes with t, 
and ~9, and t,z’ is conjugate in C(t,,) to t, or X’J. In particular, t,a E fi. Also, 
dl(t,e) t dz(‘ia) # 0. Since t,z: # 1, , dl(tlc) ,k 2. I f  d,(t,z) = 1, then 
v  t,(t,a) is conjugate in G to t, so that x” E C(z) E G, , and so g E G, . I f  
di(t,a) - 0 and d,(f,o) I-- 1, then t,(t,a) is conjugate in G to t, and xR E C(t,,) n 
C(z) 2 C(t,(t,u)) G G, , so againx E G, . Finally, if d,(t,v) = 2, then fir: : t, , 
which is not conjugate to x in C(t,,) since dl(t2) -j- d,(t,) = 2 f  d,(x) + d,(x). 
‘I’hcn z’xq must be conjugate to x in C(t,,). Since z’ 7:. t,, , f,,x is conjugate to 
x in C(t,,). But fig is conjugate in G to t,, since d,(x) + d,(x) =: 1. Then t,, 
is conjugate in G to x and thus to t, contradicting (311) (i). Thus C(t,,) 2 G, . 
I f  y  E G and t:, E C(t), then tY ’ E C(t,,) E G, , and so y  E G, . By the 
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structure of G, , every involution of Gi is conjugate in G, to some element of 
C(t). It follows that an element of G, is conjugate in G to t,, only if it is already 
conjugate in G, to t,, . In particular, if x is an involution of C(t,) which is 
conjugate to t,, in G, then t,x is conjugate to t, t,, , or tlzn in G, . 
Sext we show that C(t,,) g G, . We may assume t,, is not conjugate to 
t,, in G. Choose an element x of G, such that x is conjugate in G to t and 
xt,,, is conjugate in G to t,,, . (For example, x = uN will do.) Then x cannot 
be conjugate to t, in C(t,,). I f  g E C(t,,,), there exists an involution z com- 
muting with both t, and 9, such that t,v is conjugate in C(t,,) to t3 or ~9. 
Then t,v is conjugate in G to t, and v  E C(t,) & G, . By (34 (iii), v  = t3(t3v) 
is conjugate in Gi to t or t,,. Th en X* E C(F) g G,, so thatg E G, , C(t,,,) E G,. 
Finally, let g be any element of G. Since t, and t&, are not conjugate in G, 
there exists an involution v  commuting with t, and ti2, such that t,v is 
conjugate in G to t or t,, . I f  t,v is conjugate to t, then v  = t,(t,v) is conjugate 
in Gi to t or t,, , by (34 (iii). I f  t,v is conjugate to t,, , then v  is conjugate 
in G, to t, t,, or t,, . In any case, t&~ C(v) C G, , and so g E G, . This 
proves the proposition, and completes the proofif the Theorem in the case 
that z(A!Z) 2 (s). 
5. THE CASE Z(M) g (s) 
WC now suppose that Z(M) g (s), so that dim V,, = 0, and t is one of the 
involutions tN , t, , t,& , where N z { I,..., n - I}. In this case H is the 
semidirect product of M with (u, u’), and we SW that the involutions of ZZ 
arc all conjugate in Z-I to involutions of the form 
t,J m /- A G N), t,,tn(A E w 
ut,(A ii P), u’t.0 E Q), 
where P : N - (I}, Q =-: N - (21, and in each case we need take. only one 
subset A of each cardinality. Using (2E), we find C(t, tA)oo , C(t, ut,), , 
C(t, u’t,), as in the case dim V,, : 0 of (3A), while C(t, t,t,& - C(t, t,& 
for A -+: 2, and C(t, t,J,, :: M. 
Setting G1 = C(t,&), we note that G, 1 ZZ, so that Gr satisfies the hypo- 
theses of the Theorem. Each involution of CGl(t) is conjugate to one of the 
elements of ZZ mentioned above. 
LEMMA (%I). The element w of (20) may be assumed to lie in G, . 
Proof. w normalizes the group K, which has Sylow 2-subgroup T = 
(Z(M), s). By the Frattini argument, 
K(w) = KNw,,(T) = KWr~<w,(T)) = ~O(C~,tc,(~‘h 
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since K(w) has a normal 2-complement (see the proof of (20)), and 
[T, O(N,,,,(T))] g T f-7 O(N,,,,(T)) := 1. 
Hence w = xw’, where x E K and w’ is an element of odd order centralizing T. 
Then we may replace w by wr in (21)). This proves the lemma. 
PROPOSXTION (5B). Assume Z(lV) g (s), and suppose G =# C(t) O(G). Let 
Gl = C(t,t,). Then, t - t, or t, , and the involutions of D == (tl ,..., tJ 
which are conjugate in Gl to t, are precisely tl ,..., t, . 
Proof. By Glauberman’s P-theorem, there exist involutions X, y  among 
the elements t,, , tatn , ut, , u’t, which we have mentioned, such that x f  t, 
y  -#- t, XQ ::: t, tQ L=: y, for some g in G. We investigate the possible X, y, 
omitting details of calculations where they resemble those used earlier, in 
Section 3. 
First, x f  tA , for A G N, 1 A 1 > 1. Otherwise we may assume y  = 
tA , tat*, t,, or tN+tn. In each case, since g transforms C(t, x)= to C(t, Y)~ , 
we obtain a contradiction as in the proof of (3A). 
I f  x = t, , then we may take y  = t, , t,t, , t, or tptlz . We may take 
C(t, x),,,~ ---z C(t, Y)~,* = E, where 
as in (3A). We calculate that 
[C G(&Jl - (s, Sr>, 
CE(-G)' = (SlS, Sl">, 
and may assume that g normalizes E. Since tl E (s, sr>, t must lie in (s, sr), 
so that t = t, , and s and s1 must have equal orders. Then sls has larger order 
than srz, so that (tit,> is characteristic in (srs, si2), and g must centralize 
tltn , so that y  = t, . Since g normalizes Z(E,) = (tp>, g centralizes t,t,t, : : 
t,t, , so that t, ,..., t,n are conjugate in Gr . 
Next, x # tatn , for A & N, / A I f  n - 2. Otherwise we may take y  = 
tAtn or tN-,t, , by what we have already proved. We may take C(t, x),,~ = 
CP? Y>co,z = F, a certain subgroup of H, and we may assume g normalizes F. 
If  A :r= .@ or N, then F = H, F, = 42, and g normalizes Z(M) = (tN), so 
that t differs from x, y  and t, . Since t, x, y, t, E {tn , t,>, we must have 
x = y. Xow g normalizes C,(JR) = (t, , s), but does not centralize t, . 
Thus s must have order 2, s = t, , and <u, u’) is dihedral of order 8. Since 
((uu')Q)" = t,g = t,t, ) 
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we .have (uzi)s = uu’a or uu’tna, where a E M and (uu’a)2 = t,t, . This 
implies that aUU’a = tN . Since the automorphism of M = Q(U) induced 
by UU’ is the same as that given by an involution b of type 2 in O(U), 
where W is a nondegenerate subspace of codimension 2 in U. However, the 
automorphism of M induced by da or udt,a is the same as that given by ba, 
where aba = tN , i.e., ba is a semi-involution. This implies that C~,((uu’)g), 
is isomorphic with SL(n - 1, q) or SU(n - 1, q), a contradiction. 
Then g must map Q( VA) and Q( V,-,) on themselves, or interchange them. 
Computation shows that 
Thus g maps t, on itself. Also (ta) : 7 Z(Q( V,)) is mapped on itself or 
(tNpA) = Z(sZ(V,,)). Thus g maps x on x or t,,t, , a contradiction. 
If  j A 1 - 1, say A = {l}, then g normalizes [F, C,(F,)] = (s, si), so that 
t = (trt,)g = t, . Also y  = t, t, =-= X, and the order of s does not exceed that of 
sr . Since g normalizes C,(F,)’ = (sIs, sr2), but g does not centralize tltn , 
the order of s must be less than that of sr . Now F is a semidirect product 
F :-= Q(V,)R, 
R -: (uu’u,, , uu13) x <w42 9 u13), 
where the factors of R are dihedral groups of different orders (at least S), 
since (uu’u1J2 = s, (u1szQ2 = sr . By applying the Krull-Schmidt theorem, 
we see easily that an automorphism of R must fix t, . Thus g must normalize 
Q(V,) (t3, which does not contain x, a contradiction since xg = t, . This 
completes the proof that x :+ tAtn when / A / :/- n - 2. 
Now suppose x : tat,, where A 2 N, I A I = n - 2. We may assume 
A = P. By what we have proved, we may take y  = x, so that g normalizes 
F = C(t, 4,,2 . This is the same group as in the case x = t,t, just considered, 
and a similar argument leads to the conclusion that t = t, and g interchanges 
t, with t, , so that g maps xtl -.= t,t, on itself. 
At this point we have shown that if an element x of D = (tl ,..., tn> other 
than t is fused in G to t, then either t = t, and x = ti for some i, or t = tN 
and x L-: tat%, where I A / = n - 2. In both cases, t, ,..., t, are conjugate 
in C(t,t,) = Gl . I f  some other element a = tA(’ A / > 1) or a 7.: 
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t,t,(l A j > 0) is conjugate to t, in Gr , then at,& = t,,t,(l N - A j < 
n - 2) or at,t, 7 t&N - A # IV) is conjugate to tN, leading to a 
contradiction whether t is t, or tN. Thus the proposition holds in this 
situation. 
The method used in (3A) shows that x f  ut, when A &P, 1 < ’ A 1 < 
n-3,andx#u’t,whenBgQ, 1 <iB; <n-3. 
If  x -- U, then we may take y  -_ u, ut, , u’ or u’t, . In each case there are 
the three possibilities t = t, , t, or t,t, to consider, making 12 cases in all. 
Since the arguments are much the same in every case, we illustrate with the 
case y  -T u’, t 7 t, . We may take 
C(t, &2,2 = Q(& 0 VP) x <tPd > t, , u>, 
C(t, u’),,2 = Q(& 0 vo> x (tN 3 t, , u:>, 
and we may assumeg maps C(t, u)%,~ on C(t, u’),,s . Sinceg maps u on tN and 
tNonu’,gmapst,ont,, nN, n t t t u’, or t,t,&. In the first case g maps ut, on 
t,t, , but ut, is conjugate to u, and so tNtn is conjugate to t, a contradiction. 
In the second case the same argument shows that t, is conjugate to t, a 
contradiction. In the third case, since t& is conjugate to u’, we see that t, is 
conjugate to t, a contradiction. In the fourth case, we note that g maps 
.L?(,L @ VP) on C&L’ %, V,), and we may assume g maps tP on to, by the 
remarks of Section 1. Then g maps tptn on totntNd = t&J. Since t,t,u’ is 
conjugate to u’, tptn is conjugate to t. In this way we see that some element 
of D other than t is fused to t in G, and thus the result holds in this case. 
Similar arguments prove the proposition when x = u’. Since the hypotheses 
of the theorem are still satisfied with ut, in place of u or u’to in place of u’, 
we have the result when x = ut, or x L= u’to . Since this exhausts the 
possibilities for x, the proposition is proved. 
PROPOSITIOK (5C). Assume Z(iM) g (s) and G $- C(t) O(G). Then GI .=-1: 
C(t,t,) has a normal subgroup G, isomorphic with Q(V), where V is a quadratic 
space over F, , dim V = dim U + 2, and V has the same discriminant as U, 
and GI is a semi-direct product 
Gl :-= WG, , 
where W is a cyclic group of odd order d, which acts faithfully on G, by fild 
automorphisms. 
Proof. The group G, s Q(V) is constructed as in (4A), using the results 
of [13]. We see also that Gr = GJ(t&) satisfies the hypotheses of the 
Theorem, and the results of Section 4 show that G1 is a split extension of 
PQ(V) by a cyclic group of odd order acting faithfully by field auto- 
morphisms. The structure of Gr follows easily. 
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PROPOSITION (5D). G = Gr . 
Proof. By the structure of G1 , the intersection of K = C(M) n C(t) with 
G1 has order q - E, and this intersection contains the Sylow 2-subgroup 
(Z(M), s) of K. By Hypothesis 5, KG G,, . Now (54 and (20) imply 
that C(t) g Gl . 
I f  x is an involution of G, distinct from t,t, , then tNtn does not lie in an 
indecomposable direct factor of C(t,t, , x)~ . I f  x is not conjugate in G1 to t, , 
then x does lie in an indecomposable direct factor of C(t,t, , x)~ , and it 
follows easily that x is not conjugate to t,t, in G. If  t, is conjugate to tNtn in 
G, then t # t, , so that t = t, . There must exist an element g of G inter- 
changing t, and t,t, . Then g centralizes t, , contradicting the fact that 
C(t) G C(t,t,). Thus tNtn is not fused in G to any other clement of G1 . 
By Glauberman’s Z*-theorem, G = G,O(G). Since O(G,) = 1, tNtn and t 
invert O(G). Then all the conjugates of ttNtn in Gr centralize O(G). Since 
these conjugates generate Gr , G1 centralizes O(G). Hence O(G) = 1, 
G = G1 . This proves the proposition, and completes the proof of the 
Theorem in all cases. 
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