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１　新たなテクノロジーの波
　AI、ロボット、ビッグ・データ、ブロック・チェーン等々、これらの新
しい言葉があらゆる分野で取りざたされるようになった（ロボットだけは、
鉄腕アトム以来、なじみ深いものだが、アニメや漫画の世界の話でなくなっ
てきたという点で新しい）。
　たとえば、2019 年 1 月に、金融審議会「金融制度スタディ・グループ」は、「金
融機関による情報の利活用に係る制度整備についての報告」と題する報告書
を公表した 1。報告書はその冒頭で次のように述べる。
　「近年、情報通信技術の飛躍的な発展等を背景に情報の利活用が社会的に
進展し、金融と非金融の垣根を超えた情報の利活用により、一般事業会社や
フィンテック事業者を中心に、従来は存在しなかった利便性の高いサービス
を提供する者が出現しつつある。
　こうした動きは、利用者利便の向上やイノベーションの促進の観点から基
本的には望ましいものと考えられ、一般事業会社、フィンテック事業者、伝
統的な金融機関のいずれの主体であれ、情報の利活用に取り組んでいくこと
は自然な流れとなっている」。
　以上のように、この報告書は、情報の利活用が進展し、Fintech と呼ばれ
る AI（artificial intelligence、人工知能）技術が広まっていくことは望まし
いことであると宣言したうえで、2 つの課題があると指摘する。
　第 1 に、これら情報利用のルールがまだ明確でない。
　第 2 に、これらの技術は、金融規制の既存のルールの想定を超えており、
必然的に金融規制のあり方の再検討を促す。
　要するに、テクノロジーの進展が、新たなルールを求め、それが規制法に
関するものであれば、やはり新たな規制の枠組みを必然的に要求していると
いうのである。
1　金融審議会・金融制度スタディ・グループ「金融機関による情報の利活用に係る制度整備に
　 ついての報告」（平成 31 年１月 1（ 日）。
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　同じことを、金融法の代表的教科書もいう 2。下記の図表は、そこから引用
したものだが、一見して明らかなように、従来は、別個の規制対象だった、
送金・決済、融資・資金調達、資産運用、財務管理、そして保険という諸分
野が、新たなテクノロジーの観点からすると相互に境界線がなく、あらゆる
分野に適用可能なものとなっている。その中に、AI であれ、ビッグ・デー
タであれ、ブロック・チェーンであれ、ロボットであれ、新たなテクノロジー
を示す言葉が含まれる。
　それらの技術的観点から見れば、従来の規制の枠組みは不合理であり、意
味のない壁と、相互に一貫性のない規制が行われていることを、端的に示す。
　どうやら大きな意味で金融と呼ばれる分野について、現在のわが国では、
金融庁が先導して横断的・機能的な、新たな規制を構想しているようであ
る 3。不合理な壁と差別化をなくして、同じ機能には同じ規制をしようという
わけである。今後、それがうまくいくかは私には判断できないが、21 世紀
2　ＦｉｎＴｅｃｈの利用例（神田・神作・みずほフィナンシャルグループ『金融法講義（新版）』
　 ５５７頁図表３より（岩波書店・2017）。
3　たとえば参照、金融庁「フィンテックに関する現状と金融庁における取組み」（平成 29 年２月）。
　  https://www.kantei.go.jp/jp/singi/keizaisaisei/miraitoshikaigi/4th_sangyokakumei_dai4/
　  siryou1.pdf
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において、情報技術の進展が、ルールや規制のあり方に大きな影響を与える
ことは確かである。そして、それは金融だけの話ではない。
　本稿では、医療の場面における同じ問題を検討する。ただし、問題意識と
しては、医療でも金融でもそれ以外の分野でも、実は同じような議論と検討
がなされているし、またなされなければならないと考えている。金融庁は、
従来の金融の各場面で縦割りの規制がなされていることを問題にしており、
それはまさに金融庁だからであるが、実は、これら新たなテクノロジーが提
起する課題は、他の分野でも同様であり、そこでの議論には共通の要素があ
ると思われるからである。そういう意味では、金融の機能にだけ着目してい
ること自体が、すでに過去の縦割り規制の考え方を脱却していないといえる
かもしれない。
　ともかく、本稿では、アメリカの議論を紹介しながら、医療分野について、
情報技術の進展がいかなる課題を新たに提起しているかを検討する 4。同時
に、アメリカでは、信認法 (fiduciary law) を基軸として新たな法ルールを構
想すべきだとする議論があり、その議論自体は、医療に限られず、広く情報
を収集し、あるいは情報を委託される事業者に関する広範かつ基本的なルー
ルとして提案されている。わが国においては、英米法の国と違って信認法の
基盤がない （。あるいは、あるとしても層として薄い。その中で、わが国では
どのように基本的な考え方を定立すべきかを考える参考とする。
　具体的には、次のような構成となる。２と３において、アメリカにおける
ロボットと医療に関する 2 つの論文を紹介する。４では、さらに視野を広げ
て、あらゆる分野に通底する情報化と新たな法のあり方について、信認法の
ルールを基盤とすべきだとする議論を紹介し、５ではそれに対し疑問を提起
する議論も紹介する。最後に、６において、ささやかながら現段階において
何がいえるかを総括する。
4　本稿は、2019 年 2 月 12 日にＮＴＴ持株会社「ネットワーク産業の規制と競争政策に関する研
　 究会」で行った報告に基づく。ただし、報告そのものではない。報告の機会を作ってくださった、
　 舟田正之座長他の方々に感謝する。
（　たとえば、樋口範雄「AIJ 問題が示唆するもの―信認法なき社会」旬刊商事法務 2012 号
　 1（-22 頁（2012 年 12 月 1（ 日号）。
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２　医療とロボット―情報と AI の進化にどう法が対応するか
　まずは、ロボットが医療分野に進出し、利用が広げられていく中で、どの
ような法的課題が生まれているかを概観する論文を紹介しよう （。
　この論文では、ロボットを代表とする AI と情報技術の発展の牽引役が医
療分野であること、そしてアメリカでも EU でもその動きは急であるが、最
も注目すべきは日本の動向だとする。日本は、現在、世界一の超高齢社会と
なっており、そのような社会状況の下で、ロボット技術への投資や関心が高
まっているというのである
　これは残念ながら日本製ではないが、ダ・ヴィンチと呼ばれる外科手術ロ
ボットが広く利用され、看護やリハビリテーションの補助・支援をするロボッ
ト、さらには高齢者への対応をするロボットなど、日本ではさまざまな活用
が工夫され、その動きは日進月歩の勢いで進んでいる。
　その理由としては、第 1 に、ロボットが、人のできないことや人がしたく
ないことをしてくれること。第 2 に、人ができることもずっと効率的にして
くれることがある。日本の場合、人口減少と、特に高齢者に比べて若年層が
薄くなっているために、医療や介護の場面で人手不足、あるいは人材不足が
強まっており、ロボットにはその代役としての役割が期待される。しかも、
ロボット技術が進み、需要に対する供給が増加すれば、それだけロボットの
単価は安価になり、医療費や介護費の増加への対抗策にもなるとされる。
　そのうえで、この論文は、ロボットにもいくつかの種類があることを述べ
たうえで、それらに関するアメリカ法の課題を抽出する。もちろん、それは
日本法の課題とも共通する点が多い。
１）医療ロボットのタイプ
　すでに利用されている医療ロボットには 3 つの種類があるという。
　第 1 は、ダビンチ・システムを代表とする手術の補助ロボット (surgical 
（　Drew Simshaw, Nicholas Terry, Kris Hauser, and Mary Cummings, Regulating Healthcare 
　 Robots: Maximizing Opportunities While Minimizing Risks, 22 RICH. J.L. & TECH. 3 (201（).
　 http://jolt.richmond.edu/v22i2/article3.pdf. なお、この論文については、雑誌アメリカ法 201（
　 年 2 号 274 頁以下で紹介した。ここではそれを相当程度利用した。
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robot) である。ただし、これらについては、医師が操作をコントロールして
いる限り、従来の医療器具と同様に、製造物責任や操作の誤りによる法的責
任が問題となることはあるものの、ロボットに特有の新たな法的課題がある
わけではない。ただし、このようなロボットも自発的に自ら作業を行うよう
発展を遂げつつあり、そうなった場合、安全性やそこで蓄積された情報の管
理についてロボット特有の課題が生ずるという。法律的にいえば、従来は、
ロボットもほかの医療器具と同様の医師の使う「道具」だったものが、独立
して判断する存在になると、その活動によって何らかの問題が生じた場合、
それは操作者である医師の責任とは必ずしも言えなくなるかもしれないから
である ( この点は、自動運転車と運転者の関係と同様である )。
　第 2 の類型は、医療の場面での日常作業を補助するロボット (routine task 
robot) である。本論文では、カリフォルニア州立大学サンフランシスコ校大
学病院の試みが紹介されている。そこでは患者への食事や薬の配送、検査試
料の移送、さらに病室のシーツやタオルの交換作業を補助するロボットの
利用が推進されている。それらは単純作業であるが、何しろロボットは総量
で 4（0 キログラムのものを毎日 20 キロメーター運んでも疲れることがない。
それらをロボットに任せて、医療従事者は医療のより中心的な仕事に専心で
きるわけである。ただし、ここでもこれらの作業ロボットが、コミュニケー
ション能力や自発的作業の能力を備えるようになると、新たなロボット特有
の課題が生ずる可能性がある。
　第 3 の類型のロボットこそ、最も重大な法的課題を提示する。それが、病
院や在宅医療の場面の両方で利用される、個人的ケアに対応するロボット
（personal care robot）である。これらのロボットは、その本質上、患者個
人に寄り添い（つまり、患者の個人情報を集積して患者を知るようになり）、
それに基づく自発的判断により、個々の患者に対応する。いずれは、看護師
や介護士、さらには医師の代わりを果たすこともありうる。すでにリハビリ
を補助するロボットや、在宅で患者の相手をする ( 何らかの助けをしたりケ
アをしたりする ) ロボットが生まれている。医療行為や診療上の補助に当た
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る行為をすることができるようになればなるほど、これらのロボットが医療
的行為を行うことに伴う新たな法的課題が生ずることもまた明らかになる。
　他方で、このようなロボットは、患者個人についての情報や医学の発展に
ついて蓄えることのできる情報量の点、それらを忘れることがない点、24
時間体制で患者を見守ることもできる点、さらに一定の判断をすればその通
り正確に処置を行うという点で、人間より優れた面がある。すでに超音波画
像の読影では、人間以上に正確な読影ができるレベルにあるともいう。単純
に正確さで優位にあるばかりでなく、判断力の点でも人間より優れたレベル
で活動することが実際に期待されている（すでに、囲碁や将棋の世界では、
人間の想像力を超える手を指すコンピュータが生まれている）。日本社会の
現状として、人件費の増大や人材・人手の不足に対応する喫緊の必要がある
のなら、ロボット医療の推進を阻む理由はなくなる。
２）医療ロボット―主要な法的課題と法的規制
　アメリカでは、まずロボットが医療機器だとすれば、FDA(Food and 
Drug Administration、連邦食品薬品局 ) の事前許可による安全性確認規制
が適用される。手術補助ロボットが適用対象となるのは間違いないが、日常
作業補助ロボットがそうであるかには疑問がある。ただし、前述したように、
これらのロボットも医療に関連した作業を行うことは明らかであり、しかも
進化して患者の情報を蓄積し、自発的対応もできるようになる可能性があり、
何らかの規制対象になる可能性も強い。第 3 の類型である個人的ケア・ロボッ
トについては、特に在宅の場で利用される場合、医療機器とは必ずしもいえ
ない。だが、当初医療とはいえない機能しかないとしても、徐々に医療的ケ
アも行うようになると、FDA の規制対象なのか、そうだとしてどのような
規制をするのが適切かという課題が生ずる。
　この点では、モバイル機器のさまざまなアプリケーションへの規制が関
連する。ウェアラブルと総称される機器のアプリでは、センサー機能で身
体の状況を把握するものが少なくない。これらは医療機器とはみなされてお
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らず、医療情報に関するプライバシー・ルールを定める HIPAA 法（Health 
Information Portability and Accountability Act）も、その規制対象 (covered 
entity) は電子化された医療情報を扱う医療提供システムや病院、医療従事
者であるとされており、これらのアプリやロボットを規制対象と想定してい
ない 7。在宅医療が広がる中でロボットが活用されるようになると、それは重
大な規制の欠如として問題となる可能性が強い。
　それでも FDA は､ 2013 年以降、医療アプリに関するガイドライン ( 法的
効力はないもの ) を出しており、それが参考になる 。そこではリスクの程
度に応じた規制が想定されており、想定通りに機能しない場合に利用者の安
全に対するリスクを生ずるようなものだけを規制対象とする方向性が打ち出
された。その際、個別の利用者に対応して健康に関する判断や勧告をするよ
うなアプリに関心を向けている点も重要である。
　ロボットの場合、これらの医療アプリと共通する要素があり、しかも利用
者との相互作用を可能とする点で一歩先に行く。人工知能 (AI) を採り入れ
たロボットが自発的判断で行動する要素を有する点も重要である。もっとも
将来は、これらのアプリとロボットを組み合わせた機器が生まれるという点
にも留意する必要があるが。
　アメリカで医療ロボット規制に関与する可能性のある機関として､ 他には
FTC(Federal Trade Commission、連邦取引委員会 ) がある。FTC には消費
者保護部門があり、近年、消費者の個人情報やプライバシーの場面でも積極
的な役割を果たそうとしている。その対象に、消費者用ロボットも含まれて
いる。もちろん FTC は医療情報だけを取り出して規制するわけではない。
しかし、その規制のあり方は医療にも影響を与える。とりわけ在宅の場面で
は、医療ロボットの利用者は患者でもあり消費者でもある。
　ただし、FTC の権限は、「詐欺的実務慣行や不公正な取引方法」の規制に
限られている。しかも事前規制ではなく、問題が生じてからの事後的規制と
いう性格を有する。それでも医療ロボットの関連で、FTC が果たしうる役
7　アメリカのいわゆる HIPAA プライバシー・ルールについては、開原成允・樋口範雄編著
　 『医療の個人情報保護とセキュリティ』（第２版・有斐閣・200（）。
AI、ロボット、医療、そして法
270（（9）
割として少なくとも次の 3 つがある。
　まず、詐欺的な宣伝行為があれば介入しうる。適切でない診断を下すよう
なアプリやロボットは規制対象となる。次に、事業者に不適切な個人情報取
扱いがあるようなら、不公正な取引方法に当たるとして介入することも考え
られる。さらに､ 事業者が公表しているプライバシー・ポリシーが不適切な
ものなら、またはプライバシー・ポリシーに反するような行為がなされてい
るようなら、これまた詐欺的実務慣行であるとして介入できる。
　FTC は医療を管轄する機関ではないが、近年は、医療を含む情報の安全
性確保に熱心であり、医療ロボットという情報を基盤とする分野への適切な
介入も期待できる。医療情報についても当初の取得のあり方は FTC が、そ
の後の開示や利用のあり方は HIPAA に基づく法規制という役割分担も可能
である。
　もっとも FTC が主張するように一般的な個人情報保護規制がアメリカで
も必要だという議論もあり、そうなればいっそう FTC の役割が重要になる。
ロボットは医療用と限らず、広く汎用性があり、しかも共通要素として情報
蓄積とそれを利用した人工知能に基づく自発的対応が今後の鍵となる。さら
に情報だけではなく、医療用機器は情報連携の不具合が生命身体の安全に直
結することもある。ロボットのさらなる活用はそのような事態を現実的なも
のにするだろう。
３）この論文が示唆するもの―医療ロボットと法
　この論文から示唆を得るとすれば、医療ロボットと法のあり方として次の
3 点が重要である。
①規制の縄張り問題
　アメリカでは、医療ロボットを規制するとすれば、それは FDA か FTC
かという縄張り問題があった。前者は連邦食品医薬品局であって、医療機器 
も対象とするが、そもそもロボットが医療機器か否かが課題となる。日本で
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も、実は介護ロボットは医療機器でないとされて、医療機器におけるような
事前規制（治験を積み重ねたうえでの事前承認手続）の対象とされていない。
　同様に、FTC も連邦取引委員会であって、規制対象と規制の目的は取引
の公正さの確保であり、消費者の保護である。患者は消費者か否か、取引方
法の規制だけで、医療ロボットの安全性とそこに集まる情報保護と活用が適
切に図れるのかといえば、疑問なしとはしない。
　要するに、いずれの機関も、従来、規制の対象としていないものに直面し
ているわけである。相互に、縄張り争いをしている場合ではない。しかも、
連邦制度をとるアメリカの場合、それぞれの機関には、おのずから権限の限
界が規定されており、これら連邦政府の機関は、安易に規制の網を広げれば、
過剰規制であり権限外だとして訴えられかねない。基本的に医療も本来は州
政府の権限の下にあって、それだけ分権制度が徹底しているからである。
　それに対し、わが国の場合、政府の規制に対するアメリカのようなアレル
ギーはなく、むしろ何らかの規制がないと事業者は安心して新規事業を行う
ことができないという特殊性がある。
　それでも医療ロボットは厚生労働省の管轄か、経済産業省の管轄か、ある
いは個人情報に関する限りで個人情報保護委員会の規制対象であるか、など
縄張り争いの種には事欠かない。だが、もちろんこの問題は省益の争いにす
るのではなく、医療ロボットの適切な発展には、どのような規制が必要でふ
さわしいかが論じられるべきである。誰が規制するか、医療機器であるか、
医療行為をしてよいか、というような観念的で伝統的な議論ではなく、規制
の内容自体をストレートに検討する必要がある。そこでは、医療ロボットの
進展を不可避として、最小限度の規制として何が必要か、医療ロボットがそ
の利点を最大限に発揮するためには、どのような法的支援が必要かという視
点こそが重要である。
②安全性の確保と個人情報の活用・保護
　では、医療ロボットについて、何が問題となるかといえば、それによる安
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全性の確保とロボットに集積される情報の活用・保護の問題である。
　まず、安全性についていえば、医療介護の分野でロボットを活用する理由
の 1 つは、実は医療事故、介護事故の防止にある。たとえば、誤薬の投与を
ロボットが防止する。人間なら勘違いをするが、ロボットはしないからであ
る。しかし、人間にはもともと他者に対するバイアスがあり、自分は大丈夫
だが、他者は危険だとする。他人でそうであるから、いわんや、ロボットの
ようなものは危険だと思う。そこで、その安全性に過度な要求をしがちであ
る。たとえば、医者については、日本の場合、免許の更新制度もなく、ずっ
と昔に受けた試験 ( 医師国家試験 ) に合格しただけで、今もその専門家とし
ての能力を疑わない。だが、それがロボットとなれば、実は人間よりずっと
間違いをしないにもかかわらず、絶対に間違いをしないロボットを要求する。
　現実には、100％常に正しい判断をするロボットは作れない ( 少なくとも
現状では )。しかし、現在、人間が行っていて一定割合の過誤があるとすると、
それより過誤の割合の少ないロボットを採用することは、医療安全を改善す
ることになる。
　医師も過ちのない医師は存在しない。薬品もまた副作用のないものはな
い。このような現実的な認識の上に立って、医療ロボットの進展を図るの
か、そうではなく、ロボットにだけは 100％の結果を求めるのか、は技術の
進展とその競争に大きな影響を与える。わが国の場合、自動運転車について
のルール作りを見ればわかるように、ロボットや AI だけには 100％の安全
性を求めるというような非現実的な要求がなされる。目標は高いほどいいが、
100％を達成しないと製品が市場に出てこないのでは、実は消費者や患者の
利益を害する。
　ともかく、安全性については、どの程度の安全性をとりあえずの目標にす
るか、そのための手段として事前規制がよいのか、事後的な規制で十分とす
るのかが、大きな課題となる。
　次に、個人情報の問題も難しい。わが国では、2004 年の個人情報保護法
施行以来、一挙に、個人情報すなわちプライバシーであるとする観念が強ま
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り、しかもそれぞれの個人が情報コントロール権 ( 情報の支配権 ) を有すべ
きだとする考えが、それこそあっという間に支配的になった。おそらくこれ
もまた、先に述べた新たな事態 ( 新たな技術 ) に対する不安とバイアスに基
づく。
　しかも、その後の個人情報保護法改正の結果、病歴が要配慮個人情報とさ
れて、医療情報の活用に大きな壁を作った。もちろん医療情報は個人情報の
中で重要な情報の 1 つであることは確かであるが、医療情報は、他の情報と
異なる特色を有する （。
　第 1 に、医療情報は確かに当該個人に関わる情報であるものの、自分でそ
の情報をすべて作り出せるものではない。検査や診療を経て蓄積される情報
は、医療専門家が助けてくれて情報化される。著作権や特許権の対象物と異
なり、情報自体は自分で作ったわけでもない。それなのに、それを自分のも
のだとするのは、どのような根拠に基づくのか疑問が残る。
　第 2 に、医療情報を自分のものであるという発想自体、情報を所有権の比
喩で語るわけであるが、それこそが誤解の元である。情報は、有体物でない
ので囲い込むのが容易でない。しかも、共有しても減るわけでもない。いっ
たん外に出たら拡散して取り返しのつかないことになるのは、すでにこの
ネット社会で十分経験済みの話である。所有権の具体的な徴表は、そのもの
に関する利用・収益・処分が自由にしかも排他的にできるということである
が、情報については、排他性がない。
　第 3 に、最も重要な点は、医療情報が意味を持つのは単独ではないことで
ある。たとえば、ある病気にかかればすぐに得心するのだが、自分の病気と
いう情報自体、他の人が同様の病気にかかってその情報と比較しているから
わかるのである。同様に、他の人で試した薬や施術に効果があれば、自分に
も適用してもらいたいと思う。それもまた他の人の情報を利用しているので
あり、医療情報は、本質的に情報活用・共有を内在するような情報なのであ
（　この問題については、樋口範雄「医療における個人情報保護」樋口範雄・土屋裕子編『生命倫
　 理と法』212 頁 ( 弘文堂・200（) および樋口範雄『医療と法を考える―救急車と正義』1（0 頁 ( 有
　 斐閣・2007) 参照。
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る。自分の情報だけは出さない、しかし、他の人の情報は利用するというの
は、典型的なフリ ・ーライドであり、認められるはずがない。いずれにせよ、
医療情報は共有と相互に活用することを義務づけられた情報、あるいはそれ
を本質とする情報だと考えられる。
　第 4 に、医療の世界では、21 世紀の医療・医学の革新あるいは革命は、
医療情報の新たな活用にあるとされる。ビッグ・データの解析によって、こ
れまでわからなかった病気の原因がわかる。AI が、まさに個人に即した治
療法を提案してくれる。それもまた医療情報の共有と比較解析によるもので
あり、医療情報を要配慮情報として利用困難にするのは、いわば時代に逆行
した愚策である 9。
　ところで、個人的ケアをするロボット (personal care robot) では、ロボッ
トが担当する個人の医療情報を収集し蓄積する。同時に、他の同様なロボッ
トと情報共有・情報連携し、さらには医学的研究のネットワークともつない
で、最新・最善の医療・介護に関する助言をすることが想定される。
　一連の情報活動において、これらのロボットに、個人情報に関するどのよ
うなルールを遵守させる必要があるかが課題となる。要するに、有用な情報
共有を行い、不適切な情報漏えいを防止するということであるが、まさにそ
れが難しい。ただし、その難しさは、ロボットに特有のものではなく、これ
までも医療情報につきものの課題とされてきたものに、ロボットが参加して
きたというべきものである。
③ロボットに関する基本的な法のあり方―ロボット法３原則と現代的評価
　以上 2 つの課題、すなわち法規制の縄張り問題と、安全性および情報の活
用と保護の問題の両方に関し、基本的な法のあり方を考える必要がある。
9　なお、医療情報が共有と活用を本質とする情報であるという場合、2 つの点に注意する必要が
　 ある。第 1 に、共有と活用といっても、大多数の場合、当該個人情報が誰のものであるかとい
　 う要素は不要である。同じ病気の人の情報が活用できれば十分であり、ビッグ・データでの活
　 用も、個人の特定は不要である。ただし、第 2 に、それはスポットの情報ではなく、継続して
　 追跡できることが重要である。病気の経過を追跡したり、（ 年後の生存率を見るためには、個
　 人の名前や住所は不要だが、何らかの番号等で同じ人がその後どうなったかを知る必要がある。
　 医療等 ID の必要性が、わが国でいわれてきたのもそのためである。
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　これについては、アイザック・アシモフ（Issac Asimov）のロボット法 3
原則 (Three laws of robotics) が名高い 10。1940 年代から （0 年代において、ま
だロボットが SF(science fiction) の時代に、アシモフは、一連のロボット小
説を執筆し、その中で、次のようなロボット法 3 原則を明らかにした。
　第１条　ロボットは人間を傷つけてはならない。また、不作為 ( 何もしな
いこと ) により、人間が傷つくのを放置してはならない。
　第２条　ロボットは人間から与えられた命令に従わなければならない。た
だし、その命令が、第１条に反する場合は、この限りでない。
　第３条　ロボットは、第１条および第２条に反しない限りにおいて、自己
を守らなければならない 11。
【ロボット法 3 原則の再検討】
　このロボット法 3 原則は、わずか 3 つの原則であり、中国古代からの法三
章という理想にはかなっているように見えるが、やはりあまりに簡潔な原則
であるために、現実に適用する場合いくつもの問題が残る。特に、現在で
は、医療に関連して、生命倫理 4 原則なるものが存在する。その内容は、①
Non-maleficence(無危害原則 )、② beneficence(善行原則 )、③autonomy( 自律・
自己決定尊重原則 )、そして④ justice（正義、特に配分的正義原則）であ
る 12。これと比較しながら、いくつかの問題点を摘示してみよう。
　①ロボット法 3 原則の第 1 条は、「汝傷つけるなかれ」として、ロボット
に対し、人を傷つけるなと命ずる。だが、医療では、まさにメスで開腹する
10　一般的には、ロボット三原則と呼ばれているが、原語では明確に laws とあるのでロボット法
　　３原則とする。
11　20（（ 年の「ロボット工学ハンドブック」第 （（ 版、『われはロボット』(19（0) より。20（（ 年と
　　あるので明らかなように、20（（ 年になれば、このようなロボット法が作られているだろうと
　　いう予測である。この本の刊行後 70 年ほどが経過し、ロボットや AI が現実的に大きく発展
　　しつつある現在から見ると、20（（ 年より前に何らかのロボット法が作られると予想される。
12　Tom L. Beauchamp & James Childress, Principles of biomedical ethics. New York: Oxford 
　　University Press, 1st ed.1979; （th ed.2012. 翻訳として、永安幸正、立木教夫監訳『生命医学
　　倫理』( 成文堂・1997)。なお、欧州議会では、「ロボティクス憲章」を作り、そこではこれら
　　4 原則を含む 12 項目の考慮事項が列挙されている。弥永真生・宍戸常寿編『ロボット・AI と
　　法』43 頁（工藤郁子執筆部分）（有斐閣・201（）。
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などの侵襲行為を行い、手術を行う。一見、人を傷つける行為だが、もちろ
んその人の治療のためである。しかし、うまくいかなければ死亡するリスク
もある。単に、「傷つけてはならない」というだけでは済まない専門的な判
断を要する行為である。
　ロボット自体が判断できるのか、それとも医師が判断して、ロボットは道
具としてそれに従えばよいのか。第 2 条は、その点について、医師の命令に
従うことを鮮明にしているが、仮に当該医師の命令が間違っているとロボッ
ト自身が判断する場合、但し書き部分が適用されて、医師の命令を無視する
ことができるのか否か。
　②第 1 条は、人が危険な状況にある場合、見て見ぬ振りをする不作為をロ
ボットに禁じている。これは積極的な救命義務を定めるもので、一般に、日
本法もアメリカ法も第三者に対しては積極的な救命義務を課さないので、こ
こではロボットには、人間よりも倫理的な存在たれと命じているように見え
る。そしてその判断はロボット自体がすることを前提にしていると考えられ
る（なぜなら、第 2 条で、救命するなという人間の命令には従わなくてよい
と明記しているから）。
　それでも、救命すべき人が複数いる場合、誰を優先すべきかという、いわ
ゆるトロッコ問題については、この 3 原則では明らかにならない ( 生命倫理
原則でいう最後の正義原則の考慮が欠けているからである )。
　③第 3 条は、ロボット自身を守ることよりも、人間を救うことが優先され
るという点と、その反対解釈により、人間の救命と無関係な場面で人間が命
令すればロボットが自己破壊する ( 自殺する ) こともやむをえないとする。
これは、人間に対する忠実義務を定めたものと理解することもできるが 13、
これら 3 原則を形式的に理解すると、悪人がロボットに命令して ( 人命と無
関係の ) 財産的な侵害行為をさせる場合、ロボットはそれに従わなければな
らない。
13　ロボット法を考える場合、ロボットの忠実義務という論点が重要になるという考え方につい
　　ては、後に紹介する。
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　④ロボット法 3 原則は、ロボットが守るべき基本原則を宣明したものと解
釈されるが、仮に，ロボットがそれに従わない場合、どのような措置がなさ
れるかが明らかではない。つまり、これらの原則が遵守される仕組みが明記
されていない。
　また、上記で指摘したように、その実際的適用にあたっても、解釈が必要
になり、その解釈を誰がどのように行うのかも明白ではない。生命倫理原則
の言葉でいえば、善行なのか，むしろ危害行為なのかの判断をどうするか、
など解釈問題が出てきた場合、それはロボット自身が判断するのか、それと
も人間の指示を仰ぐのか、などの根本的課題が残っている。特に、現代では、
まさに AI の進化によりロボット自身が判断する能力を備えつつあり ( しか
も場合によっては、人間以上の判断力を示すこともありうる )、ロボットに
すべて解釈を委ねていいのかが問われる。正義原則の課題について触れてい
ないこともすでに述べたとおりである。
　要するに，19（0 年代に構想された 19（0 年当時のロボット法 3 原則は、ロ
ボットはまだ人間の道具であり、ロボットの人間への危険性を重視し、その
安全性だけに集中して基本的な 3 原則を定めたと考えられる。だが、その後
の情報化と技術の進展により、ロボットが、救命以外でも人間に大きな善行
を提供することができるようになったという変化があり、しかもロボット自
身がそれを判断することもありうる。同時に、ロボットに情報が集積されて
活用されることの反面、それに伴う個人情報保護という課題も、安全性の確
保に次いで、現在では大きな課題として意識されているということである。
したがって、これら 3 原則が想定していた課題よりもはるかに広範な問題が
現代では提起されている。
【アメリカ医事法の目的からの示唆】
　かつてアメリカの医事法を学んだとき、次のような医事法の目的を知って、
あらためて日本との違いを実感したことがある。その要点は次のようなこと
である。
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　①日本では、特にかつては、医事法といえば、医療過誤が起きてから、そ
れに対する法的な対応を論ずるところに関心があった 14。しかし、アメリカ
の法律家の関心ははるかに広い。具体的には、医療に関する access, quality 
and cost( 医療へのアクセス、医療の質、そしてそれに要するコスト ) の改
善を図るのが医事法の目的だとする。それらを合わせて、improve public 
health( みんなの健康の改善 ) が医事法の目的となる。
　これを応用すれば、医療に関するロボット法の目的も、ロボットの利用
により、医療の access, quality and cost の適正化・改善を図ることになる。
そして、そのための法的な原則を考える必要がある。
　アクセスは、従来、医師が不足して医療が十分受けられない（アメリカで
あれば，それだけでなく健康保険に入れないために医療が受けられないこと
を含む）ところに、ロボットを介しての医療提供がなされることや、そもそ
もそういうロボットの利用が地域や貧富によって偏らないことが考えられ
る。それは、生命倫理 4 原則でいえば、正義 ( 配分的正義 ) を包摂した法原
則を構想する必要があるという意味である。
　医療の質とは、ロボットの利用で、医療事故を減少させ、医療の質を向上
させることを意味する。そこでは、ロボット医療の過失基準 ( 安全基準 ) を
どう定めるかが課題となろう。
　コストとは、患者個人にとってのコストを意味すると同時に、社会全体の
コストも意味する。ロボットを利用した医療により、医療費を削減すること
が課題となる。
　これらを実現するためにどのような法原則を構想するかが重要である。わ
が国の医事法は、医師患者関係を診療契約と見なし、あるいは手術の失敗は
過失であるとして、私法的には契約法と不法行為法、公法的には医師や病院
を規制する業法規制で対処してきた。医療に関するロボットについても同様
の枠組みで対処できるか、あるいは対処できたとしてもそれが適切かという
問題が提起される。
14　かつては、判例百選自体、『医療過誤判例百選』と題されていた。現在の医事法判例百選でも
　　取り上げられている事案の半数は医療過誤事件である。
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３　Dr. Robot と題する論文
　そこでアメリカの論文の中からもう１つ，その名も Dr. Robot（ロボット
医師）と題する論文を紹介しよう 1（。この論文の骨子は、要約すれば次のよ
うになる。
　ロボットは、医療機器ではなく、医師に対する規制を類推して法原則を考
えるのが適切である。その場合、fiduciary duty（信認義務）をどのように
して遵守させるかがカギとなる。ただし、このような考え方に対しては、医
師の抵抗（医師会の抵抗）も予想される。文字通り、ロボットを医師の代わ
りと考えるわけであるから、医師はもはや不要という結果につながりかねな
いからである。
　ごく簡単にいえば、これが著者の主張である。ともかくも、医療分野での
ロボット法のあり方について、１つの提案をしているのが興味深い。以下、
その主張をより詳しく紹介する。
１）医師に代わるロボットとこれまでの規制
　この論文では、いずれ医師はロボットに取って代わられる存在だとする。
なぜかといえば、医療の場では、evidence based medicine（証拠に基づく
医療）が喧伝されているが、証拠とはデータであり、診断の場面でも治療の
場面でも、データを大量に収集し、瞬時に解析する点で、ロボットは人間よ
りも優れているからである。
　ところが、従来の規制は、さまざまな医療ロボットや医療アプリケーショ
ンが発展する新たな時代に対応していない。
　まず、アメリカでは、FDA が一定の規制権限を有するが、それは医療機
器としての規制であり、事前承認の仕組みと事後的に何らかの事故が起これ
ば不法行為法（製造物責任法）で対処するのを原則とする。
　事前規制の方は、ロボットが市場に出る前に慎重な審査をする仕組みであ
るから、時間も費用もかかる。事後規制の方は、まさに事後的な対応であり、
1（　Jane R. Yakowitz Bambauer, Dr. Robot, （1 UC Davis L. Rev. 3（3 (2017); Arizona Legal 
　　Studies Discussion Paper No. 17-2（. Available at SSRN: https://ssrn.com/abstract=30（79（3
AI、ロボット、医療、そして法
2（0（99）
損害・被害の発生を元に戻すことはできない。ロボットの場合、個々のロボッ
トではなく、大量のロボットに欠陥が発生すれば大規模な被害が発生するこ
ともありうる。
　他方で、FTC による規制は、すでに述べたように、取引方法・販売方法
の規制であり、宣伝・広告の自由を商業的言論 (commercial speech) として
表現の自由に含むとするアメリカ合衆国憲法第１修正の下では、おのずから
規制に制限がかかる。
　FDA の規制、FTC の規制、そのいずれにせよ、医療に関するアプリケー
ションやロボットに対する規制としては不適切である。
　そこで、著者は、ここで持ち出すべきは、従来の医療機器についての規制
ではなく、医師その他の医療従事者に対する規制だと主張する。ロボットが
患者に対する場合、ここで想定されているものは前に紹介したように個人的
なケアをずるロボット (personal care robot) であり、それはまさに医師の代
役を果たすことが想定される。
　そうだとすると、アメリカでの法規制の基本的考え方も、医師の規制に準
ずることになるはずだとこの論文は主張する。そして、アメリカにおいて、
医師患者関係は、fiduciary relation（信認関係）と考えられており、医師は
患者に対しfiduciary duty（信認義務）を負う存在である。要するに、ドクタ ・ー
ロボットなのだから、医師と同じ法規制をすべきであり、ロボットについて
も信認義務を問題とすべきだというのである 1（。
２）医師としての規制―ロボットと信認義務
　ところで、アメリカにおける信認義務は、注意義務と忠実義務という２本
の柱からなる 17。このうち注意義務とは、その当事者（ここでの文脈では医師）
が、医師として払うべき注意をして行動することを意味し、医師でいえば、
1（　ただし、ロボットや AI を設計し製造する企業は相対的に少数であるのに対し、医師ははるか
　　に数が多い。したがって、ロボットの医師に関しては、独禁法の観点からの規制にも留意する
　　必要のある点で、違いがあるとする。
17　信認義務の広がりと意義については、樋口範雄『フィデュシャリー〔信認〕の時代』（有斐閣・
　　1999）参照。
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医療において医師にあるまじきミスをしない義務ということになる。言い換
えれば、医療における安全性の確保が中心的問題ということであり、この点
では、繰り返し述べているように、ロボットの方が人間よりも優位にある（だ
からこそ、ロボットの導入が推進される。自動運転車の場合も同じである）。
　医師の規制を類推してロボット医師に適用するなら、おそらく資格試験は
満点を取るだろう。さらに、医療における実践的判断の場面でも、個々の医
師は、多くの場合自分が経験してきた範囲で、治療の判断をしているに過ぎ
ない。それに対し、ロボットは、大量かつ最新の情報を瞬時に利用して対処
できる。したがって、安全性に関わる注意義務の点では、ロボット医師に適
用される医療水準を上げることはあっても、人間よりも下げることはありえ
ず、しかもその注意義務を遵守することはロボットに十分期待できるので、
注意義務の点は、実は、比較的大きな問題とならない
　そこで、著者が主張するのは、忠実義務の問題である。医師の場合、忠実
義務とは、誰よりも患者の利益を最優先し、患者のために忠実に行動する義
務である。逆にいえば、患者の利益以外の利益、たとえば自分の利益や第三
者の利益を図ってはならないという義務であり、そこでは利益相反問題など
が重要になる。
　その場合、まず忠実義務を誰に守らせるのか、が課題となる。ロボットの
製造者、所有者、利用者などロボットを取り巻く人間に対し忠実義務を課す
ことも考えられるが、ロボットに対し医師に対する義務を準用しようという
のであるから、ロボット自身に忠実義務を課すことが考えられる 1（。
　著者は、それが問題となる具体的場面は少なくとも次の 3 つがあるとする。
３）ロボットと忠実義務
① Confidentiality and Duties to Warn（守秘義務と第三者への警告義務）
　第 1 番目は、患者に対する守秘義務と、第三者に対する警告義務との間の
利益相反問題である。アメリカでもっとも有名な事件はタラソフ事件であ
1（　後に紹介するバルキン教授は、このような考え方は「ホムンクルスの誤謬」に陥っており、
　　信認義務を負うものはあくまでも人間 ( または企業 ) だとする。
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り 19、この事件では、ある女性を殺害しようとする意思を患者から打ち明け
られた医師が、女性やその家族に警告を発しなかったことが問題とされて訴
えられた。そして、カリフォルニア州最高裁は医師側を敗訴させた。
　人間の医師ですら、この場面での判断は難しいものである。しかし、これ
がロボット医師になると、人間の医師よりも多量・多様なデータを活用する
ことができる。同時に、他のロボットとの間で、情報を互いに提供し、共有
して解析する。そうなると、そもそも守秘義務をどうとらえるべきか、さら
に情報量が多いだけに、秘密を守った場合のリスクの判断も人間ならできな
いようなものができる可能性が生じ、結果的に、第三者への警告義務は、こ
れまでの人間の医師の場合より広くなる可能性があるとされる。
　いずれにせよ、守秘義務と第三者への警告義務は互いに相克する義務であ
り、ロボット医師にとっても難題の 1 つなるはずである。
②Research and Informed Consent（臨床研究とインフォームド・コンセント）
　ロボット医療が日常化すると、今まで十分に明らかになってこなかった問
題も表面化する。著者によれば、実は今人間の医師によって行われている日
常の診療の大半は、人体実験だという。もちろん承認された薬品と医療手法
の範囲で行われているわけであり、その意味では「実験」と呼ぶのは言い過
ぎだとも思われるが、要するに、医師は一定の「裁量」を行使して、薬の量
から、手術でメスを入れる範囲まで、決めているわけである。
　ところが、ロボット医師が行う場合、日常診療でも、複数の手技があるな
ら、患者を平等・公正に A 群、B 群に割り付けて行うことになる。もちろん、
インフォームド・コンセントをとってのうえであるが。
　つまり、臨床の上での「裁量」と呼ばれてきたものについても、ロボット
の医師なら科学的な根拠を求めて、医療のあり方を改善するために、曖昧な
「裁量」という言葉でごまかすのではなく、患者に複数の手技の可能性があ
ること、そしてそれを予断なく無作為に割り付けて行うことを説明し、患者
19　Tarasoff v. Regents of the University of California, 17 Cal. 3d 42（, （（1 P.2d 334, 131 Cal. 
　　Rptr. 14 (Cal. 197（).
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の同意を得て、割り付けられた手技を行うことになるというのである。それ
が患者に対し最も誠実な態度であり、忠実義務を果たすことになるというの
であるが、果たして人間の患者がそのような扱いをよしとして受け入れるか
どうか。また、このようなことは、臨床と研究という区別を消滅させること
にもなり、従来の考え方をここでも再検討させる。
③ Conflicts of Interest（利益相反）　
　忠実義務の中心課題である利益相反は、医療においてもさまざまな場面で
現れる。人間の医師に代わってロボット医師が登場しても、それは同様である。
　そもそもロボットの製造者には、その事業によって利益を得ようとする目
的があり、その利益がロボットに反映する可能性がある。
　従来、利益相反問題の解決としては、開示ルール、同意ルール、そして禁
止ルールがあった。開示ルールは、たとえば、医師が患者に対する臨床試験
の結果を学術論文により発表する意図がある場合、それは研究者としての自
己の利益を図る行為であるから、あらかじめそれを開示して、透明性を担保
するよう義務づけるものである。ただし、この場合、開示すれば、学術論文
での公表について患者の同意は不要である ( もちろん患者は匿名化される )。
　これに対し、同意ルールは、たとえば、臨床試験の場合に、そこで用いら
れている薬剤について製薬会社から資金提供を受けて試験を実施しており、
医師は経済的な利益も受け取るような場合、それを開示するだけでなく、患
者の同意まで得なければならないとするルールである。
　最後の禁止ルールとは、一定の利益相反行為自体を禁止する。利益相反状
態自体を生じさせないようにする。たとえ、患者の同意があってもやっては
ならない行為である。
　法曹倫理では、双方代理 ( 敵対する当事者双方を代理すること ) などが禁
止ルール適用の例にあたるが、医療の場合、絶対的禁止ルールが適用される
のは稀であり、それはロボットについても同様だと考えられる。
　ただし、人間の医師もロボット医師も、眼前にいる個別の患者に対する信
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認義務だけでなく患者総体 ( 社会）への義務も負っており、このような形で
の利益相反問題については、ロボットも簡単に判断できない倫理的課題を提
起する。ここでもその判断をロボットに委ねていいかという問題が生ずる。
　以上のように、この論文では、ロボットが人間の医師に代わる存在となっ
た場合、基本的な法の枠組みとして、医師に対する法規制を利用すべきであ
り、その結果、信認義務をロボットにどのように守らせるかが課題となると
主張する。しかも、信認義務の中でも忠実義務を誰がどのようにして守らせ
るか、その判断をロボットに委ねるのか、委ねるとしてどのような判断基準
を定めるのかという課題が重要になるはずだと論じている。
４　情報事業者に対し信認法の適用を唱える議論
　次に、ロボットや AI など情報技術の進展に関する法のあり方として、医
療の場面だけではなく、広くあらゆる場面で信認法の考え方を基本とすべき
だとする論文を紹介する。著者は、イェール大学教授で、合衆国憲法第１修
正の表現の自由の問題について数多く論文を発表してきたバルキン教授であ
る 20。また、すでに 2014 年から、イェール・ロ ・ースクールで「ロボット法」
(law and robotics) という授業を継続して教えている 21。
１）かつてのロボット法の時代との違い
　この論文は、表題が示すように、かつてのロボット法 3 原則ではなく、現
代のロボット法には新たな法原則が必要だと論ずる。アシモフが構想したロ
ボットの時代、すなわち 20 世紀半ばと異なり、21 世紀の現代では、ロボッ
ト自体すでに大きく進化した。20 世紀後半のインターネットの時代を経て、
現代はむしろアルゴリズムの時代だと著者はいう。その結果、ロボットとい
うよりもはるかに広い対象物が、われわれの前に大きな課題として出現しよ
うとしている。それは、以下の諸点に表れる。
20　Jack M. Balkin, Toward a Fourth Law of Robotics: Preserving Attribution, Responsibility, 
　　and Explainability in an Algorithmic Society, 7（ Ohio State L. J. 1243 (2017).
21　Margot Kaminski という人と共同での授業だという。彼女は、情報を含む科学技術の進展と
　　法に関する論文を多数執筆している。
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　①現代では、問題とする対象はもはやロボットだけではない。すべての
AI、アルゴリズムが対象となる。たとえば、AI やアルゴリズムと呼ばれる
対象物は、ロボットのみならず自動運転車も IOT（internet of things）と呼
ばれる家電製品その他、AI が組み込まれて情報を集積し，解析するものは
すべて対象となる。
　②ロボットももはや単体のロボットではない。現代のロボットは、相互に
連携し、クラウドを通して情報を共有する存在となっている。
　③情報の集積も不断に行われる。常に増加するデータ、すなわちビッグ・
データがその背後にある。それらの解析を通じて、常に進化し続けるロボッ
トと対峙する状況にある。
　④しかし、著者は、それでもロボット法は、結局のところ人間の法である
べきだと強く主張する。著者によれば、「アルゴリズム時代の社会では、規
制の中心的課題は、アルゴリズムではなく、人間である。人間がアルゴリズ
ムを利用し、人間自身がアルゴリズムによる支配を是としているからである。
そして，アルゴリズムのガバナンスは、ある特定の解析技術や決定の技術
を利用する人間による人間のガバナンスなのである」。（In the Algorithmic 
Society, the central problem of regulation is not the algorithms but the 
human beings who use them, and who allow themselves to be governed 
by them. Algorithmic governance is the governance of humans by humans 
using a particular technology of analysis and decision-making.）
　さらに著者は強調する。「私たちがロボットについて語るとき、あるいは
AI による代理人、すなわちアルゴリズムについて語る場合、それらが問題
を起こしたり、脅威となったりするか否かに焦点をあてることが多い。だが、
大多数の場合、問題はロボットではない。人間こそが問題なのである。・・・
ロボット、AI による代理人、そしてアルゴリズムは、いずれもこれらの社
会関係を生み出すための道具なのである。その道具によって、特定の形の権
力が生み出され、変質を遂げる」。
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　要するに、著者は、ロボットや AI に関する法は、あくまでも人間に焦点
を当てた法であるべきだと主張する。
　それにもかかわらず、ロボット自体に焦点を絞るような法原則を作ろうと
する動きがある。３で紹介した Dr.Robot と題する論文もその一例だった。
著者は、それをホムンクルスの誤謬 (the homunculus fallacy) と呼び、あた
かもロボットの中に、小さな人間がいてそれがロボットを動かしているよう
な錯覚に陥っているための議論だとする。だが、実際には、そこにはプログ
ラミングとデータがあるだけなのである。ところが、それが人間のように見
える。そして責任を代わりに負ってくれる、あるいは責任を負うべき存在だ
とみなす。だが、それらは誤謬であると著者は強調する。
２）新たな時代のロボット法原則
　そこで，著者は、ロボットではなく、そのアルゴリズムを利用する人 ( ア
ルゴリズムを利用する情報事業者 ) に焦点をあてた現代のロボット法 3 原則
を提唱する。それは、Dr. Robot という論文の著者が主張していたのと同様
に、信認義務を中核とする。誰と誰の間に信認関係があるかといえば、一方
には情報技術であるアルゴリズムを利用する人 ( 情報事業者 ) がいる。そし
て、ロボットその他の存在を介して、他方には、ロボットに何かを頼りたい
人 ( 依頼人 ) や、最終的利用者 ( ロボットの利用者 ) がいる。後者は、アルゴ
リズムのなんたるかを知ることもなく、エンド・ユーザーとして、ロボット
など AI の恩恵を受けることだけを期待する人たちである。ただし、エンド・
ユーザーの情報もロボット等を通して集積され、ビッグ・データの一部となっ
て解析の対象となる。この両者の間に、信認関係があるとするわけである。
　そこで次の 3 つの原則が提唱される。
第 1 原則　アルゴリズムの利用者は、上記の意味での依頼人やその最終的利
用者に対して信認義務を負う存在 (information fiduciaries) である。
第 2 原則　このアルゴリズム利用者は、依頼人や顧客、あるいは最終的利用
（10（）
武蔵野法学第 11 号
2（3
者以外の人たちに対しては、公共的義務 (public duties) を負う。アルゴリズ
ム利用者が、仮に政府である場合には、政府としての本質から公共的義務
は当然に生ずる。それが民間の事業者や私人である場合には、憲法学者が
1930 年代に唱えたように 22、彼らの事業は公共的性格を帯びる。
第 3 原則　 アルゴリズム利用者の公共的義務として中心的なものは、その
作用に伴う外部不経済を発生させないこと、言い換えれば，それに伴うコス
トを外部化しないよう配慮することである。アルゴリズムによる決定に伴う
危険性の最もわかりやすい例は、故意による差別ではなく、社会的に正当化
できない公害（汚染の流出）であり、ニューサンス法の類推が考えられる。
　注目すべきは、次の 3 点である。
　 ま ず、 こ こ で は ロ ボ ッ ト 法 と い う 狭 い 枠 が 取 り 除 か れ、AI と か
IOT(Internet of things) という新たな用語や概念を含めたアルゴリズムにつ
いての法原則を提唱していることである。そうすることにより、ロボットに
法を守らせるという話ではなくなる。つまり、そこにはプログラミングとデー
タがあるだけであり、たとえそれが自動的に学習し判断する存在となってい
るとしても、それを当初設計し、アルゴリズムを利用した人間 ( 情報事業者 )
こそが責任を負うべき主体だとする。
　次に、その基本の１つが、信認法であり、信認義務だとされていることで
ある。これらのアルゴリズムの恩恵を受けるエンド・ユーザーに対し、元々
の責任主体は信認関係にあり、信認義務を負う。先に述べたように、注意義
務と忠実義務を果たすべき義務を負う。
　そもそも、著者によれば、情報社会において情報を集積し解析する事業者
は、それ以外の個人と比べ、それらに関する知識や情報量の点で圧倒的な格
差があり、個々人は相手方の監視ができない。情報の解析も black box であ
り、個々人は相手方が与えてくれるメリットや利便性についても、ただ相手
方に依存するほかない。そして、取得する情報には、センシティブ情報、た
22　これは、日本でいうところの「憲法の私人間適用」を積極的に行うべきだとする議論を指す
　　と考えられる。ただし、アメリカでは、この議論はこれまで大きなものにはならなかった。
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とえば医療情報まで含まれる。そうだとすると、現代の情報化社会において、
これらの事業者は、情報に関する信認義務者 (information fiduciaries) として、
通常の契約上の義務以上の義務を負う存在だとするのが適切である 23。
　最後に、信認法だけでは十分でない。アルゴリズムを介して、責任主体の
法的義務は、その当事者の関係を超える。現代のロボットは、広く社会に大
きな影響を与える存在であり、その活動による外部不経済 ( 外部への悪影響 )
を内部化し排除するために、アメリカの環境法・不法行為法にも頼る必要が
ある。それがニューサンス法だとする。ここでいうニューサンス (nuisance)
の典型例は、工場の煤煙や騒音であり、その発生源である事業者には、地
域社会への迷惑行為を防止したり、それによる損害を賠償する責任が生ず
る。それを類推して、現代の情報事業者にニューサンス法類似の社会的責任
を負わせなければならないことは、次の 2 つの事例からも明らかだとする。
１つは、クレジット情報の信用情報機関（アメリカでは credit reporting 
company）であって、その活動は、それが誤りであった場合、あるいは活
動が一時的にせよ停止した場合、当事者への信用毀損にとどまらず、より広
くこのクレジット社会全体に及ぶ。同様に、もう 1 つの例としてあげられる
のは、コンピュータを利用したハイ・スピード・トレーディングである。そ
のアルゴリズムに誤りがあれば、あるいはその活動が一時的にせよ停止すれ
ば、金融市場を大きく混乱させることになる。したがって、社会に対する公
共的義務も併せて負わせるべきだとする議論になる。
３）新たなロボット法の意義
　このような著者の主張は、医療を超えて，広くアルゴリズム社会の基本的
法原則を提唱するものであるが、医師の場合と比較して、次のような違いが
あるとする。
　情報事業者の活動は、情報を経済的価値に変換するものである。そこから
23　著者は、かねてから広い意味での情報通信事業者は信認義務を負うものであるとの議論を展
　　開してきたJack M. Balkin, Information Fiduciaries and the First Amendment, 49 UC Davis L. 
　　Rev. 11（（ (201（).
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生まれる経済的な価値が重視されているために、多数の人々は、これら情報
事業者（インターネット事業者や検索エンジンの事業者など）に、これまで
は、個々の利用者の利益を第一に考えるようなこと、言い換えれば信認義務
を課すことを考えてこなかった。
　しかしながら、だからこそ、あるいは今こそ、信認義務を課すべきだとす
る。それは、現在、喧伝されているホーム・ロボットやスマート・ハウスを
考えれば明らかだとする。今や、これら情報事業者による情報取得の手段は、
まさに家の中や、個人の生活のあらゆる場面に及ぶという事態になりつつあ
る。そうだとすると、それらの情報を集積し解析するロボットを提供する企
業、人、政府に対し、信認義務を課すのがむしろ当然になる。
　同時に、それが及ぼす影響は、収集され解析される情報がまさにビッグ・
データとなるので、単に個人的な医師患者関係をはるかに超えたものとなる。
信認義務を中核としながらも、それ以外の社会的な責任も負うような法原則
を構想する必要がある 24。
　この論文は、ロボットや AI その他の現代の情報技術を駆使する主体（し
かし、それの対象はあくまでも人間であり、企業である）について、これま
で課されてこなかったユーザーへの信認義務と、ユーザー以外の第三者（言
い換えれば社会）に対し、公的な義務を負わせるべきだとするものである。
分野は医療だけでなくあらゆる方面に及ぶ。ただし、著者の主張の主たる標
的が、近年、GAFA(Google, Apple, Facebook and Amazon) と呼ばれるよう
な IT 事業者である点にも留意する必要がある。そのことを踏まえて、この
論文の主張に反駁する論文を次に紹介する。
５ 信認義務論への懐疑論
　これまで見た 2 つの論文は、いずれも信認義務を重要なポイントとしてい
た。一方は、医療の場面の医師に代わるロボットに課す義務として、他方は、
24　著者の議論を基本的に支持する例として、Frank A. Pasquale, Toward a Fourth Law of 
　　Robotics: Preserving Attribution, Responsibility, and Explainability in an Algorithmic 
　　Society (July 14, 2017). 7（ Ohio State L. J. 1243 (2017); U of Maryland Legal Studies Research 
　　Paper No. 2017-21. Available at SSRN: https://ssrn.com/abstract=3002（4（
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より広くあらゆる場面でアルゴリズムを利用する情報事業者に対し、信認義
務を基本として法制度の設計をすべきだと論ずる。
　そして、このような議論は、アメリカでは近年多くの支持を集めていると
いう。その中で、このような主張に疑問を呈する論文も現れた 2（。ここでは
それを紹介する。
１）この論文の基本的立場
　著者は、バルキン教授による主張、すなわち、フェースブックやグーグル、
マイクロソフトやツイッターなど情報事業者に信認義務を負わせるべきだと
する主張に対し、現在、それを支持する潮流があることを認めつつ 2（、それ
に疑問を呈する。
　その基本的立場は、これらの情報事業者に対し従来よりも厳しい規制が
必要だとする点では完全に同意するものの、信認義務を課すという手段が
適切であるかに疑問があるという。信認義務を負う情報事業者 (information 
fiduciaries) という構想には、第 1 に、容易に解消できない矛盾や緊張関係
があると同時に、それによって必然的に曖昧さが伴うこと、第 2 に、信認義
務をいうだけでそれらの問題を十分に解決できるとは思えないこと、そして
第 3 に、それに伴うコストについても疑問があり、かえって、このような議
論がより明確な公的規制の妨げになるおそれがある、というのである。
２）根本的かつ永続的な利益相反
　この論文の著者は、たとえば、バルキン教授が主たる標的とするフェース
ブックがデラウェア州法人（デラウェア州の会社）であることに注意すべき
だという。それは（つまり、デラウェア州法人であることは）、グーグルも
ツイッターもウーバーも同様である。
　そして、デラウェア州の会社法は、会社の取締役や役員が株主に対し（忠
2（　Lina Khan & David E. Pozen, A Skeptical View of Information Fiduciaries (February 2（, 
　　2019). Harvard Law Review, Vol. 133, 2019, Forthcoming; Columbia Public Law Research 
　　Paper No. 14-（22. Available at SSRN: https://ssrn.com/abstract=3341（（1
2（　この論文の注 （ に対応する本文参照。
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実義務を含む）信認義務を負うことを明確にしてきた。たとえば、2017 年
の判決では、「デラウェア州の判例法では明らかなことだが、（忠実義務を実
践するために、会社の役員や取締役は）、その適法な裁量の範囲内において、
株主の利益を唯一の目的とし、他の利益を考慮する場合は、それが合理的に
見て株主の利益に関係する場合でなければならない」27 と、その趣旨を明示
した。株主以外の利益を考慮する場合は、あくまでもそれが株主の利益につ
ながる場合でなければならない。要するに、アメリカの情報事業者も会社で
ある限り、株主ファースト、という原理原則がある 2（。
　バルキン教授による、エンド・ユーザーに対する信認義務を課すという主
張は、このような会社法の基本原則と真っ向から抵触する。ユーザーへの忠
実義務と、株主への忠実義務は、同じ方向を向く義務ではない。
　たとえば、フェースブックのビジネス・モデルは、ユーザーからは一切お
金を取らない代わりに、ユーザー１人ひとりの情報を取得し、各人の趣味や
特性に応じた広告（targeted advertising）の情報として、他社に売却する
ことで収益を得る。その場合、ユーザー個人のプライバシーの利益を優先す
ることはない。ユーザーが自分に関する情報をアップし、それに他のユーザー
が反応することにより、情報が増加する。したがって、アップされた情報が
炎上するほど盛り上がれば、それは会社の利益につながる。さらに、ユーザー
が、ネットの中毒と呼ばれるほど、情報をアップすることに熱心になればな
るほど、会社の利益となり、ひいては株主の利益となる。要するに、そのよ
うなビジネス・モデルで動いている情報事業者に、ユーザーに対する信認義
務（忠実義務）を負わせるといっても、そこには根本的かつ永続的な矛盾が
あり、この利益相反は容易に解決や管理（利益相反管理）ができないものだ
というのである。
27　Frederick Hsu Living Trust v. ODN Holding Corp., No. 1210（-VCL, 2017 WL 143730（, at*17 
　　(Del. Ch. Apr. 24, 2017).
2（　2013 年に、デラウェア州会社法は、新たな会社形態として、public benefit corporation（公
　　益会社）という存在を認めた。この会社においては、株主の利益と、この会社の活動によっ
　　て影響を受ける人々や公共的利益との間で、適切なバランスを取ることが、明示的に認めら
　　れる。逆にいえば、通常の株式会社では、株主ファーストでなければならない。
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　もちろん、アメリカにおいて信認義務を負う専門家たる人たち、法律家
（弁護士）、医師、公認会計士、さらに財産管理の専門家（信託事業者）にも、
何らかの利益相反問題はある。だが、それに対しては、自己取引の禁止や、
利益相反的状況の情報開示、そして最終的には依頼人（患者、受益者など）
の利益を最優先するという対応で、解決（利益相反管理）がなされている。
そして、これらの事業者の顧客は、おのずからその数も一定数に限られてい
るので、対応も実践可能である。
　だが、フェースブックに代表されるようなビジネス・モデルで成立している
企業、恐ろしいほど多数のユーザーの個人情報を収集し、解析して、それを収
益の材料とする情報事業者において、株主への忠実義務とユーザーへの忠実義
務という利益相反を解決するすべがあるのかとこの論文の著者は主張する。
３）信認義務の中味の曖昧さ
　株主に対する忠実義務とユーザーに対する忠実義務を折り合わせるために
は、ユーザーを大事にすること、ユーザー・ファーストにすることが、長期
的には会社の繁栄につながり、株主の長期的利益にも資するという議論があ
る。だが、この論文の著者は、現実に、フェースブックの取締役の行動はそ
うではなかったとして、このような議論は成立しないと退けている。その典
拠としては、2019 年のある報告書で、フェースブックが、ユーザーのプラ
イバシーやデータの安全性を犠牲にして、繰り返し収益を増加してきたと指
摘されているものが引用されている 29。
　そこで、バルキン教授が実際に提示する解決策とは、ユーザーに対する信
認義務を「薄める、あるいは曖昧化する」ことだと著者は批判する。バルキ
ン教授は、繰り返し、情報事業者が負う信認義務は、弁護士や医師や会計士
が負う信認義務よりも「制限された」(more limited) ものだとする点を強調
してきたからである。
29　See, e.g., DIGITAL, CULTURE, MEDIA & SPORT COMM., UK HOUSE OF COMMONS, 
　　DISINFORMATION AND ‘FAKE NEWS’: FINAL REPORT 20–42 (2019), https://
　　publications.parliament.uk/pa/cm201719/cmselect/cmcumeds/1791/1791.pdf
　　これはイギリス下院の報告書である。
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　ここでいう「制限的」ということの意味は十分明らかでない。だが、そ
れは会社法上株主に負う信認義務を犠牲にしなくてよい程度の意味ではな
いかとこの論文は指摘する。言い換えれば、株主ファーストという原理原則
はそのままにして、情報事業者にユーザーに対しても節度ある行動（better 
behavior）を求める程度のものである。それが果たして、ユーザーへの信認
義務といえるのかを、この論文の著者は疑問視する。
　確かに、信認義務を負う者 (fiduciaries) と一口でいっても、その種類は多
様であり、信認義務の内容も一律ではない 30。
　しかしながら、その中核には、他の通常の契約関係にはない、相手方へ
の「忠実義務」が存在する。これらの情報事業者は、それと抵触するビジ
ネス・モデルによって立つのであり、要するに、ユーザーの情報を利用して
自らの収益をあげるということ自体が、どうしても乗り越えることのできな
い壁なのである。ビジネス・モデルこそが重要である（the business model 
matters.）。
　著者は、たとえば、次のような医師がいたと仮定してみようと例示する。
この医師の主要な収入源は、患者の情報を第三者に売却して、患者に向けて
さまざまな商品の宣伝・広告に利用してもらい、その第三者から収益をえる
ものと仮定する。その場合、患者は、医師の診察室に入った時点から、自分
に特化したあらゆる宣伝・広告にさらされることになる。しかも、その後も、
さまざまな医療機器等（たとえばウェアラブルな血圧計など）を通して、情
報を収集し続けることが、医師の収益を増加させる。仮に、このようなビジ
ネス・モデルによって医師が動いていたとすれば、それは本当に患者の健康
（診療）を最優先させる医師像と調和できるものなのか、と著者は問う。
　同様に、医師との比較では、次のような指摘もなされる。確かに、医師と
患者の間にも情報の非対称性はある。医師は専門家であり、患者は医療につ
いて素人である。だが、それでも医師による情報の利用目的が患者の健康回
30　たとえば、同じく財産管理を行う場合でも、代理人、後見人、受託者では、いずれも信認義
　　務を負う者であっても、その内容が完全に同一であるわけではない。参照、樋口、前掲注 17、
　　『フィデュシャリー〔信認〕の時代』参照。
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復にあるという点が明確であるため、情報劣位にある患者でも意味のある同
意（インフォームド・コンセント）が可能だと考えられている。ところが、
フェースブックその他の情報事業者はそうではない。これらの情報事業者の
情報利用について多くのユーザーは知らないし、また理解することもできな
い。ユーザーの行動をある意味で常に監視し、それによって得た情報によっ
て、ユーザーの行動に影響を及ぼそうとする。それは精緻に仕組まれた社会
統制 (social control) であると著者はいう。そこでは、ユーザーはコントロー
ルの対象であり、しかもきわめて隠微な形でそれが行われる。
　バルキン教授によれば、だからこそ信認義務を課して、虚偽やいかがわし
い宣伝・広告の被害が生じないようにすることが重要だという。だが、こ
の論文の著者によれば、そのための法的手段はすでに存在する。各州の消
費者保護規制法は、その名も「不公正および欺罔的な事業規制法」(unfair 
and deceptive practices act) と銘打っており、連邦政府においては FTC が
これら不公正な取引方法を規制する権限を有している。さらに、取引社会に
おいて、相手方に対し「誠実に行動する義務」（duty of good faith and fair 
dealing）はこれまでも課されており、バルキン教授のいう信認義務が何を
追加してくれるかは明らかでない。
　本来は、信認義務の要求する誠実義務は utmost good faith（最高の誠実性）
を要求するものだとされてきたが、バルキン教授は、意図的に utmost とい
う形容詞を排除している。それもまた、彼のいう信認義務の内容が、曖昧な
ものだという印象を強める。
　さらに、信認義務をいかにして強制するのかについても、バルキン教授の
議論は明確でない。従来、信認義務は私法上の義務であり、受益者その他が
信認義務者に対し、裁判所に訴えてその義務を実現してきた。だが、フェー
スブックの利用者は、アメリカ国内だけでも 2 億人を超えるという。アメリ
カでは、クラス・アクションという手段もあるが、何しろ 2 億人が訴える事
態はさすがに想定されていない。また、何らかの信認義務違反があった場合
に、ユーザーがいかにしてそれを知りうるのかという課題もある。EU にお
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ける新たな個人情報保護規則にあるように、情報事業者自ら違反の事実を告
知するような新たな義務を課さない限り、信認義務があるというだけでは、
その違反を抑制し、義務を履行させるための実効的な手段がなく、信認義務
も絵に描いた餅になりかねない。
４）なぜ信認義務がもてはやされるのか
　この論文の著者は、なぜ情報事業者に信認義務を課すという提案に、人々
が魅了されるのかについて、次のように考える。その根本には、情報化時代
において、現在の資本主義社会とリベラルな民主主義の現状に多くの人が不
安を抱いているからだという。信認義務はそれに対し、希望の持てる回答を
与えてくれるように見える。
　第 1 に、信認関係は、英米の世界において長年利用されてきた法概念である。
しかも、その核心は、注意義務と忠実義務であり、そのような簡潔な法理で、
混乱に満ちた情報化時代の諸問題を整理できるなら、それに越したことはな
い。
　第 2 に、政治的なレベルでいえば、すでに存在するハイテク事業者 ( 情報
事業者 ) とその莫大な収益に対し大きな打撃とならぬ程度に、広く社会的利
益を保護するように見える。
　第 3 に、ターゲットとなる情報事業者にとっても、信認関係にある信認義
務者であるとのレッテルは、それ自体、自らの信頼性を示すレッテルであっ
て、歓迎できないわけではない（実際、フェースブックのトップが、バルキ
ン教授の考え方を支持すると表明していることも紹介されている）。
５）信認義務論のメリットとデメリット
　バルキン教授は、表現の自由の分野でも有名な学者であり、アルゴリズム
事業者の責任について信認義務を基本とする主張についても、次のような利
点を強調している 31。アメリカでは、相当広範な課題が、表現の自由の問題
31　前掲注 23 の論文参照。
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として論じられる 32。宣伝・広告も商業的言論として合衆国憲法第 1 修正の
保護の対象となり、企業や個人が政党に寄付する行為も政治的表現として保
護される。そし、データ・情報の保有や利用も、仮にそれが表現だとすると、
憲法上の保護が及び、容易に規制ができなくなる。
　しかし、情報事業者が信認義務者であるとすると、表現の自由の保護が緩
和され、それだけ公的な規制がしやすくなるとバルキン教授は論ずる。その
先例となるような判例も引用してこのような議論を展開し、信認義務論の大
きなメリットとした。
　だが、この論文の著者は、それらの判例は州裁判所の判例と 19（0 年代の
証券業に関する連邦最高裁判決 33 に過ぎず、むしろ現在の最高裁であるロ
バーツ・コートの最近の先例は、そのような区別を否定するものだと説く 34。
　それよりも重大な問題は、信認義務論がもつデメリットであるという。そ
れは、先に紹介した信認義務論がもてはやされる理由の裏側に存在する。
　第 1 に、信認義務論は、情報時代の真の問題を覆い隠すものとなる。フェー
スブックその他の情報事業者は、基本的に信認義務を負うものとなるが、そ
れは彼らの社会的地位を落とすことにはならない。むしろ、ユーザーの利益
を最優先する信頼に足りる事業者であるとのイメージを作る。新たな監視社
会、「監視する資本主義」(surveillance capitalism) に伴うさまざまな事業形
態や取引を正当化する機能を果たす。
　第 2 に、信認義務論の核心は、実は、従来、消費者詐害行為を規制する法
規制の焼き直しであり、むしろその現実的な執行を強化する方が、話が早い。
そうではなく、いわば弱められた信認義務を課すことが、どれだけユーザー
の保護に資するのか疑問となる。
　第 3 に、信認義務論は、結局、問題を情報事業者とエンド・ユーザーの問
題であると矮小化する。それ以上に現代において重要なのは、このような情
報事業者の存在が、従来型の民主主義のあり方自体に大きな影響を与えてい
32　一般的には、樋口範雄『アメリカ憲法』32（-32（ 頁（弘文堂・2011）。
33　Lowe v. SEC, 472 U.S. 1（1 (19（（).
34　National Institute of Family and Life Advocates v. Becerra, 13（ S. Ct. 23（1, 2371 (201（).
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る点である。しかも、それらの市場は少数の事業者による寡占の状況にあり、
競争によってユーザーの利益とともに社会全体の利益を図るという思考を弱
める。
　確かに、バルキン教授は、信認義務論だけで、アルゴリズムの時代におけ
る各種の情報事業者を規律することはできないとも認めている。それと並ん
で、より構造的な課題に対する法規制も両立しうるとしており、現に、先に
紹介した論文でも、情報事業者は、ユーザーに対する信認義務ばかりでなく、
第三者や社会に対する公的な義務も有すると強調している。
　だが、実際には、信認義務を中核に据えることによって、より重要な社会的・
公共的課題に直面する動きが抑制されていると、この論文は批判している。
６　AI、ロボット、医療、そして法―今、何がいえるか
　AI やロボット、ドローン、フィンテック、仮想通貨、IOT、自動運転車など、
新たな情報化の波は、生活や社会の全般に及んできた。法学の世界でも、そ
れらについてどのような法規制や法原則を考えるべきかの模索が始められて
いる 3（。
　本稿では、特にアメリカにおいてどのような議論が行われているかの一端
を紹介した。そこから今わかることを、以下、記述する。
①分野横断的な法原則の必要性
　本稿冒頭で示したように、日本の金融庁は、従来の金融規制のあり方を見
直す動きを示している。それは AI やロボットなど、さまざまな新規の用語
で表され、全体としてフィンテックと呼ばれる情報技術により、金融のあり
方自体が大きく変わりつつあるからである。対象が既存の枠組みを超えた実
態を示しているからには、それに対する法規制も、従来型を捨てて、新たな
機能別の枠組みを構想する他はない。
3（　たとえば、弥永真生・宍戸常寿編『ロボット・AI と法』（有斐閣・201（）、平野晋『ロボット
　　法 --AI とヒトの共生にむけて』（弘文堂・2017）、角田美穂子・工藤俊亮編『ロボットと生き
　　る社会―法は AI とどう付き合う ?』（弘文堂・201（）、福岡真之介編著・桑田寛史＝料屋恵美
　　著『IoT・AI の法律と戦略』（第 2 版、商事法務・2019）など。
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　問題は、それが金融だけの話ではないところである。金融庁は金融の分野
内だけで新たに横断的な規制を構想すればよいかもしれないが、AI やロボッ
トなどアルゴリズムの世界の発展は、そもそも金融という枠を大きく超えた
社会的影響を与えつつある。社会のあり方そのものを変えつつある。
　日本の省庁別の枠組みでいえば、国交省と経産省がドローンや自動運転車
の法規制を考え、厚労省は医療ロボットや介護ロボットへの法的対応を行い、
総務省は情報機器のあり方を考察するというようなこととは別に、それらを
総合的に把握する必要がある。AI やロボットは、どのような場面で利用さ
れるかという点での相違も確かにあるが、実際にはそれらの違いを超えて、
共通の課題を人類社会に提示するものだからである。
　本稿で紹介したアメリカでの議論は、医師に代わるロボットの議論から、
それらを含めたロボット法の原理原則をどう考えるべきかに議論が発展して
いる様子を示していた。自動運転車で集められた情報を医療ロボットが利用
する、あるいはウェアラブルの情報機器で収集された情報を介護ロボットの
見守りに利用する状況は、すでに眼前に迫っているかまたはすでに今そこに
ある。これまでのような分野別の対応（丸山真男氏のいうところのタコツボ
型の対応）は、相互に矛盾を含むような法規制を生みかねないし、全体とし
て、AI やロボットの最も効率的な活用を妨げかねない。
②信認義務などの私法的対応
　本稿で紹介したアメリカ法の動向の中で、医療ロボットについて、信認義
務を基盤とする法原則での対応が提唱され、それを超えてあらゆるアルゴリ
ズムについても、やはり信認義務への注目がなされている点は、わが国にお
いても留意されるべきである。
　問題は、日本法においては、信認法という基盤が薄いことである。英米の
社会では、信託が現代の契約法の成立以前から存在し、信託法の考えに基づ
く信認関係を類推したり、応用したりする基盤がある。
　もちろん、５で紹介したように、AI やロボットについて、信認法という
（117）
武蔵野法学第 11 号
241
私法的な法対応で十分か否かには、今後いっそう疑問が提起される可能性が
ある。だが、アメリカの専門家責任は、それが法曹であれ、医師であれ、財
産管理の専門家であれ、信認関係であると解されており，そのような機能を
ロボットが代替するようになれば、同様に信認法による法的対応がなされる
べきだとする議論はごく自然に発生する。
　ところが、わが国では、そのような共通の基盤を支えるような法的議論が
なく、せいぜい、何でも契約で定めればよいとする程度の共通項しかない。
それによる不足は、すべて公的な規制で対処することになる。
　もちろん新たなアルゴリズムの時代に対処するに、私法的な規制だけで十
分だとは思われない。しかし、その場合にも、私法的な対応と公法的な対応
の組み合わせになるのではないかと考えられる。その際に、日本の私法にお
ける信認法の不在（あるいはきわめて弱められた形での存在しかないこと）
は、少なからぬ影響を及ぼす可能性がある。
③信認義務論への懐疑
　そこで問題は、AI やロボットの問題を論ずるうえで、信認法がどれだけ
の意味をもつのかである。５で紹介したような懐疑論は、きわめて説得力が
あり、信認法を持ち込むことによって実は適切な法的対応が遅れたり、なさ
れなかったりするとすれば、それは大いに問題である。
　だが、この批判者が強調しているように、「ビジネス・モデルこそが重要
である」（the business model matters.）。そこでの批判は、フェースブック
を代表とする情報事業者のあり方に向けられていた。要するに、ユーザーに
対し、無料でサービス ( 自己発現と他者への連携のサービス ) を提供する代
わりに、ユーザー個人の情報を継続的に収集し、それを第三者に売却して、
焦点を定めた宣伝・広告(targeted advertising)を可能にするというビジネス・
モデルには、そもそも信認モデルが適用できない、ユーザーの利益を最優先
にすることができないはずだ、というのである。
　そうかもしれない。しかし、それはこれらの世界的情報事業者がそのよう
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なビジネス・モデルで動いているからである。たとえば、医療ロボットの開
発者を考えてみよう。もちろん、すでに紹介したように、その場合にも、医
師（または医師に代わるロボット）が、患者の病状と精神状態に適合したよ
うな、健康食品であれ、医療機器であれ、サプリメントであれ、そのような
商品を販売するために患者の情報を利用して収益を上げるようなビジネス・
モデルで行動するなら，話は同じになるかもしれない。
　だが、おそらく医療ロボットはそのようにはなるまい。情報利用の主眼は、
患者の回復と健康維持になるはずである。情報の利用と解析は、あくまでも
それを主要な目的とするようなビジネス・モデルだとすれば、患者の利益を
最優先する信認モデルと親和的になる。そうだとすると、５の信認義務懐疑
論は、限られたビジネス・モデル ( とはいっても現代における社会的影響は
きわめて大きいことを認めざるをえないが ) についての批判と受けとめるこ
ともできる。
　また、焦点を定めた宣伝・広告 (targeted advertising) も、それが常にユー
ザーの不利益になるかといえばそうはいえないだろう。宣伝・広告も表現の
自由とするアメリカ合衆国憲法の下でなくとも、宣伝・広告が、特に資本主
義社会における情報伝播の重要な手段であることは間違いない。問題は、消
費者保護規制法の対象となるような、不公正で欺罔的な取引方法、宣伝・広
告である。
　そうだとすると、AI やロボットは、逆に、このような経済的搾取を防止
する契機・手段ともなりうる。そこにユーザー個人の情報があり、ターゲッ
トを絞る際には、当該個人が、どのような関心を有し、ある意味でどのよう
な弱点をもつかが、わかるということでもある。そうだとすると、アルゴリ
ズムの中に、それを不正に利用するような宣伝・広告へのアラート ( 警報 )
を発するような機能を含ませることができる。あるいはそのような宣伝・広
告を発見したら当局に通報するような仕組みをもたせることができるはずで
あり、そうであるなら、よい意味での targeted advertising だけが行われる
社会を導くことができるかもしれない。
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　最後に、今後、この世界で形成される監視社会、「監視する資本主義」
(surveillance capitalism)3（ を、どのような法によって、個々人について恐ろ
しい社会にしないようにできるかは大きな課題となる。それはおそらく信認
義務だけでは対処できないかもしれない。だが、日本のような超高齢社会に
おいて、監視の別名は「見守り」となる場合もある。よい監視、社会にとっ
て適切な監視だけをするような判断力を、AI やロボットに期待すべきか、
それこそは人間が考えるべき課題であるとするのか、という課題は、それ自
体が難しい根本的な問題である。
3（　もっとも監視社会は、資本主義社会だけの問題だけではないことは明白である。社会主義体
　　制であれ全体主義体制であれ、他の主義をとる社会では、この問題は、もっと切実なものと
　　なる。
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