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A c c e p t e d M a n u s c r i p t chromatographic models for a long time [12] . However, for certain cases 41 the OCFE method fails because it is non-conservative [7] , and is in general 42 expensive since the solution of a large linear system is required. 43 High order methods that aim to obtain a desired resolution using the 44 smallest number of degrees of freedom (DOFs) possible have been developed 45 during the last decades. The introduction of such methods in the field of 46 chromatography is important since they have the potential to significantly 47 reduce the required computational effort when solving large-scale [13, 14] , 48 dynamic [15] or large parameter estimation [16, 17] optimization problems 49 which are gaining increasing practical importance due to the allowance of 50 fast and cheap process development.
51
A c c e p t e d M a n u s c r i p t expressing the solution in terms of the Lagrange interpolating polynomials. 95 The duality between the nodal and modal forms are exploited to obtain an 96 implementation free of quadrature approximations and boundary conditions 97 are enforced weakly through numerical fluxes. The framework offers geomet-98 ric flexibility and naturally extends to simulation of 2D and 3D problems 99 with complex geometries. In chromatography, that is an important feature 100 when modelling miniaturized chromatography columns where non-ideal flow 101 behaviour is encountered [38] . A detailed implementation procedure is given 102 that allows the introduction of arbitrary high order nodal basis functions in 103 the approximation space leading to high-order accurate schemes. Therefore, 104 the presented framework may be considered as a high-order extension of the 105 method proposed by Javeed et al. [28, 29] with an improved implementation 106 procedure. Although this implementation is efficient, it comes at the cost 107 of potentially introducing aliasing errors since polynomial interpolations are 108 considered instead of aliasing-free projections. For some problems, this may 109 require de-aliasing techniques for stabilization. It is well known that the use 110 of high-order methods may give large efficiency gains for time-dependent 111 wave problems [39] , although it may reduce the robustness of explicit time 112 stepping methods due to a restrictive stable time step. To overcome this 113 issue, mapping techniques have been developed [40] . Furthermore, the high-114 order framework automatically controls spurious solutions through selective 115 dissipation of non-physical solutions, see e.g. [41] . The high-order accu-116 rate framework is validated and its performance is evaluated in numerical 117 experiments. Here, we show how h-and p-type refinement strategies, e.g. 118 increasing the number of elements at a fixed order or increasing the order 119 at a fixed number of elements, respectively, can be used for cost-efficient 120 simulation of problems with finite dispersion, e.g. smooth problems. In this 121 Page 7 of 37 A c c e p t e d M a n u s c r i p t paper we are mainly concerned with the spatial discretization and use a 122 non-linearly stable explicit strong stability preserving Runge-Kutta method 123 to discretize the temporal domain.
124
What remains of the paper is organized as follows. In section two, i.e.,
where c i,f is the inlet feed concentration and t inj is the injection time. For 151 efficient columns, Guiochon et al. [4] relates the dispersion coefficient to the 152 number of theoretical plates N t by
The column adsorption equilibria between bound q i and unbound c i states 154 are described by a competitive nonlinear Langmuir isotherm. The model is 155 derived by Guiochon et al. [4] and is for the i'th component given by
where b s is the ratio of the rate constants of adsorption and desorption and 157 the ratio a i /b i is the column saturation capacity. For dilute systems Eq. (4) 158 simplifies to a linear isotherm:
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Numerical Methods

160
In this section a method-of-lines approach is considered in which the 161 spatial and temporal discretizations are considered separately. The DG-FE 162 method is used for the spatial discretization, and the resulting semi-discrete 
We define the functions 
and introduce these into Eq. (6a) to give
The method-of-lines approach is performed on Eq. (6b) and (6d) in the 172 following. A c c e p t e d M a n u s c r i p t
, ∀k = 1, . . . , N e . We 177 consider a uniform element size ∆z = z k+ 1 2 − z k− 1 2 for simplicity.
178
On the k'th element, the exact solution Q = [w, g] T is approximated by
where we have N p DOFs inside each element in terms of unknown modal 
where P N (Ω k ) are polynomials of degree at most N = N p −1 in each element.
190
Following the DG-FE procedure, Eq. (6d) and (6b) is for each element 191 multiplied by a test function, which is assumed to be the same as the ba-192 sis functions (the Galerkin method), and integrated over each element Ω k .
193
Two integrations by parts are carried out for the right-hand side terms of 194 Eq. (6d) and (6b). Since each element is disconnected from the remain-195 ing elements, Q k is discontinuous in each of its components. Therefore, we 204
Here,n is the outward pointing unit 
where P n−1 (r) are the classical Legendre polynomials defined on the refer-211 ence element I. We define the vectors of nodal values on I as
the vectors of modal values on I as
and the vectors of local Lagrange interpolating polynomials and basis func- The generalized Vandermonde matrix is defined on I as
Hesthaven and Warburton [36] showed, that by uniqueness of polynomial in-217 terpolation, the following relationships between modal and nodal coefficients 218 and basis functions exists,
where the nodes r n are chosen as the Legendre-Gauss-Lobatto quadrature 220 points to ensure a well-conditioned Vandermonde matrix. We introduce the 221 mass, stiffness, differentiation and lifting matrices defined on I in Eq. (16a),
222
(16b), (16c) and (16d), respectively.
The lifting matrix is an operator that combines the effect of applying the A c c e p t e d M a n u s c r i p t
The differentiation matrix D is computed by
To rewrite Eq. (9) in compact form the continuous variables are replaced 233 by the finite polynomial approximations given by Eq. (7) and the above 234 defined (constant) local element matrices are used to give 
With this choice, the surface term in Eq. (19a) becomes, 
The convective flux is chosen to reflect upwinding, which is reasonable con-257 sidering the flat velocity profile in the column, although any consistent nu-258 merical flux could be used, see e.g. [44] for an extended list. That is,
The diffusive flux h * diff is defined as central flux,
which is reasonable due its diffusive nature. Then the surface term in Eq.
261
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and the Homogeneous Neumann condition Eq. (1d) is implemented by defin-
at the outlet. 
where H(·) represents the right hand side of the semi-discrete scheme Eq.
279
(20) and c m ∈ R NcNp×Ne is the state vector given at time step m. 280 3.6. Limiting
281
To obtain a scheme that is guaranteed to be uniformly bounded in the 282 cell averagesc k a limiting procedure is required. Consider the minmod 283 function given by
where s = 1/m m i=1 sign(ω i ). Define the linear approximationc k to c k as 285 the tangent
Then the slope limited solution using a MUSCL limiter [45, 46] is given by
and replaces c k in all elements after each stage of the explicit time stepping.
288
Using the presented scheme with linear basis functions, e.g. N P = 2, to- A c c e p t e d M a n u s c r i p t 3.7. Implementation
295
The method described has been implemented in Matlab code and was 296 compiled on a Macbook Pro with a 2.7 GHz Intel Core i5 processor and 8 297 GB RAM. The overall structure of the code is outlined in Algorithm 1. 
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Compute g m ∈ R N p×Ne using Eq. (19b).
4:
Compute H(w m ) ∈ R Np×Ne using Eq. (19a).
5:
end for 6:
Assemble H(w m i ) ∈ R NcNp×Ne .
7:
for each element do 8:
Compute the Jacobian ∂q k i /∂c k i ∈ R NcNp×NcNp .
9:
Compute H(c k,m i ) ∈ R NcNp using Eq. (20).
10:
end for 11:
Assemble the complete state matrix H(c m ) ∈ R N cN p×Ne .
12:
Advance the solution in time to get c m+1 . 
where e a = (c a − c) is the error with respect to the analytical solution c a .
347
Next, the method is validated for a multicomponent non-linear case adopted A c c e p t e d M a n u s c r i p t in the spatial domain. Figure 1 presents the analytical solution to this prob- 2.
375
To further elaborate on the advantage of using high-order basis functions 376 we evaluate the amount of work required to achieve a given level of accuracy.
377
As a proof-of-concept, we require the L 1 -error in space to be less than 10 −6 . how these gains scale for a more challenging problem. low-order to high-order methods. h-and p-type refinement strategies can be used to cost-efficiently produce 434 solutions with arbitrary small negative values on solution nodes. Table 5 435 presents simulation results using an eight-order DG-FE scheme (DG(P8)) 436 and a first-order DG-FE scheme with a MUSCL limiter (DG(P1,MUSCL)).
437
Both schemes are simulated on a domain discretized by 36 and 450 DOFs.
438
On the coarse grid, the L 1 -error of the DG(P8) scheme is lower compared In this subsection the problem is simulated under high performance liq-454 uid chromatograph conditions with N t = 5000. Note that it is possible to 455 simulate systems with even larger numbers of theoretical plates. However, as 456 the number of theoretical plates increases the problem becomes increasingly 457 large since a finer discretization is required to catch sharp fronts accurately.
458
Currently our Matlab implementation is not prepared for simulation of such 
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