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LAGRANGIAN AND HAMILTONIAN MECHANICS FOR PROBABILITIES
ON THE STATISTICAL MANIFOLD
GOFFREDO CHIRCO, LUIGI MALAGO`, AND GIOVANNI PISTONE
Abstract. We provide an Information-Geometric formulation of Classical Mechanics on the
Riemannian manifold of probability distributions, which is an affine manifold endowed with
a dually-flat connection. In a non-parametric formalism, we consider the full set of positive
probability functions on a finite sample space, and we provide a specific expression for the
tangent and cotangent spaces over the statistical manifold, in terms of a Hilbert bundle structure
that we call the Statistical Bundle. In this setting, we compute velocities and accelerations of a
one-dimensional statistical model using the canonical dual pair of parallel transports and define
a coherent formalism for Lagrangian and Hamiltonian mechanics on the bundle. Finally, in a
series of examples, we show how our formalism provides a consistent framework for accelerated
natural gradient dynamics on the probability simplex, paving the way for direct applications
in optimization, game theory and neural networks.
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1. Introduction
Lagrangian mechnics and Hamiltonian mechanics live on the tangent, respectively, co-tangent,
bundle of a finite-dimensional Riemannian manifold, as it is, for example, in [7, Ch. III-IV].
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Information Geometry (IG), as firstly formalized by S.-I Amari and H. Nagaoka [6], views para-
metric statistical models as as a manifold endowed with a Riemannian metric and a family of
dual connections, the α-connections. In particular, it provides an affine structure and a couple
of dually-flat connection. Recently, some authors have started to inquire about the relation
between the geometry of classical mechanics and IG [24, 29]. Indeed, the interest of dynami-
cal systems on probability functions has raised in several areas, for example, Compartmental
Models, Replicator Equations, Prey-Predator Equations, Mass Action Equations, Differential
Games, and also, more recently, in Optimization Methods and Machine Learning Theory.
In the present paper, we approach this research program with two specific qualifications.
First, we consider the full set of positive probability functions on a finite sample space and
discuss IG in the non-parametric geometric language, as it is in [23, 20]. In Data Analysis, the
non-parametric statistical study of compositional data has been started by [3]. We use here
the simplest instance of non-parametric Information Geometry as it is described in the review
paper [28, 31].
The second and most qualifying choice, consists in considering IG as defined on a linear
bundle, not just on a manifold of probability densities. Indeed, in classical mechanics, the study
of the evolution of a system requires both position q and velocities q˙, or conjugate momenta p,
in a phase space (co)-tangent bundle description. Similarly, we are led to consider manifold of
couples of probability densities and scores
?
q (log-derivatives), or associated conjugate momenta
η. We call such a bundle the Statistical Manifold (SM) [29]. This idea should be compared with
the use of the Grassmannian manifold, as defined, for example in [2], to describe the various
centering of the space of the sufficient statistics of an exponential family, see [25, §2.1] and [26].
The SM is endowed with an affine atlas that, in turn, defines a couple of dual parallel
transports. With that, one easily computes the form of all the relevant second-order quantities.
A first order differential equation in the SM is shown to be a replicator equation, as discussed,
for example, in [9, §6.2]. In our theory we are able to associate to the second order Euler-
Lagrange equation a system of Replicator equations and also an Hamiltonian equation. This
provides a possible solution to the problem that has been raised in the optimization literature
of second order evolution equation on the simplex.
The remainder of the paper is organised as follows. In Section 2, we introduce to the non-
parametric description of the statistical Hilbert bundle and the maximal exponential family.
We define a convenient ’full bundle’ extension for this structure, which carries tuples of both
exponential and mixture fibers at each point. We derive the symplectic structure for the full
bundle. In Section 3, we recall the main features of the Hessian geometry of the maximal
exponential family. We focus on the second order geometry, introducing consistent notions of
velocity, covariant derivative, and acceleration on higher order statistical bundles. In section 4,
we generalize the computation of the natural gradient to the Lagrangian and the Hamiltonian
function on the full bundle. Therefore, in Section 5, we gathered all the necessary structure
to define a mechanics of the probability simplex. We define an action integral in terms of a
generic notion on Lagrangian function on the statistical bundle. We can then derive the Euler-
Lagrange equation via a standard variational approach on the simplex [29]. We define a Legendre
transform, hence we derive the Hamilton equations. As a starting point for our analysis, we look
at the dynamics induced by a standard, though local here, free particle Lagrangian, obtained
from the quadratic form on the statistical bundle. In this case we can compute the full analytic
solution of the geodesic motion. Further, we take the quadratic free particle Lagrangian as a
quadratic approximation of a Kullback-Leibler (KL) divergence function, and we setup the study
of the dynamics induced by a KL divergence Lagrangian. We focus on the formal construction
of a Lagrangian function from a divergence in section 6. Here, we provide complete examples of
both quadratic and KL Lagrangian and Hamiltonian flows on the bundle. Finally, in section 7,
we consider the case of a time-dependent, damped extensions of the KL Lagrangian, and we
apply the Lagrange-Hamilton duality to provide a first realization on the statistical bundle of
the variational approach to accelerated optimisation methods recently proposed in [39].
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We end with a brief discussion in Section 8. In the appendices, we report the calculations for
the geodesic solution of the quadratic Lagrangian on the sphere (appendix A), the calculation of
the gradient of the negative entropy potential on the simplex (appendix B), and the derivation
in chart of the fiber derivative of the KL Lagrangian (appendix C).
2. Statistical bundle
Let a finite sample space Ω, #Ω = N , be given. The probability simplex on Ω is denoted
∆(Ω), while ∆◦(Ω) is its interior. The uniform probability function is denoted by µ that is,
µ(x) = 1N , x ∈ Ω. In general, we denote by lower case letters both the densities with respect
to the uniform probability function µ and the random variables. The upper case is reserved for
probability functions and geometrical objects. The expected value of f : Ω → R with respect
to the density p is written Ep [f ]. Note that the reference probability µ has density p = 1,
so that 1n
∑
x f(x) = E1 [f ]. We define the entropy function on densities, H (p) = −Ep [log p],
so that it is minus the special case, that obtains if q = 1, of the Kullback-Leibler divergence,
D (p ‖ q) = Ep
[
log pq
]
.
2.1. Maximal exponential family. We regard ∆◦(Ω) as the maximal exponential family E (µ)
in the sense that each strictly positive density p can be written as p ∝ ef . The random variable
f is defined up to a constant. Uniqueness can be obtained in (at least) two ways. For each
given reference density p ∈ E (µ), one can write either
(1) q(x) = exp (u(x)−Kp(u)) · p(x) , Ep [u] = 0 , Kp(u) = logEµ [eu] = D (p ‖ q) .
or
(2) q(x) = exp (v(x) +H(v)) · p(x) , Eq [v] = 0 , H(v) = − logEq [ev] = D (q ‖ p) ,
where D denotes the Kullback-Leibler divergence.
In the first case (1), the set of all u’s is a vector space of random variables and the mapping
q 7→ u = log qp − Ep
[
log qp
]
provides a chart of E (µ). In the second case (2), there is no fixed
co-domain for the mapping q 7→ v = log qp − Eq
[
log qp
]
. The proper structure is the vector
bundle to be defined below.
2.2. The exponential bundle and the mixture bundle. The statistical bundle with base
Ω is
(3) SE (µ) = {(q, v) | q ∈ E (µ) ,Eq [v] = 0} .
The elements of the statistical bundle are couples of a probability density p and a random
variable v, respectively. The mapping q 7→ v = log qp − D (q ‖ p) uniquely defined in eq. (2)
provides a section of the statistical bundle.
In the present finite dimensional case, the statistical bundle coincides with the dual statistical
bundle, which is here denoted ∗SE (µ), as a Banach space. Nevertheless it will be useful to
distinguish between the two by calling the first one the exponential statistical bundle and the
second one the dual or mixture (statistical) bundle, respectively. The two bundles have different
geometries, in the sense that they will be given different affine transports. The duality mapping
is defined at the fiber at q by
(4) ∗Sq E (µ)× Sq E (µ) 3 (η, v) 7→ 〈η, v〉q = Eq [ηv] .
The statistical bundle is a semi-algebraic subset of R2N , namely the open subset of the N −1
Grassmannian defined by
(q, v) ∈ SE (µ)⇔

∑
x∈Ω q(x) = N ,∑
x∈Ω v(x)q(x) = 0 ,
q(x) > 0 x ∈ Ω .
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We retain the manifold structure induced by R2N , but we will define a different metric and
affine structure. The inner product on the fiber Sq E (µ) is defined to be
〈v1, v2〉q =
1
N
∑
x∈Ω
v1(x)v2(x)q(x) .
The geometry of the statistical bundles is related with the more traditional set-up of IG as
follows.
Consider the tangent bundle of the positive part of the sphere of radius 2, TS>(2). As a
semi-algebraic set, it is defined by
(ρ, w) ∈ TS>(2)⇔

∑
x∈Ω ρ
2(x) = 4 ,∑
x∈Ωw(x)ρ(x) = 0 ,
ρ(x) > 0 x ∈ Ω
Consider now a further bundle, namely the open simplex and its affine (trivial) tangent bundle
(q, u) ∈ T∆◦(Ω)⇔

∑
x∈Ω q(x) = N ,∑
x∈Ω u(x) = 0 ,
q(x) > 0 x ∈ Ω .
,
The mapping
TS>(2) 3 (ρ, w) 7→
(
N
4
ρ2,
N
2
ρw
)
= (q, u) ∈ T∆◦(Ω)
is 1-to-1 and surjective. Notice that the action on the tangent vectors is the tangent transfor-
mation of the space. The inner product on the fiber TρS>(2) is pushed forward as
w1 · w2 =
∑
x∈Ω
2u1(x)
Nρ(x)
2u2(x)
Nρ(x)
=
1
N
∑
x∈Ω
u1(x)u2(x)
q(x)
.
This inner product is the well known Fisher-Rao metric.
Now, the mapping
T∆◦(Ω) 3 (q, u) 7→ (q, u/q) = (q, v) ∈ ∗SE (µ) = SE (µ)
is 1-to-1 and surjective. It is, in fact, a trivialization of the mixture bundle. The push forward
of the metric is given by
1
N
∑
x∈Ω
u1(x)u2(x)
q(x)
=
1
N
∑
x∈Ω
q(x)v1(x)q(x)v2(x)
q(x)
= 〈v1, v2〉q .
In conclusion, the same metric structure has three different canonical expressions, according
to the scheme
TS>(2)↔ SE (µ) = ∗SE (µ)↔ T∆◦(Ω) .
Our choice of the statistical bundle is motivated by two arguments. First, the representation
on the sphere produces computations that do not have a clear statistical interpretation. Second,
the description of the affine connections is especially simple in the statistical bundle, see below.
It is not relevant in the present finite state case, but it is conceptually interesting to remark
that in the infinite case the representation on the sphere is problematic and the same is true
for the identification of the bundles in duality [28].
Let us discuss briefly the issue of the parametrisation of the statistical bundle. This is
frequently done with reference to the presentation T∆◦(Ω) as follows. Let us code the sample
points with Ω = {1, . . . , N}, and let us parametrise the open simplex as
∆◦(N) =
(θ1, . . . , θN−1, 1−∑
j
θj)
∣∣∣∣∣∣ θj > 0,
∑
j
θj < 1
 .
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The set of parameters is the solid simplex
ΓN−1 =
θ ∈ RN−1
∣∣∣∣∣∣ θj > 0,
∑
j
θj < 1
 .
The affine space of ΓN−1 is the full real space RN−1, and parameterisation of the trivialised
bundle is
ΓN−1 × RN−1 3 (θ, θ˙) 7→ ((θ1, . . . , θN−1, 1−
∑
j
θj), (θ˙1, . . . , θ˙N−1,−
∑
j
θ˙j)
= (Q,w) ∈ T∆◦(N) .
In this parametrisation, the Fisher inner product is expressed by the Fisher matrix in the
standard basis of RN−1, which is conveniently expressed as an inverse matrix function,
I(θ) =
(
diag (θ)− θθT )−1 .
See the related computations, for example, in [32, Prop. 1].
The corresponding parameterisation of the other presentation of the statistical bundle are
easily derived.
We now proceed to introduce the affine geometry of the statistical bundle. Here, we look at
the inner product on the fibers as a duality pairing between ∗Sq E (µ) and Sq E (µ). This point of
view allows for a natural definition of a dual covariant structure. Namely, we define two affine
transports between the fibers of each of the statistical bundles.
Definition 1. The exponential transport is defined for each p, q ∈ E (µ) by
(5) eUqp : Sp E (µ)→ Sq E (µ) , eUqpv = v − Eq [v] ,
while the mixture transport is
(6) mUqp : ∗Sp E (µ)→ ∗Sq E (µ) , mUqpη =
p
q
η .
The following properties are easily proved.
Proposition 1. The two transports defined above are conjugate with respect to the duality
pairing,
(7)
〈
mUqpη, v
〉
q
=
〈
η, eUpqv
〉
p
, η ∈ ∗Sp E (µ) , v ∈ Sq E (µ) .
Moreover, it holds
(8)
〈
mUqpη, eUqpv
〉
q
= 〈η, v〉p , η ∈ ∗Sp E (µ) , v ∈ Sp E (µ) .
We now use this structure to define a special affine atlas of charts in order to build the
structure the affine manifold which provides the set-up of IG in this case. Notice that we define
a manifold with global charts whose co-domain depends on the chart itself and is actually a
fiber of the bundle.
Definition 2. The exponential atlas of the exponential statistical bundle SE (µ) is the collection
of charts given for each p ∈ E (µ) by
(9) sp : SE (µ) 3 (q, v) 7→ (sp(q), eUpqv) ∈ Sp E (µ)× Sp E (µ) ,
where
(10) sp(q) = log
q
p
− Ep
[
log
q
p
]
.
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As sp(p, v) = (0, v), we say that sp is the chart centered at p. If sp(q) = u, from eq. (10)
follows the exponential form of q as a density with respect to p, namely q = e
u−Ep
[
log q
p
]
· p. As
Eµ [q] = 1, then 1 = Ep
[
e
u−Ep
[
log p
q
]]
= Ep [eu] e
−Ep
[
log p
q
]
, so that the cumulant function Kp is
defined on Sp E (µ) by
(11) Kp(u) = logEp [eu] = Ep
[
log
p
q
]
= D (p ‖ q) ,
that is, Kp(u) is the expression in the chart at p of Kullback-Leibler divergence of q 7→ D (p ‖ q),
and we can write
(12) q = eu−Kp(u) · p = ep(u) .
In conclusion, the patch centered at p is
(13) s−1p = ep : (Sp E (µ))2 3 (u, v) 7→ (ep(u), eUep(u)p v) ∈ SE (µ) .
In statistical terms, the random variable log (q/p) is the relative point-wise information about
q relative to the reference p, while sp(q) is the deviation from its mean value at p.
The expression of the other divergence in the chart centered at p is
(14) D (q ‖ p) = Eq
[
log
q
p
]
= Eq [u−Kp(u)] = Eq [u]−Kp(u) .
Definition 3. The dual atlas of the mixture statistical bundle SE (µ) is the collection of charts
given for each p ∈ E (µ) by
(15) ηp :
∗SE (µ) 3 (q, w) 7→ (sp(q),mUpqw) ∈ Sp E (µ)× ∗Sp E (µ) .
We say that ηp is the chart centered at p. The patch centered at p is
(16) η−1p : Sp E (µ)×× ∗Sp E (µ) 3 (u, v) 7→
(
ep(u),
mUep(u)p v
)
∈ ∗SE (µ) .
we will see that the affine structure is defined by the affine atlases.
A further structure, that interpolates between the exponential and the mixture bundle is the
Hilbert bundle, that is modeled on the Riemannian connection of the positive sphere. The push
forward of the Riemannian parallel transport can be computed explitely so that to have the
isometric property
〈v, w〉q =
〈
0Upqv, 0Upqw
〉
p
.
See the explicit definition of 0Uqp together with some details in the recent tutorial [31]. The
notion of Hilbert bundle was introduced originally by M. Kumon and S.-I Amari [22] and
developed by S.-I Amari [5] as a general set-up for the duality of connections in IG. See also
the discussion in R.E. Cass and P.W. Vos monograph [18, § 10.1-2].
In some cases, especially in discussing higher-order geometry, we will need bundles whose
fibers are the product of multiple copies of the mixture and exponential fibers. As a first
example, the full bundle is
1S1 E (µ) = {(q, η, w) | q ∈ E (µ) , η ∈ ∗Sq E (µ) , w ∈ Sq E (µ)} .
In general, hSk will denote h mixture factors and k exponential factors. Note 1S0 = ∗S and
0S1 = S.
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3. Hessian structure and second order geometry
In the construction of the statistical bundle given above, we were inspired by the original
Amari’s Information Geometry [6] in that we have shown that the statistical bundle is an ex-
tension of the tangent bundle of the Riemannian manifold whose metric is the Fisher metric
and, moreover, we have provided a system of dually affine parallel transports. In this section,
we proceed by introducing a further structure, namely, we show that the base manifold E (µ)
is actually a Hessian manifold with respect to any of the convex functions Kp(u) = logEp [eu],
u ∈ Sp E (µ), see H. Shima’s monograph [34]. Many useful computations in classical Statis-
tical Physics and, later, in Mathematical Statistics, have been actually performed using the
derivatives of a master convex function, that is, using the Hessian structure.
The connection is established by the following equations which are easily checked:
Eep(u) [h] = dKp(u)[h] ;(17)
eUep(u)p h = h− dKp(u)[h] ;(18)
d2Kp(u)[h1, h2] =
〈
eUep(u)p h1, eU
ep(u)
p h2
〉
ep(u)
;(19)
d3Kp(u)[h1, h2, h3] = Eep(u)
[
(eUep(u)p h1)(eU
ep(u)
p h2)(
eUep(u)p h3)
]
.(20)
With such computational tools, we can proceed to discuss the kinematics of the statistical
bundles.
3.1. Velocities and covariant derivatives. Let us compute the expression of the velocity at
time t of a smooth curve
(21) t 7→ γ(t) = (q(t), w(t)) ∈ SE (µ)
in the exponential chart centered at p. The expression of the curve is
(22) γp(t) =
(
sp(q(t)),
eUpq(t)w(t)
)
,
and hence we have, by denoting the ordinary derivative of a curve in RN by the dot,
(23)
d
dt
sp(q(t)) =
d
dt
(
log
q(t)
p
− Ep
[
log
q(t)
p
])
=
q˙(t)
q(t)
− Ep
[
q˙(t)
q(t)
]
=
eUpq(t)
q˙(t)
q(t)
= eUpq(t)
d
dt
log q(t) ,
and
(24)
d
dt
eUpq(t)w(t) =
d
dt
(w(t)− Ep [w(t)]) = w˙(t)− Ep [w˙(t)] .
There is a clear advantage in expressing the tangent at each time t in the moving frame
centered at the position q(t) of the curve itself. Because of that, we define the velocity of the
curve
(25) t 7→ q(t) = eu(t)−Kp(u(t)) · p , u(t) = sp(q(t)) ,
to be
(26)
?
q(t) = eUq(t)p
d
dt
sp(q(t)) = u˙(t)−Eq(t) [u˙(t)] = u˙(t)− dKp(u(t))[u˙(t)] =
d
dt
log q(t) =
q˙(t)
q(t)
.
It follows that t 7→ (q(t), ?q(t)) is a curve in the statistical bundle whose expression in the
chart centered at p (the reference density in eq. (25)) is t 7→ (u(t), u˙(t)). In fact,
(27) eUpq(t) (u˙(t)− dKp(u(t))[u˙(t)]) = u˙(t) .
The mapping q 7→ (q, ?q) is a lift of the curve to the statistical bundle.
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Remark 1 (Statistical meaning of
?
q). The velocity as defined above is nothing else as the score
function of a one-dimensional parametric statistical model, see, for example, the contemporary
textbook by B. Efron and T. Hastie [14, §4.2]. The score function was introduced by R. Fisher
to support the following computation. If f is any random variable, then the variation of the
expectation is
d
dt
Eq(t) [f ] =
〈
f − Eq(t) [f ] , ?q(t)
〉
q(t)
.
Moreover, the variance of the score function, that is, the squared norm with respect to q(t) of
the velocity
?
q(t), is classically known in Statistics as the Fisher information at t of the statistical
model t 7→ q(t). Namely,
I(t) =
∫
(
?
q(t))2 q(t)dµ =
∫
q˙(t)2
q(t)
dµ .
In turn, Schwartz inequality applied to the two equations above produces the the Cramer-Rao
bound
I(t)−1 ≤
(
d
dt
Eq(t) [f ]
)−2
Varq(t) (f) .
Let us turn to the interpretation of the second component in eq. (24). Given the exponential
parallel transport, we define a covariant derivative by setting
(28)
D
dt
w(t) = eUq(t)p
d
dt
eUpq(t)w(t) =
eUq(t)p
(
w˙(t)− Ep [w˙(t)]
)
= w˙(t)− Eq(t) [w˙(t)] .
Throughout the paper, the notation Ddt denotes the covariant time derivative in a given transport
or connection, whose choice will depend on the context.
Let us do the computation in the dual bundle. The curve now is ζ(t) = (q(t), η(t)) and the
expression of the second component is mUpq(t)η(t) =
q(t)
p η(t). This gives
(29)
d
dt
mUpq(t)η(t) =
d
dt
q(t)
p
η(t) =
1
p
(q˙(t)η(t) + q(t)η˙(t)) ,
which, in turn, gives the dual covariant derivative
(30)
D
dt
η(t) = mUq(t)p
d
dt
mUpq(t)η(t) =
p
q(t)
1
p
(q˙(t)η(t) + q(t)η˙(t)) =
?
q(t)η(t) + η˙(t) .
The couple of covariant derivatives of eqs. (26) and (28) are compatible with the duality
pairing, as the following proposition shows.
Proposition 2 (Duality of the covariant derivatives). For each smooth curve in the full statis-
tical bundle,
t 7→ (q(t), η(t), w(t)) ∈ 1S1 E (µ) ,
it holds
(31)
d
dt
〈η(t), w(t)〉q(t) =
〈
D
dt
η(t), w(t)
〉
q(t)
+
〈
η(t),
D
dt
w(t)
〉
q(t)
.
Proof. The proof is a simple computation based on eq. (7).
d
dt
〈η(t), w(t)〉q(t) =
d
dt
〈
mUpq(t)η(t),
eUpq(t)w(t)
〉
p
=〈
d
dt
mUpq(t)η(t),
eUpq(t)w(t)
〉
p
+
〈
mUpq(t)η(t),
d
dt
eUpq(t)w(t)
〉
p
=〈
mUq(t)p
d
dt
mUpq(t)η(t), w(t)
〉
q(t)
+
〈
η(t), eUq(t)p
d
dt
eUpq(t)w(t)
〉
q(t)
=〈
D
dt
η(t), w(t)
〉
q(t)
+
〈
η(t),
D
dt
w(t)
〉
q(t)
.
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Let us now look at the duality pairing (,♦) 7→ 〈,♦〉q as an inner product (©,©) 7→
〈©,©〉q on the Hilbert space L20(q). As topological vector spaces, we can use the identification
L20(q) =
∗Sq E (µ) = Sq E (µ), so that we can consider the full bundle as an Hilbert bundle.
Let be given a smooth curve in such a bundle, t 7→ (q(t), α(t), β(t)). Because now the two
statistical bundles are confounded, we are bound to provisionally use different notations for the
two covariant derivatives.
By using the symmetry, we get
d
dt
〈α(t), β(t)〉q(t) =
〈
Dm
dt
α(t), β(t)
〉
q(t)
+
〈
α(t),
De
dt
β(t)
〉
q(t)
=
〈
De
dt
α(t), β(t)
〉
q(t)
+
〈
α(t),
Dm
dt
β(t)
〉
q(t)
=
〈
D0
dt
α(t), β(t)
〉
q(t)
+
〈
α(t),
D0
dt
β(t)
〉
q(t)
,
where
D0
dt
=
1
2
(
Dm
dt
+
De
dt
)
.
Up now, we have defined the following derivation operators on the statistical bundles:
(1) A velocity
?
q(t) = ddt log q(t), which is the expression in the moving frame of the deriva-
tive.
(2) An exponential covariant derivative Ddtw(t) =
De
dt w(t) =
eUq(t)p ddt
eUpq(t)w(t).
(3) A mixture covariant derivative, Ddtη(t) =
Dm
dt η(t) =
mUq(t)p ddt
mUpq(t)η(t).
(4) A Hilbert covariant derivative
D0
dt
α(t) =
1
2
(
Dm
dt
α(t) +
De
dt
α(t)
)
= α˙(t)− 1
2
Eq(t) [α˙(t)] +
1
2
?
q(t)α(t) .
Remark 2. We have used here a presentation based on one-dimensional statistical models. From
the differential geometry point of view is more common to define covariant derivation on a vector
field. We briefly comment about this issue below.
Given two smooth section X,Y of the statistical bundle, that is two differentiable mappings
X,Y : E (µ)→ RN , such that for all q it holds Eq [X(q)] = Eq [Y (q)] = 0, the covariant derivative
is defined by
DYX(q) =
D
dt
X(q(t))
∣∣∣∣
t=0
for q(0) = q and
?
q(0) = Y (q).
A detailed discussion of the geometry associated to our setting should include, for example,
the computation of the Christoffel coefficients and the curvature of each of the three connections
we have introduced. Some of these computations are not really relevant for our main goal, that
is, the foundations of the mechanics of the statistical bundle. Others are probably useful and
interesting.
As an example, let us check whether the Hilbert connection defined above is symmetric, that
is DYX − DXY = [X,Y ]. If such a condition holds true, then the connection is the unique
Levi-Civita connection.
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We have, for each
?
q = Y (q) and q(0) = q, that
DYX(q(t)) =
d
dt
X(q(t))− 1
2
Eq(t)
[
d
dt
X(q(t))
]
+
1
2
?
q(t)X(q(t)) =
dX(q(t))[q˙(t)]− 1
2
Eq(t) [dX(q(t))[q˙(t)]] +
1
2
X(q(t))Y (q(t)) =
q(t)dX(q(t))[Y (q(t))]− 1
2
Eq(t) [q(t)dX(q(t))[Y (q(t))]] +
1
2
X(q(t))Y (q(t)) .
The form of the Hilbert covariant derivative in terms of ordinary derivatives of fields is
DX(q) = qdX(q)[Y (q)]− 1
2
Eq [qdX(q)[Y (q)]] +
1
2
X(q)Y (q) .
It follows that the bracket is
[X,Y ](q) = DYX(q)−DXY (q) = qdX(q)[Y (q)]− qdY (q)[X(q)] .
In fact, the expectation term is zero because Eq [[X,Y ](q)] = 0.
3.2. Higher order statistical bundles and accelerations. We define the second statistical
bundle to be
(32) S2 E (µ) = {(q, w1, w2, w3) | (q ∈ E (µ) , w1, w2, w3 ∈ Sq E (µ)} ,
with charts centered at each p ∈ E (µ) defined by
(33) sp(q, w1, w2, w3) =
(
sp(q),
eUpqw1, eUpqw2, eUpqw3
)
.
The second bundle is an expression of the tangent bundle of the exponential bundle. For
each curve t 7→ γ(t) = (q(t), w(t)) in the statistical bundle, we define its velocity at t to be
(34)
?
γ(t) =
(
q(t), w(t),
?
q(t),
D
dt
w(t)
)
,
because t 7→ ?γ(t) is a curve in the second statistical bundle and that its expression in the chart
at p has the last two components equal to the values given in eq. (23) and eq. (24), respectively.
The corresponding notion of gradient will be discussed in the next section.
In particular, for each smooth curve t 7→ q(t), the velocity of its lift t 7→ γ(t) = (q(t), ?q(t)) is
(35)
?
χ(t) = (q(t),
?
q(t),
?
q(t),
∗∗
q(t)) ,
where the acceleration
∗∗
q(t) at t is
(36)
∗∗
q(t) =
D
dt
?
q(t) =
d
dt
q˙(t)
q(t)
− Eq(t)
[
d
dt
q˙(t)
q(t)
]
=
q¨(t)
q(t)
−
(
?
q(t)2 − Eq(t)
[ ?
q(t)2
] )
.
Notice that the computations above are performed in the embedding space.1 The acceleration
has been defined using the transports. Indeed, the connection here is defined by the transports
1In fact,
(37)
d
dt
q˙(t)
q(t)
− Eq(t)
[
d
dt
q˙(t)
q(t)
]
=
q¨(t)q(t)− q˙(t)2
q(t)2
− Eq(t)
[
q¨(t)q(t)− q˙(t)2
q(t)2
]
=
q¨(t)
q(t)
−
(
q˙(t)
q(t)
)2
− Eq(t)
[
q¨(t)
q(t)
−
(
q˙(t)
q(t)
)2]
=
q¨(t)
q(t)
− ( ?q(t))2 − E1 [q¨(t)] + Eq(t)
[
(
?
q(t))
2
]
,
where we write E1 [f ] =
∫
f dµ when the density is 1. Now, eq. (36) follows from E1 [q¨(t)] = d
2
dt2
∫
q(t) dµ = 0.
Recall that
(38) t 7→ Eq(t)
[ ?
q(t)2
]
= E1
[
q˙(t)2
q(t)
]
is the Fisher information of t 7→ q(t).
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eUqp, an approach that seems natural from the probabilistic point of view, cf. [15]. The non-
parametric approach to IG allows to define naturally a dual transport, hence the dual connection
of [6].
The acceleration defined above has the one-dimensional exponential families as (differential)
geodesics. Every exponential (Gibbs) curve t 7→ q(t) = ep(tu) has velocity ?q(t) = u−dK(tu)[u],
so that the acceleration is
∗∗
q(t) = 0. Conversely, if one writes v(t) = log q(t), then
0 =
∗∗
q(t) = v¨(t) + Eq(t) [v¨(t)] ,
so that v(x; t) = tv(x) + c(t).
Example 1. Let us discuss a representation of the acceleration that does not involve the construc-
tion of a second order bundle. Consider the curve t 7→ q(t) and its lift t 7→ (q(t), ?q(t)) ∈ SE (µ).
From the retraction (q,
?
q)→ (q, χ), we can define a new curve
t 7→ χ(t) = eq(t)( ?q(t)) = e
?
q(t)−Kq(t)(?q(t)) · q(t) ,
such that
?
q(t) = sq(t)(χ(t)).
Let us compute the velocity of χ.
?
χ(t) =
d
dt
logχ(t) =
d
dt
(
?
q(t)−Kq(t)( ?q(t)) + log q(t)
)
=
∗∗
q(t) + Eq(t)
[
d
dt
?
q(t)
]
− d
dt
Kq(t)(
?
q(t)) +
?
q(t) =
∗∗
q(t) +
?
q(t) + c(t) .
where c(t) is a scalar. That is,
?
χ(t) and
∗∗
q(t) +
?
q(t) differ by a scalar, in particular,
Eq(t) [
?
χ(t)] + Eχ(t) [
∗∗
q(t) +
?
q(t)] = 0 .
In conclusion, the following representation of the acceleration
∗∗
q in terms of the velocities
?
χ
and
?
q holds true:
(39)
∗∗
q = eUqχ
?
χ− ?q and ?χ = eUχq (∗∗q + ?q) .
In a chart centered at p, we have q(t) = ep(u(t)),
?
q(t) = eUq(t)p u˙(t), so that χ(t)/p ∝ u˙(t)+u(t).
In particular, in the case of an exponential model, u(t) = tu and χ(t) = q(t + 1), a property
that is equivalent to the geodesic property
∗∗
q(t) = 0.
We can also define other types of acceleration. In fact, we have three different interpretation
of the lifted curve, namely, we can consider t 7→ (q(t), ?q(t)) as a curve in the statistical bundle
SE (µ), or, a curve in the dual bundle ∗SE (µ), or, a curve in the Hilbert bundle. Each of these
frameworks provides a different derivation, hence, a different acceleration.
We have the already defined exponential acceleration eD2q(t) =
∗∗
q(t), and we can define, the
mixture acceleration as
(40) mD2q(t) =
Dm
dt
?
q(t) = mUq(t)p
d
dt
mUpq(t)
?
q(t) = q¨(t)/q(t)
and the Riemannian acceleration by
(41) 0D2q(t) =
1
2
(
eD2q(t) + mD2q(t)
)
=
q¨(t)
q(t)
− 1
2
((
q˙(t)
q(t)
)2
− Eq(t)
[(
q˙(t)
q(t)
)2])
,
In the review papers [28, 30], the various accelerations are used to derive the relevant Taylor
formulæ and the relevant Hessians. Moreover, it is shown that the Riemannian acceleration
can be derived using a family of isometric transport on the Hilbert bundle. Here, we will be
mostly interested in the mechanical interpretation of the acceleration.
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4. Natural gradient
In this section we generalize the (non-parametric) natural gradient to the statistical bundles.
Let us first recall the definition we are going to generalize. Given a scalar field F : E (µ) → R
the natural gradient is the section q 7→ gradF (q) of the dual bundle ∗SE (µ) such that for all
smooth curve t 7→ q(t) ∈ E (µ) it holds
(42)
d
dt
F (q(t)) = 〈gradF (q(t)), ?q(t)〉q(t) .
The natural gradient can be computed in some cases without recourse to the computation in
charts, for example,
(43)
d
dt
H (q(t)) = − d
dt
E1 [q(t) log q(t)] = −E1 [q˙(t)(log q(t) + 1)] =
− Eq(t) [log q(t) ?q(t)] = 〈− log q(t)−H (q(t)) , ?q(t)〉q(t) .
In general, the natural gradient could be expressed in charts as a function of the ordinary
gradient ∇ as follows. In the generic chart at p, with q = ep(u) and F (q) = Fp(u), it holds
(44) 〈gradF (q(t)), ?q(t)〉q(t) =
d
dt
F (q(t)) =
d
dt
Fp(u(t)) = dFp(u(t))[u˙(t)] =
dFp(u(t))[
eUpq(t)
?
q(t)] =
〈
p−1∇Fp(u(t)), eUpq(t)
?
q(t)
〉
p
=
〈
mUq(t)p p−1∇Fp(u(t)), ?q(t)
〉
q(t)
=〈
q−1∇Fp(u(t)), ?q(t)
〉
q(t)
=
〈
q−1∇Fp(u(t))− Eq(t)
[
q−1∇Fp(u(t))
]
,
?
q(t)
〉
q(t)
.
We use here the name of natural gradient for a computation which does not involve the Fisher
matrix because of our choice of the inner product. The push forward of our definition to the
tangent bundle of the simplex with the Fisher metric would indeed map our definition to the
Riemannian one.
We are going to generalize the computation of the gradient to other cases are of interest,
namely, the Lagrangian function, or Lagrangian field, defined on the exponential bundle SE (µ),
and the Hamiltonian function, or Hamiltonian field, defined on the dual bundle ∗SE (µ).
To include both cases, we derive below the generalization of natural gradient to functions
defined on the full statistical bundle 1S1 E (µ) and possibly depending on external parameters.
While this derivation is essentially trivial, nevertheless we present here a full proof in order to
introduce and clarify the geometrical features of our presentation of the mechanics of the open
probability simplex in the next section.
In the statistical bundles the partial derivatives are not defined, but they are defined in the
trivialisations given by the affine charts. Precisely, let be given a scalar field F : 1S1 E (µ)×D →
R, D a domain of Rk, and a generic smooth curve
t 7→ (q(t), η(t), w(t), c(t)) ∈ 1S1 E (µ)×D .
We want to write
(45)
d
dt
F
(
q(t), η(t), w(t), c(t)
)
=
〈
gradF
(
q(t), η(t), w(t), c(t)
)
,
?
q(t)
〉
q(t)
+〈
D
dt
η(t), gradm F
(
q(t), η(t), w(t), c(t)
)〉
q(t)
+〈
grade F
(
q(t), η(t), w(t), c(t)
)
,
D
dt
w(t)
〉
q(t)
+
∇F (q(t), η(t), w(t), c(t)) · c˙(t) ,
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where the four components of the gradient are
1S1 E (µ)×D 3 (q, η, w, c) 7→

(q, gradF
(
q, η, w, c
)
) ∈ ∗Sq E (µ)
(q, gradm F
(
q, η, w, c
)
) ∈ Sq E (µ)
(q, grade F
(
q, η, w, c
)
) ∈ ∗Sq E (µ)
(q,∇F (q, η, w, c)) ∈ E (µ)× Rk
Let us fix a reference density p and express both the given function and the generic curve in
the chart at p. We can write the total derivative as
d
dt
F
(
q(t), η(t), w(t), c(t)
)
=
d
dt
Fp(u(t), ζ(t), v(t), c(t)) =
d1Fp
(
u(t), ζ(t), v(t), c(t)
)[
u˙(t)
]
+ d2Fp
(
u(t), ζ(t), v(t), c(t)
)[
ζ˙(t)
]
+
d3Fp
(
u(t), ζ(t), v(t), c(t)
)[
v˙(t)
]
+ d4Fp
(
u(t), ζ(t), v(t), c(t)
)[
c˙(t)
]
.
In the equation above, dj devotes the partial derivative with respect to the j-th variable of Fp,
j = 1, . . . , 4, which is intended to provide a linear operator to be represented by the appropriate
dual vector, that is, the value of the proper gradient.
The last term does not require any comment and we can use the ordinary Euclidean gradient:
d4Fp
(
u(t), ζ(t), v(t), c(t)
)[
c˙(t)
]
= ∇Fp
(
u(t), ζ(t), v(t), c(t)
) · c˙(t) .
Let us consider together the second and the third term. This is a computation of the fiber
derivative and does not involve the representation in chart. Given α ∈ ∗Sp E (µ) and β ∈ Sp E (µ),
that is, (α, β) ∈ 1S1p E (µ), we have
d2Fp(u, ζ, v, c)[α] + d3Fp(u, ζ, v, c)[β] =
d
dt
Fp(u, ζ + tα, w + tβ, c)
∣∣∣∣
t=0
=
d
dt
F (q, η + tmUqpα, v + t eUqpβ, c)
∣∣∣∣
t=0
= FF (q, η, w, c)[(mUqpα, eUqpβ)] =〈
eUqpα, gradm F (q, η, w, c)
〉
q
+
〈
grade F (q, η, w, c),
eUqpβ
〉
q
,
where F denotes the fiber derivative in 1S1q E (µ), which is expressed, in turn, with the relevant
gradients. The notation is possibly confusing, but consider that the inner product has is always
∗Sq E (µ) first, followed by Sq E (µ) and that the subscript to the grad symbol displays which
component of the full bundle is considered.
We have that
D
dt
w(t) = eUq(t)p v˙(t) ,
D
dt
η(t) = mUq(t)p ζ˙(t) .
Putting together all results up now, we have proved that
d
dt
F
(
q(t), η(t), w(t), c(t)
)
=d1Fp
(
u(t), ζ(t), v(t), c(t)
)[
eUpep(u(t))
?
q(t)
]
+〈
D
dt
η(t), gradm F
(
q(t), η(t), w(t), c(t)
)〉
q(t)
+〈
grade F
(
q(t), η(t), w(t), c(t)
)
,
D
dt
w(t)
〉
q(t)
+
∇F (q(t), η(t), w(t), c(t)) · c˙(t) ,
To identify the first term in the total derivative above, consider the “constant” case,
q(t) = ep(u(t)), η(t) =
mUep(u(t))p ζ, w(t) = eU
ep(u(t))
p v, c(t) = c ,
so that the first term reduces to d1Fp(u(t), ζ, v, c)[
eUpep(u(t))
?
q(t)]. It follows that the proper way
to compute the first gradient is to consider the function on E (µ) defined by
q 7→ Fζ,v,c(q) = F (q,mUqpζ, eUqpv, c)
13
which has a natural gradient whose chart representation is precisely that first term.
We state the results obtained above in the following formal statement.
Proposition 3. The total derivative eq. (45) holds true, where
(1) gradF
(
q, η, w, c
)
is the natural gradient of
q 7→ F (q,mUqpζ, eUqpv, c) ,
that is, with the representation in p-chart
Fp(u, ζ, w, c) = F (ep(u),
mUep(u)p ζ, eU
ep(u)
p v, c) ,
it is defined by
〈gradF (q, ζ, w, c), ?q〉q = d1Fp(u, ζ, w, c)
[
eUpq
?
q
]
, (q,
?
q) ∈ SE (µ) ;
(2) gradm F
(
q, η, w, c
)
and grade F
(
q, η, w, c
)
are the fiber gradients;
(3) ∇F (q, η, w, c) is the Euclidean gradient w.r.t. the last variable.
We have concluded the computation of the total derivative of a parametric function of the
full bundle. The special cases of the Lagrangian and the Hamiltonian easily follows as a spe-
cialization. Notice that the computation of the natural gradient in proposition 3(1) is done by
fixing the variables in the fibers to be translations of fixed ones.
We provide below three simple examples that we are going to use repeatedly.
Example 2 (Quadratic Lagrangian). If L(q, w) = 12 〈w,w〉q, then
(46) L
(
ep(u),
eUep(u)p v
)
=
1
2
Eep(u)
[(
eUep(u)p v
)2]
=
1
2
Ep
[
eu−Kp(u)
(
eUep(u)p v
)2]
,
with derivative with respect to u in the direction h given by
1
2
Ep
[
eu−Kp(u) eUep(u)p h
(
eUep(u)p v
)2]
+ Ep
[
eu−Kp(u)
(
eUep(u)p v
)
(−Covep(u) (v, h))
]
=
1
2
Eq
[
w2 eUep(u)p h
]
=
1
2
〈
w2 − Eq
[
w2
]
, eUep(u)p h
〉
q
,
which, in turn, identifies the natural gradient as grad 12 〈w,w〉q = 12(w2 − Eq
[
w2
]
).
Example 3 (Cumulant functional). If L(q, w) = Kq(w), then
(47) L
(
ep(u),
eUep(u)p v
)
= Kep(u)
(
eUep(u)p v
)
= logEep(u)
[
ev−Eep(u)[v]
]
=
logEp
[
eu−Kp(u)+v−Eep(u)[v]
]
= logEp
[
eu+v−Kp(u)−dKp(u)[v]
]
=
Kp(u+ v)−Kp(u)− dKp(u)[v] .
Notice that last member of the equalities is the Bregman divergence of the convex function Kp.
The derivative with respect to u in the direction h is
d1Kp(u+ v)[h]− d1Kp(u)[h]− d2kp(u)[v, h] =
Eep(u+v) [h]− Eep(u) [h]− Eep(u)
[(
eUep(u)p v
)(
eUep(u)p h
)]
=
Eep(u)
[
ep(u+ v)
ep(u)
h
]
− Eep(u) [h]− Eq
[
w
(
eUep(u)p h
)]
=
Eep(u)
[
ep(u+ v)
ep(u)
(
eUep(u)p h
)]
−
〈
w, eUep(u)p h
〉
q
.
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The first term is
Eep(u)
[
ev−(Kp(u+v)−Kp(u))
(
eUep(u)p h
)]
=
Eep(u)
[
ev−(Kep(u)(
eUep(u)p v)+dKp(u)[v])
(
eUep(u)p h
)]
=
Eep(u)
[
e
eUep(u)p v−Kep(u)(eU
ep(u)
p v)
(
eUep(u)p h
)]
=
Eq
[
ew−Kq(w)
(
eUep(u)p h
)]
=
〈
eq(w)
q
− 1, eUep(u)p h
〉
q
.
In conclusion, gradKq(w) =
(
eq(w)
q − 1
)
−w. The fiber gradient is easily seen to be gradeKq(w) =
eq(w)
q − 1.
In the notations of example 1, χ(t) = eq(t)(
?
q(t)), we have, for example,
d
dt
Kq(t)(
?
q(t)) =
〈
χ(t)
q(t)
− 1− ?q(t), ?q(t)
〉
q(t)
+
〈
χ(t)
q(t)
− 1, ∗∗q(t)
〉
q(t)
=
Eχ(t) [
∗∗
q(t) +
?
q(t)]− Eq(t)
[
?
q(t)
2
]
.
This example shall be of interest for us because it is connected with the KL divergence,
Kq(w) = D (q ‖ eq(w)).
Example 4 (Conjugate cumulant functional). The Hamiltonian
∗SE (µ) : (q, η) 7→ H(q, η) = Eq [(1 + η) log(1 + η)] , η > −1 ,
is the Legendre transform of the cumulant function Kq,
H(q, η) =
〈
η, (gradKq)
−1(η)
〉
q
−Kq
(
(gradKq)
−1(η)
)
.
In particular, the fiber gradient of Hq is gradmH(q, η) = log(1+η)−Eq [log(1 + η)] which is the
inverse of the fiber gradient of Kq. Notice that r = (1+η)q is a density, and D (r ‖ q) = H(q, η).
Let us compute the natural gradient. The expression of the Hamiltonian in the chart at p is
Hp(u, ζ) = Eep(u)
[(
1 +
p
ep(u)
ζ
)
log
(
1 +
p
ep(u)
ζ
)]
= Ep
[(
ep(u)
p
+ ζ
)
log
(
1 +
p
ep(u)
ζ
)]
.
As, for h ∈ Sp E (µ),
d1
(
ep(u)
p
+ ζ
)
[h] =
ep(u)
p
eUep(u)p h and d1
(
1 +
p
ep(u)
ζ
)
[h] = − p
ep(u)
ζ eUep(u)p h ,
the derivative of Hp with respect to u in the direction h is given by
d1Hp(u, ζ)[h] = Ep
[(
ep(u)
p
eUep(u)p h
)
log
(
1 +
p
ep(u)
ζ
)]
−
Ep
[(
ep(u)
p
+ ζ
)(
1 +
p
ep(u)
ζ
)−1 p
ep(u)
ζ eUep(u)p h
]
=
Eq
[
log(1 + η) eUep(u)p h
]
− Eq
[
ζ eUep(u)p h
]
,
hence gradH(q, η) = log(1 + η)− Eq [log(1 + η)]− η.
5. Mechanics of the statistical bundle
Here, we adapt the general set up of analytic mechanics to the statistical bundle. The
presentation extends the formalism first introduced in [29].
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5.1. Action integral. If q : [0, 1] 3 t 7→ q(t) is a smooth curve in the exponential manifold
E (µ) and t 7→ (q(t), ?q(t)), ?q(t) = ddt log q(t), is its lift to the statistical bundle SE (µ), an action
integral is
(48) q 7→ A(q) =
∫ 1
0
L(q(t),
?
q(t), t) dt ,
where L : SE (µ)× [0, 1]→ R is a smooth Lagrangian function.
Let us express the action integral in the exponential chart sp centered at p. If q(t) =
eu(t)−Kp(u(t)) · p, with t 7→ u(t) ∈ Sp E (µ), we have
(49) sp(q(t),
?
q(t)) = (u(t), u˙(t)) ,
hence,
(50) L(q(t),
?
q(t), t) = L
(
ep(u(t)),
eUep(u(t))p u˙(t), t
)
= Lp(u(t), u˙(t), t) ,
so that the expression of the action integral is
(51) u 7→ Ap(u) =
∫ 1
0
Lp(u(t), u˙(t), t) dt .
Equation (51) is the vector form of the action integral. The Euler-Lagrange equation, written
with partial derivatives, that is, without the gradients to be computed below, is
(52) d1Lp(u(t), u˙(t), t)[h] =
d
dt
d2Lp(u(t), u˙(t), t)[h] . t ∈ [0, 1] , h ∈ Sp E (µ) .
Exercise. The equation above is well known, but, nevertheless, we repeat the variational argu-
ment here because of the unusual set-up. Given ϕ ∈ C1([0, 1]) with ϕ(0) = ϕ(1) = 0, for each
δ ∈ R and h ∈ Sp E (µ) we define the perturbed curve
qδ(t) = e
(u(t)+δϕ(t)h)−Kp(u(t)+δϕ(t)h) · p .
Notice that qδ(0) = q(0) and qδ(1) = q(1).
The velocity is
?
qδ(t) =
d
dt
log qδ(t) = u˙(t) + δϕ˙(t)h− Eqδ(t) [(u˙(t) + δϕ˙(t))H] = eUqδ(t)p (u˙(t) + δϕ˙(t)h) ,
whose expression in the chart centered at p is u˙(t) + δϕ˙(t)h.
The perturbation of the action integral is
δ 7→
∫ 1
0
Lp(u(t) + δφ(t)h, u˙(t) + δφ˙(t)h) dt ,
whose derivative at δ is
d
dδ
∫ 1
0
Lp(u(t) + δφ(t)h, u˙(t) + δφ˙(t)h) dt =∫ 1
0
(
φ(t)d1Lp(uδ(t), u˙δ(t))[h] + φ˙(t)d2Lp(uδ(t), u˙δ(t))[h]
)
dt =∫ 1
0
φ(t)
(
d1Lp(uδ(t), u˙δ(t))[h]− d
dt
d2Lp(uδ(t), u˙δ(t)[h]
)
dt .
In particular, the value of the derivative at δ = 0 is
d
dδ
∫ 1
0
Lp(u(t) + δφ(t)h, u˙(t) + δφ˙(t)h) dt
∣∣∣∣
δ=0
=∫ 1
0
φ(t)
(
d1Lp(u(t), u˙(t))[h]− d
dt
d2Lp(u(t), u˙(t))[h]
)
dt .
If the curve t 7→ (q(t), ?q(t)) is an extremal of the action integral, then the equation above is
zero for all φ. We have obtained the Euler-Lagrange equation in the exponential chart.
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We derive now the Euler-Lagrange equations in the statistical bundle.
Proposition 4 (Euler-Lagrange equation). If q is an extremal of the action integral, then, with
the notations of proposition 3,
(53)
D
dt
grade L(q(t),
?
q(t), t) = gradL(q(t),
?
q(t), t) .
Proof. Consider first the rhs of eq. (52). From proposition 3(1) we have
(54) d1Lp(u(t), u˙(t), t)[h] =
〈
gradL(q(t),
?
q(t), t), eUq(t)p h
〉
q(t)
.
Concerning the lhs, from proposition 3(2) we have
(55) d2Lp(u(t), u˙(t))[h] =
〈
grade L(q(t),
?
q(t), t), eUq(t)p h
〉
q(t)
.
The derivation formula of eq. (31) gives
d
dt
d2Lp(u(t), u˙(t), t)[h] =
d
dt
〈
grade L(q(t),
?
q(t), t), eUq(t)p h
〉
q(t)
=〈
D
dt
grade L(q(t),
?
q(t), t), eUq(t)p h
〉
q(t)
+
〈
grade L(q(t),
?
q(t), t),
D
dt
eUq(t)p h
〉
q(t)
=〈
D
dt
grade L(q(t),
?
q(t), t), eUq(t)p h
〉
q(t)
,
because Ddt
eUq(t)p h = 0. As h is arbitrary, the conclusion follows. 
5.2. Legendre transform. At each fixed density q ∈ E (µ), and each time t, the partial
mapping
(56) Sq E (µ) 3 w 7→ Lq,t(w) = L(q, w, t)
is defined on the vector space Sq E (µ), and its gradient mapping in the duality of ∗Sq E (µ) ×
Sq E (µ) is the mapping w 7→ grade L(q, w, t).
Assumption 1. In the following, we will always restrict our attention to Lagrangians such
that the fiber gradient mapping at q, w 7→ η = grade Lq(w) is a 1-to-1 mapping from Sq E (µ)
to ∗Sq E (µ). In particular, this true when the partial mappings w 7→ Lq(w) are strictly convex
for each q. In our finite dimensional context, this is actually equivalent to the fact that the
fiber gradient is a diffeomorphism of the statistical bundles grad2 L : SE (µ)→ ∗SE (µ). This is
related to the properties of regularity and hyper-regularity, cf. [1, § 3.6].
The duality bilinear form ∗Sq E (µ) × Sq E (µ) 3 (η, w) 7→ 〈η, w〉q = Eq [ηw] will always be
written in this order. The Legendre transform Hq,t of Lq,t is defined for each η ∈ ∗Sq E (µ) of
the image of grade L(q, ·, t) by
Hq,t(η) =
〈
η, (grade Lq,t)
−1(η)
〉
q
− Lq((grade Lq,t)−1(η)) ,
which, in turn, defines the Hamiltonian
(57) H(q, η, t) =
〈
η, (grade Lq,t)
−1(η)
〉
q
− L(q, (grade Lq,t)−1(η)) .
It is a general property of the Legendre transform that
gradmHq,t(η) = (grade Lq,t)
−1(η) ,
which, in turn, implies the equality
(58) H(q, η, t) + L(q, w, t) = 〈η, w〉q if η = grade L(q, w, t) or gradmH(q, η, t) = w .
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?
q(t) = ddt log q(t) =
q˙(t)
q(t)
D
dtη(t) =
mUq(t)p ddt
mUpq(t)η(t) =
?
q(t)η(t) + η˙(t)
D
dtw(t) =
eUq(t)p ddt
eUpq(t)w(t) = w˙(t)− Eq(t) [w˙(t)]
d
dtH(q(t), η(t)) = 〈gradH(q(t), η(t)),
?
q(t)〉q(t) +
〈
D
dtη(t), gradmH(q(t), η(t))
〉
q(t)
d
dtL(q(t), w(t)) = 〈gradL(q(t), w(t)),
?
q(t)〉q(t) +
〈
grade L(q(t), w(t)),
D
dtw(t)
〉
q(t)
Table 1. Main notations.
Let t 7→ (q(t), w(t)) be a smooth curve in SE (µ) and consider the smooth curve in ∗SE (µ)
given by t 7→ (q(t), η(t)) = (q(t), grade L(q(t), w(t), t). From eq. (58), proposition 3 and propo-
sition 2, we get
(59) 0 =
d
dt
(
H(q(t), η(t), t) + L(q(t), w(t), t)− 〈η(t), w(t)〉q(t)
)
=
〈gradH(q(t), η(t), t), ?q(t)〉q(t) +
〈
D
dt
η(t), gradmH(q(t), η(t), t)
〉
q(t)
+
∂
∂t
H(q(t), η(t), t)+
〈gradL(q(t), w(t), t), ?q(t)〉q(t) +
〈
grade L(q(t), w(t), t),
D
dt
w(t)
〉
q(t)
+
∂
∂t
L(q(t), w(t), t)−(〈
D
dt
η(t), w(t)
〉
q(t)
+
〈
η(t),
D
dt
w(t)
〉
q(t)
)
=
〈gradH(q(t), η(t), t), ?q(t)〉q(t) + 〈gradL(q(t), w(t), t), ?q(t)〉q(t) ,
where the two partial derivative ∂/∂t cancel because of eq. (58). In conclusion,
(60) gradH(q, η, t) + gradL(q, w, t) = 0 if η = grade L(q, w, t) or gradmH(q, η, t) = w .
5.3. Hamilton equations. Let t 7→ q(t) a solution of Euler-Lagrange eq. (53) and define the
curve t 7→ ζ(t) = (q(t), η(t)) in ∗SE (µ), where η(t) = grade L(q(t), ?q(t), t) is the momentum.
Proposition 5 (Hamilton equations). In the notation above, and when Assumption 1 holds
true, Euler-Lagrange eq. (53) becomes
D
dt
η(t) =
D
dt
grade L(q(t),
?
q(t), t) ,
and, by eq. (60), the Hamilton equations hold, namely,
(61)

D
dt
η(t) = − gradH(q(t), η(t), t)
?
q(t) = gradmH(q(t), η(t), t).
For each solution of the Hamilton equations, it holds
(62)
d
dt
H(q(t), η(t), t) =
∂
∂t
H(q(t), η(t), t) .
Proof. Notice that the first derivative is a covariant derivative defined in the mixture transport,
while the second derivative is a velocity defined in the logarithmic scale. The Hamilton equations
eq. (61) follow by substitution into the Euler-Lagrange equations. The conservation eq. (62)
follow by the total derivative equations in which the Hamilton equations are substituted. 
In the following two examples, we compute the Euler-Lagrange equation and the Hamilton
equation for the cases in examples 2 to 4. The relevant notations are summarized in table 1.
Example 5 (Mechanics of the quadratic Lagrangian). If L(q, w) = 12 〈w,w〉q, then the Legendre
transform is H(q, η) = 12 〈η, η〉q. The gradients are
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gradH(q, η) = −1
2
(
η2 − Eq
[
η2
])
gradmH(q, η) = η
gradL(q, w) =
1
2
(w2 − Eq
[
w2
]
)
grade L(q, w) = w
For
?
q = w ∈ ∗SE (µ), the Euler-Lagrange equation is
D
dt
?
q(t) =
1
2
( ?
q(t)2 − Eq(t)
[ ?
q(t)2
])
,
where the covariant derivative is computed in ∗SE (µ), that is, Ddt
?
q(t) = q¨(t)/q(t). In terms of the
exponential acceleration
∗∗
q(t) = q¨(t)/q(t) − ( ?q(t)2 − Eq(t) [ ?q(t)2]), the Euler-Lagrange equation
reads
∗∗
q(t) = −1
2
(
(
?
q(t))2 − Eq(t)
[
(
?
q(t))2
])
,
while in terms of the Riemannian acceleration in eq. (41), it holds 0D2q(t) = 0.
The Hamilton equations are 
D
dt
η(t) =
1
2
(
η2 − Eq
[
η2
])
?
q(t) = η(t)
,
with the covariant derivative again computed in ∗SE (µ).
The conserved energy is
H(q(t), η(t)) =
1
2
〈 ?q(t), ?q(t)〉q(t) =
1
2
E1
[
q˙(t)2
q(t)
]
,
which reflects in the conservation of the Fisher information (see cf. (38)).
In fact, this variational problem has a closed-form solution which is the image of a geodesic
(great circle) on the sphere through an isometric covering from the tangent bundle of the sphere
to the statistical bundle, see appendix A. It is interesting to note that this solution is a periodic
curve in the set of all densities, but consists of different sections in E (µ) because it is interrupted
when it touches tangentially the border of the simplex of probability densities.
Example 6 (Mechanics of the cumulant Lagrangian). If L(q, w) = Kq(w), then its Legendre
transform is H(q, η) = Eq [(1 + η) log(1 + η)]. This is an expression of the dual divergence: as
η =
(
r
q − 1
)
with r = eq(w), then H(q, η) = D (r ‖ q), namely the relative entropy dual to the
cumulant.
The gradients are
gradH(q, η) = log(1 + η)− Eq [log(1 + η)]− η
gradmH(q, η) = log(1 + η)− Eq [log(1 + η)]
gradL(q, w) = gradKq(w) =
(
eq(w)
q
− 1
)
− w
grade L(q, w) = gradeKq(w) =
(
eq(w)
q
− 1
)
.
The Euler-Lagrange equation is
(63)
D
dt
(
χ(t)
q(t)
− 1
)
=
(
χ(t)
q(t)
− 1
)
− ?q(t) , χ(t) = eq(t)( ?q(t)) .
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The Hamilton equations are
(64)

D
dt
η(t) = − log(1 + η(t)) + Eq(t) [log(1 + η(t))] + η(t)
?
q(t) = log(1 + η)− Eq [log(1 + η)]
The conserved energy is
H(q(t), η(t)) = Eq(t)
[
χ(t)
q(t)
log
χ(t)
q(t)
]
= D (χ(t) ‖ q(t)) with χ(t) = eq(t)( ?q(t)) .
In the next section, we apply our findings to the solution of problems involving a Lagrangian
obtained from a Lagrangian of one of the types above and a potential function.
6. Examples of Lagrangians on the statistical bundle
The derivations above allow us to consider the use of statistical divergences in a setup inspired
by Lagrangian and Hamiltonian mechanics.
Example 7. Our first example is inspired by the standard free particle Lagrangian, where the
role of the point particle is played by a probability density as a point on the statistical manifold.
The Lagrangian is written as a difference of the quadratic form of example 5 and a potential
function given by the negative of the entropy function H (q(t)) = −Eq(t) [log q(t)]. We keep the
inertial mass m as a parameter,
(65) L(q, w) =
m
2
〈w,w〉q + κH (q) , m, κ > 0, (q, w) ∈ SE (µ) .
The first component of the natural gradient reads
gradL(q, w) =
m
2
(w2 − Eq
[
w2
]
)− κ(log q +H (q)) .
The natural gradient of the entropy has been computed in eq. (43).
The Euler-Lagrangian equation gives
(66) m
D
dt
?
q(t) =
m
2
( ?
q(t)2 − Eq(t)
[ ?
q(t)2
])− κ(log q(t) +H (q(t)) ,
which is Newton’s law, written in terms of the mixture covariant derivative [29].
Let us express eq. (66) as a system of ordinary differential equations for q and
?
q. We write
v(t) =
?
q(t) and note that v(t) = ddt log q(t) implies
(67)
d
dt
q(x; t) = q(x; t)v(x; t) , x ∈ Ω .
In particular, eq. (67), together with the assumption
∑
x q(x; t) = N implies Eq(t) [v(t)] = 0.
Conversely, if Eq(t) [v(t)] = 0, then
∑
x q(x; t) =
∑
x q(x; 0).
We have
(68)
d
dt
v(t) =
d
dt
q˙(t)
q(t)
=
q¨(t)q(t)− q˙(t)2
q(t)2
=
q¨(t)
q(t)
− v(t)2 ,
where the first term on the rhs is the mixture acceleration of eq. (40). Thereby, via eq. (66),
we have
(69)
d
dt
v(t) =
q¨(t)
q(t)
− v(t)2 = D
dt
v(t)− v(t)2 = −1
2
v(t)2 − Eq(t)
[
1
2
v(t)2
]
+
κ
m
gradH (q) .
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Figure 1. Free-motion trajectories on the simplex for the quadratic (blue) and
KL (dashed red) Lagrangians. The pink straight line in the right panels indicates
the value of the sum of the probability components varying with time. The
constant value equal to one confirms that the trajectories never leave the simplex.
The gray straight lines indicate the expected value of the score velocity at q.
These values vanish at any time, implying that the velocities belong to the
statistical bundle. In the quadratic case, the geodesic motion approaches the
boundary of the simplex tangentially, where one component of the probability
vanishes (while the associated velocity diverges). Similarly, the solution of the
free KL Lagrangian flow moves toward the boundary of the simplex. In the latter
case, however, the motion is faster and the components of the score velocity
diverge at the boundary, while the probability tends to it non tangentially. Both
systems share the same initial conditions (black cross): q0 = (
1
3 ,
1
3 ,
1
3), w0 =
(−0.1,−0.4, 0.5). In the present (and the forthcoming) examples, the system of
ordinary differential equations is solved numerically via Python ODEINT inte-
grator.
If we write the vectors A(q, v) = v2/2 + κm log (q) and B(q, v) = v
2/2− κm log (q), the system
of first order differential equations is
(70)

d
dt
q(x; t) = q(x; t)v(x; t)
d
dt
v(x; t) = −A(q(x; t), v(x; t))− 1
N
∑
y
q(y; t)B(q(y; t), v(y; t))
, x ∈ Ω .
Example 8. A non-quadratic, non-symmetric generalization of the kinetic energy on the simplex
is realised via the Kullback-Leibler divergence.
A divergence is a smooth mapping D : E (µ)×E (µ)→ R, such that for all p, q ∈ E (µ) it holds
D(p, q) ≥ 0 and D(p, q) = 0 if, and only if, p = q. Typically, a divergence is not symmetric,
and frequently the discussion involves both the divergence and the so-called dual divergence
D∗(p, q) = D(q, p).
Every divergence can be associated to a Lagrangian by the canonical mapping:
(71) E (µ)2 3 (q, r) 7→ (q, sq(r)) = (q, w) ∈ SE (µ) ,
where r = ew−Kq(w) · q, that is, w = sq(r). The inverse mapping is the retraction
(72) SE (µ) 3 (q, w) 7→ (q, eq(w)) = (q, r) ∈ E (µ)2 .
As the curve t 7→ eq(tw) has null exponential acceleration, one could say that eq. (72)
defines the exponential mapping of the exponential connection, while eq. (71) defines the so-
called logarithmic mapping. It seems to be more informative to observe that we have here an
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elementary feature of the affine geometry, that is, the equivalence of, on the one side, a couple
of a point and a vector and, on the other side, a couple of points.
The expression in a chart centered at p of the mapping of eq. (72) is affine:
(73)
Sp E (µ)× Sp E (µ)→ E (µ)× E (µ)→ SE (µ) → Sp E (µ)× Sp E (µ)
(u, v) 7→ (ep(u), ep(v)) 7→ (ep(u), sep(u)(ep(v))) 7→
(
u, eUep(u)p (v − u)
)
,
where we have used the computation
sep(u)(ep(v)) = log
ev−Kp(v)
eu−Kp(u)
− Eep(u)
[
log
ev−Kp(v)
eu−Kp(u)
]
= (v − u)− Eep(u) [v − u] .
The correspondence above maps every divergence D into a divergence Lagrangian, and con-
versely,
(74) L(q, w) = D(q, eq(w)) , D(q, r) = L(q, sq(r)) .
Notice that, according to our assumptions on the divergence, the divergence Lagrangian defined
in eq. (74) is non-negative and zero if, and only if, w = 0.
Similarly, every divergence can be associated to a Hamiltonian function on the dual bundle
by the canonical mapping:
(75) E (µ)2 3 (q, r) 7→ (q, ηq(r)) = (q, η) ∈ ∗SE (µ) ,
where r = (1 + η) · q. The inverse mapping is
(76) ∗SE (µ) 3 (q, η) 7→ (q, (1 + η) · q) = (q, r) ∈ E (µ)2 .
The canonical example is the Kullback-Leibler divergence D (q ‖ r), with cumulant Lagrangian
function Kq(w). Accordingly, the dual divergence D (r ‖ q) = Er
[
log rq
]
is naturally associated
to the Hamiltonian function
H(q, η) = E(1+η)·q
[
log
(1 + η)q
q
]
= Eq [(1 + η) log(1 + η)] .
The quadratic Lagrangian 12 〈w,w〉q previously considered gives another example, whose asso-
ciated divergence is 12 Varq
(
log2 rq
)
.
A more general case is the class of the f -divergences, f a smooth convex real function,
Df (r, q) = Eq
[
f
(
r
q
)]
.
The corresponding Lagrangian is
L(q, w) = Eq
[
f
(
q
eq(w)
)]
,
whose expression at p is
Lp(u, v) = Eep(u)
f
 ep(u)
eep(u)
(
eUep(u)p v
)
 = Eep(u) [f (e− eUep(u)p v+Kep(u)(eUep(u)p v))]
Ep
[
eu−Kp(u)f
(
e−v+Kp(u+v)−Kp(u)
)]
,
cf. example 3. Notice that the gradients can be computed in terms of f and f ′.
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We leave the latter case for future work, while focusing for the rest of this paper on the case
of the Kullbac-Leibler divergence. In particular, motivated by our interest in optimization, we
will focus on a family of parametrised Lagrangians of the following standard form,
(77) La,b,c(q, w) = c(a−1Kq(aw)− bf(q)) ,
where a, b, c > 0 and f is a scalar field on E (µ) as, for example, the negative entropy previously
introduced. The Lagrangian above is parameterized in such a way that lima→0 La,b,b
−1
(q, w) =
b−1(dKq(0)[w] − bf(q)) = −f(q). The cumulant term is the scaled Lagrangian (q, w) 7→
a−1Kq(aw) whose divergence function in terms of q and r = eq(w) is
(78)
1
a
logEq
[
exp
(
a
(
log
r
q
− Eq
[
log
r
q
]))]
=
1
a
logEq
[(
r
q
)a]
+ D (q ‖ r)
and the limit for a→ 0 is null. Notice that the first term on the rhs of (78) is proportional to
the a-Re´nyi divergence of r from q [33].
Here, the constant a is intended to introduce a mass effect in the model in such a way that
a = 0 implies that the Lagrangian lost any dependence on the velocity w. We could talk also
of an inertia of the system. Typically, the notion of inertia describes the resistance of any
physical object to any change in its velocity. In our statistical setting, the dynamics of a state
along some direction in the manifold can be interpreted as the result of the balance of a gain of
motion, determined from the descent along some potential function (payoff), against the cost
of motion to changes along a given direction from the given state. In this sense, the Lagrangian
vector field on the statistical manifold consistently minimizes the action of the difference of a
divergence and a potential function.
From an optimization viewpoint, our variational problem corresponds to the minimization of
an objective function, the potential, with a proximity constraint enforced via the kinetic energy
term. The kinetic energy acts as a regulariser for the velocities, leading to faster converging and
more stable optimization algorithms (e.g. Hamiltonian Monte Carlo methods [11], Adam [19],
AdaGrad [13] and RMSprop [38] algorithms, Relativistic Gradient Descent (RGD) algorithms
[12])
Let us derive the Hamiltonian of our standard Lagrangian in eq. (77). If f is a real function
with convex conjugate f∗(η) = supw 〈η, w〉 − f(w), then g(w) = c(a−1f(aw)− b) defines a new
function whose convex conjugate is g∗(η) = c(a−1f∗(c−1η)+b), where the conjugate momentum
η = grade L
a,b,c(q, w) is now a function of the parameters. In the case of a convex function, the
Legendre transform coincides with the convex conjugate on the interior of the proper domain.
In our case, f∗(η) = Eq [(1 + η) log(1 + η)], η > −1, and b = bf(q), so that
(79) Ha,b,c(q, η) = c
(
a−1 Eq
[
(1 + c−1η) log(1 + c−1η)
]
+ bf(q)
)
.
As limc→∞ cEq
[
(1 + c−1η) log(1 + c−1η)
]
= 0, we have limc→∞Ha,c
−1,c(q, η)→ f(q).
We now proceed to compute the relevant natural gradients with proposition 3. We can use
here the computations done in examples 3 and 6. By computing the total differential on the
curve t 7→ (q(t), aw(t)), with the results in example 6, we get
d
dt
Kq(t)(aw(t)) =〈(
eq(t)(aw(t))
q(t)
− 1
)
− aw(t), ?q(t)
〉
q(t)
+
〈(
eq(t)(aw(t))
q(t)
− 1
)
,
D
dt
aw(t)
〉
q(t)
.
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The gradients of the Laplacian (77) are
(80)
gradLa,b,c(q, w) = c
(
a−1
(
eq(aw)
q
− 1
)
− w − b grad f(q)
)
grade L
a,b,c(q, w) = c
(
eq(aw)
q
− 1
)
Now the limit cases are controlled by lima→0
(
eq(aw)
q − 1
)
= 0 and lima→0 a−1
(
eq(aw)
q − 1
)
= w,
so that,
lim
a→0
gradLa,b,b
1
(q, w) = − grad f(q) and lim
a→0
grade L
a,b,c(q, w) = 0 .
The Euler-Lagrange equation is
(81)
D
dt
(
eq(a
?
q(t))
q(t)
− 1
)
= a−1
(
eq(a
?
q(t))
q(t)
− 1
)
− ?q(t)− b grad f(q(t)) .
Let us compute the covariant time-derivative on the lhs using the trick of example 1. We write
χa(t) = eq(a
?
q(t)) and recall we are using the mixture covariant derivative for (χa(t)/q(t)− 1) ∈
∗Sq E (µ). Then the left-hand side of the Euler-Lagrange equation becomes
(82)
D
dt
(
χa(t)
q(t)
− 1
)
= q(t)−1
d
dt
(χa(t)− q(t)) = χa(t)
q(t)
?
χa(t)− ?q(t) = mUq(t)χa(t)
?
χa(t)− ?q(t) ,
where
?
χa(t) =
d
dt
logχa(t) =
d
dt
a
?
q(t)− d
dt
Kq(t)(a
?
q(t)) +
?
q(t) ,
which in turn implies
?
χa(t) =
eUχa(t)q(t) (a
∗∗
q(t) +
?
q(t)) .
so that2
D
dt
(
χa(t)
q(t)
− 1
)
= mUq(t)χa(t)
eUχa(t)q(t) (a
∗∗
q(t) +
?
q(t))− ?q(t) .
The Euler-Lagrange equation becomes an equation in q,
?
q,
∗∗
q,
mUq(t)
eq(t)(a
?
q(t))
eUeq(t)(a
?
q(t))
q(t) (a
∗∗
q(t) +
?
q(t)) = a−1
(
eq(a
?
q(t))
q(t)
− 1
)
− b grad f(q(t)) ,
or, moving the transports to the right-hand side,
(83) a
∗∗
q(t) +
?
q(t) = eUq(t)
eq(t)(a
?
q(t))
mUeq(t)(a
?
q(t))
q(t)
(
a−1
(
eq(t)(a
?
q(t))
q(t)
− 1
)
− b grad f(q(t))
)
,
where the right-hand side could be rewritten with mUχq (χ/q − 1) = 1− q/χ. Notice that the
limit form as a→ 0 is grad f(q(t)) = 0. For example, if f(q) = −H (q), then q(t) = 1.
A similar argument applies to the computation of the gradients of the Hamiltonian (79). The
variation of H(q, η) = Eq [(1 + η) log(1 + η)] on the curve t 7→ (q(t), c−1η(t)) is (cf. example 6)
d
dt
H(q(t), c−1η(t)) =〈
log(1 + c−1η)− Eq
[
log(1 + c−1η)
]− c−1η, ?q(t)〉
q(t)
+〈
D
dt
c−1η(t), log(1 + c−1η)− Eq
[
log(1 + c−1η)
]〉
q(t)
.
2The covariant time derivative can be computed in the chart at p, as showed in appendix C for a,b,c=1. This
is a more lengthy though interesting computation, as it shows the use of the triple moments.
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Substitution gives3
gradHa,b,c(q, η) = c
(
a−1
(
log(1 + c−1η)− Eq
[
log(1 + c−1η)
])− c−1η − b grad f(q))
gradmH
a,b,c(q, η) = a−1
(
log(1 + c−1η)− Eq
[
log(1 + c−1η)
])
The Hamilton equations are
(84)

D
dt
η(t) = −c (a−1 (log(1 + c−1η)− Eq [log(1 + c−1η)])− c−1η − b grad f(q))
?
q(t) = a−1
(
log(1 + c−1η)− Eq
[
log(1 + c−1η)
]) .
Remark 3. There is a way, other than the Hamilton equations, to write a first-order system of
differential equations equivalent to the second-order Euler-Lagrange eq. (83). We have found in
eq. (82) that the Euler-Lagrange eq. (81) can be written as
χa(t)
q(t)
?
χa(t)− ?q(t) = a−1
(
χa(t)
q(t)
− 1
)
− ?q(t)− b grad f(q(t)) ,
which simplifies to
χa(t)
?
χa(t) = a
−1(χa(t)− q(t))− bq(t) grad f(q(t)) ,
and, in turn, provides a remarkably simple system of replicator equations,
(85)

χ˙a(t) = a
−1(χa(t)− q(t))− bq(t) grad f(q(t))
q˙(t) = q(t)
(
log
χa(t)
q(t)
− Eq
[
log
χa(t)
q(t)
])
.
Notice that the vector field is null if, and only if, χa = q and grad f(q) = 0.
6.1. Reduction to ordinary differential equations. We proceed now to express the equa-
tions we have obtained in the ordinary Euclidean space. After computing the transports in the
right-hand side, the Euler-Lagrange eq. (83) becomes
(86) a
∗∗
q(t) +
?
q(t) = a−1
(
e−a
?
q(t)+Kq(t)(a
?
q(t)) − Eq(t)
[
e−a
?
q(t)+Kq(t)(a
?
q(t))
])
−
b
(
e−a
?
q(t)+Kq(t)(a
?
q(t)) grad f(q(t))− Eq(t)
[
e−a
?
q(t)+Kq(t)(a
?
q(t)) grad f(q(t))
])
.
Notice the common constant factor
eKq(t)(a
?
q(t)) = Eq(t)
[
ea
?
q(t)
]
in each term.
There are many ways to rewrite eq. (86) as a system of ordinary differential equations in
R2N .
An immediate option is to introduce the variables q and v =
?
q, in which case the solution
will stay in the Grassmanian manifold
∑
x q(x)v(x) = 0.
It holds ddtq(t) = q(t)v(t). The acceleration is
∗∗
q(t) =
d
dt
v(t)− Eq(t)
[
d
dt
v(t)
]
= v˙(t) + Eq(t)
[
v(t)2
]
.
The left-hand side of eq. (86) becomes
a
(
v˙(t) + Eq(t)
[
v(t)2
])
+ v(t) ,
3Notice that the gradients above could have been computed otherwise using the fact that the two fiber gradient
are inverse of each other.
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while the right-hand side becomes
a−1 Eq(t)
[
eav(t)
] (
e−av(t) − Eq(t)
[
e−av(t)
])
−
bEq(t)
[
eav(t)
] (
e−av(t) grad f(q(t))− Eq(t)
[
e−av(t) grad f(q(t))
])
.
Writing the expected values as sums, we have obtained a system of 2N ordinary differential
equations. The system could be further reduced to 2(N − 1) equations between independent
variables by using une of the possible parametrisations of the Grassmanian manifold.
Example 9. If a = 1 and b = 0, the system is
(87)

d
dt
q(x; t) = q(x; t)v(x; t)
d
dt
v(x; t) = −v(x; t)− 1
N
∑
y
q(y; t) v(y; t)2−
1
N
∑
y
q(y; t) ev(y;t)
(
e−v(x;t) − 1
N
∑
y
q(y; t) e−v(y;t)
) .
Notice that the replicator equations (85) are already differential equations in R2N and the
invariant manifold is the product of two open simplexes.
The Hamiltonian equations (84) form a differential system in the two variables q, η in the
dual statistical bundle, which is an open subset of the Grassmanian manifold.
The solution curve and its derivatives can be expressed in the global space in which the dual
bundle is embedded by,
t 7→ (q(t), η(t)) ∈ ∗SE (µ) ⊂ RΩ × RΩ
D
dt
η(t) =
q˙(t)
q(t)
η(t) + η˙(t)
?
q(t) =
q˙(t)
q(t)
.
Example 10. In the case a = c = 1 and b = 0, the resulting ODE areη˙(x; t) = η(x; t)− (1 + η(x; t))
(
log(1 + η(x; t))− 1N
∑
y q(y; t) log(1 + η(y; t))
)
,
q˙(x; t) = q(x; t)
(
log(1 + η(x; t))− 1N
∑
y q(y; t) log(1 + η(y; t))
)
.
In fig. 2, we plot the solutions of the Lagrangian motion in a convex potential given by the
negative entropy, f(q) = Eq [q], for the quadratic and the KL Kinetic energy.
7. Application to accelerated optimization
As a final example of statistical Lagrangian dynamics, we consider the case of a damped
mass-spring system on the probability space, defined via a time-dependent parametrised KL
Lagrangian.
This choice is motivated by a series of recent interesting results in optimization, where a time-
dependent family of so-called Bregman Lagrangians [39] is introduced to derive a variational
approach to accelerated optimization methods.
While the geometric setting in [39] is a generic Hessian manifold over a convex set in Rd, our
goal is to reproduce such a derivation on the statistical bundle, as to provide a first consistent
description of accelerated optimization on the dually-flat geometry of the exponential manifold.
Recent related work on the accelerated gradient flow for probability distributions can be found
in [37] and in some relevant references therein.
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Figure 2. Projection of the solutions of the Euler-Lagrange equation in the
simplex, for the quadratic (blue, cf. eq. (70)) and the KL (red, cf. eq. (87),
a = b = 1) Lagrangian flows, in a potential given by the negative of the entropy
function on the simplex. In the right panels, both systems show the expected
harmonic oscillating behavior, while generally displaying different trajectories
for the same initial conditions (black cross).
7.1. Damped KL Lagrangian. On the statistical bundle, let us consider a damped La-
grangian given by the difference of time-scaled KL divergence and potential function, multiplied
by an overall time-dependent damping factor,
(88)
L(q, w, t) = eγt
(
eαt D
(
q ‖ eq(e−αtw)
)− eαt+βtf(q))
= eαt+γt
(
Eq
[
log
(
1
exp (e−αtw −Kq(e−αtw))
)]
− eβtf(q)
)
= eαt+γt
(
Kq(e
−αtw)− eβtf(q)
)
.
For each fixed t, the time-dependent Lagrangian above is an instance of the standard La-
grangian eq. (77) with
a = e−αt , b = eαt+βt , c = eγt ,
which reproduces, on the statistical bundle, the time-dependent family of Bregman La-
grangians proposed in [39].
As in [39], we assume αt, βt, γt : I → R to be continuously differentiable functions of time.
The overall damping factor γt is responsible for the dissipative behaviour of the Lagrangian
system; βt provides the potential f with an explicit time dependence; finally, αt defines a
scaling in time of the score velocity.
In our setting, the scaling of the score is associated to a time-dependent lift to the statistical
bundle. In the exponential map, we consider a time-dependent scaling of the shift vector, such
that χ = eq(e
−αtw) and sp(χ) = u + e−αtv ∈ Sp E (µ), with αt : I → R smooth, I ⊂ R open
time interval. With this choice the KL divergence reads
D : I × SE (µ) 3 (q, w, t) 7→ D (q ‖ eq(e−αtw)) ∈ R .
The overall scaling by the inverse factor eαt makes the divergence closed under time-dilation
and leads to a time-reparametrization invariant [35] action
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A(q(τ), t(τ)) =
∫ 1
0
τ˙−1 dτ eαt(τ) eγt(τ)
[
D
(
q(t(τ) |eq(e−αt(τ) ?q(t(τ)) τ˙)
)
− eβt(τ)f(q)
]
=
∫ 1
0
dτ eα˜τ eγτ
[
D
(
q(τ) ‖ eq(e−α˜τ ?q(τ))
)− eβτ f(q)] ,
where we set α˜τ = αt − log (τ˙).
It follows directly from eq. (79) that the Hamiltonian is
(89) H(q, η, t) = eαt+γt
(
Eq
[
(1 + e−γtη) log(1 + e−γtη)
]
+ eβtf(q)
)
.
The gradients of the Lagrangian have been already computed in eq. (80),
gradL(q, w, t) = eγt
(
eαt
(
eq(e
−αtw)
q
− 1
)
− w − eαt+βt grad f(q)
)
grade L(q, w, t) = e
γt
(
eq(e
−αtw)
q
− 1
)
The Euler-Lagrange equation is
D
dt
(
eγt
(
eq(e
−αt ?q(t))
q
− 1
))
= eγt
(
eαt
(
eq(e
−αt ?q(t))
q
− 1
)
− ?q(t)− eαt+βt grad f(q(t))
)
,
or, canceling the factor eγ(t),
(90) γ˙t
(
eq(e
−αt ?q(t))
q
− 1
)
+
D
dt
(
eq(e
−αt ?q(t))
q
− 1
)
=
eαt
(
eq(e
−αt ?q(t))
q(t)
− 1
)
− ?q(t)− eαt+βt grad f(q(t)) .
Let us compute the left-hand side. If we write χ(t) = eq(t)
(
e−αt
?
q(t)
)
, then
D
dt
(
χ(t)
q(t)
− 1
)
=
1
q(t)
d
dt
(χ(t)− q(t)) = χ(t)
q(t)
?
χ(t)− ?q(t) ,
where
?
χ(t) =
d
dt
(
e−αt ?q(t)−Kq(t)(e−αt ?q(t)) + log q(t)
)
=
− α˙te−αt ?q(t) + e−αt d
dt
?
q(t)− d
dt
Kq(t)(e
−αt ?q(t)) + ?q(t) =(
1− α˙te−αt
) ?
q(t) + e−αt∗∗q(t) + e−αt Eq(t)
[
d
dt
?
q(t)
]
− d
dt
Kq(t)(e
−αt ?q(t)) .
It follows that
D
dt
(
χ(t)
q(t)
− 1
)
= mUq(t)χ(t)
eUχ(t)q(t)
((
1− α˙te−αt
) ?
q(t) + e−αt∗∗q(t)
)− ?q(t) ,
and, in turn, the Euler-Lagrange eq. (90) becomes
γ˙t
(
χ(t)
q(t)
− 1
)
+ mUq(t)χ(t)
eUχ(t)q(t)
((
1− α˙te−αt
) ?
q(t) + e−αt∗∗q(t)
)−?q(t) =
eαt
(
χ(t)
q(t)
− 1
)
−
?
q(t)− eαt+βt grad f(q(t)) .
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The equation above can be rearranged to read
e−αt∗∗q(t) +
(
1− α˙te−αt
) ?
q(t) =
(eαt − γ˙t)
(
− q(t)
χ(t)
+ Eq(t)
[
q(t)
χ(t)
])
− eαt+βt
(
q(t)
χ(t)
grad f(q(t))− Eq(t)
[
q(t)
χ(t)
grad f(q(t))
])
We shall now see the Euler-Lagrange equation above as the solution of an optimization prob-
lem on the simplex, where the potential f(q) represents the objective function to be minimized,
with a proximity condition induced by the KL divergence. The explicit time-dependence of the
Lagrangian is the fundamental ingredient in order for the dynamical system to dissipate energy
and relax to a minimum of the potential, hence to a minimum of the objective function.
Example 11. It was shown in [39], that the following so-called ideal scaling conditions
β˙ ≤ eαt
γ˙ = eαt
lead to solutions of the Euler-Lagrange equations which reproduce the vanishing-step-size-
limit trajectories of the accelerated gradient optimization schemes (see also [36, 21, 8]).
As a concrete example for our formalism, we are going to apply the same ideal scaling
conditions to the KL Euler-Lagrange equations on the statistical bundle. This leads to the
simplified equation
(91)
∗∗
q(t) + (eαt − α˙t) ?q(t) = −e2αt+βt
(
q(t)
χ(t)
grad f(q(t))− Eq(t)
[
q(t)
χ(t)
grad f(q(t))
])
Along with [39], we further restrict the parametrised Lagrangian family by the following
choice of parameters, indexed by p > 0,
αt = log p− log t(92)
βt = p log t+ logC
γt = p log t,
where C > 0 is a constant. In [39], for instance, such a parametrisation is associated to
the continuous-time limit of Nesterov’s accelerated mirror descent (when p = 2) and that of
Nesterov’s accelerated cubic-regularized Newton’s method (when p = 3).
For the same system on the bundle, we have
?
q(t) = v(t) such that
(93)
d
dt
q(x; t) = q(x; t)v(x; t) , x ∈ Ω .
we get
(94)
d
dt
v(t) =
∗∗
q(t)− Eq(t)
[
v(t)2
]
= −(eαt − α˙t)v(t)− e
2αt+βt grad f(q(t))
ee
−αtv(t)−Kq(e−αtv(t)) + Eq(t)
[
e2αt+βt grad f(q(t))
ee
−αtv(t)−Kq(e−αtv(t))
]
− Eq(t)
[
v(t)2
]
Then, via (92), we get
d
dt
q(x; t) = q(x; t)v(x; t)
d
dt
v(x; t) = −p+ 1
t
v(t)− Cp
2tp−2 grad f(q(t))
e
t
p
v(t)−Kq( tp v(t))
+
1
N
∑
x
q(x; t)
( Cp2tp−2 grad f(q(t))
e
t
p
v(t)−Kq( tp v(t))
)
+
1
N
∑
x
q(x; t) v(x; t)2 x ∈ Ω .
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Figure 3. Projection in the simplex of the solution of the Euler-Lagrange equa-
tion for the damped KL Lagrangian in eq. (88), under the ideal scaling condition,
with the specific choice of parametrization given in (92) (with p = 2, C = 0.5).
On the right panel, we see how the components of the probability oscillate to-
ward the optimal value which minimize the potential. Accordingly, the velocities
oscillate toward their vanishing expected value.
The behaviour of the solutions of the Lagrangian system above (for p = 2, C = 0.5 is depicted
on the plot in fig. 3.
7.2. Damped KL Hamiltonian. The momentum corresponding to the damped KL Lagrangian
is given by
(95) η = eγt
(
eq(e
−αt w)
q
− 1
)
∈ I × ∗Sq E (µ) ,
corresponding to a time-dependent damping of the mechanic momentum associated to the free
KL Lagrangian
L(q, w, t) = eαt D
(
q ‖ eq(e−αt w)
)
.
Now, for (1 + e−γt η)q = eq(e−αt w), we can use the exponential chart at q to easily invert the
Legendre transform and solve for the velocity w. We have
w(η) = (gradLq)
−1(η) = eαt sq((1 + e−γt η) q)
= eαt
(
log(1 + e−γt η)− Eq
[
log(1 + e−γt η)
] )
.
Thereby, we can write the KL Hamiltonian as
H(q, η, t) = eαt
〈
η,
(
log(1 + e−γt η)− Eq
[
log(1 + e−γt η)
] )〉
q
+
− eαt+γt Kq
(
log(1 + e−γt η)− Eq
[
log(1 + e−γt η)
] )
+ eαt+βt+γtf(q)
= eαt+γt
(
Eq
[
e−γt η
(
log(1 + e−γt η)− Eq
[
log(1 + e−γt η)
] )]
+
−Kq
(
log(1 + e−γt η)− Eq
[
log(1 + e−γt η)
] ))
+ eαt+βt+γtf(q)
= eαt+γt
(
Eq
[
(1 + e−γt η) log(1 + e−γt η)
]
+ eβtf(q)
)
= eαt+γt
(
D
(
eq(e
−αtw) ‖ q)+ eβtf(q)) ,
as presented in (89).
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Figure 4. Projection in the simplex of the solution of the damped KL Hamil-
tonian system in eq. (96). We use same ideal scaling condition, parametrization
(p = 2, C = 0.5), and initial conditions of the Lagrangian system in fig. 3. On the
right panel, we see that the damping of the probability densities is faster than
the one shown by the KL Lagrangian system. The momenta oscillate toward
their vanishing expected value, but they seem to tend to a finite amplitude.
Remark 4. In classical mechanics, we normally identify the Hamiltonian with the total energy
of the system, given by the sum of the kinetic and potential energy. In facts, the kinetic energy
is the conjugate to the Lagrangian kinetic energy. This is apparent in the generalised case of the
KL, where the symmetry of the standard quadratic form is generalised to a conjugacy relation
with respect to the dual pairing. In the finite dimensional case, where the statistical bundle
coincides with the dual statistical bundle, the mechanic interpretation is then preserved.
The Hamilton equations reads
(96)

D
dt
η = eαt η − eαt+γt (log(1 + e−γt η))− Eq(t) [log(1 + e−γt η))])− eγt+αt+βt grad f(q)
?
q(t) = eαt
(
log(1 + e−γt η)− Eq(t)
[
log(1 + e−γt η)
])
.
Given
D
dt
η(t) =
q˙(t)
q(t)
η(t) + η˙(t) =
?
q(t) η(t) + η˙(t) ,
we get a system of first order equations
(97){
η˙(t) = eαt η − eαt+γt (1 + e−γt η) (log(1 + e−γt η))− Eq(t) [log(1 + e−γt η))])− eγt+αt+βt grad f(q)
q˙(t) = eαt q(t)
(
log(1 + e−γt η)− Eq(t)
[
log(1 + e−γt η)
])
.
Remark 5. It is interesting to note that the momentum derived from the parametric Lagrangian
in (88) (a generalization of the Kanai–Caldirola Lagrangian (see e.g.[10, 17]) is nothing but
the mechanic conjugate momentum to q(t), defined in example 6 for the undamped system,
multiplied by a scaling factor eγt . In fact, despite giving the correct equation of motion for the
damped harmonic oscillator, a Lagrangian of the type
L = eγt (T − V )
has been shown to rather describe a harmonic oscillator with variable mass [16]. This is an
interesting perspective to be explored for understanding the role of inertia and acceleration in
the momentum approaches for optimization.
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Figure 5. A toy example of optimization on the statistical bundle. The plot
provides a comparison of the convergence rates to the minimum of the shifted
negative entropy potential f(q), for the damped KL Lagrangian (blue) and
Hamiltonian (orange) flows on the simplex. We see that the KL Hamiltonian
flow appears to be sensibly faster than the Lagrangian one.
Remark 6. In our case, we see that the system in (97) can be easily rewritten in terms of the
mechanic momentum η¯ =
(
eq(e−αt w)
q − 1
)
. For η = eγt η¯, we have η˙ = eγt (γ˙t η¯ + ˙¯ηm), hence
(98)
{
˙¯η(t) = (eαt − γ˙t) η¯ − eαt (1 + η¯)
(
log(1 + η¯))− Eq(t) [log(1 + η¯))]
)− eαt+βt grad f(q)
q˙(t) = eαt q(t)
(
log(1 + η¯)− Eq(t) [log(1 + η¯)]
)
.
Notice that the ideal scaling condition γ˙t = e
αt [39] in this case leads to a cancellation of the
dissipative term in the Hamilton equations (98).
8. Discussion
This paper has the character of a first full analysis of a new formalism to be of interest in
the study of the evolution of probability densities on a finite sample space.
We believe we were able to show convincingly that a fully non-parametric presentation of the
Lagrangian and Hamiltonian dynamics is feasible on the statistical bundle. Our version of the
mechanical formalism applies to a set up that is different from the standard one. Namely, it
acts on that specific version of the tangent bundle of the open probability simplex that has the
most natural interpretation in terms of statistical quantities.
All the underlying mechanical concepts, such as velocity, parallel transport, accelerations,
second-order equations, oscillation, damping, receive a specific statistical interpretation and
are, in some cases, related with non-mechanical features, such as a divergence. Several simple
examples illustrate the numerical implementation and graphical illustration of the results, which
are both important in statistical and machine learning applications, as well as for a deeper
understanding of accelerated methods (see e.g. fig. 5) and the construction of new geometric
discretization schemes for optimization algorithms (cf. [40, 4]).
The use of formal mechanical concepts in statistical modelling has been unusual in the applied
literature, and we believe this paper could prompt for a change of perspective. On the other side,
the non-parametric treatment clearly shows the relation with the modelling used in Statistical
Physics that is, Boltzmann-Gibbs theory.
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The case of a generic exponential family is obtained by considering the vector space generated
by the constant 1 and a finite set of sufficient statistics, B = Span (1, u1, . . . , un). In this case
the fibers are Bp = {u ∈ B |Ep [u] = 0}. The exponential transport acts properly, while the
mixture transport is computed as〈
η, eUqpw
〉
q
=
〈
Πp
mUpqη, w
〉
p
,
where Πp is the L
2(p) orthogonal projection onto Bp.
As a further direction for future research, the dynamical system induced by the Hamilton
equations on the dual bundle suggests the study of the measures on the statistical bundle and
their evolution. The consideration of such measures provides an interesting extension of the
Bayes paradigm in that there is a probability measure on the simplex and a transition to a
measure on the fiber.
Finally, future work should consider the extension of the statistical bundle mechanics to the
continuous state space, which requires the definition of a proper functional set-up. One option
would be to model the fibers of the statistical bundle with an exponential Orlicz space. In such
a case, the fibers of the dual statistical bundle should be modeled as the pre-dual space. Many
other options are available, in particular, Orlicz-Sobolev Banach spaces, or Fre`chet spaces of
infinitely differentiable densities.
An extension to the continuous state space and to arbitrary exponential families would al-
low a broad application of the information geometric formalism for accelerated methods to the
optimization over statistical models, in particular in large dimensions. Three examples of such
applications are the optimization of functions defined over the cone of the positive definite ma-
trices, the minimization of a loss function for the training of neural networks, and the stochastic
relaxation of functions defined over the sample space.
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Appendix A. Covering
The expression in the chart centered at p of the Lagrangian in example 5 follows from eq. (19),
(99) Lp(u, v) =
m
2
〈
eUep(u)p v, eU
ep(u)
p v
〉
ep(u)
=
m
2
d2Kp(u)[v, v] ,
where q = ep(u) and w =
eUqpv.
The derivative of Lp(u, v) in the direction (h, k) is
(100) dLp(u, v)[(h, k)] =
m
2
d3Kp(u)[v, v, h] +md
2Kp(u)[v, k] =
m
2
Eq
[
w2 eUqph
]
+mEq
[
w eUqpk
]
=
m
2
〈
w2 − Eq
[
w2
]
, eUqpu
〉
q
+m
〈
w, eUqpk
〉
q
.
The component of the natural gradient are
gradL(q, w) =
m
2
(w2 − Eq
[
w2
]
) , grade L(q, w) = mw .
With w(t) =
?
q(t), Euler-Lagrange equation is
D
dt
?
q(t) =
1
2
(
?
q(t)
2 − Eq(t)
[
?
q(t)
2
])
.
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Notice that the
?
q(t)2 − Eq(t)
[
?
q(t)
2
]
belongs to the fiber ∗Sq(t) E (µ) of the dual bundle.
Let us express this equation as a system of second order ODEs. By recalling that here D/dt
is the dual (mixture) covariant derivative, we find that
q¨(t)
q(t)
=
1
2
(
q˙(t)
q(t)
)2
− 1
2
Eq(t)
[(
q˙(t)
q(t)
)2]
.
If Ω = {1, . . . , N}, this is a system of N 2nd order ODE,4
q¨(j; t) =
q˙(j; t)2
2q(j; t)
− q(j; t)
2N
N∑
i=1
q˙(i; t)2
q(i; t)
, j = 1, . . . , N .
There is a closed form solution. In fact the solution is the image of the Riemannian expo-
nential on the sphere of radius 1 by a proper transformation.
The mapping
SE (µ) (q, w) 7→ ((q/N)1/2, (q/N)1/2w) = (α, β) ∈ TS1 ,
where TS1 is the unit sphere is well defined, is 1-to-1 onto the positive quadrant, and preserves
the respective metrics.5
The exponential mapping on the Riemannian manifold S1 is given by the geodesic defined
for each (α, β) ∈ TS1 by
α(t) = cos(‖β‖ t)α+ ‖β‖−1 sin(‖β‖ t)β .
We have α(0) = α,
‖α(t)‖2 = cos2(‖β‖2 t) + ‖β‖−2 ‖β‖2 sin2(‖β‖2 t) = 1 ,
α˙(t) = −‖β‖ sin(‖β‖ t)α+ cos(‖β‖ t)β , α˙(0) = β ,
α˙(t) · α(t) = −‖β‖ cos(‖β‖ t) sin(‖β‖ t)α · α+ ‖β‖−1 sin(‖β‖ t) cos(‖β‖ t)β · β = 0 ,
‖α˙(t)‖2 = ‖β‖2 sin2(‖β‖ t) ‖α‖2 + cos2(‖β‖ t) ‖β‖2 = ‖β‖2 .
We leave out the check it is a geodesic.
4A second option is to take as an indeterminate `(t) = log q(t). It follows that
˙`(t) =
?
q(t) and
D
dt
?
q(t) = ¨`(t) + ˙`(t)2 ,
and the equation becomes
¨`(j; t) = −1
2
˙`(j; t)2 − 1
2N
N∑
i=1
e`(i;t) ˙`(i; t)2 .
5In fact,
TS1+ 3 (α, β) 7→ (Nα2, α−1β) ∈ SE (µ) ,∑
x
α2(x) =
∑
x
q(x)
1
N
= 1 ,
∑
x
α(x)β(x) =
∑
x
w(x)q(x)
1
N
= Eq [w] = 0 ,
∑
x
β1(x)β2(x) =
∑
x
w1(x)w2(x)q(x)
1
N
= 〈w1, w2〉q
Notice that this is not the Amari’s embedding that maps T∆◦ onto TS1, see the discussion in section 2.2.
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Given (q, w) ∈ SE (µ), let us apply the isometric transformation, and define
q(t) =
N
(
cos(
∥∥∥(q/N)1/2w∥∥∥ t)(q/N)1/2 + ∥∥∥(q/N)1/2w∥∥∥−1 sin(∥∥∥(q/N)1/2w∥∥∥ t)(q/N)1/2w)2 =
q
(
cos(σ(w)t) + σ(w)−1 sin(σ(w)t)w
)2
,
with
σ(w) =
∥∥∥(q/N)1/2w∥∥∥ = √∑
x
w(x)q(x)
1
N
=
√
Eq [w2] .
We assume that t ∈ I and q(t) > 0. Let us compute the velocity and the acceleration of
t 7→ q(t). It holds q(0) = q and
?
q(t) =
2(w cos(σt)− σ sin(σt))
σ−1w sin(σt) + cos(σt)
?
q(t)2 =
4(w cos(σt)− σ sin(σt))2
(σ−1w sin(σt) + cos(σt))2
q¨(t)/q(t) = −2σ
2
((
σ2 − w2) cos(2σt) + 2σw sin(2σt))
(σ cos(σt) + w sin(σt))2
q¨(t)
q(t)
− 1
2
?
q(t)2 = −2σ−2
?
q(t)2q(t) = 4q(w cos(σt)− σ sin(σt))2
It follows that the Riemannian acceleration on the Hilbert bundle is null.
Appendix B. Entropy flow
We compute the natural gradient of the entropy H (q) = −Eq [log q] by using the Hessian
formalism. Notice that, by definition, log q +H (q) ∈ Sq E (µ).
If
(101) t 7→ q(t) = ev(t)−Kp(v(t)) · p , v(t) = sp(q(t)) ,
is a smooth curve in E (µ) expressed in the chart centered at p, then we can write
(102) H (q(t)) = −Eq(t) [v(t)−Kp(v(t)) + log p] =
Kp(v(t))− Eq(t) [v(t) + log p+H (p)] +H (p) =
Kp(v(t))− dKp(v(t))[v(t) + log p+H (p)] +H (p) ,
where the argument v(t) + log p+H (p) of the expectation belongs to the fiber SP E (µ) and we
have expressed the expected value as a derivative by using Eq (17).
By using Eq (17) and Eq (19), we see that the derivative of the entropy along the given curve
is
d
dt
H (q(t)) = d
dt
Kp(v(t))− d
dt
dKp(v(t))[v(t) + log p+H (p)] =
dKp(v(t))[v˙(t)]− d2Kp(v(t))[v(t) + log p+H (p) , v˙(t)]− dKp(v(t))[v˙(t)] =
− Eq(t)
[
eUq(t)p (v(t) + log p+H (p)) eUq(t)p v˙(t)
]
.
We use then the identities
v(t) + log p+H (p) = log q(t) +Kp(v(t)) +H (p) ,(103)
eUq(t)p (log q(t) +Kp(v(t)) +H (p)) = log q(t) +H (q(t)) ,(104)
eUq(t)P v˙(t) =
?
q(t) ,(105)
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to obtain
(106)
d
dt
H (q(t)) = −〈log q(t) +H (q(t)) , ?q(t)〉q(t) .
Hence, we can identify the gradient of the entropy in the statistical bundle with
(107) gradH (Q) = −(logQ+H (Q)) .
Notice that the previous computation could have been done using the exponential family q(t) =
ep(tv).
The integral curves of the gradient flow equation
(108)
?
q(t) = gradH (q(t))
are exponential families of the form q(t) ∝ q(0)e−t . In fact, if
(109)
d
dt
log q(t) = −(log q(t) +H (q(t))
then clearly H (q(t)) is constant and the equation reduces to an elementary differential equation.
See [27] for more details.
Appendix C. Covariant time-derivative of the KL Legendre transform
We report here the explicit calculation of the covariant time derivative
D
dt
(
e
?
q(t)−Kq(t)(?q(t)) − 1
)
,
via the expression of grad1Kq(w) in the p-chart, contracted with in the direction u˙ ∈ Sp E (µ).
The calculation gives an explicit example of the formalism adopted in dealing with a triple
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covariace. We have
d
dt
〈
e
?
q(t)−Kq(?q(t)) − 1, eUq(t)p u˙
〉
q(t)
=
d
dt
(
dKp(u(t) + v(t))[u˙]− dKp(u(t))[u˙]
)
= d2Kp(u(t) + v(t))[u˙,
d
dt
u(t)] + d2Kp(u(t) + v(t))[u˙,
d
dt
v(t)]− d2Kp(u(t))[u˙, d
dt
u(t)]
= Eep(u(t)+v(t))
[
eUep(u(t)+v(t))p u˙ eU
ep(u(t)+v(t))
p
( d
dt
u(t) +
d
dt
v(t)
)]
−
〈
eUq(t)p u˙ , eUq(t)p
d
dt
u(t)
〉
q(t)
= Eep(u(t))
[
eUep(u(t))ep(u(t)+v(t)) ◦
eUep(u(t)+v(t))p u˙ mU
ep(u(t))
ep(u(t)+v(t))
◦ eUep(u(t)+v(t))p
( d
dt
u(t) +
d
dt
v(t)
)]
−
〈
eUq(t)p u˙, eUq(t)p
d
dt
u(t)
〉
q(t)
= Eep(u(t))
[
eUep(u(t))p u˙ mU
ep(u(t))
ep(u(t)+v(t))
◦ eUep(u(t)+v(t))p
( d
dt
u(t) +
d
dt
v(t)
)]
−
〈
eUq(t)p u˙, eUq(t)p
d
dt
u(t)
〉
q(t)
=
〈
eUep(u(t))p u˙ ,mU
ep(u(t))
ep(u(t)+v(t))
◦ eUep(u(t)+v(t))p
( d
dt
u(t) +
d
dt
v(t)
)〉
q(t)
−
〈
eUq(t)p u˙ , eUq(t)p
d
dt
u(t)
〉
q(t)
=
〈
eUep(u(t))p u˙ ,mU
ep(u(t))
ep(u(t)+v(t))
◦ eUep(u(t)+v(t))ep(u(t)) ◦
eUep(u(t))p
( d
dt
u(t) +
d
dt
v(t)
)〉
q(t)
−
〈
eUq(t)p u˙ , eUq(t)p
d
dt
u(t)
〉
q(t)
=
〈
eUep(u(t))p u˙ ,mU
ep(u(t))
ep(u(t)+v(t))
◦ eUep(u(t)+v(t))ep(u(t))
(
?
q(t) +
∗∗
q(t)
)〉
q(t)
−
〈
eUep(u(t))p u˙ , ?q(t)
〉
q(t)
We have
mUep(u(t))ep(u(t)+v(t)) ◦
eUep(u(t)+v(t))ep(u(t))
(
?
q(t) +
∗∗
q(t)
)
= mUep(u(t))ep(u(t)+v(t))
(
?
q(t) +
∗∗
q(t)− Eep(u(t)+v(t)) [ ?q(t) + ∗∗q(t)]
)
=
ep(u(t) + v(t))
ep(u(t))
(
?
q(t) +
∗∗
q(t) − Eep(u(t)+v(t)) [ ?q(t) + ∗∗q(t)]
)
Hence, eventually, we get
D
dt
(
e
?
q(t)−Kq(t)(?q(t)) − 1
)
=
ep(u(t) + v(t))
ep(u(t))
(
?
q(t) +
∗∗
q(t)− Eep(u(t)+v(t)) [ ?q(t) + ∗∗q(t)]
)
.
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