ABSTRACT Spread spectrum is a technique introduced for mitigating electromagnetic interference (EMI) problems in many class of circuits. In this paper, with particular emphasis on switching DC/DC converters, we consider the most common and most efficient known spreading techniques, looking for spreading parameters that ensure the highest EMI reduction and the lowest performance reduction in the circuit where the spreading is applied. The result is an interesting tradeoff not only between EMI reduction and performance drop, but also on the EMI reduction itself when considering different EMI victim models. The proposed analysis is supported by measurements on two switching DC/DC converters: 1) based on pulsewidth modulation and 2) based on the resonant converter class.
I. INTRODUCTION
With the term electromagnetic interference (EMI) we usually refer to any unintentional power transfer between a source (circuit/system) and a victim (circuit/system), either being radiated (i.e., propagated through space) or conducted (i.e., propagated through a grounding, power or signal conductor).
EMI has always been an issue in electrical devices. In the early years of (analog) electronics the main concern was the generation of disturbances in the victim. Analog TV systems, for example, have been developed with a 50 Hz or 60 Hz frame-rate in order to minimize the flickering effect due to interference coming from nearby 50/60 Hz AC devices.
With today (digital) electronics, EMI-related problems have received considerable attention, as proven by the presence of many international regulations [1] , [2] aiming to impose/guarantee the electromagnetic compatibility (EMC) of any electronic device. According to these regulations, EMC is linked with: i) the ability to fit the power spectrum of any interfering signal radiated/conducted by a circuit/system under a prescribed mask; ii) the ability of a circuit/system to withstand incoming electromagnetic interference at a given level. In other words, any electronic equipment must not generate EMI above a tolerable level, and must be not susceptible to EMI if below a tolerable level. With respect to this, it is worth stressing that the role of EMI sources is not limited anymore to high power circuits and transmission power lines, but all (digital) circuits are characterized by a non-negligible switching activity with relevant EMI emissions. At the same time, digital logic is susceptible to interference, which can compromise signal integrity and even generate out-of-service conditions.
Classic and general purposes approaches for EMI reduction aim at reducing the coupling between source and victim with shielding [3] (for radiated emissions) or filtering [4] , [5] (for conducted emissions). Nevertheless, in many situations these approaches cannot be employed, and ad-hoc solutions are required. For example, in many mixed-mode or system-on-a-chip circuits, the source and the victim circuits belong to the same integrated circuit [6] - [8] . In this case, layout strategies have been proposed to mitigate the EMI problem [9] , [10] . More specific solutions are, however, related to the particular applications.
We here concentrate on the solution first proposed in early '90s [11] , [12] and known as dithering, or spread spectrum clocking, which has attracted increasing attention since its proposal. This technique can be applied to any circuit showing a non-negligible switching activity, such as digital circuits and switching power converters.
In this paper, we focus on the application of spread spectrum techniques to switching power converters, which are particularly important since they are ubiquitously adopted thanks to their high efficiency. They found several applications as DC/DC converters in low-power portable devices [13] , as AC motor inverters [14] - [16] and in power-factor control units [17] . Unfortunately, they are a preeminent source of EMI due to their high-power commutations that generate large amplitude interferences [18] . Even if these techniques find applications also in medium-and high-power converters [14] - [17] we concentrate on low-power ones (i.e., mW to few W), due to their ubiquitous adoption in today electronic systems.
Ad-hoc solutions for EMI reductions in this class of circuits include avoiding sharp transients by a proper snubbers design [19] - [22] , or reducing the antenna factor with a clever routing of high-power lines [23] , [24] . These solutions aim to reduce the actual EMI emitted power and are quite efficient in particular at high frequencies, while the effectiveness at low frequencies may be limited. Conversely, spread spectrum techniques aim to alter the shape of conducted/radiated interfering power spectrum, reducing the level of the peak components as required by international regulations [1] , [2] . The main idea grounding this technique is the introduction of a controlled jitter in the timing signal controlling the converter to avoid the perfect periodic behavior of all waveforms in the circuit, thus spreading the power of their spectral components over a bandwidth which depends on the jitter characteristics. Interestingly, this EMI reduction approach can be considered as an additional and complementary methodology with respect to classical ones mentioned above.
In recent years spread spectrum techniques have been used in many applications, ranging from class D amplifiers [25] - [28] to microprocessor clock generators [29] , [30] , electronic ballasts [31] , and LCD display panels [32] . It has been also adopted in some recent communication protocols like Serial ATA [33] - [39] , Display Port [40] and PCI Express [41] . Many general-purposes commercial clock generators with spread-spectrum capabilities are also available on the market [42] - [45] .
The applications of spread spectrum techniques in DC/DC switching converters is also a widely studied topic [46] - [52] , and even in this case several commercial product are already available [53] , [54] .
In this paper we are interested in two aspects of the application of the spread spectrum techniques to DC/DC converters. The first one is the optimization of EMI reduction. Despite the fact that this topic appears trivial, EMI measured level strongly depends on the measurements setting [55] . Many works developed their optimization strategy based on the theoretically computed EMI power spectrum [46] , [49] , [50] , [56] . Only in a few recent papers [55] , [57] - [59] optimization according to the setting imposed by regulations [60] - [62] has been considered. In this paper we propose a few suggestions to optimize EMI reduction accordingly to the EMI victim circuit point of view.
The second aspect we are interested in is given by the consequences of the spreading accordingly to the source point of view. EMI reduction via spread spectrum is always achieved at the cost of performance reduction. For example, it is known that spread spectrum in switching DC/DC converters generates a small increment in the output voltage ripple [55] , [63] . However, this and similar aspects have rarely been considered in a spread spectrum system design.
With this purpose in mind, we first present in Sec. II a survey on spreading techniques proposed for and applied to switching power converters. Then, in Sec. III we report some considerations on how to model the EMI victim circuit and whether international regulations fit this model or not. Hence, in Sec IV we try to identify which parameters ensure the optimal trade-off between effective EMI reduction and DC/DC converter performance degradation. Then, in Sec. V EMI measurements on two different DC/DC switching power circuits are provided to support our analysis: the first one is a pulse-width modulated (PWM) based boost converter (class-D), while the second one is a resonant converter (class-E). Finally, we draw the conclusion.
II. SPREADING TECHNIQUES: THE EMI SOURCE POINT OF VIEW
EMC regulations require that the interfering signal power spectrum fits below a predetermined mask, i.e., that its peak level does not exceed a given value [1] , [2] . According to this point of view, any digital circuit or switching power converter is a potential EMI source, due to the narrow-band characteristic of the spectrum of their typical signals (including those responsible for EMI), for which energy is mainly located around a fundamental tone and its harmonics. Spreading techniques aim to increase the EMC of these circuits by lowering the power spectrum peak value of an interfering signal at the cost of adding additional spectrum components to it. This is achieved by introducing a controlled jitter in the reference timing signal (i.e., the clock), i.e., by changing the instantaneous working frequency. The result is a modification of all signals synchronous with the reference clock, altering their conducted/radiated power spectrum. In other words, these techniques aim to turn narrow-band interference into a (usually more tolerated) background EMI noise. This is sketched in Fig. 1 .
Since their conception, spreading techniques have been criticized since, according to some contributions, they do not actually reduce disturbances in a potential victim, but simply transfer interfering energy in a different bandwidth. One of the aim of this contribution is to address this issue and clearly explain in which conditions spread spectrum techniques offer significant advantages in EMI reduction. To do so, we also report a summary of the spreading techniques proposed in the literature and, differently to what is typical in most contributions we develop our consideration not only with respect to EMI but also taking into account all the consequences of the introduction of spreading in the overall circuits/system behavior. As an example, reducing the time between two clock instants in a digital circuit reduces also the time available for computation. Since this has to be avoided, in almost all digital circuit only a downspread approach is allowed, i.e., the jitter can only increase the time between two clock instants. In other words, the instantaneous working frequency can only be reduced (see Fig. 1(a) ). On the contrary, in switching DC/DC converters increasing the instantaneous working frequency is usually not an issue, and a centerspread approach as depicted in Fig. 1(b) is preferred.
FIGURE 2.
Classic approach for spreading a sinusoidal tone based on frequency modulation using a generic driving signal ξ (t ).
A. SPREADING BY FREQUENCY MODULATION OF TIMING SIGNALS
The most common way to achieve spread spectrum is by means of frequency modulation (FM) of the reference timing signal as schematized in Fig. 2 . More formally, let us define s(t) as the center-spread modulation of a simple sinusoidal tone
where f c is the carrier frequency, f is the frequency deviation and −1 ≤ ξ (t) ≤ 1 is the (normalized) driving signal. The power of s(t) is unchanged with respect to the unmodulated signal power and equal to A 0 2 /2, and it is approximately spread [64] 
Roughly speaking, in a frequency modulation of a sinusoidal tone we are changing the instantaneous signal frequency from f c − f (when ξ (t) = −1) to f c + f (when ξ (t) = 1) linearly with ξ (t). When taking into account a more complex periodic signal (such as a clock or even the current waveform in a switching power converter inductor once steady state is achieved) applying FM is equivalent to apply (1) to each signal harmonic, with the only difference that the nth harmonic is spread within a bandwidth of amplitude 2n f [64] .
Of course, the actual shape of the spectrum of s(t) depends on the modulation parameters, i.e., f and ξ (t). When ξ (t) is a periodic function with period T , the spectrum of s(t) is discrete, with components located at f c ± k/T , k ∈ Z. Assuming a fast modulation, i.e., when T is short with respect to 1/ f or, more precisely, when the modulation index m = f ·T is small, only a few among these components 1 are significant in reducing EMI. Conversely, when we deal with a slow modulation, i.e., m is large, the (discrete) spectrum of s(t) has many components very close the each other that can be assumed to be continuous in the Carson's bandwidth. This is the preferred situation for EMI reduction, since the shape of the spectrum is almost independent of the resolution of the measurement instrument.
It is worth stressing that a truly continuous power spectrum is obtained only with a non-periodic ξ (t) such as that obtained using a true random generator. A pseudorandombased generation of ξ (t) is indeed a very good approximation, producing a the spectrum that, despite being actually discrete 2 presents components so close in frequency that would be almost impossible to distinguish between them in any practical measurement setting.
B. SHAPING THE SPECTRUM
How different ξ (t) driving signals result in different s(t) spectrum shape is sketched in Fig. 3 and can be described as follows.
The top plots correspond to the first spread spectrum system proposed by Lin et al. in 1994 [11] by modifying a simple, commercial PWM generator to achieve a sinusoidal modulation, i.e., ξ (t) is a sinusoid. This approach is very simple from a circuital point of view, but also results in nonoptimized performances in terms of EMI reduction, due to the presence of two peaks at both ends of Carson's bandwidth (f 0 − f and f 0 + f ). This is due to the fact that the power in the spectrum of the modulated signal concentrates at those frequencies corresponding to points of the modulating waveform where the time derivative is small, while it is reduced where the time derivative of the modulating waveform is large [65] . The effect, assuming a slow modulation, is an ''u''-shaped continuous spectrum, similar to what depicted in the top-right plot of Fig. 3 .
A better solution, proposed by Hardin et al. [12] exploits a cubic waveform ξ (t), also known as Hershey-Kiss profile. The basic idea underlying this approach is to increase the time derivative of ξ (t) around points corresponding to the peak values in the spectrum, and to decrease it where the power spectrum density level is low. As a consequence, ξ (t) is a suitably distorted triangular waveform, whose time derivative is almost flat, with a small decrease around both ends of Carson's bandwidth to compensate peaks generated by some second-order effects. This solution ensures, under the assumption of a slow modulation (second plots from top in Fig. 3 ), a well-optimized EMI emission, and has been patented [30] , used in some commercial devices [43] , and considered in a few scientific literature works [66] - [68] . Nevertheless, its complexity is quite high, and a look-up table or a complex distortion circuit is commonly required to generate the required profile.
For the aforementioned reason, the most common approach in spread spectrum application is using a triangular ξ (t) waveform. In other words, this approach ensures a flat time derivative profile, while small peaks generated by second-order effects around both ends of Carson's bandwidth (see third plots from top in Fig. 3 ) are tolerated and counterbalanced by the low complexity required to generate a waveform with a triangular profile (in particular in the digital domain, where an up/down counter is enough). This approach is in fact the most common one [29] , [37] , [69] . The main drawback, already mentioned by Hardin et al. in [12] , is that if the triangular frequency is in the audible bandwidth, then an annoying whistle can be perceived during the circuit operation. For this reason, all commercial devices and standard protocols [30] , [33] , [40] , [41] impose a triangular frequency immediately out of the audible bandwidth, and usually in the range 30-33 kHz. For a typical application, this value ensures a quite large modulation index m, justifying the continuous spectrum approximation of Fig. 3 .
The solution corresponding to the bottom plots of Fig. 3 has been first proposed in [70] and then theoretically developed in detail in [56] , and considers a pulse-amplitude modulated (PAM) spreading signal
where
is the normalized rectangular pulse g (τ ) = 1, 0 < τ < 1 and 0 elsewhere, and T is the duration of the pulse. In order to distinguish between slow and fast modulations, we define a modulation index m = f · T exactly as in the previous cases.
In particular, results proposed in [56] are applied to a random PAM signal, i.e., where the {x k } sequence is randomly generated, and allow to get any desired spectrum shape under the two assumptions: i) a slow modulation is considered; and ii) we are able to generate {x k } with prescribed statistical properties. This approach has two main advantages:
• by employing a random sequence {x k } k = 0, 1, . . . , the resulting EMI spectrum is a continuous one, allowing a spectral shape that is actually independent of the measurement setting;
• the frequency 1/T is not constrained to be out of the audible bandwidth, since a random {x k } generate (white or colored) noise. This paves the way for additional optimization options [59] . Of course, in any practical circuit implementation, the required ideal random source can only be obtained with some approximation [71] - [73] . Several solutions have been proposed to this extent, each with different pros and cons. In [56] authors suggest to generate {x k } with a properly designed chaotic map [74] , [75] , i.e., an analog circuit implementing the update function
The advantage of this approach is that it is relatively easy to shape the spectrum of the modulated timing signal (and of the interference) by suitably modifying M [75] , [76] .
Other approaches adopt a PAM ξ (t), but prefer a simpler even if less versatile solution for the generation of the sequence {x k }. A common solution [45] , [77] , [78] is to use a digital pseudo-random bit generator (PRBG), thus achieving a power spectrum which is discrete but close enough to a continuous one. In the commercial solution [45] a 9-bit PRBG and a 9-bit digital-to-analog converter (DAC) approximate a continuous {x k }. A completely different solution can be found in recent works in the literature, which propose to use symbols x k belonging to a restricted discrete set, and which is straightforwardly obtained by means of a simple finite-state machine. In [79] authors proposed a binary PAM modulation, i.e., {x k } is a random sequence where symbols can assume only the two values x k ∈ {−1, 1}. Interestingly, this ensure the highest EMI reduction with respect to any known approach, but limited to the first harmonic only, and constrained to a fast modulation with m = 0.318. Pareschi et al. [59] present a 16-level PAM, generated with a 4-bit finite-state machine implementing a permutation of the first 16 natural numbers, and converted into a ξ (t) with a simple a 4-bit DAC. Even the limited number of level considered allowed to optimize EMI reduction in a realistic measurement setting.
C. OTHER SPREADING APPROACHES
Even if the modulation approach of Fig. 2 is the most commonly used, many other spreading techniques have been proposed in the literature.
Among them, it is worth mentioning the randomized PWM introduced, to the best of authors' knowledge, in [80] . Actually, different techniques are known with the terms ''randomized PWM''. All of them introduce a modification to the PWM waveform such as the period, the duty cycle D or the pulse delay, randomly changing it each time step. An overview of all these different approaches can be found in [81] .
For example, in [82] a period modulation has been proposed, where the switching period of the DC/DC converter is randomly changed while the instantaneous duty-cycle is set by the PWM. In [51] and [52] authors propose to keep the switching period unchanged, and to randomly change the instantaneous value of D among a few fixed values. The random process selecting the instantaneous value of the duty cycle should impose an average D to set the output voltage to the desired level.
It is also known [83] that, when DC/DC converters are operating in hysteretic mode, i.e., when an external clock signal is not provided and the system is ''free-running,'', the converter can exhibit complex chaotic behavior. The effect is actually equivalent to consider a randomized PWM, and hysteretic control modes with chaotic behavior have sometimes been suggested as a way to reduce EMI [84] , [85] .
D. EFFECTS OF SPREADING TECHNIQUES ON EMI SOURCE CIRCUITS
As described in the previous sections, adopting spreading techniques has positive effects on the EMC of a circuit. In this section, we highlight other possible consequences in the circuit behavior. This is an important issue in practical applications, which is unfortunately often neglected in the literature.
For example, in any digital system (or digital communication system), changing the clock timing for spreading purposes means changing the time allowed for the elaboration or propagation of the signal. More precisely:
• as already mentioned, increasing the instantaneous frequency decreases the allowed time for elaboration/propagation. This is clearly in contrast with the design specification, and has to be avoided. For this reason, downspreading is mandatory in these applications;
• decreasing the instantaneous frequency increases the allowed time for elaboration/propagation. This is tolerated; however, there is a reduction in performance, since the computational power (or the throughput) is decreased. In an asynchronous digital communication system an additional issue is related to clock recovery. 3 This is the case of the SATA computer bus interface, where perturbations in the transmitter clock result in an increased clock-to-data jitter at the receiver side. As such, timing perturbations introduced by spread spectrum clocking [34] - [39] must be in a limited, predetermined range imposed by the protocol standard in order to ensure a correct clock recovery [34] , [39] .
Another important case is related to switching power converters. As significant examples, we focus on two DC/DC circuits. The first one is the standard PWM based class-D boost topology shown in Fig. 4(a) [86] , while the second one is the resonant class-E converter depicted in Fig. 4(b) and proposed in [87] . In the boost converter, the MOS switch is turned on and off with duty-cycle D at frequency f c , generating an output voltage V out = V in /(1 − D). The efficiency of the circuit is very high, since energy losses in the circuit are due only to non-idealities (e.g., the diode forward voltage drop, or the MOS transistor switching losses). The main issue is that the voltage waveforms across the MOS switch, the diode and the inductor have rectangular shape, with peak-peak amplitude approximately equal to V out (V in for the inductor), which turns the converter into a potential source of EMI. The converter EMC can be improved by exploiting spreading techniques on the signal driving the MOS switch, i.e., by changing the instantaneous working frequency f c with respect to its nominal value. This however has a twofold consequence:
• on the output voltage ripple. The current across the diode has a rectangular waveform and it is filtered by the C L -R L low-pass filter to generate the ideally-constant output voltage V out . Yet, a residual ripple is still present. [55] , increasing the ripple with respect to the standard (i.e., without spreading) case; (b): due to energy loss during turn-on and turn-off, the efficiency of the converter depends on its switching activity, that may be modified by applying spreading techniques.
The higher the working frequency, the greater the filtering effect, the lower the ripple. By introducing spreading, we have time intervals in which the instantaneous frequency is reduced and the ripple is slightly increased. A very few work in the literature [55] , [63] have taken this problem into account. Fig. 5 (a) is adapted from [55] and shows the output ripple of a buck DC/DC converter when a triangular spreading is applied for three different working periods T = 500, 125, 62.5µs. The figure shows a very limited dependence of the ripple value with 1/T and also highlights that a residual amplitude modulation (AM) of ξ (t) is present on the output voltage.
• on the MOS transistor switching losses. These are mainly due to the limited turn on and turn off times of the MOS switch, i.e., every time we turn the MOS transistor on or off we have a short time period when I DS (t) and V DS (t) are simultaneously non-zero, as in Fig. 5(b) , thus dissipating power. The total energy loss depends on the number of turn on and off events in a time period, i.e., it increases with the working frequency. The effect of applying spreading techniques on the total energy loss is a-priori unpredictable when using a center spreading approach, as the instantaneous frequency is sometimes increased, and sometimes decreased with respect to the nominal value. Furthermore, the presence of a (commonly adopted) feedback circuit with the aim of regulating the output voltage increases the unpredictability of the effects of spreading techniques on the efficiency. To the best of our knowledge, this effect has never been considered before in the literature. In the case of the resonant class-E converter shown in Fig. 4(b) [87] , the MOS switch is turned on and off at frequency f c . However, this circuit exploits the so called soft-switching technique: the embedded resonant elements shape the drain/source voltage V DS of the MOS switch in a sinusoidal-like way, synchronizing the zero-crossing instants of V DS with the turn-on instant of the MOS transistor. This approach is known as zero-voltage switching (ZVS) and it is used to reduce the voltage-current product of the MOS at the switching instants, thus lowering (ideally, down to zero) the energy loss per cycle and allowing to increase the switching frequency of this converter topology up to the the very-high frequency (VHF) range (30-300 MHz) [88] . FIGURE 6. When oscillating at the nominal switching frequency f c , the resonant converter features ZVS, i.e., the MOS is turned ON by its control clock signal when V DS naturally reaches zero. When applying spreading techiques, the instantaneous frequency can be either be increased or decreased, and the MOS may be turned ON too early or too late. In this case, some ringing is possibly observed, and both behavior and emitted spectrum of the converter may be changed (figure adapted form [89] ).
Note that only a very few works [89] , [90] propose to apply spread spectrum techniques to resonant converters. The main reason is that here, differently from the PWM case, the working frequency f c is a fundamental design parameter. For example, it is clear that the aforementioned ZVS condition is extremely sensitive to f c . Fig. 6 is adapted from [89] , and shows some chunks of the MOS switch drain/source voltage in a long SPICE simulation of the converter of Fig. 4b when a triangular modulation is applied. When the instantaneous switching frequency is equal to the nominal one f c , the converter features ZVS, i.e., the MOS is turned ON when V DS voltage naturally reaches zero. However, when applying spreading, the instantaneous switching frequency is continuously changed with ξ (t), and ZVS may be not always ensured, since the MOS may be turned ON too early or too late. Even if a non-perfect ZVS is usually tolerated, we can observe that the V DS waveform has a completely different shape in the three cases of Fig. 6 . Furthermore, ZVS can be used to remove ringing effects in the V DS waveform in real circuits. When ZVS is not ensured, ringing is commonly present, and this may alter both the converter behavior, and also the converter emitted EMI spectrum with respect to the expected one. In conclusion, the outcome of applying spreading must be considered with great care since it could not be limited to a reduction in converter performance.
III. SPREADING TECHNIQUES: THE EMI VICTIM POINT OF VIEW
Providing a general model for EMI victim circuits is not a trivial task. Many works in the literature presented a study on the EMI susceptibility of simple circuits such as a MOS differential pair [91] , [92] , a band-gap reference voltage [93] , or a crystal oscillator [94] . For more complex or more general circuits several studies have presented experimental radiation results [95] , [96] or general guidelines for reducing EMI effects [97] . Interesting enough, other works present possibility to exploit high-power, high-frequency intentional EMI irradiation for generating denial of service attacks to electronic circuits [98] . However, also in this case, only experimental results are provided, without any theoretical background.
A. IS SPREAD-SPECTRUM EFFECTIVE OR JUST CHEATING?
Given the difficulty to define a precise general behavioral model of EMI victim circuits in presence of radiated or conducted interference, evaluating any EMI reduction strategy is not an easy task.
For this reason, immediately after its proposal in 1994, spread spectrum technique has been questioned, and accused to be a way for cheating, i.e., for passing international regulations without any actual advantage for the victim circuit. Many works have then been presented to support the spreading approach and to prove its effectiveness in reducing disturbances in practical situations, including TV signals decoding [99] , on FM radio systems [100] and on wideband digital communications systems [101] .
Nowadays, the effectiveness of spreading techniques is generally accepted, even if some questions are sometimes still raised. Accordingly to our experience, this is due mainly due to the difficulties in setting correctly the spreading parameters f and ξ (t), and in the large differences that can be observed when EMI measurements are obtained with different settings.
With the aim of developing an unbiased discussion on the actual effect of spreading techniques, we think that is extremely important to focus on the following two questions: 1) how spreading parameters have to be set in order to reduce interference effects on a victim circuit? 2) which measurement settings allow good adherence between measurement results and interference effects on a victim circuit? We will discuss the first question here and the second one later in Sec. III-B and III-C.
It is widely accepted that any EMI victim circuit can be modeled as lumped elements filters [95] , [102] . This can be considered a straightforward assumption: it is, in fact, clear that, depending on the layout, on the topology, etc., a circuit is sensitive only to a few frequency ranges, and tolerant to other ones. The part of the spectrum of the EMI waveform falling in the (sensitivity) bandwidth of the filter produces an undesired output signal. This is superimposed to the desired output in an analog circuit, while the effect on a digital logic is to introduce, depending on its noise margin, a possible evaluation error.
The worst case scenario is when a large amount of power in the EMI signal spectrum is located at one of the victim sensitivity frequency ranges. In this case, a large noise signal will be generated, compromising the victim circuit signal integrity and increasing the probability of a victim failure. However, considering this only from a spectral (i.e., frequency domain) point of view is clearly not enough. If the interfering signal is non-stationary, the amount of power transferred to the victim may change over time. A frequency-domain-based analysis will take into account only the average power transferred to the victim, while the actual condition to be avoided is that the noise generated by EMI in the victim circuit is, at any time instant, below a critical level.
Accordingly to this observations, we propose a twofold approach in evaluating the optimal spreading parameters tuning, i.e., both from a frequency domain point of view and from a time domain point of view.
From the frequency domain point of view, since it is not possible to know a-priori the sensitivity bands of the EMI victim circuit, the best approach is to adopt a spreading approach whose spectrum is as flat as possible. International regulations requirements, by limiting the peak value of the interfering spectrum, are coherent with this point of view.
From the time domain point of view, we can recall that modulating a timing signal means changing its instantaneous frequency. There is a transfer of power between the EMI source and the EMI victim only when the instantaneous frequency of the interfering signal is exactly located in one of the victim sensitivity frequency ranges. In this case, the victim circuit behaves like a receiver filter tuned at the interfering signal frequency. However, like any linear or even non-linear filter, an (interfering) signal is generated in the victim only after a transient time: every filter has a settling time in which the output signal is initially very low, and only after a settling time reaches the steady-state value. This has been illustrated in Fig. 7 . So, it is not relevant that the instantaneous interfering signal frequency enters or not into a victim sensitivity band, but it is mandatory that the time interval in which the instantaneous interfering signal frequency is within a victim sensitivity band is much shorter with respect to the settling time of the victim circuit. This is exactly the short-time effect discussed in [59] . Of course, all the aforementioned observations stand under the assumption that the bandwidth in which the spectrum is spread by the adopted technique is much larger than the victim sensitivity frequency bandwidth.
Following these considerations, spreading is effective in reducing disturbances in a victim circuit if three conditions are satisfied:
• f is as large as possible;
• the interfering power spectrum is as flat as possible (which satisfy international regulations in an optimal way);
• a fast modulation is used, i.e. ξ (t) is a fast varying signal. Of course, the specific choice of f and the speed of variation of ξ (t) over time will depend on the specific EMI victim circuit. However, based on our experience, ensuring the three above conditions grants significant reductions on the effects of EMI in the most general case.
The second open question is related to which measurement setup must be used to obtain results which are meaningful for evaluating the EMI effect on the victim circuit. To tackle this issue, in the next two sections we will consider the use of two different instruments: the dynamic signal analyzer (DSA) [103] and the analog spectrum analyzer, or EMI receiver [104] .
B. THEORETICAL SPECTRUM: A NON-RELIABLE APPROACH
The most natural way to investigate spectral properties of a modulated signal is by means of its power spectrum [105] . Depending on the signal we are dealing with, different ways of computing the spectrum can be used. In the case of a FM of a simple sinusoidal tone as in Fig. 2 , when ξ (t) is periodic with period T , the spectrum is discrete, i.e., the signal can be decomposed in the sum of sinusoidal tones at frequency f c ± k/T , each one with amplitude A k . The computation of the A k for a sinusoidal modulation is known, and achieved with Bessel functions [11] , while the case of the triangular modulation has been considered in [55] . When dealing with a random non-periodic ξ (t), the achieved power spectrum is a continuous function, usually indicated with the terms power spectral density (PSD). In this case, the best solution to compute the PSD is to exploit the Wiener-Khinchin theorem, as in [56] which reports the PSD evaluation in the case of a PAM based random modulation.
Alternatively, the discrete Fourier transform (DFT) algorithm can help in estimating the theoretical spectrum of a signal either by means of numerical simulations or by the acquisition of a signal in a measurement session. The most common approach is using the DFT relying on the periodogram method, or exploiting its most commonly used modifications known as Bartlett's method and Welch's method. This approach is the spectral estimation method used by the DSA, and it is also embedded in many modern digital oscilloscopes [103] .
Despite the fact that many papers rely on this approach, either from a theoretical/simulation analysis or from measurement with a DSA [46] , [49] , [50] , [56] , results achieved with this spectrum estimation method are not aligned with the considerations in Sec. III-A. This method, in fact, is not capable of taking into account the time domain aspects which are fundamental for a correct estimation of the EMI impact. To explain why, it is enough to consider the effect on the theoretical spectrum or on the one estimated by a DSA, when a triangular FM is considered for different values of m. The conclusion of [49] is that when m is increased, the number of spectral components in the Carson's band increases, so that the spectrum peak value is expected to always decrease. If one more correctly takes into account the effect of the finite frequency resolution R of a DSA, 4 the measured spectrum peak reduction reaches a saturation value for large m given by 10 log (R/(2 f )) [55] . The curves representing the peak value reduction in this situation, adapted from [55] , are shown in Fig. 8 for different values of R taken as a fraction of f . The EMI reduction increases with m, up to the saturation level 10 log R/(2 f ) (figure adapted from [55] , and achieved by setting f and changing T ).
By looking at this figure, one would conclude that increasing m would always reduce the spectrum peak (until a saturation value) and would therefore be (almost) always beneficial in terms of EMI reduction. Unfortunately, such a conclusion would not be correct.
In fact, a larger value of m can be obtained by increasing f or T . A larger f has positive effects on the victim. Yet, by increasing T we are slowly changing the instantaneous interfering signal frequency, and the signal appears unmodulated for a long time. If this time is longer than the victim filter response time, we are not reducing at all the EMI effects on the victim circuit. For this reason, we do not consider the theoretical spectrum, as well as any approach based on this (including measurements taken with a DSA or a digital oscilloscope) as a reliable model for evaluating the effect of spreading techniques on a victim circuit.
C. EMI RECEIVER: A MORE RELIABLE APPROACH
International regulations require measurements to be taken with an EMI receiver [106] , that is basically an analog spectrum analyzer with some additional input filters [104] , [107] . Furthermore, regulations also set a prescribed setting measurements method. For example, the resolution bandwidth (RBW) to be set in the instruments depends on the analyzed frequency band as indicated in Tab. 1. There are practical and historical reasons for the choice of this instrument. In fact, up to a few years ago, it was the only one capable of measuring a spectrum in the GHz range. Furthermore, the RBWs to be set in the 150 kHz-30 MHz and 30 MHz-1 GHz correspond to the band reserved for a single channel in, respectively, the AM and FM radio broadcasting service, which were historically major sources of potential interferences. The basic working principle of the spectrum analyzer is that of the superheterodyne receiver of Fig. 9 , along with some typical waveforms in order to better understand the behavior. The input signal is first mixed by a local oscillator, and then processed by the narrow band-pass RBW filter, whose bandwidth sets the instrument resolution. This solution is used to translate the frequencies of interest in the input signal into the RBW band, and it is a practical replacement for the ideal sweeping filter approach, where a tunable bandpass filter with bandwidth RBW is moved accordingly to the frequency range to be analyzed. The elements after the RBW filter are used to estimate the power of the filtered signal. More specifically, the signal is first demodulated and filtered by, respectively, the envelope detector diode and the lowpass video bandwidth (VBW) filter block (whose purpose is only to reduce noise on the instrument screen). Finally, the signal power is estimated using a suitable peak detector, that produces a single power value after observing the filtered and demodulated signal for all the measurement time. The local oscillator frequency is then moved to tune the RBW filter band on another frequency of interest.
Recently, time domain EMI receivers have been proposed [108] , [109] , with the aim of applying the aforementioned operations on a sampled version of the input signal. The advantage is to be able, with a massively parallel architecture, to analyze all frequencies in the range of interest at the same time, thus reducing measurement time that can be, with a standard EMI receiver, up to several hours [109] .
Allowed standard choices for the peak detector are classically the positive peak detector and the quasi-peak detector, while recent instruments allows also the use of a few kinds of average detectors [104] , [107] . The positive peak detector estimates the input signal power looking at the peak value of the demodulated signal during measurement time [104] . The quasi-peak and all average detectors achieve similar functions, though with a more complex behavior. In particular a few filtering stages with a controlled settling times are added to a standard positive peak detector [104] , [110] .
Note that the output of this architecture coincides with the theoretical spectrum only in simple stationary cases. However, by comparing the waveforms in Fig. 9 with that of Fig. 7 , it is easy to conclude that the behavior of this instruments is very similar to that of the victim circuit in presence of EMI. Even if it is not possible to match the actual circuit sensitivity bandwidth and its settling time, the EMI receiver is a reliable model for EMI victim circuits. This is already a strong indication that any EMI optimization should be pursued using this instruments, and not by computing the theoretical spectrum.
Nevertheless, only a very few studies on spread spectrum techniques use an EMI receiver model [55] , [57] - [59] to evaluate the spectrum of the interference. The main problem is the complexity and the non-linearity of the architecture in Fig. 9 . The approach proposed in [55] is to study the system by using the standard analytical representation of a signal [105] . In this way, the non-linearity due to the envelope detector can be circumvented by considering only the modulus of the signal complex envelop. Conversely, the non-linearity due to the peak detector cannot be circumvented, and has to be numerically dealt with. With this approach, authors of [55] were able to develop optimization curves for EMI reduction via spreading techniques based on a triangular modulation. The curves for different values of RBW as a fraction of f (adapted from [55] ) can be seen in Fig.10 and show that EMI reduction performance is decreasing when m increases after a certain value, as expected accordingly to the developed model for the EMI victim.
Note that the complexity of the architecture of Fig. 9 makes also quite difficult to numerically simulate the instrument behavior. The main issue is not the development of a simulator, and many of them have actually been proposed [108] , [110] - [112] . 5 The fundamental problem is, in fact, that simulating an EMI receiver is computationally a very heavy task.
To the best of authors' knowledge, all EMI receiver simulators can be divided into two main categories: one reproducing the behavior of the standard EMI receiver as in Fig. 9 , and the other one reproducing a time domain EMI receiver. The simulator [112] belongs to the first category. It reproduces step by step the operations in an analog spectrum analyzer [104] , including the several frequency translation and filtering steps illustrated in Fig. 11 which are required since every frequency translation obtained by mixing a signal with a sinusoidal tone generates two replica of the signal spectrum, one at higher and one at lower frequencies [103] . The input signal (being either locally generated or extracted from a transistor level circuital simulation) is first upsampled (Fig. 11 a) , then a frequency translation to an upper frequency range is performed by mixing it with a sinusoidal tone, whose frequency is changed accordingly to the frequency range to be tuned into the RBW filter (Fig. 11 b) . At this point, a digital implementation of the RBW filter could be applied; however, in order to avoid a computationally complex narrowband filtering at high-frequency, we adopt the same strategy as in real spectrum analyzer: the signal is filtered (Fig. 11 c) to clean the low part of the spectrum, and downshifted in frequency (Fig. 11 d) , then filtered again (Fig. 11 e) in order to allow downsampling (Fig. 11 f ) and a precise RBW filtering. After that, by means of a Hilbert transform, the signal envelope is extracted, filtered as in the VBW filter, and the peak detector is finally applied.
As in any other EMI receiver simulator, the most important issue is given by its complexity. The key concept is to keep the sampling frequency as low as possible in each step and, as the same time, avoid aliasing effects due to frequency replication. To this aim, it is fundamental to develop fast and effective decimation operations, that must include antialiasing filtering and can be conveniently divided into several steps. This approach is very effective, as confirmed by the comparison of Fig. 12 between the spectrum achieved by the simulator and a measurement obtained from a HP 8563E analog spectrum analyzer, in the case of a triangular spreading of a sinusoidal tone with f c = 10 MHz, f = 20 kHz and m = 10. Note that the Matlab simulation is extremely effective not only in identifying the shape of the spectrum, but also in computing the value of the peak (−9.3 dB for the measurement, and −9.6 dB for the simulation, both referring to an unmodulated sinusoidal tone).
IV. SPREADING SYSTEM OPTIMIZATION
On the basis of Sec. II and III, it is possible to develop some guidelines for setting parameters of timing signal spreading techniques to obtain the optimal trade-off between effective EMI reduction on the victim circuit and performance degradation on the source circuit. In particular, we consider three different modulation types on two different switching DC/DC converters. Measurements on these systems are provided in Sec. V. The three considered spread spectrum approaches are achieved by FM of the reference timing signal as in Fig. 2 . In particular they are:
• the standard triangular modulation; • the PAM modulation using an {x k } sequences generated by the chaotic map proposed in [59] and depicted in Fig. 13 . The particularity of the map in Fig. 13 is that it has been designed to generate optimal sequences for EMI reduction. More precisely, generated sequences satisfies the following two conditions
which ensure a minimum distance between any couple of symbols with time-distance equal to one and two steps. In other words, this M ensures that the ξ (t) is a fast enough varying function, as required in Sec. III;
• the PAM modulation using the 4-bit permutation based (pseudorandom) sequence proposed in [59] . The sequence is generated by the simple update function z k+1 = z k + 3 (mod 16), and rescaled to get the sequence {x k } in the normalized interval I = [−1, 1]. All generated sequences satisfy
which is an even stronger condition with respect to (3), as it ensures a minimum distance between two symbols within four time steps. The ξ (t) generated with this sequence is even faster varying with respect to that generating with the previously considered chaotic map. A short time capture window, showing an example of the three driving functions ξ (t), can be observed in Fig. 14 . These modulations are applied to two DC/DC switching converters. The first one is a LM3424 evaluation board [113] from Texas Instruments. This board embeds a PWM controller specifically designed for LED drivers, i.e., it has a constant output current (more precisely, 1 A output), a quite large voltage ripple (about 100 mV), 6 and it is designed in a boost configuration. The internal PWM controller can operate with adjustable switching frequencies of up to 2 MHz, and external synchronization is possible, allowing spread spectrum to be added by means of an external clock generator. The board has been loaded with a 22 power resistor.
According to Sec. II, f should be small to limit the effects on the output ripple. Yet, according to Sec. III, f should be large to reduce interference on the EMI victim. So, the value of f is a trade-off between ripple performance and converter EMC.
Let us assume that f has been determined by this trade-off: the additional degree of freedom to optimize EMI performance depend on the choice of the modulation. In the triangular modulation, the only parameters left is the modulation index m, that should be large to achieve a flat power spectrum, and small to ensure a fast varying ξ (t). In other words, the choice of m (and or equivalently of the period T assuming f fixed) is a second trade-off for maximizing the converter EMC. In a random PAM modulation, in addition to the PAM time symbol T there is an additional degrees of freedom given by the (statistical) properties of the sequence {x k }. If we rely on (3) or (4) to fix the symbol (statistical) features [59] , and the only parameter left is T , i.e., the modulation index m for the second trade-off to minimize EMI.
The second converter we consider is the resonant class-E converter presented in [87] . This circuit is designed to work with V in = 5 V, and to achieve V out = 12 V with an output power P out = 500 mW when operating with a switching frequency f c = 1.25 MHz and 50% duty cycle. The observed ripple is quite high as in the previous board, measurable in about 300 mV.
As in for the boost converter considered above, f is a trade-off between EMC and performance. Here we expect, by increasing f , to observe an important reduction also in converter efficiency, since ZVS is not anymore ensured. Furthermore this converter, being a simple proof-of-concept prototype and not a commercial one as in the previous case, has a fixed load and does not embed any output voltage feedback regulation system (usually achieved by means of an on/off control in this kind of converter [88] , [114] ). For this reason we may expect also a change in the output voltage level due to the introduced modulation.
Also in this case, the choice of the modulation index m is a second trade-off for maximizing the converter EMC.
V. MEASUREMENTS
We provide here some measurements on the two converters introduced in previous section. In order to implement the required spreading function, both converters have been externally driven with an Agilent 33220A arbitrary function generator, programmed to generate a square wave clock modulated in frequency using an externally loaded driving signal. Depending on the measurement, a triangular waveform, the chaotic waveform and the permutation based pseudorandom PAM waveform both proposed in [59] have been loaded into the arbitrary function generator. In the case of the chaotic map the (analog) chaotic waveform has been approximated with a 2048-symbol sequence of 14-bit quantized values.
Emissions from the boards have been measured in the EMI anechoic chamber at the University of Ferrara, by means of an HP85422E spectrum analyzer (certified for EMI measurements). For the sake of simplicity, emissions from the boards have been measured with a HP11941A close-field probe connected to the EMI receiver and placed in proximity of the board inductor, which turned out to be the major source of electromagnetic radiations. This solution guarantees both a simple measurement setup, and reliable results due to the large bandwidth (9 kHz-30 MHz) ensured by the probe and by its calibration. Data for calibration has been loaded into the EMI receiver before measurement session. In all considered cases, the RBW filter bandwidth has been set to the 9 kHz EMI as prescribed to international regulations. An example of the EMI measurement setup is shown in Figure 15 .
For output voltage ripple, output voltage level and converter efficiency, measurements have been taken with standard multimeter and digital oscilloscope.
A. CLASS-D CONVERTER
Measurement results on the LM3424 board are shown in Fig. 16 , where we plotted, from top to bottom, the peak value of the EMI emitted spectrum, the output voltage ripple (normalized with respect to the unmodulated system ripple) and the efficiency at different values of f , of m and with the three different modulation considered.
Results are aligned with the expected ones. EMI measurements show a minimum for an intermediate value of m, which depends on f , and ranges in the interval 5 − 20 for the triangular modulation, and 1 − 5 for the two PAM based modulations. The higher the f , the lower the measured minimum value. Furthermore, while triangular and chaotic modulation have similar performances, the permutation based modulation, as observed in [59] , outperforms the other two considered ones by 2-3 dB. The optimum value of m in the plot ensures the highest EMI reduction in measurements when taken accordingly to international regulations. This, of course, does not necessarily correspond to the optimum value for any victim circuit. It is however reasonable assuming that the optimum m value for any victim circuit is not so far from the optimum value shown in Fig. 16 .
Ripple measurements show that converter performance is decreasing both with f and with m. The main problem we observed is that, when introducing modulation, a low frequency ripple is added as a residual AM of ξ (t). So, the lower ξ (t) frequency (i.e., the higher m), the lower the converter output filter effect, and the higher the ripple. A similar effect can be observed on the converter efficiency, that decreases when f or m are increased. This means that the converter performance are optimized by setting both f and m as low as possible. Note that this is an additional reason to focus on fast modulations: they not only ensure optimal EMI reduction performance in terms of time domain point of view, but also ensure optimal performance for normal operation of the circuit which is the source of EMI (at least for this switching DC/DC converter).
Top plots of Fig. 16 refer to the first harmonic, where the peak value of the power spectrum is located. It may be interesting to look at the emitted spectrum around the other harmonics. Fig. 17 shows the measured power spectrum for the first 10 harmonics in the triangular modulation case, with f = 50 kHz, and three modulation index values m = 1, m = 5 and m = 20. The value m = 5, accordingly to Fig. 16 , is that ensuring optimal EMI reduction on the first harmonic for the considered f . It may be interesting asking for which values of m we can achieve an optimal EMI reduction around higher order harmonics.
Let us focus on the nth harmonic. Its expression is given by (1) with a f that is n times larger but with the same ξ (t), so when applying results observed on the first harmonic to the nth one we have to consider an apparent modulation index m n that is n times larger with respect to the actual one, i.e., m n = n · m. Furthermore, accordingly to [55] and also to Fig. 16 , when f increases, the modulation index value required for optimal EMI reduction also increases. Since the VOLUME 3, 2015 FIGURE 18. Measurements on resonant class-E converter. From top to bottom: EMI emission peak level, relative output voltage deviation, relative ripple variation (referred to the unmodulated measured ripple amplitude), efficiency. The considered modulation schemes are: (a): triangular modulation; (b): chaotic PAM modulation; (c): permutation sequence PAM modulation. For the EMI emission measurements, the RBW filter has been set to the 9 kHz EMI filter as accordingly to international regulations for the considered frequency range.
Carson's bandwidth for the nth harmonic is increasing with n, the optimal value for m n is then expected to be increasing with n as well. Assuming that the optimal m n value increases linearly with n, it is easy to conclude that the m value optimizing the nth harmonic is the same optimizing the first one. Despite being far from a precise mathematical demonstration, this suggest that the optimum m value optimizing EMI reduction on the first harmonic may (approximately) optimize all other harmonics. By looking at the three spectra of Fig. 17 , the value m = 5 actually ensure the lowest spectrum values on all harmonics.
B. CLASS-E CONVERTER
Measurement results on the resonant class-E converter are plotted in Fig. 18 . From top to bottom, we plotted the peak value of the EMI emitted spectrum, the output voltage deviation, the output voltage ripple and the efficiency. The output voltage deviation has been measured as the difference from the actual output voltage from the nominal one, and normalized with respect to the nominal output voltage, while the output voltage ripple is normalized with respect to the ripple of the unmodulated case. As for the class D converter, we have considered the three different modulations, three different values of f , and several values of m.
EMI measurements confirm the results of the LM3424 evaluation board. The peak in the power spectrum is minimized for an intermediate value of m and for large f . The permutation based modulation outperforms the other two considered ones by 2-3 dB.
Also measurements on the converter performance confirm the results on LM3424 board. Output voltage ripple and efficiency has the same behavior as in the previous case, while the mean value of the output voltage can be considered unchanged, since a maximum 2% relative variation is observed. As in the previous case, converter performance is optimized using a small f and a fast modulation.
VI. CONCLUSION
In this paper, an overview of existing spread spectrum techniques for EMI reduction is provided, considering effects both on the EMI victim and on the circuit implementing the spreading. With the support of measurements on two switching DC/DC converters, we have observed that the spreading depth (i.e. the frequency deviation f ) need to be determined as a result of a trade-off, since it should be large for EMI reduction and small for reducing performance loss in the converter. More interestingly, also the modulation index m must be the result of a trade-off. To maximize EMI reduction accordingly to the model of the victim circuit, m should have and intermediate value, while it should be as small as possible (i.e., a fast modulation is preferred) in order to minimize ripple and maximize efficiency of the converter emitting the EMI.
