Abstract. This paper explores the localization of pre-defined semantic object parts, which is much more challenging than traditional object detection and very important for applications such as face recognition, HCI and fine-grained object recognition. To address this problem, we make two critical improvements over the widely used deformable part model (DPM). The first is that we use appearance based shape regression to globally estimate the anchor location of each part and then locally refine each part according to the estimated anchor location under the constraint of DPM. The DPM with shape regression (SR-DPM) is more flexible than the traditional DPM by relaxing the fixed anchor location of each part. It enjoys the efficient dynamic programming inference as traditional DPM and can be discriminatively trained via a coordinate descent procedure. The second is that we propose to stack multiple SR-DPMs, where each layer uses the output of previous SR-DPM as the input to progressively refine the result. It provides an analogy to deep neural network while benefiting from hand-crafted feature and model. The proposed methods are applied to human pose estimation, face alignment and general object part localization tasks and achieve state-of-the-art performance.
Introduction
This paper focuses on localizing object parts from monocular image. For human and face category, this problem is often named as "human pose esti mation" or "face alignment". Accurate part localization serves as the basis of many high level applications. For example, a recent work [9] shows that directly extracting features around reliable face parts (landmarks) achieves leading face recognition performance. As surveyed in [28] , human part localization can help with action recognition and human computer interaction. For general object, reliable part localization contributes to fine-grained object recognition, as proved in [46, 6] . However, this problem is very challenging due to the variations in subject level (e.g., a human can take many different poses and dresses), category level (e.g., adult and baby) and image level (e.g., illumination and cluttered background).
Human pose estimation and face alignment have been extensively explored for decades and achieved much progress. The critical issue is how to model the versatile spatial deformation and plausible appearance variation. The seminal work [21] exploits the pictorial structure (PS) from [23] , which uses Gaussian distribution to capture the deformation of each part and constrain the relative position of interrelated parts via a tree structure. PS is improved by strong appearance representation (e.g., [17, 25, 29, 30] ), discriminative classifier (e.g., [25, 44] ) and powerful structure (e.g., [41, 39, 42, 36, 38, 40] ), and finally it becomes the leading method in localizing human parts on challenging benchmarks. DPM [20] , as one of the representative works in this category, uses structural SVM training and HOG feature in pictorial structure for object detection, and it is lately extended by [44] for human pose estimation.
PS [21] and its widely used extension DPM [20, 44] , however, cannot capture the global information and have limited flexibility, due to the deformation constraint by the fixed anchor location. To break the limitation of DPM, we propose a novel approach by incorporating shape regression into DPM, namely SR-DPM. Specifically, the shape regression estimates part locations using the appearance information globally. We set the regressed shape as the anchor locations in DPM and allow the deformations of parts around them to satisfy the local appearance consistency. Compared to traditional DPM, SR-DPM is of high degree of freedom to model global and local variations sufficiently. Due to the fact that shape regression and DPM can benefit from each other, we build an objective function to jointly learn them. It is a non-convex optimization problem, and we design a coordinate descent procedure to solve it.
In addition, we show that stacking SR-DPMs could further improve the performance. The complex shape variations are often beyond the representation capacity of single DPM or SR-DPM. To fully explore the data, we propose the stacked SR-DPM (S-SR-DPM), where each SR-DPM uses the output of previous SR-DPMs as the input and progressively refines the result. Note that the SR-DPMs in different layers use different parameters. The S-SR-DPM provides a natural analogy to deep convolutional neural network (DCNN) in increasing representation capacity [5] . Compared with the end-to-end learning in DCNN, the S-SR-DPM takes advantage of well designed hand-crafted pipelines and can achieve good performance with much fewer training data.
Previous works usually only consider part localization of a special category (e.g., human and face). In this paper we show wide applications of our method on human, face and general object. For human pose estimation, we conduct experiments on challenging LSP [25] . For face alignment, we use the LFPW [4] as the testbed. It terms of general object, we use the annotations [3] of animals from Pascal VOC [19] . We compare our method with different state-of-the-art methods on these three tasks and achieve the leading performance.
The rest of the paper is organized as follows. Section 2 reviews the related work. The proposed SR-DPM and its stacked form are described in section 3 and section 4. We show experiments in section 5 and finally conclude the paper in section 6.
