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ABSTRACT
In this thesis, we characterize the Jacobson radical of the semicrossed product A(D)×α Z+
of the disk algebra by an endomorphism α where α is defined by the composition with a finite
Blaschke product ϕ. Precisely, the Jacobson radical is the set of those whose 0th Fourier
coefficient is identically zero and whose kth Fourier coefficient vanishes on the set of recurrent
points of ϕ. Moreover, if ϕ is elliptic, i.e., ϕ has a fixed point in the open unit disc, then the
Jacobson radical coincides with the set of quasinilpotent elements.
1CHAPTER 1. INTRODUCTION
In 1993, T. Hoover, J. Peters and W. Wogen [11] introduced noncommutative operator
algebras which may or may not have nonzero quasinilpotent elements to answer some questions
that have been raised in the literatures. These noncommutative operator algebras are called
semicrossed products of operator algebras, in particular, semicrossed products of the disk alge-
bra, by automorphisms. Here we will be considering the setting of endomorphisms rather than
automorphisms.
In this thesis, we restrict ourselves to the disk algebra. Our goal is to characterize the
Jacobson radical of semicrossed products of the disk algebra by endomorphisms. In [11], the
automorphisms of the disk algebra are defined by the composition with conformal mappings. In
our case, finite Blaschke products are used to replace the conformal mappings. Consequently,
the endomorphisms of the disk algebra are defined and also the extension of the previous case.
To accomplish our purpose the dynamics of finite Blaschke products are considered. The
convergence behavior of the iteration of finite Blaschke products plays an important role in
this work. There is a link between the existence of the nonzero Jacobson radical of semicrossed
products of the disk algebra by endomorphisms and the density of recurrent points of finite
Blaschke products. Namely, Theorem 75 gives the characterization of the Jacobson radical of
semicrossed products of the disk algebra by endomorphisms. This result is motivated by [7]
Theorem 1. That is, the theorem gives a description of the Jacobson radical of semicrossed
products of the set of continuous functions on the unit circle by endomorphisms. Together with
the fact from [5] Theorem 2.1 that a semicrossed product of the disk algebra is a subalgebra of
a semicrossed product of the set of continuous functions on the unit circle we are able to finish
our proof.
It is known that the Jacobson radical is contained in the set of quasinilpotent elements. This
2means that a nonzero quasinilpotent element exists if the Jacobson radical is nonzero. However,
the converse is not necessarily true. One might consider the semicrossed product of continuous
functions on the unit circle. However, [11] shows that the Jacobson radical of the semicrossed
products of the disk algebra by automorphisms is precisely the set of quasinilpotent elements.
Moreover, [11] classified when semicrossed products have nonzero quasinilpotent elements by
considering the dynamics of fixed points of a conformal mapping.
It is not known whether the semicrossed products of the disk algebra by endomorphisms
have nonzero quasinilpotent elements when the Jacobson radical is zero. In other words, we are
not able to determine if the Jacobson radical coincides with the set of quasinilpotent elements
of the semicrossed products of the disk algebra by endomorphisms. Nevertheless, we prove
that this statement holds if a finite Blaschke product has a fixed point in the open unit disc.
Furthermore, we have that two semicrossed products are isomorphic if the corresponding finite
Blaschke products are conjugate. This is the same result as in the automorphism case [11].
To sum up, our first main result, Theorem 75, is the description of the Jacobson radical of
the semicrossed product of the disk algebra by an endomorphism defined by a finite Blaschke
product. That is, the set of elements whose 0th Fourier coefficient is identically zero and kth
Fourier coefficient vanishes on the set of recurrent points of the finite Blaschke product. As
a result, we have Theorem 76 which states that the Jacobson radical is nonzero if the finite
Blaschke product is hyperbolic or parabolic with positive hyperbolic step and zero otherwise.
This means that in the nonzero case the semicrossed product has a nonzero quasinilpotent
element as one can see in Corollary 77. The second main result is Theorem 81. This theorem
gives that when a finite Blaschke product has a fixed point in the unit disc, the semicrossed
product has no nonzero quasinilpotent elements.
In the next chapter, we will give some definitions and background that we need to finish
our main theorem. For example, operator algebras, the disk algebra, fixed points and periodic
points, and so on are discussed in this chapter. Then, we study a finite Blaschke product. The
simplest nontrivial case is obviously a finite Blaschke product with two factors. In Chapter 3,
we consider the dynamics of its fixed points by calculation. Unfortunately, we are able to do
that only in the real case. The complex case is more complicated even using Mathematica.
3However, it gives us an idea how to deal with any nontrivial finite Blaschke products. More
generally, we investigate a finite Blaschke with arbitrary N factors in Chapter 4. Similarly,
we start by considering fixed points and dynamical behavior near them. Apart from that
recurrent points and the Julia set of finite Blaschke products are included. In the end, we give
a definition of semicrossed products of the disk algebra by endomorphisms. Also, we provide
some discussion and finally our main results about the Jacobson radical and quasinilpotent
elements.
4CHAPTER 2. BASIC CONCEPTS AND DEFINITIONS
In this chapter, we give some notations and some useful ideas that we need to finish our
work. Let D = {z ∈ C : |z| < 1} be the open unit disc, and let T = {z ∈ C : |z| = 1} be the
unit circle. Denote C = C ∪ {∞}. Let C(T) be a family of continuous functions on T.
2.1 Operator Algebras
Definition 1. Let A be a Banach space. If A is an algebra over R or C such that ||xy|| ≤ ||x||||y||
for all x, y ∈ A, then A is called a Banach algebra.
Definition 2. Let H be a Hilbert space over C. A bounded linear operator T : H → H is
a linear transformation such that there exists M > 0, ||T (x)|| ≤ M ||x|| for all x ∈ H. Denote
the collection of bounded linear operators on H by B(H).
Definition 3. T ∈ B(H) is said to be
1. an isometry if ||Tx|| = ||x|| for any x ∈ H;
2. a unitary if T is a surjective isometry.
Definition 4. An operator norm for T ∈ B(H) is defined by
||T || = sup{||T (x)|| | ||x|| = 1}.
Definition 5. A contraction is a bounded linear operator T such that ||T || ≤ 1.
Definition 6. A representation of a Banach algebra A on a Hilbert space H is a homomor-
phism of A into B(H).
Definition 7. A representation pi of a Banach algebra A on H is said to be
51. faithful if pi is injective;
2. contractive if ||pi(x)|| ≤ ||x|| for all x ∈ A.
Definition 8. An operator algebra A is a norm closed subalgebra of bounded linear operators
on some Hilbert space.
Definition 9. An algebra homomorphism α is said to be
1. an endomorphism if α maps an algebra to itself;
2. an isomorphism if α is bijective;
3. an automorphism if α is both an endomorphism and an isomorphism.
Definition 10. A homomorphism α on A is said to be isometric if α preserves the norm,
that is, ||α(x)|| = ||x|| ∀x ∈ A.
2.2 The Disk Algebra and Functional Calculus
Definition 11. The disk algebra A(D) is the family of functions which are analytic on D and
continuous on D.
One can consider the disk algebra as an operator algebra acting on some Hilbert space.
Example 12. Let L2(T) = {g : T→ T | ∫T |g|2 <∞} be the set of square integrable functions
on T. Define an inner product on L2(T) by 〈g, h〉 = ∫T g(z)h(z)dz for g, h ∈ L2(T). Then
L2(T) equipped with the norm induced by this inner product is a Hilbert space. For f ∈ A(D),
define an action on L2(T) by a multiplication ·, i.e., f · g = fg where g ∈ L2(T). Consider that
f · (ag + bh) = afg + bfh = a(f · g) + b(f ·h), for a, b ∈ C and g, h ∈ L2(T). Thus, the disk
algebra is an operator algebra. Also, for f ∈ A(D), ||f || = sup{||fg||2 | ||g||2 = 1}.
There are many interesting properties about this algebra. We present some of theorems
that will be used later as the following.
Theorem 13 ([10] Corollary p.52). If f is nonzero and in A(D), then the function log |f | is
Lebesgue integrable on T.
6Theorem 14 ([10] Corollary p.52). If f is in A(D), then f cannot vanish on a set of positive
Lebesgue measure on T unless f is identically zero.
Theorem 15 ([10] Fatou Theorem p.80). Let K be a closed set of Lebesgue measure zero on
T. Then there exists a function in A(D) which vanishes precisely on K.
Remark 16 (Functional Calculus of A(D) [16] p.109). Let f ∈ A(D). Then
f(z) =
∞∑
k=0
ckz
k with
∞∑
k=0
|ck| <∞. (2.1)
For any contraction T of the Hilbert space H, we can define the operator corresponding to
(2.1) by
f(T ) =
∞∑
k=0
ckT
k.
This operator series converges in operator norm.
If T is fixed, for each f ∈ A(D) one obtains a mapping
f → f(T )
of A(D) into B(H); this mapping is a representation on A(D).
2.3 Analytic Mappings of the Unit Disc to Itself
Definition 17. A conformal mapping is an analytic function which is bijective.
Theorem 18 ([8] Theorem 6.2.3). f is a conformal self-mapping of D if and only if f(z) = u Φa
where Φa(z) =
z−a
1−az for some |u| = 1 and |a| < 1.
For |a| < 1, Φa is called a Mo¨bius transformation. This function not only maps D to itself
but also maps T to itself. Consider fixed points of a conformal mapping f , a point z0 such that
f(z0) = z0. One can classify f as
1. elliptic if there are no fixed points on T;
2. hyperbolic if there are two fixed points on T;
3. parabolic if there is one fixed point on T.
7Moreover, each fixed point can be categorized based on its dynamics.
Definition 19. Let z0 be a fixed point of a differentiable function f . Then z0 is
1. attractive if |f ′(z0)| < 1;
2. repelling if |f ′(z0)| > 1;
3. neutral if |f ′(z0)| = 1.
Further, if z0 is a neutral fixed point, let λ = f
′(z0). Then z0 is said to be
1. rationally neutral if λn = 1 for some n;
2. irrationally neutral if λn is never 1.
Theorem 20 (Schwarz-Pick Lemma). Let f be analytic in D, and assume that
1. |f(z)| ≤ 1 for all z ∈ D, and
2. f(a) = b for some a ∈ D.
Then
|f ′(a)| ≤ 1− |b|
2
1− |a|2 .
Furthermore, if f(a1) = b1 and f(a2) = b2, then∣∣∣∣ b2 − b11− b1b2
∣∣∣∣ ≤ ∣∣∣∣ a2 − a11− a1a2
∣∣∣∣ .
If either
|f ′(a)| = 1− |b|
2
1− |a|2 or
∣∣∣∣ b2 − b11− b1b2
∣∣∣∣ = ∣∣∣∣ a2 − a11− a1a2
∣∣∣∣
for a1 6= a2, then f is a conformal self-mapping of D.
Theorem 21 (Lo¨wner’s Lemma [14] p.72). Let f be analytic in D and f(0) = 0, f(D) ⊂ D. If
A ⊂ T and f(A) ⊂ T are measurable sets, then m(A) ≤ m(f(A)) where m is Lebesgue measure.
82.4 Julia Sets
Definition 22. Denote the composition of R with itself n times by Rn. A periodic point of
a function R is a point z0 such that R
n(z0) = z0 for some positive integer n.
As in the case of fixed points, if z0 is a periodic point with period n, we classify its dynamics
by using the value |(Rn)′(z0)| instead.
Definition 23. The basin of attraction of an attracting fixed point z0 is the set A(z0, R) =
{z ∈ C : Rn(z)→ z0}.
Definition 24. An attracting petal P of a rationally neutral fixed point z0 is a simply
connected region so that z0 is contained in the boundary of P and R
n(z)→ z0 for each z ∈ P .
Definition 25. Let z0 be a rationally neutral fixed point, and let P be an attracting petal at
z0. The basin of attraction associated with P consists of all z such that R
n(z) tends to z0
through P .
Remark 26. The basin of attraction of an attracting or rationally neutral fixed point is open.
Definition 27. Let F be a family of meromorphic functions on an open set U . We say F is a
normal family on U if every sequence in F has a subsequence that either converges uniformly
on compact subsets of U , or converges uniformly to ∞ on U .
Theorem 28 ([3] Theorem 1.9). The family F of analytic functions on a domain D bounded
by some fixed constant is normal.
Definition 29. Let R be a rational function that has degree > 1. The Fatou set F of R is
the set of points z ∈ C such that {Rn | n ∈ N} is a normal family in some neighborhood of z.
The Julia set J is the complement of the Fatou set.
Example 30. Let R(z) = z2. Then Rn(z) = z2
n
converges to 0 in z ∈ D and to ∞ in z ∈ C \D.
Then, the Julia set is T.
Remark 31. The Fatou set is an open set of C, and the Julia set is compact.
9In complex dynamics, there are some useful properties about the Julia set that we will use
later in our work. Let us state some of them here. We will begin with definitions.
Definition 32. A set in T is said to be
1. totally disconnected if it contains no intervals;
2. perfect if it is a closed set such that every point in it is an accumulation point or limit
of other points in the set.
3. completely invariant if both it and its complement are invariant.
Definition 33. A Cantor set of T is a closed, totally disconnected, and perfect subset of T.
Theorem 34 ([3] Theorem 1.2). The Julia set J is nonempty.
Theorem 35 ([3] Theorem 1.3). The Julia set J is completely invariant.
Theorem 36 ([3] Theorem 1.6). The backward iterates of any z in the Julia set J are dense
in J .
Theorem 37 ([3] Theorem 1.8). The Julia set contains no isolated points, that is, it is a perfect
set.
Theorem 38 ([3] Theorem 2.1). If z0 is an attracting periodic point, then the basin of attraction
A(z0) is a union of components of the Fatou set, and the boundary of A(z0) coincides with the
Julia set.
Remark 39. Further, there is a discussion in [3] p.60 that this theorem is also true if z0 is a
rationally neutral fixed point.
Theorem 40 ([3] Theorem 3.1). The Julia set J is the closure of the repelling periodic points.
Theorem 41 ([3] Theorem 3.2). Let U be open, and suppose U ∩ J 6= ∅. Then there is an
integer N such that RN (U ∩ J ) = J .
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2.5 The Jacobson Radical
Definition 42. A left ideal of an algebra A is a subalgebra I such that xI ⊆ I for all x ∈ A.
Definition 43. A maximal left ideal of an algebra A is a left ideal M such that M 6= A and
if there exists a left ideal I such that M ⊆ I ⊆ A, then either I = A or I = M .
Definition 44. Let A be a Banach algebra. f ∈ A is said to be a quasinilpotent element if
lim
n→∞ ||f
n|| 1n = 0.
Definition 45. The Jacobson radical of A is defined to be the maximal left ideal of A which
is contained in the set of quasinilpotent elements, denoted by Rad(A).
Definition 46. A is said to be semi-simple if Rad(A) is (0).
Remark 47. In general, a nonzero quasinilpotent element of a Banach algebra A can exist even
though A is semi-simple.
2.6 Ergodic Theory
Let (X,B,m) be a finite measure space, and T : (X,B,m)→ (X,B,m) .
Definition 48. T is said to be measure-preserving ifm(T−1(E)) = m(E) for any measurable
set E.
Definition 49. T is said to be ergodic if, whenever T−1(E) = E up to measure zero, implies
m(E) = 0 or 1.
Remark 50. T is defined to be ergodic without assuming that T is measure-preserving
Theorem 51 (Ergodic Theorem). Let (X,B,m) be a finite measure space. Suppose T :
(X,B,m)→ (X,B,m) is measure-preserving and ergodic and f ∈ L1(m). Then 1n
n−1∑
i=0
f(T i(x))
converges a.e. to 1m(X)
∫
fdm.
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CHAPTER 3. FINITE BLASCHKE PRODUCTS WITH TWO FACTORS
In this chapter, we study fixed points and their dynamics of finite Blaschke products be-
ginning with two factors. Let ϕ be a finite Blaschke product with two factors,
ϕ(z) = u
z − a
1− az
z − b
1− bz (3.1)
where |u| = 1, |a| < 1, |b| < 1.
3.1 Fixed Points
To find the fixed points of ϕ, set ϕ(z) equal to z.
u
z − a
1− az
z − b
1− bz = z
u(z − a)(z − b) = z(1− az)(1− bz)
u(z2 − az − bz + ab) = z(1− az − bz + abz2)
uz2 − u(a+ b)z + uab = z − (a+ b)z2 + abz3
abz3 − (u+ a+ b)z2 + (1 + ua+ ub)z − uab = 0
Then any z satisfies the above equation is a fixed point of ϕ. Therefore, ϕ can have at most
three fixed points.
Remark 52. In general, a finite Blaschke product with N factors can have at most N + 1 fixed
points.
In addition if z is a nonzero fixed point of ϕ, then 1z is also a fixed point of ϕ as we can see
12
in the computation below.
ϕ(
1
z
) = u
1
z − a
1− a1z
1
z − b
1− b1z
= u
1− az
z − a
1− bz
z − b
=
1
u z−a1−az
z−b
1−bz
=
1
ϕ(z)
=
1
z
.
Remark 53. Obviously, this result holds for a finite Blaschke product with N factors. That is,
if there is a nonzero fixed point inside D, then there exists a corresponding fixed point outside
D. Consequently, if N is even, then a fixed point on T must exist. Moreover, we will see in
Chapter 4 that finite Blaschke products can have at most one fixed point inside D.
Assume u = 1 and a, b are real. One can rewrite the fixed point equation as the following.
abz3 − (1 + a+ b)z2 + (1 + a+ b)z − ab = 0
ab(z3 − 1)− (1 + a+ b)(z2 − z) = 0
ab(z − 1)(z2 + z + 1)− (1 + a+ b)(z − 1)z = 0
(z − 1)(ab(z2 + z + 1)− (1 + a+ b)z) = 0
Thus, z = 1 is a fixed point of ϕ on T.
Next, consider
ab(z2 + z + 1)− (1 + a+ b)z = 0. (3.2)
If either a = 0 or b = 0, then z must be zero. Suppose a, b 6= 0. One can divide (3.2) by ab.
z2 −
(
1 + a+ b− ab
ab
)
z + 1 = 0.
By using the Quadratic Formula,
z =
1 + a+ b− ab
2ab
±
√(
1 + a+ b− ab
2ab
)2
− 1. (3.3)
Therefore,
13
1. if
(
1+a+b−ab
2ab
)2
> 1, then there are three fixed points such that z = 1 is the only fixed
point on T and the other two fixed points are real and lie inside D and outside D;
2. if
(
1+a+b−ab
2ab
)2
< 1, then |z| = 1 and so there are three fixed points on T;
3. if
(
1+a+b−ab
2ab
)2
= 1, then z = 1 is the only fixed point.
Consider the computation in each case.
Case I. 0 < a < 1 and 0 < b < 1.
a+ b+ 1− ab
2ab
=
1
2
(
1
b
+
1
a
+
1
ab
− 1
)
> 1(
1 + a+ b− ab
2ab
)2
> 1.
Case II. Either 0 < a < 1 or 0 < b < 1 but not both.
a >
−1− b
1 + b
a(1 + b) > −1− b
a+ b+ 1 > −ab
a+ b+ 1− ab
2ab
< −1.(
1 + a+ b− ab
2ab
)2
> 1.
Case III. −1 < a < 0 and −1 < b < 0.
If 1+a−1+3a < b < 0, then
−b+ 3ab < 1 + a
a+ b+ 1 > 3ab
a+ b+ 1− ab
2ab
> 1(
1 + a+ b− ab
2ab
)2
> 1.
If −1 < b < 1+a−1+3a < 0, then
−b+ 3ab > 1 + a
a+ b+ 1 < 3ab
a+ b+ 1− ab
2ab
< 1,
14
and
a >
−1− b
1 + b
a(1 + b) > −1− b
a+ b+ 1 > −ab
a+ b+ 1− ab
2ab
> −1.
Thus, (
1 + a+ b− ab
2ab
)2
< 1.
If b = 1+a−1+3a , then
−b+ 3ab = 1 + a
a+ b+ 1 = 3ab
a+ b+ 1− ab
2ab
= 1(
1 + a+ b− ab
2ab
)2
= 1.
In conclusion, if either a = 0 or b = 0, there exist two real fixed points. One is in D and
another is on T. For a, b 6= 0,
1. if either −1 < a < 0 and 1+a−1+3a < b < 1 or 0 < a < 1 and −1 < b < 1, there are three
real fixed points lying inside D, outside D and on T;
2. if −1 < a < 0 and −1 < b < 1+a−1+3a , there are three fixed points on the boundary;
3. if −1 < a < 0 and b = 1+a−1+3a , there is only one fixed point z = 1.
3.2 Dynamics of Fixed Points
In the context of dynamical systems, fixed points can be classified according to the behavior
of the points near them. Here we are interested in fixed points on T. In order to identify the
15
types of the fixed points we found, take the first derivative of (3.1).
ϕ′(z) =
u(z − b)
(1− az)(1− bz) +
u(z − a)
(1− az)(1− bz) +
ua(z − a)(z − b)
(1− az)2(1− bz) +
ub(z − a)(z − b)
(1− az)(1− bz)2
=
ϕ(z)
z − a +
ϕ(z)
z − b +
aϕ(z)
1− az +
bϕ(z)
1− bz
=
(
1
z − a +
1
z − b +
a
1− az +
b
1− bz
)
ϕ(z).
If z is a fixed point on T, then
ϕ′(z) =
(
1
z − a +
1
z − b +
a
1− az +
b
1− bz
)
ϕ(z)
=
(
z − a
|z − a|2 +
z − b
|z − b|2 +
a(1− az)
|1− az|2 +
b(1− bz)
|1− bz|2
)
z
=
(
(1− |a|2)z
|z − a|2 +
(1− |b|2)z
|z − b|2
)
z
=
1− |a|2
|z − a|2 +
1− |b|2
|z − b|2 .
Remark 54. Note that if ϕ is a finite Blaschke product with N factors, then
|ϕ′(z)| =
N∑
i=1
1− |ai|2
|z − ai|2
where z ∈ T.
In the case that u = 1 and a, b are real, if either a = 0 or b = 0, then ϕ′(1) > 1. Assume
a, b 6= 0. We have that
ϕ′(1) =
1− a2
(1− a)2 +
1− b2
(1− b)2
=
1 + a
1− a +
1 + b
1− b .
Now consider the following cases corresponding to the existence of fixed points in the pre-
vious section.
Case I. Either −1 < a < 0 and 1+a−1+3a < b < 1 or 0 < a < 1 and −1 < b < 1, i.e., z = 1 is
the only fixed point on T.
If either 0 < a < 1 or 0 < b < 1, then ϕ′(1) > 1.
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If −1 < a < 0 and 1+a−1+3a < b < 0,
ϕ′(1) =
1 + a
1− a +
1 + b
1− b
>
1 + a
1− a +
1 + 1+a−1+3a
1− 1+a−1+3a
=
1 + a
1− a −
2a
1− a
= 1.
Then z = 1 is a repelling fixed point.
Case II. −1 < a < 0 and −1 < b < 1+a−1+3a , i.e., z = 1 and z as in (3.3) are fixed points on T.
ϕ′(1) =
1 + a
1− a +
1 + b
1− b
<
1 + a
1− a +
1 + 1+a−1+3a
1− 1+a−1+3a
=
1 + a
1− a −
2a
1− a
= 1.
Then z = 1 is an attracting fixed point.
For z = 1+a+b−ab2ab ±
√
(1+a+b−ab)2
4a2b2
− 1,
ϕ′(z) =
1− a2
|z − a|2 +
1− b2
|z − b|2
=
1− a2
(Re(z)− a)2 + Im(z)2 +
1− b2
(Re(z)− b)2 + Im(z)2
=
1− a2
1− 2aRe(z) + a2 +
1− b2
1− 2bRe(z) + b2
=
1− a2
1− 1+a+b−abb + a2
+
1− b2
1− 1+a+b−aba + b2
.
By using Mathematica, the last line is greater than 1. Then ϕ′(z) > 1 and so these two fixed
points are repelling.
17
Case III. −1 < a < 0 and b = 1+a−1+3a , i.e., z = 1 is the only fixed point on T.
ϕ′(1) =
1 + a
1− a +
1 + b
1− b
=
1 + a
1− a +
1 + 1+a−1+3a
1− 1+a−1+3a
=
1 + a
1− a −
2a
1− a
= 1.
Then z = 1 is a neutral fixed point.
In the case when u = −1 and a, b are real. One can find similar cases as above by the same
computation. Hence, if u = ±1 and either a = 0 or b = 0, there exists one repelling fixed point
on T and another fixed point in D. For a, b 6= 0 such that −1 < a < 1 and −1 < b < 1, one of
the following conditions holds.
1. There exists one repelling fixed point on T and the other two lie inside D and outside D.
2. There exist one attracting and two repelling fixed points on T.
3. There exists only one neutral fixed point on T.
For any conformal mapping, if it is hyperbolic, there are two fixed points on T, then one
fixed point must be attracting and another must be repelling. If it is parabolic, there exists
only one fixed point on T, then the fixed point is neutral.
When u, a and b are complex numbers, by using Mathematica, one can find all solutions
of the fixed point equation for a finite Blaschke product with two factors. However, the result
is quite large and we are unable to say exactly where they belong or how points near them
behave. For this reason, we study finite Blaschke products with N factors in a new approach
in the next chapter.
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CHAPTER 4. FINITE BLASCHKE PRODUCTS
In this chapter, we investigate a finite Blaschke product with arbitrary N factors. Recall
that a finite Blaschke product ϕ is a rational function of the form
ϕ(z) = u
N∏
i=1
z − ai
1− a¯iz (4.1)
where |u| = 1 and |ai| < 1 for i = 1, 2, . . . , N . From this point, we assume that all functions ϕ
are finite Blaschke products.
Any finite Blaschke product is an analytic self-mapping of D and maps its boundary T onto
itself. Moreover, it is an N -to-one function which preserves orientation. If N = 1, then ϕ is
a conformal mapping. We say that ϕ is non-trivial if N > 1. Any non-trivial finite Blaschke
product is a local homeomorphism. The finite Blaschke products here will be non-trivial.
Lemma 55. Any finite Blaschke product ϕ can have at most one fixed point in D. If such a
point exists, it must be an attracting fixed point and we call it the Denjoy-Wolff point.
Proof. Let z0 be a fixed point of ϕ in D. By the Schwarz-Pick lemma (see Theorem 20),
ϕ′(z0) ≤ 1. If ϕ′(z0) = 1, ϕ is a conformal mapping. Then, ϕ′(z0) < 1. Suppose z1 and z2 are
any two fixed points of ϕ in D. Therefore,∣∣∣∣∣ ϕ(z2)− ϕ(z1)1− ϕ(z1)ϕ(z2)
∣∣∣∣∣ =
∣∣∣∣ z2 − z11− z1z2
∣∣∣∣ .
By the Schwarz-Pick Lemma, ϕ must be a conformal mapping. This is a contradiction. Thus,
ϕ can have at most one fixed point in D.
From the above lemma, if ϕ is a finite Blaschke product with N factors and ϕ has a fixed
point in D, then ϕ has at most N − 1 fixed points on T.
If ϕ has no fixed points in D, the Denjoy-Wolff Theorem (see Appendix B Theorem 90)
states that there is a fixed point z0 ∈ T such that 0 < ϕ′(z0) ≤ 1. This point is again called
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the Denjoy-Wolff point. Conversely, if ϕ has a fixed point z0 ∈ T such that 0 < ϕ′(z0) ≤ 1,
then ϕ has no fixed point in D, and z0 is the Denjoy-Wolff point of ϕ. Moreover, the proof
of the Denjoy-Wolff Theorem guarantees that ϕ can have at most one fixed point on T with
0 < ϕ′(z0) ≤ 1. Therefore, the Denjoy-Wolff point is unique (see [15] p.78). Thus, a finite
Blaschke product ϕ can be classified into three categories based on the Denjoy-Wolff point.
Definition 56. A finite Blaschke product ϕ is said to be
1. elliptic if there exists a fixed point in D;
2. hyperbolic if there exists the Denjoy-Wolff point z0 ∈ T such that ϕ′(z0) < 1;
3. parabolic if there exists the Denjoy-Wolff point z0 ∈ T such that ϕ′(z0) = 1.
Remark 57. The Denjoy-Wolff point is a rationally neutral fixed point if ϕ is parabolic.
4.1 Density of Recurrent Points
Definition 58. A point z is said to be a recurrent point of ϕ if there exists {nk} ⊂ N such
that ϕnk(z) converges to z.
Notice that the Julia set is a subset of the closure of the set of recurrent points since the
Julia set is the closure of the repelling periodic points. Therefore, to study the set of recurrent
points of a finite Blaschke product, we begin with its Julia set.
Lemma 59. The Julia set J of a finite Blaschke product is either T or a Cantor set of T.
Proof. Let F = {ϕn | n ∈ N} be a family of meromorphic functions where ϕ is a finite Blaschke
product. Note that |ϕ(z)| < 1 for all |z| < 1 and so F is uniformly bounded on D. Since ϕn
is analytic on D for all n, by Theorem 28, F is a normal family on D. Let G = { 1ϕn | n ∈ N}.
Then
∣∣∣ 1ϕn(z) ∣∣∣ < 1 for all |z| > 1. Thus, G is uniformly bounded on C \ D. Similarly, since 1ϕn
is analytic on C \ D for all n, G is a normal family on C \ D. Therefore, F is also a normal
family on C \ D. Then J is a perfect subset of T. Suppose that J 6= T. Let z0 ∈ J be in the
closure of F ∩T. From Theorem 35, F ∩T is completely invariant. Note that arg ϕn is strictly
increasing on T. Then, ϕ−n(z0) is also in the closure of F ∩ T. Since the backward iterates of
z0 are dense in J , by Theorem 36, J is totally disconnected.
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Here we are interested in recurrent points in T. If the Julia set of a finite Blaschke product
is the unit circle, then the closure of the set of recurrent points of a finite Blaschke product is
exactly the Julia set. Thus, recurrent points are dense in T. [1], [4] and [9] give necessary and
sufficient conditions for the Julia set of a finite Blaschke product to equal T. First, we need
the following definitions.
Definition 60. (see [4]) The hyperbolic distance d in D is defined by
d(z, w) = log
1 + |z−w||1−zw|
1− |z−w||1−zw|
where z, w ∈ D.
Indeed, the hyperbolic distance of any two points z and w in D is the length of the unique arc
that joins z and w, and lies on a circle perpendicular to the unit circle. By the Distance Lemma
(see Appendix B Theorem 91), the difference from the Euclidean distance is that the hyperbolic
distance increases as one moves toward the boundary. Therefore, lim
n→∞ d(ϕ
n(z), ϕn+1(z)) is
never zero if ϕn(z) converges to the unit circle.
Definition 61. A finite Blaschke product ϕ is of zero hyperbolic step if there exists z ∈ D
such that lim
n→∞ d(ϕ
n(z), ϕn+1(z)) = 0, where d is the hyperbolic distance in D. If ϕ is not of
zero hyperbolic step, then lim
n→∞ d(ϕ
n(z), ϕn+1(z)) > 0 since d(ϕn(z), ϕn+1(z)) is non-increasing
(see [1]). In this case, we say ϕ is of positive hyperbolic step.
Theorem 62 (see [1], [4] and [9]). A finite Blaschke product ϕ is of zero hyperbolic step if and
only if its Julia set is exactly T if and only if it is ergodic.
Moreover, [1] and [4] explain when ϕ is of zero or positive hyperbolic step according to the
classification based on the Denjoy-Wolff point.
Theorem 63 (see [1]). Let ϕ be a finite Blaschke product.
1. If ϕ is elliptic, then it is of zero hyperbolic step.
2. If ϕ is hyperbolic, then it is of positive hyperbolic step.
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Proof. Let z0 be the Denjoy-Wolff point of ϕ. If ϕ is elliptic, then z0 is an attracting fixed
point inside D. Clearly, ϕ is of zero hyperbolic step. If ϕ is hyperbolic, then z0 is an attracting
fixed point on T. Therefore, there exist a point z ∈ D such that ϕn(z) approaches to z0. Then,
lim
n→∞ d(ϕ
n(z), ϕn+1(z)) > 0. Thus, ϕ is of positive hyperbolic step.
If ϕ is parabolic, ϕ can be either of zero or positive hyperbolic step according to the following
theorem.
Theorem 64 (see [4]). If ϕ is a parabolic finite Blaschke product with Denjoy-Wolff point 1,
then ϕ is of zero hyperbolic step if and only if ϕ′′(1) = 0 if and only if
N∑
i=1
1− |ai|2
|1− ai|2 Im(ai) = 0
where ai’s are as in (4.1).
Thus, we have the following lemma.
Lemma 65. If ϕ is either elliptic or parabolic with zero hyperbolic step, then
1. the recurrent points of ϕ are dense in T;
2. for any open set O ⊂ T, there is N ∈ N such that ϕN (O) = T.
Proof. From Theorem 63 and 64, ϕ is of zero hyperbolic step. Then, by Theorem 62, the Julia
set of ϕ is T. Therefore, 1 is hold and by Theorem 41, 2 is also satisfied.
One might ask in the case where the Julia set of a finite Blaschke product is not the unit
circle, namely, a Cantor set of T, what is the closure of the set of recurrent points of a finite
Blaschke product? By making use of the result from [4], we show that in fact it is equal to
the union of the Julia set and the Denjoy-Wolff point. First, we provide the result needed to
complete our proof.
Theorem 66 (see [4]). Suppose that ϕ is a finite Blaschke product. If ϕ is either hyperbolic
or parabolic with positive hyperbolic step, then (ϕn(z)) converges to the Denjoy-Wolff point of
ϕ, for almost every z ∈ T.
Remark 67. This theorem together with Theorem 62 imply that the normalized Lebesgue
measure of the Julia set of finite Blaschke products is either 0 or 1. As a result, if the Julia set
is a Cantor set, the Lebesgue measure of the Julia set is equal to zero.
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Theorem 68. If ϕ is either hyperbolic or parabolic with positive hyperbolic step, then the
closure of the set of recurrent points of a finite Blaschke product is the union of the Julia set
and the Denjoy-Wolff point.
Proof. Let J be the Julia set and F = C\J the Fatou set of ϕ. Suppose z0 is the Denjoy-Wolff
point of ϕ. Then z0 is either an attracting or rationally neutral fixed point. Let A = {z ∈
T | ϕn(z)→ z0}. Since the basin of attraction of z0 is open, A is open in T. Note that A ⊂ F
and J ⊂ T \ A. By Theorem 66, the Lebesgue measure of T \ A is zero. Thus, any open set
O in T must contain a point z ∈ A. Then, A is dense in T. Therefore, T = A = A ∪ ∂A.
Note that D and C \ D are the subsets of F . Since, from Theorem 38, the Julia set is the
boundary of a union of components of the Fatou set, J = ∂A = T \ A. Next, let R be the set
of recurrent points. Notice that z0 is in R and J ⊂ R. Let z ∈ R. If z ∈ A, then z = z0. Thus,
R ⊂ J ∪ {z0}. Since J is closed, R ⊂ J ∪ {z0}. Hence, R = J ∪ {z0}.
4.2 Topological Transitivity
Definition 69. ϕ is said to be topologically transitive if there is some z0 ∈ T such that
Oϕ(z0) := {ϕn(z0) | n ∈ N} is dense in T.
Clearly, the recurrent points are dense in T if ϕ is topologically transitive. However, the
converse is not necessarily true. Consequently, this condition is stronger than the recurrent
points of ϕ being dense. For this reason, we include the result in this thesis though it is not
needed to prove our main theorem.
Theorem 70. Let ϕ : T → T be a finite Blaschke product. If ϕ is elliptic or parabolic with
zero hyperbolic step, then ϕ is topologically transitive.
Proof. Let Vn be a countable base of open arcs for T. Let U be any open subarc of T. By
Lemma 65, V1 ⊂ ϕn1(U) for some n1 ∈ N. We can find a subarc U1 of U such that V1 = ϕn1(U1).
Let W1 ⊂W1 ⊂ U1 be such that ϕn1 |W1 is one-to-one. Then ϕn1(W1) ⊂ V1. Repeat with V2 in
place of V1 and W1 in place of U . Then, V2 ⊂ ϕn2(W1) for some n2 ∈ N. Therefore, there is a
subarc U2 of W1 such that V2 = ϕ
n2(U2). Let W2 ⊂ W2 ⊂ U2 be such that ϕn2 |W2 is one-to-
one. Then ϕn2(W2) ⊂ V2. Keep repeating this process, we have {Wn} such that Wn+1 ⊂ Wn.
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Thus,
∞⋂
n=1
Wn 6= ∅. Moreover, ϕnk(Wk) ⊂ Vk for each k ∈ N. That is, let z0 ∈
∞⋂
n=1
Wn. Then
ϕnk(z0) ∈ Vk for each k ∈ N. Therefore, Oϕ(z0) = {ϕn(z0) | n ∈ N} is dense in T. Hence, ϕ is
topological transitive.
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CHAPTER 5. SEMICROSSED PRODUCTS OF THE DISK ALGEBRA
In this chapter, we present our main result about the Jacobson radical of semicrossed
products of the disk algebra by endomorphisms defined by the composition with finite Blaschke
products. Moreover, we have a result about the existence of nonzero quasinilpotent elements
when a finite Blaschke product is elliptic. First, we define the semicrossed product.
5.1 Semicrossed Products
Recall that the disk algebra A(D) is the set of all functions which are analytic on D and
continuous on D. Let ϕ be a finite Blaschke product. Define an endomorphism α of A(D) by
α(f) = f ◦ ϕ where f ∈ A(D). Here, we assume ϕ is non-trivial so α is not an automorphism.
Let P be the algebra of formal polynomials
∑
Ukfk
with fk ∈ A(D) where f ∈ A(D) and U satisfy the commutation relation fU = Uα(f). Consider
the following construction. For any pair (A, T ) of contractions such that AT = Tϕ(A), there is a
contractive representation ρ of the disk algebraA(D) given by ρ(f) = f(A). Note that ϕ(A) and
f(A) are defined by the functional calculus. Then we call (ρ, T ) a covariant representation.
Define a representation of P by
ρ× T (
∑
Ukfk) =
∑
T kρ(fk).
Now, the norm on P is defined by the supremum of the norms of all such representations. That
is,
||p|| = sup
(ρ,T ) covariant
∣∣∣∣∣∣∑T kρ(fk)∣∣∣∣∣∣ ,
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where p =
∑
Ukfk ∈ P. Then this norm is also an operator algebra norm since it is the
supremum of operator algebra norms. The semicrossed product is defined by the completion
of P with respect to this norm, denoted by A(D)×α Z+. A good discussion of this algebra can
be found in [5]. Note that the semicrossed product is an operator algebra.
Next, let F ∈ A(D) ×α Z+. We will define the kth Fourier coefficient of F . For any
t ∈ [0, 1], given γt acting on the algebra P by γt(
∑
Ukfk) =
∑
Uke2piiktfk which extends to an
automorphism, which also denote γt, of A(D)×α Z+. It follows from the definition of the norm
that γt is isometric. Then define the k
th Fourier coefficient of F , denoted by pik(F ), by
Ukpik(F ) =
∫
T
e−2piiktγt(F ) dm(t)
where dm is normalized Lebesgue measure on T.
Remark 71. Note that if F =
∑
U jfj is in the polynomial algebra P, then pik(F ) = fk, which
is 0 if there is no Uk term in the polynomial. From this it follows that ||pik(F )|| ≤ ||F ||.
One result we will need, which in particular follows from [5] and [12], is that for any
f ∈ A(D) and any k = 0, 1, . . . , ||Ukf || = ||f || where by ||f || we mean, of course, the norm of
f in the disk algebra. This result follows from the fact that there is a faithful representation
of the semicrossed product which maps U to an isometry (see [12] Theorem 4.3).
Now the endomorphism α extends to an endomorphism, also denoted by α, of the continuous
functions on the circle, C(T). When we compute the radical of the semicrossed product, we
make use of the following theorem, which is Theorem 2.1 of [5].
Theorem 72. Let ϕ be a finite Blaschke product, and let α(f) = f ◦ ϕ. Then A(D) ×α Z+ is
(canonically completely isometrically isomorphic to) a subalgebra of C(T)×α Z+.
Furthermore, let α, β be endomorphisms of A(D) given by α(f) = f ◦ϕ, β(f) = f ◦ψ where
ψ = τ−1 ◦ ϕ ◦ τ and τ is a conformal mapping of D. That is, ϕ and ψ are conjugate. We have
the following result as in the case of automorphisms (see [11]).
Theorem 73. Define Φ : A(D)×α Z+ → A(D)×β Z+ on the dense subalgebra of polynomials
by Φ(
∑
Ukαfk) =
∑
Ukβfk ◦ τ . Then Φ is an isometric isomorphism on the subalgebra, and
hence extends to a complete isometric isomorphism of the semicrossed products.
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Proof. First we will show that Φ is an algebra homomorphism. It is enough to prove it in the
monomial case. For any nonnegative integers n,m and f, g ∈ A(D),
Φ(UnαfU
m
α g) = Φ(U
n+m
α f ◦ ϕmg) = Un+mβ f ◦ ϕm ◦ τ g ◦ τ,
and
Φ(Unαf)Φ(U
m
α g) = U
n
β f ◦ τ Umβ g ◦ τ = Un+mβ f ◦ ϕm ◦ τ g ◦ τ.
Next, we need only show that Φ is isometric. Let (A, T ) be a pair of contractions satisfying
AT = Tϕ(A). Then there is a contractive representation ρ of A(D) such that ρ(f) = f(A).
Notice that τ−1(A)T = Tτ−1(ϕ(A)) = Tψ(τ−1(A)). Then there is a contractive representation
σ of A(D) such that σ(f) = f(τ−1(A)). Therefore,
σ × T (Φ(
∑
Ukαfk)) = σ × T (
∑
Ukβfk ◦ τ)
=
∑
T kσ(fk ◦ τ)
=
∑
T kfk(A)
=
∑
T kρ(fk)
= ρ× T (
∑
Ukαfk).
The same argument shows that for each covariant representation σ×T of A(D)×β Z+, we can
find a corresponding covariant representation ρ× T of A(D)×α Z+ so that the above equation
holds. Hence, ||∑Ukαfk|| = ||∑Ukβfk ◦ τ ||, and furthermore this is a complete isometric
isomorphism.
5.2 The Jacobson Radical
Inspired by [11], we study the existence of nonzero quasinilpotent elements and the Jacobson
radical of the semicrossed product of the disk algebra. Before we state our main theorem, we
need the result from [7]. In our context, their result implies that the Jacobson radical of the
semicrossed product C(T)×α Z+ by an endomorphism α is the set of those elements F whose
0th Fourier coefficient is identically zero and whose kth Fourier coefficient vanishes on the set
of recurrent points of a finite Blaschke product ϕ. With this fact we expect the same result for
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the semicrossed product of the disk algebra. To complete our goal, we start with the following
lemmas. As well as recurrent points, we consider fixed points of ϕ on T.
Lemma 74. 1. Let F ∈ A(D) ×α Z+. If the 0th Fourier coefficient is not identically zero
or F has a Fourier coefficient which does not vanish on the fixed point set of a finite
Blaschke product ϕ, then F is not quasinilpotent.
2. Let f ∈ A(D). If f does not vanish on the set of recurrent points of ϕ, then there is an
n ∈ N such that Unf is not quasinilpotent.
Proof. It is enough to assume that F is a polynomial since it is a dense subalgebra ofA(D)×αZ+.
If pi0(F ) 6= 0, then
0 < ||pi0(F )|| = ||pi0(Fn)|| 1n ≤ ||Fn|| 1n
for n ∈ N, so that F is not quasinilpotent.
Suppose z0 is a fixed point, and pij(F ) vanishes on z0 for j < k and fk = pik(F ) does not
vanish on z0. Consider F
n. Note that the (nk)th Fourier coefficient is the first coefficient of Fn
which does not vanish on z0. Precisely,
pink(F
n)(z0) = fk(z0)fk ◦ ϕk(z0) . . . fk ◦ ϕ(n−1)k(z0) = fnk (z0)
since the other summands contain a factor of the form fj ◦ ϕl for some j < k. Then
0 < |fk(z0)| = |pink(Fn)(z0)|
1
n ≤ ||Fn|| 1n
for n ∈ Z, so that F is not quasinilpotent.
For the second part, note that f vanishes on the set of recurrent points if and only if f
vanishes on its closure. Assume that ϕ is either hyperbolic or parabolic with positive hyperbolic
step. From Theorem 68, the closure of the set of recurrent points is the union of the Julia set
and the Denjoy-Wolff point. By the first part, if f does not vanish at the Denjoy-Wolff point,
then Unf is not quasinilpotent for any n. Assume that f vanishes on the Denjoy-Wolff point
and that f does not vanish on the Julia set. Since repelling periodic points are dense in the
Julia set, f(x0) 6= 0 for some x0 such that ϕn(x0) = x0 for some n. Let F = Unf . Similarly,
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for any k > 0,
||F k|| ≥ ||pink(F k)||
≥ |pink(F k)(x0)|
= |f(x0)f ◦ ϕn(x0) . . . f ◦ ϕ(k−1)n(x0)|
= |f(x0)|k.
Therefore, lim
k→∞
||F k|| 1k ≥ |f(x0)| > 0. Similarly, if ϕ is either elliptic or parabolic with zero
hyperbolic step, the closure of the set of recurrent points is exactly the Julia set and the proof
is the same as above. Hence, F is not quasinilpotent.
Theorem 75. The Jacobson radical of A(D)×α Z+ is the set {F ∈ A(D)×α Z+ : pi0(F ) = 0,
and pik(F ) vanishes on the set of recurrent points of ϕ, for k > 0}.
Proof. From Theorem 72, we have that A(D) ×α Z+ is a subalgebra of C(T) ×α Z+. Let I =
Rad(C(T)×α Z+)
⋂A(D)×α Z+. Then I is a subalgebra of A(D)×α Z+ which is contained in
the set of quasinilpotent elements. We will show that I = Rad(A(D)×α Z+). It is clear that I
is a left ideal in A(D)×α Z+ whose elements are quasinilpotent, since they are quasinilpotent
in C(T) ×α Z+. Thus, I ⊂ Rad(A(D) ×α Z+). By the characterization of the radical of the
semicrossed product C(T) ×α Z+ from Donsig’s result (see [7] Theorem 1), if F ∈ I then
pi0(F ) = 0 and pik(F ) vanishes on the recurrent set of ϕ for k > 0.
Conversely, let F ∈ Rad(A(D)×α Z+). Let pii(F ) = fi be the ith Fourier coefficients of F .
From Lemma 74, f0 must be zero and fi vanishes on the Denjoy-Wolff point z0 if z0 ∈ T, for
all i > 0. Suppose that not all fi’s vanish on the Julia set. Then there exists k > 0 such that
fk(x0) 6= 0 for some x0 where ϕn(x0) = x0 for some n, and fi vanishes on the set of recurrent
points for all i < k. Choose j such that U j(Ukfk) = U
mfk where m is a multiple of n. For
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l > 0,
||(U jF )l|| ≥ ||piml((U jF )l)||
≥ |piml((U jF )l)(x0)|
= |fk(x0)fk ◦ ϕm(x0) . . . fk ◦ ϕ(l−1)m(x0)|
= |fk(x0)|l.
Therefore, lim
l→∞
||(U jF )l|| 1l ≥ |fk(x0)| > 0. Thus, U jF is not quasinilpotent. This is a con-
tradiction since F is in the radical. Hence, fi vanishes on the set of recurrent points for all
i > 0.
Theorem 76. The Jacobson radical of A(D)×α Z+ is
1. nonzero if ϕ is hyperbolic or parabolic with positive hyperbolic step.
2. zero if ϕ is elliptic or parabolic with zero hyperbolic step.
Proof. Note that 2 follows immediately from Theorem 75 since the closure of the set of recurrent
points in T in this case. Let ϕ be any hyperbolic or parabolic with positive hyperbolic step.
Then the set of recurrent points of ϕ is not dense in T. Furthermore, this set has Lebesgue
measure zero. From Theorem 15, one can find a function f ∈ A(D) such that f vanishes
exactly on the closure of the set of recurrent points. Therefore, Uf is in the Jacobson radical
of A(D)×α Z+.
Corollary 77. The semicrossed product A(D)×α Z+ has nonzero quasinilpotent elements if ϕ
is hyperbolic or parabolic with positive hyperbolic step.
What is more, we not only obtain the same description of the Jacobson radical from [7],
but also the following analogue of their theorem.
Corollary 78. The semicrossed product A(D)×αZ+ is semi-simple if and only if the recurrent
points are dense in T.
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5.3 Quasinilpotent Elements
If ϕ is elliptic or parabolic with zero hyperbolic step, one might ask ifA(D)×αZ+ has nonzero
quasinilpotent elements. Or more generally : does the set of quasinilpotent elements coincide
with the Jacobson radical? We know that this is not true in the case of C(T) ×α Z+ because
nonzero functions in C(T) can vanish on the set of positive measure of T. For A(D) ×α Z+,
this question is still open. However, we are able to answer it when ϕ is elliptic. First, some
lemmas.
Lemma 79. If ϕ is elliptic with the Denjoy-Wolff point 0, then ϕ is measure-preserving.
Proof. Let A be any measurable set on T, and let B = ϕ−1(A). Then ϕ(B) = A. Since
ϕ(0) = 0, by Lo¨wner’s Lemma (see Theorem 21), m(A) ≥ m(B) where m is a normalized
Lebesgue measure. Note that Bc = ϕ−1(Ac). Similarly, m(Ac) ≥ m(Bc). Therefore, m(A) +
m(Ac) ≥ m(B) +m(Bc). Since both sides are equal to 1, we have an equality. Thus, m(A) =
m(ϕ−1(A)).
Lemma 80. For any nonzero f ∈ A(D), if ϕ is elliptic with the Denjoy-Wolff point 0, then
Uf is not a quasinilpotent element of A(D)×α Z+.
Proof. Note that ||(Uf)n|| 1n = sup
x∈T
|f(x)f ◦ ϕ(x) . . . f ◦ ϕn−1(x)| 1n . From Theorem 13, log |f | is
integrable. Since ϕ is measure-preserving by Lemma 79, we can apply the Ergodic Theorem
(see Theorem 51). Thus, log |f(x)f ◦ϕ(x) . . . f ◦ϕn−1(x)| 1n = 1n
n−1∑
k=0
log |f ◦ϕk(x)| converges to∫
T log |f |dm almost everywhere. Let x0 ∈ T such that the above convergence holds. Then
lim
n→∞ ||(Uf)
n|| 1n ≥ lim
n→∞ |f(x0)f ◦ ϕ(x0) . . . f ◦ ϕ
n−1(x0)| 1n
= exp{ lim
n→∞ log |f(x0)f ◦ ϕ(x0) . . . f ◦ ϕ
n−1(x0)| 1n }
= exp{
∫
T
log |f |dm}
> 0.
Hence, Uf is not a quasinilpotent element.
Theorem 81. If ϕ is elliptic, then A(D)×α Z+ has no nonzero quasinilpotent elements.
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Proof. Any elliptic map is conjugate to an elliptic map which fixes zero. Then by Theorem 73,
the semicrossed product is completely isometrically isomorphic to one for which the map ϕ is
elliptic with Denjoy-Wolff point 0. Thus there is no loss of generality in assuming this is the
case.
Let F ∈ A(D) ×α Z+ be any quasinilpotent element. Let pii(F ) = fi be the ith Fourier
coefficient of F . If f0 is not identically zero, then F is not a quasinilpotent element. Assume
that there exists k > 0 such that fk 6= 0 where fi = 0 for all i < k. For n > 0,
||Fn|| 1n ≥ ||pink(Fn)||
1
n
= sup
x∈T
|fk(x)fk ◦ ϕk(x) . . . fk ◦ ϕ(n−1)k(x)|
1
n
= ||(Uβfk)n||
1
n ,
where Uβfk ∈ A(D)×β Z+ and β(f) = f ◦ϕk. Clearly, ϕk is also elliptic with the Denjoy-Wolff
point 0. By Lemma 80, lim
n→∞ ||F
n|| 1n ≥ lim
n→∞ ||(Uβfk)
n|| 1n > 0. Then, F is not a quasinilpotent
element. This is a contradiction. Hence, F is zero.
In conclusion, if ϕ is elliptic, A(D)×α Z+ is semi-simple and has no nonzero quasinilpotent
elements. In the case when ϕ is parabolic with zero hyperbolic step, we know that A(D)×αZ+
is semi-simple but the question of the existence of nonzero quasinilpotent elements is still open.
The argument in the elliptic case cannot be applied since ϕ does not need to be measure-
preserving. Therefore, we are unable to use the Ergodic Theorem in this case. When ϕ is
hyperbolic or parabolic with positive hyperbolic step, the Jacobson radical of A(D) ×α Z+
is nonzero. That means nonzero quasinilpotent elements exist. However, one can ask if the
radical coincides with the set of quasinilpotent elements. Also, this question remains open.
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APPENDIX A. ADDITIONAL DEFINITIONS
Definition 82. An algebra A over a field K is a vector space together with a binary operation
· on A such that for any x, y, z ∈ A, a, b ∈ K,
1. (x+ y)· z = x· z + y· z;
2. x· (y + z) = x· y + x· z;
3. (ax)· (by) = (ab)(x· y).
Then a subalgebra is a subset of an algebra which is closed under addition + and multipli-
cation ·.
Definition 83. A linear transformation T : U → V is a mapping such that T (ax + by) =
aT (x) + bT (y) where x, y ∈ U, a, b ∈ K.
Definition 84. An (algebra) homomorphism α is a map between two algebras over a field
K such that for any x, y ∈ A, a ∈ K,
1. α(ax) = aα(x),
2. α(x+ y) = α(x) + α(y),
3. α(x· y) = α(x)·α(y).
Definition 85. An inner product space is a vector space X over a field K together with an
inner product 〈· , · 〉 defined by
1. 〈ax, y〉 = a〈x, y〉, 〈x, ay〉 = a〈x, y〉;
2. 〈y, x〉 = 〈x, y〉;
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3. 〈x, x〉 > 0 for x 6= 0;
where x, y ∈ X, a ∈ K.
The norm ||· || induced by an inner product 〈· , · 〉 is ||x|| = 〈· , · 〉 12 .
Definition 86. A complete space is a vector space which every Cauchy sequence is a con-
vergent sequence.
Definition 87. A Banach space A is a complete normed linear space.
Example 88. A Hilbert space H is a complete inner product space.
Definition 89. A formal polynomial is a polynomial where the number of terms is allowed
to be infinite.
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APPENDIX B. ADDITIONAL THEOREMS
Theorem 90 (The Grand Iteration Theorem [15] p.78). Suppose ϕ is a holomorphic self-map
of D that is not an elliptic automorphism.
1. If ϕ has a fixed point p ∈ D, then |ϕ′(p)| < 1 and ϕn converges uniformly to p on compact
subsets of D.
2. If ϕ has no fixed point in D, then there is a point ω ∈ T (the Denjoy-Wolff point of ϕ)
such that ϕn converges uniformly to ω on compact subsets of D. Furthermore:
i) ω is a boundary fixed point of ϕ.
ii) The angular derivative of ϕ exists at ω, with ϕ′(ω) ≤ 1.
3. Conversely, if ϕ has a boundary fixed point ω at which ϕ′(ω) ≤ 1, then ϕ has no fixed
point in D, and ω is the Denjoy-Wolff point of ϕ.
4. If ω ∈ T is the Denjoy-Wolff point of ϕ, and ϕ′(ω) < 1, then for each z ∈ D the orbit
{ϕn(z)} converges nontangentially to ω.
Theorem 91 (Distance Lemma [15] p.157). If D is a simply connected domain, not the whole
complex plane, then for z, w ∈ D,
ρD(z, w) ≥ 1
2
log
(
1 +
|z − w|
min{δD(z), δD(w)}
)
,
where ρD is the hyperbolic distance on D and δD(z) is the Euclidean distance from z to ∂D.
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