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Abstract. We study a class of generalized Riesz products connected to the spec-
tral type of some class of rank one flows on R. Applying Kac’s central limit the-
orem, we exhibit a large class of singular generalized Riesz products on the Bohr
compactification of R.
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1. Introduction.
The purpose of this paper is to extend and to study the notion of generalized
Riesz product in the setting of the Bohr compactification of R. This notion was
formulated in the same manner as Peyrie`re in [2]. Therein, the authors proved that
the spectral type of some class of rank one flows is given by some kind of generalized
Riesz product on R normalized by some class of kernels. Here, following Peyrie`re’s
suggestion [23], we give an alternative extension using the Bohr compactification of
R.
It is usual that the extension of some notions from the periodic setting to the
almost periodic ones requires the consideration of the Bohr compactification of
R, which plays in the almost periodic case the same role played by the torus
T
def
= {t ∈ C, |t| = 1} in the periodic case. As opposed to the torus, the Bohr
compactification is often a non-separable compact topological space and this lack of
separability is a source of difficulties in trying to adapt the arguments from the pe-
riodic context to the almost periodic one. Peyrie`re also mentioned those difficulties
in [23].
Our analysis is also motivated by the recent growing interest in the problem of the
flat polynomials in the real setting suggested in [24]. It turns out that the main idea
developed in [24] can not be adapted in ours. For a recent account on the problem
of the flat polynomials we refer the reader to [27].
The paper is organized as follows. In section 2, we recall some standard facts
on almost periodic functions and the Bohr compactification of R. In section 3,
we introduce generalized Riesz products on the Bohr compactification of R and
state our main result concerning the singularity of a large class of these generalized
Riesz products. In section 4, we summarize and extend the relevant material on
Kakutani’s criterion and Bourgain’s criterion on the singularity of the generalized
Riesz products introduced in section 3. In section 5, we state and prove the central
limit theorem due to M. Kac. Finally, in section 6, we apply Kac’s central limit
theorem to prove our main result.
2. The Bohr compactification of R.
The Bohr compactification of R is based on the theory of almost periodic functions
initiated by H. Bohr [5] in connection with the celebrated Riemann’s ζ-function. In
this section we are going to recall the basic ingredients of this theory. For the
classical presentation we refer the reader to [5], [4] and [18, Chap V. section 2].
The space of all almost periodic functions is denoted by AP (R). It is well known
that AP (R) is a subspace of the space of bounded continuous functions on R. An
important characterization of almost periodic functions is due to Bohr and it can be
stated as follows
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Theorem 2.1 (Bohr). A bounded continuous function f is almost periodic function
if, and only if, f is uniformly approximated by finite linear combinations of functions
in the set {cos(tx), sin(tx)}t∈R.
We will denote by bR the Bohr compactification of R, and by C(bR) the space of
continuous functions on bR. We remind that one can define bR as follows:
Theorem 2.2 ([13]). The group R, equipped with the usual addition operation, may
be embedded as a dense subgroup of a compact abelian group bR such that AP (R)
is the family of all restrictions functions f|R to R of functions f ∈ C(bR). The
operator f 7−→ f|R is an isometric ⋆-isomorphism of C(bR) onto AP (R). More-
over, the addition operation + : R × R −→ R extends uniquely to the continuous
group operation of bR, + : bR × bR −→ bR. The group bR is called the Bohr
compactification of R.
For simplicity of notation, for any f in AP (R), we use the same letter f for its
canonical extension to bR. We denote by h the Haar measure on bR, normalized to
be a probability measure, and by dt the usual Lebesgue measure on R.
It is obvious that the continuous characters of bR are the functions eiλ. : bR −→
T. For f ∈ AP (R) we denote by ∫
bR f(t)dh(t) the asymptotic mean value of f , given
by ∫
bR
f(t)dh(t) = lim
T−→+∞
1
2T
∫ T
−T
f(t)dt.
Following [18], for any f ∈ AP (R), we put
f̂
({λ}) = ∫
bR
f(t)e−iλtdh(t).(
f̂
({λ}))
λ∈R
are the Fourier coefficients of f relative to orthonormal family {eiλt}λ∈R;
the inner product is given by
< f, g >=
∫
bR
f(t)g(t)dh(t).
Furthermore, for any p ≥ 1, we denote by ‖ · ‖p the norm in Lp(bR, h). We re-
mind that the sequence of probability measures (µn) on bR converge in the weak-⋆
topology to some probability measure µ if, for any λ ∈ R,
µ̂n(λ) =
∫
bR
e−iλtdµn(t) −−−−→
n→+∞
µ̂(λ).
3. Generalized Riesz Products on bR.
Riesz products was introduced in [28]. Therein, F. Riesz construct a continuous
measure on the torus whose Fourier coefficients do not vanish at infinity. Roughly
speaking, Riesz products are measures on T which are constructed inductively. This
powerful construction can be used to produce examples of measures with desired
properties. Later, Riesz’s construction was extended in [29, p.208].
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As shown in [21] Riesz products can be realized as a spectral type of some dynam-
ical systems. Specific Riesz products are the right tool to describe the spectrum of
a class of dynamical systems arising from the substitution [25],[26]. A large class of
Riesz products was realized in [15] as the maximal spectral type of the unitary oper-
ator associated to a non-singular dynamical system and a cocycle over it. In [7], the
author established a connection between some class of generalized Riesz products
on the circle and the maximal spectral type of rank one maps. Alternative proofs
were given in [8],[22] and [20].
Generalized Riesz products analogous to Peyrie`re-Riesz products were realized in
[2] as a spectral type of some class of rank one flows.
Here, our aim is to extend the notion of generalized Riesz products to bR. Let
(pk)k∈N be a sequence of positive integers greater than 2 and
(
(sk,j)j=0,··· ,pk
)
k≥0
be
a sequence of finite sequence of positive real numbers with sk,0 = 0 for any k ∈ N.
Put
Pk(t) =
1√
pk
pk−1∑
j=0
eit(jhk+sk,j),(1)
where sk,0 = 0, and sk,j =
∑j
l=0 sk,l, 1 ≤ j ≤ pk − 1. The sequence (hk) is defined
inductively by
h0 = 1 and hk+1 = pkhk +
pk−1∑
l=0
sk,l = pkhk + sk,pk−1.(2)
For p, q ∈ {0, · · · , pk − 1}, we introduce the following sequence of positive real
numbers
sk,p,q =
max(p,q)∑
j=min(p,q)+1
sk,j = (sk,p − sk,q) sgn(p− q).
Finally, for any real number t, we set e(t) = eit.
Theorem 3.1 (Generalized Riesz Products on bR). Let (Pn)n∈N be a family of
trigonometric polynomials given by (1) and σn =
n∏
k=0
∣∣Pk(t)∣∣2 dh(t), n = 0, 1, 2, · · · .
Then (σn)n≥0 converge in the weak-⋆ topology to some probability measure σ on bR.
σ will be denoted by
∞∏
k=0
∣∣∣∣Pk(t)∣∣∣∣2.
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Proof. Let Rn(t) =
∣∣P0(t) · · ·Pn(t)∣∣2. Then σn = Rn(t)dh(t), and by the definition
of Pn, we have∣∣Pn(t)∣∣2 = 1 +∆n(t) with ∆n(t) = 1
pn
∑
p 6=q
e
((
(p− q)hn + sn,p,q sgn(p− q)
)
t
)
.
Hence, obviously ∫
bR
∣∣Pn(t)∣∣2dh(t) = 1.
Put
Wn = {(b− a)hn + sn,b − sn,a | b 6= a ∈ {0, · · · , pn − 1}}.
By expanding the product of the |Pk(t)|2, we can write∫
bR
Rn(t)dh(t) − 1,
as a sum of terms of the type
1
p0 · · · pn
∫
bR
e
( n∑
j=1
ǫjwjt
)
dh(t),
where each ǫj is 0 or 1 (not all = 0) and each wj belongs to Wj. To show that∫
bR
Rn(t)dh(t)− 1 = 0, it is sufficient to prove that each of these terms is null. For
that, it is sufficient to prove that each of the numbers
∑k
j=1 ǫjwj has absolute value
≥ 1.
We consider one of these expressions
∑n
j=1 ǫjwj and denote by j0 the greater
index j such that ǫj 6= 0. Then, we have∣∣∣∣∣∣
∑
j
ǫjwj
∣∣∣∣∣∣ ≥ |wj0 | −
∑
j<j0
|wj| .
Moreover, for all j,
hj ≤ |wj| ≤ (pj − 1)hj + sj,pj−1.
Hence, to conclude, it is sufficient to prove that
hj0 −
j0−1∑
j=0
(
(pj − 1)hj + sj,pj−1
) ≥ 1.
The equality
hn = pn−1hn−1 + sn−1,pn−1−1
implies by induction
hn −
n−1∑
k=0
(pk − 1)hk + sk,pk−1 = 1,
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whence ∫
bR
Rn(t)dh(t) = 1.(3)
Thus σn is a probability measure on bR. In addition, for any t ∈ R, we have
Rn+1(t) = Rn(t)|Pn(t)|2 = Rn(t) +Rn(t)∆n(t),
since R̂n and ∆̂n are ≥ 0 on R
σ̂n+1
(
λ
)
= R̂n+1
({λ})
= R̂n
({λ}) + R̂n ∗ ∆̂n(λ)
≥ R̂n
({λ}) = σ̂n(λ).
Consequently the limit rλ of the sequence (σ̂n
(
λ
)
) exists. Now, since bR is a compact
space, and (σn) is a sequence of probability measures on bR, we can extract a subnet
(σnk) which converges weakly to some probability measure on bR. This gives that
the limit of (σn) exists in the weak-⋆ topology and the proof is complete. 
The proof above is largely inspired by Lemma 2.1 in [20]; it gives more, namely, the
polynomials Pn given in (1) can be chosen with positive coefficients and satisfying∫
bR
∣∣∣∣Pn(t)∣∣∣∣2dh(t) = 1 and ∫
bR
n∏
j=1
∣∣∣∣Pj(t)∣∣∣∣2dh(t) = 1.
We further mention that we have∫
bR
k∏
j=1
∣∣∣∣Pnj (t)∣∣∣∣2dh(t) = 1,(4)
for any given sequence of positive integers n1 < n2 < · · · < nk, k ∈ N∗. The proof
is the same as the proof of (3).
We are now able to formulate our main result.
Theorem 3.2 (Main result). Let (pm)m∈N be a sequence of positive integers greater
than 1 and ((sm,j)
pm−1
j=0 )m∈N be a sequence of positive real numbers. Defining (hm)
as in (2) and assuming that there exists a sequence of positive integers m1 < m2 <
· · · , such that, the numbers hmj , smj ,0, · · · , smj ,pmj−1, j = 1, 2, · · · , are rationally
independent. Then the generalized Riesz product
µ =
+∞∏
k=0
∣∣Pk(t)∣∣2
where Pk is given by (1), is singular with respect to the Haar measure on bR.
We recall that the real numbers λ1, λ2, · · · , λr, r ≥ 2, are rationally independent
if they are linearly independent over Z , i.e. for all n1, · · · , nr ∈ Z,
n1λ1 + · · · + nrλr = 0 =⇒ n1 = · · · = nr = 0.
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We say that the set of real number
{
λn, n ≥ 1
}
is rationally independent if
for any finite subsequence m1,m2, · · · ,mr, the real numbers λm1 , λm2 , · · · , λmr are
rationally independent.
4. On Kakutani’s criterion and Bourgain’s singularity criterion in
the setting of generalized Riesz products on bR.
The famous dichotomy theorem of Kakutani has a rather long history. In his
1948 paper [17], Kakutani established a purity law for infinite product measures.
More precisely, he proved that if P =
+∞⊗
i=1
Pi and Q =
+∞⊗
i=1
Qi are infinite product
measures, where Pi,Qi are probability measures such that Pi is absolutely continuous
with respect to Qi, for each positive integer i. Then
P≪ Q or P ⊥ Q according as
∏
i
∫ (
dPi
dQi
)
dQi converges or diverges.
There are a several proofs of Kakutani’s criterion in literature (see [6] and the
references therein). For a proof based on the Hellinger’s integral we refer the reader
to [11, p.60].
Here, applying Bourgain’s methods combined with the central limit tools intro-
duced in [1], we obtain a new extension of Kakutani’s theorem in the setting of
generalized Riesz products on bR. Indeed, we will see that the independence along
subsequences allows us to prove the singularity.
We start by stating and proving the Bourgain’s singularity criterion in the setting
of bR. We remind that this criterion in the periodic setting follows from the initial
remarks in the proof of Proposition 1 in [7, equations (2.15) and (2.22)].
Theorem 4.1 (bR version of Bourgain’s criterion). The following are equivalent
(i)
∫
bR
N∏
k=0
∣∣Pk∣∣ dh −−−−→
N→+∞
0.
(ii) µ is singular with respect to the Haar measure.
(iii) inf
{∫
bR
L∏
ℓ=1
∣∣Pnℓ ∣∣ dh : L ∈ N, n1 < n2 < . . . < nL
}
= 0.
Proof. (i) =⇒ (ii): it suffices to show that for any ǫ > 0, there is a Borel set E ⊂ bR
with h(E) < ǫ and µ(Ec) < ǫ. Let 0 < ǫ < 1, by (i) there exists N0 such that∫
bR
N0∏
k=0
|Pk| dh < ǫ2.
The set E =
{
λ ∈ bR : ∏N0k=0 |Pk(λ)| ≥ ǫ} satisfies:
h(E) ≤ 1
ǫ
∥∥∥∥∥
N0∏
k=0
Pk
∥∥∥∥∥
1
≤ ǫ2/ǫ = ǫ,
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and, since Ec is an open set, it follows by the portmanteau theorem that
µ(Ec) ≤ lim inf
M→+∞
∫
Ec
M∏
k=0
|Pk|2 dh
≤ lim inf
M→+∞
∫
Ec
N0∏
k=0
|Pk|2
M∏
k=N0+1
|Pk|2 dh
≤ ǫ2 lim
M→+∞
∫
bR
M∏
k=N0+1
|Pk|2 dh = ǫ2 < ǫ.
For (ii) =⇒ (i): given 0 < ǫ < 1, there exists a continuous function ϕ on bR such
that:
0 ≤ ϕ ≤ 1, µ({ϕ 6= 0}) ≤ ǫ (∗) and h({ϕ 6= 1}) ≤ ǫ (∗∗).
Indeed, by hypothesis, there exists a Borel set E ⊂ bR such that µ(E) = h(Ec) = 0.
Let K ⊂ E be a compact set such that h(Kc) < ǫ. Since µ(K) = 0, we can choose
a compact set L ⊂ Kc, such that µ(Lc) < ǫ. Then, by Urysohn’s lemma [12, pp.47],
there exists a continuous function ϕ : bR → [0, 1], taking the value 0 at all points
of L, and the value 1 at all points of K. It is easy to check that ϕ satisfy (∗) and (∗∗).
Let fN =
N∏
k=1
|Pk|. By Cauchy-Schwarz inequality, we have
∫
bR
fN dh =
∫
{ϕ 6=1}
fN dh+
∫
{ϕ=1}
fN dh
≤ h({ϕ 6= 1})1/2
(∫
bR
f2N dh
)1/2
+
(∫
{ϕ=1}
f2N dh
)1/2
h({ϕ = 1})1/2
≤ √ǫ+
(∫
bR
f2N ϕ dh
)1/2
.
Since µ is the weak limit of f2Ndh, we obtain
lim
N→∞
∫
bR
f2N ϕ dh =
∫
bR
ϕ dµ ≤ µ({ϕ 6= 0}) ≤ ǫ.
Thus, lim sup
∫
bR
fN dh ≤ 2
√
ǫ. Since ǫ is arbitrary, we get lim
N→∞
∫
bR
fN dh = 0.
Now (i) obviously implies (iii) and by a simple application of Cauchy-Schwarz
inequality, (iii) implies (i). Indeed, consider n1 < n2 < . . . < nL, N ≥ nL and
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denote N = {n1 < n2 < . . . < nL} with N c its complement in {1, · · · , N}. Then∫
bR
N∏
k=0
|Pk| dh =
∫
bR
∏
k∈N
|Pk|
1
2 ×
∏
k∈N c
|Pk|
1
2
N∏
k=0
|Pk|
1
2 dh
≤
(∫
bR
∏
k∈N
|Pk| dh
) 1
2
(∫
bR
∏
k∈N c
|Pk| ×
N∏
k=0
|Pk| dh
) 1
2
≤
(∫
bR
∏
k∈N
|Pk| dh
) 1
2
(∫
bR
∏
k∈N c
|Pk|2 dh
) 1
4
(∫
bR
N∏
k=0
|Pk|2 dh
) 1
4
.
Therefore∫
bR
N∏
k=0
|Pk| dh ≤
(∫
bR
∏
k∈N
|Pk| dh
) 1
2
(∫
bR
∏
k∈N c
|Pk|2 dh
) 1
4
(∫
bR
N∏
k=0
|Pk|2 dh
) 1
4
=
(∫
bR
∏
k∈N
|Pk| dh(t)
) 1
2
.
The last equality follows from (4). 
From now, let us fix a sequence M of positive integers for which the set{
hm, sm,0, · · · , sm,pm−1, m ∈ M} is linearly independent over the rational num-
bers. Let k ∈ N and let N = {n1 < n2 < . . . < nk} be a subsequence of M. Put
Qk (t) =
k∏
i=1
Pni(t).
Our strategy in the proof of our main theorem is to construct a subsequence
{n1 < n2 < . . .} of M for which the Bourgain’s criterion (Theorem 4.1) holds.
Having in mind applications beyond the context of this paper, we state and prove
a sufficient condition for the existence of an absolutely continuous component with
respect to the Haar measure for a given Riesz product on bR. In the case of the
torus, the result is due to Me´lanie Guenais [14].
Proposition 4.2. If
+∞∑
k=1
√
1−
(∫
bR
|Pk| dh
)2
< ∞, then µ admits an absolutely
continuous component.
Proof. Write v2k = 1 − ‖Pk‖2. Then
∑∞
k=1 vk < ∞, equivalently
∏∞
k=1 ‖Pk‖1 > 0.
For all functions f, g ∈ L2(bR, dh), Cauchy-Schwarz inequality gives
| ‖f · g‖1 − ‖f‖1‖g‖1 |≤ (‖f‖22 − ‖f‖21)1/2(‖g‖22 − ‖g‖21)1/2.
Fix an integer n0 > 1 and let k > n0. Then
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∣∣∣∣∥∥ k∏
j=n0
Pj
∥∥
1
− ∥∥ k−1∏
j=n0
Pj
∥∥
1
‖Pk‖1
∣∣∣∣
≤
(∥∥ k−1∏
j=n0
Pj
∥∥2
2
− ∥∥ k−1∏
j=n0
Pj
∥∥2
1
)1/2(
‖Pk‖22 − ‖Pk‖21
)1/2
≤ vk.
Whence ∣∣∣∣∥∥ k∏
j=n0
Pj
∥∥
1
− ∥∥ k−1∏
j=n0
Pj
∥∥
1
‖Pk‖1
∣∣∣∣ ≤ vk,
and this gives∣∣∣∣∥∥ k−1∏
j=n0
Pj
∥∥
1
‖Pk‖1 −
∥∥ k−2∏
j=n0
Pj
∥∥
1
‖Pk−1‖1‖Pk‖1
∣∣∣∣ ≤ vk−1‖Pk‖1 ≤ vk−1,
...
...
...
...
...
...
...
...
...∣∣∣∣∥∥ n0+1∏
j=n0
Pj
∥∥
1
k∏
j=n0+2
‖Pj‖1 −
k∏
j=n0
‖Pj‖1
∣∣∣∣ ≤ vn0+1,
since, for any j ∈ N, ‖Pj‖1 ≤ 1 by (4). On adding the above inequalities:∣∣∣∣‖ k∏
j=n0
Pj‖1 −
k∏
j=n0
‖Pj‖1)
∣∣∣∣ ≤ k∑
j=n0
vj.
Since
∏∞
j=1 ‖Pj‖1 > 0 and
∑∞
j=1 vk < ∞, we see that lim sup
k→∞
‖
k∏
j=1
Pj‖1 > 0.
Whence, by Bourgain’s criterion for singularity (Theorem 4.1), we see that µ is not
singular to Haar measure on bR. 
5. On Kac’s Central Limit Theorem.
Kac’s central limit theorem in the setting of bR is stated and proved in [16]. For
the sake of completeness we prove it here using standard probability arguments.
We will need the following classical central limit theorem [10, p.81]. For our
purpose, we state it in the following form
Theorem 5.1 (Complex CLT ). Let (Zk)k∈N be a sequence of independent and
identically distributed complex random variables. Suppose that the real and imagi-
nary parts of Z1 have variance
1
2 and covariance 0. Then, the sequence of random
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variables (
1√
n
n∑
k=1
Zk
)
n≥1
converges in distribution to the complex gaussian measure NC(0, 1) on C.
Now let us state and prove Kac’s central limit theorem.
Theorem 5.2 (Kac’s CLT [16]). Let (λn)n∈N be a sequence of rationally independent
real numbers. Then the functions cos(λnt) + i sin(λnt), n = 1, · · · , are stochastically
independent and identically distributed under the Haar measure of bR and converges
in distribution to the complex gaussian measure NC(0, 1) on C.
Proof. By Theorem 5.1, it suffices to prove that the random variables e(λnt), n =
1, · · · are stochastically independent and identically distributed under the Haar mea-
sure of bR. For that, notice that for any positive integer k and for a given positive
integers l1, l2, · · · , lk, we have∫
bR
(
e(λ1t)
)l1(
e(λ2t)
)l2
· · ·
(
e(λkt)
)lk
dh(t)
=
∫
bR
e
((
λ1l1 + λ2l2 + · · · + λklk
)
t
)
dh(t)
=
∫
bR
(
e(λ1t)
)l1
dt
∫
bR
(
e(λ2t)
)l2
dt · · ·
∫
bR
(
e(λkt)
)lk
dh(t).
Indeed,
∫
bR
e
(
(λ1l1+λ2l2+ · · ·+λklk)t
)
dh(t) = 1 is equivalent to λ1l1+λ2l2+ · · ·+
λklk = 0, and by assumption, this is equivalent to l1 = l2 = · · · = lk = 0. Therefore,
if λ1l1 + λ2l2 + · · ·+ λklk = 0, then∫
bR
e
(
(λ1l1 + λ2l2 + · · ·+ λklk)t
)
dh(t) = 1 =
k∏
j=1
∫
bR
(
e(λjt)
)0
dh(t),
and if λ1l1 + λ2l2 + · · ·+ λklk 6= 0, then∫
bR
e
(
(λ1l1 + λ2l2 + · · ·+ λklk)t
)
dh(t) = 0 =
k∏
j=1
∫
bR
e(λj ljt)dh(t).
Hence, the random variables e(λnt), n = 1, · · · , are stochastically independent under
the Haar measure on bR. It remains to prove that e(λnt), n = 1, · · · , are identically
distributed.
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Let s1, s2 ∈ R and let us compute the characteristic function of the random
variable e(λt), with λ ∈ {λn, n = 1, 2, · · · }. We have∫
bR
e
(
Re
(
(s1 + is2).e(−λt)
))
dh(t) =
+∞∑
n=0
in
n!
∫
bR
(
Re
(
(s1 + is2).e(−λt)
))n
dh(t)
=
+∞∑
n=0
in
n!
∫
bR
(
s1 cos(λt) + s2 sin(λt)
)n
dh(t).
Write
cos(λt) =
1
2
(
e(λt) + e(−λt)
)
, sin(λt) =
1
2i
(
e(λt)− e(−λt)
)
,
and notice that we have∫
bR
e(αt)dh(t) = lim
T−→+∞
1
2T
∫ T
−T
e(αt)dt =
{
1 if α = 0,
0 if not.
Therefore ∫
bR
(
s1 cos(λt) + s2 sin(λt)
)n
dh(t)
=
n∑
k=0
(
n
k
)
(s2 + is1)
k(−s2 + is1)n−k
(2i)n
( ∫
bR
e
(
(2k − n)λt)dh(t)).
Whence∫
bR
(
s1 cos(λt) + s2 sin(λt)
)n
dh(t) =

(
n
n
2
)
(−1)n2 (s
2
2 + s
2
1)
n
2
(2i)n
if n is even,
0 if n is odd.
We thus get∫
bR
e
(
Re
(
(s1 + is2).e(−λt)
))
dh(t) =
+∞∑
l=0
(−1)l
4l(l!)2
(s21 + s
2
2)
l = J0(|s1 + is2|)
=
1
π
∫ π
0
cos
(
|s1 + is2|. sin(t)
)
dt,
where J0 is the familiar Bessel function. We conclude that the hypotheses of central
limit theorem 5.1 are satisfied, and the sequence(
1√
n
n∑
k=1
e(λkt)
)
n≥1
converges in distribution to the complex gaussian measure NC(0, 1) on C. In par-
ticular, by Theorem 5.3 below,∫
bR
∣∣∣ 1√
n
n∑
k=1
e(λkt)
∣∣∣dh(t) −−−−→
n→+∞
1
2
√
π.

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It is well-known that the convergence in distribution or probability does not in
general imply that the moments converge (even if they exist). The useful condition
to ensure the convergence of the moments is the uniform integrability. Indeed, we
have
Theorem 5.3. If the sequence of random variables {Xn} converges in distribution
to some random variable X and if for some p > 0, sup
n∈N
(
E(|Xn|p)
)
=M < +∞, then
for each r < p,
lim
n−→+∞
E
(∣∣Xn∣∣r) = E(∣∣X∣∣r).
For the proof of Theorem 5.3 we refer to [3, p.32-33] or [9, p.100]. We remind that
the condition
sup
n∈N
(
E
(∣∣Xn∣∣1+ε)) < +∞,
for some ε positive, implies that {Xn} are uniformly integrable.
Notice that our proof yields that for any sequence (λj)j∈N of rationally indepen-
dent numbers, we have∫
bR
∣∣∣∣ 1√qn
qn−1∑
j=0
e(λjt)
∣∣∣∣dt −−−−→n→∞ 12√π.(5)
6. Proof of the main result (Theorem 3.2).
Using the analogue of Fe´jer’s lemma combined with the CLT methods introduced
in [1], we will give a direct proof of the singularity of a large class of generalized
Riesz products on bR. Therefore, our strategy is slightly different from the strategy
used by many authors in the case of the torus [7], [19], [20], [1]. More precisely, they
showed that the weak limit point of the sequence
(∣∣|Pm|2 − 1∣∣) is bounded below
by a positive constant and it is well-known that this implies the singularity of the
generalized Riesz products (see for instance [1] or [19]).
Let us start our proof with the following analogue of Fe´jer’s lemma [29, th 4.15,
p.52]
Lemma 6.1. Under the notations of Theorem 3.2, let n1 < n2 < · · · < nk ∈ M
and Q =
∏k
j=1 Pnj . Then, for any m > nk, m ∈M, we have∫
bR
|Q|∣∣Pm∣∣dh = (∫
bR
|Q|dh
)(∫
bR
|Pm|dh
)
.
Proof. By our assumption
(
hk, (sk,pk−1)
)
k∈M
are rationally independent. Hence, by
Kac’s theorem (Theorem 5.2), for m > nk, m ∈ M, Q and Pm are stochastically
independent since Q is the sum of the random variables e(λt) with λ ∈ {jhni +
sni,j , j = 0, · · · , pni − 1, i = 1, · · · , k} and Pm is the sum of the random variables
e(λt) with λ ∈ {jhm + sm,j, j = 0, · · · , pm − 1}. 
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Proof of Theorem 3.2. By application of Lemma 6.1 combined with (5), we proceed
inductively to construct a subsequence {nk} ofM such that, for any k ≥ 1, we have∫
bR
k+1∏
j=1
∣∣Pnj ∣∣dh ≤ 51100√π
∫
bR
k∏
j=1
∣∣Pnj ∣∣dh.(6)
Denote uk =
∫
bR
k∏
j=1
∣∣Pnj ∣∣dh. Since 51100√π < 1, the sequence (uk) will be decreasing
with limit 0. Hence, µ is singular with respect to the Haar measure by Bourgain’s
criterion (Theorem 4.1).
By our assumption combined with Theorem 5.2, (Pm)m∈M converges in distribu-
tion to the complex gaussian measure NC(0, 1). Hence, from Theorem 5.3 applied
with p = 2 and r = 1 we get
lim
m−→+∞
m∈M
∫
bR
|Pm|dh =
∫
C
∣∣z∣∣dNC(0, 1)(z) = √π
2
.(7)
Remind that the density of the standard complex normal distribution NC(0, 1) is
given by
f(z) =
1
π
e−|z|
2
.
Let us assume that we have already construct n1 < n2 < n3 < · · · < nk satisfying
uk ≤ 51100
√
πuk−1. By (7) there exists m > nk, m ∈M, such that∣∣∣ ∫
bR
|Pm|dh−
√
π
2
∣∣∣ < √π
100
.
Therefore, by Lemma 6.1, we can write∫
bR
|Q||Pm|dh ≤ 51
√
π
100
∫
bR
|Q|dh,
and set nk+1 = m. This implies that the inequality (6) holds which finish the proof
of the theorem. 
Remark 6.2. The argument in the above proof strongly depends on the assumption
that along subsequence the set of positive real numbers
{
hm, sm,0, · · · , sm,pm−1, m ≥
1
}
is linearly independent over the rationales. In the general case, one may use
the methods of [7], [19], [20] and [1] to establish the singularity of a large class
of generalized Riesz products on bR, in particular when (pm) is bounded. In a
forthcoming paper, we will see how to extend classical results from the torus and
real line settings to the Riesz products on bR.
In view of (5) one may ask
Question 1. Let n ∈ N∗ and put
Jλ,n = {P ∈ P : P (t) =
n∑
k=0
ake
iλkt, a0 = 1, ak ∈ {0, 1}},
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where P is the subspace of polynomials on bR. The polynomials in Jλ,n are called
Newman polynomials. Is it true that have for any increasing sequence (ωj)j∈N of
real numbers, we have
sup
n≥1
{
sup
P∈Jω,n
(∥∥P (t)∥∥
1∥∥P (t)∥∥
2
)}
< 1?
In the contrast of the previous question, one may ask
Question 2. Does there exist a sequence of L1-flat Newman polynomials on bR?
That is, does there exist a sequence of polynomials Pn ∈ Jλ,n such that
lim
n−→+∞
∥∥Pn(t)∥∥1∥∥Pn(t)∥∥2 = 1?
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