Abstract-Automatic text summarization process has been significantly explored throughout the years to cope with the staggering increase of virtual data. Text summarization process is commonly divided into two areas-Extractive and Abstractive. Extractive summarization processes largely depend on sentence extraction techniques-implementing graph models or sentencebased models. In this paper, a sentence-based model has been proposed where the sentence ranking procedure adopts fuzzy CMeans (FCM) clustering, an unsupervised classification method, for sentence extraction purpose. The sentence scoring task relies on five key features, including Topic Sentence which is the first novelty of the proposed model. Furthermore, C-Means clustering is a soft-computing technique that is usually used for pattern recognition tasks but can be improved significantly by hard clustering the membership of the elements which has not been regarded in similar processes in any of the previous works, adding to the novelty of the presented model. Standard summary evaluation techniques have been used to gauge the precision, recall and f-measure of the proposed FCM model and have been compared with different summarizers from different perspectives. The outcome shows that the FCM model surpasses the previous approaches significantly.
INTRODUCTION
The internet has without any doubt made our lives much easier, but making the best use of the progressively increasing amount of data is proving to be harder by each passing day. Information retrieval systems used by many search engines have been doing the job of extracting snippets of data from text documents, making the searching process much easier for us. But, we have reached a point where even those retrieved information require pruning as the snippets are no longer remaining snippets and are becoming huge documents themselves [1] . To solve this issue, Text Summarization (TS) process has become a very important tool in the sector of Natural Language Processing (NLP).
Text Summarization aims to prune and filter huge documents to shorter versions where the most significant ideas and information of the original document can be found [2] [3] . Text Summarization can be categorized into two major processes -Abstractive Text Summarization and Extractive Text Summarization [4] [5] . Abstractive Text Summarization tries to capture the main ideas of a document by extracting key information, paraphrasing sentences that represent those information and giving it a new look that is different from the original document yet keeping the theme of that document unchanged, also referred by many scholars as "Like a human generated summary". Abstractive approach requires extreme computational resources and time. Hence, to avoid that Extractive Summarization process prevails in most of the summarization techniques out there. Extractive Summarization approach depends on extraction of key sentences from the original document by using some prominent methods such asgraph based model, sentence-based model, word-based model etc. [4] .
A sentence-based model iterates through all the sentences in the document to figure out the most important sentences, essentially known as "Sentence Ranking" method, which is based on some key features. Many important features have been pointed out in previous works and in this paper, four of the best features among those [1] were combined and a new feature was introduced that can potentially improve the performance of sentence ranking algorithms. Another way that the proposed model differs from the previous works is the approach towards implementing Fuzzy C-Means (FCM) clustering algorithm. FCM algorithm, a soft-computing technique, is also regarded as an unsupervised classification method [6] . However, in the presented model that feature of FCM has been taken advantage of by giving it an edge using an initial partition matrix in a fashion that reassembles hard clustering mechanism.
The rest of the paper is categorized as follows. Section II represents the related works done in the field of TS, Section III describes the key features and algorithms of the FCM model, Section IV presents the experiments and results and finally in Section V the conclusion has been drawn including future ideas.
II. RELATED WORKS
Text summarization has been a research concern for almost 70 years and there have been a number of noteworthy works accomplished by researchers who explored multiple genres in order to represent the gist of text documents in the most limited way possible [2] [3] [4] . The very first text summarization technique that used the thematic feature, "Term-Frequency" was introduced by Luhn [7] back in 1958. Again in 1958, Baxndale [8] introduced the new feature, sentence location for assessing sentence importance. The work of Rath et al. [9] in 1961 demonstrated practical evidences indicating difficulties innate in the idea of perfect summary. In contrast to these surface-level approaches, syntactic analysis [10] in text summarization introduced the notion of entity-level approaches. Moreover, the use of Bayesian classifier [11] introduced a probabilistic outlook in sentence selection for summarization. Other notable methods from the late 90s are bushy path and aggregate similarity [12] used for extracting summary from text documents. Furthermore, inspired by the graph based page rank model, Mihalcea et al. proposed the TextRank [13] algorithm and Erkan proposed LexRank [14] algorithm in 2004 for document summarization. However, all of the mentioned approaches depend on feature weights and selection of these feature weights can become challenging due to the element of ambiguity in natural languages. Fuzzy sets [15] provide a solution to this issue by denoting a parameter to measure the degree ambiguity in a context. However, despite of a number of works done in fuzzy logics based text summarization [4] [16] [17] [18] , known for pattern recognition, the Fuzzy C-Means (FCM) clustering is hardly explored in this area.
In this paper, a novel approach is proposed to utilize the FCM algorithm to aid sentence extraction for generating summaries. The FCM algorithm is an unsupervised soft computing clustering technique that uses fuzzy sets and fuzzy partition matrix to denote the membership of an element across multiple clusters [6] . The idea behind the proposed model is to assess the membership value of a sentence (represented as a vector of features) in the partition matrix in order to determine its importance in the document and subsequently, its inclusion in the resulting summary.
III. FUZZY C-MEANS CLUSTERING MODEL

A. Dataset and Preprocessing
1) Dataset:
The CNN dataset that contains CNN news articles as texts [1] has been used for experimental purposes. The dataset comes with highlights as bullet points that can be considered as the core for sentence selection. 30 sample texts from the CNN dataset were chosen and for each text, the authors of this paper selected the sentences that best resemble the highlights in order to perform comparison with the generated summary of this model.
2) Preprocessing:
The preprocessing of the input data is done using the NLTK library of python [19] . The tasks involved splitting the text in sentences and words, stop words removal, POS tagging and lemmatization.
B. Feature Extraction
A sentences' importance can be measured based on different characteristics of the sentence which can also be called the "features" of that sentence. Moreover, most of the sentence based summarization techniques relay on these features to obtain greater insights about the sentence and its actual importance to the document [2] [3] [4] . As the proposed model also takes a sentence based approach, the selection of features and their extraction becomes integral to the operation.
Here, for the proposed model, the following features are selected based on their sound performance in text summarization [1] [7] . In this model, each sentence is treated as a document (hence the term "Sentence Frequency"), in order to obtain the aggregate TF-ISF value for a sentence and then each value is normalized with the maximum value calculated [16] . Equation (1) illustrates the formula for calculating TF-ISF score for terms and equation (2) 3) Sentence Length: This feature filters out the sentences that are too long or too short as they are not considered important for summary or sentence ranking [1] . Equation (4) illustrates the formula for calculating this feature. [18] . Here, the similarity between the concerned sentences is calculated using WordNet [19] [21]. The formula in equation (6) is used to calculate this feature. Let, k be an integer between 10 to 50, Set b = set of sentences in k% length of the document Set e = set of sentences after (100 -k)% length of the document 
C. Fuzzy C-Means Clustering
Fuzzy C-Means Clustering algorithm is a soft computing technique that was developed by Dunn [22] in 1973 and improved by Bezdek [23] in 1981. The FCM clustering algorithm uses fuzzy sets introduced by Zadeh [15] in 1965 which vary from ordinary sets in terms of membership of a particular element. The concept of membership in fuzzy sets is derived from the idea of adjectives used in natural languages that do not correspond to precise mathematical values [6] . Hence, in fuzzy sets, the membership function denotes the value of the degree of membership of an element to multiple sets. This idea of membership is stretched in Fuzzy C-Means clustering algorithm where a membership matrix, named partition matrix denotes the degree of membership of an element across multiple clusters. Following are the properties of the FCM algorithm. 
2) Objective Function:
The primary focus of the FCM algorithm is until any termination criterion is met, iteratively minimize the value objective function J denoted as,
Where, x i is the data element and c j is the cluster center. The fuzzifier, m ∈ [1, ∞) dictates the cluster fuzziness.
3) Cluster Center: The formula for calculating cluster center c j is,
4) Membership Value:
The formula for updating the membership values, μ ij of the partition matrix is,
The input data that is to be clustered is the document broken down into sentences where each sentence is represented as a 5 -dimensional vector. Therefore, an input document consisting of N sentences is represented as a matrix of size N×5. Here, the input matrix is S N×5 .
2) Clusters: For this experiment, the number of clusters, C is set to 3 for 3 basic classifications of the input document sentences based on their importance.
Cluster 1→High Cluster 2→Mid
Cluster 3→Low E. Iteration 1) Calculate cluster centers using equation (8) 2) Calculate objective function, using equation (7) 3) Update partition matrix using equation (9) 
≤ e | t = t max : STOP ELSE: loop back to step 1
F. Sentence Extraction
The FCM Algorithm breaks down the full membership of a sentence belonging to a single cluster in U (0) to partial membership to all the three clusters in U (t) (final partition matrix). For a sentence S i , the hard clustered '1' in U (0) is distributed across all the clusters in U (t) where μ j indicates its degree of membership to j th cluster. Therefore, the general idea of selecting sentences is to assess their membership value to the high cluster (j = 1). The following algorithm illustrates the selection process of the sentences S i=1, 2. . . . N , based on their membership in U (t) = μ ij N×C . The value of Z is used to adjust the length of the summary.
IV. RESULTS AND EVALUATION
The task of evaluating something as abstract as summaries is quite difficult and approximate as there cannot be only one perfect summary for a document. Hence, for evaluating a summary, ROUGE (Recall Oriented Understudy for Gisting Evaluation) has become the standard method that requires human generated summaries which are regarded as gold standards and are compared with the machine produced summaries. ROUGE [24] uses n-gram statistics approach to measure the precision, recall and f-measure of a summarizer quantitatively. Our proposed model was tested with ROUGE-1 and has been compared with different models from different perspective. Table I Among the three evaluation parameters of summarization, F-measure shows the balance between the other two. Therefore, the F-measure can be considered as the primary quality check for summarization processes, regardless of the datasets on which they are applied. Needless to say, there are other implementations of summarization models such as Baseline, MS-Word, GSM etc. [16] [17] that use different approaches from that of a clustering model. Hence, for the final comparison illustrated in the following figure (Fig 3) , it is demonstrated that the fuzzy C-Means clustering model gives a better F-measure than these other popular summarizing models (results taken from their performance on DUC2002 dataset). In the presented work of this paper, a new approach to FCM model based extractive summarization process has been discussed. A hard clustered initialization to provide a significant edge over the FCM model has been implemented in the sentence ranking procedure which depends on four of the most important features selected from many sentence extracting methods from previous works and one additional feature introduced in this paper. The addition of the new feature and the novel way of approaching FCM clustering method improves extractive summarization by a significant margin. The FCM model proves to be generating the key ideas from the original document and can be implemented in abstractive summarization techniques in prospective future works.
