Introduction
Abstract. We study reaction diffusion equations with a deterministic reaction term as well as two random reaction terms, one that acts on the interior of the domain, and another that acts only on the boundary of the domain. We are interested in the regime where the relative sizes of the diffusion and reaction terms are different. Specifically, we consider the case where the diffusion rate is much larger than the rate of reaction, and the deterministic rate of reaction is much larger than either of the random rate of reactions.
In this paper we are dealing with equations that describe the evolution of concentrations of various components in a chemical reaction, subject to random influences. We consider the case the concentration is not constant in space in the volume where the reaction takes place, so that the change of concentration due to the spacial transport has to be taken into consideration. Moreover, we assume that random changes in time and space of the rates of reaction occur. All of this leads us to consider stochastic reaction-diffusion equations in multi-dimentional spatial domains. As a matter of fact, we are considering here the case the noise has an impact not only on the domain of the system, but also on its boundary. As mentioned in [2] , classical important examples are heat transfer in a solid in contact with a fluid, chemical reactor theory, colloid and interface chemistry, and analysis of the interactions between air and water on the surfaces of oceans. In applications, it is also important to deal with systems where the rates of chemical reactions and the diffusion coefficients have different orders. Here, we are dealing with the regime where the relative size of the diffusion is much larger than the rates of reaction and the deterministic rate of reaction is much larger than the stochastic rate of reaction.
More precisely, we are considering the following class of stochastic reaction-diffusion equations, (1.1)
∂u ǫ ∂t (t, ξ) = ǫ −1 Au ǫ (t, ξ) + f (t, ξ, u ǫ (t, ξ)) + α(ǫ) g(t, ξ, u ǫ (t, ξ)) ∂w Q ∂t (t, ξ), ξ ∈ O, ∂u ǫ ∂ν (t, ξ) = ǫ β(ǫ) σ(t, ξ) ∂w B ∂t (t, ξ), ξ ∈ ∂O, u ǫ (0, ξ) = x(ξ), ξ ∈ O, for 0 < ǫ ≪ 1 and for some positive functions α(ǫ) and β(ǫ), both converging to zero, as ǫ → 0. Here, O is a bounded domain in R d , d ≥ 1, with a smooth boundary, A is a uniformly elliptic second order differential operator, and ∂/∂ν is the associated co-normal derivative acting at ∂O. The coefficients f, g : [0, ∞)× O × R satisfy a Lipschitz condition with respect to the third variable. The noises w Q and w B are cylindrical Wiener processes valued in H = L 2 (O) and Z = L 2 (∂O), respectively, with covariances Q ∈ L + (H) and B ∈ L + (Z).
1
If d = 1, we can handle space-time white noise, while for d ≥ 2 we must suppose the noise to be colored in space. We assume here that the diffusion X t associated with the operator A, endowed with the co-normal boundary condition, admits a unique invariant measure µ and a spectral gap occurs. Namely, there exists some γ > 0 such that for any h ∈ L 2 (O, µ),
When the deterministic and stochastic rates of reaction are of order one, the fast diffusion disappears and, in the limit as ǫ → 0, the effective dynamic is described by a ordinary stochastic differential equation. In fact, in [6] (see also [2] ) it was shown that, for every 0 < δ < T and p ≥ 1, the solutions u x ǫ to (1.1), corresponding to α(ǫ) = β(ǫ) = 1, converge in L p (Ω; C([δ, T ]; L 2 (O, µ))) to the solution of the averaged one-dimensional stochastic differential equation (1.2) du(t) =F (t, u(t))dt +Ḡ(t, u(t))dw Q (t) +Σ(t)dw B (t), u(0) = x, µ .
Here,F ,Ḡ, andΣ are all obtained by taking suitable spatial averages of their counterparts, f, g and σ, with respect to the invariant measure µ. Since the averaging still takes time, convergence in C([0, T ]; L 2 (O, µ)) only occurs if the initial condition x is already constant in space.
In this paper, we are interested in studying the fast transport approximation described above in the small noise regime (i.e. α(ǫ) → 0 and β(ǫ) → 0). In this case, the noisy terms vanish entirely from the limit and the solution to (1.1) converges in L p (Ω; C([δ, T ]; L 2 (O, µ))) to the solution of the ODE (1.3) du dt =F (t, u(t)), u(0) = x, µ .
Thus, we believe it is of interest to study the validity of a large deviation principle for the family {u x ǫ } ǫ>0 in the space C([δ, T ]; L 2 (O, µ)), and, in particular, to understand its interplay with the fast transport limit. It turns out that, depending on the following different scalings between α(ǫ) and β(ǫ)
the action functional and the speed governing the large deviation principle for equation (1.1) are precisely the same as those governing the large deviation principle for the SDE du(t) =F (u(t)) dt + (α(ǫ) + β(ǫ)) Hρ(t, u(t)) dβ t , u(0) = x, µ , where (1.4) Hρ(t, u) = 1 (1 +ρ) 2 Q [G(t, u)m] (here m is the density of the invariant measure µ). This means in particular that the fast transport asymptotics for equation (1.1) is consistent with the small noise limit.
In the second part of the paper, we study the problem of the exit of the solutions u x ǫ to (1.1) from a domain D in the functional space L 2 (O, µ). We consider the case where the limiting equation (1.3) has an attractive equilibrium at 0, and we prove Freidlin-Wentzell type exit time estimates. More precisely, if we define
where V : L 2 (O, µ) → R + is the quasi-potential corresponding to the action functional governing the large deviation principle. If the interior noise is additive, i.e. g ≡ 1 in (1.1), then the quasi-potential can be written explicitly. Namely,
where Hρ is obtained from (1.4) by setting G(t, u) = Id and by assuming Σ constant in time. For example, when A is a divergence type operator, we have m = |O| −1 and hence
for some non-negative constants c 1 and c 2 , depending on Q and B, and not simultaneously zero. In the general case of multiplicative noise, we do not have such an explicit representation of the quasi-potential; however, the result (1.5) still holds. Notice that, as far as we know, this is the first time a result as (1.5) is obtained for an SPDE with multiple scales, where not only the small noise, but also other asymptotics (in this case the fast transport) have to be taken into consideration. As known, in order to obtain results like (1.5), a large deviation principle that is uniform with respect to initial conditions in a bounded set of L 2 (O, µ) is needed. Here, we prove the large deviation principle for the family {u x ǫ } ǫ>0 in the space C([δ, T ]; L 2 (O, µ)) by using the weak convergence approach, as developed for SPDEs in [3] . This method allows to prove a Laplace principle, which is uniform with respect to initial conditions in a compact set of H and which, as well known, is equivalent to the large deviation principle with the same speed and action functional. Thus, in order to prove (1.5), we have first to prove that the Laplace principle is uniform with respect to initial conditions on a bounded set of L 2 (O, µ) and then we have to show that a Laplace principle, that is uniform with respect to initial conditions on a bounded set, implies a large deviation principle that is uniform with respect to initial conditions on the same bounded set.
In our case the solutions of equation (1.1) are converging to a one-dimensional equation, and the problem of proving a uniform Laplace principle for initial data on a bounded set is circumvented by considering the space L 2 (O) endowed with its weak topology. More delicate is the problem of understanding how the uniform Laplace principle may imply the uniform large deviation principle. To this purpose, recently, in [18] , some conditions have been introduced in order to guarantee, among other things, the equivalence between the uniform Laplace principle and the uniform large deviation principle, with respect to initial conditions in a compact set. These arguments can be extended in our setting to give uniformity with respect to initial conditions in bounded sets. Thus, our job here is proving that the conditions introduced in [18] are satisfied.
Once we have a large deviation principle that is uniform with respect to initial conditions in a bounded set, we prove (1.5) by adapting the method used in finite dimension (see Chapter 4, Section 2 of [14] and Chapter 5.7 of [11] ) to our infinite dimensional setting (see [5] , [1] and [7] for some previous results in this direction). In our model, several complications arise in obtaining the lower bound of Eτ x ǫ . Actually, when ǫ is small, equation (1.1) behaves like the linear heat equation for t on the order of ǫ. However, for times on the order of 1, the averaging has already taken place so that the solution is essentially constant in space and evolves according to (1.3) . So to establish any kind of lower bound on the exit time, we require a domain that is both invariant with respect to the semigroup e tA and invariant with respect to trajectories of equation (1.3).
Notations and preliminaries
2.1. Assumptions on the semigroup. We assume that O is a bounded domain in R d , d ≥ 1, with a smooth boundary, satisfying the extension and exterior cone properties. We denote H := L 2 (O) and Z := L 2 (∂O), and, for any α > 0, we denote H α := H α (O) and
We assume that A is a second order differential operator of the form
The matrix a(ξ) = [a ij (ξ)] i,j is symmetric and all entries a ij are differentiable, with continuous derivatives inŌ. Moreover, there exists some a 0 > 0 such that
Finally, the coefficients b i are continuous onŌ.
In what follows, we shall denote by A the realization in H of the differential operator A, endowed with the conormal boundary condition ∂h ∂ν
The operator A generates a strongly continuous analytic semigroup in H, which we will denote by e tA . Moreover (see [15] for a proof)
In general, the realization of A in L p spaces under the same boundary conditions will also generate a strongly continuous, analytic semigroup, for p > 1. It is proved in [10] that under the above conditions on A and O, the semigroup admits an integral kernel k t (ξ, η) that satisfies
In what follows, we shall assume that e tA satisfies the following condition.
Hypothesis 1.
The semigroup e tA admits a unique invariant measure µ, and there exist γ > 0 and c > 0 such that, for any h ∈ L 2 (O, µ) and t ≥ 0,
In what follows, we shall denote 
where λ d is the Lebesgue measure on R d . Since A is self-adjoint, we can find a complete orthonormal system {e k } k≥0 in H, and an increasing nonnegative sequence {α k } k≥0 such that Ae k = −α k e k . Clearly, α 0 = 0 and e 0 = |O| −1/2 , so that x, µ = x, e 0 H e 0 , for any x ∈ H. This implies that
Hµ , so that (2.4) holds for γ = α 1 .
Remark 2.2. We have the continuous embedding H ֒→ H µ . This follows from the invariance of µ with respect to e tA , and from the boundedness of the integral kernel (2.3). Actually, for h ∈ H, we have
We also note that, due to the invariance of µ, e tA acts as a contraction in H µ
Remark 2.3. In fact, one can show that the invariant measure µ is absolutely continuous with respect to the Lebesgue measure on O and has a nonnegative density m ∈ L ∞ (O) (for a proof, see [6] ).
2.2.
Assumptions on the coefficients and noise. Concerning the coefficients f, g, and σ, we make the following assumptions. |f
(ii) The mapping σ : [0, ∞) × ∂O → R is measurable and satisfies for any T > 0
In what follows, for h 1 , h 2 ∈ H and ξ ∈ O, we define
The uniform Lipschitz assumptions on f and g in Hypothesis 2 imply that the mappings
, H) are all well-defined and Lipschitz continuous, uniformly with respect to t ∈ [0, T ], for any T > 0. Next, for z ∈ Z and ξ ∈ ∂O, we set
Hypothesis 2 implies that Σ(t) ∈ L(Z) and sup
Concerning the noisy terms, we assume that w Q (t) and w B (t) are cylindrical Wiener processes in H and Z, with covariances Q ∈ L + (H) and B ∈ L + (Z), respectively. That is,
where {e k } k≥0 is an orthonormal basis of H, {f k } k≥0 is an orthonormal basis of Z and {β k (t)} k≥0 and {β k (t)} k≥0 are sequences of independent real-valued Brownian motions defined on a common stochastic basis (Ω, F, {F t } t≥0 , P).
We assume for simplicity that {e k } k≥0 diagonalizes √ Q with eigenvalues {λ k } k≥0 , and
We do not assume that the operators Q and B are trace class, so the sums above do not necessarily converge in H and Z, respectively. However, both of the sums converge in larger Hilbert spaces containing H and Z, respectively, with Hilbert-Schmidt embeddings.
We make the following assumption regarding the eigenvalues of Q and B.
Mild solutions.
In the present paper, we are dealing with the following class of equations (2.6)
Under the above assumptions on the differential operator A and the domain O, it can be shown (see [16] ), that there exists δ 0 ∈ R such that for any δ ≥ δ 0 and h ∈ Z, the elliptic boundary value problem
admits a unique solution u ∈ H. We define the Neumann map, N δ : Z → H, to be the solution map of this equation, i.e. N δ h := u. One can show that
Next, we consider the deterministic parabolic problem
One can show that for smooth v and large enough δ, the solution to this equation is given explicitly by
This formula can be extended by continuity to provide a notion of mild solution for less regular v. In our case, we are interested in the boundary value problem (2.8)
So, upon taking δ = δ 0 /ǫ, we say that the process
is a mild solution to problem (2.8). (see [9] for details, and see [13] , [19] and [20] for other papers where the same type of equations has been studied). This motivates the following.
2.4. Well-posedness and averaging results. In this section, we recall some important preliminary results from [6] .
Lemma ( 
Moreover, it is Lipschitz continuous and
Theorem (3.4 of [6] ). Assume Hypotheses 2 and 3 hold. Then for any ǫ > 0, p ≥ 1 and T > 0 and for any initial condition x ∈ H, equation (2.6) has a unique adapted mild
Next, for any t ≥ 0 and h ∈ H µ , we definē
Moreover, for any t ≥ 0 and h 1 , h 2 ∈ H µ , we define
and for any t ≥ 0 and z ∈ Z, we definē
Hypothesis 2 implies thatF (t, ·) : H µ → R is Lipschitz continuous, uniformly with respect to t ∈ [0, T ]. ConcerningḠ, we observe that for any h ∈ H µ and T > 0 (2.14)
Therefore,Ḡ(t, ·)h : H µ → R is Lipschitz continuous, uniformly with respect to t ∈ [0, T ] and h in a bounded set of H µ (and hence H). Finally, the linear functionalΣ(t) : Z → R is bounded due to (2.7).
With these notations, we introduce the equation
Theorem (4.1 of [6] ). Assume that Hypotheses 1, 2 and 3 hold, and let α(ǫ) = β(ǫ) ≡ 1. Then, for any x ∈ H, p ≥ 1, and 0 < δ < T , we have
where v x ǫ is the mild solution to (2.6) with α(ǫ) = β(ǫ) ≡ 1 and v x is the solution of equation (2.15).
Uniform large deviation principle and Laplace principle.
In what follows, let E and E 0 be Polish spaces. We recall that a function I : E → [0, +∞] is called a good rate function if the level set {y ∈ E : I(y) ≤ M } is compact in E, for any M > 0. Definition 2.5. Let {I x } x∈E 0 be a family of good rate functions on E and let {Y x ǫ ; ǫ > 0, x ∈ E 0 } be a family of E-valued random variables Moreover, let γ : (0, +∞) → (0, 1), with γ(ǫ) → 0, as ǫ → 0. The family of E-valued random variables {Y x ǫ } ǫ>0 satisfies the large deviation principle (LDP) on E with speed γ(ǫ) and action functional I x , uniformly for x in the set B ⊆ E 0 , if the following two conditions hold.
(i) For any open set E ⊂ E,
(ii) For any closed set F ⊂ E,
Definition 2.6. Let {I x } x∈E 0 be a family of good rate functions on E and let B ⊆ E 0 . The family of E-valued random variables {Y x ǫ } ǫ>0 satisfies the Laplace principle on E with speed γ(ǫ) and action functional I x , uniformly for x in the set B, if for any continuous and
The equivalence between the non-uniform versions of the large deviation principle and the Laplace principle is a well known fact. Recently, in [18] general results on the equivalence between the uniform versions of the large deviation principle and the Laplace principle have been investigated.
In order to study the problem of the exit of the solution of equation (2.6) from a domain in H µ , we need a large deviation principle that is uniform with respect to x on any bounded set of E 0 = H. In fact, since H is a Hilbert space, and in particular reflexive, the weak convergence approach for SPDEs, as described in [3] , allows us to prove a Laplace principle that is uniform on bounded sets.
The following proposition of [18] then shows that the uniform Laplace principle implies the uniform large deviation principle. Proposition 2.7. Suppose that E 0 is a reflexive Banach space and let B ⊂ E 0 be a closed, bounded set. Moreover, assume the following conditions hold.
(i) For any s ≥ 0, the set Λ s,B := x∈B Φ x (s) is compact in E, where
(ii) The mapping x → Φ x (s) is weakly continuous in the Hausdorff metric, for any s ≥ 0. Namely,
where, for A 1 , A 2 ∈ E,
Then, any family of E-valued random variables {Y x ǫ } ǫ>0 that satisfies the Laplace principle on E with speed γ(ǫ) and action functional I x , uniformly for x ∈ B, also satisfies the large deviation principle with the same speed and action functional, uniformly for x ∈ B.
Main results and description of the methods
We are here interested in the validity of a large deviation principle for the family {L(u x ǫ )} ǫ∈(0,1] , as ǫ → 0, where u x ǫ is the solution to the equation (2.6) with initial condition x ∈ H.
In [6] , equation (2.6) was studied with α(ǫ) = β(ǫ) ≡ 1, and it was shown that for every δ > 0, the solutions converge in L p (Ω; C([δ, T ]; H µ )) to the solution of the one-dimensional stochastic differential equation (2.15) . Therefore, if
thanks to the bounds (2.9), (2.10) and (2.12), the solution u x ǫ will converge in the space L p (Ω; C([δ, T ]; H µ )) to the solution of the deterministic one-dimensional differential equation,
In what follows, we shall assume that the following conditions are satisfied
(ii) For every t ≥ 0, w ∈ R and ρ ∈ [0, +∞], we define
where m is the density of the invariant measure µ. Then, ifρ is the constant introduced in (3.2), we have
Now, for every 0 ≤ δ < T , we denote by Ψ δ,T the subset of C([δ, T ]; H µ ) containing all functions u ∈ C([δ, T ]; H µ ) that are absolutely continuous in t and are constant in the spatial variable ξ. Then, if u ∈ Ψ δ,T , we define
For any other u ∈ C([δ, T ]; H µ ), we set I x δ,T (u) = +∞. We will show that, in fact, the laws of the family {u x ǫ (t)} ǫ∈(0,1] satisfy a large deviation principle in the space C([δ, T ]; H µ ), with respect to the action functional I x δ,T . Theorem 3.1. Assume that all Hypotheses 1 to 4 are satisfied. Fix any T > 0 and 0 < δ < T and let u x ǫ denote the solution to equation (2.6), with initial condition x ∈ H. Moreover, let us define
Then, the following facts hold.
(i) The family {L(u x ǫ )} ǫ∈(0,1] satisfies a large deviation principle in C([δ, T ]; H µ ) with speed γ(ǫ) and action functional I x δ,T , uniformly for x in any closed, bounded subset of H.
(ii) If in addition x is constant, then {L(u x ǫ )} ǫ∈(0,1] satisfy a large deviation principle in C([0, T ]; H µ ) with speed γ(ǫ) and action functional I x 0,T , uniformly for x in any closed, bounded subset of H.
To prove Theorem 3.1, we follow the weak convergence approach, and instead prove the validity of a uniform Laplace principle, as described in Theorem 3.2. This, combined with Proposition 2.7 yields a uniform large deviation principle, with same rate and same action functional.
First, we introduce some notation. We denote by V the product Hilbert space H × Z, endowed with the inner product
Next, we define the linear operator,
Notice that S ∈ L + (V ) and the process w S (t) := (w Q (t), w B (t)), t ≥ 0 is an S-Wiener process. Next, we let P(V ) be the set of predictable processes in
and
For any ϕ(t) = (ϕ H (t), ϕ Z (t)) ∈ P M (V ), we denote by u x,ϕ ǫ the unique mild solution of the controlled stochastic PDE (3.7)
where γ(ǫ) is the function defined in (3.6). Moreover, we denote by u x,ϕ the unique solution of the random ODE (3.8)
We will prove the well-posedness of both of these equations in the next section. In what follows, we denote
Suppose that the following conditions hold.
(i) If B ⊂ H is a closed and bounded set, then for every M < ∞ the set
is any family that converges in distribution, as ǫ → 0, to some ϕ ∈ P M (V ) with respect to the weak topology of L 2 (0, T ; V ), and if {x ǫ } ǫ>0 ⊂ H is any family that converges weakly in H, as ǫ → 0, to some x ∈ H, then the family {u Then the family {L(u x ǫ )} ǫ>0 satisfies a Laplace principle in C([δ, T ]; H µ ), with speed γ(ǫ) and action functionalÎ x δ,T , uniformly in x on any closed, bounded subset of H. Moreover, for any closed bounded set B ⊂ H and any s ≥ 0, the set
Remark 3.3. In the theorem above we allow the uniformity of the Laplace principle for initial conditions x in closed and bounded sets B ⊂ H (rather than compact sets). This is possible by simply changing the topology of H to the weak topology. Specifically, we require that the mapping x →Î δ,T (u) is weakly lower semicontinuous and that condition (ii) must hold for any sequence {x ǫ } ǫ>0 converging weakly to x. The reason why we can prove this stronger form of condition (ii) is because the limiting equation (3.1) is finite dimensional. If, for example, the averaging were only to occur in some but not all of the coordinates, then we would not have this property and condition (ii) would certainly fail for x ǫ converging to x only weakly. Proof. The well-posedness of equation (3.7) follows from a fixed point argument in the space of adapted processes in
We show that K ǫ is Lipschitz continuous from L p (Ω; C([0, T ]; H)) into itself, with Lipschitz constant going to 0 as T → 0. This clearly implies the well-posedness of equation
Thanks to (2.9), (2.10) and (2.11), since F (t, ·) : H → H is Lipschitz-continuous, it suffices to show that the mapping Γ ǫ , defined by 
where, in the last step, we used the fact that |ϕ H | 2 L 2 (0,T ;H) ≤ |ϕ| 2 L 2 (0,T ;V ) ≤ M , P-a.s.. To conclude our proof of the well-posedness, we show that the second term in Γ ǫ is in L p (Ω; C([0, T ]; H)). Due to (2.7) and (2.2), the operator A S ρ , and
Thus, by taking the p-th moment and choosing ρ < 1, we get
).
Next, we prove that estimate (4.1) holds. To this purpose, we first remark that due to (3.2)
In particular, both α(ǫ)/ γ(ǫ) and β/ γ(ǫ) remain uniformly bounded, with respect to ǫ ∈ (0, 1]. Thus, thanks to (4.6), by proceeding as in the proofs of (4.16) and (4.5), due to (2.9) and (2.10), we have
for some constant c p,M,T > 0 such that c p,M,T → 0, as T → 0. This means that there exists T 0 > 0 such that sup
By a bootstrap argument, this yields (4.1).
Proposition 4.2. Assume that Hypothesis 2 hold, and fix any M > 0. Then, for any ϕ = (ϕ H , ϕ Z ) ∈ P M (V ), the random differential equation (3.8) has a unique adapted solution, u x,ϕ ∈ L p (Ω; C([0, T ]; R)), for any T > 0 and p ≥ 1.
Proof. As before, existence and uniqueness follows from the Lipschitz continuity of the mapping K :
(s, u(s))ds
). Due to (2.14) and the fact that ϕ ∈ P M (V ), we have
Moreover, due to (2.7), we easily have holds. Suppose that {x ǫ } ǫ>0 ⊂ H converges weakly to x ∈ H, as ǫ → 0, and suppose that {ϕ ǫ } ǫ>0 ⊂ P M (V ) converges weakly in L 2 (0, T ; V ) to ϕ, as ǫ → 0, P-a.s. Then for any δ > 0 and p ≥ 1,
Proof. We denote ϕ ǫ = (ϕ ǫ H , ϕ ǫ Z ) and ϕ = (ϕ H , ϕ Z ). We first write
Thanks to estimates (2.9), (2.10) and (4.1), as well as Lemmas 6.2, 6.3, and 6.4 (where a-priori bounds for the terms I i ǫ (t) are proven), there exists some non-negative function r T,p (ǫ) going to 0, as ǫ → 0, such that (4.8)
We have
Therefore, since the sequence {x ǫ } ǫ>0 converges weakly to x in H µ , we have This fact, together with (4.8) and Gronwall's Lemma, allows us to conclude that (4.7) holds for p ≥ 2. To obtain the result for p > 2, we use estimate (4.1) and the dominated convergence theorem.
In the next section we show that for every u ∈ C([δ, T ]; H µ ) the mapping x ∈ H → I x δ,T (u) ∈ [0, +∞] is weakly lower semicontinuous. Due to the convergence result proved in Proposition 4.3 and to Theorem 3.2, this implies that the family {u x ǫ } ǫ>0 satisfies a uniform Laplace principle in C([δ, T ]; H µ ), with speed γ(ǫ) and action functionalÎ x δ,T .
Conclusion.
In this section, we first show that under Hypothesis 4, we haveÎ x δ,T = I x δ,T where I x δ,T is the action functional defined in (3.3). Then, we show that the action functionals I x δ,T satisfy the properties required to extend the uniform Laplace principle into a uniform large deviation principle (see Proposition 2.7). In particular, the mapping x →Î x δ,T (u) ∈ [0, +∞] is weakly lower semicontinuous, for every u ∈ C([0, T ]; H µ ). This will conclude the proof of Theorem 3.1. 
Then, we have Proof. First, we observe thatÎ x δ,T (u) = ∞, if u(t, ξ) is any function depending on the spatial variable ξ. Next, we notice thatÎ x δ,T (u) can be rewritten aŝ
because the condition G δ (x, ϕ) = u does not constrain the values of ϕ on the interval (0, δ).
We suppose now that w = u x,ϕ , for some x ∈ H and ϕ = (ϕ H , ϕ Z ) ∈ L 2 (0, T ; V ). Then, recalling that µ has a density m ∈ L ∞ (O), we have
On the other hand, equality is achieved with the choice,
Notice thatφ is well defined due to the non-degeneracy condition in Hypothesis 4. Moreover, it is easy to see that w solves equation (3.8) with the controlφ, so that u x,φ = w. This minimizing choice of ϕ =φ gives rise to the action functional I x δ,T . Alternatively, we can write the action functional as 
Moreover, for every y ∈ H, v, w ∈ C([0, T ]; R) and δ ′ ∈ (0, δ), we denote by ρ δ ′ (y, v, w) the path in C([0, T ]; R) defined by
Since ρ δ ′ (y, v, w) and w coincide in the interval [δ ′ , δ − δ ′ ], we have
Now, let us fix x ∈ H , u ∈ C([0, T ]; R) and η > 0. Let {x n } n≥1 ⊂ H be a sequence weakly convergent to x and let {u n } ⊂ C([0.T ]; R) be a sequence convergent to u. For every n ∈ N and δ ′ ∈ (0, δ), we have
Since the sequences {x n } n≥1 and {u n } n≥1 are bounded and Hypothesis 4 holds true, we have
Analogously,
, thanks to (4.11) we conclude that lim sup
Thanks to (4.12), this implies that there exists n 1 η ∈ N such that (4.13)
η . Next, we want to prove that there exists n 2 η ∈ N such that (4.14)
η . The proof of the inequality above follows the same line of the proof of inequality (4.13). Actually, as in (4.12) we have
Then, by using the same arguments used above, we can find a sequence {δ ′ n } n≥1 ⊂ (0, δ) such that lim sup
and (4.14) follows.
The continuity above is strictly due to the fact that δ > 0. If δ = 0 then certainly the mapping x → I x (u) is not continuous, since I x (u) is finite only if u(0) = x. However, the lemma above easily implies the following weaker condition, which is also true in the δ = 0 case. Lemma 4.6. For every sequence {x n } n≥1 ⊂ H, weakly convergent to some x, and for every u ∈ {ϕ ∈ C([δ, T ]; R) : I x δ,T (ϕ) ≤ s}, there exists a sequence {u n } n≥1 such that u n → u in C([δ, T ]; H) and
When δ > 0, this is trivially satisfied by the sequence u n = u by the previous lemma. This condition can be used along with the following lemma to prove that the conditions of Proposition 2.7 is satisfied in the model we are studying. Proof. Fix an ǫ > 0 and s > 0. We will show that there exist r > 0 small enough that for any x ∈ B and u ∈ Φ x δ,T (s + r), there exists z u ∈ Φ x δ,T (s) such that |u − z u | C([δ,T ];R) < ǫ. Fix an r > 0. First we consider the case of x ∈ B and u ∈ Φ x δ,T (s + r) such that I δ,T (u) > r. For such a path u, we may consider the continuous path z u ∈ C([δ, T ]; R) defined by
where
, it is easy to see that sup
Thanks to the Lipschitz condition on g, this implies that
Next, for any t ∈ [T * , T ] we have that
so that, thanks to the Gronwall lemma,
Now, if we fix r < (ǫ c −1
Since the constant c T,B is independent of x, this proves the result.
Next, we consider the case where u ∈ Φ x δ,T (s + r), but I δ,T (u) ≤ r. Let w ∈ C([0, δ]; R) be a path such that w(0) = x, µ , w(δ) = u(δ) and I 0,δ (w) ≤ J 0,δ (x, u) + r. Then similar to before we may define the path z u ∈ C([δ, T ]; R) by
This implies that
Thus by the same calculation as before we obtain
which completes the proof upon taking r small enough. In particular, the requirements of Proposition 2.7 are satisfied.
Proof. For fixed u ∈ C([0, T ]; R), the mapping x → I x δ,T (u) is lower semi-continuous. Condition (i) of Proposition 2.7 then follows from Condition (i) in Theorem 3.2 (see the proof of Theorem 5 in [3] ).
To show the first limit, it suffices to prove that for any
δ,T is a good rate function, we may assume by taking a subsequence, if necessary, that u n → u ∈ Φ x δ,T (s). By (4.15), we may also find a sequence {z n } ∞ n=1 such that z n → u and lim sup
Therefore, due to the previous lemma, for every ǫ > 0 we can find r ǫ > 0 such that
and this implies (4.16).
To show the second limit, it suffices to prove that for any
δ,T (s)) = 0. By condition (i), we may assume, by taking a subsequence if necessary, that u n → u. Then, thanks to Lemma 4.5, we obtain lim inf
In particular, this implies that
, which concludes the proof. This implies that u xǫ,ϕǫ ǫ 
The law of the solutions to (4.17) is equal to the law of the solutions to the SDE,
Now, in view of equation (2.16), we see that (4.18) is precisely the limiting equation of (2.6) if the coefficients α(ǫ) and β(ǫ) are held fixed, while only the ǫ terms with the diffusion A are taken to 0. Therefore, the large deviation principle would not be affected if we were to take the spatial averaging limit to completion before allowing the noises to decay.
Applications to the Exit Problem
In this section we consider the problem of the exit of the process u x ǫ , the solution of equation (2.6), from a bounded domain D ⊂ H µ . With this in mind, we make the following assumptions on the domain D and the coefficients f, g and σ.
Hypothesis 5.
(i) The coefficients f, g and σ are all independent of t. In addition,
(ii) For any x ∈D, the unique solution u x of the one-dimensional ODE
satisfies u x (t) ∈D, for any t ≥ 0. Moreover, for every c 1 , c 2 > 0 there exists
(iii) The domain D ⊂ H µ is an open, bounded, connected set that contains x = 0. In addition, D is invariant under the semigroup e tA and x, µ ∈ D, for each x ∈ D.
Remark 5.1. The invariance of D under e tA will be necessary in order to prove a lower bound on the exit time of the process u x ǫ from the domain D. This is because when ǫ is small, equation (2.6) behaves likes the heat equation,
for t on the order of ǫ. In fact, if D is not invariant under the semigroup e tA , then for some x ∈ D the process u x ǫ will immediately exit the domain, as ǫ → 0.
Lemma 5.2. Assume that A is a divergence type operator and pick any function g : R → R that is of class C 2 and convex and has quadratic growth at infinity. For every r ∈ R, we define
Then, there existsr ∈ R such that the domain D g (r) satisfies Condition (iii) in Hypothesis 5, for every r >r.
Proof. First of all, since g has no more that quadratic growth at infinity, the mapping G : H → R is well defined. It is differentiable and G ′ (h) = g ′ • h, for every h ∈ H. Moreover, since A is a divergence type operator, H = H µ . The convexity and the quadratic growth at infinity of g imply, respectively, that D g (r) is convex and bounded, for every r ∈ R. Moreover, 0 ∈ D g (r), for every r > g(0) |O| =:r. Now, we show that D g (r) is invariant under the semigroup e tA . Actually, if x ∈ H and u(t) := e tA x, by differentiating and integrating by parts we have
last inequality following from the fact that g is convex and from (2.1). This means that the mapping t → G(u(t)) is non-increasing, so that
Finally, we show that if x ∈ D g (r), then x, µ ∈ D g (r). We have
We have seen that for every x ∈ H and δ > 0, the family {L(u x ǫ )} ǫ>0 satisfies a uniform large deviation principle in C([δ, T ]; H µ ) with action functional I x δ,T . Moreover, if x is constant then {L(u x ǫ )} ǫ>0 satisfies a large deviation principle in C([0, T ]; H µ ) with action functional I x 0,T . On the basis of this, we define the quasipotential V :
Moreover, since we assume that D contains a ball around 0, it follows that both D and ∂D will contain some constant y ∈ H µ . In particular, there will exist paths starting at 0 and ending at z ∈ ∂D that only travel along the subspace {y ∈ H µ : y is constant}. These paths will have finite values of the action functional, so that 
Therefore, due to classical results (see [14] ), we will have the explicit formula,
In the case that the noise is multiplicative, there is no such explicit representation of the quasipotential, but the exit results we discuss below will still hold.
Our goal in this section is to a prove Freidlin-Wentzell type estimates on the exit time of u x ǫ from the domain D. With this in mind, we define the stopping times, τ γ(ǫ) log sup
Appendix A: Some Lemmas used in Section 4
We start with a first preliminary result.
Lemma 6.1. For every ϕ, ψ ∈ H and t > 0 we have
Proof. If we set ζ = 2ρ ρ−2 , we have
Thus, for any t > 0 and ψ ∈ H, due to condition (2.5) we have
Hµ . Lemma 6.3. For every ǫ > 0, let us define
as in Proposition 4.3. Then, for every p ≥ 1 and T > 0, the following estimate holds.
Step 2. We show that for any p ≥ 1
For every ψ ∈ L 2 (0, T ; H), we define
First, we show that the family {Λ ϕ ǫ This, together with (6.6) and (6.7), concludes the proof.
Lemma 6.4. For every ǫ > 0, let us define
as in Proposition 4.3. Then for any p ≥ 1,
Proof. We can rewrite I 3 ǫ as follows.
Concerning J ǫ 1 , the invariance of µ gives
Then, thanks to (4.4) and the boundedness of the operator S ρ defined in (4.3), for any ρ > 0, we have
Hence, if ρ < 1, we obtain
To estimate J ǫ 2 (t), we proceed as in Lemma 6.3 and for every ψ ∈ L 2 (0, T ; Z) we define
where the last inequality holds P-a.s., for some random variable c M ∈ L 1 (Ω). In addition, for fixed t ∈ [0, T ], the linear functional ψ ∈ L 2 (0, T ; Z) → Λψ(t) ∈ R is bounded. Hence by the weak convergence of the sequence {ϕ ǫ Z } to ϕ Z , we have
Moreover, this convergence is uniform in t ∈ [0, T ], so that
from the dominated convergence theorem. This, together with (6.9), concludes the proof.
Appendix B: Proofs of Lemmas in Section 5
Proof of Lemma 5.5. Fix η > 0. We first construct a collection of paths {z x } x∈D ⊂ C([0, T ]; R) that leave the domain with a close to minimal energy. Let ρ > 0 such that B ρ ⊂ D. Due to Condition (ii) in Hypothesis 5, we can fix T 1 large enough that u x (T 1 ) ∈ B ρ , for any x ∈D, where u x is the solution of (3.1). Thus, we set z x (t) = u x (t) on the interval [0, T 1 ]. Next, we set
so that z x (T 1 + 1) = 0. Now, due to (5.1), there exists some T 2 > 0 and some path
. Hence, upon defining T * = T 1 + T 2 + 1, we have
Thus, taking ρ small enough, we obtain I x 0,T (z x ) <V (D) + η/2. We note that all of these paths {z x } x∈D agree on the interval [T 1 + 1, T * ] and exit the domain on this time interval. Let us now denote h := sup
To prove the lemma, we pick any 0 < δ < T 1 + 1 and define the open set
Then, thanks to Theorem 3.1 and bound (2.17), there exists ǫ 0 > 0 such that for any ǫ < ǫ 0 ,
Proof of Lemma 5.6. In this lemma, the behavior of the process near t = 0 is not a concern and so the same proof as in Lemma 5.7.19 in [11] holds.
Proof of Lemma 5.7. Fix some x ∈ D and let ρ > 0 be such that B ρ ⊂ D. If x ∈ B ρ , there nothing to prove. Thus, we can assume that x / ∈ B ρ .
We denote T x := inf{t ≥ 0 : u x (t) ∈ B ρ/2 } and ∆ x := inf t≥0 dist Hµ (u x (t), ∂D). We clearly have T x > 0 and, due to Condition (iii) of Hypothesis 5, we have ∆ x > 0. Moreover, again thanks to Condition (iii) of Hypothesis 5, we have Then, using Gronwall's Lemma, we have Meanwhile, we can estimate the second term in (7.1) by using the bounds (2.9), (2.10) and (4.1) to obtain This, together with (7.1) and (7.2), implies that for every δ ∈ (0, T x ) P (u Thus, by taking δ = ǫ r for some 0 < r < 1, we get P (u Since the semigroup e tA acts as a contraction on H µ , we have that |e ) is bounded, so that we can use the exponential estimates for the stochastic convolution (see [17] ). In particular, for every T > 0 we have
where c T is a constant going to 0, as T → 0. We obtain a similar estimate for w ǫ A,B , with α(ǫ) replaced by β(ǫ). All together, for every T ≤ T ρ we have γ(ǫ) log sup x∈Bρ P( sup Upon taking T small enough, this gives us the desired result.
Proof of Lemma 5.9. We modify the proof of Lemma 5.7.21 in [11] to account for the behavior of u x ǫ (t) near t = 0. Let N ⊂ ∂D be a closed set. Define the closed set Ψ δ,T (N ) := {u ∈ C([0, T ]; H µ ) : ∃ t ∈ [δ, T ] such that u(t) ∈ N }.
Then, for any T > 0 and δ < T , Now, let ρ > 0 be small enough that inf x∈∂B 2ρ dist(x, ∂D) ≥ 6ρ. Then, by Lemma 5.8, the inequality above implies that for any η > 0 there exists δ > 0 small enough that (7.5) lim sup ǫ→0 γ(ǫ) log sup x∈∂B 2ρ P(τ ǫ x < δ) ≤ −η.
Next, thanks to Lemma 5.6, we can find T > 0 large enough that Since the set Ψ δ,T (N ) is closed, we can use the large deviation principle and equation (2.18) to obtain that On the other hand, for fixed x, we have that Due to (7.4), (7.5), (7.6), (7.8) and the arbitrariness of γ, the result then follows by picking η > inf z∈N V (z).
