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Abstract
Given a totally finite ordered alphabet A, endowing the set of words over A with the alternating lexicographic
order, we define a new class of Lyndon words. We study the fundamental properties of the associated symbolic
dynamical systems called Lyndon system. We derive some fundamental properties of the beta-shift with nega-
tive base by relating it with the Lyndon system. We find, independently of W. Steiner’s method, the conditions
for which a word is the (−β)-expansion of − ββ+1 for some β > 1.
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1 Introduction
In the areas of combinatorics and computer sciences, a Lyndon word is a word which is lexicographically less than all
its permutations. Roger Lyndon introduced them in 1954 on the standard name “lexicographic sequences”. He used
them to construct a basis for the homogeneous part of a given degree in Lie algebra (see [Lyn54, CFL58]).
By definition, we call Lyndon word x1x2x3 · · · over a totally ordered alphabet all word which is lexicographically
less than all of its suffixes.
x1x2 · · ·xn−1xn · · · ≤lex xkxk+1 · · ·xnxn+1 · · · .
Consider a finite ordered alphabet A = {0, 1, · · · , d}. We note AN the set of finite and infinite words over A.
EndowingAN with the alternate order on words (see [Reu07, IS09]), we can define Lyndon word using this new order.
We call them alternate Lyndon words. The definition given in [Reu07] generalizes Lyndon words. To each Lyndon
word we attach a symbolic dynamical system. If the entropy of such a system is positive (shall we say log β > 0), we
show that the associated alternate Lyndon word is a (−β)-representation of −
β
β + 1
(proposition 2.3). When β tends
to 1, the alternate Lyndon word tends to
φ∞(1) = 1001110010010011100111001110010010011100100 · · · ,
where φ is a morphism on {0, 1} such that φ(0) = 1 and φ(1) = 100 (theorem 1). We establish a link with expansions
in negative bases. Indeed, For a fixed real β > 1, we can see the alternate order as a tool of controllability of the
representations of numbers in base −β. In the negative expansion pioneering paper [IS09], S. Ito and T. Sadahiro
proved that for some β > 1, the (−β)-expansion of − ββ+1 , (di)i≥1 is such that all sub-word of a (−β)-expansion
(xi)i≥1 is greater than (di)i≥1 in the sense of the alternate order. In particular, (di)i≥1 is less than all of its sub-words
(in the sense of the alternate order). Thanks to this link, we give the necessary and sufficient conditions for which a
word over a finite totally ordered alphabet can be the (−β)-expansion of − ββ+1 for some β > 1 (theorem 3).
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1.1 Definitions and generality
Definition 1.1 Let A be a totally ordered alphabet endowed with an order ”<”. We call Lyndon word over A with
respect to the order ”<”, all word x1x2x3 · · · such that
x1x2x3 · · · ≤ xnxn+1xn+2 · · · , ∀n . (1)
with xi in A for all i.
• The word x1x2x3 · · · is said strong Lyndon word if in (1) all inequalities are strict.
• The Lyndon word x1x2 · · · is weak if in (1) equality holds for some n.
x1x2x3x4 · · · = xnxn+1xn+2 · · · .
Then, the weak Lyndon words over the alphabetA are periodic.
1.2 Ito and Sadahiro order
LetA = {0, 1, · · · , d} be an alphabet. Consider two words x1x2 · · ·xn and y1y2 · · · yn onA. We will say x1x2 · · ·xn
is less than y1y2 · · · yn in the sense of alternate order (and we note x1x2 · · ·xn ≺ y1y2 · · · yn) if there exists an
integer k ≤ n such that for all i < k, xi = yi and (−1)
k(xk − yk) < 0. We will note x1 · · ·xn  y1 · · · yn if
x1 · · ·xk = y1 · · · yn or x1 · · ·xn ≺ y1 · · · yn. The relation ”” is called Ito and Sadahiro order or alternate order.
We can extend the alternating order to infinite words and it is possible to compare two words with different lengths
by completing the least at right by a sequence of zeros. Indeed, consider x1 · · ·xk and y1y2 · · · yn overA, k 6= n.
x1 · · ·xk  y1 · · · yn ⇔
{
x1 · · ·xk(0)
n−k  y1 · · · yn if k < n
x1 · · ·xk  y1 · · · yn(0)
k−n if n < k.
(2)
Definition 1.2 Let (di)i≥1 be a Lyndon word for an order ≤ over A (weak or strong). We call dynamical Lyndon
system associated to (di)i≥1 with respect to the order ≤, the set of infinite words x1x2 · · · onA such that :
d1d2d3 · · · ≤ xkxk+1 · · · , ∀k .
Such a one-side system is non empty, invariant by the shift σ : (xi)i≥k 7→ (xi+1)i≥k.
Example 1 Let A = {0, 1, · · · , d} be an alphabet endowed with the usual order and AN equipped with the alternate
order. Let (xi)i≥1 be a sequence on A
N satisfying for all integer k :
x1x2x3 · · ·  xkxk+1 · · · . (3)
Such a word is called, in the following sentences, Lyndon word with respect to alternate order or just alternate
Lyndon word. An alternate Lyndon system associated to the alternate Lyndon word (di)i≥1 is the set of words (xi)i≥1
such that
(di)i≥1  xnxn+1 · · · , ∀n .
Remark 1.1 If (di)i≥1 is an alternate Lyndon word, then for all integer k, dk ≤ d1. The language of the associated
Lyndon system can be taken over the finite alphabet {0, 1, · · · , d1}.
Remark 1.2 Let (di)i≥1 be an alternate Lyndon word over a finite alphabet {0, 1, · · · , d1} endowed with the usual
order. The following propositions are equivalent :
• For all sequence (xi)i≥1 on A, and for all k ≥ 1,
d1d2d3 · · ·  xkxk+1 · · · .
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• for all k ≥ 1
d1d2d3 · · ·  xkxk+1 · · ·  0d1d2 · · · . (4)
Example 2 In this example, we focus on the case of the β-shift. The alphabet A = {0, 1, · · · , ⌊β⌋} is endowed with
the usual order and (ai)i≥1, the β-expansion of 1. It is well-known that for all integer k :
akak+1 · · · ≤lex a1a2a3 · · ·
It is a Lyndon word if we consider the order ≤L :
(xn)n≥1 ≤L (yn)n≥1 ⇔ (yn)n≥1 ≤lex (xn)n≥1
To each number β > 1 corresponds a unique infinite Lyndon word and then a unique Lyndon system
Xβ = {x1x2 · · · ; ∀k x1x2 · · · ≤lex a1a2 · · · }
except if β is a simple Parry number, that is, the sequence (ai)i≥1 ends by zeros.
1 =
a1
β
+
a2
β2
+ · · ·+
ak
βk
.
Since
1 =
a1
β
+ · · ·+
ak−1
βk−1
+
ak − 1
βk
+
a1
βk+1
+ · · ·+
ak−1
β2k−1
+
ak − 1
β2k
+ · · · ,
β is attached to a1a2 · · · ak0 and a1a2 · · · ak−1(ak − 1). The corresponding systems are slotted, that generated by the
weak Lyndon word a1a2 · · · ak−1(ak − 1) being the smallest. This one defines the β-shift.
There are a monotonic bijection between the strong Lyndon words with respect to the lexicographic order and the
real numbers strictly greater than 1. On the other hand, each simple Parry number corresponds (only) to two Lyndon
words with respect to lexicographic order : a weak Lyndon and a strong Lyndon word. The exponential of the entropy
of the system is the number associated to the Lyndon word.
Let A be a finite or countable alphabet. The set of Lyndon words over A with respect to the alternate order is
totally ordered.
Consider two alternate Lyndon words (ai)i≥1 and (bi)i≥1. We suppose (ai)i≥1 6= (bi)i≥1. Then, there exists an
integer k such that
ai = bi for all i < k and (−1)
k(ak − bk) 6= 0.
We have either (−1)k(ak − bk) < 0 and (ai)i≥1 ≺ (bi)i≥1 or (−1)
k(ak − bk) > 0 and (bi)i≥1 ≺ (ai)i≥1.
The Reutenauer approach of the alternate order is a little bit different. Indeed, consider two words (xi)i≥1 and
(yi)i≥1 over an alphabetA. Then, (xi)i≥1 ≺ (yi)i≥1 if only if:
x1 +
1
x2 +
1
x3 +
1
. . .
< y1 +
1
y2 +
1
y3 +
1
. . .
.
The alternating lexicographical order considered by Steiner [Ste13] is the inverse of the alternate order considered in
the present paper.
Remark 1.3 Let U , V1, V2 three words over a finite alphabet such that |U | < +∞. Then,
UV1 ≺ UV2 ⇐⇒
{
V1 ≺ V2 if |U | is even
V2 ≺ V1 if |U | is odd
(5)
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2 Alternate Lyndon system
2.1 Generality
Let (di)i≥1 be a Lyndonword with respect to the alternate order. We noteM = M((di)i≥1) the associated Lyndon sys-
tem and LM its language. That is, LM denotes the set of finite sequences of words which belong toM = M((di)i≥1).
All word x1x2 · · ·xn of LM satisfies :
d1d2 · · · dn−j+1  xjxj+1 · · ·xn  0d1d2 · · · dn−j , with 1 ≤ j ≤ n . (6)
The relation above implies that (xi)i≥1 is bounded (see in the remark 1.1). The words ofM are taken in the finite
alphabet A. Furthermore, the relation (6) implies that all sub-word of a word of M belongs to M . That is, M is
invariant by the shift σ : (xi)i≥1 7→ (xi+1)i≥1. SinceM is a closed subset of A
N endowed with the metric
d(u,w) =
∑
n∈N
dn(u,w)
2|n|
, with
dn(u,w) =
{
0 if un = wn
1 if un 6= wn ,
it follows that (M,σ) (we often denoteM if there is no ambiguity) is a symbolic dynamical system.
Proposition 2.1 Let A = {0, 1, · · · , d1} be an alphabet; A
N is endowed with the alternate order. We consider an
infinite alternate Lyndon word (di)i≥1 andM the associated system. Hn denotes the number of words of length n of
the language ofM . Then,H0 = 1 and for all n ≥ 1, we have :
Hn =
n∑
k=1
(−1)k(dk−1 − dk)Hn−k + 1 (7)
with d0 = 0.
The proof of the proposition above is deduced from the following lemma:
Lemma 1 We consider an infinite alternate Lyndon word (di)i≥1 and M the associated system. Hn denotes the
number of words of length n in LM . Let A(n) = a1a2 · · ·an and B(n) = b1b2 · · · bn be two words of LM . Suppose
A(n) ≺ B(n). We note [A(n), B(n)] the set of wordsX(n) = x1 · · ·xn ∈ LM such that
A(n)  X(n)  B(n);
ΓA,B(n), the cardinal of [A(n), B(n)]. Then,
ΓA,B(n) =
n∑
i=1
(−1)i(bi − ai)Hn−i + 1. (8)
Remark 2.1 Let (di)i≥1 be an alternate Lyndon word, LM the language of the associated Lyndon system M and
a ∈ {1, · · · , d1}. In the meaning of the alternating order, ad1d2 · · · dn−1 is the largest word with length n in LM
starting by a and (a − 1)0d1 · · · dn−2 is the least of length n starting by a − 1. Moreover, ad1d2 · · · dn−1 and
(a− 1)0d1 · · · dn−2 are consecutive in the subset of LM of words with length n.
Proof of lemma 1
If n = 1, let x1 ∈ [A(1), B(1)]. Thus (−1)(a1 − x1) ≤ 0 and (−1)(x1 − b1) ≤ 0 and then a1 ≥ x1 ≥ b1, that
is ΓA,B(1) = a1 − b1 + 1 = (−1)(b1 − a1)H0 + 1. The relation (8) is satisfied for n = 1. Suppose (8) satisfied for
n ≤ k − 1.
Suppose n = k. a1 · · · ak ≺ b1 · · · bk implies that there exists an integer t between 0 and k such that a1 · · · at =
b1 · · · bt and (−1)
t+1(at+1 − bt+1) < 0.
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• If t ≥ 1, the cardinal of [A(k), B(k)] is equal to the number of words between at+1 · · · ak and bt+1 · · · bk.{
at+1 · · · ak ≺ bt+1 · · · bk if t is even
bt+1 · · · bk ≺ at+1 · · · ak if t is odd
Since (8) is satisfied for n ≤ k − 1 and the length of at+1 · · · ak and bt+1 · · · bk is k − t ≤ k − 1, we have
ΓA,B(k) =


k−t∑
i=1
(−1)i(bt+i − at+i)Hk−t−i + 1 if t even
k−t∑
i=1
(−1)i(at+i − bt+i)Hk−t−i + 1 if t odd
In the both cases,
ΓA,B(k) =
k−t∑
i=1
(−1)i+t(bt+i − at+i)Hk−t−i + 1
=
k∑
i=t
(−1)i(bi − ai)Hk−i + 1
=
k∑
i=1
(−1)i(bi − ai)Hk−i + 1
We obtain the last equality thanks to the condition ai = bi for 1 ≤ i ≤ t.
• Suppose t = 1, that is a1 > b1. Note that a1d1 · · · dk−1 ∈ LM and b10d1 · · · dk−2 ∈ LM .
a1 · · ·ak  a1d1 · · · dk−1
(a1 − 1)0d1 · · · dk−2 ≺ (a1 − 1)d1 · · · dk−1
...
(b1 + 1)0d1 · · · dk−2 ≺ (b1 + 1)d1 · · · dk−1
b10d1 · · · dk−2  b1b2 · · · bk
Since ad1 · · · dk−1 and (a− 1)0d1 · · · dk−2 are consecutive, it follows that:
[A(k), B(k)] = [A(k), a1d1 · · · dk−1] ∪ [b10d1 · · · dk−2, B(k)] ∪
a1−1⋃
i=b1+1
[i0d1 · · · dk−2, id1 · · · dk−1]
The intervals [i0d1 · · · dk−2, id1 · · · dk−1] and [d1 · · · dk−1, 0d1 · · · dk−2] have same cardinal
Hk−1 =
k−1∑
i=1
(−1)i(di−1 − di)Hk−1−i + 1
(since (8) is supposed satisfied for n ≤ k − 1). Thus,
Γ(k) =
k∑
i=2
(−1)i[(di−1 − ai) + (bi − di−2)]Hk−i + 2 + (a1 − b1 − 1)Hk−1
=
k∑
i=2
(−1)i(bi − ai)Hk−i + 1 + (a1 − b1)Hk−1
=
k∑
i=1
(−1)i(bi − ai)Hk−i + 1
5
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
Definition 2.1 A language L over an alphabet A is factorial if it contains the sub-words of its words. It is extendable
if for all word x1x2 · · ·xn in L, there exist two letters a and b in A such that ax1x2 · · ·xnb belongs to L.
The language LM is factorial and extendable. In fact, the extendability to the right is clear by construction of LM .
For the extendability to the left, remark that for all word w ∈ LM , 0w ∈ LM . That means LM is a language of a
dynamical system.
We set
h(LM ) = lim
n→+∞
1
n
log ♯(LM ∩ A
n) = lim
n→+∞
1
n
logHn (9)
and h(LM ) ≥ 0. Since LM is factorial, according to F. Blanchard and G. Hansel (see [BH86]), the limit h(LM ) exists.
It defines the topological entropy of the system. Note β the positive real number such that
lim
n→+∞
1
n
log ♯(LM ∩ A
n) = log β.
Remark 2.2 The real β defined above is between d1 and d1+1. Indeed, the full-shift {0, 1, · · · , d1}
N which, endowed
with the shift σ has log(d1 + 1) as entropy, contains the alternate Lyndon system associated to β. Moreover, the
alternate Lyndon system (Lyndon system of alternating Lyndon word) associated to β contains strictly the full-shift
{0, 1, · · · , d1 − 1}
N which, endowed with the shift is of entropy log d1.
Proposition 2.2 Let (ai)i≥1 and (di)i≥1 be two infinite alternate Lyndon words over an alphabetA such that :
d1d2d3 · · · ≺ a1a2a3 · · · .
Note M
′
the alternate Lyndon system associated to (ai)i≥1 andM that associated to (di)i≥1. Then, M contains
M
′
and so, h(LM ′ ) ≤ h(LM ).
About the entropy of the system, two situations can occur: M has an entropy equal to zero or this one is strictly
greater than 0. In the paragraphs above, we justify the existence of the entropy of M . The following subsection
determines the systems of typeM with non-zero entropy. In other words, we give an answer at the question : for what
alternate Lyndon word (di)i≥1 the real β is strictly greater than 1?
We define on the alphabet {0, 1} the morphism φ by : φ(0) = 1 and φ(1) = 100. We set φ∞(1) = lim
n→+∞
φn(1).
φ∞(1) = 1001110010010011100111001110010010011100100 · · · . (10)
Replacing 1 by 2 and 0 by 1, we have :
s = 2112221121121122211222112221121121122211211 · · · .
Put in this form, we recognize in w = 1s the sequence A026465 of the encyclopedia of Sloane. The elements of w
count the number of consecutive identical symbols in the Thue-Morse sequence t defined by :
t = (ti)i≥0 = 0110100110010110 · · · .
It is obtained by the induction t0 = 0, t2n = tn and t2n+1 = 1 − tn, or by successive iteration of the morphism over
{0, 1} defined by 0 7→ 01 and 1 7→ 10.
We set un = φ
n(1), v0 = 00 and for all n > 0, vn = un−1un−1. So,
un = un−1vn−1
= un−1un−2un−2.
Theorem 1 Let (di)i≥1 be a Lyndon word over a finite alphabet A = {0, 1, · · · , d1}. We note M the associated
Lyndon system. Then,
(a) M has a positive entropy if only if
(di)i≥1 ≺ φ
∞(1).
(b) M has zero entropy if and only if
(di)i≥1 ∈ {0, φ(1)} ∪ {φn(1) : n ∈ N}.
6
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2.2 Alternate Lyndon system with non zero entropy
Proposition 2.3 Let given a Lyndon system for the alternate order M((di)i≥1) = M , Hn the number of words of
length n of the language. We suppose its entropy equals log β > 0; then β is the largest real solution of
−
x
x+ 1
=
∑
n≥1
dn
(−x)n
. (11)
Proof Since lim
n→+∞
H
1/n
n equal to β and β > 1,
1
β is the radius of convergence of the power series
∑
n≥0
Hnz
n. In
the open disk of center 0 and radius 1/β, from (7), we have
∑
n≥0
Hnz
n =
∑
n≥0
(
n∑
k=1
(−1)k(dk−1 − dk)Hn−k
)
zn +
∑
n≥0
zn
=

∑
n≥0
Hnz
n



∑
n≥1
(dn−1 − dn)(−z)
n

+∑
n≥0
zn.
Then
∑
n≥0
Hnz
n =
1
(1 − z)(1− (1 + z)
∑
n≥1
dn(−z)n)
. (12)
It follows from Pringsheim’s theorem (see theorem IV.6 in [FS09]) that 1β is a singularity of
∑
n≥0
Hnz
n and thus a root
of 1− (1 + z)
∑
n≥1
dn(−z)
n. 
Lemma 2 For all n in N, un = φ
n(1) is a word over {0, 1} with odd length.
For the proof of the previous lemma, see theorem 2.6 of [LS12]
Proposition 2.4 For all n ∈ N, unvn is a Lyndon word with respect to the alternate order.
The previous proposition is a consequence of theorem 2.5 of [LS12]. Furthermore, for all k ∈ N, |uk| = 2|uk−1| −
(−1)k and |un| and |vn| are consecutive integers.
Let a1a2 · · · an be a word of a finite alphabetA. We set
(1a1a2 · · · an)(z) = 1 +
n∑
k=1
ak(−z)
k.
We define on {1, 2}∗ the substitution ψ such that ψ(1) = 2 and ψ(2) = 211. Note ωn = ψ
n(2). From the proof of
lemma 5 of [Dub07],
(1wn)(z) =
n−1∏
k=−1
(1− z|uk|)− z|un| (13)
with u−1 = 0. The relation (13) can be obtained by induction on n.
Proposition 2.5 (1) For all n ∈ N, the Lyndon system associated to the alternate Lyndon word unvn has non zero
entropy.
(2) The Lyndon systemM(φ∞(1)) associated to the alternate Lyndon word φ∞(1) is of entropy zero.
Proof
7
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(1) M(unvn) has non zero entropy :
The power series 1 +
∑
n≥1
(−1)n(dn + 1)z
n (where d1d2 · · · = unvn) converges in the ball of radius 1 and center 0.
The entropy of the system is the logarithm of the inverse of the smallest zero (in modulus) of this power series (see
proposition 2.3). Since (d1 + 1)(d2 + 1) · · · (dn + 1) · · · = ωnωn−1 and from (13),
1 +
∑
n≥1
(dn + 1)(−z)
n =
1
1 + z|un−1|
(
n−2∏
k=−1
(1 − z|uk|)
)
(1− z2|un−1| − z|un|)
where u−1 = 0. Then, the smallest zero
1
γn
satisfies :
1 =
1
γ
|un|
n
+
1
γ
|vn|
n
,
That is,
γlnn = γn + 1 with ln = max(|un|, |vn|) ,
This implies that log γn > 0.
(2) M(φ∞(1)) has zero entropy :
The sequence (unvn)n≥1 is increasing in the sense of the alternate order.
unvn ≺ un+1vn+1 ≺ · · · ≺ φ
∞(1).
Indeed, unvn = un+1vn and vn+1 ≺ vn since vn+1 = unun ≺ vnvn and add un+1 at left of unun and vnvn. We
noteMγn the system associated to unvn, with log γn the entropy. We have a sequence of Lyndon systems (Mγn)n≥1
such that
M(φ∞)  · · ·  Mγn+1  Mγn  · · ·  Mγ0 and γn+1 < γn < · · · < γ0 ,
and
γlnn = γn + 1
where ln = max(|un|, |vn|).
The length |un| and |vn| tend to infinity with n. It is the same for ln. It follows that γn tends to 1. Then,M(φ
∞)
has zero entropy. 
As consequence of this proposition, we have the following corollary :
Corollary 1 A system M associated to the alternate Lyndon word (di)i≥1 has a strictly positive entropy if only if
(di)i≥1 ≺ φ
∞(1). (14)
Proof
(a) SupposeM with non-zero entropy. In this case (di)i≥1 6= lim
n→+∞
φn(1). From the proposition 2.2, (di)i≥1 ≺
lim
n→+∞
φn(1). Otherwise,M has zero entropy.
(b) Suppose (di)i≥1 ≺ lim
n→+∞
φn(1). Since lim
n→+∞
φn(1) = lim
k→+∞
φk(1)φk−1(1), there exists an integerm such
that d1d2d3 · · · ≺ φ
m(1)φm−1(1). So, M contains the system associate to the alternate Lyndon word umvm which
has log γm as non zero entropy. Then,M has a positive entropy. 
8
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2.3 Alternate Lyndon systems with zero entropy
The alternate Lyndon word 10 is attached to 2. The associated system has an entropy equal to log 2 > 0. It follows
that all alternate Lyndon system with zero entropy is attached to an alternate Lyndon word over the alphabet {0, 1}.
Remark 2.3 1. 1111 · · · = 1 is the alternate Lyndon word (different to 0) generating the smallest alternate Lyndon
system. That is,
d1d2d3 · · ·  111111 · · · , and (di)i≥1 6= 0.
2. Let u be a word with odd length over a finite alphabet. It is easy to show that if (di)i≥1 begins by the sequence
uu then, (di)i≥1 = u.
Proof of theorem 1 We obtain the first assertion of the theorem 1 thanks to the proposition 2.5 and corollary 1.
Let prove (b).
Let M 6= M(φ∞(1)) be a Lyndon system attached to an alternate Lyndon word (di)i≥1. M has zero entropy if
only if
φ∞(1) ≺ (di)i≥1.
There exists an integer n such that :
un = d1d2 · · · d|un| and un ≺ d|un|+1 · · · d|un|+|vn| ≺ vn .
Remark that :
u2k = u2k−1u2k−2 · · ·u1u0u0 and v2k = u2k−1 · · ·u1u000.
Similarly,
u2k+1 = u2ku2k−1 · · ·u1u000 and v2k+1 = u2ku2k−1 · · ·u1u0u0.
In the both cases, un and vn begin by : un−1un−2 · · ·u1u0. Set
W = d|un|+1 · · · d|un|+|vn|.
Then,W begins by un−1un−2 · · ·u1u0.
• if n is even, (−1)|un|w|un| < 0 where w|un| denotes the |un|-th letters of W . In fact, at the index |un| of vn,
there is 0. It follows that w|un| = 1 = u0. Hence,W begins by
un−1un−2 · · ·u1u0u0 = un.
So, (di)i≥1 begins by unun. Considering the previous remark, (di)i≥1 = un.
• Similarly, if n is odd, w|vn| = 0. Then,W = un−1 · · ·u1u00. But u0 is always followed by 00. Thus,
d|un|+1 · · · d2|un| = un.
From the previous remark, we conclude that (di)i≥1 = un. 
An immediate consequence of the theorem 1 is the lemma 4 of [Dub06] : φ∞(1) is the greatest (with respect to
the alternate order) non periodic alternate Lyndon word. That is :
∀(di)i≥1 : (di)i≥1 ≺ (di+k)i≥1, ∀k ∈ N,
then,
(di)i≥1  φ
∞(1).
In other words, M(φ∞(1)) is the smallest system attached to a non periodic alternate Lynodn word. Moreover,
M(φ∞(1)) constitutes the greatest system with zero entropy.
In the following, we are interested only non-zero entropy alternate Lyndon systems. That is, we will consider the
alternate Lyndon words (di)i≥1 such that
(di)i≥1 ≺ lim
n→+∞
φn(1).
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3 An increasing map
Let M be a Lyndon system attached to an alternating Lyndon word, log β the entropy and LM the language of its
language. We define the map fβ from LM to R by
fβ(x1x2 · · ·xn) =
n∑
n≥1
xk
(−β)k
.
The map fβ can be defined on infinite words ofM . For (xi)i≥1 inM ,
fβ((xi)i≥1) =
∑
n≥1
xn
(−β)n
.
Lemma 3 Let (ai)i≥1 and (di)i≥1 be two infinite alternate Lyndon words over a finite alphabetA such that :
d1d2d3 · · · ≺ a1a2a3 · · · .
Let log β be the entropy of the system associated to (di)i≥1 that we noteM . Then:
∑
n≥1
an
(−β)n
≥ −
β
β + 1
. (15)
Proof The function x 7→ − xx+1 on [1,+∞) decreases until−1. From proposition 2.3 , β is the largest real number
such that
∑
n≥1
dn
(−β)n = −
β
β + 1
. LetM
′
be the system associated to (ai)i≥1 and logα its entropy. α is the largest real
number satisfying
∑
n≥1
an
(−α)n = −
α
α+ 1
.
The graph of x 7→
∑
n≥1
an
(−x)n intersects the one of x 7→ −
x
x+1 in α. Moreover,
∑
n≥1
an
(−x)n
−→
x→+∞
0
and
−
x
x+ 1
−→
x→+∞
−1.
Then, after α, the graph of
∑
n≥1
an
(−x)n is above the one of −
x
x+1 .
d1d2 · · · ≺ a1a2 · · · implies thatM
′
is included inM and then, the entropy ofM
′
is less than the one ofM , that
is α ≤ β. Hence the result. 
One of the consequences of the previous lemma is given in following corollary:
Corollary 2 Let (di)i≥1 be an alternating Lyndon word,M the associated system, LM the language ofM and log β
its entropy. Suppose d1d2 · · · di−1j ∈ LM such that (−1)
i(di − j) < 0. Then,
fβ(d1d2 · · · di−1j) ≥ −
β
β + 1
.
Proof
Remark that if j 6= d1, d1d2 · · · di−1j0 is an alternating Lyndon Word satisfying the condition d1d2 · · · ≺
d1d2 · · · di−1j0 (since d1d2 · · · di−1j ∈ LM ) and we apply the previous lemma.
If j = d1, that is i is even, we consider the alternating Lyndon word d1 · · · di−1d1 and d1d2 · · ·  d1 · · · di−1.
Hence,
fβ(d1 · · · di−1d1) = fβ(d1 · · · di−1d1)
βi
βi − 1
≥ −
β
β + 1
The integer i is even. It follows that fβ(d1 · · · di−1d1) ≥ −
β
β+1 (this inequality holds because
βi
βi−1 > 1). 
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Remark 3.1 If d1 · · · dk(dk+1 − (−1)
k) ∈ LM and d1 · · · dk−1(dk + (−1)
k) ∈ LM , from the previous corollary,
fβ(d1 · · · dk+1)− fβ(0d1 · · · dk) ≥ −1.
And then,
fβ(ad1 · · · dk+1) < fβ((a− 1)0d1 · · · dk). (16)
The word d1 · · · dk(dk+1− (−1)
k) 6∈ LM if k is even and dk+1 = 0 or if there exists and even integer i between 1 and
k + 1 such that
d1 · · · dk+1 = d1 · · · di+1d1 · · · dk−i. (17)
If k even and dk+1 = 0,
fβ(ad1 · · · dk0)− fβ((a− 1)0d1 · · · dk) ≤ fβ(ad1 · · · dk)− fβ((a− 1)0d1 · · · dk−1). (18)
Proposition 3.1 Let x1x2 · · ·xn and y1y2 · · · yn be two finite words of the languageM . Then,
x1x2 · · ·xn ≺ y1y2 · · · yn ⇒ fβ(x1x2 · · ·xn) < fβ(y1y2 · · · yn). (19)
Proof
For all finite word a1a2 · · · an ∈ LM , we have :
(d1, d2, · · · , dn)  (a1, a2, · · · , an)  (0, d1, d2, · · · , dn−1).
(x1) ≺ (y1)⇒ −
x1
β
< −
y1
β
.
The property is true for n = 1. Suppose it true for n ≤ k.
For n = k + 1, let (x1, x2, · · · , xk+1) ≺ (y1, y2, · · · , yk+1). So, there exists j such that xi = yi for all i < j and
(−1)j(xj − yj) < 0.
If j ≥ 2, the length of (xj , xj+1, · · · , xk+1) and (yj , yj+1, · · · , yk+1) is less than or equal to k and we obtain
immediately (19). In fact, Thanks to (5),{
fβ(xj · · ·xk+1) ≺ fβ(yj · · · yk+1) if j is odd
fβ(yj · · · yk+1) ≺ fβ(xj · · ·xk+1) if j is even
In the both cases,
1
(−β)j−1
fβ(xj · · ·xk+1) <
1
(−β)j−1
fβ(yj · · · yk+1).
And then,
fβ(x1 · · ·xk+1) < fβ(y1 · · · yk+1)
since xt = yt for 1 ≤ t ≤ i− 1.
Note that for j = 1, x1 ≥ y1 + 1. So, the language LM ofM contains x1d1d2 · · · dk and y10d1d2 · · · dk−1. The
maximum (with respect to alternate order) of length k + 1 beginning by x1 is x1d1d2 · · · dk and the minimum (with
respect to the alternate order) of length k + 1 beginning by y1 is y10d1 · · · dk−1. Set X
(k+1) = x1x2 · · ·xk+1 and
Y (k+1) = y1 · · · yk+1. Hence,
X(k+1)  x1d1 · · · dk ≺ (x1 − 1)0d1 · · · dk−1  y10d1 · · · dk−1  Y
(k+1).
From the previous case, fβ(x1x2 · · ·xk+1) and fβ(y10d1 · · · dk−1) are less than fβ(x1d1 · · · dk) and fβ(y1 · · · yk+1)
respectively. We set
∆(k) = fβ(x1d1 · · · dk)− fβ((x1 − 1)0d1 · · · dk−1).
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If there exists i odd (1 ≤ i ≤ k) such that (17) is hold.
∆ =∆(i)−
1
βi+1
(fβ(d1 · · · dk−i)− fβ(did1 · · · di−1))
< 0
Using (16) and (18), we complete the proof that∆ < 0.
Since fβ((x1 − 1)0d1 · · · dk−1) ≤ fβ(y10d1 · · · dk−1), we conclude that fβ is an increasing map on finite words.

Theorem 2 Let (di)i≥1 an infinite alternate Lyndon word, M = M((di)i≥1) the associated one-side dynamical
system. We set log β its entropy and fβ the map fromM defined by
fβ((ai)i≥1) =
∑
n≥1
xn
(−β)n
.
Then,
• fβ is increasing onM .
• fβ is continuous onM .
• The image by fβ ofM is the interval Iβ = [−
β
β+1 ,
1
β+1 ].
Proof
• The first assertion of this theorem results of the previous proposition. The growth on the infinite words is
obtained by taking the limit on n in (19) (the word are over a finite alphabet) and the continuity of fβ is obvious.
• Image ofM by fβ .
Let show that the image by fβ ofM is the closed interval Iβ with bounds−
β
β + 1
and
1
β + 1
.
Since fβ is an increasing map, Iβ contains fβ(M). If Iβ 6= fβ(M), Iβ \ fβ(M) contains an open interval (r, t)
such that there exists two sequences (xi)i≥1 and (yi)i≥1 inM satisfying :
fβ(x1x2 · · · ) = r and fβ(y1y2 · · · ) = t.
(r, t) ⊂ Iβ \ fβ(M),
with r and t consecutive in fβ(M). Considering the properties of the alternate order, x1x2 · · · ≺ y1y2 · · · . The reals
r and t are different, the equality between the both sequences can not occur. Then, there exists an integer n such that
xi = yi for i < n and (−1)
n(xn − yn) < 0.
If (−1)n(xn − yn) ≤ −2, there are as much elements in M as in the interval of words x1x2 · · · and y1y2 · · · .
Indeed, all concatenations of x1x2 · · ·xn−1(xn + (−1)
n) and a word u ∈M is such that :
x1x2 · · ·xnxn+1 · · · ≺ x1x2 · · ·xn−1(xn + (−1)
n)u ≺ y1y2 · · · .
Since u sweeps acrossM , the image by fβ of the set of these words is γ +
1
(−β)n fβ(M), with
γ = fβ(x1x2 · · ·xn−1(xn + (−1)
n).
This contradicts the fact that t and r are consecutive in fβ(M).
Now, consider (−1)n(xn − yn) = −1. So,
12
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r − t =
1
(−β)n
(−(−1)n + fβ(xn+1xk+2 · · · )− fβ(yn+1yk+2 · · · )) .
Then, r 6= t means : {
fβ(xn+1xn+2 · · · )− fβ(yn+1yn+2 · · · ) 6= 1 if n is even ,
fβ(xn+1xn+2 · · · )− fβ(yn+1yn+2 · · · ) 6= −1 if n is odd .
That is : 

(fβ(xn+1xn+2 · · · ), fβ(yn+1yn+2 · · · )) 6= (
1
β + 1
,−
β
β + 1
) if n is even ,
(fβ(xn+1xn+2 · · · ), fβ(yn+1yn+2 · · · )) 6= (−
β
β + 1
,
1
β + 1
) if n is odd.
The subshift M is invariant by the shift. Then, xn+1xn+2 · · · and yn+1yn+2 · · · belong to M . So, all word v
beginning by x1x2 · · ·xn is such that :{
x1x2 · · ·xn0d1d2 · · ·  v  x1x2 · · ·xnd1d2 · · · if n is odd ,
x1x2 · · ·xnd1d2 · · ·  v  x1x2 · · ·xn0d1d2 · · · if n is even .
Let (d∗i )i≥1 be the maximum, in sense of the alternate order, inM such that :
fβ(d
∗
1d
∗
2d
∗
3d
∗
4 · · · ) = −
β
β + 1
.
We focus on the case n even, the odd case dealing similarly. If
fβ(x1x2 · · · ) 6=
1
β + 1
then,
x1x2 · · · ≺ x1x2 · · ·xn0d
∗
1d
∗
2 · · · ≺ x1x2 · · ·xn−1(xn + 1)d1d2 · · ·  y1y2 · · · .
There exists an integerm such that
xn+1 · · ·xn+m−1 = 0d
∗
1d
∗
2 · · · d
∗
m−2 and (−1)
m(xm+n − d
∗
m−1) < 0.
All words beginning by x1x2 · · ·xn0d
∗
1d
∗
2 · · · d
∗
m−1 are greater than x1x2x3 · · · in the sense of the alternate order.
Then, it suffices to consider a suitable integer i greater than m and consider the words x1 · · ·xn0d
∗
1 · · · d
∗
i−1ju with
(−1)i(d∗i − j) < 0 and u sweeping acrossM . The image by fβ of these words contains as much elements as fβ(M).
Then, an infinite numbers of them are less than fβ(y1y2y3 · · · ). This contradicts the fact that t and r are consecutive
in fβ(M). 
According to Proposition 3.1 and the fact that the map fβ is onto, it follows that:
Proposition 3.2 Let (dn)n≥1 be an alternate Lyndon word associated to β > 1, the images by fβ of two cylinders
0 [x1 · · ·xn] and 0 [y1 · · · yn] of same length are two disjoint intervals or contiguous of intersection reduced to one
point. If these images have in common one point z and if
x1 · · ·xn ≺ y1y2 · · · yn and x1x2 · · ·xn−1 = y1y2 · · · yn−1.
then,
y1y2 · · · yn = x1x2 · · ·xn−1(xn + (−1)
n)
and
z = fβ(x1x2 · · ·xnd1d2 · · · ) = fβ(x1 · · ·xn−1(xn + (−1)
n)0d1d2 · · · ).
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4 Link with expansion in negative bases
4.1 Reals associated to several alternate Lyndon words
We consider a finite alphabet A. The aim of this section is to determine for what real number is associated several
alternate Lyndon word.
Proposition 4.1 Let β ≥ 1 associated to at least two alternate Lyndon words. Then, there exists a weak alternate
Lyndon word (a periodic Lyndon word) associated to β.
Proof We consider two alternate Lyndon words over the alphabetA, (ai)i≥1 and (di)i≥1. Assume that (di)i≥1 is
the alternate Lyndon max associated to β. That is,
a1a2a3 · · · ≺ d1d2d3 · · · .
This implies that there exists an integer n such that ai = di for all i < n and (−1)
n(an − dn) < 0. Furthermore,
∑
k≥1
ak
(−β)k
=
∑
k≥1
dk
(−β)k
.
Then :
an − dn +
∑
k≥1
an+k
(−β)k
−
∑
k≥1
dn+k
(−β)k
= 0.
Since (ak+n)k≥1 and (dk+n)k≥1 belong to the Lyndon systems associated to the words (ai)i≥1 and (di)i≥1; and
considering the previous theorem, it follows that :
|
∑
k≥1
an+k
(−β)k
−
∑
k≥1
dn+k
(−β)k
| ≤ 1.
But |an − dn| ≥ 1. Hence :

an − dn = 1∑
k≥1
an+k
(−β)k
−
∑
k≥1
dn+k
(−β)k
= −1
or


an − dn = −1∑
k≥1
an+k
(−β)k
−
∑
k≥1
dn+k
(−β)k
= 1.
That is


an − dn = 1 with n odd∑
i≥1
an+i
(−β)i = −
β
β+1∑
i≥1
dn+i
(−β)i =
1
β+1
(20)
or


an − dn = −1 with n even∑
i≥1
an+i
(−β)i =
1
β+1∑
i≥1
dn+i
(−β)i = −
β
β+1 .
(21)
Let u be the word such that
u =
{
d1d2 · · · dn0 if n is odd ,
d1d2 · · · dn if n is even .
Since (−1)n(an − dn) < 0 and for all i, 0 ≤ di ≤ d1. It follows that (ai)i≥1 ≺ u  (di)i≥1. Moreover, u is an
alternate Lyndon word since d1 · · · dn0  d1d2 · · · dndn+1 if n is odd and d1d2 · · · dnd1  d1 · · · dn+1 if n is even.
According to the proposition 2.2, u is attached to β. Then, u is a weak alternate Lyndon word associated to β 
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In the sections 3.2 and 3.3, we saw that the Lyndon words attached to 1 are the terms of the sequence (φn(1))n≥1
with the limit included. Moreover, if an alternate Lyndon word (di)i≥1 satisfied:
(di)i≥1 ≺ lim
n→+∞
φn(1)
then, it is attached to a real β strictly greater than 1. For such β, we determine the set of the alternate Lyndon which is
attached to it.
Proposition 4.2 Let (d1, d2, · · · , dn) be a weak alternate Lyndon word attached to a real number β > 1 (with n
minimal). Then, all alternate Lyndon word such that
d1d2 · · · dn−1(dn − 1)0d1 · · · dn a1a2 · · ·  d1d2 · · · dn if n is even (22)
d1d2 · · · dnd1 · · · dn−1(dn − 1)0 a1a2 · · ·  d1 · · · dn−1(dn − 1)0 if n odd (23)
is attached to β.
Proof
We note Lyn(β) the set of alternate Lyndon words associated to β,max andmin the two words of Lyn(β) such
that for all (ai)i≥1 ∈ Lyn(β),
min  (ai)i≥1  max.
From the proposition 4.1, we know that there exists an alternate periodic Lyndon word associated to β, shall we say
(d1, d2, · · · , dn) (with n minimal). Then,max andmin begin by d1d2 · · · dn−1.
• if n is even
min = d1d2 · · · dn−1(dn − 1)0max
since the length of d1d2 · · · dn−1(dn − 1)0 is odd. And
max = d1d2 · · · dnmax
since the length of d1d2 · · · dn is even. Then,max is periodic with period n.
max = d1d2 · · · dn.
And
min = d1d2 · · · dn−1(dn − 1)0d1d2 · · · dn.
• If n is odd,
min = d1d2 · · · dnmax
since the length of d1 · · · dn is odd. And
max = d1d2 · · · dn−1(dn − 1)0max
since the length of d1 · · · dn−1(dn − 1)0 is even. Thenmax is periodic with period n+ 1.
max = d1d2 · · · dn−1(dn − 1)0.
And
min = d1d2 · · · dnd1 · · · dn−1(dn − 1)0
So, Lyn(β) is the set of alternate Lyndon words such that
d1d2 · · · dn−1(dn − 1)0d1 · · · dn a1a2 · · ·  d1d2 · · · dn if n is even ,
d1d2 · · · dnd1 · · · dn−1(dn − 1)0 a1a2 · · ·  d1 · · · dn−1(dn − 1)0 if n odd .
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This completes the proof
In the previous proposition, we are trying to imply thatmax ≺ lim
n→+∞
φn(1).
Definition 4.1 In the following, let given a real β > 1 associated to an alternate Lyndon word (di)i≥1, we will note
(d∗i )i≥1 the largest word (in sense of the alternate order) associated to β, that is :
(d∗i )i≥1 =
{
(d1, · · · , d2p, d2p+1 − 1, 0) if (d1, · · · , d2p+1) is a Lyndon associated to β
(d1, d2, · · · ) otherwise
(24)
In the relation above, we consider 2p+ 1 minimal.
(d∗i )i≥1 ≺ limn→+∞
φn(1)
Note that in the first case, we have always d2p+1 6= 0. Indeed, if (d1, · · · , d2p, 0) is an alternate Lyndon word associ-
ated to β, then the largest (in the sense of the alternate order) Lyndon word attached to β is (d1, · · · , d2p−1, d2p + 1).
Proposition 4.3 The set of real numbers attached to weak Lyndon word are dense in [1,+∞).
The previous result is due to the fact that between two alternate Lyndon words, as near as they are, we can find a weak
Lyndon word.
4.2 Expansions in negative base
The expansion in negative base has been introduced by S. Ito and T. Sadahiro in [IS09]. Given β > 1, to each real
number x ∈ Iβ = [−
β
β+1 ,
1
β+1) is attached a unique writing obtained by a glouton algorithm. We know that −
β
β+1 is
the image by fβ of at least one alternate Lyndon word. There exists one of these words which is obtained by such an
algorithm. The set of all the expansions in base −β of real numbers of the interval Iβ is a subset of a Lyndon system
associated to β. As in the Parry’s case (see [Par60]), this representation of numbers is extended at all real numbers.
The (−β)-transformation is the map T−β from [lβ , rβ) into itself, defined by
T−β(x) = −βx− ⌊−βx− lβ⌋.
The (−β)-expansion of a real x ∈ [lβ, rβ) is the writing
d(x,−β) = ·x1x2 · · ·
with xi = ⌊−βT
i−1
−β (x) − lβ⌋. If x 6∈ [lβ , rβ), one finds the smallest integer n such that
x
(−β)n ∈ Iβ .
d(
x
(−β)n
,−β) = ·x1x2 · · · ⇒ d(x,−β) = x1x2 · · ·xn · xn+1xn+2 · · · .
For more details, see [IS09]. If there is no ambiguity, we can note d(x,−β) by (xi)i≥1. Set d(lβ ,−β) = (di)i≥1. All
(−β)-expansion (xi)i≥1 satisfies:
(di)i≥1  (xi)i≥n ≺ (r
∗
i )i≥1, ∀n,
where
(r∗i )i≥1 =
{
(0, d1, · · · , d2p, d2p+1 − 1) if (di)i≥1 = (d1, · · · , d2p+1)
(0, d1, d2, · · · ) otherwise .
In particular,
(di)i≥1  (di)i≥n ≺ (r
∗
i )i≥1. (25)
In fact, (r∗i+1)i≥1 is the largest alternate Lyndon word associated to β. Then, (di)i≥1 is a Lyndon word.
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NoteM the Lyndon system associated to (di)i≥1 (the entropy is log β). In the previous subsection, we saw that the
map fβ is onto. There exist several words in M which have the same image in the interval [lβ , rβ ]. This case occurs
for words of the form :
x1x2 · · ·xky1y2 · · · and x1x2 · · · (xk + (−1)
k)0y1y2 · · ·
with
fβ(y1y2y3 · · · ) = −
β
β + 1
,
that is
fβ(0y1y2 · · · ) =
1
β + 1
.
The words ofM can be seen as representations of real numbers. But, these representations are not unique. The set
of (−β)-expansions corresponds to the subset ofM forbidding all word for which the image by fβ equals rβ .
However, considering a Lyndon word (di)i≥1, the condition (25) does not imply the existence of the base. In
other words, all Lyndon word satisfying (25) is not an expansion of lβ for some β. A counter example is the alternate
Lyndon word φ∞(1) or 1. These two words satisfy (25). The question is : for what alternate Lyndon word, there exists
a base −β such that it is the expansion of −ββ+1?
This question has been broached by Wolfgang Steiner in [Ste13]. We give another resolution of this subject.
Let Lyn be the set of Lyondon word (for the alternate order) (di)i≥1 such that there exists a periodic Lyndon word
a1 · · · ak, k minimal, ak 6= 0, (di)i≥1 6= a1 · · · ak and
mink  (di)i≥1  maxk ≺ φ
∞(1)
with :
mink =
{
a1a2 · · · ak−1(ak − 1)0a1a2 · · · ak if k even
a1a2 · · · aka1a2 · · · ak−1(ak − 1)0 if k odd
(26)
maxk =
{
a1a2 · · · ak if k even
a1a2 · · · ak−1(ak − 1)0 if k odd .
(27)
Lyn = {(di)i≥1|mink  (di)i≥1  maxk ≺ φ
∞(1) and (di)i≥1 6= a1 · · ·ak} (28)
If Lyn is empty, we consider that k = +∞, or the word (ai)i≥1 is not periodic.
Theorem 3 A sequence (di)i≥1 on an alphabet A is the (−β)-expansion of −
β
β+1 for some β > 1 if only if the
following conditions are satisfied :
(a) for all n ≥ 1, (di)i≥1  (di)i≥n ≺ (d
∗
i−1)i≥1 , d
∗
0 = 0
(b) (di)i≥1 6∈ Lyn
(c) (di)i≥1 ≺ φ
∞(1)
Before the proof, let clarify a little bit the hypothesis of the theorem. If there exists β > 1 such that (di)i≥1 is the
(−β)-expansion of − ββ+1 , then there does not exist an integer n for which fβ(dndn+1 · · · ) =
1
β+1 .
The second point means that if the Lyndon word (di)i≥1 is associated to a real β, which is attached to another
alternate Lyndon word, then (di)i≥1 is periodic (it is the word a1a2 · · · ak which does not belong to Lyn)
The condition (c) traduces the fact that the entropy of the system associated to (di)i≥1 is positive.
Proof
• Let β > 1 and (di)i≥1 the (−β)-expansion of −
β
β+1 in base −β. By definition, the first point of the theorem is
automatically satisfied. Furthermore, (di)i≥1 is an alternate Lyndon word and generates a Lyndon system with
an entropy strictly positive. It contains the system associated to lim
n→+∞
φn(1) = φ∞(1). This implies the third
assertion. Moreover, we saw that lβ has several (−β)-representations if (di)i≥1 is periodic with odd period.
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Thereby, if (di)i≥1 is not periodic with odd period, (di)i≥1 is themax of alternate Lyndon words associated to
β which is not in Lyn. The second condition of the theorem is satisfied. On the other hand, if (di)i≥1 is periodic
with odd period, at the proposition 4.2, we saw that the systems associated to the alternate Lyndon word (di)i≥1
and (d∗)i≥1 have the same entropy. Then,
(d∗)i≥1 ≺ lim
n→+∞
φn(1)
Hence the condition (b).
• Consider (di)i≥1 satisfying (a), (b) et (c). From (a), (di)i≥1 is associated to a real β and a dynamical system
with entropy log β. From (c), log β > 0 that is, β > 1. Let (ai)i≥1 the (−β)-expansion of lβ =
−β
β+1 . Thereby,
(ai)i≥1 is an alternate Lyndon word associated to β.
If Lyn is empty, thus (ai)i≥1 = (di)i≥1 since, in this case, there is one and only one alternate Lyndon word
associated to β.
If Lyn 6= ∅, lβ has several (−β)-representations. Then, (ai)i≥1 is periodic. It does not belong to Lyn. Thus
(ai)i≥ = (di)i≥1 since, there is one alternate Lyndon word attached to β which is not in Lyn.
This proves the theorem 3 
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