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Introduction
The Programme for International Student Assessment (PISA) is the largest international large-scale assessment (ILSA) in the world, aiming to evaluate educational systems worldwide through testing the skills and knowledge of 15-year-old students. Students representing 79 countries and economies participated in the 2018 cycle of this triennial assessment, and 6 300 students on average per country were sampled for the main survey. In the 2015 cycle, PISA switched from a paper-based assessment (PBA) to mostly a computer-based assessment (CBA), with 90% of countries choosing the CBA option. This shift created new opportunities for (a) implementing new and innovative item types that incorporate features and functions only afforded by computer, (b) assessing new domains (collaborative problem solving in 2015 cycle), and (c) collecting additional information, such as response times and process data.
Moreover, moving to CBA also more readily incorporated adaptive testing. Unlike traditional linear testing where all participants are provided a fixed test form, adaptive testing uses a test administration algorithm that is designed to present items that are matched to the test takers' estimated ability level, where ability is estimated in real time as the test proceeds. Adaptive tests generally belong to one of two groups: item-level adaptive tests or multistage adaptive tests (MSATs) 1 . Adaptation occurs after every item in itemlevel adaptive testing, which is attractive for testing programs that focus on individuals where a relatively narrow construct is assessed based on a large item pool of independent items (Robin, Steffen, & Liang, 2014) . For MSAT, a set of items is the smallest unit (such as multiple questions based on a single reading passage), and adaptation occurs after a set instead of a single item. MSAT designs "(strike) a balance among adaptability, practicality, measurement accuracy, and control over test forms" (Zenisky, Hambleton, & Luecht, 2010) and have several practical advantages.
In ILSAs, MSAT is useful when various constraints need to be taken into account (Yamamoto, Shin, & Khorramdel, 2018b) . For example, with PISA, measurement is based on a broad framework of numerous items with different item types (multiple-choice and constructed-response items), items are translated across multiple languages, and grouplevel scores of heterogeneous populations must be reported. In such instances, MSAT is a good choice for assessment design. This paper describes and evaluates the MSAT design that was specifically designed to handle such challenges for the PISA 2018 main survey. Through a simulation study, the performance of the MSAT design was examined and compared in terms of model parameter recovery and measurement precision. Specifically, errors in the model parameter estimation and the measurement precision (i.e. standard errors of person proficiencies) were examined when the MSAT design was applied to the generated dataset compared to non-adaptive designs.
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Multistage adaptive testing design
To understand the design better, it is helpful to define terminologies that are used throughout this paper:  Item: a task to which a student is directed to provide a response that receives a score, including machine-and human-coded items;
 Unit: a set of items (usually ranging from one to eight items) that is designed to share similar or identical content, stimuli, or reading passage;
 Testlet: a set of several units that, when combined across all three stages of the adaptive design, constitute the administered assessment.
Note that the term "Cluster," which has been used up to the PISA 2015 cycle for a balanced incomplete block (BIB) design (Messick, Beaton, & Lord, 1983) , is comparable to "testlet," which is used for the PISA 2018 cycle MSAT design. Both clusters and testlets are made up of several units. However, clusters include units in fixed positions, while testlets include units in variable positions. More specifically, for the BIB design, four 30-minute clusters were located and fixed within each form based on the rotated booklet design, and randomly selected forms were administered to students in a non-adaptive manner. By contrast, testlets for MSAT design are more flexible: the same unit can be in a different location, depending on the testlet and student's performance at the previous stage (both affect the choice of testlet in the next stage).
MSAT has become popular in many individual-level testing programs, but it is still new to international large-scale assessment. The primary reasons to introduce MSAT in ILSAs are to reduce measurement error for heterogeneous populations, without overburdening individual respondents, and to accommodate both multiple-choice items (automaticallycoded items can be used for MSAT routing decisions) and constructed-response items (human-coded items that cannot be scored on the fly and, thus, cannot be used for MSAT routing decisions), which are associated with a specific unit to best measure the construct. The first time MSAT was used in the context of ILSAs was in the Programme for the International Assessment of Adult Competencies (PIAAC). PIAAC showed that its MSAT adaptive assessment was approximately 15-47% more efficient than the average non-adaptive linear assessment based on the identical item set (Organisation for Economic Co-operation and Development [OECD], 2013) . This means that the same amount of test information was obtained from the adaptive test as would have been obtained from a non-adaptive test having 15-47% more items (or stated another way; the adaptive test required 13-32% fewer items). It is also worth noting that there was no proficiency range where adaptive testing was less informative than a traditional test. For details about the MSAT design used in PIAAC, please refer to the technical report (OECD, 2013) and Yamamoto, Khorramdel, and Shin (2018a) .
The MSAT design for the PISA 2018 main survey consisted of three stages: Core, Stage 1, and Stage 2. Overall, the reading item pool included a total of 245 items, and each student received one testlet at each stage: two units at the Core (7-10 items), three units at Stage 1 (12-15 items) and two units at Stage 2 (12-15 items) within a 60-minute period. This resulted in different numbers of items for each student to take, ranging from 33-40 items, depending on which testlet was taken at each stage. Forty was the maximum number of items taken by each student within an hour, with most students taking 35-39 items.
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Assignment of units to testlets
Unit selection and assignment were carefully set up by test developers to optimise test delivery and to the ability of students who take those items, as well as to meet other constraints (e.g. construct coverage, amount of time for each unit, proportion of automatically scored items). Tables 1 to 3 represent how the testlets of each of the three stages were constructed in terms of number of units, number of items within testlets, and how units were linked across testlets. Each column corresponds to a "unit" and shows the number of items in each unit, with the number of machine-or automatically scored items shown in parentheses. Each row corresponds to a "testlet" that was composed of multiple units. The two rightmost columns present the number of total (human-and automatically scored) items and the number of automatically scored items for each testlet. As shown in Table 1 , the Core stage included a set of 5 different units, each composed of 3-5 items. Table 2 shows that at Stage 1, there was a set of 24 different units, each composed of 3-6 items that varied in difficulty from easier ("low," or L testlets) to somewhat more difficult ("high," or H testlets). Finally, Table 3 shows that at Stage 2, there was a set of 16 different units, each composed of 5-8 items across various difficulty levels as well.
While the units assigned to the three stages were mutually exclusive, within each stage, a given unit appeared in several testlets for linkage purposes. Within these tables, an "X" connects "unit" (in column) and "testlet" (in row) by showing where a unit is located within the corresponding testlets. For example, the first unit in Table 1 (Unit C1.1) was included in four Core testlets (RC1, RC2, RC7, and RC8), the first unit in Table 2 (Unit S1.01) was included in two Stage 1 testlets (R11H, R12H), and the first unit in Table 3 (Unit S2.01) was included in two Stage 2 testlets (R21L, R22H). 
Test assembly
With respect to assembly, there were eight parallel testlets at each of the three stages: Core (eight testlets labelled RC1-RC8), Stage 1 (eight more difficult testlets labelled R11H-R18H for "high," and eight easier testlets labelled R11L-R18L for "low") and Stage 2 (eight more difficult testlets labelled R21H-R28H for "high," and eight easier testlets labelled R21L-R28L for "low"). It may be helpful to further explain the labelling method for the testlets in Stage 1 and Stage 2:
 The first digit in the Reading testlets' numeric identification indicates which stage that testlet belongs to: 1 for Stage 1 (e.g. R1 of R14H and R18L) and 2 for Stage 2 (e.g. R2 of R21H and R28L)
 The second digit in the Reading testlets' numeric identification indicates the possible options at each stage, for example, one of the difficult testlet options (e.g. fourth "high" option, R14H) or one of the easy testlet options (e.g. sixth "low" option, R16L).
For Core and Stage 1 testlets, "parallel sets" (i.e. similar difficulty levels with different units) were introduced as an additional feature of the MSAT design for PISA 2018 Reading: RC1-RC4 and RC5-RC8 were the two parallel sets at Core, and R11H-R14L and R15H-R18L were the two parallel sets at Stage 1. The introduction of parallel sets: i) doubled the number of items to ensure better coverage of the domain and thus, representation of the scale, and ii) served as the linking feature, as testlets are also linked across "parallel sets" at every stage. These parallel sets are indicated by the shaded areas in Figure 1 (two green shaded areas at Core and two yellow shaded areas at Stage 1). Each testlet was paired with another testlet in a different parallel set at every stage. More specifically, shaded cells in Figure 1 demonstrate how parallel sets were linked to each other: the patterns linking the sets from R11H-R14L to Stage 2 were almost symmetric with the patterns linking the sets from R15H-R18L to the same stage. In summary, "parallel sets" at Core and Stage 1 allowed for 245 items in total (22 at Core, 116 at Stage 1, 107 at Stage 2) to be used to construct the test. This assured a broad and thorough representation of the scale with a considerably increased item pool. Designs A and B Figure 1 presents the initial design proposed to the PISA Technical Advisory (TAG) group with the optimised unit assignment based on the sequence Core > Stage 1 > Stage 2. Based on this design, called Design A, 64 possible paths were available, depending on the combination of testlets across three stages. However, the TAG expressed concerns about position effects because Stage 2 items always appeared at the end of the test, meaning they might not be attempted by students who were relatively slow to respond, resulting in higher omitted or not-reached ratio. Therefore, to minimise the position effects of items located at Stage 2 and to increase the accuracy of parameter estimation for all items, an alternative design (Design B) was added by switching the order of two latter stages: Core > Stage 2 > Stage 1 (Figure 2 ). This alternative design added connections between more difficult ("H") and easier ("L") testlets between (Figure 1 ), Stage 2 difficult testlets were only routed from Stage 1 difficult testlets (e.g. R21H was routed from R11H and R15H). In Design B (Figure 2 ), Stage 2 difficult testlets routed to not only Stage 1 difficult testlets but also to easy testlets (e.g. R21H connected to R11H, R15H, R11L, and R15L). In each country, Design A (Core > Stage 1 > Stage 2 with 64 paths in total) was administered to 75% of students and Design B (Core > Stage 2 > Stage 1 with 128 paths in total) was administered to 25%.
Figure 1. Routing paths in the standard MSAT design (Design A) that connect
Routing decisions and paths
With respect to routing rules, at the Core stage, testlet assignment was based on a random number (between 1 and 8). At Stage 1, testlet assignment was based on three criteria: i) the Core testlet assigned, ii) the students' performance in the Core testlet (i.e. total number correct on automatically scored items on the given testlet), and iii) a probability layer matrix. Similarly, at Stage 2, testlet assignment was based on: i) the testlet taken at Stage 1, ii) the combined students' performance in Core and Stage 1 testlets (i.e. total number correct on automatically scored items on the given Core testlet and Stage 1 testlet), and iii) a probability layer matrix. The first criterion implies that not all combinations of testlets across stages were possible; rather, only certain combinations of testlets were intended across stages. This was mainly to facilitate unit selection and assignment taking into account several constraints in the test assembly (e.g. matching item difficulty level to the ability of students, expecting number of responses per item, proportions of automatically scored items). We elaborate two latter criteria below.
First, the routing method was dependent on the performance on the automatically scored items at the previous stage, which categorised students into three performance groups:
 low: total number correct less than the testlet-specific lower threshold,  medium: total number correct between lower and upper testlet-specific thresholds, and  high: total number correct higher than upper testlet-specific threshold.
Decisions about these performance groups were based on the same proficiency thresholds corresponding to testlet-specific number correct on the automatically scored items. More specifically, for each testlet, the number-correct thresholds were computed according to their test characteristic curve (TCC) multiplied by the number of automatically scored items. Across all paths, the PISA scale scores of 425 and 530 were used to set the lower threshold (between low and medium groups) and the upper threshold (between medium and high groups), respectively. This method using the testlet-dependent total number of correct thresholds was employed to optimise the expected gains from the adaptive procedure, considering that at each decision point, only partial information was available from previous stages (i.e. performance on human-coded items could not be included in the routing decision, but responses to human-coded items were added later when they become available and scaled together with automatically scored items).
In the Appendix, Table A .1 provides an overview of the adaptive process for Design A, which was applicable to 75% of the respondents. Table A .2 provides the information for Design B, which was applicable to 25% of the respondents. The first part of the table (gray columns) presents the Core testlets (RC1 to RC8) along with the number of automatically scored items and the number-correct ranges, and how the process was applied to select Stage 1 testlets. For example, a student taking Core 1 was classified into the "low" performance group if the number-correct (NC) was lower than 4 (i.e. NC {0,1,2,3}), into the "high" performance group if the number-correct was higher than 6 (i.e. NC {7,8,9}), and into the "medium" performance group if the number-correct was in between (i.e. NC {4,5,6}). The second part of the table (yellow columns) describes the Stage 1 testlets in combination with the Core testlets. In this context, the total number of automatically scored items was the sum of the Core + Stage 1 testlets, which was the most complete level of information available at this point for each student.
The second criterion -the probability layer matrix -is described in the columns labelled "process of selecting testlets in the Stage 1 [or Stage 2])" in Tables A-1 and A-2. A student in the "low" performance group had a 90% probability of being assigned an easy or "low" testlet (90% to L) and 10% of being assigned a difficult or "high" testlet (10% to H) in the next stage. The opposite happened for students in the "high" performance group: there was a 90% probability of being assigned to a "high" testlet (90% to H) and 10% of being assigned to a "low" testlet (10% to L) in the next stage.
Students classified as "medium" performance had equal probability of being assigned to any of the two high or two low testlets in the next stage (50% to L and 50% to H). For example in Table A .1 for Design A, if a student who took Core 1 was classified as "low" performance (e.g. sum score less than 4), the assigned testlet would be one of the "low" testlets {R11L, R15L} with 90% of probability (each 45%), or one of "high" testlets {R11H, R15H} with 10% of probability (each 5%). Likewise, if a student took Core 1 testlet and the R11H testlet in Stage 1, the student would take either R21H or R21L depending on his or her combined performance at Core and Stage 1, and the predetermined probability would be 90% of the matched ability level if in the "high" or "low" performance group, or 50% if in the "medium" performance group. For a probability layer matrix, it could be more balanced to calculate the item exposure rates for each (sub)population of interest, as is done in PIAAC (Chen, Yamamoto, & von Davier, 2014) . However, given the complex structure of the MSAT design for PISA, and that the background questionnaire (BQ) in PISA is administered after the cognitive assessment (i.e. there is no BQ information prior to the cognitive test), it was impossible to consider the numerous BQ variables in an extensive way (see Yamamoto, et al., [2018a] for more details of the MSAT design in PIAAC).
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Simulation study
Previous studies showed that adaptive testing has the potential to increase the accuracy of the person ability estimator under specific circumstances (e.g. Kubinger, 2016) . Oranje, Mazzeo, Xu, and Kulick (2014) studied the accuracy of an MSAT design for the National Assessment of Educational Progress (NAEP), another well-known large-scale assessment in the United States. At the group level, they found that the measurement standard error was reduced by 10-20% when adaptive testing was administered compared to the calibration sample that followed the current NAEP design. Below, a simulation study was designed to evaluate the MSAT design that was implemented in the PISA 2018 main survey. In this simulation study, the performance of the MSAT design was evaluated and compared with two other designs, a complete design and a random design.
Data generation
First, an item pool consisting of 245 dichotomous and polytomous items was used to generate item responses with the preliminary item parameters (i.e. slopes and difficulties) obtained from the PISA 2018 field trial. All 245 items were assigned to the appropriate unit for the given stage by test developers, taking into account the item difficulties, content coverage, and response times obtained from the field trial. In further detail, 22 items (2 human-coded items and 20 multiple choice items) were assigned to 5 units at Core, 116 items (42 human-coded items and 74 multiple choice items) were assigned to 24 units at Stage 1, and 107 items (38 human-coded items and 69 multiple choice items) were assigned to 16 units at Stage 2. Note that throughout the simulation study, item selection and their allocation to the units were kept the same, and that the same structure was used for the MSAT design in the main survey.
Second, group-level skill distributions were generated. Given the heterogeneous populations participating in PISA, 12 fictitious countries that vary in performance level (i.e. mean of latent ability distributions) were considered, including one reference group following the standard normal distribution. For the other 11 groups, skill distributions were assumed to be normally distributed with a common standard deviation of 0.76 (100 on the PISA Reading scale), and the mean of the latent ability distribution ranged from -0.29 to 1.23 (400~600 on the PISA Reading scale), according to the preliminary results obtained from the PISA 2018 field trial. Given the sample size for the standard design participating in PISA, the number of students per country was set to N=6 300, resulting in N=75 600 in total across the 12 fictitious countries.
Using these item parameters and abilities, one complete dataset of item responses (i.e. 245*75 600 data points) was generated. Then, the MSAT design was applied by converting item responses to missing when the items were not taken by students, given the unit selection, unit assignment, and the pre-specified sum score ranges stated in the previous section and in the Appendix. In addition to the actual MSAT design, complete design and random design conditions were examined as baseline designs for comparison.
The complete design assumes that all students take all 245 items in the item pool. Although this design could be ideal for individual-level testing for a single domain, the design is not feasible due to the large number of items and long testing time required, making it unrealistic for a population survey. Still, the complete design provides comparative information about estimation error and sampling error for the given simulated dataset. The random design, in contrast, assumes that individual students take a randomly selected set of units rather than assigned units based on the MSAT design.
Under the random design, matching the student's ability level with the item difficulty level is not considered. The number of units that each student takes is the same for the random design and the MSAT design: 2 of 5 units at Core, 3 of 24 units at Stage 1, and 2 of 16 units at Stage 2. There can be various ways to represent non-adaptive operational PISA designs, but given that the same number of units are administered to each student, the random design serves as a realistic operational benchmark for comparison with the MSAT design. In the MSAT and random designs, all other data points depending on design (i.e. items that were not taken by students) were converted to missing.
Analysis
During the item response theory (IRT) scaling, a multiple-group IRT model (Bock & Zimowski, 1997 ) based on the two-parameter logistic (2PL) model for dichotomous items and the generalised partial credit model (GPCM; Muraki, 1992) for polytomous items was fitted. This model is equivalent to one that has been utilised in PISA operational work since the PISA 2015 cycle (OECD, 2017) . Analyses were conducted using the mdltm software that provides marginal maximum likelihood (MML) estimates obtained using customary expectation-maximisation methods (von Davier, 2005; Khorramdel, Shin, & von Davier, 2019) . As shown in Glas (1988) , Eggen and Verhelst (2011), and Mislevy and Wu (1996) , MML estimation enables valid item calibration with MSAT data, both in the Rasch model and in the 2PL model for the dichotomous and polytomous item responses in an MSAT design for a single domain.
Test characteristic curves
Test characteristic curves (TCC) are useful tools to see which range of scales is targeted and accurately measured. We present the TCC of Design A because the majority of students follow this design and half of the routing paths (64 out of 128) available in Design B overlap with Design A. Figure 3 presents the TCC for the 64 routing paths available in the Design A with the proportion of correct scores on the y-axis (labelled as 'Probability') based on the preliminary item parameters obtained from the PISA 2018 field trial and item selection and allocation for the main survey. Four options that share similar item difficulty levels are indicated by the same type of lines (solid vs. dashed) and the same colour (red vs. blue): red solid lines for HH (e.g. high-high; difficult testlets at both Stage 1 and 2), red dashed lines for HL (e.g. high-low; difficult testlet at Stage 1 and easy testlet at Stage 2), blue solid lines for LH, and blue dashed lines for LL. Figure 3 shows that red lines (HH and HL) and blue lines (LH and LL) are located quite closely, regardless of the testlet chosen at the Core. HH shows the most difficult test level, HL the second-most difficult, LH the second-easiest, and LL the easiest. This pattern is consistently observed across the four panels (16 paths in each panel) of Figure 3 , and suggests that the gap of item difficulty level between the most difficult and the easiest testlets is not huge, possibly due to the large number of items within the Reading units (up to 8 items) in that range in difficulty. 
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Parameter recovery of model parameters
Errors of the model parameter estimators (of the mean and standard deviation for each group skill distributions and of the item slopes and difficulty parameters for individual items) were calculated as the differences from the generating values. Note again that the preliminary item parameter estimates obtained from the PISA 2018 field trial were used for generating values for the item parameters. Table 4 presents the summary of differences between generating values and estimates obtained from each design condition. Overall, the MSAT design demonstrated an acceptable level of parameter recovery. Figure 4 depicts differences between generating values and estimates for the latent ability distributions for each country group: The reference group is shown on the left, followed by countries ordered by increasing performance. In terms of the group means and standard deviations (SD), the MSAT design (yellow dots in Figure 4 ) performed as well as the complete design (black dots) and similar or better than the random design (purple dots in Figure 4 ). Further, there was no systematic pattern in differences by the performance of the country.
The MSAT design performed well in terms of the item parameter recovery. Figure 5 illustrates the distribution of errors in item difficulties and item slopes, respectively. As expected, the complete design (black line) showed a very peaked distribution around zero, suggesting that all of the item parameters were recovered quite well with minimal estimation errors. Under the random (purple line) and MSAT (yellow line) designs, the errors were more dispersed between -0.1 and 0.2. In particular, a couple of items that had relatively large error also had very low slope parameters as generating values (<0.5), which made it difficult to recover the item parameters well. The recovery of model parameters reported in this paper is based on the single simulated dataset and compared with the results from the complete design to evaluate the sampling and estimation error. Shin, Yamamoto, and Khorramdel (in preparation) report biases as well as root mean squared errors based on 100 replicates along with additional sets of simulation studies that were considered before this MSAT design was finalised and implemented for the PISA 2018 main survey.
Measurement precision
In general, adaptive testing designs have demonstrated their potential to increase the accuracy of the person ability estimator under some specific circumstances (e.g. Kubinger, 2016; Weiss, 1982) . As a simple summary of measurement precision that includes both the location of the test information and that of the ability distribution, the IRT reliabilities using expected a posteriori (EAP) estimates (van Rijn, 2014) were calculated for each design condition. The complete design resulted in IRT reliability of 0.986, and corresponding IRT reliability measures were 0.924 for the MSAT design and 0.918 for the random design.
Further, the precision of the person ability estimator was evaluated using the standard errors associated with the weighted likelihood estimates (Warm, 1989) . In order to quantify the expected gains in measurement precision by design, the proportions of standard error of each design were calculated against the operational benchmark (random design), following the equation below with 70 quadrature points (Q=70) between -3 and 3 (corresponding PISA Reading scales range from 3 to about 911), where q indicates each quadrature point, P_q (θ) indicates the density of students at each quadrature point, SE(Design)q stands for the standard error for each quadrature point for a given design, and SE(RR)q represents standard error for each quadrature point under the baseline random design:
The expected gains in precision were averaged over the PISA scale scores between 200 and 800 where sufficient sample sizes were observed. The gain of complete design was about 62% compared to the random design, keeping in mind that the complete design is neither realistic nor feasible in a population survey. The MSAT design implemented in the PISA 2018 main survey showed about a 4.5% precision gain on average. The MSAT contributed to the accuracy of the person ability estimator across all scale scores, in particular at the extreme performance levels of lower than 300 and over 700 with around 10% higher accuracy. The orange-coloured area in Figure 6 shows the proportions of SE, SE(Design)/SE(RR), at given PISA scale scores.
Note that 4.5% is the hypothetical gain for the expected distribution, and each country would have slightly different gains depending on its ability distribution (i.e. middleperforming countries would have smaller gains, but high-or low-performing countries would have greater gains). This especially helps to improve the accuracy of proficiency estimation of both extremely high-and low-performing students within countries, as well as high-and low-performing countries in general. Although the expected 4.5% precision gain of the MSAT design appears low compared to the expectations from PIAAC or the previous literature, it should be noted that the MSAT design for PISA was chosen not only to improve measurement precision but also to ensure a satisfactory level of model parameter recovery, controlling for a possible item position effect. As studied by Shin et al. (in preparation) , if the more adaptive Design A could be used assuming absence of any item position effect (without Design B), precision gains would be expected to be as high as 7%. 
Summary and conclusion
MSAT designs in ILSA were introduced with the aim of providing more accurate and efficient measures, given the heterogeneous characteristics of the participating groups and individuals, and the number and type of items (automatically vs. human scored) needed to represent the full construct. With these constraints, the MSAT was designed and studied based on simulated data from the field trial and discussed with the PISA Technical Advisory Group that includes international scientists and experts in the fields of statistics and psychometrics. This paper describes and evaluates the final MSAT design that was implemented in the PISA 2018 main survey for the Reading domain. The unique feature of the PISA MSAT design was the testlet-level adaptive tests of different item types through the use of parallel sets to better match a student's ability while accommodating a large item pool to ensure appropriate domain coverage across all proficiency levels.
Through a simulation study, the performance of the MSAT design was examined and compared in terms of model parameter recovery and precision of the person proficiencies. In summary, the MSAT design utilised in PISA 2018 main survey demonstrated an increased precision of 4.5% on average, with acceptable errors in item parameter estimation. The simulation result was based on a single set of generated data, so further investigation would be necessary (Shin, et al., in preparation) . Based on a single simulated dataset, it was clear that the MSAT design contributed to the accuracy of the person ability estimator across all PISA Reading scale scores, with more gains in precision at the extreme performance levels. This suggests the possibility of more efficient survey instrument administration without country-level adaptations.
In the future, more simulation studies that examine the robustness of MSAT designs in PISA could be conducted -for example, effects of the item-by-country interactions and omission rates -to establish safeguards against potential threats to validity. Also, more flexible and optimised test assembly can be studied through automatizing the assembly process (e.g. van der Linden, 2006) and relaxing some constraints. INTRODUCTION 
