On Laplace transforms of certain probability densities (Applications of convolutions in geometric function theory) by Takano, Katsuo
Title On Laplace transforms of certain probability densities(Applications of convolutions in geometric function theory)
Author(s)Takano, Katsuo




Type Departmental Bulletin Paper
Textversionpublisher
Kyoto University






A probability distribution function $F(x)$ is called an infinitely divisible prob-
ability distribution if for each integer $n>1$ there is a probability distribution
$F_{n}(x)$ such that the following relation holds,
$F(x)=(F_{n}*\cdots*F_{n})(x)$ ,
where $*$ denotes the convolution. If a probability distribution function $F(x)$
is concentrated on the interval $[0, \infty)$ and an infinitely divisible probability




$\eta$(s) $=$ $(\eta$ $(s))^{n}$
holds. It is known that the Laplace-Stieltjes transform of an infinitely divisi-
ble probability distribution $F(x)$ which is concentrated on the interval $[0, \propto)$
can be written as follows:
$\eta(s)=\exp\{-ds+\int_{+0}^{\infty}(e^{-sx}-1)\frac{1}{x}dK(x)\}$
where
(cl) $K(x)$ is nondecreasing,
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(c2) $K(-0)=0$ ,
(c3) $\int_{1}^{\infty}1/xdK(x)<\infty$ .
Here, let us assume $d=0$ in what follows. If an infinitely divisible proba-
bility distribution $F(x)$ which is concentrated on the interval $[0, \infty)$ and if
the probability distribution function $F(x)$ has a density function $f(x)$ , the
density funcion $f(x)$ satisfies the following integral equation:
$xf(x)= \int_{0}^{x}f(x-t)dK(t),$ $x>0$ .
If $dK(t)=k(t)dt$ we have
$xf(x)= \int_{(0,x)}f(x-t)k(t)dt,$ $x>0$ .
We will discuss about the Student $t$ distribution. The density function of the
Student $t$ distribution with degrees of freedom $r$ is as follows:
$T(t)= \frac{\Gamma((r+1)/2))}{\sqrt{\pi r}\Gamma(r/2)}\frac{1}{(1+t^{2}/r)^{(r+1)/2}}$
If $r$ is an odd integer, $r=2n+1$ for a nonnegative integer $n$ and if we make
a change of variable, $t/\sqrt{r}=x$ , we have the density function
$\frac{\Gamma(n+1)1}{\sqrt{\pi}\Gamma(n+1/2)(1+x^{2})^{n+1}}$ .
The purpose of this note is to show that we can prove the infinite divisibility
of the $t$ distribution with the odd degrees of freedom $2n+1$ without making
use of the Bessel functons (cf. [3]). We will make use of the fact that if $h$
tends to $+O$ the density function of the Student $t$ distribution can be obtained
by the following relation
$f(x;1, h)= \frac{c}{(1+x^{2})((1+h)^{2}+x^{2})\cdots((1+nh)^{2}+x^{2})}$
$arrow\frac{c_{0}}{(1+x^{2})^{n+1}}$ ,
where $c$ and $c_{0}$ are normalised constants.
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2 The hypergeometric function
Let $a$ be a positive constant. In what follows, suppose that $a_{1}=a,$ $a_{2}=$
$a+h,$
$\ldots,$ $a_{n+1}=a+nh$ . Let us consider the following density function
$f(x;a, h)= \frac{c}{\Pi_{j=1}^{n+1}(a_{j}^{2}+x^{2})}$ (1)
where $c$ is a normalized constant. It holds that




we obtain the following equality
$f(x;a, h)=./0^{\infty} \frac{1}{\sqrt{\pi v}}e^{-x^{2}/v}$
$\sum_{j=1}^{n+1}\frac{c\sqrt{\pi}}{\Pi_{l=1,l\neq j}^{n+1}(-a_{j}^{2}+a_{l}^{2})}e^{-a_{j}^{2}/v}v^{-3/2}dv$ . (3)
Let us denote the mixing density function in the integrand of (3) by $g(v)$ . The
mixing density $g(v)$ is positive on $[0, \infty)$ and a probability density function.





$=c \pi\sum_{j=1}^{n+1}\frac{1}{a_{j}\Pi_{l=1,l\neq j}^{n+1}(-a_{j}^{2}+a_{l}^{2})}e^{-2a_{j}\gamma_{\epsilon}}$ . (4)
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For $n=3$ we obtain
$\eta(s)=\frac{c\pi}{a3!h^{3}(2a+h)(2a+2h)(2a+3h)}e^{-2a\sqrt{s}}$
. $(1+ \frac{(-3)(2m)z}{(2m+4)}+\frac{(-3)(-2)(2m)(2m+1)z^{2}}{(2m+4)(2m+5)2!}$
$+ \frac{(-3)(-2)(-1)(2m)(2m+1)(2m+2)_{\vee}\sim^{3}}{(2m+4)(2m+5)(2\uparrow n+5)3!})$ . (5)
Making use of hypergeometric function we obtain the simple expression
$\eta(s)=\frac{2c\pi}{n!h^{2n+1}(2m)_{n+1}}z^{m}F(-n, 2m;2m+n+1;z)$ (6)
where we let $z=e^{-2h\sqrt{s}}$ and $m=a/h$. Concerning the roots of the hyperge-
ometric function $F(-n, 2m;2m+n+1;z)$ the author obtained the following
result (cf.[ll]).
Theorem 1. If $m$ is a positive constant and $n$ is a natuml number the hy-
pergeometric function $F(-n, 2m;2m+n+1;z)$ has roots outside the unit
disk.
3 The Student $t$ distributions
We show that the probability distribution with density function (2) is in-
finitely divisible and obtain the L\’evy measure of the Student $t$ distribution
from the L\’evy mesure of the distribution with the density functon (2).
Theorem 2. The probability $distbution$ with density function (2) is in-
finitely divisible for each positive numbers $a,$ $h$ and every positive integer
$n$ .
Proof. Let us show that the density function $g(v)$ is an infinitely divisible
density for every positive integer $n$ . To show the infinite divisibility of the
distribution with $g(v)$ , it suffices to show that if $dK(x)=k(x)dx$ the following
relation
$- \eta’(s)=\eta(s)\int_{0}^{\infty}e^{-sx}k(x)dx$
holds and $k(x)$ is a nonnegative function and satisfies the conditions (cl),









$/( \sum_{j=0}^{n}\frac{(-n)_{j}(2m)_{j}(m+j)}{(2m+n+1)_{j}j!}z^{m+j})$ . (9)
If we set $z=e^{-2h\sqrt{s}}$ and $\Re\{\sqrt{s}\}\geq 0$ , then $|z|\leq 1$ . We note that
$F(-n, 2m;2m+n+1;z)\neq 0$ .
The denominator of (9) does not vanish in the whole complex plane except
at the origin. By the contour integration of the figure after the reference we
can calculate the inverse Laplace transform of the following formula
$k(t)= \lim_{Rarrow\infty}\frac{1}{2\pi i}\int_{\xi-iR_{1}}^{\xi+iR_{1}}e^{ts}(-1)\frac{\eta’(s)}{\eta(s)}ds$ ,




(A) The integral along a small circle with the center at O.
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Since it holds that for every $0<r\leq 1$ and $0\leq\theta\leq\pi$
$F(-1,2m;2m+2;e^{-2\sqrt{r}e^{i\theta^{\ovalbox{\tt\small REJECT}}2}})\neq 0$
we have
$\oint e^{st}\frac{N}{D}dsarrow 0$ as $rarrow+0$ .
(B) The integral along $Barrow D$.













$=$ $\sqrt{R}\{\frac{\pi}{2tR}(-e^{-tR}+1)\}arrow 0$ (11)
as $Rarrow+\infty$ . We show that
$\int_{\text{ }-\epsilon}^{\pi}\tau|\sqrt{R}e^{i\theta/2}e^{Rae^{i\theta}t}|d\thetaarrow 0$ (12)
as $Rarrow\infty$ . From the fact that
$\cos\theta=\cos(\phi+\frac{\pi}{2}-\epsilon)=\sin\phi,$ $0\leq\phi\leq\epsilon$ ,




$=$ $e^{t\xi}( \sqrt{R}\sin\epsilon)\frac{\epsilon}{\sin\epsilon}=e^{\dagger\xi}(\sqrt{R}\frac{\xi}{R})\frac{\epsilon}{\sin\epsilon}arrow 0$ (13)
as $Rarrow\infty$ .
(C) The integrals along $Darrow G$ and $Harrow E$.












$\rho e^{-i\pi}=-\rho,$ $r\leq\rho\leq R$ on $Harrow E$ and from $\sqrt{s}=-i\sqrt{\rho}$ we see
$\int_{Harrow E}e^{st}\frac{N}{D}ds$






$/ \{\sum_{j=0}^{3}\frac{(-3)_{j}(2m)_{j}e^{+j2h\sqrt{\mu}}}{(2m+4)_{j}j!}\}]\frac{d\rho}{\sqrt{\dot{\mu}}}$ . (14)










as $rarrow 0$ and $Rarrow\infty$ . From the Cauchy theorem we see that




$/ \{\sum_{j=0}^{3}\frac{(-3)_{j}(2m)_{j}e^{+j2h\sqrt{\rho}i}}{(2m+4)_{j}j!}\}]\frac{l\iota d\rho}{\sqrt{p}}$ (15)









$/ \{\sum_{j=0}^{n}\frac{(-n)_{j}(2m)_{j}e^{+j2hyi}}{(2m+n+1)_{j}}\}]hdy$ . (16)
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is nonnegative for $y\geq 0$ . Let $2hy=\theta$ in the above and let
$A$ $=$ $\Re\{\sum_{j=0}^{n}\frac{(-n)_{j}(2m)_{j}(m+j)e^{-i(m+j)\theta}}{(2m+n+1)_{j}}\}$
. $\{\sum_{j=0}^{n}\frac{(-n)_{j}(2m)_{j}e^{+i(m+j)\theta}}{(2m+n+1)_{j}}\}$ .
If $n=0$ we obtain
$A=(1/m^{2})(\cos\theta\cdot m\cos\theta+m\sin\theta\cdot\sin\theta)=1/m$ .
If $n=1$ we obtain
$A= \frac{2m(2m+1)}{2m+2}(1-\cos\theta)$ .




$=|F(-n, 2m;2m+n+1;e^{i\theta})|^{2}$ . (17)
From the fact that $A$ is nonnegative for $\theta=2hy\geq 0$ we see that the function
$k(t)= \frac{1}{\pi}\int_{0}^{x}e^{-ty^{2}}\frac{2A}{B}hdy$ (18)
80




$(2(n-j))!2^{j}(1-\cos 2hy)^{j}\}$ . (19)





$k(t)= \int_{0}^{\infty}e^{-tw}(2^{2n-1}(2m)_{n+1}(\sin h\Gamma w)^{2n}h)dw$
$/( \pi\sum_{j=0}^{n}\frac{(2m)_{j}2^{2j}\sqrt{w}}{(2m+n+1)_{n-j}}(\begin{array}{l}nj\end{array})(\begin{array}{l}2n-jn\end{array})$
$(2(n-j))$ ! $(\sin h\Gamma w)^{2j})$ . (20)
We can show that $k(t)$ satisfies the conditions (cl), (c2) and (c3). Therefore
the density function $g(v)$ is an infinitely divisible density, and the probability
distribution with the density function (2) is infinitely divisible since it is a
mixture density of the normal distributions.
Let us denote the characteristic fuction of the probability distribution with
the density function (2) in the following form
$\phi(t)=\exp[J_{R-\{0\}}(e^{itx}-1-\frac{itx}{1+x^{2}})\frac{l(x)}{x}dx]$ .
In what follows we will obtain the measure $l(x)dx/x$ . We have







where we set $s=t^{2}/4$ and
$U(w)=(2^{2n-1}(2m)_{n+1}(\sin h\Gamma w)^{2n}h)$
$/( \pi\sum_{j=0}^{n}\frac{(2m)_{j}2^{2j}\sqrt{w}}{(2m+n+1)_{n-j}}(\begin{array}{l}nj\end{array})(\begin{array}{l}2n-jn\end{array})$
$(2(n-j))!(\sin h\cap w^{2j})$ .













Let us denote the characteristic function of the Student $t$ distribution with
odd degrees of freedom in the following form
$\phi(t)=\exp[I_{R-\{0\}}(e^{itx}-1-\frac{itx}{1+x^{2}})\frac{l_{st}(x)}{x}dx]$ .
Theorem 3. The function $l_{st}(x)$ can be given in the explicit $fom$
$l_{st}(x)=(sgnx) \int_{0}^{\infty}e^{-|x|v}$
$(2a)^{2n+1}v^{2n}dv/ \{2\pi\sum_{j=0}^{n}(2a)^{2j}(\begin{array}{l}nj\end{array})(\begin{array}{l}2n-jn\end{array})(2(n-j))!v^{2j}\}$ . (23)
We take $a=1$ for the Student $tdistbution$.




$(2(n-j))$ ! $((\sin(hv/2))/(hv/2))^{2j}(hv/2)^{2j}\}]dv$ (24)
From the above we see that
$l_{st}(x)=(sgnx) \int_{0}^{\infty}e^{-|x|v}[(2a)^{2n+1}v^{2n}/$
$(2 \pi\sum_{j=0}^{n}(2a)^{2j}(\begin{array}{l}nj\end{array})(\begin{array}{l}2n-jn\end{array})(2(n-j))!v^{2j})]dv$
as $h$ tends $+O$ and we obtain (23).





In order to show that the results here coincide with those formulae of which










From the above we see that the function $l_{\epsilon t}(x)$ can be decomposed to the two
terms and we can obtain the convolutional decomposition.
If $n=1$
$l_{st}(x)= \frac{1}{\pi\lambda}-(sgnx)\int_{0}^{\infty}e^{-|x|y}\frac{1}{\pi(1+y^{2})}dy$
$= \frac{1}{\pi x}-\frac{sgnx}{\pi}[\cos|x|\int_{|x|}^{arrow\infty}\frac{\sin y}{y}dy-\sin|x|\int_{|x|}^{arrow\infty}\frac{\cos y}{y}dy]$ ,
$(x\neq 0)$ . (27)
If $n=2$
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