Long-term synaptic plasticity is a putative mechanism for learning in adults. However, there is little understanding of how synaptic plasticity mechanisms develop or whether their maturation depends on experience. Since inhibitory synapses are particularly malleable to sensory stimulation, long-lasting potentiation of inhibitory synapses was characterized in auditory thalamocortical slices. Intracortical high-frequency electrical stimulation led to a 67% increase in inhibitory synaptic currents. In the absence of stimulation, inhibitory potentiation was induced by a brief exposure to exogenous brain-derived neurotrophic factor (BDNF). BDNF exposure occluded any additional potentiation by high-frequency afferent stimulation, suggesting that BDNF signaling is sufficient to account for inhibitory potentiation. Moreover, inhibitory potentiation was reduced significantly by extracellular application of a BDNF scavenger or by intracellular blockade of BDNF receptor [tropomyosin-related kinase B (TrkB)] signaling. In contrast, glutamatergic or GABAergic antagonists did not prevent the induction of inhibitory potentiation. Since BDNF and TrkB expression are influenced strongly by activity, we predicted that inhibitory potentiation would be diminished by manipulations that decrease central auditory activity, such as hearing loss. Two forms of hearing loss were examined: conductive hearing loss in which the cochleae are not damaged or sensorineural hearing loss in which both cochleae are removed. Both forms of hearing loss were found to reduce significantly the magnitude of inhibitory potentiation. These data indicate that early experience is necessary for the normal development of BDNF-mediated long-lasting inhibitory potentiation, which may be associated with perceptual deficits at later ages.
Introduction
Neurotrophins are implicated in the development and plasticity of inhibitory connections. In particular, brain-derived neurotrophic factor (BDNF) signaling through its cognate receptor, tropomyosin-related kinase B (TrkB), increases the strength and number of GABAergic terminals (Rutherford et al., 1997; Huang et al., 1999; Marty et al., 2000; Kohara et al., 2007; Abidin et al., 2008) . Endogenous BDNF-TrkB signaling is also required for inhibitory synaptic long-term potentiation (iLTP) in the hippocampus, visual cortex, and optic tectum (Gubellini et al., 2005; Liu et al., 2007; Inagaki et al., 2008; Kuczewski et al., 2008b) . Since BDNF and TrkB expression are influenced strongly by activity (Lu, 2003; Nagappan and Lu, 2005) , we predicted that inhibitory potentiation would not only depend on BDNF signaling, but be diminished by manipulations that decrease central activity, such as hearing loss. Therefore, we characterized a BDNF-dependent form of long-lasting enhancement of inhibitory transmission in the developing auditory cortex (ACx) and asked whether moderate or severe hearing loss would disrupt long-lasting inhibitory potentiation.
The dependence of BDNF expression on activity was discovered in epileptic foci but has since been demonstrated to occur during sensory stimulation, environmental enrichment, learning, and long-term synaptic plasticity (Zafra et al., 1990; Ernfors et al., 1991; Isackson et al., 1991; Castrén et al., 1992; Falkenberg et al., 1992; Patterson et al., 1992; Rocamora et al., 1996; Kesslak et al., 1998; Hall et al., 2000; Ickes et al., 2000) . Recent reports exploring this concept in animal models of hearing loss revealed a consistent decrease in BDNF expression (Oh et al., 2007; Rüttiger et al., 2007; Tan et al., 2008) . For example, when cochleae are damaged with antibiotics, ACx displays a significant reduction in BDNF, and normal levels are restored by electrically stimulating peripheral auditory neurons (Tan et al., 2008) . Therefore, if normal BDNF expression is necessary for synaptic plasticity, we would expect hearing loss to impair plasticity.
There are both correlative and causal links between ACx plasticity and acoustically based learning (Bao et al., 2004; Fritz et al., 2005; Rutkowski and Weinberger, 2005; Sakai and Kudoh, 2005; Witte and Kipke, 2005; Ono et al., 2006; Rybalko et al., 2006; Froemke et al., 2007) . Several forms of excitatory synaptic plasticity that could contribute to such learning have been described in ACx, and bilateral blockade of NMDA receptors prevents passive sound exposure from enhancing sound discrimination learning in rats Shibuki, 1996, 1997; Wakatsuki et al., 1998; Seki et al., 1999 Seki et al., , 2001 Seki et al., , 2003 Sakai and Kudoh, 2005) . In contrast, the plasticity of ACx inhibitory synapses has not been well explored.
We recently found that excitatory LTP failed to emerge when cochlear function was eliminated during development . To better understand the relationship between developmental experience and the maturation of synaptic plasticity, we characterized inhibitory potentiation in auditory cortex and demonstrated its dependence on BDNF. We then asked whether even a moderate reduction in auditory experience, conductive hearing loss (CHL), would prevent the maturation of inhibitory potentiation. Our results illustrate that developmental hearing loss interfered with the emergence of BDNF-dependent longlasting inhibitory potentiation.
Materials and Methods
Animals. Gerbil (Meriones unguiculatus) pups at postnatal day 18 (P18) to P21 were used. All animals were housed under a 12 h light/dark cycle with food and water provided ad libitum. All protocols were reviewed and approved by New York University Institutional Animal Care and Use Committee.
Hearing loss surgery. Gerbil pups at P10 were anesthetized with the halogenated ethyl methyl ether methoxyflurane (Metofane). Anesthetic induction occurred within 10 min and produced complete elimination of responses to nociceptive stimuli. Conductive hearing loss was induced by tympanic membrane puncture and malleus extirpation (Tucci et al., 1999; Xu et al., 2007) . A postauricular skin incision was made, and the tympanic membrane was visualized and punctured with a forceps. The malleus was then removed through this opening. When brain slices were prepared, the stapes was visualized to ensure stability within the oval window; malleus removal did not disrupt the stapes in any of the animals used for this study. The postauricular wound was closed with cyanoacrylate glue, and the procedure was repeated on the other side. Sensorineural hearing loss (SNHL) was induced using procedures similar to those described previously (Sanes et al., 1992; Vale and Sanes, 2002) . In brief, a small hole was made in the cochlear wall, and the contents were rapidly removed with a forceps. A piece of Gelfoam was then placed in the cavity, and the wound was closed. The procedure was then repeated on the other side. After surgery, animals were warmed on a heating pad and returned to the litter when respiration and motor activity had recovered. Animals were reared for 8 -11 d after surgery, with their parents, under conditions identical with those for control pups. Before each brain slice experiment, successful induction of CHL was confirmed by opening the middle ear under a dissecting microscope and observing the absence of malleus and presence of intact stapes. Successful SNHL was confirmed by opening the inner wall of the cochlea and observing the absence of cochlear tissue and the presence of a Gelfoam insert. The age of surgery was chosen based on the finding that anteroventral cochlear nucleus cell number is unaffected by cochlear ablation after P9 in gerbils (Tierney et al., 1997) .
Brain slice preparation. Brain slices (500 m) retaining much of the connectivity between the ventral medial geniculate nucleus (MGv) and the core ACx, were generated from P18 -P21 animals as previously reported (Cruikshank et al., 2002; Kotak et al., 2005) . Slices were transferred to a submerged recovery chamber containing oxygenated artificial CSF (ACSF) at room temperature for at least 1 h before physiological recordings. The ACSF contained the following (in mM): 125 NaCl, 4 KCl, 1.2 KH 2 PO 4 , 1.3 MgSO 4 , 26 NaHCO 3 , 15 glucose, 2.4 CaCl 2 , and 0.4 L-ascorbic acid, pH 7.4 (when bubbled with 95% O 2 /5% CO 2 ).
Whole-cell recordings. Recording electrodes were fabricated from borosilicate glass microcapillaries (outer diameter, 1.5 mm) with a micropipette puller (model P-97; Sutter Instrument). The internal patch solution contained the following (in mM): 127.5 potassium gluconate, 0.6 EGTA, 10 HEPES, 2 MgCl 2 , 5 KCl, 2 ATP, 0.3 GTP, and 5 phosphocreatine, pH 7.2 with KOH. To block sodium-dependent action potentials, 5 mM lidocaine N-ethyl bromide (QX-314) was included in the pipette solution to block voltage-gated sodium channels. The tip resistance of the patch electrode filled with the internal solution was 4 -8 M⍀. Experiments were performed in a recording chamber mounted on the stage of an upright microscope (BX51WI; Olympus) equipped with infrared differential interference contrast optics. ACSF was superfused in the recording chamber at 2 ml/min at 32°C. Before each experiment, extracellular responses were evoked with stimulating MGv to confirm that the recording site is thalamorecipient ACx. The whole-cell patch-clamp recordings were then obtained from pyramidal neurons in supragranular layers using a PC-501A amplifier (Warner Instruments). To prevent ionotropic glutamatergic transmission, 50 M AP-5 and 20 M DNQX were added to ACSF to block NMDA receptor and AMPA receptor, respectively. To evoke inhibitory postsynaptic responses, a bipolar insulated platinum electrode was placed in layer IV, and electrical stimuli were delivered via a stimulus isolator (model BSI-950; Dagan Corporation). Because IPSP amplitudes are small at the resting membrane potential, and sensitive to membrane potential fluctuation, we recorded IPSCs under voltage clamp at a holding potential of Ϫ45 mV. The access resistance varied between 15 and 30 M⍀ and was determined manually at the beginning of each experiment with a brief voltage pulse. At the end of each experiment, the access resistance was checked again, and data were discarded if access resistance changed by Ͼ15% during an experiment. In addition, we monitored whether there was a change in holding current during the recording and found that it did not change significantly for either control or conditioned neurons (final Ϫ initial holding current for the neurons shown in Fig. 1 B, C; conditioned neurons, Ϫ10.5 Ϯ 3.4 pA; control neurons, Ϫ12.5 Ϯ 5.0 pA; t ϭ 0.31, df ϭ 14, p ϭ 0.76). All chemicals were from Sigma-Aldrich unless otherwise indicated.
Induction of synaptic plasticity. To establish a preconditioning baseline of synaptic response, stimulus intensity was adjusted to obtain IPSC amplitudes of ϳ150 pA. The stimulus intensities used were typically in the range of 100 -200 A and were well below the level required to evoke maximum amplitude IPSCs. This relatively low stimulus level, and the brief duration of the pulses (100 s), was chosen to minimize damage to afferents by the charge buildup during the conditioning protocol. In addition, to make unlikely that use-dependent plasticity would happen during baseline recording period, IPSCs were induced at a low repetition rate of once per minute.
After obtaining stable IPSCs for at least 10 min, conditioning stimuli to induce inhibitory potentiation were delivered through stimulation electrode while recording in voltage-clamp mode. Recordings were obtained from L2/3 pyramidal cells, which were Ϸ150 m from the stimulation electrode in L4. Action potentials were not observed in the recorded neurons because of the inclusion of QX-314 in the pipette solution as an effort to avoid contamination of IPSCs by action potentials. However, pilot recordings conducted without QX-314 in the pipette indicated that action potentials were readily evoked in recorded pyramidal cells during conditioning stimulation. Therefore, it is likely that conditioning stimuli elicited action potentials in nearby pyramidal neurons, and the attendant influx of calcium led to the release of BDNF.
The conditioning protocol was comprised of 30 trains (five pulses, 50 Hz) delivered at 2 s intervals, and it was designed to emulate the temporal discharge pattern of the ACx neurons, which are well suited for representing low-frequency modulations (Creutzfeldt et al., 1980; TerMikaelian et al., 2007) . For example, we previously reported that the average sound-evoked discharge rate for gerbil cortical neurons recorded in awake animals is ϳ40 spikes per second at the onset of sound, and adapts with a time constant of 73 ms [Ter-Mikaelian et al. (2007) , their Fig. 6C ]. Since our conditioning stimulus consisted of five pulses at 50 Hz, delivered at 2 s interval, it is likely that we did not drive the system into an adapted state that would have resulted in extremely low firing. The conditioning stimulus intensity was set two times as large as that used to acquire preconditioning IPSCs. Immediately after the conditioning stimuli, IPSCs were acquired once per minute for an additional hour with the same stimulus intensity used during the preconditioning period.
A paired-pulse stimulation protocol was used to measure paired-pulse ratio (PPR) of the IPSC amplitude to probe transmitter release probability (Zucker and Regehr, 2002) , which was calculated as the ratio between the second IPSC (IPSC 2 ) and the first IPSC (IPSC 1 ). The IPSC reversal potential (E IPSC ) was determined by varying the holding potential of the recorded cell in 10 mV increments and measuring IPSC amplitude. Linear regression was used to calculate a best-fit line for the voltage dependence of IPSCs, and the interpolated intercept of this line with the abscissa was taken as the E IPSC value. The slope of this line was used as the corresponding synaptic conductance.
Electrophysiological data collection and analysis. Data were collected using a Macintosh G4 computer running a custom-designed IGOR (version 3.14; Wavemetrics) macro called SLICE and analyzed off-line using a second IGOR macro called SLICE ANALYSIS. Both the data acquisition and analysis macros are available with complete documentation online at http://www.cns.nyu.edu/ϳsanes/slice_software/. The peak amplitude of IPSCs was measured from baseline just before the response onset. Statistical tests (ANOVA, paired t test, Wilcoxon's test) were performed using statistical software (JMP 5; SAS Institute). Data are presented as mean Ϯ SEM unless otherwise indicated. In all cases, statistical significance was defined as p Ͻ 0.05.
Pharmacological manipulations. Several manipulations were performed to assess whether glutamatergic, GABAergic, and neurotropin signaling participated. To examine involvement of metabotropic glutamatergic signaling, a broad-spectrum antagonist ( S)-␣-methyl-4-carboxyphenylglycine (MCPG) (500 M) was bath applied during conditioning. To examine GABA A and GABA B receptor participation, bicuculline (10 M) or (ϩ)-(2S)-5,5-dimethyl-2-morpholineacetic acid (SCH-50911) (20 M) were separately bath applied during conditioning. To test whether BDNF-Trk signaling participated, three manipulations were performed. First, to assess whether BDNF (100 ng/ml) could alter synaptic strength, it was bath applied for 3 min in the absence of conditioning stimulation. Second, to test whether IPSC potentiation was mediated by endogenous BDNF, slices were incubated in a specific scavenger for TrkB receptor ligands (TrkB-Fc; 2 g/ml) for at least 1 h before and during physiological recordings. Third, to test whether TrkB signaling was required for synaptic plasticity, a TrkB receptor inhibitor (200 nM k252a) was added to the internal pipette solution. All the agents were obtained from Sigma-Aldrich unless otherwise noted.
Results

High-frequency stimuli modified inhibitory transmission
Before each experiment, thalamorecipient ACx was verified by recording a robust MGv-evoked extracellular response. Wholecell patch-clamp recordings were then obtained from visually identified pyramidal neurons within layer 2/3. In a subset of experiments, pyramidal neuron location and morphology were confirmed by biocytin labeling.
We first examined whether intracortical high-frequency stimulation altered the strength of evoked IPSCs in ACx (see Materials and Methods). Under our experimental conditions, IPSCs were outward currents and were abolished by GABA A receptor (GABA A R) antagonist bicuculline methiodide (10 M). After stable IPSCs were recorded for at least 10 min, conditioning stimuli were delivered (see Materials and Methods). During the conditioning protocol in the presence of ionotropic glutamate receptor (iGluR) antagonists (AP-5 and DNQX), a train of outward synaptic currents was observed. A suppression of IPSC amplitude was observed for 2-3 min immediately after conditioning ( Fig.  1 A, B) . Subsequently, a potentiation of IPSCs emerged over 40 -50 min and persisted for as long as stable recording was maintained (at least 60 min). At 50 -60 min after conditioning, the amplitude was potentiated to 167 Ϯ 10% (mean Ϯ SEM; n ϭ 11) of the average baseline value before conditioning (Fig. 1B) . In control experiments in which neurons were not subjected to conditioning stimuli, no change in IPSC amplitude was observed over the same duration (98 Ϯ 8%; n ϭ 5; paired t test, p ϭ 0.81) (Fig. 1C) .
Mechanistic basis for long-lasting inhibitory potentiation in auditory cortex
The IPSC amplitude increase could result from a rise in either presynaptic transmitter release or postsynaptic GABA-induced response. To provide a preliminary assessment of these mechanisms, we measured the paired-pulse ratio (PPR ϭ IPSC 2 /IPSC 1 ) in a subset of neurons that displayed inhibitory potentiation. The PPR measured at an interpulse interval of 50 ms was not altered after inhibitory potentiation was induced (0.87 Ϯ 0.06 before induction and 0.86 Ϯ 0.05 at 50 -60 min after induction; n ϭ 6; paired t test, p ϭ 0.75) (Fig. 2 A) . Similarly, analysis of the coefficient of variation (CV) of IPSC amplitude displayed no significant change after induction (0.12 Ϯ 0.02 before induction and 0.13 Ϯ 0.03 at 50 -60 min after induction; n ϭ 11; paired t test, p ϭ 0.69) (Fig. 2 B) . These results suggest that presynaptic GABA release probability is not affected by the conditioning stimulus.
Postsynaptic mechanisms that could account for inhibitory potentiation include an alteration in IPSC reversal potential (E lPSC ) or postsynaptic GABA A R conductance. To explore this issue, we measured IPSCs at different holding potentials (V H ) and calculated both E IPSC and IPSC conductance before induction and during IPSC potentiation. As shown in Figure 3A , the IPSC conductance increased substantially after conditioning compared with the value found during the baseline period (16.1 Ϯ 2.8 nS before induction and 22.9 Ϯ 3.2 nS at 50 -60 min after induction; n ϭ 11; paired t test, p ϭ 0.0002). However, there was not a significant change in E lPSC before and after induction (Ϫ59.7 Ϯ 0.9 mV before conditioning and Ϫ59.5 Ϯ 0.9 mV at 50 min after conditioning; n ϭ 11; paired t test, p ϭ 0.64) (Fig. 3B) . Thus, the potentiation in IPSC amplitude appeared to be attributable, in part, to a change in synaptic GABA A R conductance.
Long-lasting inhibitory potentiation was mediated by BDNF-TrkB signaling
Growing evidence shows that neurotrophins are involved in regulating synaptic transmission and plasticity, including inhibitory synapses (Lu and Figurov, 1997; Schinder and Poo, 2000; Gubellini et al., 2005; Arancio and Chao, 2007; Liu et al., 2007; Inagaki et al., 2008; Kuczewski et al., 2008b) . To determine the participation of BDNF signaling in inhibitory potentiation, we first examined whether exogenous BDNF could mimic conditioning-induced potentiation. As shown in Figure 4 A, bath application of BDNF (100 ng/ml) for 3 min progressively potentiated IPSCs in a manner similar to that produced by conditioning stimuli. It also took ϳ40 -50 min for the full expression of inhibitory potentiation (158 Ϯ 5% of initial baseline at 50 -60 min; n ϭ 6; paired t test, p Ͻ 0.0001) (Fig. 4 A) , which is comparable with conditioning-induced potentiation, both in its magnitude and time course. The effect of BDNF was mediated by BDNF-TrkB signaling pathway because BDNF (100 ng/ml for 3 min) failed to significantly potentiate IPSC (107 Ϯ 7% of baseline at 50 -60 min; n ϭ 5; paired t test, p ϭ 0.11 compared with baseline) when a TrkB receptor inhibitor (200 nM k252a) was included in pipette solution. Together, these results indicate that BDNF is sufficient to induce inhibitory potentiation in the ACx via TrkB receptor activation.
To probe whether exogenous BDNF-induced potentiation and conditioning-induced potentiation shared the similar cellular mechanism, we delivered conditioning stimuli after full manifestation of BDNF-induced potentiation. Interestingly, the BDNF-induced potentiation mostly occluded additional potentiation by subsequent conditioning (50 -60 min after subsequent conditioning, 162 Ϯ 7%; n ϭ 6; paired t test, p ϭ 0.16 vs BDNFinduced potentiation) (Fig. 4 A, B) . This occlusion, together with the similar expression profile between conditioning-induced potentiation and exogenous BDNF-induced potentiation, suggests that conditioning-induced inhibitory potentiation was likely attributable to TrkB activation by endogenously secreted BDNF.
To test the above idea, a TrkB receptor inhibitor (200 nM k252a) was added to the internal pipette solution. As shown in Figure 5A , the magnitude of inhibitory potentiation induced by conditioning stimuli was significantly reduced in the presence of k252a, when compared with the value in control neurons (with k252a, 123 Ϯ 4%; without k252a, 167 Ϯ 10%; 2 ϭ 9.01; p Ͻ 0.003). Because k252a also inhibits other subtypes of Trk recep-tors, we next used TrkB-Fc, which is a specific scavenger for TrkB receptor ligands and hence prevents BDNF binding to the TrkB receptor. In the presence of TrkB-Fc (2 g/ml), conditioning stimuli induced a much smaller potentiation (with TrkB-Fc, 116 Ϯ 7%; without TrkB-Fc, 167 Ϯ 10%; ANOVA, df ϭ 14, t ϭ 3.26, p Ͻ 0.006) (Fig. 5B) . Together, these observations indicate that an endogenous ligand for TrkB receptors was required for the full expression of inhibitory potentiation in the ACx (Fig. 5C) .
It has been reported that activation of postsynaptic GABA A Rs, GABA B receptors (GABA B Rs), or metabotropic glutamate receptors (mGluRs) is involved in iLTP in hippocampus or visual cortex (Komatsu, 1996; McLean et al., 1996; Patenaude et al., 2003) . To determine the dependency of the present inhibitory potentiation on these receptors, we separately blocked each of these receptors during conditioning stimuli pharmacologically (Fig.  6) . During the conditioning protocol in the presence of iGluR an- A, Example responses to paired-pulse stimuli are shown before conditioning (Pre; black trace) and 50 -60 min after the conditioning stimuli (Post; gray trace). The PPR was computed as the ratio of IPSC 2 /IPSC 1 using a 50 ms interstimulus interval (n ϭ 6). There was no significant difference in PPR before and 50 -60 min after conditioning ( p ϭ 0.75, paired t test). The arrow indicates the time when conditioning stimuli were applied. B, The CV of IPSCs amplitude throughout the recording session. Ten consecutive IPSCs were used to calculate each CV (SD of IPSCs amplitude divided by their mean amplitude). There was no significant difference in CV before and 50 -60 min after the conditioning stimuli ( p ϭ 0.69, paired t test). The arrow indicates the time when conditioning stimuli were applied. Error bars indicate SEM.
tagonists (AP-5 and DNQX) plus a GABA A R antagonist (10 M bicuculline), the outward synaptic currents were eliminated and small inward currents (Ϸ10 pA) were observed only during the 50 Hz train of stimulus pulses. The inhibitory potentiation magnitude was not reduced significantly by blockade of GABA A Rs. Similarly, blockade of GABA B Rs (20 M SCH-50911) or mGluRs (0.5 mM MCPG) did not prevent the induction of inhibitory potentiation (control, 167 Ϯ 10%; bicuculline, 151 Ϯ 16%; SCH-50911, 148 Ϯ 8%; MCPG, 152 Ϯ 6%; ANOVA, df ϭ 3, F ϭ 0.73, p ϭ 0.55) (Fig. 6) . These negative findings suggest that these receptors were not required for the inhibitory potentiation observed in the present study.
Conductive or sensorineural hearing loss reduced long-lasting inhibitory potentiation
Developmental hearing loss prevents the maturation of inhibitory transmission in the ACx, indicating that early auditory experience is necessary for the normal development of inhibitory synapses Sarro et al., 2008) . To determine whether auditory experience is also required for the proper expression of inhibitory potentiation, we first assessed the consequence of SNHL on the magnitude of long-lasting inhibitory potentiation. To do so, SNHL was induced in animals at P10 just before hearing onset by surgically removing cochleae on both sides (see Materials and Methods). Subsequently, recordings were made at P18 -P21. Compared with control neurons, the conditioning stimulus induced a significantly smaller inhibitory potentiation in SNHL neurons (control, 167 Ϯ 10%; SNHL, 127 Ϯ 2%; 2 ϭ 14.09; p ϭ 0.0002) (Fig. 7A) .
Our recent study revealed that even a moderate form of CHL modifies intrinsic and synaptic properties within the ACx (Xu et al., 2007) . Thus, in a separate set of experiments, we also examined the consequence of CHL on the magnitude of inhibitory potentiation. CHL was surgically induced by malleus extirpation, and this manipulation does not compromise the cochleae but attenuates sound transmission by 40 -50 dB (Xu et al., 2007) . As Figure 3 . Long-lasting inhibitory potentiation is associated with an increase in synaptic conductance without a change in E IPSC . A, Representative I-V curves for IPSCs before (black circles) and 50 -60 min after (gray circles) conditioning. Insets, Example traces of IPSCs at various holding potentials before (black) and 50 -60 min after (gray) conditioning. B, Summary plot of E IPSC values measured before (black) and 50 -60 min after (gray) conditioning (n ϭ 11). Data from the same cell are connected by a line. NS indicates no significant difference. C, Summary plot of synaptic conductance measured before (black) and 50 -60 min after (gray) conditioning (n ϭ 11). Data from the same cell are connected by a line. The difference in synaptic conductance before and 50 -60 min after conditioning was highly significant ( p ϭ 0.0002, paired t test). ***p Ͻ 0.001. shown in Figure 7B , the conditioning stimuli induced a smaller magnitude inhibitory potentiation in CHL neurons, also significantly smaller than control neurons (control, 167 Ϯ 10%; CHL, 141 Ϯ 8%; 2 ϭ 4.77; p Ͻ 0.03). Together, these results demonstrated that developmental hearing loss, even at a moderate degree, significantly compromised inhibitory potentiation in the ACx.
Since inhibitory potentiation was dependent on BDNF-TrkB signaling, its impairment after hearing loss could have been attributable to loss of TrkB receptor function. To test this possibility, exogenous BDNF-induced inhibitory potentiation was examined in neurons from SNHL animals. As shown in Figure 8 , BDNF exposure (100 ng/ml for 3 min) progressively potentiated IPSCs of SNHL neurons in a similar manner to that observed in control neurons (control from Fig. 4 , 158 Ϯ 5%; SNHL, 149 Ϯ 11%; t test, df ϭ 10, p ϭ 0.61). This observation suggests that hearing loss did not disrupt TrkB receptor function that supports inhibitory potentiation and supports the hypothesis that BDNF expression or release was reduced.
Discussion
Activity-dependent regulation of synaptic plasticity mechanisms, termed metaplasticity, has received increasing attention for excitatory connections (Abraham and Bear, 1996; Thiagarajan et al., 2007; Mockett and Hulme, 2008) . For example, activity blockade in vitro can diminish their ability to induce excitatory LTP (Ehlers, 2003; Slutsky et al., 2004) . The major finding of this study is that long-lasting inhibitory potentiation in auditory cortex depends on early auditory experience, suggesting a novel form of metaplasticity. This form of plasticity depends on the BDNFTrkB signaling, which plays a fundamental role in the maturation of inhibitory synapses, indicating that deprivation may affect function and plasticity via the same pathway. Together with a previous report showing that excitatory LTP is disrupted by hearing loss , our results demonstrate a significant reduction in the mechanisms that support normal modification of cortical function.
BDNF expression and inhibitory synapse development
The expression of both BDNF and TrkB are affected by excitatory neural activity (Castrén et al., 1992; Bozzi et al., 1995; Singh et al., 1997; Rossi et al., 1999; McLean et al., 2001; Ichisaka et al., 2003; Lu, 2003; Nagappan and Lu, 2005; Oh et al., 2007; Rüttiger et al., 2007; Tan et al., 2008) , and BDNF-TrkB signaling enhances strength and number of GABAergic terminals (Rutherford et al., 1997; Huang et al., 1999; Marty et al., 2000; Kohara et al., 2007; Abidin et al., 2008) . For example, endogenous BDNF-TrkB signaling facilitates iLTP in the hippocampus, visual cortex, and optic tectum (Gubellini et al., 2005; Liu et al., 2007; Inagaki et al., 2008; Kuczewski et al., 2008b) . These findings motivated the hypothesis that long-lasting inhibitory potentiation in the thalamorecipient ACx depends on BDNF-TrkB signaling and would be compromised by hearing loss. Consistent with this, we found that long-lasting inhibitory potentiation was significantly lower after even moderate hearing loss (Fig. 7) .
Two lines of evidence suggested that this form of metaplasticity was attributable to decreased BDNF-TrkB signaling. First, blockade of BDNF-TrkB signaling in control neurons duplicated the effect of hearing loss. Treatment with either a TrkB receptor blocker or a BDNF scavenger reduced inhibitory potentiation compared with hearing loss neurons (Fig. 5) . The residual inhibitory potentiation could be attributable either to incomplete blockade of BDNF-TrkB signaling or to the presence of another neuromodulatory mechanism (Metherate and Ashe, 1995; Fitzgerald and Sanes, 1999; Nugent et al., 2007) . The second line of evidence derives from the observation that a comparable magnitude inhibitory potentiation was induced by application of a low concentration of BDNF, in the absence of afferent conditioning, and this treatment occluded additional potentiation by afferent stimulation (Fig. 4) .
Neither glutamatergic nor GABAergic transmission was necessary for the induction of inhibitory potentiation (Fig. 6) . Al- though inhibitory long-term plasticity often depends on these transmitters (Nugent et al., 2007) , our data indicate that neurotrophin signaling is sufficient for inhibitory potentiation. Our results are consistent with a demonstration that BDNF exposure alone is sufficient to cause long-term reduction of inhibitory strength (Cheng and Yeh, 2005) , and a study showing that estradiol-17␤ is necessary and sufficient for the decrease of miniature IPSC rate (Tremere et al., 2009) .
BDNF is known to be expressed in temporal cortex pyramidal neurons (Conner et al., 1997) , and cortical expression increases substantially between P8 and P15 in mice (Baquet et al., 2004) . However, BDNF expression is compromised in the auditory CNS after hearing loss (Oh et al., 2007; Rüttiger et al., 2007; Tan et al., 2008) . In ACx pyramidal neuron dendrites, cochlear injury leads to a reduction of BDNF levels, and expression can be restored by peripheral stimulation (Tan et al., 2008) . Therefore, our data are consistent with the model that conditioning stimuli induce BDNF release from pyramidal cell dendrites, which then induces inhibitory potentiation. We propose that either normal expression or release of BDNF is vulnerable to even a moderate reduction of hearing.
BDNF release requires an elevation of intracellular calcium (Androutsellis-Theotokis et al., 1996; Goggi et al., 2003) . Furthermore, several signals have been identified that trigger secretion from the dendrite (Kuczewski et al., 2009) . In the present study, inhibitory synaptic responses were isolated by introducing QX-314 in the pipette and glutamate or GABA receptor antagonists in the bath (Fig. 6) . Therefore, BDNF could only have been released from the dendrite of the recorded neuron if the stimulating electrode activated another signaling system to that dendrite, which led to calcium influx or release from internal stores.
Alternatively, it is possible that the stimulating electrode activated pyramidal neurons nearby the recorded neuron, and propagation of the action potentials into the dendrites of these cells led to the release of BDNF (Kuczewski et al., 2008a) . Neither of these putative mechanisms implies how BDNF is released in vivo, but it is plausible that glutamatergic activity would induce release in ACx as it does in other systems (Hartmann et al., 2001) .
BDNF signaling can adjust GABAergic strength through either presynaptic or postsynaptic mechanisms (Brünig et al., 2001; Mizoguchi et al., 2003; Wardle and Poo, 2003; Jovanovic et al., 2004; Baldelli et al., 2005; Cheng and Yeh, 2005; Gubellini et al., 2005; Liu et al., 2007; Inagaki et al., 2008) . The activity-dependent control of BDNF expression, and inhibitory synapse development, is mediated by at least two transcription factors, cAMP response element-binding protein (CREB) and Npas4 (Tao et al., 1998; Lin et al., 2008) . Furthermore, when the CREB promoter is mutated on the mouse BDNF gene, sensory experience does not induce BDNF expression and fewer inhibitory synapses are formed (Hong et al., 2008) .
We observed an increased postsynaptic GABA A R conductance (Fig. 3C ) that could occur by phosphorylation of existing GABA A Rs or their de novo insertion. For example, BDNF induces a rapid increase in both the number of GABA A Rs and GABA A R-mediated currents in rat visual cortex (Mizoguchi et al., 2003) , and similar observations have been made in hippocampus (Jovanovic et al., 2004) . In contrast, the E IPSC did not shift after induction of inhibitory potentiation, implying that cation-chloride cotransporters are not key participants. Furthermore, cortical inhibitory potentiation was not associated with a change in the PPR or CV (Fig. 2) ; however, this does not rule out presynaptic mechanisms. It is possible that a change in chloride concentration could contribute to inhibitory potentiation, although this was not tested. Finally, it is possible that inhibitory potentiation is coregulated by NMDAergic inputs in vivo, although this was not assessed in the present paradigm (Grunze et al., 1996; Lin et al., 2008) .
Possible role for inhibitory potentiation during inhibitory synapse development
In several auditory regions, inhibitory connections undergo an experience-dependent improvement of specificity that may permit for proper auditory computations (Sanes and Siverls, 1991; Sanes and Takács, 1993; Gabriele et al., 2000; Kapfer et al., 2002; Kim and Kandler, 2003; Franklin et al., 2008; Werthat et al., 2008) . Furthermore, activity-dependent adjustment of in synaptic gain is common during the maturation of inhibitory connections (Zheng and Knudsen, 1999; Vale and Sanes, 2002; Yoshimura et al., 2003; Chattopadhyaya et al., 2004 Chattopadhyaya et al., , 2007 Carrasco et al., 2005; Tao and Poo, 2005; Jiao et long-term depression could support the elimination of inhibitory synapses (Kotak and Sanes, 2000; Chang et al., 2003) . Conversely, synapse strengthening through an iLTP mechanism could create long-term stability of inhibitory synapses (Kim and Kandler, 2003) . In cortex, BDNF signaling is a plausible link between inhibitory synapse maturation and plasticity because it regulates both processes (Castrén et al., 1992; Bozzi et al., 1995; Huang et al., 1999; Morales et al., 2002; Gianfranceschi et al., 2003; Chattopadhyaya et al., 2004; Gubellini et al., 2005; Liu et al., 2007; Abidin et al., 2008; Inagaki et al., 2008; Kuczewski et al., 2008b) .
Functional consequences
In adult animals, inhibitory plasticity is implicated in normal processing and pathological behaviors (Shumyatsky et al., 2002; Bauer and LeDoux, 2004; Nugent et al., 2007; Szinyei et al., 2007; Kurotani et al., 2008) . For example, the sound-evoked escape response in teleost fish mediated by Mauthner neurons can be suppressed by iLTP (Oda et al., 1998; Korn and Faber, 2005) . Since inhibition participates in most ACx computations (Wang et al., 2000 (Wang et al., , 2002 Wehr and Zador, 2003; Wu et al., 2006 Wu et al., , 2008 Tan et al., 2007; de la Rocha et al., 2008) , it is plausible that enhanced intracortical inhibition via long-lasting potentiation would sharpen neuronal receptive fields by limiting the lateral propagation of recurrent excitation. Indeed, auditory cortical receptive field sharpening is associated with a persistent potentiation of GABAergic inhibition (Froemke et al., 2007) .
The ACx can undergo progressive map reorganization throughout life (Bao et al., 2004; Fritz et al., 2005; Rutkowski and The inhibitory potentiation magnitude observed in these SNHL neurons was equivalent to that observed in control neurons (Fig. 4) . Error bars indicate SEM.
4
Figure 7. Either sensorineural or conductive hearing loss reduced long-lasting inhibitory potentiation. A, An average IPSC is shown before (red) and 50 -60 min after (light red) conditioning for a SNHL neuron. Time course of mean IPSC amplitude before and after conditioning (dark red arrow) for SNHL neurons (n ϭ 12; red squares). The control record is the same as in Figure 1 B (n ϭ 11; black circles). The dashed line represents the mean normalized IPSCs amplitude before conditioning. B, An average IPSC is shown before (orange) and 50 -60 min after (light orange) conditioning for a CHL neuron. Time course of mean IPSC amplitude before and after conditioning (dark orange arrow) for CHL neurons (n ϭ 10; orange circles). The control record is same as in Figure 1 B (n ϭ 11; black circles). The dashed line represents the mean normalized IPSCs amplitude before conditioning. C, A bar graph representation of the magnitude of inhibitory potentiation shows a significantly reduced potentiation in sensorineural or conductive hearing loss animals (SNHL, CHL). Inhibitory potentiation expression in SNHL neurons was the least of the three groups. *p Ͻ 0.05 and ***p Ͻ 0.001. Error bars indicate SEM. Weinberger, 2005; Sakai and Kudoh, 2005; Witte and Kipke, 2005; Ono et al., 2006; Rybalko et al., 2006; Froemke et al., 2007) . Although there is no direct evidence linking our findings to behavioral performance, the results may provide a partial explanation for the perceptual difficulties in children with hearing loss. Even transient bouts of conductive hearing loss can disrupt auditory processing, and months or years may be required for normal perception to resolve (Wilmington et al., 1994; Hogan et al., 1996) . There are also suggestions from the clinical literature that auditory-based learning and memory mechanisms could be compromised by hearing loss (Davis et al., 1986; Gravel et al., 1996; Cowan et al., 1997; Mody et al., 1999; Burkholder and Pisoni, 2003; Pisoni and Cleary, 2003) . For example, children with moderate SNHL performed significantly poorer on tests of phonological discrimination and short-term memory (nonword repetition), even though many subjects had received speech and language therapy (Briscoe et al., 2001) . In a study that examined rapid nonsense word learning, normal hearing subjects performed much better than those with hearing loss across a broad age range (Pittman et al., 2005) . We propose that the diminished excitatory and inhibitory LTP that attend early hearing loss may be associated with deficits in perception or auditory learning.
