Abstract-Millimeter-wave (mmWave) bands have been attracting growing attention as a possible candidate for nextgeneration cellular networks, since the available spectrum is orders of magnitude larger than in current cellular allocations. To precisely design mmWave systems, it is important to examine mmWave interference and SIR coverage under large-scale deployments. For this purpose, we apply an accurate mmWave channel model, derived from experiments, into an analytical framework based on stochastic geometry. In this way we obtain a closed-form SIR coverage probability in large-scale mmWave cellular networks.
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I. INTRODUCTION
A key enabler for the upcoming 5G cellular networks will be the use of millimeter-wave (mmWave) frequencies [1] . The available mmWave spectrum above 6 GHz is expected to be 20-100 times larger than that at the sub 6 GHz frequencies currently used for cellular services. MmWave will thereby be able to cope with the relentless growth of cellular user demand. To enjoy the abundant bandwidth, it is necessary to sharpen transmit/receive beams in order to compensate for the significant distance attenuation of the desired mmWave signals [1] , [2] . The directionality of the mmWave transmissions can cause intermittent but strong interference to the neighboring receivers. For example, sharpened transmit beams reduce the interfering probability from the main lobe, while increasing the signal strength of the main lobe.
To design downlink 5G mmWave systems, it is therefore important to examine mmWave inter-cell interference and the corresponding signal-to-interference ratio (SIR) coverage under large-scale deployments. Recent works [3] - [6] have investigated mmWave network coverage by using stochastic geometry, a mathematical tool that captures random interference behaviors in a large-scale network. For mathematical tractability, such approaches resort to assuming Rayleigh small-scale fading, i.e., an exponentially distributed fading power gain. This is not always realistic when modeling the sparse scattering characteristics of mmWave due to scarcity of multipath in the directed beam. At the cost of compromising tractability, several works have detoured this problem by considering generalized fading distributions including Nakagamim [4] , [5] and log-normal [7] . Nevertheless, such generic fading models have not been compared with real mmWave channel measurements, and may therefore over/under-estimate the exact fading behaviors. In addition, existing works use a simplified beam pattern to model the beamforming gain. A precise characterization of the impact of side lobes and backward propagation is critical when evaluating the beamforming gain which cannot be negligible even when the number of antennas is very large (especially for the interference gains).
Motivated by these preceding works and by the need to properly capture propagation behaviors for an accurate performance analysis, in this paper we aim at deriving downlink mmWave SIR coverage based on a realistic measurementbased channel model while still providing a tractable analysis. In addition to mmWave small-scale fading, as illustrated in Fig. 1 we also incorporate mmWave channel and transceiver characteristics such as antenna patterns and beamforming gains, directly following from a measurement-based mmWave channel model operating at 28 GHz provided by the New York University (NYU) Wireless Group explained in [8] - [11] , and adopted in our previous work [12] .
To this end, at a randomly picked (i.e., typical) user equipment (UE), we first define the aligned gain, that indicates aggregate received power gain for the desired signal link at unit distance. This term captures the effects of small-scale fading and transmit/receive antenna patterns with directional beamforming. Similarly, we define the misaligned gain for interfering links, which includes main and side lobes interfering patterns compared to the aligned gain. By curve fitting with a Monte Carlo simulation based on the NYU mmWave channel model, we derive the aligned and misaligned gain distributions.
Our analysis leads to the following two observations. First, the aligned gain is well-fitted by an exponential distribution despite the fact that the scattering environment for a mmWave channel is sparse due to scarce multipath in the directed beam (see Remark 1 in Section III). Second, the misaligned gain follows a log-logistic distribution (Remark 2), which is lower and upper bounded, respectively, by a Burr distribution and a log-normal distribution (Remark 3). We apply these results to an SIR coverage expression by using stochastic geometry (Proposition 1). This provides a way to tractably incorporate realistic mmWave channel characteristics into a stochastic geometric coverage analysis, thereby bridging the gap between analytical and simulation-based approaches. To the best of our knowledge, this is the first paper that incorporates a realistic mmWave channel model in a stochastic geometric analysis.
II. SYSTEM MODEL
Consider a downlink mmWave cellular network where the locations of the base stations (BSs) are uniformly distributed with density λ b in a 2D Euclidean plane, following a homogeneous Poisson point process (HPPP), Φ b . UEs are independently and uniformly distributed. In this network, channel parameters are given by the values used in the NYU mmWave network simulator [10] , obtained from the NYU mmWave channel model [8] , [9] . The parameters are summarized in Table I , and elaborated in the following subsections.
A. BS-UE association and distance attenuation
We consider two distance attenuation states: line-of-sight (LoS) and non-line-of-sight (NLoS), respectively denoted with super/subscripts L and N hereafter. For a given link distance r, the LoS and NLoS state probabilities are p L (r) and p N (r) = 1 − p L (r). Note that we neglect the outage link state induced by severe distance attenuation, incorporated in [8] , [9] . This simplification does not incur loss of generality for our SIR analysis, since the received signal powers that correspond to outage are typically negligibly small. 
P kl Power gain of subpath l in cluster k [9] :
When a link is in j ∈ {L, N } state with distance r, transmitted signals passing through this link experience the following path loss attenuation:
where α j indicates the path loss exponent and β j is the path loss gain at unit distance.
Each UE associates with a single BS that provides the maximum average received power, i.e., minimum path loss. According to this rule, the association may not always be with the nearest BS, particularly when the nearest BS is NLoS. On the contrary, the association link can be NLoS if the distance is sufficiently short. To distinguish this difference at a typical UE, we consider the entire BSs Φ b to be partitioned into LoS BSs Φ L and NLoS BSs Φ N , and specify the association link LoS/NLoS state by using the subscript i ∈ {L, N }. The LoS/NLoS state j of an interfering link is independent of the association LoS/NLoS state i.
It is noted that we assume that the UE density is sufficiently large such that at least one UE is associated with each BS. Then, each BS serves only a single UE per unit time. To focus more on SIR behaviors, we neglect the effect of scheduling for multiple associations, and consider a typical UE that is always served by its associated BS. The typical UE is regarded as being located at the origin, which does not affect its SIR behaviors thanks to Slyvnyak's theorem [13] under the HPPP modeling the BS locations. At the typical UE, let x o and x ∈ Φ b respectively indicate the associated and interfering BSs as well as their coordinates.
B. Aligned and misaligned beamforming gains
For a given link distance, a random channel gain is determined by the NYU channel model that has mmWave channel specific parameters [8] , [9] based on the WINNER II model [14] . In this model, each link comprises K clusters that correspond to macro-level scattering paths. For cluster k ≤ K, there exist L k subpaths, as visualized in Figure 1 .
Given a set of clusters and subpaths, the channel matrix of each link is represented as:
where g kl is the small-scale fading gain of subpath l in cluster k, and u RX (·) and u TX (·) indicate the 3D spatial signature vectors of the receiver and transmitter, respectively. Moreover, θ RX kl is the angular spread of horizontal angles of arrival (AoA) and θ TX kl is the angular spread of horizontal angles of departure (AoD), both for subpath l in cluster k [8] . Note that we consider a planar network and channel, i.e., we neglect vertical signatures by setting their angles to π/2, as was done in the original channel modeling [10] .
Next, small-scale fading gain g kl is given as follows:
The term P kl denotes the power gain of subpath l in cluster k, τ kl is the delay spread induced by different subpath distances, and f indicates carrier frequency. Specific parameters are provided in Table I . Consider a directional beamforming where the main lobe center of a BS's transmit beam points at its associated UE, while the main lobe center of a UE's receive beam aims at the serving BS. We assume that both beams can be steered in any directions. Therefore, we can generate a beamforming vector for any possible angle in [0, 2π]. At a typical UE, the aligned gain G o is its beamforming gain towards the serving BS at x o . With a slight abuse of notation for the subscript x o , G o is represented as:
where w TXx o ∈ C nTX is the transmitter beamforming vector and w RXx o ∈ C nRX is the receiver beamforming vector. Their values are computed as in [15] .
Similarly, a typical UE's misaligned gain G x is its beamforming gain with an interfering BS at x:
where w TXx and w RXx respectively imply transmitter and receiver beamforming vectors. It is noted that both G o and G x incorporate the effects not only of the main lobes but also of the side lobes.
Combining (1), (5), and (6), we can represent SIR i as the received SIR at a typical UE associated with x o ∈ Φ i , given by:
For simplicity, we set the BS transmit power to unity, and consider dense BS deployments such that noise is negligibly small compared to interference.
III. ALIGNED AND MISALIGNED GAIN DISTRIBUTIONS
In this section we focus on the beamforming gains G o in (5) and G x in (6), and derive their distributions via curve fitting, a process which is quite relevant for the purpose of our analysis.
On the one hand, the aligned gain
On the other hand, the misaligned gain G x is calculated for each interfering link with the beamforming vectors and spatial signatures that are not aligned 1 . Figure 1 shows an example of misalignment between the beam of the desired signal (green beam) and the interfering BSs beams (red beams).
In the following subsections, we precisely describe the behaviors of the two gains by extracting their distributions.
A. Aligned gain distribution
Using a large number of independent runs of the NYU simulator we empirically evaluated the distribution of the aligned gain G o . From the obtained data samples we have noticed that the squared norm of G o is roughly exponentially distributed G o ∼ Exp(µ o ). Indeed, the signal's real and imaginary parts are approximately distributed as independent Gaussian random variables. This exponential behavior finds an explanation in the small-scale fading effect implemented in the channel model using the power gain term P kl computed as reported in Table I .
We report in Figure 2 an example of the exponential fit of the simulated distribution. The fit has been obtained using the curve fitting toolbox of MATLAB.
For the purpose of deriving a closed-form expression, it is also interesting to evaluate the behavior of µ o as a function of the number of antenna elements at both receiver and transmitter sides. For this reason, in our analysis we consider the term µ o as a function of the number of antenna elements. We show in Figure 3 the trend of the parameter µ o versus 1 Note in fact that beamforming tries to make sure the intended receiver is aligned in the direction from which it is receiving the signal from its serving BS, whereas any interfering BS would be sending to its own associated UE. Hence, the interference between a BS and a UE has a random orientation uniformly distributed in the interval [0, 2π]. For this reason, in (6), the angles of the beamforming vectors w TXx and w RXx , and the angles of the spatial signatures u TX and u RX are not aligned as in Go. Indeed, they are all i.i.d. uniformly distributed. Nakagami distribution is seen to be the worst case in the set of studied distributions, as it overlaps with the x axis for large values of Gx.
the number of antenna elements at the transmitter side n TX and at the receiver side n RX . Again, using the curve fitting toolbox, we have obtained a two dimensional power fit where the value of µ o can be achieved as in the following remark.
Remark 1. At a typical UE, the aligned gain G o follows an exponential distribution with PDF:
where
This result provides a fast tool for future calculations. Indeed, the expression found for the gain permits to avoid running a detailed simulation every time. We note that from a mathematical point of view the surface of the term µ o (n TX , n RX ) is symmetric. In fact, the gain does not depend individually on the number of antennas at the transmitter or receiver sides, but rather on their product, so we can trade the complexity at the BS for that at the UE.
B. Beam misalignment gain distribution
We also used a large number of independent runs of the NYU simulator in order to extract the distribution of the PDF parameters (a, b) for different n TX and n RX . misaligned gain G x . By simulation, we found that the G x PDF has a very steep slope in the vicinity of zero. The reason is that sharp transmit/receive beams reduce the main lobe interfering probability, while the dominant interference comes from the side lobes. In addition, we also found that the PDF of G x is heavy-tailed. This follows from the fact that the sharpened main lobe beam leads to strong interference, with its low interfering probability. Moreover, using an accurate beamforming pattern, our study considers also side lobes that are extremely relevant when evaluating the interference perceived from a random direction. Simplified models presented in the literature used piece-wise constant patterns that are less accurate than the one used in this study.
In this respect, we examined candidate distributions satisfying the aforementioned two characteristics, and conclude that the log-logistic distribution provides the most accurate fitting result with the simulated misaligned gain as described below.
Remark 2. At a typical UE, the misaligned gain G x is approximated as a log-logistic distribution with PDF:
where a and b for different n TX and n RX are provided in Table II .
It is worth noting that, differently from the exponential fit of G 0 , generalizing a and b as functions of n TX and n RX is not possible. To overcome this limitation, we report in Table II the values of both parameters for some fixed numbers of antenna elements.
Moreover, we derived upper and lower bound distributions of G x , which correspond respectively to the lower and upper bounds for the SIR coverage probability in Section V. We found that a Burr distribution [16] provides an upper bound for G x , while log-normal distribution can be utilized as a lower bound. By simulation, we also found that the heavytail behavior of G x dominates the close-to-zero behavior when deriving the bounds. As Figure 4 illustrates, a Burr distribution overestimates G x , whereas log-normal underestimates the PDF, compared to the log-logistic approximation curve. In spite of the reversed tendency for their close-to-zero behaviors, the bound directions follow from their heavy-tail behaviors. The fitting parameters are specified in the following remark.
Remark 3. Upper and lower bounds for the misaligned gain G x can be obtained using Burr and log-normal distributions, respectively with the following PDFs:
where the specific values reported are for the case with n TX = 256 and n RX = 64.
We additionally tried the curve fitting with a Nakagami-m distribution as follows:
where values of {m, g} are, as before, for the case with n TX = 256 and n RX = 64. It turned out that a Nakagami distribution underestimates the tail behavior too much, as shown in Figure 4 , thereby leading to a loose upper bound for the SIR coverage probability, as shown in Section V.
IV. SIR COVERAGE PROBABILITY
Consider the SIR coverage probability C SIR (T ), defined as the probability that the SIR is no smaller than a target SIR threshold T > 0, i.e., C SIR (T ) := Pr(SIR ≥ T ). Based on the aligned and misaligned gain distributions in Section III, in this section we derive C SIR (T ) at a typical UE.
Thowards this end, we first define the association distance r i xo of a typical UE associating with x o ∈ Φ i . By using the law of total probability, C SIR at a typical UE is represented as follows:
According to [17] , the PDF of the typical UE's association distance r i xo is given as:
where λ i (r) = λ b p i (r) and i indicates the opposite LoS/NLoS state with respect to i.
By exploiting f r i xo (r) while applying Campbell's theorem [13] and the G o distribution in Remark 1, C SIR (T ) is derived as shown in the following proposition. Proposition 1. At a typical UE, the SIR coverage probability C SIR (T ) for a target SIR threshold T > 0 is given as:
where L I j i (r) for j ∈ {L, N } is given at the bottom of this page. Proof: See Appendix.
Note that 1/µ o is the mean aligned gain in Remark 1. The misaligned gain PDF f Gx (y) and its corresponding parameters are provided in Remarks 2 and 3 as well as in Table II . The term p i is the LoS/NLoS channel state probability defined in Section II-A.
V. NUMERICAL RESULTS
In this section, we provide some results numerically computed using the analytical expressions derived in the previous sections. We report plots of the SIR coverage probability, for a network that operates at 28 GHz and has a BS density λ b equal to 100 BSs per km 2 . Figure 5 compares the coverage probability for two different antenna configurations and validates our analysis with simulations made using the NYU mmWave channel model. We have plotted curves of the SIR coverage probability for configurations with 256×64 and 64×16 antennas, and in both cases we can observe that the numerical results closely follow the simulation. It is important to highlight that, in order to properly compare the simulation with the numerically computed analysis, our simulations have considered the NYU simulator completely with LoS and NLoS states and with a simulation area large enough to consider all the significant received signals, thus avoiding edge effects. Furthermore, the figure shows that a larger number of antenna elements results in a higher SIR due to the higher gain achieved by beamforming as expected. Figure 6 shows the SIR coverage probability curve using different distributions when modeling the misaligned gain in the interfering links. The plot shows the upper and lower bounds that can be achieved using log-normal and Burr distributions, respectively. The figure also highlights the large gap between the real simulated curve and the one obtained when the misaligned gain is modeled by Nakagami distribution.
We are not reporting the results of a direct comparisons between our analysis and preceding analyses because, due to the differences in the channel model and in the beam pattern, it is extremely complicated to find an exact correspondence between parameters of different models for a fair comparsion. Figure 5: SIR coverage probability with the log-logistic misaligned gain PDF for {n TX , n RX } = {64, 16} and {256, 64}. 
VI. CONCLUSIONS AND FUTURE DIRECTIONS
In this paper we discussed how to marry a realistic mmWave channel model and its tractable large-scale network analysis, by applying the NYU mmWave channel model to stochastic geometric SIR coverage analysis. For this purpose, we first defined aligned and misaligned gains, containing the aggregate channel behaviors respectively of the desired and interfering links. By using a curve fitting tool, we have identified an exponential behavior for the aligned gain. We have also determined a log-logistic behavior for the misaligned gain, as well as Burr and log-normal comportments for its upper and lower bounds, respectively. We applied these fitted distributions to the SIR coverage probability derived by using stochastic geometry. This enables a realistic-yet-tractable SIR analysis in mmWave cellular networks, thereby avoiding the need for time-consuming Monte Carlo simulations.
The proposed way of semi-simulated large-scale network analysis is versatile. With this framework, it could be interesting to investigate other 5G scenarios including different mmWave carrier frequencies and antenna configurations.
APPENDIX -PROOF OF PROPOSITION 1
Consider the joint probability Pr SIR ≥ T, x o ∈ Φ i in (13) when a typical UE associates with a BS in state i ∈ {L, N }. According to (14) , it is represented as follows:
Pr SIR ≥ T, xo ∈ Φi = E r i 
The last step results from the exponentially distributed G o as specified in Remark 1, using the Laplace functional L X (s) := E X [e sX ]. Given the typical UE's association with x o ∈ Φ i , the Laplace functional of the interference from the BSs in Φ j for j ∈ {L, N } is obtained as follows: 
where (a) follows from i.i.d. G x 's and (b) from applying the probability generating functional (PGFL) of a HPPP [13] . The last step comes from the independence between interferer locations and G x 's. Combining this result with (21) and (14) and applying the law of total probability completes the proof.
