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Изучаются свойства локальной динамики дифференциального
уравнения с экспоненциально распределенным запаздыванием. Выявлены па-
раметры, при которых имеют место критические случаи. Показано, что кри-
тические случаи имеют бесконечную размерность, в каждом критическом слу-
чае построены специальные уравнения, описывающие динамику исходной за-
дачи, — аналоги нормальных форм.
Введение
Дифференциальные уравнения с запаздыванием служат математическими моделя-
ми для многих прикладных задач [1, 2, 3, 4]. Одним из простейших и в то же время
наиболее часто встречающихся [5] уравнений с запаздыванием является скалярное
дифференциальное уравнение первого порядка
dx
dt
+ x = ax(t− T ) + F (x, x(t− T )), T > 0.
В ряде работ (см., например, [2, 5]) отмечалась важность исследования динамики
этой задачи при условии, когда время запаздывания достаточно велико, т. е. T À 1.
В работах [6, 7, 8] изучалась динамика уравнений с двумя запаздываниями
dx
dt
+ x = F (x, x(t− T ), x(t− T1)), T, T1 > 0,
в случае, когда одно запаздывание велико, а второе фиксировано [6, 7], а также в
случае, когда оба запаздывания являются большими [8].
1Работа выполнена при финансовой поддержке целевой программы "Научные и научно-
педагогические кадры инновационной России" (государственный контракт № 14.740.11.0873) и
гранта Президента Российской Федерации (контракт № МК-3867.2011.1).
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В настоящей работе рассматривается уравнение с распределенным на промежут-
ке [−T, 0] запаздыванием:
dx
dt
+ x = a
0∫
−T
x(t+ s) dr(s) + f(x).
Здесь T > 0, а f(x) — достаточно гладкая функция, имеющая в нуле порядок
малости выше первого.
Исследуется вопрос о локальной — в окрестности нулевого состояния равнове-
сия — динамике уравнений такого вида в случае, когда
dr
ds
= R(s) = δ exp(−δ(s+ T )), где δ > 0.
Очевидно, что
0∫
−T
R(s) ds = 1 +O(e−δT ).
Отметим, что случай, когда запаздывание сконцентрировано в одной точке, яв-
ляется в некотором смысле
”
предельным“. Действительно, при δ → +∞ функция
R(s) на отрезке [−T, 0] стремится к дельта-функции от s+ T , а интегральная часть
уравнения, таким образом, переходит в ax(t−T ). В работе [9] приведены результаты
для случая, когда R(s) является линейной функцией.
1. Линейный анализ
Итак, рассматривается дифференциальное уравнение с экспоненциально распреде-
ленным запаздыванием
x˙+ x = aδ
0∫
−T
exp(−δ(s+ T ))x(t+ s) ds+ f(x). (1)
Здесь a и δ — некоторые параметры, причем δ > 0. Нелинейная функция f(x)
является достаточно гладкой, f(0) = f ′(0) = 0. Тем самым, в окрестности нуля f(x)
можно представить в виде
f(x) = f2x
2 + f3x
3 + . . .
Относительно величины запаздывания T предполагаем, что T À 1.
Удобно положить T = ε−1, где 0 < ε ¿ 1. Тогда исходное уравнение (1) после
замены времени преобразуется в уравнение
εx˙+ x =
aδ
ε
0∫
−1
exp
(
−δ
ε
(s+ 1)
)
x(t+ s) ds+ f(x). (2)
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Поставим задачу исследовать динамику (2) в окрестности нулевого состояния
равновесия. Сначала проведем линейный анализ. Линеаризуем (2) в нуле:
εx˙+ x =
aδ
ε
0∫
−1
exp
(
−δ
ε
(s+ 1)
)
x(t+ s) ds. (3)
О поведении решений линейного уравнения (3), а значит, и о локальной динамике
уравнения (2), в главном можно судить по расположению корней характеристиче-
ского уравнения
ελ+ 1 = aδε−1(λ− δε−1)−1(e−δε−1 − e−λ) либо λ = δε−1.
Отметим, что при достаточно малых ε равенство λ = δε−1 невозможно. Следова-
тельно, характеристическое уравнение можно записать в виде
ε2λ2 + ελ(1− δ)− δ − aδe−δε−1 = −aδe−λ. (4)
Относительно расположения корней (4) справедливо следующее утверждение.
Лемма. Пусть |a| < 1. Тогда найдется такое γ > 0, что при всех достаточно
малых ε для корней (4) выполнено неравенство Reλ < −γ. При этом нулевое ре-
шение (2) асимптотически устойчиво, все решения из его достаточно малой (но
не зависящей от ε) окрестности стремятся к нулю.
Если |a| > 1, то существует такое γ > 0, что уравнение (4) при каждом
достаточно малом ε имеет корень λ(ε) такой, что Reλ(ε) > γ. В этом случае
нулевое решение исходного уравнения (2) неустойчиво, и в некоторой его (не за-
висящей от ε) окрестности нет устойчивых режимов.
Если же |a| = 1, то существует бесконечное количество корней, стремящихся
к мнимой оси при ε→ 0.
Таким образом, в детальном изучении нуждаются ситуации, когда a близко либо
к 1, либо к −1. Ограничимся рассмотрением наиболее интересного случая, когда
параметр a близок к −1. Предположим, что
a = −(1 + µ), |µ| ¿ 1.
Принципиальным является соотношение между малыми параметрами ε и µ. Мы
рассмотрим отдельно два, как будет ясно из дальнейшего, основных случая: µ имеет
порядок ε2 и µ по порядку больше, чем ε2. В первом случае имеем
a = −(1 + ε2a1). (5)
Тогда для корней, вещественная часть которых близка к нулю при малых ε, имеем
асимптотическое представление
λn(ε) = pi(2n+1)i
(
1 +
1− δ
δ
ε+
(1− δ)2
δ2
ε2
)
− (1 + δ
2)pi2(2n+ 1)2
2δ2
ε2+a1ε
2+o(ε2). (6)
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Во втором случае (µ больше по порядку, чем ε2) будем считать, что µ имеет
порядок εp (0 < p < 2), т.е.
a = −(1 + εpa1), 0 < p < 2. (7)
В (6) корни непрерывно зависят от малого параметра. Снимем требование непре-
рывности. Тогда мы можем записать корни (4) следующим образом. Фиксируем
произвольно ω > 0. Через θ(ε) обозначим такое число из полуинтервала [0, 2pi), что
выражение ωεp/2−1 + θ(ε) является нечетно кратным pi. Тогда корни (4), близкие к
мнимой оси при малых ε, мы можем выпиcать в виде асимптотического ряда
λn(ε) =
(
ω(2n+ 1)
ε1−p/2
+ θ(ε)(2n+ 1) +
1− δ
δ
εp/2 + o(εp/2)
)
i−
− (1 + δ
2)pi2(2n+ 1)2
2δ2
εp + a1ε
p + o(ε2).
(8)
Отметим, что формула (8) зависит от непрерывного параметра ω, но тем не менее
уравнение (4) имеет лишь счетное число корней. При ε → 0 происходит
”
переска-
кивание“ из окрестности одного корня в окрестность другого за счет разрывной
функции θ. Таким образом, модуль каждого λn неограниченно растет при ε → 0.
Выбор ω влияет лишь на скорость перехода с одного корня на другой.
2. Нелинейный анализ
Пусть сначала выполнено условие (5).
Воспользуемся методом, разработанным в [6]. Рассмотрим сначала случай, когда
выполнено соотношение (5). Сделаем в (2) подстановку
x = εu(τ, r) + ε2u2(τ, r) + ε
3u3(τ, r) + . . . (9)
Здесь τ = ε2t, r =
(
1− 1−δ
δ
ε+ (1−δ)
2
δ2
ε2
)
t, u2 и u3 являются периодическими по r, а
u представляется в виде
u(τ, r) =
∞∑
k=−∞
ξk(τ) exp(ipi(2n+ 1)r).
После подстановки в получившемся формальном тождестве будем приравнивать
отдельно коэффициенты при одинаковых степенях ε. При ε1 получаем верное ра-
венство, а приравнивая коэффициенты при ε2, получаем
u2 =
f2
2
u2.
На третьем шаге из условия разрешимости уравнения относительно u3 получаем
краевую задачу параболического типа
∂u
∂τ
=
1 + δ2
2δ2
∂2u
∂r2
+ a1u+ (f
2
2 + f3)u
3 (10)
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с антипериодическими краевыми условиями
u(τ, r) = −u(τ, r + 1). (11)
Система (10), (11) является квазинормальной формой для исходного уравнения
(2). Справедлива следующая теорема.
Теорема 1. Пусть краевая задача (10), (11) имеет определенное при всех τ > 0
ограниченное решение u0(τ, r). Тогда исходное уравнение (2) имеет асимптотиче-
ское по невязке при t > 0 решение
x0(t, ε) = εu0
(
ε2(1 + o(1))t,
(
1 +
1− δ
δ
ε+
(1− δ)2
δ2
ε2 + o(ε2)
)
t
)
+ o(ε). (12)
Отметим, что из этой теоремы мы не можем сделать вывод о существовании у (2)
точного решения с приведенной асимптотикой. Можем лишь утверждать, что если
u0 неустойчиво, то из существования точного решения следует его неустойчивость.
Поэтому рассматривать нужно только устойчивые решения (10), (11). Однако, если
u0 имеет достаточно простой вид, то можно сформулировать утверждение о суще-
ствовании и устойчивости у (2) соответствующего точного решения.
Теорема 2. Пусть (10), (11) имеет состояние равновесия u0(r), и только один
его мультипликатор равен по модулю 1. Тогда, при малых ε, уравнение (2) имеет
периодическое решение вида (12) той же, что и u0(r) устойчивости.
Рассмотрим теперь случай, когда надкритичность µ имеет порядок εp, т.е. вы-
полнено равенство (7). Согласно [10, 11], замена, аналогичная (9), имеет вид
x = εp/2u(τ, r) + ε2pu2(τ, r) + ε
3p/2u3(τ, r) + . . . ,
где τ = εpt, r =
(
ωεp/2−1 + θ(ε)− 1−δ
δ
εp/2 + o(εp/2)
)
t, функция u представляется в
виде
u(τ, r) =
∞∑
k=−∞
ξk(τ) exp(i(2n+ 1)r),
а u2 и u3 являются периодическими по r. Производя стандартные действия, полу-
чим, что роль квазинормальной формы в данном случае играет краевая задача
∂u
∂τ
= ω2
1 + δ2
2δ2
∂2u
∂r2
+ a1u+ (f
2
2 + f3)u
3, (13)
u(τ, r) = −u(τ, r + pi). (14)
Справедливы результаты, аналогичные теоремам 1 и 2.
Теорема 3. Пусть при некотором ω > 0 краевая задача (13), (14) имеет опре-
деленное при всех τ > 0 ограниченное решение u0(τ, r). Тогда исходное уравнение
(2) имеет асимптотическое по невязке при t > 0 решение
x0(t, ε) = ε
p/2u0
(
ε2(1 + o(1))t,
(
ωεp/2−1 + θ(ε) +
1− δ
δ
εp/2 + o(εp/2)
)
t
)
+ o(εp/2).
(15)
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3. Выводы
Важный вывод, подтверждающий возможность мультистабильности, связан с чис-
ленным определением параметров в (2). Суть вопроса состоит в том, что параметры
a1 и p, фигурирующие в (7), определяются в довольно широком диапазоне. Кроме
того, положительный параметр ω выбирался совершенно произвольно. В силу то-
го, что эти параметры существенно влияют на динамику квазинормальных форм,
а значит, и на локальную динамику системы (2), получаем явное указание на воз-
можность явления мультистабильности. Проиллюстрируем это.
Рассмотрим уравнение
εx˙+ x =
δ(1 + µ)
ε
0∫
−1
exp
(−δ
ε
(s+ 1)
)
x(t+ s) ds+ f2x
2 + f3x
3,
где параметры ε, µ, δ, f2 и f3 каким-то образом фиксированы, причем δ > 0, а ε
и µ предполагаются положительными и “достаточно малыми”. Например, ε = 10−3,
µ = 10−2. Будем считать, что эти величины “малы”. Представим µ в виде µ = εpa1.
Параметр p отсюда выражается как p = logε µ − logε a1. Нас будут интересовать
такие значения a1, которые не являются ни слишком малыми, ни слишком боль-
шими относительно ε. Можно, например, считать, что a1 принадлежит интервалу
(10−1, 10).
Для каждого из значений a1 (для которых 0 < p < 2) рассмотрим квазинормаль-
ную форму (13), (14), считая ω > 0 произвольным параметром:
∂u
∂τ
= ω2
1 + δ2
2δ2
∂2u
∂r2
+ a1u+ (f
2
2 + f3)u
3, u(τ, r) = −u(τ, r + pi). (16)
Рассмотрим постоянные по τ решения. Они определяются ОДУ
ω2
1 + δ2
2δ2
∂2u
∂r2
+ a1u+ (f
2
2 + f3)u
3 = 0, (17)
с краевыми условиями
u(r + pi) = −u(r).
Уравнение (17) при f 22 + f3 > 0 имеет периодическое решение u0(r; a1) с ненулевым
наименьшим периодом ωS. Возьмем ω = 2piS−1. Тогда u0(r; a1) будет решением
краевой задачи, а значит, и нормализованной формы (16). Отметим, что
du0
dr
ровно
один раз обращается в ноль на участке длины pi. Линеаризуем (16) на u0:
∂u
∂τ
=
(
ω2
1 + δ2
2δ2
∂2
∂r2
+ a1 + 3(f
2
2 + f3)u
2
0
)
u, u(τ, r) = −u(τ, r + pi).
У линейного оператора, стоящего в правой части, есть одно нулевое собственное зна-
чение, а все остальные отрицательны. В силу этого, u0(r; a1) является устойчивым
решением краевой задачи (16), (17). Тогда в силу теоремы 4 у исходного уравнения
существуют устойчивые решения, близкие к
x(t) = εp/2u0((
ω
ε1−p/2
+ θ(ω, ε) + o(1))t; a1).
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Отсюда видно, что у исходного уравнения при ε→ 0 неограниченно растет количе-
ство периодических решений в окрестности состояния равновесия.
Отметим, что полученные результаты во многом повторяют результаты для
”
предельного“ при δ → +∞ случая, когда запаздывание сконцентрировано в од-
ной точке.
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Local Dynamics of an Equation
with Large Exponential Distributed Delay
Kashchenko I.S.
Keywords: distributed delay, singular perturbation, normal form, local dynamics
We study properties of local dynamics of a differential equation with exponentially
distributed delay. In critical cases we built special evolutionary equations.
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