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Abstract
We investigate the phenomenon of second sound in various states of matter from the perspective of non-equilibrium
effective field theory (EFT). In particular, for each state of matter considered, we find that at least two (though
sometime multiple) qualitatively different EFTs exist at finite temperature such that there is always at least one EFT
with a propagating second-sound wave and at least one with no such second-sound wave. To aid in the construction
of these EFTs, we use the method of cosets developed for non-equilibrium systems. It turns out that the difference
between the EFTs with and without second-sound modes can be understood as arising from different choices of a
new kind of inverse Higgs (IH) constraint. We then compare our EFT for solids without second sound to holographic
results. We find that a heretofore mysterious diffusive mode that was found in finite-temperature holographic solids
can be explained in terms of a diffusive Goldstone. Finally, we demonstrate that it is possible to bypass the need
for new IH constraints by formulating EFTs on a new kind of manifold that is like the usual fluid worldvolume, but
with reduced gauge symmetries.
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I INTRODUCTION
Over the past decade, there has been a significant ef-
fort to understand condensed matter systems from the
perspective of effective field theory (EFT). In this EFT
philosophy, condensed matter systems are conceived of as
systems that spontaneously break spacetime symmetries.
As a result, a large class of condensed matter systems
can be classified in terms of their spontaneous symme-
try breaking (SSB) patterns alone. Therefore, if we are
only interested in the infrared (IR) behavior of such a
system, the relevant degrees of freedom are described ex-
clusively by Goldstone modes. It turns out that there
is a very powerful technique for constructing EFTs of
Goldstones known as the coset construction. This con-
struction takes symmetries as the only input and gives an
almost mechanical procedure for formulating new EFTs
given a particular symmetry-breaking pattern.
Condensed matter systems are inherently thermal and
therefore dissipative systems, whereas ordinary actions
and Lagrangians can only give rise to conservative, that
is, non-dissipative dynamics. However, recent work [1–
26], built upon the foundations of [27–31], enables the
construction of effective actions that can account for
dissipation and thermal fluctuations. Such actions are
formulated using the in-in formalism on the Schwinger-
Keldysh (SK) contour in the presence of a thermal den-
sity matrix. Further, in [8], a non-equilibrium coset con-
struction was proposed allowing the formulation of non-
equilibrium EFTs for a wide range of condensed matter
systems.
We will see, however, that EFTs of many states of mat-
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ter constructed in [8] admit additional propagating sound
modes even though such modes are often not observed
in nature. These additional sound modes correspond
to hydrodynamic sound waves that propagate through a
fluid formed by the thermalized phonons of the system.
The best-known such sound mode is the so-called second
sound observed in finite-temperature superfluids, though
other second-sound modes have been observed in certain
crystalline solids as well [32,33]. It should be noted that,
while second sound exists in all known superfluids, it is
somewhat rare in solids.
The aim of this paper is to use non-equilibrium EFT
techniques to study the behavior of second-sound modes
in various states of matter at finite temperature. Us-
ing the non-equilibrium coset construction, we will find
that the presence or absents of second-sound modes de-
rives from a new kind of IH constraint that we can
choose whether or not to impose. Moreover, evidence
from holography indicates that instead of a second-sound
mode, finite-temperature solids often admit a diffusive
mode, the origin of which has been somewhat mysteri-
ous [34–38]. We will find that upon imposing this new
IH constraint, the second-sound mode becomes diffusive.
Thus, this holographic diffusive mode can be interpreted
as a kind of diffusive Goldstone.
We conclude by demonstrating how the whole busi-
ness of imposing IH constraints to remove second-sound
modes can be circumvented by defining our EFTs on
a manifold other than the usual fluid worldvolume
of [1–3, 8]. These new worldvolumes have reduced dif-
feomorphism symmetries that depend on the particular
state of matter in question. As an illustrative example,
we construct an action for finite-temperature solids us-
ing a modified version of the non-equilibrium coset con-
struction that is defined on a solid worldvolume. We
then propose an alternative to Landau’s classification of
states of matter in terms of their SSB pattern. In par-
ticular, we will see that it is possible to be more precise
than Landau if we instead merely specify the global and
emergent gauge symmetries and make no reference to
SSB at all. Finally, we explain the physical origins of
the second-sound-removing IH constraints and find that
they are closely connected to Umklapp scattering.
Throughout this paper we will use the mostly plus
convention, so the Minkowski metric takes the form
ηµν = diag(−,+,+,+).
II A REVIEW OF RELEVANT TOPICS
Many of the concepts and mathematical techniques
employed throughout this paper may be unfamiliar to
some readers. Therefore, in this section, we will briefly
review the main points of the zero-temperature coset con-
struction, non-equilibrium EFT, and the non-equilibrium
coset construction. In the interest of brevity, we will
present all claims without proof, but we will provide ref-
erences that contain more in-depth discussions of these
topics.
II.A The zero-temperature coset construction
Consider a Poincar-invariant system whose full sym-
metry group is G and is spontaneously broken to the
subgroup H. Then, the IR dynamics are described by
Goldstone modes. Since the action of the broken symme-
try generators on the Goldstones is non-linearly realized,
formulating an EFT for the Goldstone modes presents
a challenge. Fortunately, there exists a straightforward,
almost mechanical procedure for constructing the most
general effective action for Goldstones. Suppose that the
symmetry generators are given by
P¯µ = unbroken translations,
TA = other unbroken generators,
τα = broken generators,
(1)
where the generators τα and TA may be some combina-
tion of internal and spacetime generators and we have as-
sumed that there exist some notions of spacetime trans-
lations that remain unbroken. In this way, states can
still be classified according to the corresponding notions
of energy and momentum [28]. Importantly, we do not
require that the unbroken generators P¯µ be the original
Poincar translation generators (represented by Pµ); in-
stead they can be some linear combination of Pµ and
internal symmetry generators [28]. Although P¯µ and TA
both represent unbroken generators, we will see that they
play very different roles in the following construction.
Let H0 be the subgroup of H generated by TA. It
turns out that to construct the most general symmetry-
invariant building-blocks, it is convenient to parameterize
the coset G/H0 by
γ[π, x) = eix
µP¯µeiπ
α(x)τα , (2)
where xµ are the spacetime coordinates and πα(x) are the
Goldstone fields (up to overall normalization). Then, we
may compute the Maurer-Cartan form and expand it as
a linear combination of the symmetry generators by
g−1∂µg = iE
ν
µ
(
P¯ν +∇νπατα + BAν TA
)
. (3)
It is important to note that all of the coefficients on the
r.h.s. of the above expression can be explicitly computed
as long as the commutators among the generators are
known. It can be checked that ∇µπα is covariant under
all symmetries, BAν transforms as a gauge connection and
can be used to take higher-order covariant derivatives
∇Hµ = (E−1)νµ∂ν + iBAµ TA, (4)
and Eνµ plays the role of the vierbein, meaning that the
invariant integration measure is d4xdetE. Then, the
invariant building-blocks for the Lagrangian are formed
by taking manifestly H0-invariant combinations of the
covariant objects given to us by the Maurer-Cartan form.
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In particular, it should be noted that the µ, ν indices
need to be contracted in ways that are invariant under
the unbroken subgroup of the Lorentz symmetry group.
At leading order in the derivative expansion we have
that the only covariant building-block is ∇µπα; and
higher-order-derivative terms are given by ∇Hµ (∇νπα),
∇Hµ∇Hν (∇ρπα), etc.
Finally, when only internal symmetries are sponta-
neously broken, the number of Goldstones equals the
number of broken symmetry generators; however, when
spacetime symmetries are spontaneously broken there
are often fewer Goldstones than broken symmetry gen-
erators. At the level of the coset construction, we can
sometimes reduce the number of Goldstones by imposing
what are known as inverse Higgs (IH) constraints [39,40].
Pragmatically, the rules of the game are as follows: Sup-
pose that the commutator between an unbroken trans-
lation generator P¯ and a broken generator τ ′ contains
another unbroken generator τ , that is [P¯ , τ ′] ⊃ τ . Sup-
pose further that that τ and τ ′ do not belong to the same
irreducible multiplet under H0. Then it turns out that it
is consistent with symmetry transformations to set the
covariant derivative of the τ -Goldstone in the direction
of P¯ to zero. This gives a constraint that relates the τ ′-
Goldstone to derivatives of the τ -Goldstone, allowing the
removal of the τ ′-Goldstone. The setting of this covariant
derivative to zero is known as an IH constraint.
The possible reasons for imposing these IH constraints
have been investigated in [29,41,42]; they are as follows:
• If we were to include the Goldstones that can be re-
moved with IH constraints, these Goldstones could
appear in the effective action without any deriva-
tives. As a result, these modes would be gapped
and could therefore be integrated out. If we are
only interested in the gapless degrees of freedom,
then IH constraints correspond to integrating out
gapped Goldstones.
• Sometimes when spacetime symmetries are sponta-
neously broken, the resulting Goldstone modes do
not correspond to independent fluctuations. As a
result, certain Goldstones are redundant. From this
perspective, IH constraints serve as a convenient
choice of ‘gauge-fixing’ condition.
We will see that when we apply the coset construction to
non-equilibrium systems, there are more possibilities for
IH constraints.
For more on the coset construction with broken inter-
nal symmetries, consult [43] and with broken spacetime
symmetries, consult [44].
II.B Non-equilibrium EFT
At finite temperature, the equilibrium state is given
by a mixed-stated thermal density matrix given by
ρ =
e−βP¯
0
tr
(
e−βP¯ 0
) , (5)
where P¯0 is the unbroken time-translation operator. As
a result, ordinary quantum field theory techniques that
involve finding vacuum correlation functions using in-out
states are of no use. Instead, we must compute quanti-
ties with the in-in formalism defined on the Schwinger-
Keldysh contour [45]. In this formalism, the sources are
doubled. Letting U(+∞,−∞, J) be the time-evolution
operator from the distant past to the distant future in
the presence of source J for some field Ψ, the generating
functional is
eW [J1,J2] ≡ tr [U(+∞,−∞; J1)ρU †(+∞,−∞; J2)]
≡
∫
ρ
DΨ1DΨ2eiS[Ψ1,J1]−iS[Ψ2,J2],
(6)
where in the path integral representation, we require that
in the distant future, Ψ1(∞) = Ψ2(∞), and the subscript
ρ indicates that field configurations are weighted by the
thermal density matrix functional in the infinite past.
Supposing we are only interested in the IR dynam-
ics of this non-equilibrium system, in typical Wilsonian
fashion, we can integrate out the UV fields to obtain
an effective action for the IR degrees of freedom. Let
Ψ = {ψir, ψuv}, where ψir and ψuv represent the IR and
UV degrees of freedom, respectively. Then, we have
eiIEFT[ψ
ir
1
,ψir
2
;J1,J2]
=
∫
ρ
Dψuv1 Dψuv2 eiS[ψ
uv
1
,ψir
1
;J1]−iS[ψ
uv
2
,ψir
2
;J2].
(7)
We call IEFT the non-equilibrium effective action. Notice
that because it is defined on the SK contour, the field
content is doubled.
It turns out that non-equilibrium EFTs must satisfy
certain properties that can be derived from unitarity of
time evolution, Wilsonian renormalization group flow ar-
guments, and the form of the thermal density matrix. We
summarize them below.
• The UV action describing the system of interest is
factorized by S[Ψ1; J1]−S[Ψ2; J2]. The effective ac-
tion, however, does not admit a factorized form into
the difference of two ordinary actions. In general,
there will exist terms that couple 1-and 2-fields in
IEFT.
• The coefficients of S[Ψ1; J1] − S[Ψ2; J2] are purely
real, but it turns out that the coefficients of
IEFT[ψ
ir
1 , J1;ψ
ir
2 , J2] may be complex. There are
three important constraints that come from unitar-
ity, namely
I∗EFT[ψ
ir
1 , ψ
ir
2 ; J1, J2] = −IEFT[ψir2 , ψir1 ; J2, J1]
ImIEFT[ψ
ir
1 , ψ
ir
2 ; J1, J2] ≥ 0, for any ψir1,2, J1,2
IEFT[ψ
ir
1 = ψ
ir
2 ; J1 = J2] = 0.
(8)
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• Any symmetry of the UV action S is a symmetry
of IEFT, except for time-reversing symmetries. The
fact that these time-reversing transformations are
not symmetries of the effective action allows the pro-
duction of entropy. Because the field values on the
1-and 2-contours must be equal in the distant future,
ψir1 and ψ
ir
2 must transform simultaneously under
any global symmetry transformation. Thus, there is
just one copy of the global symmetry group.
• If the equilibrium density matrix ρ takes the form
of a thermal matrix, ρ ∝ e−β0P¯0 , then the parti-
tion function W [J1, J2] obeys what are known as
the KMS conditions. These KMS conditions for the
partition function can be used to derive the so-called
dynamical KMS symmetries of the effective action.
The way these symmetries act is as follows: Suppose
that the UV theory possesses some kind of time-
reversing symmetry Θ; at a minimum, the UV the-
ory will be invariant under a simultaneous charge,
parity, and time inversion. Then, setting the sources
to zero, the dynamical KMS symmetries act on the
fields by
ψir1 (x)→ Θψir1 (t− iθ, ~x)
ψir2 (x)→ Θψir2 (t+ i(β0 − θ), ~x),
(9)
for any θ ∈ [0, β0]. It can be checked that these
transformations are their own inverse, meaning that
the dynamical KMS symmetries are discrete Z2 sym-
metries. To take the classical limit, it is convenient
to perform a change of field basis by
ψirr ≡
1
2
(
ψir1 + ψ
ir
2
)
, ψira ≡ ψir1 − ψir2 . (10)
Then the classical dynamical KMS symmetry trans-
formations become
ψirr (x)→ Θψirr (x)
ψira (x)→ Θψira (x) + iΘ
[
β0∂tψ
ir
r (x)
]
.
(11)
Notice that the change in ψira is proportional to the
derivative of ψirr . Thus, when writing down terms
of the effective action in the derivative expansion, it
is natural to consider ψira and ∂ψ
ir
r as contributing
to the same order.
For a nice, indepth review of non-equilibrium EFTs,
consult [1].
II.C The non-equilibrium coset construction
At finite temperature, SSB occurs when a symmetry
generator fails to commute with the thermal density ma-
trix. However, we may think of the thermal density
matrix as an ensemble of micro-states, each of which
is highly chaotic. Semi-classically, therefore, we expect
each micro-state to spontaneously break every symme-
try of the underlying quantum field theory. As a result,
in the non-equilibrium coset construction, there ought to
be Goldstones associated with every symmetry genera-
tor. We will refer to Goldstones corresponding to broken
generators as broken Goldstones and those correspond-
ing to unbroken generators as unbroken Goldstones. It
turns out that unbroken Goldstones enjoy a certain kind
of gauge invariance, which leads to diffusion. Finally, it is
most convenient to formulate non-equilibrium EFTs on
the so-called ‘fluid world-volume’ with coordinates φM
for M = 0, 1, 2, 3.
Suppose that the global symmetry group is G, with
generators (1), and it is spontaneously broken to the sub-
group H. Once again, let H0 be the subgroup generated
by TA. Then, we parameterize the most general element
of G by
gs(φ) = e
iXµs (φ)P¯µeiπ
α
s (φ)ταeiǫ
A
s (φ)TA , (12)
where s = 1, 2 indicates on which leg of the SK contour
the fields live. Each gs for s = 1, 2 transforms under the
same global symmetry action. Notice that unlike in the
zero-temperature coset construction, spacetime coordi-
nates are now dynamical variables, Xµs (φ), that encode
the embedding of the fluid worldvolume into the physical
spacetime.
It turns out that the non-equilibrium effective action
enjoys the following gauge symmetries
φM → φM + ξM (φI),
gs(φ)→ gs(φ)eiλ
A(φI)TA ,
(13)
for arbitrary functions ξM and λA of spatial coordinates
φI for I = 1, 2, 3. They are ‘gauge’ in the sense that they
correspond to redundancies of description and should
therefore not be thought of as physical symmetries.
The Maurer-Cartan one-form is
g−1s ∂Mgs = iE
µ
sM
(
P¯µ +∇µπαs τα
)
+ iBAsMTA, (14)
where EµsM are the the vierbeins, ∇µπαs are the covari-
ant derivatives of the broken Goldstones, and certain
components of BAsM behave like gauge connections. The
building-blocks that transform covariantly under both
the global symmetries and the gauge symmetries (13) are
as follows: First, there are the building-blocks from the
usual coset construction, namely ∇µπαs , which transform
covariantly under (13), and to take higher-order covari-
ant derivatives we can use
∂
∂φ0
, ∇HI = ∂I + iBArITA, (15)
where BArI = 12
(BA1I + BA2I) and I = 1, 2, 3. To contract
coordinate indices, we use the metrics
GsMN = E
µ
sMηµνE
ν
sN . (16)
Second, there are new building-blocks that involve the
unbroken Goldstone degrees of freedom, namely Eµs0 and
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BAs0, which transform covariantly. Finally, we have terms
that involve combinations of 1-and 2-fields. Notice that
Eµ1M (E
−1
2 )
M
ν and BAaM ≡ BA1M − BA2M transform co-
variantly and we can contract coordinate indices with
Eµ1MηµνE
ν
2N .
Often we may impose IH constraints to remove extra-
neous Goldstone modes. In addition to the ordinary IH
constraints that also exist in the zero-temperature case,
there are two new IH constraints that only exist at finite
temperature. They are as follows:
• Thermal IH: Suppose that at finite temperature, the
commutator between a broken generator τ and the
unbroken time-translation generator P¯0 contains an
unbroken spacetime translation generator P¯ , that is
[τ, P¯0] ⊃ P¯ . Then we may set to zero the component
of Eµ0 in the direction of P¯ . This gives an equation
that can be algebraically solved to yield an expres-
sion for the τ -Goldstone in terms of derivatives of
the P¯ -Goldstone. This allows the removal of the
τ -Goldstone.
• Unbroken IH: Suppose that at finite temperature,
the commutator between an unbroken generator T
and an unbroken spacetime translation generator
P¯ ′ contains another unbroken spacetime translation
generator P¯ , that is [T, P¯ ′] ⊃ P¯ . Consider the ma-
trix Aµν ≡ (E1)µM (E−12 )Mν , where M = 0, 1, 2, 3 are
coordinate indices and µ, ν = 0, 1, 2, 3 are Lorentz
indices. Then we may set to zero the components of
Aµν in the directions of P¯ and P¯
′. Suppose that un-
der the dynamical KMS symmetry transformation,
Aµν → A˜µν . Then, we may also set to zero the
components of A˜µν in the directions of P¯ and P¯
′.
These conditions give constraints that relate the T -
Goldstones to derivatives of the P¯ -Goldstones, al-
lowing the removal of the T -Goldstones.
We will see that there is a new kind of IH constraint
responsible for removing second-sound modes, however
unlike the other IH constraints it is not derivable form
purely algebraic considerations.
Finally, we must impose the dynamical KMS symme-
tries. For the examples that we will consider, at leading
order in derivatives, the only effect of these symmetries is
to force the effective action to factorize into the difference
of two ordinary actions, that is
IEFT[ψ
ir
1 , ψ
ir
2 ] = S[ψ
ir
1 ]− S[ψir2 ] + · · · . (17)
For simplicity, we will almost exclusively work to leading
order in the derivative expansion, in which case we will
deal with just one copy of the ordinary action.
For more on the non-equilibrium coset construction,
consult [8].
III IH CONSTRAINTS AND SECOND
SOUND
Before we proceed to computing particular non-
equilibrium effective actions, it is important to under-
stand the meaning of second sound and how it might
relate to IH constraints. In many states of matter, some
spatial translations are spontaneously broken. Suppose
that P¯µ¯ for a particular, fixed value of µ¯ = 0, 1, 2, 3 is
spontaneously broken, but that there exists some inter-
nal U(1) symmetry generatorQµ¯ such that P¯µ¯ ≡ Pµ¯+Qµ¯
remains unbroken. Then, the unbroken Goldstone modes
on the SK contour corresponding to P¯µ¯ are X
µ¯
s (φ) and
we denote the the broken Goldstone modes correspond-
ing to Q by πµ¯s , where s = 1, 2 indicates on which leg of
the SK contour the fields are defined. Thus, we have two
kinds of Goldstone modes corresponding to translations
along the µ¯ direction, meaning that we have two different
kinds of sound-modes.
After computing the Maurer-Cartan form, we find that
the covariant building-blocks include the terms ∂ψµ¯s /∂φ
0,
where ψµ¯s ≡ X µ¯ + πµ¯. It is therefore consistent with
symmetries to fix
∂ψµ¯s
∂φ0
= δµ¯0 . (18)
Transforming to r-and a-type variables (10), the above
equations are insufficient to remove X µ¯a ; however, it is
consistent with symmetries, including dynamical KMS,
to fix
ψµ¯a = 0 =⇒ X µ¯a = −πµ¯a + iβ0δµ¯0 , (19)
thereby removing X µ¯a entirely. Next, by inverting X
µ
r (φ)
and taking the classical limit, we can define our effec-
tive action on the physical spacetime coordinates xµ such
that φM (x) for M = 0, 1, 2, 3 are now the r-type P¯µ¯-
Goldstones [1]. It turns out that (18) is sufficient to
remove φµ¯ as an independent degree of freedom; we will
see how this can be done in the following sections.
Using this procedure, we thus successfully remove the
unbroken Goldstone mode corresponding to P¯µ¯. We
claim that imposing all such possible IH constraints kills
the second-sound mode; we will see explicitly that this
is the case in the following examples. Finally notice that
the conserved current associated with Qµ¯ denoted by Jµ¯
µ
and the µ¯-component of the stress energy tensor, Tµ¯
µ are
now identified with one another, up to an overall minus
sign.
Throughout the following section, we will repeatedly
encounter many of the same building-blocks. Defined on
the fluid worldvolume, they are
GMN =
∂Xµ
∂φM
ηµν
∂Xν
∂φN
,
Y µν = GMN∂Mψ
µ∂Nψ
ν ,
Zµ =
∂ψµ
∂φ0
,
(20)
5
where GMN is the inverse of the pull-back metric GMN .
Transforming to the physical spacetime, we find that
(−G00)−1/2 → τ ≡ uµ∂µφ0,
Y µν → yµν ≡ ∂ρψµ∂ρψν ,
Zµ → ζµ ≡ 1
τ
uµ∂µψ
µ,
(21)
where uµ = Jµ/
√−J2 such that ⋆J = dφ1 ∧ dφ2 ∧ dφ3.
IV SUPERFLUIDS
As a warm-up, we will demonstrate how to remove
second sound from superfluids. While no such superfluids
have been observed in nature, this toy model provides a
simple example to see how our new IH constraint can
be imposed. We will comment on how these unusual
superfluids without second sound might be realized in
nature and why they ordinarily are not in §IX.
Consider a finite-temperature superfluid. Since our
theory is relativistic, it ought to be Poincar-invariant.
In our ‘mostly plus’ convention, the Poincar algebra is
i[Jµν , Jρσ] = ηνρJµσ − ηµρJνσ − ησµJρν + ησνJρµ,
i[Pµ, Jρσ] = ηµρPσ − ηµσPρ,
i[Pµ, Pν ] = 0,
(22)
where Pµ are the translation generators and Jµν are the
Lorentz generators. From the EFT perspective, a super-
fluid is defined as a system that has a conserved U(1)
charge Q such that both Q and P0 (i.e. time trans-
lations) are spontaneously broken but a diagonal sub-
group, P¯0 ≡ P0 + µ0Q is preserved1 [46,47]. As a result,
the broken generators are Q, corresponding to conserved
particle number and Ki ≡ J0i, corresponding to Lorentz
boosts. The unbroken translations are P¯0 and Pi, and the
remaining unbroken generators are Ji =
1
2ǫ
ijkJjk, corre-
sponding to spatial rotations. The most general group
element is
g(φ) = eiX
µ(φ)P¯µeiπ(φ)Qeiη
i(φ)Kieiθ
i(φ)Ji . (23)
Following the steps of [8], and converting to physical
spacetime, we find that the leading-order action is
SS.S. =
∫
d4x P (τ, y00, ζ0), (24)
where the subscript S.S. stands for ‘second sound.’
To see that this action has a second-sound mode, let
us expand the action to quadratic order in small fluctu-
ations. Letting φµ = xµ+ εµ(x) and performing suitable
field-redefinitions to decouple ε and π, we have that the
quadratic Lagrangian takes the form
L(2) = 1
2
[
C0(ε˙
0)2 + C1(2ε˙
i∂iε
0 + (ε˙i)2)
+M0π˙
2 −M1(∂iπ)2
]
.
(25)
1We include the factor of the equilibrium chemical potential µ0
as a matter of convention.
It is then straight-forward to check that there are two
wave-solutions, corresponding to first and second-sound
modes. The first sound mode arises form the super-
fluid degrees of freedom π. It is straightforward to
check that the corresponding speed of sound squared
is c21 = M1/M0. The second sound mode corresponds
to waves in the ordinary fluid degrees of freedom, εµ.
Again, it is straightforward to check that the correspond-
ing speed of sound squared is c22 = C1/C0.
Now impose the IH constraint
∂ψ
∂φ0
= 1. (26)
Transforming to physical spacetime, this constraint
yields ζ0 = 1, which can be rearranged to give
τ ≡ uµ∂µφ0 = uµ∂µψ. (27)
Thus, since φ0 only appears in the action through the
building-block τ , we have successfully removed it as an
independent degree of freedom. In particular, anywhere
φ0 appears, we may replace it with ψ. Thus, the building-
blocks are y00, which is unaffected by the constraint (26),
and τ0 ≡ uµ∂µψ. The resulting effective action is
Sno S.S. =
∫
d4x P (τ0, y
00). (28)
Now consider the quadratic action. The IH constraint
(26), at the linearized level, gives ε˙0 = π˙. Thus, the
quadratic action becomes
L(2) = 1
2
[
(C0 +M0)π˙
2 + C1(2ε˙
i∂iπ + (ε˙
i)2)
−M1(∂iπ)2
]
.
(29)
It is straightforward to check that there is now only one
propagating sound wave solution with speed of sound
squared c2s = C1/(C0 + M0). Thus, we have an EFT
for superfluids at finite temperature with just one sound
mode.
Finally, we investigate the local thermodynamic be-
havior of the system. Letting T0 and µ0 be the equilib-
rium temperature and chemical potential, respectively,
the local temperature is T ≡ T0τ and the local chemical
potential is µ ≡ µ0τ0 [1, 8]. We see that before imposing
the IH constraint (26), the local temperature and chem-
ical potential can fluctuate independently; however after
imposing (26), they are proportional, namely
T
T0
=
µ
µ0
. (30)
V SOLIDS
We now turn our attention to finite-temperature solids.
We will find that, like in the superfluid case, the second-
sound mode of solids can be removed with IH constraints.
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In the case of isotropic solids, there are just two types:
those with second sound and those without. However
in anisotropic solids, it is possible to impose anywhere
between zero and three IH constraints. If we impose
some but not all possible constraints, then we may have
a second-sound mode that can propagate in some direc-
tions, but not others.
Solids spontaneously break spatial translations and ro-
tations, but to ensure that some sort of conserved mo-
mentum exists, we must introduce three broken internal
U(1) symmetry generators Qi for i = 1, 2, 3 such that
P¯i ≡ Pi+Qi remain unbroken. Thus the broken genera-
tors are Qi, Ji, and Ki and the unbroken generators are
P¯µ. The most general group element is
g(φ) = eiX
µ(φ)P¯µeiπ
i(φ)Qieiη
i(φ)Kieiθ
i(φ)Ji . (31)
Imposing the IH constraints of [8] and transforming to
physical spacetime, we find that the leading-order action
is
SS.S. =
∫
d4x P (τ, yij , ζi). (32)
V.A Isotropic solids
To simplify the problem, suppose that the solid is
isotropic; then we must introduce an internal SO(3) sym-
metry with generators Si for i = 1, 2, 3 such that Ji+Si is
unbroken. Rather than going through the coset construc-
tion again with these additional symmetries, we merely
comment that the corresponding Goldstones can be re-
moved with IH constraints. As a result, the only effect
of the unbroken rotational symmetry is that all spatial
indices i, j, . . . must be contracted in manifestly SO(3)-
invariant ways. Then, the Lagrangian (32) can only de-
pend on yij and ζi in the combinations
tr y, tr y2, tr y3 (33)
and
(ζi)2, yijζiζj , (yijζj)2. (34)
Expanding the isotropic solid Lagrangian to quadratic
order in the fields and making suitable variable changes
to decouple the fluid and solid degrees of freedom, we
find that
L(2) =1
2
[
C0(ε˙
0)2 + C1(2ε˙
i∂iε
0 + (ε˙i)2)
+M0(π˙
i)2 −M1(∂iπi)2 −M2(ǫijk∂jπk)2
]
.
(35)
It is straight forward to check that the sound waves can
be classified as follows: a longitudinal solid mode with
speed squared c2L = M1/M0, a transverse solid mode
with speed squared c2T = M2/M0, and a longitudinal
hydrodynamic second sound with speed squared c22 =
C1/C2.
Let us impose the additional IH constraints; there are
three of them, namely
∂ψi
∂φ0
= 0. (36)
Notice that because of isotropy, we must impose all three
conditions simultaneously. We will see in the next sub-
section that if isotropy is broken, we have more options.
Converting the above equation to physical spacetime, we
have
uµ∂µψ
i = 0. (37)
Notice that the symmetries (13) require that φI may ap-
pear in the effective action only in the package uµ. But
the above constraints require that uµ be orthogonal to
the vectors ∂µψ
i for i = 1, 2, 3. With the assumption
that uµ remain orthochronous, we find that (37) implies
uµ = vµ such that
vµ ≡ j
µ√
−j2
, ⋆ j = dψ1 ∧ dψ2 ∧ dψ3. (38)
Thus, we have successfully remove the unbroken Gold-
stones φI for I = 1, 2, 3. The covariant building-blocks
for the effective action are now τ1 ≡ vµ∂µφ0 and yij , so
we have
Sno S.S. =
∫
d4x P (τ1, y
ij), (39)
where it is understood that yij appears only in the forms
given by (33).
At the level of the quadratic action, imposing these
IH constraints gives us the linearized relations ǫ˙i = π˙i.
Thus, the quadratic Lagrangian becomes
L(2) = 1
2
[
C0(ε˙
0)2 + 2C1π˙
i∂iε
0 + (C1 +M0)(π˙
i)2
−M1(∂iπi)2 −M2(ǫijk∂jπk)2
]
.
(40)
We now have one transverse solid sound wave with speed
squared c2T = M2/(C1+M0) and one longitudinal sound
wave with speed squared c2L = (M1+C
2
1/C1)/(C1+M1).
Thus, there is no longer a fluid-like second-sound wave;
this is typical of most solids.
V.B Uniaxial crystals
Now, we investigate the simplest case of a anisotropic
solids, namely the uniaxial crystal. We will take the zˆ-
direction to be the axis of symmetry and let A,B =
1, 2 label the directions perpendicular to the symmetry
axis. Then this crystal has an internal SO(2) symmetry
generated by S3 such that J3+S3 remains unbroken. The
effect of this symmetry will be to force A,B indices to
contract in manifestly SO(2)-invariant ways. Thus yij
and ζi, may appear in the effective action only in the
packages (33,34) and
y33, (y3A)2, ζ3, y3AζA. (41)
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Performing the field redefinitions necessary to decouple
ǫµ from πi, the leading-order quadratic Lagrangian is
L(2) = 1
2
[
C0(ε˙
0)2 + C1(2ε˙
A∂Aε
0 + (ε˙A)2)
+C3(2ε˙
3∂3ε
0 + (ε˙3)2) +M0(π˙
i)2
−M3L(∂3π3)2 −M3T (∂Aπ3)2
−M1L(∂AπA)2 −M1T (∂3πA)2
−M2T (ǫ3AB∂AπB)2
−M4(∂3π3∂AπA)
]
.
(42)
The dispersion relations of the solid degrees of freedom
are rather complicated, but it can be checked that they
agree with the usual dispersion relations of uniaxial crys-
tals. Further, it is easy to see that the fluid degrees of
freedom ǫµ have a longitudinal second-sound wave so-
lution with sound speed squared c22 = C1/C0 when it
propagates in the x-y plane and c23 = C3/C0 when it
propagates parallel to the z axis.
Now, we could impose the IH constraints (36) as we
did before, but this will not give us anything too new. In-
stead, we will exploit the anisotropy of the uniaxial crys-
tal. We have two anisotropic options for IH constraints,
namely
∂ψA
∂φ0
= 0 OR
∂ψ3
∂φ0
= 0. (43)
If we impose both sets of constraints simultaneously, the
second-sound mode is killed entirely; however, if we im-
pose just one, then the second sound is not entirely re-
moved, though its dynamics are restricted. In particular,
imposing the first set of constraints prevents the second-
sound wave from propagating in the x-y plane, while im-
posing the second prevents the second-sound wave from
propagating parallel to the z axis.
V.C Supersolids
Supersolids are just like ordinary solids except that
now P0 is spontaneously broken and there exists a U(1)
charge Q0 such that P¯0 ≡ P0 + Q0 remains unbroken.
For simplicity, assume the supersolid is isotropic. Then,
the effective action is given by
SS.S. =
∫
d4x P (τ, y00, y0i, yij , ζ0, ζi), (44)
where it is understood that y0i, yij , and ζi are contracted
in SO(3)-invariant ways. We now have two possible sets
of IH constraints
∂ψ0
∂φ0
= 0 OR
∂ψi
∂φ0
= 0. (45)
We can impose zero, one, or both of these. If we impose
the first, then just as in the superfluid case, the second-
sound mode is killed; if we impose the second, then just
as in the isotropic solid case, the second-sound mode is
killed. Even though the second-sound mode is killed in
each of these cases, there are still residual fluid degrees of
freedom. We will see in §VII that these kinds of residual
modes can be diffusive. If we impose both sets of IH con-
straints, then not only is the second-sound mode killed,
but no trace of the fluid degrees of freedom is left. In
particular, the leading-order action at finite temperature
is
SS.S. =
∫
d4x P (y00, y0i, yij), (46)
which is identical to the leading-order action at zero tem-
perature [28, 30].
VI SMECTIC LIQUID CRYSTALS
Liquid crystals are states of mater that exist on a spec-
trum somewhere between fluids and crystalline solids.
Crystalline solids spontaneously break all spatial trans-
lations and rotations, but preserve a discrete subgroup of
translations, whereas fluids do not break any translations
or rotations. Smectic liquid crystals consist of stacked
layers of molecules; in this way spatial translations along
one direction are spontaneously broken [48,49]. Without
loss of generality, we will take this broken translation gen-
erator to be P3. Additionally, the presence of the sacked
layers breaks the rotations J1 and J2. To ensure that
some notion of translations is preserved, we must intro-
duce a U(1) charge Q3 that is spontaneously broken such
that the diagonal subgroup generated by P¯3 ≡ P3 + Q3
is preserved. We will use indices A,B = 1, 2 to indicate
directions orthogonal to the stacked layers.
VI.A Phase A
In phase A, translations in the x-y plane and rotations
about the z axis are unbroken. Thus, P¯µ = Pµ + δ
3
µQ3,
and J3 are the unbroken generators and JA, Ki, and
Q3 are the broken generators. The most general group
element is
g(φ) = eiX
µ(φ)P¯µeiπ
3(φ)Q3eiη
3(φ)K3+iθ
A(φ)JA+iθ
3(φ)J3
×eiηA(φ)KA .
(47)
Going through the steps given in [8], and transforming
to physical spacetime, we find the leading-order action is
SS.S. =
∫
d4x P (τ, y33, ζ3). (48)
Expanding to quadratic order in the fields and perform-
ing the necessary field redefinitions to decouple ǫµ from
π3, we have arrive at the quadratic Lagrangian
L(2) = 1
2
[
C0(ε˙
0)2 + C1(2ε˙
A∂iε
0 + (ε˙A)2)
+C3(2ε˙
3∂iε
0 + (ε˙3)2) +M0(π˙
3)2
−M1(∂Aπ3)2 −M3(∂3π3)2
]
.
(49)
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Notice that there is one transverse and one longitudi-
nal mode that propagate in the x-y plane with speeds of
sound squared c2T = M1/M0 and c
2
L = C1/C0, respec-
tively. And there are two longitudinal modes that prop-
agate parallel to the z axis with speeds of sound squared
c23L = M3/M0 and c
2
2 = C3/C0. Thus, there are two
longitudinal waves that can propagate in the same direc-
tion, meaning that our theory supports a second-sound
mode.
Now impose the IH constraint
∂ψ3
∂φ0
= 0. (50)
Converting to physical spacetime, this give
uµ∂µψ
3 = 0. (51)
Thus, given that uµ is orthochonrous and orthogonal to
∂µφ
A for A = 1, 2, the above equation means that we
may replace all instances of uµ by
uµ → vµ3 ≡
jµ3√
−jµ3 j3µ
, ⋆ j3 ≡ dφ1 ∧ dφ2 ∧ dψ3. (52)
Therefore, all instances of φ3 in the effective action can
be replaced with ψ3. As a result, the building-blocks are
τ3 ≡ vµ3 ∂µφ0 and y33, so we have
Sno S.S. =
∫
d4x P (τ3, y
33). (53)
At the linearized level, these IH constraints become ǫ˙3 =
π˙3. The resulting quadratic action is
L(2) = 1
2
[
C0(ε˙
0)2 + C1(2ε˙
A∂iε
0 + (ε˙A)2)
+2C3π˙
3∂iε
0 + (M0 + C3)(π˙
3)2
−M1(∂Aπ3)2 −M3(∂3π3)2
]
.
(54)
We see therefore that there is now just one longitudinal
sound wave propagating parallel to the z axis, mean-
ing that we have successfully removed the second-sound
mode. Notice that even though there is no second-sound
mode, we still have a hydrodynamic sound mode that
can propagate in the x-y plane; however this mode is
not a second sound mode as there are no other such lon-
gitudinal sound waves that can propagate in the same
direction.
VI.B Phase B
Phase B smectic liquid crystals are essentially just
solids that cannot sustain uniform x-z or y-z shears [48].
At the level of effective field theory, this inability to sus-
tain such shears is captured by the symmetries
ψA → ψA + gA(ψ3), (55)
for arbitrary functions gA [8]. Thus, the effective action
is just (32) except yij can only appear in the packages
b ≡ det yij , y33,
b1 ≡ y11y33 − (y13)2, b2 ≡ y22y33 − (y23)2,
(56)
and ζA for A = 1, 2 cannot appear in the effective action.
Imposing the IH constraints
∂ψi
∂φ0
= 0, (57)
just as in the solid case, allows us to replace all instances
of φi with ψi. And again, just as in the solid case, these
IH constraints remove the second-sound wave.
Since smectic phase B is anisotropic one might wonder
if we can impose anisotropic IH constraints. If we were
dealing with an ordinary anisotropic solid, we could freely
mix and match from the constraints
∂ψ1
∂φ0
= 0 OR
∂ψ2
∂φ0
= 0 OR
∂ψ3
∂φ0
= 0. (58)
However, because of the additional symmetries (55), im-
posing either of the first two constraints without also im-
posing the third is prohibited. Thus, if we are to impose
any IH constraints at all, we must impose ∂ψ3/∂φ0 = 0,
which will prevent second-sound waves from propagating
parallel to the z axis.
VII COMPARING WITH HOLOGRAPHY
Recently, a mysterious diffusive mode was discovered
in holographic models of solids [34–38]. It is mysteri-
ous in the sense that previous EFTs of solids [8, 28, 30]
do not possess diffusive modes and it is unclear what is
the underlying physical cause. In this section, we will
demonstrate that such a diffusive mode corresponds to
the ε0-field that exists in finite-temperature solids with
no second sound. To see that this is so, we must work
to higher order in the derivative expansion, which will
require that we work with a fully non-equilibrium action
that cannot factorize into the difference of two ordinary
actions. It turns out that if we work with an action that
is quadratic in the fields, extending to arbitrarily high
order in the derivative expansion is rather straight for-
ward. Although it is not necessary for present purposes,
we will construct a quadratic Lagrangian that is valid to
all orders in the derivative expansion. Essentially, we will
be extending the quadratic action for isotropic solids (40)
to higher order in the derivative expansion.
Let us work in the r, a-basis (10). For ease of notation,
define π0r/a ≡ ε0r/a. Then, the filed content is πµr/a for
µ = 0, 1, 2, 3. Working in Fourier space, the most general
quadratic Lagrangian is
L(2)EFT = π¯µaMµνπνr −
i
2
π¯µaFµνπ
ν
a , (59)
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where Mµν and Fµν are functions of the frequency ω
and wave-vector ki. Imposing the full dynamical KMS
symmetries gives the matrix relation
i
2
(
M −M †) = tanh ωβ0
2
F, (60)
where β0 ≡ 1/T0 is the equilibrium inverse temperature.
The classical dynamical KMS symmetry gives instead
i
(
M −M †) = ωβ0F. (61)
We can perform a change of field variables so that π0r/a
decouple from πir/a, meaning that M0i = Mi0 = 0. Let
Mij = MLLkˆikˆj + MTT∆ij , where ∆ij ≡ (δij − kˆikˆj).
Symmetry considerations require that
M00 = M
ω2
00 ω
2 + iMωk
2
00 ωk
2 + · · · ,
MLL = M
ω2
LLω
2 −Mk2LLk2 + iMωk
2
LL ωk
2 + · · · ,
MTT = M
ω2
TTω
2 −Mk2TTk2 + iMωk
2
TT ωk
2 + · · · ,
(62)
Notice that the fluid degree of freedom π0r satisfies the
dispersion relation M00 = 0. Expanding in small ω and
k gives
ω = −iDk2, D ≡ M
ωk2
00
Mω
2
00
. (63)
Thus, we find a diffusive mode in the solid EFT, agree-
ing with the results of [34–38]. Further, in the zero-
temperature limit, the residual fluid degree of freedom
π0 does not appear, meaning this diffusive mode is a
purely finite-temperature phenomenon.
Additionally, we find that the longitudinal solid sound
wave has dispersion relation MLL = 0. Expanding in
small ω and k gives
ω = cLk
(
1− i
2
Mωk
2
LL k
)
, c2L ≡
Mk
2
LL
Mω2
. (64)
Similarly, the transverse solid sound wave has dispersion
relation MTT = 0. Expanding in small ω and k gives
ω = cTk
(
1− i
2
Mωk
2
TT k
)
, c2T ≡
Mk
2
TT
Mω2
. (65)
These damped dispersion relations for the longitudinal
and transverse solid sound waves are exactly what we
should expect for finite-temperature solids.
VIII OTHER WORLDVOLUMES
Thus far, we have been constructing our effective ac-
tions on the physical spacetime. While this is a valid
thing to do in the classical limit, if we want a quantum
theory, then we must define our EFT on a manifold other
than the physical spacetime [1–3, 8]. In the usual non-
equilibrium coset construction of [8], this manifold is the
fluid worldvolume φM for M = 0, 1, 2, 3 with gauge sym-
metries
φ0 → φ0 + f(φI),
φI → gI(φJ ), (66)
where f and gI are arbitrary functions of the spatial coor-
dinates φI for I = 1, 2, 3. Supposing our theory is defined
on the fluid worldvolume, we are interested in the effect
of imposing the second-sound-removing IH constraints
∂ψµ¯r
∂φ0
= δµ¯0 , ψ
µ¯
a = 0. (67)
Then, just as in the classical case, we find that we may re-
place all instances of φµ¯ with ψµ¯r . Really, if we wanted to
be completely general, we could write φµ¯ = ψµ¯r +h
µ¯(φI),
for I = 1, 2, 3, for some arbitrary spatially-varying func-
tion. We therefore consider φµ¯ = ψµ¯r to be a gauge-fixing
condition. With this gauge-fixing condition, we can de-
fine the ‘condensed-matter worldvolume’ coordinates σM
by
σM =
{
ψµ¯r M = µ¯
φM M 6= µ¯. (68)
Thus, the gauge symmetries that σM enjoy are reduced;
however, whatever symmetries the fields ψµ¯r possess, the
condensed-matter worldvolume coordinates inherit.
To give concrete examples of what these new world-
volume symmetries looks like we will give specific exam-
ples for a few condensed matter systems. For the sake
of brevity, we will focus on systems for which all possi-
ble constraints of the form (67) that can be imposed are
imposed. They are as follows:
• Superfluids: For constant c0 and arbitrary spatially-
varying functions gi, we have
σ0 → σ0 + c0, σi → gi(σj). (69)
• Solids: For arbitrary spatially-varying function
f(σi) and constants ci, we have
σ0 → σ0 + f(σi), σi → σi + ci. (70)
Sometimes solids have the additional symmetries
σi → Rijσj , (71)
where R ∈ SO(3) for isotropic solids and R ∈ SO(2)
for uniaxial crystals.
• Supersolids: For constants cM , we have
σM → σM + cM . (72)
Isotropic supersolids also have the symmetry
σi → Rijσj , (73)
for R ∈ SO(3).
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• Smectic liquid crystals in phase A: For arbitrary
spatially-varying functions f and gA and constant
c3, we have
σ0 → σ0 + f(σi),
σA → σA + gA(σi),
σ3 → σ3 + c3.
(74)
• Smectic liquid crystals in phase B: For arbitrary
spatially-varying function f and arbitrary functions
gA of σ3, and for constant c3, we have
σ0 → σ0 + f(σi),
σA → σA + gA(σ3),
σ3 → σ3 + c3.
(75)
Notice that all of these condensed-matter worldvolume
diffeomorphis symmetries are subsets of the fluid diffeo-
morphism symmetries (66).
VIII.A The solid-worldvolume coset
construction
It turns out that if we are committed to describing sys-
tems without second sound—or at least reduced second
sound—we can skip over the procedure of first defining
the theory on the fluid worldvolume and then imposing
IH constraints. Instead, we can define our theory directly
on the condensed-matter worldvolume from the start. To
demonstrate how this is done, we will investigate the ex-
ample of an anisotropic crystalline solid with no second-
sound mode using a new kind of non-equilibrium coset
construction defined on the solid worldvolume.
The only symmetries of the theory that appear in the
coset are the Poincar symmetries; in particular there are
no internal translation-symmetry generators Qi. Physi-
cally, we must remove the charges Qi because they are
now realized as the translation gauge symmetries on the
solid worldvolume coordinates (70).
To keep things simple, we will work to leading order in
the derivative expansion. As a result, we may construct
an ordinary action with just one copy of the fields [8].
Parameterizing the most general group element by
g(σ) = eiX
µ(σ)Pµeiθ
i(σ)Jieiη
i(σ)Ki , (76)
we find the resulting Maurer-Cartan form is
EµM = ∂MX
ν [ΛR]ν
µ,
∇µηi = (E−1)Mµ [Λ−1∂MΛ]0jRji,
∇µθi = 1
2
ǫijk(E−1)Mµ [R
−1Λ−1∂M (ΛR)]
jk,
(77)
such that Rij = [eiθ
i(φ)Ji ]ij and Λµν = [e
iηi(φ)Ki ]µν . We
are interested in finding building-blocks that transform
in a manifestly covariant fashion under (70).
To remove boost Goldstones, impose the IH con-
straints Ei0 = 0, which can be solved to give
ηi
η
tanh η = −∂0X
i
∂0Xt
, (78)
where η ≡
√
ηiηi. This gives us our first building-block
Et0 =
√−G00, where
G00 =
∂Xµ
∂σ0
ηµν
∂Xν
∂σ0
. (79)
Next, impose ǫijk(E−1)ij = 0. This IH constraint tells us
that
(E−1)ij = (G
1/2)ij , (80)
where Gij = ηµν(e−1)iµ(e
−1)jν and e
µ
M ≡ ∂MXµ. We
therefore can identify Gij as the spatial components of
the inverse pull-back metric. Thus, the leading-order ef-
fective action is
SEFT =
∫
d4σ
√
−G P (G00, Gij). (81)
Converting to physical spacetime, we find that our ac-
tion is, up to relabeling of fields, the anisotropic version
of (39).
VIII.B Classifying states of matter
It is interesting to note that nowhere in the above coset
construction did we ever need to specify the symmetry-
breaking pattern. Instead, all we did was specify the
global symmetry group, namely the Poincar group, and
then we specified the relevant gauge symmetries (70).
Further, notice that the solids with and without second
sound are identical at the level of SSB patterns; however,
they are not identical at the level of specifying the global
and gauge symmetries. In particular, at the level of the
coset construction, the global symmetry group for solids
with second sound is the tensor product of the Poincar
group and the internal [U(1)]3 group generated by Qi;
the gauge group is given by (66). On the other hand, the
global symmetry group for solids without second sound
is just the Poincar group and the gauge group is given
by (70). We therefore claim that if one wishes to be
very precise, it is better to characterize states of matter
according to their global and emergent gauge symmetries
than by their SSB patterns.
Finally, it is worth pointing out that this new classifi-
cation in terms of emergent gauge symmetries works even
in the case of zero-temperature SSB. Supposing that we
have the symmetry-breaking pattern G → H at zero tem-
perature. Then, we could equally well specify this state
of matter by specifying the global symmetry group G and
then require invariance under the local right-action of H.
More specifically, parameterize the most general element
by
g[π, ǫ, x) = eix
µP¯µeiπ
α(x)ταeiǫ
A(x)TA . (82)
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Then if we require invariance under the gauge transfor-
mation
g[π, ǫ, x)→ g[π, ǫ, x) · h(x), (83)
for generic h(x) ∈ H0, this forces all unbroken Gold-
stones ǫA(x) to be pure gauge. As a result, they cannot
possibly appear in the invariant building-blocks, so we
will construct the same effective action with this method
as we would with the usual coset parameterized by (2).
IX THE MEANING OF IH CONSTRAINTS
It is a curious fact of nature that second sound always
exists in superfluids but not in other states of matter like
solids. Why should this be the case? To understand why,
suppose that P¯µ¯ = Pµ¯+Qµ¯. By imposing the constraints
∂ψµ¯r
∂φ0
= δµ¯0 , ψ
µ¯
a = iβ0δ
µ¯
0 , (84)
we are essentially removing Qµ¯ as an independently con-
served quantity. Thus, while the mathematical possi-
bility of superfluids with no second sound exists, it re-
quires the non-conservation of the U(1) charge Q associ-
ated with particle number. Removing the conservation of
Q does not make sense as particle number conservation
has physical meaning independent of superfluid phase.
For solids, however, the internal translation generators
Qi emerge from the periodicity of the solid lattice and
hence are only defined in solid phase. As soon as the solid
melts, these symmetries simply vanish. From this per-
spective, it it not so strange that an IH constraint should
be able to remove them entirely from the physical theory.
Viewed from another perspective, it is well-known that
second sound only exists in solids with a pristine crys-
talline lattice structure and low probability of Umklapp
scattering [50]. The reason is that Umklapp scattering
leads to non-conservation of lattice momentum; i.e. Qi
is not conserved by Umklapp scattering events. Since
superfluids have no lattice structure, there can never be
Umklapp scattering and hence second sound must always
persist. There has, however, been recent work indicat-
ing that systems with periodic structure in time can ex-
ist in thermodynamic equilibrium states, known as time
crystals [51]. This leaves open the intriguing possibility
that the superfluids or supersolids without second sound
may describe time crystals in the limit of large Umklapp
scattering. There are, however, reasons to doubt this
interpretation. We will discuss them at the end of this
section.
To see explicitly how Umklapp scattering can lead to
IH constraints, we now consider the simple example of a
solid in the limit of large Umklapp scattering. We begin
by postulating the existence of a second-sound mode and
show that when Umklapp scattering is large, integrating
out the Goldstones ψi associated with the internal trans-
lation generators Qi is equivalent to imposing the usual
IH constraints. At leading order in the derivative expan-
sion, the ordinary effective action for a solid with second
sound is given by (32). For this exercise, however, we
wish to work with the non-equilibrium EFT with doubled
field content. Woking to leading order in the derivative
expansion and using the r, a-basis, we have
IS.S. =
∫
d4x
[
T µν∂µXaν + J
iµ∂µψ
i
a
]
, (85)
where
T µν = τ
∂P
∂τ
uµuν + Pηµν +
∂P
∂yij
∂µψi∂νψj ,
J iµ = 2∂µψj
∂P
∂yij
+ uµ
∂P
∂ζi
(86)
are respectively the stress-energy tensor and Qi-Noether
currents. As in (32), the hydrodynamic pressure, P is
a generic function of τ , yij , and ζi. And the fluid four-
velocity uµ ≡ τ∂Xµr /∂φ0. Notice that the equations of
motion forXµa and ψ
i
a are just the conservation equations
∂νT
µν = 0 and ∂µJ
iµ = 0, respectively.
The action (85) as it stands represents a solid with sec-
ond sound modes and no Umklapp scattering. Umklapp
scattering is a process by which the lattice-momentum
of the phonons is not conserved. In other words, Qi are
not conserved. However, on large distance-scales, our
solid should still appear homogenous, meaning that in
this course-grained picture, Qi must still represent true
symmetries of the effective theory. How can it be that
Qi are symmetries of the EFT but have no corresponding
conserved currents? This seems to contradict Noether’s
theorem. However, in non-equilibrium EFTs, the rela-
tionship between conserved currents and symmetries is
not so straight-forward. To see how this is so, suppose
that we allow the action to depend on ψia without deriva-
tives. Notice that Qi act on ψ
i
s for s = 1, 2 by ψ
i
s → λi,
for constants λi. Thus, since ψia ≡ ψi1 − ψi2, we find that
ψia are invariant under Qi. With these new building-
blocks, our effective action becomes
IUmklapp =
∫
d4x
[
T µν∂µXaν + J
iµ∂µψ
i
a + Γ
iψia
+
i
2
M ijψiaψ
j
a
]
,
(87)
where Γi and M ij are functions of τ , yij , and ζi. Impos-
ing the dynamical KMS symmetries, we have
Γi = − 1
2T0
M ij
∂ψjr
∂φ0
, (88)
where T0 is the equilibrium temperature. Now the equa-
tions of motion for ψia are
∂µJ
iµ = Γi. (89)
We therefore see that the current associated with Qi is
no longer conserved, as desired. Working in the large
Umklapp scattering limit, the above equation simplifies
to Γi = 0, which is solved by fixing ∂ψir/∂φ
0 = 0. The
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equations of motion for ψir give ψ
i
a = 0. Thus, if we
integrate out ψir,a, we find that
∂ψir
∂φ0
= 0, ψia = 0, (90)
which are precisely the relevant IH constraints of (84)
necessary to remove second sound from solids.
In summary, these second-sound-removing IH con-
straints arise whenever Umklapp scattering destroys the
conservation of the Noether current associated with an
internal translation generator.
Curious readers may wonder how our action can have
a symmetry without a corresponding Noether current.
Notice that the action of Qi is to shift ψ
i
r → ψir + λi,
while it has no effect on ψia. As a result the corresponding
conserved currents furnished by Noether’s theorem,
Kiµ ≡ ∂IUmklapp
∂(∂µψir)
, (91)
are conserved on-shell, namely ∂µK
iµ = 0. However,
since all of the terms of IUmklap have at least one a-type
field, all terms of Kiµ similarly have at least one a-type
field. On shell, all a-type fields vanish, meaning that on
shell, Kiµ must also vanish. Thus the Noether currents
associated with Qi contain no physical content.
Finally, let us return to the superfluid case. Notice
that the constraint (84) requires that ψ0a = iβ0 in order to
be consistent with dynamical KMS symmetry. However,
the equations of motion force all a-type fields to vanish,
meaning that we cannot interpret the IH constraint as
arising from equations of motion as we did in the case
of solids. One way to remedy the situation is to instead
fix ∂0ψ
0
r = 1 and ψ
0
a = 0. Such a constraint is not con-
sistent with the dynamical KMS conditions, but it does
allow us to interpret the IH constraints as arising from
equations of motion when the internal shift symmetry
(generated by Q0) does not correspond to any conserved
quantity. Since the KMS symmetries are no longer satis-
fied, the equilibrium state of such a system is decidedly
non-thermal. Why should we need a non-thermal equilib-
rium state in order to remove second sound via the equa-
tions of motion for superfluids but not for solids? The
reason is that if Q0 is not conserved, then the equilibrium
state of our system can only exist at finite density—and
hence finite chemical potential (i.e. ∂ψ0r 6= 0)—if it is
driven by some external force. But this means the equi-
librium state is not thermal equilibrium. We leave the
investigation of such driven systems for future work.
X SUMMARY
In this paper, we identified the key ingredient—from
the perspective of non-equilibrium effective field theory—
that distinguishes condensed matter systems with and
without second-sound modes. In particular, we found
that an IH constraint can be imposed to remove second-
sound modes at the level of the non-equilibrium coset
construction. Unlike other IH constraints, however, the
existence of these new constraints are not derivable from
the usual algebraic relations involving commutators of
various symmetry generators. The only thing they have
in common with the usual IH constraints is that they
allow the removal of one set of fields in favor of another.
After identifying these new IH constraints, we then
demonstrated how they can be applied to various states
of matter including superfluids, isotropic solids, uniax-
ial crystals, supersolids, and smectic liquid crystals in
phases A and B. In all of these examples, it was possible
to remove the second-sound modes with IH constraints,
but some states of matter also admit the unusual possi-
bility of partial removal of second-sound modes. In par-
ticular, by imposing some but not all of the possible IH
constraints, we found that it is possible to have second-
sound modes that can propagate in some directions but
not others. It would be fascinating to see if any such
states of matter exist in nature.
We then compared our non-equilibrium EFT results
for solids with holographic results [34–38]. We found that
a heretofore mysterious diffusive mode that was found in
finite-temperature holographic solids can be explained in
terms of a diffusive unbroken Goldstone. In particular,
after imposing the IH constraints necessary to remove the
second-sound wave, there is a residual mode that exhibits
purely diffusive behavior.
Additionally, we demonstrated that if we are commit-
ted to describing condensed matter systems without sec-
ond sound—or at least partially removed second sound—
then we can construct our theory directly on a new con-
densed matter worldvolume, as opposed to the usual fluid
worldvolume, thus circumventing the need for the new
IH constraints. The difference between the fluid world-
volme and other condensed-matter worldvolumes has to
do with the diffeomorphism gauge symmetries that exist
in each. In particular, the fluid worldvolume has sym-
metries given by (66), whereas condensed matter world-
volumes have reduced gauge symmetries; see (69-75) for
examples. As a concrete demonstration, we formulated
the leading-order effective action for anisotropic solids
using the coset construction defined on the solid world-
volume.
We noted that instead of using Landau’s classification
of states of matter in terms of SSB patterns, we can be
more precise if we merely specify the global and emer-
gent gauge symmetries without making reference to SSB
at all. We hope that more exotic states of matter for
which Landau’s system is inadequate can be understood
in terms of this new classification method.
Finally, we found that the physical origins of the IH
constraints responsible for removing second sound are di-
rectly related to Umklapp scattering. Thus, it is appro-
priate to impose such IH constraints for EFTs of certain
solids, but not for superfluids since superfluids do not
exhibit Umklapp scattering.
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