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Запропоновано концепцію адаптивного клієнта як 
альтернативу «тонкому» та «товстому» клієнту 
та його інтеграцію в автоматизовану комп’ютерну 
систему ідентифікації технічних станів промислових 
об’єктів. Розроблено теоретичний базис та варіант 
реалізації адаптивного клієнта на конкретному апа-
ратному та програмному забезпеченні. Зроблено вис-
новок щодо доцільності використання такої концепції 
в системах технічної діагностики
Ключові слова: система діагностики, адаптивний 
клієнт, технічний стан, обчислювальна потужність, 
функціональний модуль
Предложена концепция адаптивного клиента в 
качестве альтернативы «тонкому» и «толстому» 
клиенту и его интеграция в автоматизированную ком-
пьютерную систему идентификации технических 
состояний промышленных объектов. Разработан тео-
ретический базис и вариант реализации адаптивного 
клиента на конкретном аппаратном и программном 
обеспечении. Сделаны выводы насчет целесообразно-
сти применения данной концепции в системах техни-
ческой диагностики
Ключевые слова: система диагностики, адаптив-
ный клиент, техническое состояние, вычислительная 
мощность, функциональный модуль
1. Вступ
При вирішенні задач оперативної ідентифікації 
технічного стану промислового об’єкта важливим па-
раметром є швидкодія системи при виконанні тієї чи 
іншої задачі діагностики. Тому важливою задачею при 
проектуванні системи є мінімізація затрат 
часових ресурсів при виконанні обчислень 
для оперативного забезпечення оператора 
діагностичною інформацією.
Проектована авторами автоматизована 
комп’ютерна система ідентифікації техніч-
ного стану промислових об’єктів спрямована 
на багаторівневий глибокий аналіз даних з 
допомогою доступних передових методик та 
потребує розробки комплексного підходу до 
вирішення проблеми мінімізації часу вико-
нання того чи іншого етапу аналізу. Загальна 
схема роботи системи зображена на рис. 1.
Слід зазначити також, що деякі з етапів 
аналізу вимагають залучення досить вели-
ких обчислювальних ресурсів (наприклад, 
вейвлет-аналіз та аналіз декомпозиції ем-
піричних мод), тоді як інші етапи не по-
требують великих ресурсів та дозволяють 
провести оперативну діагностику, хоча і без 
виявлення довготермінових трендів у зміні 
параметрів функціонування об’єкту (напри-
клад, статистичний аналіз та порівняння 
значень параметрів із граничними значен-
нями, поданими в державних стандартах). 
Тому слід проводити чітку градацію за пріо-
ритетом виконання етапів, виходячи з етапів роботи. 
Крім того, до системи ставляться стандартні вимоги, 
що диктуються сучасними тенденціями розвитку об-
числювальної техніки – система має бути мобільною, 
компактною, програмне забезпечення системи має бути 
модульним та масштабованим.
 
Рис.	1.	Схема	роботи	комп’ютерної	системи	ідентифікації	технічного	
стану	промислових	об’єктів
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Тому актуальною проблемою в проектуванні 
клієнт-серверної архітектури системи є оптимальний 
розподіл навантаження на обчислювальні ресурси 
клієнта та сервера, який би здійснювався програмним 
рішенням на базі клієнта.
2. Аналіз існуючих рішень та постановка проблеми
Типовим рішенням для градації виконуваних 
завдань без шкоди мобільності та компактності сис-
теми є клієнт-серверна архітектура, що складається 
із сервера (серверів), що надає частину своїх ресур-
сів та функціоналу для загального користування, 
клієнта (клієнтів), що використовує ці ресурси та 
мережі, що забезпечує обмін даних між ними [1]. Та-
кий підхід дозволяє знизити вимоги до клієнтських 
комп’ютерів та, як наслідок зробити їх компактні-
шими. Однак, загальним недоліком цього підходу є 
те, що сервер в деякі моменти часу може бути недо-
ступним з технічних причин, та, як наслідок, пору-
шити роботу всієї системи. 
Особливо це проявляється в підході з «тонким» 
клієнтом [2], який дозволяє звести розміри та ви-
моги до клієнта до мінімуму, однак виконує тільки 
функцію вводу-виводу та відображення результатів, 
перекладаючи всю обчислювальну роботу на ресур-
си сервера. Крім того, клієнтів може бути декілька, 
що спричинює ще більше навантаження на сервер 
без можливості розподілити його рівномірно. Част-
ково завдання сервера спрощуються при застосуван-
ні концепції «товстого клієнта» [3], який звертаєть-
ся до сервера тільки як до оператора загальної бази 
даних. Однак при цьому, відповідно, компактність 
не є пріоритетною і побудова більш потужної маши-
ни-клієнта вимагає більших затрат.
Останнім часом розглядаються варіанти засто-
сування даних концепцій з різними змінами в логіці 
роботи. Зокрема, в роботі [4] автори пропонують 
предиктивну модель, яка б аналізувала зміни, які 
стануться в системі після проведення обчислень. 
Слід також відзначити тенденцію до застосування 
програм для відображення роботи сервера на мо- 
більних пристроях та впровадження в них елементів 
адаптивності [5–7]. Крім того, значна увага нада- 
ється управлінню системами через через веб-інтер-
фейси [8–10] та побудови системи з використанням 
хмаркових сервісів [11–13].
3. Мета за задачі дослідження
Метою даного дослідження була розробка концеп-
ції адаптивного клієнта, який оперативно оцінював 
би обсяг обчислень, який слід виконати і приймав 
рішення щодо самостійного виконання обчислень або 
передачі задачі на сервер, виходячи з навантаження на 
сервер та мережу, а також власних вільних обчислю-
вальних ресурсів. 
Задачею дослідження була розробка математично-
го та програмного апарату оцінювання для подальшої 
інтеграції реалізованої концепції в автоматизовану 
комп’ютерну систему ідентифікації технічного стану 
промислових об’єктів.
4. Вибір апаратного та програмного забезпечення для 
реалізації комп’ютерної системи
Основними критеріями вибору апаратного забезпе-
чення клієнта комп’ютерної системи були:
– компактність;
– вартість;
– швидкодія;
– сумісність із сучасними стандартами вводу-виво-
ду інформації та передачі даних.
В якості клієнта при тестуванні було вирішено 
використовувати одноплатний комп’ютер Raspberry Pi 
Model B з ARM-процесором тактової частоти 700 МГц, 
512 Мб оперативної пам’яті та відео-модулем Broadcom 
VideoCore IV. Вартість даного комп’ютера становить 
$35, що робить його однією з найдоступніших, най-
компактніших обчислювальних машин даного сегмен-
ту [14]. На платі присутні порти HDMI, USB, Composite 
Video, 3.5mm jack, SD, зв’язок з низькорівневою пери-
ферією організовано з допомогою 16 контактів GPIO, 
SPI, I²C, UART, тобто плата дозволяє організовувати 
широкий спектр вводу-виводу. Мережеві можливості 
плати представлені Ethernet-портом, крім того, USB-
порт дозволяє організовувати безпровідні мережеві 
з’єднання Wi-Fi, 3G та EDGE шляхом підключення 
сторонніх мережевих модулів [15]. 
Сервером для даної системи може виступати 
будь-який комп’ютер, обчислювальна потужність яко-
го достатня для виконання задач системи. Для те-
стування при роботі з даними технологічного проце-
су газоперекачувального агрегату використовувався 
персональний комп’ютер з процесором Intel Core i7 з 4 
фізичними та 8 віртуальними ядрами з 8 Гб ОЗП.
До програмного забезпечення системи ставилися 
наступні вимоги:
– відкритість;
– кросплатформенність;
– модульованість;
– наявність бази репозиторіїв з готовою реаліза-
цією окремих методів.
В якості операційної системи сервера використову- 
ється Linux Mint, операційної системи клієнта – Raspbian. 
Встановлення Raspbian додатково дозволяє безкоштовно 
використовувати бібліотеки знаннєво-орієнтованої си-
стеми математичних розрахунків Wolfram Mathematica 
[16]. Для написання основних модулів було використано 
мову програмування Python. Дана мова програмування 
відрізняється від інших своєю гнучкістю, простотою 
роботи зі списками, матрицями та іншими типами ма-
сивів [17], кросплатформенністю та великим набором 
безплатних стандартних бібліотек для проведення нау-
кових обчислень [18], що в більшості випадків дозволяє 
рівноцінно замінити математичне забезпечення таких 
комерційних продуктів, як Matlab та Mathcad. Для взає-
модії із користувачем було вирішено використовувати 
web-інтерфейс, побудований на базі відкритого сервера 
Django, що дозволяє, ввівши IP-адресу клієнта в адресно-
му рядку браузера, отримувати оперативні дані аналізу 
на будь-якому ПК чи мобільному пристрої.
Таким чином, затрати на програмне забезпечення 
були мінімізовані, до того ж, все обране ПЗ доступне 
для роботи на широкому спектрі архітектур, що до-
зволяє вибирати оптимальну архітектуру клієнта та 
сервера в залежності від задач.
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5. Теоретичні основи та реалізація програмного 
забезпечення для адаптивного клієнта
Очевидно, що в описаній вище концепції, клієнт 
має керуватися наступним правилом – якщо прогно-
зований час виконання на сервері (з урахуванням 
передачі даних) менший від прогнозованого часу вико-
нання на клієнті, то слід передати запит на виконання 
завдання на сервер. 
В першу чергу, слід вибрати, де зберігати дані і в 
якому обсязі. В тестованій системі при роботі з даними 
газоперекачувальних агрегатів в середньому mat-файл 
даних з одного газоперекачувального агрегату за місяць 
займав 200 Кб дискового простору. Це значить, що на 
локальному клієнті можна без проблем зберігати дані 
про газоперекачувальні агрегати однієї газокомпресор-
ної станції за цілий рік. Обчислення довготерміновіших 
трендів уже постійно буде проводитися на сервері, 
оскільки такі обсяги даних потребують відповідних 
обчислювальних ресурсів, а оперативність обчислення 
результатів на таких термінах є непринциповою.
Отже, міститися на базі клієнта будуть міститися 
наступні дані:
– програмне забезпечення для проведення обчис- 
лень;
– дані з промислового об’єкту за останній рік;
– дані про те, які з діагностичних даних містяться в 
базі сервера (з постійним оновленням);
Для висновку щодо прогнозованого часу виконан-
ня завдання на клієнті та сервері слід враховувати 
наступні фактори:
– навантаження на клієнт та сервер;
– швидкість передачі в мережі;
– середній час виконання завдання даної склада-
ності (з вказаною розмірністю даних та операціями 
даного типу) на клієнті та сервері.
Для формалізації навантаження на клієнт та сер-
вер введемо наступний коефіцієнт навантаження l, 
який дорівнює:
= − − −HDD HDD RAM RAM CPU CPUl (1 l )M *(1 l )M *(1 l )M , (1)
де l HDD, l RAM, l CPU – відсоток навантаження на жорсткий 
диск, оперативну пам’ять та процесор клієнта (серве-
ра) відповідно, отриманий з допомогою інструменту 
RSUtils4Python; MHDD, M RAM, M CPU – результат бенч-
маркінгу (оцінки загальних характеристик машини при 
нульовому навантаженні)[19] для жорсткого диска, опе-
ративної пам’яті та центрального процесора відповідно.
Порівнявши отримані значення коефіцієнта для 
клієнта та сервера відповідно, та вибравши більше 
значення, можна зробити висновок, яка з двох машин 
на даний момент володіє більшою обчислювальною по-
тужністю з урахуванням інших програм, що викону-
ються на них. Такий підхід дозволяє також проводити 
адекватну оцінку можливостей сервера при роботі з 
декількома клієнтами.
Для обчислення швидкості передачі даних в ме-
режі, передається контрольний пакет даних обсягом 
1 кб. Виходячи з даних програмного модуля, що пере-
дає пакет, швидкість передачі обчислюється наступ-
ним чином:
= − 0v I / (t t ) ,     (2)
де t 0 – час початку передачі, t – час закінчення пере-
дачі, І – обсяг контрольного пакету.
Для оцінки середнього часу виконання було при-
йнято рішення використовувати штучну нейронну 
мережу з використанням алгоритмів навчання з вчи-
телем. Вхідними значеннями мережі є:
– тип завдання (статистичний аналіз, вейвлет-пе- 
ретворення, аналіз емпіричних компонент тощо), зада-
ний кодом від 1 до 6;
– обсяг даних, з якими здійснюється робота (кіль- 
кість чисел з плаваючою комою у вхідній матриці).
Цільовими значеннями для тренування було вибрано 
фактичний час виконання конкретних завдань з матри-
цями заданої величини, що розділявся на відсоток віль-
них ресурсів на момент початку виконання завдання.
Тренована нейронна мережа в результаті дає можли-
вість прогнозувати приблизний час, причому, у зв’язку з 
неповнотою даних, даний підхід є точнішим ніж засто-
сування статистичних алгоритмів регресії [20].
Загальний алгоритм проведення аналізу даних на 
стороні клієнта відбувається за блок-схемою, зображе-
ною на рис. 2.
Рис.	2.	Алгоритм	проведення	аналізу	даних	на	стороні	
клієнта
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Очевидно, що при проведенні аналізу даних, який 
потребує проведення невеликої кількості обчислень, 
дана концепція буде працювати дещо повільніше. Од-
нак, якщо брати тривалі часові проміжки з великим 
обсягом аналізу даних, оптимізація розподілу обчис-
лювальних завдань між клієнтом і сервером дасть 
можливість зменшити час діагностики в порівнянні зі 
схемами з «тонким» та «товстим» клієнтом.
6. Результати дослідження
Для перевірки результатів було проведено аналіз 
даних газоперекачувального агрегату за 3 місяці. Спо-
чатку брався аналіз з найменшим обчислювальним 
навантаженням (статистичний). З кожним кроком до-
давався новий вид аналізу з більшим навантаженням 
на обчислювальні ресурси. Графік середнього часу 
аналізу на трьох видах клієнтів показаний на рис. 3.
На початкових етапах адаптивний клієнт поступа-
вся в швидкодії товстому клієнту за рахунок витрати 
обчислювальних потужностей на прогнозування часу 
виконання. Однак при включенні в аналіз методів, що 
вимагали великих обчислювальних потужностей, тов-
стий клієнт дав найгірший результат, оскільки швид-
кодія сервера є в рази кращою. При цьому, адаптивний 
клієнт мав незначну перевагу за рахунок виконання 
статистичного та ентропійного аналізу на власних по-
тужностях, без передачі даних на сервер, економлячи 
час на передачу. 
7. Висновки
Запропонована концепція адаптивного клієнта на 
базі одноплатного комп’ютера Raspberry Pi Model B 
використовує розроблений та реалізований алгоритм, 
що враховує прогнозований нейронною мережею обсяг 
обчислень, що мають бути виконані, а також поточний 
рівень завантаження обчислювальних ресурсів клієн-
та, сервера та мережі з метою визначення доцільності 
виконання обчислювального завдання на клієнті або 
передачі його на сервер. Перевага 
такого підходу перед «тонким» 
та «товстим» клієнтом полягає в 
тому, що у випадку невеликих за-
вдань клієнт не витрачає час на 
передачу їх на сервер (як у варіан-
ті «тонкого» клієнта), а у випадку 
завдань, що вимагають значного 
обсягу обчислень, клієнт не ви-
конує їх самостійно (як у варіанті 
«товстого» клієнта). Таким чи-
ном, адаптивний клієнт поєднує 
в собі сильні сторони обох стан-
дартних реалізацій клієнт-сер-
верної архітектури. Крім того, 
клієнт-серверна архітектура сис-
теми дозволяє реалізувати підхід 
з використанням Web-інтерфей- 
су та хмаркових обчислень, що 
відповідає останнім тенденціям 
у взаємодії користувача та ма-
шин з великою обчислювальною 
потужністю. Функціональний модуль з реалізацією 
концепції адаптивного клієнта інтегровано в розроблю-
вану авторами автоматизовану комп’ютерну систему 
ідентифікації технічних станів промислових об’єктів. 
 
Рис.	3.	Результати	роботи	трьох	видів	клієнтів	для	різних	видів	аналізу
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Запропоновано перешкодостійкий алгоритм 
розпізнавання символьної інформації без проце-
дур попередньої сегментації та контурної філь-
трації, побудований на основі комбінації кореля-
ційного методу та критерію мінімуму кодових 
відстаней. Проведено порівняльний аналіз з відо-
мими алгоритмами розпізнавання символьної 
інформації. Показано, що запропонований алго-
ритм вимагає виконання меншого числа арифме-
тичних операцій та має низьку складність тех-
нічної реалізації
Ключові слова: розпізнавання символьної 
інформації, ковзна кореляція, бінаризація зобра-
ження, кодова відстань Хемінга
Предложен помехоустойчивый алгоритм рас-
познавания символьной информации без проце-
дур предварительной сегментации и контурной 
фильтрации, построенный на основе комбинации 
корреляционного метода и критерия минимума 
кодовых расстояний. Проведен сравнительный 
анализ с известными алгоритмами распознава-
ния символьной информации. Показано, что пред-
ложенный алгоритм требует выполнения мень-
шего числа арифметических операций и обладает 
низкой сложностью технической реализации
Ключевые слова: распознавание символьной 
информации, скользящая корреляция, бинариза-
ция изображения, кодовое расстояние Хэмминга
1. Введение
В современных системах машинного зрения акту-
альна задача распознавания символьной информации. 
Решение такой задачи необходимо при распознавании 
регистрационных номеров автомобилей, надписей на 
железнодорожных вагонах и контейнерах, при иденти-
фикации символьной информации на печатных платах 
