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 1 
Abstract 
 
Recently in Australia, there has been an unprecedented increase in the use of low frequency 
magnetotellurics to explore for mineral systems on scales of tens to hundreds of kilometres, 
as exemplified by the Australian Lithospheric Magnetotelluric Project (AUSLAMP). To take 
full advantage of these efforts and to connect the crustal scale interpretations to the near 
surface, many explorers will carry out higher frequency lightning sourced Audio-Frequency 
Magnetotelluric (AMT) soundings. Lightning strikes generate powerful electromagnetic 
waves, known as sferics, which can penetrate a 1000 Ω.m half space to depths between 100 
m and 5.7 km at frequencies of 25 kHz and 7.8 Hz, respectively. However, AMT data are 
adversely affected by the highly variable signal to noise ratios (S/N) and distortion of the 
regional (primary) electromagnetic fields. These two problem areas are strongly linked to the 
lightning strike parameters which determine the primary AMT source fields, such as strike 
location, peak-current, and current polarity. It is commonly assumed that prolonged 
acquisition can resolve these issues, but due to the non-stationary statistics of lightning 
signals, this assumption is incorrect and may reduce survey coverage and data quality.  
Global lightning networks detect sferics and catalogue the time and location of up to 
four million lightning strikes per day. In this thesis, I show that through data mining of 
GLD360 lightning network data, it is possible to extract AMT source information to improve 
data processing and interpretation. Lightning network data and a model of the Earth-
ionosphere waveguide predict the time of arrival, azimuth, and amplitude for each GLD360 
detected sferic in our time series EM data. A window of extracted time series data around 
each predicted sferic is extracted and stored into a structured database with associated 
lightning network data, such as lightning peak current, polarity, geographical coordinates, 
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and arrival azimuth. For large lightning-peak current, I observed a strong correlation between 
source proximity and increased S/N, particularly at dead-band frequencies (1.5 to 5 kHz), 
which often correlate to depths of interest to mineral explorers (200 to 400 m a 1000 Ω.m 
half space).  
When sferic signals are small or infrequent, measurement noise in electric and 
magnetic fields causes errors in estimated apparent resistivity and phase curves, leading to 
great model uncertainty. Thus, I chose to use our lightning network data mining approach to 
investigate relationships between lightning strike location, peak current, and the quality of the 
estimated apparent resistivity and phase curves using the bounded influence remote reference 
processing code. I investigated two empirical approaches to pre-processing of time-series 
AMT data before estimation of apparent resistivity and phase: stitching and stacking 
(averaging). For single-site AMT data, bias can be reduced by processing sferics from the 
closest and most powerful lightning strikes and omitting the lower amplitude signal-deficient 
segments in between. The results indicate that the best approach to reduce bias is to stitch the 
highest amplitude data from the closest sources. 
Without source information, identification and removal of galvanic distortion is a 
fundamentally ill-posed problem, unless data are statistically decomposed into determinable 
and indeterminable parts. Realistic assumptions of the Earth-ionosphere waveguide 
propagation velocity accurately predict the arrival azimuth for every significant sferic in the 
relevant time-series data. For each sferic with large amplitude, I calculate the rotation of the 
electric field from the measured to the predicted arrival azimuth. This rotation of the electric 
field is a primary parameter of distortion. These results demonstrate that a rudimentary model 
for near-surface galvanic distortion consistently fits observed electric field rotations. When 
local features rotate regional electric fields, then counter-rotating data to predicted arrival 
azimuths is proposed as a means to correct the directional dependence of static shift.
CHAPTER 1. INTRODUCTION 
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Chapter 1 Introduction 
 
Electromagnetic methods are widely used to remotely map physical properties using time-
varying electric and magnetic field signals (Cloude, 2010; Jackson, 1999; Sekihara and 
Nagarajan, 2015). EM sensing at extremely high frequencies covers optical, gamma, and x-
ray phenomena (Als-Nielsen and McMorrow, 2011; Born and Wolf; 2013, Gilmore; 2011). 
High frequency electromagnetic fields are used in radio communication, and microwave and 
radar applications (Conyers, 2016; Davidson, 2010; Watt, 2013).  Low frequency 
applications include geophysical, power transfer and conductor fatigue detection (Shindo, 
2016; Spichak, 2015).  All EM systems have either a natural or man-made source, and a 
sensor(s) which detects electric and magnetic fields.  Electromagnetic geophysics can be 
carried out in the air, on the ground, underwater or in boreholes, using a variety of 
geometries, source waveforms, and conductor and target-depth sensitivities. 
The magnetotelluric implementation of electromagnetic methods uses the Earth’s 
naturally varying magnetic field as a natural source that induces electrical currents in the 
ground (Berdichevsky and Dmitriev, 2008; Dentith and Mudge, 2014; Zhdanov, 2017). The 
magnetotelluric measurement consists of digitally sampling the inducing magnetic field in 
conjunction with the electric field which is measured as an electrical potential difference. The 
objective of magnetotellurics is to estimate the Earth’s bulk apparent resistivity as a function 
of frequency at the Earth’s surface so that conductive structures can be interpreted 
geologically. Because most base metal sulphides are conductive, a variety of electromagnetic 
methods have long enabled the mineral exploration industry to make new discoveries, 
CHAPTER 1. INTRODUCTION 
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particularly when conductive mineral accumulations are covered by conductive regolith and 
are not expressed in the surface geology (Cattach, 2012; Goodwin et al., 2018). As explorers 
take up projects in more challenging environments, they will need to place more weight on 
geological interpretations of geophysical data.  
One of the main challenges facing the mineral exploration industry in Australia is the 
perception that the discovery rate for exposed and partially covered mineral deposits has 
declined significantly from what it was in the 1980s. In 2012, The UNCOVER initiative was 
launched in Australia jointly by government, industry, and academic institutions with one of 
the key objectives being to drive innovation in the geophysical exploration for deep high-
grade mineral deposits (Blewett, 2014; Funk, 2014; Heinson, 2014). The most significant 
physical challenge for exploration beyond 500m depth is that most conventional 
electromagnetic signal amplitudes fall below instrumentation and ambient background noise 
levels. For electromagnetic exploration, this challenge is exacerbated by the conductive 
regolith which overlays at least 80% of Australia’s mineral bearing fresh rock. From an 
electromagnetic perspective, the thick (1 to 3000 m) and relatively conductive regolith (5 to 
100 ohm.m) obscures the response of bedrock conductors of interest to mineral explorers 
(Mulè, 2016; Roach, 2016; Roach et al., 2016; Wolfgram and Thomson, 1998). These 
challenges have no doubt contributed towards increasing the risk and cost of green-fields 
exploration in Australia.  
To understand the challenges of deep exploration through conductive cover requires 
an appreciation of the electromagnetic skin depth effect which dictates that the depth rate of 
attenuation of EM fields increases with increasing frequency (Feynman et al., 1965). Thus, 
greater depths of investigations require lower frequencies of EM excitation. At depths beyond 
a few hundred metres, reconnaissance drilling is usually too expensive to be feasible at the 
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prospect to regional scales. Airborne electromagnetic methods which use dipole-moment 
limited transmitters operating at frequencies above several Hertz, are also limited to explore 
to depths up to 500m in most parts of Australia (Aitken et al., 2015; León-Sánchez et al., 
2016). Because there is an abundance of natural low frequency EM radiation (0.01 to 20,000 
Hz) available at the Earth’s surface, the magnetotelluric method appeals to explorers wanting 
to map geological structure in the bedrock below thick conductive cover (Kemp et al., 2016). 
However, for reliable magnetotelluric imaging at depth, frequency content is necessary but 
not sufficient; Signal to noise ratios must be sufficient to ensure that data is of high enough 
quality to detect deep conductors.  
This thesis concerns magnetotellurics in the audio-frequency band (7 Hz to 30 kHz), 
which corresponds to investigation depths of 10 m to 600 m and 100 m to 6000, depending 
on the conductivity of the host rock (10 to 1000 W.m) and the limiting frequency used. The 
Australian regolith is often inhomogeneous and includes small scale structures that can 
distort magnetotelluric responses. Despite significant research in this area, there is still a lack 
of empirical analysis on the role that primary electromagnetic fields and source 
characteristics play in magnetotelluric distortion; additional constraints in the form of 
predicted arrival azimuths can, in principle, be used to directly observe the perturbation of the 
regional electromagnetic fields by local structures of any size or dimensionality at the 
magnetotelluric sounding site.  
The work presented in this thesis focuses on incorporating source information from 
lightning networks to directly observe magnetotelluric distortion and to improve signal to 
noise ratios. The remaining sections of this Chapter will define the objectives and problem 
statements which define this research programme; however, we will first review the 
magnetotelluric literature.  
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1.1 A brief review of the magnetotelluric method 
 
Chave and Jones (2012) provide a historical development of the magnetotelluric method from 
its inception in the late 19th century through to the 1960’s. Their review describes how 
Japanese researchers (Hirayama, 1934; Rikitake, 1948; Rikitake, 1951) first developed 
magnetotellurics through consolidating existing international research into deep geomagnetic 
induction (Chapman and Price, 1930; Lamb, 1883) and observations of the correlation 
between the Earth’s geomagnetic and electric fields (Airy, 1868).  Although, Hirayama 
(1934) and Rikitake (1948) published the first theoretical and experimental treatments of 
magnetotellurics, there is sufficient evidence in the literature to jointly attribute credit to 
Cagniard (1953) and Tikhonov (1950) for independently developing the scalar 1-dimensional 
magnetotelluric method.  
In the early 1950’s James Wait, published a series correspondences with Cagniard 
that re-examined the validity of the uniform plane wave assumption (Wait, 1954). Prior to 
Wait’s analysis, magnetotelluric source fields were assumed to be vertically propagating 
waves originating from directly above the sounding site. Wait’s research demonstrated that 
although magnetotellurics was mathematically sound, it was established on the wrong 
physical assumptions about the nature of the source fields. Firstly, Wait (1954) showed that 
the scalar magnetotelluric theory was valid only when the spatial gradient of the electric and 
magnetic fields is less than a frequency dependent scale length threshold. This condition is 
met only when the source currents are sufficient small and located far from the sounding site. 
Secondly, Wait (1954) showed that source fields propagate sub-horizontally above the 
Earth’s surface and due to the finite conductivity of Earth rocks (1-10,000 mS/m), low 
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frequency (<10 kHz) EM fields are partially reflected at the Earth’s surface and partially 
transmitted near-vertically into the ground (Macnae, 2012b).  
There are two sources of signal for magnetotellurics; 1) lightning strikes, which 
generate EM fields in the frequency band between 8 Hz and 100 kHz, 2) electromagnetic 
interactions between charged solar particles and the Earths external magnetic field at 
frequencies below 1Hz. This thesis is concerned with the Audio-Frequency Magnetotelluric 
(AMT) method which uses lightning generated source fields at frequencies between 8 Hz to 
20 kHz. Because high frequency electromagnetic fields are heavily attenuated by the 
conductive Earth, AMT is used for shallow crustal soundings to several kilometres.  
In the early 1970’s a series of publications reported the use of AMT for mineral 
exploration (Goldstein, 1971; Goldstein and Strangway, 1975; Slankis et al., 1972; 
Strangway and Koziar, 1979; Strangway et al., 1973). AMT data can be acquired using 
broadband frequencies (0.01 Hz to 10 kHz) to link the prospect and mineral province scale, 
and to use the deeper penetrating low frequency fields to detect deeper conductors which sit 
beyond the detectability range of portable controlled source transmitters (typically operating 
at several Hz). One of the biggest disadvantages of natural AMT is the variability and lack of 
control of signal to noise ratios, particular at the band of frequencies between 1-5 kHz where 
sferic energy is all dissipated near the lightning strike in resonance between the Earths 
conductive surface and the ionosphere. This resonant energy cannot propagate and thus at 
long distances there is a trough in the signal spectrum known as the audio-frequency dead 
band.  
To date, the most common approach to mitigate the dead band problem, as 
championed by Garcia and Jones, (2002a), has been to survey at night when changes in the 
ionospheric profile tend to reduce the attenuation of sferics propagating through the Earth-
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ionosphere waveguide. However, there are three main limitations to this work. Firstly, only 
two high-latitude locations are used. Secondly, only frequencies at the lower limit of the dead 
band (1-2 kHz) are presented which have lower attenuation rates than frequencies 3-5 kHz. 
Finally, (Garcia and Jones, 2002a) do not address the dependence of their results on the 
distance between their experimental site, and lightning strike locations. Historical lightning 
network data could be used to predict probabilities of reaching set signal to noise threshold at 
any survey site on the Earth based on monthly, daily and hourly acquisition time frames, if 
the predictive model encompassed the relevant propagation and attenuation physics. 
Aside from increasing signal to noise ratios through improvements to acquisition 
hardware and sensor technology, researchers have attempted to gain a better understanding 
the variability of natural electromagnetic fields in the audio frequency band. Most of this 
research (Goldak, 1997; Goldak and Goldak, 2001; Labson et al., 1985) has analysed electric 
and magnetic field data over daily, monthly and yearly intervals, rather than looking at long 
term averages. Sternberg (2010) looked at the maximum and minimum signal levels 
occurring within the typical time constraints of routine electromagnetic surveys. Both 
Sternberg (2010) and Garcia and Jones (2002a) found that sferic signal levels in the 1-8 kHz 
band are generally higher at local midnight when the predominant sferic propagation occurs 
over the unlit side of the earth-ionosphere waveguide. None of these references have used 
lightning data to look at how signal to noise ratios depend on lightning strike location, 
current, polarity and strike time. 
After acquiring magnetotelluric data, the digitised time series must be calibrated and 
transformed (processed) into the frequency domain. Originally this was done through Fourier 
transforms and cascaded decimation schemes (Sims et al., 1971). However, during the late 
1970’s and early 1980’s, remote references were introduced to improve data quality by 
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removing uncorrelated noise (Gamble et al., 1979a; Gamble et al., 1979b). In the late 1980s 
there was a major push towards robust processing schemes to improve the precision of 
apparent resistivity soundings (Chave and Thomson, 1989; Egbert and Booker, 1986; Jones 
et al., 1989). However robust processing schemes exposed the need for greater reliability in 
calculating the errors in the magnetotelluric response (Chave and Jones, 2012), which are 
generally functions of non-stationary noise in both the electric and magnetic field 
components.  
In cases where signal levels frequently fall below or are comparable to the instrument 
noise floor, robust estimation introduces bias into the apparent resistivity and phase curves. In 
addition, many of the robust codes were developed for the processing of low frequency 
magnetotelluric data which are quasi-continuous and slowly varying with time. As a result, 
the intermittent high-amplitude sferic signals, are often down weighted. Unfortunately, these 
signals contain the most useful information about the near-surface resistivity structure. This 
has led to the development of pre-processing strategies such as those of Garcia and Jones 
(2008), and Larnier et al. (2016) which use amplitude thresholds to pre-select data to retain 
the high amplitude sferic signals. However, neither of these approaches explore the source-
dependent characteristics of sferic signal to noise ratios.  
Another key problem in magnetotelluric soundings is the effect of small scale 
conductors (inhomogeneities) on the resolution of deeper structures of interest, particularly in 
the electric fields. As described in Jiracek (1990), charges accumulate at the boundaries of 
structures which in turn generate secondary electric fields that externally scatter the incoming 
regional electric fields causing the measured horizontal electric field to be perturbed. The 
magnetotelluric static shift effect, which is frequently encountered during surveying, is one 
class of these unwanted local distortions that must be accounted or corrected for. When the 
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regional structure is 1-D, static shift is observed as a constant frequency independent offset in 
log-log scaled xy and yx apparent resistivity curves (Jones, 1988; Jones, 2012).  
There are several existing approaches taken to mitigate the static shift effect. The 
continuous profiling methods such as EMAP (Morrison and Nichols, 1997; Torres-Verdin 
and Bostick Jr, 1992) and MIMDAS (Garner and Thiel, 2000), use spatial filtering to reduce 
the effect of local scatterers on the electric fields which manifest as short wavelength features 
on an AMT profile, whilst maintaining responses which vary smoothly across profiles and 
correspond to deeper structures. A significant drawback for these rapid profiling methods is 
the sacrifice of half the AMT field components for an improvement in field productivity. This 
renders the techniques insensitive to discrete 3-D conductors (Jones and McNeice, 2002).  
For sparsely located sounding sites, the distorting body is not well resolved and 
cannot be filtered or removed from profile data (Jiracek, 1990). Although some practitioners 
use a-priori information such as resistivities obtained from controlled source electromagnetic 
soundings to shift the apparent resistivity curves closer to their apparent value (Macnae et al., 
1998, Pellerin and Hohmann, 1990), the added field work is time consuming and requires 
additional equipment, thus cost often prevents these corrections from being applied to every 
station on a survey. 
Recently in Australia, there has been a shift in the minerals industry towards mineral 
systems perspectives. Initiatives such as the Australian Lithospheric Architecture 
Magnetotelluric Project (AUSLAMP) (Robertson et al., 2016; Thiel et al., 2018), Deep Earth 
Imaging (McWilliams, 2017), and UNCOVER (Roach, 2016) have revived the interest of 
using magnetotellurics for deep crustal studies, to penetrate through thick sedimentary cover 
to explore for deep mineralised conductors, and to understand the lithospheric controls and 
geological architecture that provides potential for mineral system development. Because of 
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the deep seated magmatic nature of minerals systems, these problems will require extensive 
3-dimensional modelling and inversion. Although there is a general consensus amongst 
researchers that one-dimensional and two-dimensional distortion problems are well 
understood and corrected for (Chave and Smith, 1994; Groom and Bailey, 1989), distortion 
caused by three-dimensional structures in the presence of three-dimensional targets, is a 
problem area at the forefront of current research (Garcia and Jones, 2002b; Jones, 2011). 
Recently, Avdeeva et al. (2015); Kordy et al. (2015); Robertson et al. (2016); and Tang et al. 
(2018) have used fine scale near-surface meshes to incorporate 3D distortion models into the 
magnetotelluric inversion process. However, these approaches do not address the ambiguity 
introduced by adding additional parameters to be solved for which are not independently 
verifiable. In addition, the starting models used in 3D inversion often introduce depth-
sensitivity bias; once the model space includes a structure which contributes to a significant 
degree of the data fit, there is little incentive for the inversion to explore the remainder of the 
model space.  
Looking to the future, there is a clear need to facilitate data acquisition through 
increased deployment of sensors using fine grids (25, 50, 100 m spacing), collecting more 
types of data (E(x,y,z); B(x,y,z); dB(x,y,z)/dt), and decreasing the time amount of time spent 
at each station. Cameron and Wolfgram (2016) and Shan and Pedersen (2014) have shown 
promising results for rapid acquisition by using shorter electrode spacing (10m) or removing 
the need for digging in electrodes by using a capacitive-coupled long wire antenna. Macnae 
(2012b) and Hennessy and Macnae (2015) used ARMIT sensors, which are lightweight, 
portable (0.4 m length), and auto-levelling, meaning that these sensors do not need to be dug 
into the ground. In addition, ARMIT sensors are wide-band and more sensitive than large 
induction coils typically used in AMT such as Phoenix AMTC-30 (0.8 m length). A word of 
caution echoed from a review by Jones (2017): “Rapid acquisition systems require robust 
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experimental procedures to ensure alignment of electric and magnetic field components and 
uniform electrode lengths to prevent introducing artificial static shift effects from the scaling 
and rotation of electric fields.” 
In addition to acquiring more natural fields data, we should seek to separate the 
electric and magnetic field components (Jones and McNeice, 2002; Routh and Oldenburg, 
2000) which each have independent geological information and unique noise characteristics. 
As shown by Jones and McNeice (2002), steeply dipping conductors, which are common 
mineral exploration targets in Australia, are not sensitive to magnetic field vectors which 
point along the strike direction of the conductor. In fact, discrete conductors have the 
majority of their response in the cross-strike magnetic component, whereas strike-extensive 
targets have the majority of their response in the along strike electric field component. The 
main obstacle for further research in separating the magnetic and electric field components 
from natural fields surveys will be the challenges in measuring and then removing or 
normalising to the primary electric and magnetic fields; For example, the total horizontal 
field in the absence of discrete conductors, the regional vertical electric field, or a primary 
field model derived from lightning source information and models for propagation through 
the Earth ionosphere waveguide. The resulting secondary electric and magnetic field profiles 
could be then used to directly map the location and geometry of subsurface conductors. 
 
1.2 Problem statement 
 
There are several source field assumptions inherent in the audio-magnetotelluric method 
which often cause sub-optimal results, particularly in two problem areas; 1) signal-to-noise 
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ratios, 2) magnetotelluric distortions. Presently, the only way to improve AMT data quality is 
to prolong acquisition and employ esoteric methods of distortion analysis which for some 
model scenarios can be underdetermined. Because conductivity contrasts and 
inhomogeneities are found through the Australian regolith at all scales, magnetotelluric 
distortions, such as static shift, are encountered frequently. Additionally, signal-to-noise 
ratios in AMT surveys are totally unconstrained. For example, AMT practitioners assume 
that for sufficiently prolonged acquisition, EM source fields are random, quasi-continuous, 
contain a wide band of frequencies, and arrive at the survey site from all directions. Through 
GPS time synchronization, it is possible to use lightning location data to evaluate an AMT 
experiment and show when and to what degree these assumptions are valid. In addition, 
lightning location data can be used to model the propagation of lightning sourced 
electromagnetic fields from the strike location, through the Earth ionosphere waveguide, and 
to the survey site, to predict; 1) the precise time of arrival, 2) sferic signal amplitudes, and 3) 
directions for the Electric and Magnetic field vectors of each sferic.  
The aim of this thesis is to determine how lightning source information from proxy 
datasets can be incorporated into AMT surveys to provide new knowledge about how to 
process and improve the quality of natural fields electromagnetic soundings. There are three 
components to this research;  
Firstly, we will develop a global waveguide propagation model to link lightning strike 
information to time series magnetotelluric data. Secondly, we will use lightning strike 
information to predict signal rich segments in time series AMT data, and extracting these 
signals for processing. Thirdly, we will use lightning strike locations to predict sferic arrival 
azimuths at the survey site and hence estimate and compare regional and local 
electromagnetic fields. 
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Throughout this thesis, a total of 5 research questions are posed and addressed; 
(1) How can we link lightning strike information to sferic signals in time series 
electromagnetic data? 
(2) How do signal to noise ratios (S/N) at dead band frequencies depend on lightning peak-
currents and the distances between lightning strikes and the survey site? 
(3) How can predicted sferic arrival azimuths characterise magnetotelluric distortions? 
(4) How can directly observed distortion help correct for static shift? 
(5) How can processing AMT data with lightning source considerations reduce bias in 
apparent resistivity and phase curves? 
 
1.3 Thesis outline 
 
In Chapter 2, we will develop a first principles understanding of the background 
electromagnetic theory relevant to this research project. We will show how electromagnetic 
soundings can provide geophysical signatures of sub-surface geological structure. The second 
part of Chapter 2 will introduce lightning as a natural source for Audio-Frequency 
Magnetotellurics.   
Chapter 3 provides the methodological framework for this research; What 
instrumentation did we use and why was it chosen over more conventional equipment? Why 
did we choose the GLD360 data? And how do errors in the lightning locations propagate 
through our method? We will then cover background theory relevant to the magnetotelluric 
method including a derivation of the two-dimensional impedance tensor, which will lead to a 
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discussion of local and regional effects in magnetotelluric soundings. This Chapter closes 
with a discussion of the importance of improving signal to noise ratios and the implications 
for increasing penetration depth and resolution of subsurface conductors. 
In Chapter 4, we will develop the empirical framework to link lightning network data 
to real electromagnetic time series data. We develop a global wave guide propagation model 
to predict the propagation path, arrival time, arrival azimuth and vertical electric field 
amplitude. This Chapter will answer the following research question; which lightning 
locations give rise to high signal to noise ratios (S/N) at dead band frequencies? To address 
this question, we use lightning network data as a proxy to segment electromagnetic data into 
a database structured by sferic attributes such as amplitude, polarity and arrival azimuth. We 
will show that lightning network data consistently predict the arrival of sferics in time series 
data and that lightning strikes close to the survey site with high peak currents give rise to high 
S/N, particularly at dead band frequencies.  
In Chapter 5, we test the hypothesis that; If bias in AMT data is lightning source 
dependent, then source dependent processing of data, with S/N considerations, will reduce 
bias in apparent resistivity and phase curves. We will first investigate how lightning location 
and peak current influence the quality of AMT results, and then we will trial three different 
methods of incorporating selected data segments with the BIRRP code; 1) conventional 
processing of long time series, 2) stitching short segments with high signal amplitudes, 3) 
stacking sferics.  
In Chapter 6, we use lightning network data as proxy data for source information to 
predict sferic amplitude and arrival azimuth. We compare predicted and measured sferic 
azimuths to directly observe rotation of sferics as a function of incoming arrival azimuth. We 
then fit rotations to a rudimentary model for galvanic distortion and investigate the effect of 
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counter-rotating data on the estimate apparent resistivity and phase curves. This Chapter 
addresses the following research questions and sets scope for further research in MT 
distortion analysis: (1) How can predicted sferic arrival azimuths characterise magnetotelluric 
distortions? (2) How can directly observed distortion help correct for static shift? 
Finally, Chapter 7 contains a discussion of the contributions and implications of the 
research presented throughout thesis. 
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Chapter 2 EM Fundamentals and 
Lightning 
 
Geophysicists infer the structure of the solid Earth through measurements of physical 
properties such as conductivity. Conductivity is a particularly useful property in mineral 
exploration because it is often a signature of base metal ore accumulations (Frankcombe and 
Trench, 1994; Emerson, 1980; Dentith, 2003). Because the conductivity of rocks varies over 
many orders of magnitude, electrical and electromagnetic methods that infer conductivity can 
distinguish conductive mineral accumulations from their host rock and surroundings. Because 
electromagnetic methods have played a major role in many modern mineral discoveries, there 
is active research in improving survey execution, data processing, data interpretation, and 
modelling and inversion of the data itself (Zhdanov, 2010; Smith, 2014; Moorkamp, 2017; 
Chang-Chun et al., 2015).  
Electromagnetic surveys screen the Earth for conductivity anomalies. An 
electromagnetic survey requires a source of time-varying electromagnetic fields, which 
source can be natural or artificial and essentially consists of a mechanism that accelerates 
charges. As charges accelerate, part of the electromagnetic field detaches and travels away 
from the source as a wave. EM waves are altered in amplitude and phase when they interact 
with electrical structures. The first part of this Chapter summarises interactions between 
electromagnetic fields and matter in the context of electromagnetic soundings. The second 
part of this Chapter describes lightning strikes, and their role as an energy source for the 
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magnetotelluric method. The later part of this Chapter looks at global lightning detection 
networks which produce databases of lightning strike activity often including several AMT 
source parameters.  
 
2.1 Electromagnetic surveys 
 
Electromagnetic surveys are carried out using sensors to measure various combinations of 
electric and magnetic field components generated by either natural or artificial 
electromagnetic sources (transmitters). There are many possible transmitter-receiver 
configurations (systems) and there is no single most effective system for all applications.  
 
2.1.1 Conductivity of Earth materials 
Electrical resistivity quantifies opposition to the flow of electrical current and is measured in 
units of Ω.m. Conductivity is the reciprocal of resistivity and its units are S/m. Figure 2.1 
shows conductivity and resistivity for a variety of common rock types. Base metals such as 
copper, nickel, lead and silver, which form natural components of sulphide minerals, 
generally have very low resistivities. Since the electrical resistivities of rocks span 12 orders 
of magnitude, electrical and electromagnetic methods, which are used to estimate and infer 
electrical conductivity, are commonly used to distinguish conductivity anomalies (geological 
structures) such as base metal ore deposits from their surrounding environment. Most rock 
types have resistivities that vary over at least one order of magnitude (Palacky, 1988).
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Figure 2.1: Electrical resistivities of common rocks, minerals, and unconsolidated materials can span over 12 orders of magnitude. Image from 
Miensopust (2010). 
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The Earth is a dynamic system which includes a series of natural processes that are 
responsible for creating, modifying, and destroying rocks (Plummer et al., 2001). This cycle 
is known as the rock cycle and it produces three main rock types; Igneous, Sedimentary, and 
Metamorphic. Throughout the rock cycle, rocks are exposed to conditions and processes 
which alter their physical properties including resistivity. Examples of such processes include 
but are not limited to;  
• Chemical alteration by the flow of hydrothermal fluids. 
• Chemical alteration and enrichment by circulating ground water fluids. 
•  Erosion and oxidation by wind, rain and wave action. 
•  Metamorphism  
• Contaminants introduced into the water table by human activity. 
• Silicification. 
• Mineralisation 
• Mechanical processes; fracturing, faulting, and brecciating.  
Since rock conductivities are determined by geological history, which in turn depends 
on a multitude of random processes, common rock types can have conductivities that vary 
over one or more orders of magnitude (Palacky, 1988). For example, massive, disseminated 
and blebby sulphides each have a distinct sulphide matrix. Well connected matrixes 
commonly observed in massive sulphides, tend to have very high conductivities. Poorly 
connected matrixes generally have weak to moderate bulk conductivities. The metal and 
sulphide content of mineral occurrences is also controlled by natural random processes 
leading to variable conductivity.  
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The host rock surrounding an ore deposit (or mineral occurrences) usually determines 
the deposit model and style of mineralisation. For example, massive nickel sulphides in 
Western Australia, are often the result of metal rich komatiite volcanic flows which occurred 
during the Archean period (Frost et al., 1998). These deposits are typical found in proximity 
to a resistive/moderately conductive volcanic (komatiite) host rock. Sedimentary exhalative 
deposits, on the other hand, are often found in marine sedimentary environments proximal to 
diverging tectonic plates and oceanic ridges where hydrothermal vents (black/white smokers) 
release geothermally heated water containing metal-rich sulphides (Goodfellow and Lydon, 
2007). These metal rich particles are deposited on the marine surface and crystallise at the 
base of the water body.  
Thus, before exploring for a particular commodity, an exploration geophysicist must 
understand how to translate between geology and geophysics (Thomas et al., 1992; Schneider 
and Emerson, 1980; Mutton, 2000; McIntyre, 1980; Clark, 1983). If the electromagnetic 
method is to be used, this is often done using a simplified conductivity model. The objective 
of the conductivity model is to represent geological parameters which can be tied to 
conductivity.  Figure 2.2 (a) shows how a complicated geological model with several rock 
types and structures is transformed into an electrical conductivity model Figure 2.2(b). In this 
example, the target of interest is proximal to other conductive features such as crystalline 
rock (graphitic shales) and a weathered surface layer (conductive overburden). The 
overburden may occasionally have polarizable and/or superparamagnetic (SPM) properties 
which complicate the geophysical interpretation of conductivity structures (Macnae, 2017; 
Hine and Macnae, 2016). Polarisation and SPM effects are not considered in this thesis. Since 
the presence of additional conductors and spurious features will affect the electromagnetic 
sounding results, the geological environment must be carefully considered prior to surveying.  
CHAPTER 2. EM FUNDAMENTALS AND LIGHTNING 
 22 
 
Figure 2.2: a) geological model, b) equivalent electrical conductivity model for planning 
geophysical surveys. Adapted from a Gordon West figure taken from Macnae (1982).  
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2.1.2 Electromagnetic wave propagation and diffusion 
The frequency domain Helmholtz equations (Zonge and Hughes, 1991; Grant and West, 
1965) describe the behaviour of electromagnetic fields in source free media; 
 ∇" #$ = 	'()* #$ − 	,(*" #$ ,  ( 2.1 ) 
where E represents the electric field vector, H the magnetic field vector and ω is the angular 
frequency of the electromagnetic field. Three other variables define the electric and magnetic 
properties of the medium; ϵ is the electric permittivity, σ is the electrical conductivity, μ is 
the magnetic permeability. Equation 2.1 can be simplified using the complex wavenumber k; 
 -" = 	,(*" − ',)*. ( 2.2 ) 
There are two main terms in the Helmholtz equation; a term dependent on σ 
(conductivity term) and a term dependent on ω2 (dielectric term). The diffusion regime, also 
known as the quasi-static limit, occurs when the conductivity term dominates (σ >> ϵ ω). The 
propagation regime occurs when the displacement current term dominates (σ<<ϵ ω).  
At frequencies below 0.1 MHz, the conductivity term for most Earth materials is 
usually much larger than the dielectric term, and solutions to the Helmholtz equation describe 
fields which have an exponential depth rate of attenuation. Below 10 kHz the AMT band is 
within the diffusion regime. The quasi-static limit is also known as the long-wavelength 
approximation. At high frequency where the medium is highly resistive, the displacement 
term dominates and the solutions to the Helmholtz equation describe fields which attenuate 
independently of conductivity for simple (frequency independent) materials. Figure 2.3 
shows the frequency and conductivity dependence of the transition between diffusion 
(induction) and propagation regimes. 
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Figure 2.3: Skin depth as a function of frequency and resistivity for a uniform half space with contours of non-dispersive relative permittivity of 
1 (dash-dot), 10 (solid), 100 (dash).  White lines show the transition between induction and propagation regimes. Adapted from Macnae (1982).
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Far from the source (more than several free-space wavelengths), electromagnetic 
fields can propagate through air as plane electromagnetic waves. Because air is highly 
resistive (10-16 Ω.m), plane waves do not lose energy to conduction currents, but do however, 
lose energy to absorption, scattering, refraction, and geometric spreading factors (Jackson, 
1999). Figure 2.4 shows the electric and magnetic fields of a uniform plane electromagnetic 
wave propagating along the z-axis. The electric and magnetic field vectors are perpendicular 
to one another and perpendicular to the direction of propagation. At every point along the z-
axis the electric and magnetic field vectors have the same directions and magnitudes across 
the entire x-y plane through z. In other words, the electromagnetic field at an instant in time 
varies only in the space along the propagation direction (z-axis). Within each x-y plane the 
electric and magnetic fields oscillate in phase within one another, varying sinusoidally with 
time. For linearly polarised EM waves, the electric and magnetic fields oscillate in phase with 
one another. Thus, if the electric field has maximum amplitude at a specified point on the 
wave, then H will also be at an instantaneous maximum at the same location.  
The direction of the electric field defines the polarisation of the wave. Thus, if the 
electromagnetic fields are oscillating along constant mutually perpendicular directions, then 
the wave is said to be linearly polarised. If the polarisation state of a uniform plane wave is 
known at one point along the wave, then it is known at all other points. When two transverse 
components of the electric (or magnetic) field are plotted against one another as a function of 
time (e.g. Ex vs. Ey in Figure 2.4), they form a straight line. The angle between the horizontal 
x-axis and the polarization direction defines the orientation of the electric field vector in 
space (Figure 2.5). 
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Figure 2.4: Electromagnetic wave propagation along the z-axis. Electric (red) and magnetic 
fields (blue) are mutually orthogonal to one-another and to the direction of propagation.  
 
 
Figure 2.5: Electric field (red) of a linearly polarised plane EM wave observed at a single 
point in space plotted as a function of time. Both horizontal components of the electric field 
(relative to x-y plane) are projected onto their x and y axes, respectively. A projection of the 
electric field onto the x-y plane defines the direction of polarisation φ.  
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When electromagnetic waves penetrate into a conductor, energy is lost to heat through 
the induction of currents, as governed by Ohm’s Law. As energy is lost, electric and 
magnetic fields are attenuated. The skin depth defines the depth rate of attenuation for 
uniform (plane wave) fields; 
 ! = 	 $%&'.  ( 2.3 )  
At one skin depth, the electric and magnetic fields are attenuated to 1/e (31%) of their 
surface value. Attenuation increases with conductivity and decreases with frequency. At the 
surface of a uniformly conductive half-space, the electric field always leads the magnetic 
field by 45°, at all frequencies, independent of conductivity. 
 Figure 2.6 illustrates the skin depth effect for two conductive half space models and 
two different frequencies. The diagram is slightly unrealistic because wavelengths in the 
ground have the same scale as wavelengths in the Earth. In reality, Earth materials have 
relative permittivity of at least 8, and thus the speed of propagation and wavelength in the 
ground is significantly lower than the free space values. The diagram thus uses the free space 
permittivity () in both media.  Figure 2.6 a and Figure 2.6 b show the attenuation of 
sinusoidal waves as they penetrate a 10 S/m half space at frequencies 2 and 10 rad/s, 
respectively. The skin depth at 10 rad/s frequency is reduced relative to the skin depth at 2 
rad/s. Figure 2.6 a shows the phase lag of the magnetic field (black) relative to the electric 
field (grey). 
CHAPTER 2. EM FUNDAMENTALS AND LIGHTNING 
 28 
 
Figure 2.6: Skin depth effect for magnetic field (black) and electric field (grey). Adapted 
from Brady et al. (2009). Usually the wavelength in air significantly exceeds that in the 
ground (unless dielectric constant is the same). For most EM cases at 1 kHz, skin depths are 
tens to hundreds of metres, but free space wavelengths are 300 km.  
 
2.1.3 Conventional sources for EM exploration 
There are four fundamental sources of primary field for electromagnetic surveys: Vertical 
Magnetic Dipoles (VMD), Horizontal Magnetic Dipoles (HMD), Vertical Electric Dipoles 
(VED) and Horizontal Electric Dipoles (HED), see Figure 2.7. VMD and HMD sources 
generate a time varying electromagnetic field by alternating current through a closed loop. 
HED sourced generate time-varying electromagnetic fields by alternating current through a 
wire grounded at both ends. Grounded HED transmitters have a ground return path which 
consists of a diffused horizontal image current induced in the ground below the dipole wire. 
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The ground return path effectively completes a horizontal magnetic dipole centred below the 
surface.  
At low frequencies (<100 kHz), local source EM prospecting systems operate under 
the long wavelength approximation which ensures there are negligible speed-of-light delays 
or phase lags between primary currents in the source and the primary fields when the source-
observer distance is much less than the wavelength of the EM fields. The long-wavelength 
(or quasi-static) approximation has two sub-ranges; the near-field where the observer is close 
to the source and the far-field where the observer is at least several skin-depths distant from 
the source.  
 
 
Figure 2.7: Vertical electric dipole (VED), Horizontal electric dipole (HED), horizontal 
magnetic dipole (HMD), vertical magnetic dipole (VMD) sources, respectively. Adapted 
from Bannister (1966). 
 
HED are the most widely used source for mineral exploration and appear in survey 
types including; Magneto-Metric Resistivity (MMR), Direct Current (DC) resistivity, Long-
Offset Transient Electromagnetics (LOTEM), Ground Penetrating Radar (GPR), Induced 
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Polarisation (IP), and Controlled Source AMT (CSAMT). Finite controlled sources 
complicate many aspects of AMT survey planning, data acquisition, and data interpretation 
because signal amplitudes depend on the source-observer distance and the relative transmitter 
geometry. VMD sources are commonly used in mineral exploration in survey configurations 
including, but not limited to; Moving-Loop Electromagnetic (MLEM), Fixed-Loop 
Electromagnetics (FLEM), Airborne Electromagnetics (AEM), and Down-Hole 
Electromagnetics (DHEM)(Dentith and Mudge, 2014). This thesis is primarily concerned 
with distant VED sources, which occur naturally as cloud-to-ground lightning, and to lesser 
extent, HED sources which occur naturally as cloud-to-cloud lightning strikes, or as 
controlled sources on the ground. 
Several authors including the prolific James Wait (Bannister, 1966; Wait, 1961) 
derived expressions for the electric and magnetic field components of the four main finite 
dipole transmitters above a uniform half space. Table 2.1 shows the quasi-static solutions to 
the Helmholtz wave equations for EM field components above a homogenous half space for 
each of the four primary EM dipole sources. These equations are presented in cylindrical 
coordinates with the vertical component defined to be positive in the downward direction, see 
Figure 2.8. Table 2.2 defines the symbols used in Table 2.1. 
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Table 2.1: Electric and magnetic field components for VED, VMD, and HED dipole transmitters. 
 !" !# !$ 
VED −& '()*+,2./ *0 10/2 20 10/2  0 − *+,2.&)3(/4 
VMD 0 −& '()*+52.106/7 3 − 3 + 310/ + 106/6 :;<=>  0 
HED *+, cosB2.C0/4 1 + 1 + 10/ :;<=>  *+, sinB2.C0/4 2 − 1 + 10/ :;<=>  & '()*+, cosB2./ *0 10/2 20 10/2  
 G" G# G$ 
VED 0 *+,2./6 0 
VMD −106*+54./4 *0 10/2 20 10/2− *6 10/2 26 10/2  
0 − *+52.106/I 9 − 9 + 910/ + 4106/6+ 104/4 :;<=>  
HED *+, sinB2./6 3*0 10/2 20 10/2− 10/2 *0 10/2 2( 10/2− *( 10/2 20 10/2  
−*+, cosB2./6 *0 10/2 20 10/2  *+, sinB2.106/7 3 − 3 + 310/ + 106/6 :;<=>  
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Table 2.2: Summary of symbols, quantities and units used in Table 2.1. 
Symbol Definition Units !" Radial component electric field V/m !# Azimuthal component electric field  !$ Vertical component electric field  %" Radial component magnetic field intensity A/m %# Azimuthal component magnetic field intensity  %$ Vertical component magnetic field intensity  
Z Complex Earth impedance Ω &' Earth conductivity  () Permittivity of free space F/m *) Magnetic permeability H/m +' Earth propagation constant (,- = −+'-) m-1 0 Angular frequency rad/s 
I Electric current A 
dl Infinitesimal length m 
dA Infinitesimal area m2 
r Source-observer distance m 
ϕ Azimuth ° 1) +'22  The modified Bessel function of the first kind, order zero, and argument 456-  1' +'22  The modified Bessel function of the first kind, order one, and argument 456-  7) +'22  The modified Bessel function of the second kind order zero and argument 456-  7' +'22  The modified Bessel function of the second kind order one and argument 456-  7- +'22  The modified Bessel function of the second kind order two and argument 456-  
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Figure 2.8: a) cylindrical coordinates. b) HED geometry for EM fields (see Figure 2.9). 
Figure 2.9 shows the EM field components generated by an HED source above a 
uniform half-space with a resistivity of 500 Ω.m at distances along a 90° axis from the centre 
of the dipole. Each field component is the total sum of the primary and secondary fields. The 
primary field is what would be measured due to the source in free space, and the secondary 
field is the response of the half-space to the primary field. It is immediately apparent from the 
low signal levels observed in !", %# and !$ that these components are null coupled to the 
transmitter at all points along ϕ=90°. To optimise an AMT survey, it is important to consider 
the effects of null-coupling on survey results. It is also important to consider the frequency 
dependence and distance dependence of the EM fields (Zonge and Hughes, 1991).  
Figure 2.10 shows the electromagnetic field components generated by a VED source 
above a uniform half-space with resistivity of 500 Ω.m. Because lightning strikes can have 
peak-currents up to 100’s of kA, dipole moments can be up to 5,000 times greater than 
commonly used HED sources. A purely VED source is null-coupled to a flat Earth in the %", !#, and %$ components at all values of ϕ. Figure 2.9 and Figure 2.10 also show how the EM 
fields vary with frequency and distance.  
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Figure 2.9: EM fields above a 500 Ω.m half-space at distances along a 90° axis from the 
centre of an HED source (40 A, 5 km). a) Er. b) Hr. c) Eφ. d) Hφ, c) Ez. d) Hz. 
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Figure 2.10: EM fields above a 500 Ω.m half-space for a VED source (200 kA, 5 km). a) Er. 
b) Hr. c) Eφ. d) Hφ, c) Ez. d) Hz. 
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2.1.4 Electromagnetic sounding 
EM soundings aim to estimate subsurface conductivity as a function of depth. 
Because low frequency EM fields have larger skin depths than high frequency fields, and the 
skin depths depend on conductivity, measurements of EM fields over a wide band of 
frequencies yields information about the vertical conductivity structure. Magnetotelluric 
soundings infer conductivity through the complex ratio of two EM field components. This is 
either through the tipper method which uses the ratio of horizontal to vertical magnetic field, 
or through the magnetotelluric impedance, which uses the ratio of the horizontal electric to 
the horizontal magnetic fields. The impedance at a specified frequency contains information 
about the cumulative effects of diffusion, typically between the surface and approximately 
one to two skin depths. An apparent resistivity, which can be derived from the frequency 
dependent impedance, is the equivalent bulk resistivity of a uniform half-space at a given 
frequency.  
Due to the wide range of rock conductivities, a broad range of frequencies is required 
to resolve geological targets. At the low frequency limit, the EM fields need to have a skin 
depth sufficient to propagate from surface, downward through the host rock to the target, and 
entirely through the target (Macnae, 1982). To penetrate through a very conductive target 
(>10,000 S), the lowest frequency in the sounding must have a skin depth in the target which 
exceeds the thickness of the target. To distinguish the target from its host we also require 
high frequency fields. Thus, mineral exploration systems require wide-band transmitters and 
receivers.  
Figure 2.11 shows the EM field configuration for a VED CSAMT survey. The 
primary electric field (yellow) is perfectly vertical in the air above a uniformly conductive 
Earth and does not enter the Earth except at high frequencies (>10 kHz) where the surface is 
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highly resistive (>10,000 Ω.m) (Macnae, 2012b; Wait, 2012). At surface, the primary 
magnetic field (blue dashed) is equal to the secondary magnetic field (blue). The primary 
magnetic field induces currents (red) which decay exponentially with depth. At great depth 
(>> 8), the primary magnetic field is completely cancelled by the secondary magnetic field 
and the current density approaches zero. The depth of investigation of an EM sounding is 
determined by the transmitter dipole moment, transmitter frequency, receiver system noise 
levels, ambient noise levels, and Earth conductivity. (Spies, 1989) gives the depths of 
investigation for a variety of common EM soundings. 
 
 
Figure 2.11: Induction in a conductive half space by a uniform EM wave propagating 
along the x axis. The primary magnetic field (blue dashed) induces currents (red) and 
secondary magnetic fields (blue). The primary electric field (yellow) does not enter the Earth 
at moderate to high conductivities. Reproduced from McNeill and Labson (1991). 
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Magnetotelluric impedance (Z) contains information about the frequency dependent 
attenuation and phase of the horizontal electric field components relative to the horizontal 
magnetic field components as measured at surface;  
 9 0 = !% .  ( 2.4 ) 
Apparent resistivity (;) is related to impedance by;  
 ; = '<= 9 -. ( 2.5 ) 
 Because EM fields depend on the source dipole, and the survey geometry, 
impedances can have several different forms. For an HED source operating above a half-
space, the impedance takes one of two forms depending on whether the sounding is carried 
out in the near or far field. In the near field, both the electric and magnetic fields are 
frequency-independent, and vary as 1/r and 1/r2, respectively. Because impedance is the 
complex ratio E/H, the near field impedance increases linearly with r. In the far field, both 
electric and magnetic fields vary as 1/r3 and the far field impedance is independent of r.  
Figure 2.12 shows the far field apparent resistivities calculated above a uniformly 
conductive half space of 500 Ω.m for an HED source. The white dashed line at four skin 
depths distance from the source, represents the transition zone between near and far fields. In 
the near field, a distance dependent correction is required to correct the apparent resistivity. 
Figure 2.13 shows the apparent resistivity calculated for the VED source over the 500 Ω.m 
half space. The horizontal magnetic field of a VED source varies with 1/r2 and is independent 
of conductivity in both the near and far field zones. The horizontal electric field in the near 
field zone is independent of conductivity. Thus, VED magnetotelluric soundings are only in 
the far field, and are impossible in the near field because the complex impedance is undefined 
in the near field.  
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Figure 2.12: Far field apparent resistivity for an HED source. The white dashed line 
represents a distance of 4 skin depths from a transmitter located at the origin.  
 
Figure 2.13: Apparent resistivity for a VED source with 4 8 shown in dashed white. 
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2.1.5 Induction and current gathering 
Secondary EM fields observed during an EM sounding depend on two fundamental modes of 
current flow in the Earth; induced currents, and galvanic currents. Figure 2.14 shows a time 
varying horizontal primary magnetic field Hp passing through a conductor. As soon as Hp 
changes, currents are induced in the conductor to maintain the magnetic field that existed 
everywhere right before the change in Hp. These induced currents circulate in a vortex pattern 
within the conductor, generating a secondary magnetic field which can be observed at 
surface. At high frequencies, the secondary magnetic field is equal and opposite to the 
primary field and the current density is high. However, at low frequencies the induced current 
density is low and the secondary magnetic field is negligible. 
Galvanic currents arise because the electric field drives charges which pile up at the 
boundary of a conductivity inhomogeneity to maintain the normal component of current 
density across the boundary (West and Macnae, 1991). These boundary charges generate a 
secondary internal electric field within the inhomogeneity and scatter the external electric 
field. Where the inhomogeneity is less conductive than its host, the internal electric field is 
enhanced and external currents are diverted around the inhomogeneity. Where the 
inhomogeneity is more conductive than the host, the internal electric field is shorted out and 
currents channel into the inhomogeneity. Figure 2.15 illustrates the galvanic effects around 
conductive and resistive structures embedded in a conductive host.  
Magnetotelluric and EM engineering literature commonly use two terms for 2D 
structure. Transverse Electric (TE) when the electric field is parallel to any conductivity 
boundaries, and Transverse Magnetic (TM) when the electric field is perpendicular to 
conductivity boundaries. In magnetotellurics, the orientation of 2D structures is defined by 
the strike direction, whereas in engineering, the reference is to the wave guide surface. 
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Figure 2.14: A primary field generated by transmitter (T) induces circulating eddy currents in 
a discrete conductor feature. The eddy currents generate secondary magnetic fields, and the 
receiver (R) measures both primary and secondary fields. Reproduced from Ernenwein and 
Hargrave (2009). 
 
 
Figure 2.15: Galvanic currents flowing into a conductive inclusion (left) and around a 
resistive inclusion (right). Taken from Miensopust (2010).  
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2.2 Lightning as a natural source for AMT 
 
Electrical discharges associated with lightning strikes radiate VLF electromagnetic waves 
known as sferics (Feynman et al., 1965). Sferics can propagate more than 10,000 km around 
the world through EM reflections at the Earth’s somewhat conductive surface and a diffuse 
conductive layer in the atmosphere called the ionosphere. These conductive surfaces and the 
resistive atmosphere in between form the Earth-ionosphere waveguide. Upon sub-horizontal 
reflection at the Earth’s surface, a small fraction of EM wave power is refracted into the 
ground (Wait, 2012). This transmitted energy then diffuses vertically into the ground and can 
be used for audio-frequency magnetotelluric soundings of the Earth. 
 
2.2.1 Lightning 
Lightning flashes are transient, high-energy electrical discharges which transfer electrical 
charge between a cloud and the ground (CG lightning), between electrical charges regions 
within a cloud (intra-cloud lightning, or IC), or between oppositely charged regions of two 
separate clouds (cloud-to-cloud lightning, or CC). Cecil et al. (2014) estimated that during 
any given second there is a global average of 46 lightning flashes. Specific flash rates 
however, vary with location and time. In addition to downward lightning, discharges known 
as transient luminous events (sprites, blue jets, gigantic jets, and elves) can initiate from the 
top of a thundercloud and terminate on the lower ionosphere (Lyons, 1996; Pasko et al., 
2002; Yang et al., 2018). Because of the larger distances between clouds and the ionosphere, 
transient luminous events last an order of magnitude longer than cloud to ground strikes, and 
can thus radiate signal below 1 kHz (Nickolaenko and Hayakawa, 2002; Pasko, 2010). 
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Lightning discharges occur after internal separation of positive and negative charges 
within a storm cloud. Charge separation is typically the result of strong updrafts, complicated 
thermodynamics involving vaporization of super-cooled water droplets and particle collisions 
within storm clouds. Because charge accumulations are insulated by the resistive atmosphere, 
an electrical potential difference forms between the charged cloud and the Earth. Once the 
electrostatic background field is sufficient to ionize air, a cascade of charge flows to ground 
in a series of stepped leaders. 
Approximately 75% of global lightning activity comes from IC or CC flashes (Rakov, 
2016). CG flashes (commonly referred to as “lightning strikes”) constitute the remaining 25% 
of global lightning activity and predominantly lower negative charge down to ground. The 
maximum current measured at the ground, which frequently exceeds tens of kiloAmperes 
(kA), and occasionally reaches hundreds of kA, is typically sustained for several 
microseconds. Lightning flash parameters including peak-current, strike duration, strike 
length, and total energy can span several orders of magnitude and are typically log-normally 
distributed (Ballarotti et al., 2012). The electromagnetic radiation emitted by lightning flashes 
is wideband, and is observed from several Hz (Nickolaenko et al., 2006; Ogawa and 
Komatsu, 2009), through to the MHz (Edens et al., 2012; Hayakawa et al., 2008), GHz 
(Luque, 2017; Petersen and Beasley, 2014), in the visible spectrum (Labrador, 2017; Quick 
and Krider, 2017; Xu et al., 2017), and includes high-energy gamma rays (Cohen et al., 2010; 
Fishman et al., 1994). Figure 2.16 shows a CG strike terminating on the West Mitten Butte in 
Monument Valley, Utah. The predominantly vertical flash is a conductive channel of plasma 
with a diameter of only a few centimetres. 
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Figure 2.16: Cloud-to-ground lightning strikes The West Mitten Butte in Monument Valley, Utah. (Creative Commons Zero - CC0).
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2.2.2 Global lightning activity 
Lightning activity is primarily driven by solar heating and has geographic, diurnal and 
seasonal dependences. Figure 2.17 shows the 16-year average of global lightning activity as 
observed by NASA's Lightning Imaging Sensor (LIS) on the Tropical Rainfall Measuring 
Mission (TRMM) between 1999 and 2013 (Albrecht et al., 2016). Figure 2.17 a shows the 
globally averaged flash rate in flashes per km2 per year with data gridded at a 0.1° horizontal 
resolution without any spatial or temporal smoothing. These data show local lightning 
activity whilst preserving global features of the lightning climatology, consistent with the 
results of Christian et al. (2003). Peaks in the lightning flash rate are observed to cluster 
around the tropics, with around 78% of all flashes occurring between latitudes 30°S and 
30°N. 88% of the total global flashes occur on continental land masses with three main zones 
of activity; The Americas, Africa, and Asia. Although the Congo Basin is the broadest 
lightning hotspot in the world, the Lake Maracaibo in Venezuela has the highest local strike 
rate in the world (Albrecht et al., 2016). Oceanic lightning contributes around 10-14% of the 
global flash rate (Blakeslee et al., 2014), and is mostly located east to south-east of 
continents.  
Figure 2.17 b shows the averaged diurnal variation in the flash rate, which generally 
exhibits a maximum during the local afternoon (1400-1800 hours local time) and a minimum 
between 0400 to 1100 local time. These data show key geographic dependences. For 
example, West Africa and South West America exhibit maximum flash rates near local 
midnight and oceanic lightning shows minimal diurnal variation. Lightning activity hotspots 
in Australia are found predominantly on the north-western coast and are most active during 
November and from January to March. Between March and October, most of Australia has 
less than 1 flash per day per 1° x 1° (Figure 2.17 c). During summer, Australia’s peak 
lightning activity reaches around 30 to 40 flashes per day per 1° x 1° (Albrecht et al., 2016).
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Figure 2.17: TRMM LIS 16-year average (1998-2013) of total lightning observations in flashes per km2 per year, as shown in Albrecht et al. 
(2016). a) flashes per km2 per year. b) maximum flash rate by local hour. c) maximum flash rate by month.  
CHAPTER 2. EM FUNDAMENTALS AND LIGHTNING 
 47 
2.2.3 Sferic propagation 
The Earths conductive surface and the ionosphere form an efficient waveguide for long 
distance VLF propagation. Figure 2.18 shows a flat-Earth representation of sferic propagation 
through the Earth ionosphere wave-guide along a multi-path consisting of a ground wave and 
various sky waves travelling between the strike and the receiver.  
Proximal to a lightning strike, electric and magnetic field signals are observed as 
narrow impulses in the time domain. As a sferic propagates away from the strike, several path 
dependent effects manifest in the waveform. Because the complex wavenumber k (see, 
section 1.1.2) is a function of the electrical properties of the waveguide, the sferic waveform 
contains information about the propagation history as well as the lightning current waveform. 
Figure 2.19 shows time series electric field data for a single sferic. The initial pulse 
represents the ground wave travelling directly between the source and observer. The 
subsequent peaks and troughs in these data are caused by multiple reflections from the 
ionosphere. Each peak represents part of the multi-path propagation depicted in Figure 2.18. 
 
 
Figure 2.18: Propagation of ground and sky waves through an idealised (flat) segment of the 
Earth-ionosphere waveguide. 
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Figure 2.19: Anatomy of a sferic waveform, which launched 719 km away from the survey 
site. The first arrival is associated with a ground wave. The subsequent peaks and troughs 
represent higher order sky waves. 
There are two fundamental modes of propagation through the Earth-ionosphere 
waveguide. For VED sources (vertical CG lightning), the electric field is vertical in the air, 
and the wave propagates away from the source with the magnetic field in the plane of the 
Earth’s surface in the direction orthogonal to propagation. This field configuration is known 
as the TM mode, and is shown in Figure 2.20. For HED sources (horizontal CC or IC 
flashes), the magnetic field is vertical in the air at the source height, and the wave propagates 
away from the source with its electric field in the plane of the Earth’s surface and directed 
orthogonal to the propagation direction. This field configuration is known as the TE mode, 
see Figure 2.21. Because electric fields in air parallel to conductors create currents in the 
conductor that dissipate energy through Ohm’s Law, TE mode sferics lose energy to heat 
upon interaction with conductive media (Wait, 2012). Thus, TE mode sferics are not able to 
propagate as far as TM mode sferics and are generally negligible in AMT surveys. 
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Figure 2.20: Radiation pattern for a z-directed vertical electric dipole source and TM mode 
propagation through a flat Earth-ionosphere waveguide showing electric field (red), magnetic 
field (blue) and Poynting (propagation direction) vectors (black). From Macnae (2012b). 
 
Figure 2.21: Radiation pattern for a y-directed horizontal electric dipole source and TE mode 
propagation through a flat Earth-ionosphere waveguide. Electric fields are shown red with 
magnetic fields (blue) and Poynting vectors (black). Reproduced from Macnae (2012b). 
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An example of the bipolar electromagnetic radiation pattern for a vertical electric 
dipole is shown on Figure 2.20.  The radiated electromagnetic field has a vertically oriented 
electric field and a horizontally oriented magnetic field. Cloud to ground strikes have dipole 
lengths of between 5 to 10 km, and peak currents typically between 10 to 30 kA. The peak 
radiation efficiency for cloud to ground strikes occurs in the VLF and LF bands, 
predominantly between 15 and 100 kHz. Cloud to ionosphere strikes have dipole lengths up 
to 100 km and can sustain currents up to 300 kA for several milliseconds with energy in the 
ELF, SLF and ULF bands.  
An example of the bipolar electromagnetic radiation pattern for a horizontal electric 
dipole is shown in Figure 2.21. The radiated electromagnetic wave has a horizontally oriented 
electric field and a vertically oriented magnetic field. HED source only radiate significant 
amounts of energy in the directions orthogonal to the dipole moment vector. Cloud to cloud 
and intra cloud flashes are common examples of natural HED sources. Cloud to cloud flashes 
are typically shorter in length and lower in peak current (several kA) than cloud to ground 
lightning strikes, and thus have lower dipole moments, and produce higher frequency 
radiation with peaks in the VHF (30 – 300 MHz) band.  
Waveguide attenuation of sferics is frequency and conductivity dependent (Macnae, 
2012b; Maxworth et al., 2015). At high conductivities (> 1 S/m), surfaces such as oceans or 
hypersaline clays behave as near perfect conductors and reflect most of the incident sferic 
fields. At low conductivities (<0.01 mS/m), surfaces such as granites and sandstones refract a 
significant amount of the incident sferic energy. In general, high frequency signals (>10 kHz) 
are more attenuated than frequencies below 1000 Hz (Wait, 1957). Due to electromagnetic 
boundary conditions (Jackson, 1999), minimum power is refracted into a conductive Earth 
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where there are less charges available at surface to completely cancel the normal (vertical) 
component of the electromagnetic field. 
Figure 2.22 shows the dependence on distance between the lightning strike and the 
AMT site. As the source-observer distance increases, sferic amplitudes decrease, and the 
waveform disperses due to attenuation and phase loses introduced by the path dependent 
conductivity structure of Earth’s surface, including conductive sea water and inhomogeneities 
in the ionosphere. Figure 2.22 also shows differences between daytime and night time 
propagation due to changes in the ionospheric height and conductivity.  
Because sferics propagate over great circle paths, arrival azimuth (in degrees 
clockwise from geographic north) can be determined at any receiver in the world, if the strike 
location is known (Fullekrug et al., 2014). Figure 2.23 shows errors in arrival azimuths for 
sferics propagating between north America and Palmer station, Antarctica (Wood and Inan, 
2002). The arrival azimuth error is the difference between the measured azimuth, and the 
predicted azimuth assuming great circle propagation from strikes identified by the National 
Lightning Detection Network (NLDN). Out of 2771 sferics, 80% arrived at the sensor within 
2°, and 63% arrived within 1° of their expected arrival azimuths. For a strike at a distance of 
10,000 km from Palmer station, a 2° azimuth difference is equivalent to a 200 km lateral shift 
in the source location. However, lightning strike locations are usually known to within 10 
km, thus, azimuth errors need to be explained by diffraction at e.g. continental boundary 
conductivity contrasts (Barr, 1987), or scattering by localised conductive structures near the 
receivers (Jiracek, 1990).  
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Figure 2.22: The effect of waveguide propagation on the sferic waveform (Said et al., 2010). 
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Figure 2.23: Histogram of VLF magnetic field arrival azimuth errors relative to great circle 
propagation from NLDN flash locations. Taken from Wood and Inan (2002). 
 
2.2.4 Lightning detection networks 
Global lightning location networks triangulate lightning strikes using a sparse network of 
VLF electromagnetic field sensors positioned at strategically located sites (Fullekrug, 2017). 
At each sensor, digitised sferic waveforms are sent to a main processor for data collation and 
processing. Two main methods are commonly used to infer lightning locations; Magnetic 
Direction Finding (MDF) and Time of Arrival (TOA). MDF determines sferic arrival 
azimuths from linearly polarised horizontal magnetic field vectors, which are always 
perpendicular to propagation. Because sferics propagate over the shortest distance between 
two points, the propagation direction defines an azimuth to the lightning strike with a 180° 
ambiguity. These ambiguities and any errors in the measured azimuth can be minimised by 
incorporating multiple sensors (Figure 2.24). 
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Figure 2.24: Circles show strike locations estimated using pairs of magnetic field sensors. 
Solid lines represent the inferred propagation path. Dashed lines represent propagation paths 
from the optimum lightning location to each sensor in the network. Adapted from Rakov 
(2016). 
 
TOA methods often use the difference in time of arrival between two sensor sites to 
determine a path difference in the sferic propagation to each sensor, assuming speed of light 
travel. By repeatedly measuring path differences between source and receiver pairs, 
uncertainty in the source location can be reduced by searching for the intersection of multiple 
path differences. TOA methods usually require at least 3 to 4 sensors (Rakov, 2016). Some of 
the currently operating commercial lightning networks also provide estimates of the peak 
current associated with each lightning discharge, as well as the peak-current polarity, and the 
type of lightning flash. 
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In addition to using TOA and MDF methods, The Vaisala GLD360 lightning location 
network uses a global sferic waveform bank and waveform recognition algorithm to 
minimise errors associated with losses in the Earth ionosphere waveguide (Mallick et al., 
2014; Said, 2017; Said et al., 2010). In 2017, GLD360 detected 67% of flashes, and 4.8% for 
superimposed pulses with a median location error of 2.0 km and a median absolute current 
error of 27% (Mallick et al., 2014). 98.7% of detected peak-current polarity estimates were 
correct. One issue with detection efficiencies, is that some low peak-current strikes (low 
amplitude sferics) are not detected by VLF networks (Betz et al., 2009). 
 The WWLLN measures the time of group arrival (TOGA) of a sferic in coordinated 
universal time (UTC) and uses a network of over 50 sensors to triangulate a source location 
(Dowden et al., 2002). The TOGA method is a variant of the TOA method which attempts to 
correct for propagation losses using a reference frequency where waveguide dispersion is at a 
minimum (Hutchins et al., 2012) reported WWLLN lightning strike location accuracies to be 
around 10 to 15 km, with timing accuracy of around 10 μs. WWLLN detection efficiencies 
are between 10 to 15% for all global CG strokes (Abarca et al., 2010).  
 
2.2.5 Lightning network site errors 
Many lightning network detection sites are unfortunately located in the vicinity of distorting 
conductive structures such as buildings, buried wires, pipes, and overhead power lines, etc. 
Because the secondary magnetic field due to currents induced in these nearby structures is 
superposed on the primary incoming sferic signal, the measured field is scattered from its 
propagated orientation. The angular difference in magnetic field direction will depend on the 
angle between the arrival azimuth and the direction or geometry of the scattering structure. 
This angular change manifests as systematic errors in the estimated direction to the lightning 
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strike location, known as site errors, see Figure 2.25. Site error generally manifests as a two-
cycle sinusoid (Lu et al., 2017), and corrections are statistically derived for each site and 
applied subsequently in location algorithms.  
 
 
Figure 2.25: A schematic showing how the total field measured at the magnetic field sensor 
(green) is scattered incoming primary field Hp by the secondary field Hs (blue) due to induced 
currents in a buried wire (red). 
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Chapter 3 Magnetotellurics 
 
This Chapter is broken into two parts; a simplified summary of magnetotelluric (MT) 
methodology and a description of the RMIT University system for Audio-frequency 
Magnetotelluric (AMT) acquisition.  
 
3.1 Magnetotelluric theory 
 
The EM fields used in lightning source AMT have a horizontal magnetic field and a vertical 
electric field at the Earth’s surface. Magnetotellurics uses changes in the geo-magnetic field 
as a source for electromagnetic induction in the Earth. In the 1D case, the horizontal magnetic 
field induces orthogonally flowing electric fields (Chave and Jones, 2012). In the 2D case, 
the magnetic field again induces flowing electric fields, however charges are induced at the 
boundaries of conductivity contrasts, which scatter the electric fields. 
 
3.1.1 Impedance in 1D 
In a uniform one dimensional flat Earth (Figure 3.1) the primary vertical electric field is zero 
in the ground. Thus, the horizontal magnetic field is the primary field for magnetotelluric 
soundings.  
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Figure 3.1: 1D uniform half space with primary magnetic field Hy (blue) and secondary 
electric field Ex (red). In 1D, impedance is the same for any orientation of the primary field.  
When lightning strikes are several skin depths away from the sounding site, the 
primary field is a uniform plane wave and is constant in phase and amplitude over scales of 
several tens of kilometres. Under these conditions and at frequencies below 1 MHz, we can 
solve for the 1D MT impedance for a uniform half space using the Helmholtz equation; 
 ∇"#	+&"# = 0,  ( 3.1 ) 
where &" = 	)*+,. 
If the primary magnetic field points along the y axis, and is defined by; 
 # = 0,/0, 0 ,  ( 3.2 ) 
where, 
 /0 = /0123456378,  ( 3.3 ) 
then 9#9: = 9#9; = 0 and we can use Faradays Law (Jackson, 1999) to solve for the electric 
field; 
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 ∇	×	# = 	− 9#9> ? = )&/0123456378? = 	+@?.  ( 3.4 ) 
 @ = 	 7ABCD 23456378?, E =	/0123456378?.  ( 3.5 ) 
Impedance can be defined by the complex frequency-dependent ratio of electric to 
magnetic fields; 
 F , = G 4A 4 = 	 37D = 	 4HD 263IJ   ( 3.6 ) 
Because conductivity is inversely proportional to the magnitude of the impedance 
squared, we can determine the resistivity of the Earth using; 
 K = L4HC G 4A 4 ".  ( 3.7 ) 
The units of apparent resistivity are ohms, if electric field is measured in [V/m], and 
H is the magnetic field in units of [A/m]. Often, H is measured using a dB/dt-coil and raw 
data must be converted from dB/dt to H using M = N1/ and OP(4)O5 = ,M(,). The apparent 
resistivity is then extracted from the 1dimensional impedance tensor; 
 
ETE0 = 0 ZT0Z0T 0 HTH0 ,  ( 3.8 ) 
where ZT0 = −Z0T. Uniform horizontal layers can easily be implemented into the 1D 
theoretical framework using a recursion formula (Wait, 1954).  
The impedance tensor also contains information about the phase between electric and 
magnetic fields; 
 W = XYZ[X\ ]^ _`a _ .  ( 3.9 ) 
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3.1.2 Impedance in 2D 
2D conductivity models allow for conductivity variations in only two mutually orthogonal 
directions (i.e. the y and z directions in Figure 3.2), whilst keeping the conductivity 
parameter in the x direction a constant over an infinite spatial extent (Simpson and Bahr, 
2005). This is equivalent to the statement that there are no spatial variations in the 
electromagnetic fields along the x axis (i.e. 9b(:,;,>)9: = 0). It can be shown that under these 
conditions, Maxwell’s equations reduce to independent equations in Ex, and Hx; 
 9cbd(;,>)9;c + 9cbd(;,>)9>c = ),N1+ e, f ET(y, z),  ( 3.10 ) 
and, 
 9cid(;,>)9;c + 9cid(;,>)9>c = ),N1+ e, f HT(y, z).  ( 3.11 ) 
 
Figure 3.2: A 2-dimensional conductor is embedded in a uniform half space. The conductor 
extends infinitely into the positive and negative x axis. The two fundamental modes of 
induction are shown; TE and TM with primary magnetic field H (blue) and secondary electric 
field E (red). 
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Equations (3.10) and (3.11) describe the TE and TM modes, respectively. However, 
there is an additional constraint on this 2D model. Due to boundary conditions on the electric 
field, Ez must be 0 immediately below the Earth’s surface; 
 E8 y, 06 = 0.  ( 3.12 ) 
When the AMT measurement system is oriented with the strike direction of the 2D 
conductor (along the x-axis in Figure 3.2), two modes of current flow arise. In the TM mode, 
Hx component fields cannot induce currents to flow along strike, and in the TE mode Hy 
component fields cannot induce currents to flow across strike, and instead induce currents to 
flow along strike. Thus, the TM mode has limited sensitivity to the effects of vortex induction 
in the conductor relative to the TE mode which is the dominant mode of conductor detection 
in 2D environments. These modes give rise to a 2-dimensional impedance tensor; 
 	 ETE0 = ZTT ZT0Z0T Z00 HTH0 ,  ( 3.13 ) 
where ZT0 ≠ 	Z0T. As the AMT measurement system is rotated about the vertical axis, the 
impedance tensor changes and generally speaking ZTT ≠ 	Z00 ≠ 0. The strike direction of the 
2D conductor can thus be found by rotating the impedance tensor until ZTT = 	Z00 = 0. At 
this point, the angle between the survey coordinate frame and the rotated frame defines the 
strike direction of the 2D conductivity model (Simpson and Bahr, 2005). 3D conductors do 
not strictly have TE and TM modes (Chave and Jones, 2012), but 3D effects are not 
considered in this thesis. 
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3.1.3 Skin depth, penetration depth and signal to noise ratio 
This section shows how signal to noise ratios (S/N) relate to penetration depth for the case 
where noise is purely instrumental and stationary. A skin depth is a depth-rate of attenuation 
of electric and magnetic field amplitudes. Thus, at one skin depth, a uniform electric (or 
magnetic) field is attenuated to 1/e of its surface value. For example, consider the following 
two scenarios; 
1) For a single frequency (10 Hz) and a uniform half space (1000 ohm.m), the skin depth 
is 5030 m. If the surface magnetic field is 1 fT, then the field measured at 5030m 
would be 0.36 fT (1/e). Even in a bore hole, for example, we cannot measure this field 
using a magnetometer with a noise floor of 6 pT. Despite the skin depth being 5030 
m, we cannot infer the half space conductivity due to insufficient signal to noise ratio. 
2) If the surface magnetic field is increased to 272 nT, the signal would be attenuated to 
100 nT at 1 skin depth and a magnetic field of 37 nT would be measured at two skin 
depths. After four skin depths, signal is below the sensor noise floor and S/N is too 
low to measure the attenuation of electric and magnetic fields.  
 
From these two examples, we infer that if we increase S/N by either increasing the 
surface field amplitude, decrease the magnetometer noise level, or both, then we could 
observe attenuation in a borehole over a greater number of skin depths. Detection of changes 
in E/H ratios at surface are of course subject to different considerations, but in any case, 
signals must be above noise to be detected. 
To further demonstrate the importance of S/N on the resolution of deeper layers, we 
used 1D forward modelling (Simpson and Bahr, 2005; Wait 1954) to propagate errors in the 
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electric field (Figure 3.3). When errors in the electric field are only 0.5%, each conductive 
layer is clearly resolved in the apparent resistivity curves (Figure 3.3a). However, when 
errors in the electric field reach 15%, there is no way to distinguish which frequency is 
sensitive to changes in apparent resistivity at depth (Figure 3.3b). When S/N is low, errors 
propagate through to the apparent resistivity curves and obscure the response of a conductive 
layer boundary at 3000m, whereas the conductivity contrast is clearly observed when errors 
are only 0.5%.  
 
 
Figure 3.3: The influence of errors in apparent resistivity on depth resolution of conductive 
layer boundaries in a 1-D layered Earth model. a) apparent resistivity curves for three 2-layer 
models with 0.5% errors. b) apparent resistivity curves for three 2-layer models with 15% 
errors. c) three 2-layer models for shallow (black), intermediate (red), and deep (cyan) 
conductive layer boundaries. 
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3.2  Audio-frequency magnetotelluric acquisition 
 
On 5 November 2014, we carried out an AMT survey at the Redcastle Goldfields near 
Heathcote, Victoria, with locations referenced to the Geocentric Datum of Australia 
(GDA94). We used an ARMIT (Abitibi-RMIT) sensor (Macnae, 2012a; Macnae and 
Hennessy, 2017) to record three orthogonal components of the magnetic field (B field), 
and three components of the time derivative of the magnetic field (dB/dt). We used two 
100 m dipoles to measure two horizontal components of the electric field (east and north, 
GDA94). We used a Smartem24 receiver to record a total of 8 channels of 24-bit digitised 
time series data at a sampling frequency of 120 kHz. Our survey site was located at 
303950 mE and 5923300 mN on the Geocentric Datum of Australia (GDA94), where the 
local geology is characterised by a sequence of turbiditic sandstone and inter-bedded 
siltstone overlain by a clay-rich regolith (Edwards et al., 1998). We chose this survey site 
because it was far enough from sources of cultural noise, and yet close enough for a 
practical day trip from RMIT University in Melbourne, Australia. 
Vaisala Inc. provided GLD360 lightning network data contemporaneous to our AMT 
survey. For each detected strike, GLD360 catalogues a strike time, latitude, longitude, 
peak current, polarity and location error. Lightning polarity is either positive or negative 
depending on the direction of current flow in the strike (Rakov and Uman, 2003). 
 
3.2.1 Electric field measurements 
Charged particles generate vector electric fields which exert forces on other charged particles. 
In a conductor, electric fields drive current flow. Thus, to observe telluric current flow we 
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measure voltage differences between to electrodes buried in the ground (Figure 3.4). These 
potential differences are spatially averaged estimates of the electric field and actually the line 
integral of the voltage per unit length between the two electrodes; 
 k	 = 	 l. mno1   ( 3.14) 
where E is the Electric field, l is the electrode length, and V is the potential difference. Figure 
3.5 shows how potential difference measurements are affected by electrode length. Despite 
the S/N improvements with longer dipoles, the measured electric field amplitudes from local 
anomalies become reduced and smoothed as a result of increased spatial averaging of the 
point electric fields. To measure the potential difference at our survey site, we used two non-
polarisable porous pot Cu-CuSO4 electrodes with contact resistance of a few hundred Ω.  
 
 
Figure 3.4: Porous pot Cu-CuSO4 electrodes for measurement of potential differences. 
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Figure 3.5: Changes in the electric profile shape (measured as a potential difference) as a function of dipole length. Four fundamental profile 
shapes are shown; step, unipolar rectangular pulse, bipolar rectangular pulse, and a smooth bipolar pulse. As dipole length increases the profile 
shape is smoothed and amplitudes reduced. Taken from Macnae (1982).
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3.2.2 Magnetic field measurements 
The ARMIT sensor was developed by Jim Macnae and John Chung at RMIT University, see 
Figure 3.6. It is a closed-loop soft permeable rod-cored current sensor. The ARMIT sensors 
have noise levels of around 0.2 pT.Hz-1/2 at 1 Hz which are comparable to the noise levels of 
various high temperature SQUIDs such as those manufactured by Supracon and JOGMEC. 
There are four reasons why ARMIT sensors are highly suitable for AMT surveys; 
1. The have a flat response function (amplitude and phase) between 3 Hz and 30 kHz.  
2. They are lightweight. 
3. They are stabilized by tri-axial supports and can be wind shielded by a small bucket to 
reduce vibration/rotation noise. 
4. They simultaneously record B and dB/dt data. 
 
 
Figure 3.6: A 3-component B field and dB/dt ARMIT sensor. 
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3.2.3 Digital acquisition system 
The Smartem24 receiver system is a 24-bit digital acquisition system developed by 
Electromagnetic Imaging Technology (EMIT) in Perth, Western Australia. Figure 3.7 shows 
the system during field acquisition. There are four main reasons why we used the smartem24 
receiver system for this research programme; 
1. Records time series data 
2. Provides GPS time synchronisation 
3. Sample at frequencies up to 120,000 Hz using 24 bit ADC. 
4. Can synchronise with additional smartem24 acquisition systems, e.g. remote 
references and transmitter controllers. 
 
 
Figure 3.7: A 16 channel Smartem24 digital acquisition system with GPS synchronization 
and a glass of red wine to assist with subsequent data interpretation.  
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The 24-bit ADC gives wider dynamic range, and thus lower system noise floor for a 
signal at full range, relative to a 16-bit system. The rapid sampling rate was required to 
capture the entire sferic waveform since we had hypothesised that sferics would be aliased at 
low sampling rates since they have many peaks and troughs occurring within a few 
milliseconds. Typical AMT sampling usually goes to 24 kHz. We needed to sample at higher 
frequencies, to investigate sferic waveform similarity, and stacking (averaging) of sferics, 
which requires a great degree of fidelity. We also aimed to observe the effects of propagation 
delay (phase lag) between our survey site and a remote reference site, however the remote 
reference data were not of sufficient quality for inclusion in this thesis.  
There are no phase considerations required for timing uncertainty in either the 
lightning network data, or the GPS synchronised Smartem24 data. This is because 
magnetotellurics uses the phase between electric and magnetic fields rather than the phase 
between the primary current source and the electromagnetic fields at the survey site. Since 
the electric and magnetic fields are phase locked by the GPS synchronised acquisition 
system, which has a timing precision of 13 ns, there are negligible phase effects in our 
instrumentation and hardware, except for frequency domain corrections of the ARMIT sensor 
response function.  
 
3.2.4 Lightning network data 
We chose Vaisala GLD360 lightning network data due to the superior precision and accuracy 
relative to the freely available WWLLN data. GLD360 also provided strike polarity and 
accurate peak current estimates. Table 3.1 shows an example of GLD360 data for 5 
November 2014. 
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Table 3.1: Example of the Vaisala GLD360 data format with date and time in GMT. 
Date Time Latitude Longitude Current (kA) Semi-major axis (km) 
5/11/14 00:00.7 38.2066 16.3074 -104.2 8.3 
5/11/14 00:00.8 -12.2987 128.6925 -3.1 21.7 
5/11/14 00:00.8 38.1752 16.2869 -40.4 7 
5/11/14 00:00.8 38.2274 16.3179 -28 9.5 
5/11/14 00:00.8 38.2317 16.3586 -23 16.1 
 
Because GLD360 data do not distinguish between cloud to ground (vertical dipole) 
and intra-cloud lightning, the ambiguity in the orientation of the lightning dipole moment is 
likely to be a source of uncertainty in predicting sferic amplitudes, and electromagnetic field 
polarisation/orientation. However, since large amplitudes at VLF are generally correlated 
with cloud to ground (vertical dipole) lightning (Cummins and Murphy, 2009), we expect this 
uncertainty to be minimal for sferics with large amplitudes. Additionally, horizontal intra-
cloud lightning strikes typically have lower dipole moment and a directionally focused 
radiation pattern, thus lowering the likelihood of detection at a single AMT site relative to 
CG strikes that produce omnidirectional radiation. We therefore expect the majority of high 
amplitude sferics predicted in our data to be sourced by vertical electric dipoles. 
Horizontal electric dipoles have a lower probability of being detected at our survey 
site compared to vertical lightning, particularly if observed along the dipole axis where the 
field power approaches zero. Radiation from an IC strike is less likely to be observed due to 
typically shorter dipole length and lower current, and higher attenuation losses in the Earth 
ionosphere waveguide (Macnae, 2012b). 
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Chapter 4 Predicting Lightning 
Sourced Electromagnetic Fields 
 
4.1 Abstract 
 
Sferics used in audio-frequency magnetotellurics (AMT) for shallow conductivity-depth 
soundings (up to 400m in a 1000 W.m half-space at 1.5 kHz) are detected by global lightning 
networks, which catalogue the time and location of up to four million lightning strikes per 
day. Passive AMT surveys do not use source information, but rather assume that global 
lightning activity provides sufficient signal if data are acquired for long enough. This 
assumption not only limits survey productivity, but can also result in poor signal-to-noise 
ratios (S/N), particularly at dead-band frequencies (1.5–5 kHz). To increase S/N and survey 
productivity, we used lightning network data as a proxy for direct measurement of sferic 
source information.  
We carried out a Global Positioning System (GPS) synchronised AMT survey, and 
for each lightning strike in the catalogue we modelled Earth-ionosphere waveguide 
propagation to accurately predict arrival time for every predicted sferic in our time series 
data. We extracted a window of data around each predicted sferic and stored these time series 
into a structured database with associated lightning network data, such as lightning peak 
current, polarity and geographical coordinates. Two examples from our sferic database show 
that lightning network data are accurate enough to predict amplitude and polarisation of 
sferics at our survey site. For large lightning peak-current, we observed a strong correlation 
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between source proximity and increased S/N, particularly at dead-band frequencies, which 
often correlate to induction scales pertinent to mineral exploration. Our findings establish an 
interconnected relationship between lightning network data and lightning sourced fields, 
introducing known-source AMT. 
 
4.2 Introduction 
 
To achieve coherent conductivity-depth estimates, audio-frequency magnetotelluric (AMT) 
source fields must maintain sufficient signal over a broad frequency range (Chave and Jones, 
2012). However, there are two main reasons why high signal-to noise ratios (S/N) are seldom 
realised in practice. First, the Earth-ionosphere waveguide attenuates electromagnetic fields 
between 1.5 and 5 kHz. Second, AMT data are inherently nonstationary with respect to both 
signal and noise (Neukirch and Garcia, 2014). To better understand these hindrances, we use 
lightning network data to investigate the relationship between known lightning locations and 
associated electromagnetic field amplitudes, polarisations and spectra. If the information 
from lightning networks can be linked to time series electromagnetic data, then constraints on 
source–observer distance and lightning current should increase S/N. The following sections 
of this introduction provide background information on lightning detection networks and 
electromagnetic propagation. 
 
4.2.1 Propagation through the Earth-ionosphere waveguide 
The spherical cavity between Earth and the ionosphere supports two important modes of 
electromagnetic propagation (Nickolaenko and Hayakawa, 2002). First, longitudinal modes 
accommodate electromagnetic propagation over great distances; a phenomenon exploited in 
military and civilian radio communications. Second, transverse modes support localised 
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standing waves between Earth and the ionosphere, trapping wavelengths on the order of 
ionospheric height (70–90 km). Thus, for a distant observer, transverse resonances manifest 
as a trough in electromagnetic frequency spectra between 1.5 and 5 kHz, known as the audio 
frequency dead band. For AMT soundings over a uniform Earth (500 W.m), low S/N in the 
dead band cause poorly estimated apparent resistivity and phase between 160 and 290 m.  
There are two main approaches to improving S/N at dead-band frequencies; however, 
both have drawbacks. The first approach, proposed by Garcia and Jones (2002a), is to acquire 
data over 24 h because nocturnal data are correlated with higher S/N at dead-band 
frequencies. Unfortunately, the methodology as outlined in (Garcia and Jones, 2005) 
decreases survey productivity and suffers from propagation of errors in magnetic field 
components. The second approach is to use a controlled source (Hu et al., 2013), the biggest 
obstacle with which is to achieve sufficiently high dipole moment whilst restricting the 
source location within the far field zone. 
 
4.2.2 Electromagnetics with a lightning network proxy 
Global lightning location networks provide continuous coverage of lightning strikes over 
continents and oceans (Sato et al., 2008; Ushio et al., 2015). The Global Lightning Dataset 
(GLD360), owned and operated by Vaisala, uses ground based very low frequency (VLF) 
sensors and waveform recognition algorithms to triangulate individual lightning strikes (Said 
et al., 2010). Additionally, GLD360 algorithms use a global propagation model to estimate 
amplitude attenuation and derive an estimate for the peak current of the lightning source 
(Said et al., 2013). As of 18 August 2015, GLD360 achieves 75–85% detection efficiency 
relative to the United States National Lightning Detection Network (NLDN) and median 
location accuracy of 1.8 km in the USA (Said and Murphy, 2016). 
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Lightning strikes typically sustain tens of kA of current for tens of microseconds 
(Rakov and Uman, 2003), spherically radiating electromagnetic energy with peak efficiency 
at VLF 3–30 kHz. The resulting transient fields, termed radio atmospherics (sferics), 
propagate away from the strike at the speed of light with vertical electric and horizontal 
magnetic field components. Approximately 45 lightning flashes occur per second, each 
comprised of multiple return strokes (Christian et al., 2003). At extremely low frequency 
(ELF; 3–3000 Hz), Schumann resonances are the superposition of transient electromagnetic 
fields that have propagated multiple times around the Earth (Nickolaenko and Hayakawa, 
2002). The abundance of global lightning activity provides a useful source of energy for 
electromagnetic inductions studies.  
Several geophysical methods use sferic energy for mineral exploration, with recent 
investigations leading to the inference of porphyry copper deposits (Hope and Andersson, 
2016; Legault et al., 2016). AMT uses surface observations of horizontal magnetic fields as a 
reference for the attenuation of electric fields in the Earth to estimate a frequency dependent 
impedance, from which conductivity-depth soundings can be derived. Magnetovariational 
(MV) methods such as audio-frequency magnetics (AFMAG) and Z-axis tipper 
electromagnetics (ZTEM) infer relative changes in conductivity through the ratio of vertical 
to horizontal magnetic fields. For both AMT and MV methods, data quality and thus 
geophysical interpretation improve with increasing S/N. 
This Chapter aims to answer the following research question: which lightning 
locations give rise to high S/N at dead-band frequencies? To address this question, we use 
lightning network data as a proxy to segment electromagnetic data into a database structured 
by sferic attributes such as amplitude, polarity and arrival azimuth. The following sections of 
this paper show that lightning network data consistently predict the arrival of sferics in time 
series data and present two examples that link lightning network data to sferic attributes in 
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time and frequency domains. Finally, we examine relationships between source location, 
lightning peak current and sferic S/N, with particular focus on dead-band frequencies. 
 
4.3 Methods 
 
We carried out an experiment to investigate the application of lightning network data to 
electromagnetic surveys. This section describes the geodesic modelling and data analysis 
used in this research. To predict sferic amplitudes at our survey site, we modelled 
electromagnetic propagation in the Earth-ionosphere waveguide (Appendix A). 
 
4.3.1 Modelling the propagation path 
To predict the arrival of sferics in our time series electromagnetic data, we applied Fermat’s 
principle, which states that electromagnetic waves propagate over the shortest path between 
two points (geodesics). We used methods from Karney (2013) to calculate geodesics between 
lightning strikes and our survey site to estimate a time of arrival ta for each sferic using the 
relation: 
 
 a s
dt t
c
= + ,  ( 4.1) 
where ts is the strike time, d is the geodesic distance and c is the speed of light (2.997925108 
m/s). Karney’s method also calculates an arrival azimuth for each geodesic.  
Figure 4.1 shows GLD360 detected lightning locations with an example geodesic 
terminating at our survey site. In this research, lightning data and propagation paths are 
located on World Geodetic System 1984 ellipsoid (WGS84). Both WGS84 and GDA94 are 
geocentric and can be assumed to be identical within GPS error (10 m).  
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For each entry in GLD360 data we extracted a window around the sferic in our GPS 
synchronised electromagnetic time series. The GLD360 mean location accuracy (1.8 km) 
corresponds to a timing error of ~6 us, which is much shorter than typical sferic propagation 
times (10–130 ms) and durations (~1 ms). Figure 4.2 demonstrates that lightning network 
data are accurate and consistent enough to predict sferic time of arrival and extract sferic 
signals from time series electromagnetic data. 
 
  
Figure 4.1: GLD360 lightning strike locations (blue) observed over 2 min showing a geodesic 
(black) between a lightning strike and our survey site (red). 
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4.3.2 Data analysis 
To investigate links between lightning data and sferics, we applied four methods of analysis 
to each extracted sferic. First, sferic waveforms were observed in the time domain. Second, 
Thomson multi-taper spectra (Thomson, 1982) were calculated to observe the frequency 
spectrum. Third, because passive electromagnetic data are inherently non-stationary 
(Neukirch and Garcia, 2014), we used a time-frequency representation to simultaneously 
resolve temporal and spectral information. For this purpose, we chose the reassigned 
smoothed pseudo Wigner-Ville distribution (RSPWVD) (see Auger et al. (1996)). In this 
research, the RSPWVD is used qualitatively and results generally agree with multi-taper 
estimates. Finally, we studied the polarisation properties of sferics by calculating Lissajous 
curves for electric (Ex versus Ey) and magnetic fields (Bx versus By). Lissajous curves were 
converted to polar coordinates to show the azimuthal dependence of sferics with respect to 
GLD360 predicted arrival azimuths. 
 
4.4 Results 
 
Figure 4.2 shows 260 ms of time series Ex component data with 4 ms windows highlighted 
around predicted sferics. Lightning strike times are marked with plus symbols, and blue and 
green show positive polarity (positive) sferics that have propagated over direct and antipodal 
paths, respectively. Black and red show negative polarity (negative) sferics that have 
propagated over direct and antipodal paths, respectively. Antipodal sferics were rarely 
observed above noise levels (~0.1 pT) since the longer path (> 20 000 km) introduces more 
attenuation. For most AMT surveys, segments of data between sferics are either below sensor 
noise levels or contain a mixture of natural and man-made noise (Szarka, 1988). By 
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extracting sferics we are discarding some noise powers relative to continuous or decimated 
averaging schemes commonly applied in conventional electromagnetics.  
We used GLD360 data to observe sferics as a function of source location, peak 
current, polarity and predicted amplitude. Figure 4.1 shows lightning strike locations detected 
by GLD360 in the vicinity of the Australian continent. We extracted 26551 negative sferics 
from 34 min of time series data to analyse vector components of the electromagnetic fields. 
We observed the highest signal levels where strikes were closest to our survey site; however, 
some distant strikes (> 3000km) with high peak currents produced high amplitude sferics. 
 
 
Figure 4.2: 260 ms Ex component time series data (grey) with predicted positive and negative 
lightning strike times (+, o), positive and negative direct-arrival sferics (blue, black) and 
positive and negative antipodal sferics (green, red). Two pairs of direct and antipodal sferics 
are linked to their causative strike times. 
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4.4.1 Long-range propagation 
Figure 4.3 shows results for a sferic sourced by a negative lightning strike of 321 kA peak 
current originating 4100 km from our survey site near Inanwatan, West Papua. This sferic is 
observed in the time domain as a rapidly oscillating bipolar waveform with 0.5 ms duration 
superimposed on a slowly varying low-amplitude perturbation known as a slow tail. Troughs 
observed in power spectral density (PSD) between 1 and 5 kHz (dead band) are due to energy 
lost to transverse resonance in the Earth-ionosphere waveguide at the lightning strike 
(Nickolaenko and Hayakawa, 2002). Below the dead band, signal levels increase with 
decreasing frequency due to energy contained in the slow tail response. Time-frequency 
analysis shows this sferic is localised in time within the envelope of a 1.5 ms wave packet. 
Dispersion is barely observed since energy at lower frequencies (1–5 kHz) is significantly 
attenuated. The slow tail is not well observed in the Wigner-Ville distribution because these 
amplitudes are close to the noise level and time windowing has reduced resolution at low 
frequencies.  
Two polar plots (Figure 4.3) show the relationship between orthogonal vector 
components of electric and magnetic fields, respectively, with reference to the predicted 
sferic arrival azimuth (green) calculated by Karney’s algorithm. Both electric and magnetic 
fields associated with this sferic have bipolar waveforms with periodicity ratios of 1:1 and 
phase differences of 0°, a characteristic of linearly polarised fields. Upon reflection with the 
Earth’s surface, electromagnetic fields associated with a sferic are tilted into the horizontal 
plane. Most sferics are polarised with a vertical electric field (Wait, 2012) in the air, but the 
ground electric field is tilted into the arrival direction unless a local or regional conductivity 
structure has distorted the electromagnetic vector. The magnetic field is horizontal in both air 
and Earth, and orthogonal to the electric field in the absence of local or regional conductors. 
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By plotting Ex against Ey and Bx against By, we can estimate a direction of polarisation in 
the Earth for each sferic for comparison with expected values for a uniform isotropic Earth. 
For this sferic, observed electric and magnetic field azimuths (156°, 250°) have rotated ~3° 
counter-clockwise (CCW), and 1° clockwise (CW) from the expected values (159°, 249°), 
respectively. 
 
 
Figure 4.3: Sferic sourced from a negative lightning strike with peak current 321 kA and 
originating 4100 km from our survey site, showing spectrograms, time series and PSD for (a) 
Ex, (b) Bx, (c) Ey and (d) By. Polar plots show predicted arrival azimuth (green) with 
measured azimuth (blue). 
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4.4.2 Short-range propagation 
We studied a sferic sourced by a positive lightning strike of 144 kA peak current originating 
608 km from our survey site (Figure 4.4). This sferic is observed in the time domain as a 
rapidly oscillating bipolar waveform superimposed on a broader unipolar waveform of 3 ms 
duration. Multi-taper spectra show only a subtle trough at dead-band frequencies with a 
relative increase in amplitudes compared to the long-range sferic. Due to the proximity of the 
source, we observe this sferic with more of the transverse resonant energy compared to the 
long-distance case. Below dead-band frequencies, signal levels increase with decreasing 
frequency with a peak at 500 Hz. Time-frequency analysis reveals that the sferic is localised 
in time, with some dispersion observed in the dead band.  
Both electric and magnetic polar plots (Figure 4.4) are dominated by the unipolar ELF 
component, which has a greater area under the curve and contains more energy than the 
coincident VLF signal. Lissajous figures are asymmetric due to dominant unipolar signal; 
however, 1:1 periodicity and phase of 0° indicate linear polarisation. We fit a straight line to 
these data to estimate a polarisation direction for electric and magnetic field vectors at our 
survey site. The electric field (observed at 282°) rotated 9°CCW from its expected value 
(291°) and the magnetic field (observed at 18°) rotated 3°CCW from its expected value (21°). 
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Figure 4.4: Sferic sourced from a positive lightning strike with peak current 144 kA and 
originating 608 km from our survey site, showing spectrograms, time series and PSD for (a) 
Ex component, (b) Bx, (c) Ey and (d) By. Polar plots show predicted arrival azimuth (green) 
with measured azimuth (blue). 
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4.4.3 Sferics as a function of source origin and peak current 
Studies of the global distribution of lightning strikes averaged over five years show there are 
three major zones of lightning activity concentrated within the tropics: the Americas, Africa 
and Asia-Pacific (Christian et al., 2003). Lightning rarely occurs over the oceans (Chronis et 
al., 2016), thus at any given survey location it is reasonable to expect that the majority of 
sferics will arrive from any one of three major continental land masses, thus limiting the 
range in observed arrival azimuth. Due to increased attenuation of sferic amplitudes with 
distance propagated through the Earth-ionosphere waveguide, the probability of observing a 
sferic will generally decrease with distance. We applied an amplitude threshold to our sferic 
database to observe the effects of source–observer displacement on sferic spectra.  
Figure 4.5 shows a histogram of predicted vertical E field amplitudes with bins 
distributed between 1 mV/m and 10 V/m. Most amplitudes fall between 10 and 1000 mV/m. 
Low counts observed for amplitudes between 1 mV/m and 10 mV/m correspond to the 
absence of lightning activity at specific distances (and directions), such as the oceans and 
polar regions. We interpret low counts in bins between 1 and 10 V/m to be linked to an upper 
limit in observed E field amplitudes since lightning data show an absence of strikes within 
550 km of our survey site and we expect an upper tail on lightning peak current distribution. 
Figure 4.6 shows a scatter plot of 26551 negative sferics extracted from 34 min of 
time series data. We selected three groups of 15 sferics to observe changes in E field power 
spectra with respect to distance and peak current. The first group contained 15 high peak-
current sferics originating within 700 km of our survey site (red circles). The second and 
third groups were selected when their predicted amplitudes fall within 125 to 135 mV/m, 
with one group originating ~800 km (black) and the other group originating ~3800 km (blue) 
from the survey, respectively.  
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Figure 4.5: Histogram showing number of negative sferics over six orders of magnitude of 
predicted amplitude at the Redcastle Goldfields test site. 
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Figure 4.6: (a) Scatter plot of predicted electric field (coloured) as a function of distance 
versus peak current. The lower histogram (b) counts sferics over distance into logarithmically 
spaced bins. The histogram to the right (c) counts sferics over peak current into 
logarithmically spaced bins. A group of high amplitude sferics are circled in red. Sferics with 
equal amplitude but varying distance are circled in black (near) and blue (distant). Black 
contours show thresholds used to select sferics of similar amplitude. 
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Comparison of PSD for each group shows that, as expected, the closest and highest 
source moment strikes provide signals with the highest observed amplitudes; but what is most 
interesting are the increased and flat amplitudes through the dead band (see Figure 4.7). Blue 
and black PSD data show that dead-band amplitudes decreased with increasing source 
observer distance, demonstrating that high S/N were obtained across the audio-frequency 
band for high dipole moment strikes within 1000 km of the survey site. Normalised plots 
accentuate these findings by showing changes in spectral profile, particularly at the dead 
band frequencies. 
We found that 1.2 ms windows were optimal for minimising dead-band influence on 
spectrum estimates. Window lengths greater than 1.2 ms included more time series around 
the sferic signal, diluting estimated signal powers. We interpret increased dead-band 
amplitudes to be linked to observation of transverse resonance, which traps energy between 
Earth and ionosphere in proximity to lightning strikes.  
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Figure 4.7: (a) Averaged power spectra for sferics originating near (black) and distant (blue) 
from our survey, with higher S/N shown in red. (b) Normalised spectra compare relative 
amplitudes. 
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4.5 Discussion 
 
Our modelling confirms current data observations that sferics propagate over the shortest and 
most direct source–observer path, and because of this, geodesics consistently predict accurate 
arrival times. However, this may not always be the case. Sferics that graze boundaries 
between two contrasting media, such as polar ice caps and sea water, can undergo diffraction 
(Wait, 1991), resulting in propagation delays and changes in propagation azimuth. Since we 
collected data inland, we did not observe diffraction effects in our data. 
Numerical modelling of vertical electric fields was consistent with observed data, 
verifying that a simplified second order approximation for Earth-ionosphere waveguide 
propagation is sufficient for studying relationships between lightning network data and S/N 
in electromagnetic time series. Theoretical predictions of the vertical electric field allowed us 
to select and study ensembles of sferics with similar amplitudes, thus keeping signal power 
constant as we varied other parameters, such as distance and peak current, as shown on 
ribbon plots for Ex and Ey components ( Figure 4.8 and Figure 4.9, respectively). 
Our theoretical predictions used a simplified model for the Earth-ionosphere 
waveguide and thus were not sufficiently accurate for primary field modelling. Due to the 
complex structure of the Earth-ionosphere waveguide, it may be challenging to predict 
primary field to the accuracy of 0.5% required for a purely controlled source regime, as 
suggested by Smiarowski and Macnae (2013). Uncertainty in primary field is likely due to 
variability of waveguide parameters and incomplete lightning strike information such as 
channel height and current waveform. 
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Figure 4.8: Ex component amplitudes of 15 sferics originating (a) near and (b) distant to our 
survey site. Average amplitudes are shown in black. 
 
Figure 4.9: Ey component amplitudes of 15 sferics originating (a) near and (b) distant to our 
survey site. Average amplitudes are shown in black. 
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Rather than using lightning network data in a controlled-source fashion, we propose a 
known-source approach whereby lightning network data are used to predict and extract 
sferics with sufficient S/N and arrival azimuths are studied to better understand local and 
regional geological structures. Some high-energy sferics originating from the closest and 
most powerful lightning strikes had Ex component amplitudes that were 50 times greater than 
average amplitudes associated with distant lightning strikes (Figure 4.10). Additionally, 
average amplitudes for large amplitude sferics were more than an order of magnitude greater 
than the low-amplitude average for both Ex and Ey component data. Larger sferic amplitudes 
were generally observed in Ex component data because of the high number of nearby 
lightning strikes located to the east of our survey.  
Due to changes in lightning activity with seasons, it is difficult to carry out AMT in 
some parts of the world through the winter months (Garcia and Jones, 2002a). In addition to 
using historical lightning data to advise survey programmes, real-time lightning network data 
could be used in the field to monitor trade-offs between S/N and time spent in the field, 
potentially increasing survey efficiency. This is an advantage over conventional surveys, 
which cannot determine data quality until processing has been carried out. 
Without a known source field azimuth or a remote reference, it is difficult to 
explicitly determine how local and regional geology manifest in data in the presence of noise. 
We observed minor rotations between electromagnetic field orientations predicted from 
geodesic arrival azimuths and those measured at our survey site. For the short-distance sferic, 
arrival azimuths were observed slightly more rotated than for the long-distance sferic; 
however, two examples are not sufficient to investigate the extent to which rotations are 
caused by geology. Known sferic azimuths may assist distortion analyses, such as Groom-
Bailey decomposition (Groom and Bailey, 1989), which aim to separate the effects of local 
structures from regional magnetotelluric fields. 
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Figure 4.10: (a) Ex component and (b) Ey component amplitudes of 15 of the highest peak 
current sferics originating close to our survey site. Average amplitudes are shown in black. 
 
GLD360 data do not distinguish between cloud to ground (CG) (vertical dipole) and 
intra-cloud lightning (vertical and horizontal dipole), thus ambiguity in the orientation of the 
lightning dipole moment could be a source of uncertainty in predicting sferic amplitudes 
associated with intra-cloud strikes. However, since large electric field amplitudes at VLF are 
generally correlated with CG lightning (Cummins and Murphy, 2009; Said and Murphy, 
2016), we expect uncertainty in dipole orientation to be minimal for sferics with large 
amplitudes. Additionally, horizontal intra-cloud lightning strikes typically have lower dipole 
moment and a bi-directional radiation pattern, thus lowering the likelihood of detection at a 
single AMT site compared to CG strikes that produce omnidirectional radiation. We therefore 
justify the assumption of a vertical electric dipole source for modelling primary electric field 
at our single survey site. 
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4.6 Conclusion 
 
We used lightning network data as a proxy to study natural electromagnetic fields from a 
known-source perspective. Lightning network data were accurate and efficient enough to 
predict arrival of sferics in time series electromagnetic data and to generate predicted values 
for electromagnetic field amplitudes and polarisations. GLD360 data show that lightning 
peak current and source observer distance both vary over several orders of magnitude. We 
found that predicted amplitudes for sferics with equivalent lightning source parameters fell 
within an order of magnitude of one another and generally correlated with measured 
horizontal electric field amplitudes. Additionally, we observed changes in PSD profiles as a 
function of distance between source and observer and demonstrated that S/N can be improved 
over dead-band frequencies by extracting signals sourced by the closest and highest peak 
current lightning strikes. By extension, we anticipate lightning network data can be used as a 
proxy to improve the quality of AMT and AFMAG data for improved geological mapping 
and interpretation. 
 
4.7 Appendix A - ELF propagation model 
 
We predicted vertical electric field amplitudes for each extracted sferic by modelling 
electromagnetic propagation using GLD360 derived position and peak current. We separated 
positive and negative strikes and then sorted our database by predicted amplitude. We used 
models from (Huang et al., 1999; Ishaq and Jones, 1977; Nickolaenko et al., 2010) to predict 
amplitudes of the frequency-dependent electric field Ez(f) from normal equations at ELF: 
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where I(f)ds is the source moment of the causative lightning current I distributed over the 
vertical distance ds, 1, i = - and ν is an experimentally determined complex eigenvalue 
describing frequency dependent attenuation characteristics of the waveguide, given by: 
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which depends on the wavenumber k, the radius of the Earth a and the sine of the mode 
eigen-angle S: 
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where c/V is the ratio of the speed of light c to its phase velocity V: 
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and α is an experimentally determined attenuation coefficient; 
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The variables ε0, f, θ, and h are the permittivity of free space, frequency, angular 
distance between source and observer, and height of the ionosphere, respectively. P µu  is the 
Legendre function of the first order (μ = 0) with complex subscript ν, which is calculated 
using the hyper-geometric series given by (Abramowitz and Stegun, 1965): 
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where Γ is the gamma function, z is the argument of the Legendre function, and 2F1 is 
the hyper-geometric function, approximated over n terms by: 
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For each GLD360 identified sferic we used the calculated geodesic distance to 
determine theta and the GLD360 peak current for I(f), assuming uniform radiation efficiency. 
We assumed a stationary dipole moment of 5000 m and calculated amplitudes at 1000 Hz. 
Our amplitude sorted sferic database generally showed increasing amplitude, justifying these 
assumptions, with minor perturbations most likely due to changes in cloud altitude, errors in 
peak current measurement and ionospheric anisotropy.
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Chapter 5 Source Dependent Bias 
in Magnetotelluric Responses 
 
5.1 Abstract 
 
The predominant signals of audio-frequency magnetotellurics (AMT) are called sferics, and 
they are generated by global lightning activity. When sferic signals are small or infrequent, 
measurement noise in electric and magnetic fields causes errors in estimated apparent 
resistivity and phase curves, leading to great model uncertainty. To reduce bias in apparent 
resistivity and phase, we use a global propagation model to link sferic signals in time series 
AMT data with commercially available lightning source information including strike time, 
location, and peak current. We then investigate relationships between lightning strike 
location, peak current, and the quality of the estimated apparent resistivity and phase curves 
using the bounded influence remote reference processing code. We use two empirical 
approaches to pre-processing time-series AMT data before estimation of apparent resistivity 
and phase: stitching and stacking (averaging). We find that for single-site AMT data, bias can 
be reduced by processing sferics from the closest and most powerful lightning strikes and 
omitting the lower amplitude signal-deficient segments in-between. We hypothesized that 
bias can be further reduced by stacking sferics on the assumptions that lightning dipole 
moments are log-normally distributed whereas the superposed noise is normally distributed. 
Due to interference between dissimilar sferic waveforms, we tested a hybrid stitching-
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stacking approached based on clustering sferics using a wavelet based waveform similarity 
algorithm. Our results indicate the bias is best reduced by stitching high amplitude data.  
 
5.2 Introduction 
 
Due to signal to noise ratio (S/N) considerations, Audio-frequency Magnetotellurics (AMT) 
is seldom used in mineral exploration (Hope and Andersson, 2016; Jones and Garcia, 2003), 
despite its potential to map conductivity at the depths of interest (100-1000m). This is 
because bias in AMT data is often severe at dead-band frequencies (1-5 kHz) where signal 
levels for electric (E) and magnetic (H) fields are generally low (Garcia and Jones, 2002a; 
Sternberg, 2010). Bias, which arises from natural, cultural, and instrument noise, leads to 
spurious apparent resistivity and phase curves and false models (Garcia and Jones, 
2008,;Pomposiello et al., 2009). Some examples of cultural noise in the AMT band (7 Hz – 
20 kHz) are power lines, rail networks, industrial operations, and Very Low Frequency 
(VLF) communications (Macnae, 2015). Instrument noise is typically caused by electronics 
in data acquisition systems and magnetic field sensors. 
Most practitioners use remote references and robust processing to minimize bias in 
AMT data. The Remote Reference method uses simultaneous measurements of the magnetic 
field at a remote location to down weight incoherent data segments (Bhattacharya, 2002; 
Clarke et al., 1983; Gamble et al., 1979b; Ritter et al., 1998). Not only is this logistically 
expensive relative to single site acquisition, but to effectively reduce bias, the reference must 
record uncorrelated noise and highly correlated high S/N data. Practically, remote referencing 
has not increased S/N by more than a factor of 3 in the best-case scenarios (Kingman, 2012). 
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Robust magnetotelluric data processing schemes use data adaptive weighting to 
remove outliers in electric and magnetic fields, and coherence sorting to eliminate signal 
deficient segments (Chave and Thomson, 2004; Egbert, 1997; Neukirch and Garcia, 2014). 
One of the most frequently used robust codes is Bounded Influence Remote Reference 
Processing (BIRRP), which uses section averages of long time series and statistics to 
minimize the influence of data noise and outliers on the estimation of magnetotelluric 
impedance (Chave and Thomson, 2004). However, when S/N is low and noise spectra are 
stationary, measurement errors in AMT data can propagate into impedance estimates causing 
repeatable, yet strongly biased results (Kingman, 2012). If the majority of data are biased by 
low S/N, robust methods are likely to treat rare high amplitude sferics as outliers (Chave and 
Thomson, 2004; Egbert, 1997; Jones et al., 1989; Wawrzyniak et al., 2013).  
The predominant sources of signal for natural AMT soundings are distant lightning 
strikes, which radiate electromagnetic waves known as sferics (Chave and Jones, 2012). An 
alternative to using natural sources is to use a transmitter to generate electromagnetic signals 
at predefined frequencies (Hu et al., 2013; Zonge and Hughes, 1991). One of the major 
drawbacks of Controlled Source AMT (CSAMT) is the requirement for cumbersome high 
voltage transmitters and layout of long electric dipoles. Furthermore, controlled sources have 
limited dipole moments with currents often limited to tens of amperes. Since lightning strikes 
have peak currents that can exceed 100 kA, they have the potential to outperform controlled 
sources for short lightning-receiver offsets. However, a major drawback of using lightning 
sources is that storm systems have seasonal, temporal, and geographic dependence (Garcia 
and Jones, 2002a). 
There is an extensive literature on the variability of natural electromagnetic fields in 
the audio frequency band, however most research has analyzed electric and magnetic field 
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measurements over daily monthly and yearly intervals (Garcia and Jones, 2002a; Goldak, 
1997; Labson et al., 1985). Rather than looking at long term average magnetic field levels, 
Sternberg (2010) looked at the maximum and minimum signal levels observed during typical 
geophysical survey times. Hennessy and Macnae (2017b) linked individual sferic signal 
levels to lightning location and peak current data and observed high signal to noise ratios 
over the audio-frequency spectrum for sferics originating within several hundred kilometers 
of the survey site. 
If we further consider lightning data as a proxy for source information, then at least 
two parallels can be drawn between natural and controlled source AMT; we can select from 
the available transmitter (lightning)-receiver geometries and we can average sferic 
waveforms based on their source location. For example, measurement errors in controlled 
source electromagnetic methods are minimized by averaging (stacking) repetitive waveforms 
to increase signal and decrease background noise. If both signal and Gaussian noise are 
stationary, then averaging improves S/N by sqrt(N), where N is the number of averages 
(Macnae et al., 1984; McCracken et al., 1986). Goldak and Goldak (2001) attempted to 
increase S/N of natural fields data by using adaptive polarization stacking, but did not 
consider the interference effects of averaging non-stationary sferic waveforms.  
In this research, we aim to test the hypothesis that: If bias in AMT data is lightning 
source dependent, then source dependent processing of data, with S/N considerations, will 
reduce bias in apparent resistivity and phase curves. We will first investigate how lightning 
location and peak current influence the quality of AMT results, and then we will trial three 
different methods of incorporating data with the BIRRP code; 1) conventional processing of 
long time series, 2) stacking sferics, 3) stitching short segments with high signal amplitudes. 
 
CHAPTER 5. SOURCE DEPENDENT BIAS IN MAGNETOTELLURIC RESPONSES 
 99 
5.3 Methods 
 
In this section, we describe experimental methods and provide preliminary analyses of our 
time series AMT data, including: 1) Clustering sferics into ensembles with similar 
waveforms, 2) Increasing signal to noise ratios by discarding noisy data, and 3) Estimating 
magnetotelluric apparent resistivity and phase.  
 
5.3.1 Field measurements and lightning data 
On 5 November 2014, we carried out an AMT survey at the Redcastle Goldfields near 
Heathcote, Victoria. We obtained GLD360 lightning network data from Vaisala Inc for times 
coincident with our AMT survey. For each detected strike, GLD360 catalogues a strike time, 
latitude, longitude, peak current, and polarity. Peak current is generally defined as the 
maximum current reached over a given discharge waveform. GLD360 provides an Earth 
referenced polarity determined by the direction of the received vertical electric field 
waveform, which depends on the direction of current flow in the lightning strike (Said et al., 
2010). If the electric field is directed towards Earth’s surface, the sferic is given a negative 
polarity. 
For each detected strike, we used a geodesic (Karney, 2013) propagation model to 
estimate a speed of light travel time and extract a window of electric and magnetic field data 
around the associated sferic. We stored extracted sferics in a database with their respective 
source information along with additional data such as predicted vertical electric field 
amplitude and arrival azimuth (Karney, 2013). Figure 5.1 shows an example of lightning 
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network data being used to predict sferics in AMT data. Sferics are shown for each polarity 
and arrival direction (direct and antipodal propagation).  
 
 
Figure 5.1: 260 ms Ex component time series data (grey) with predicted positive and negative 
lightning strike times (+,o), positive and negative direct-arrival sferics (blue, black) and 
positive and negative antipodal sferics (green, red). Two pairs of direct and antipodal sferics 
are linked to their causative strike times. 
 
CHAPTER 5. SOURCE DEPENDENT BIAS IN MAGNETOTELLURIC RESPONSES 
 101 
5.3.2 Data processing through stitching sferics 
The electromagnetic signal measured at an AMT site is the sum of sferic signals and 
background noises. AMT data generally contain around 30 to 40 sferics per second with large 
amplitude sferics occurring at random times with durations of up to 1.5 ms. Figure 5.2a 
shows that sections of data between sferics generally have low signal and approach the noise 
floor of the receiver system. Figure 5.2b shows time series background noise present in the 
signal deficient segments. Figure 5.2c shows the differences in power spectra for both high 
signal and low signal (noise) segments of data.  For reference, the acquisition system noise 
floor is shown red. If we can effectively identify and extract the useful sferics, then we can 
discard the signal free segments in between sferics to increase signal to noise power ratios.  
After extracting each predicted sferic, we preemptively applied a taper to reduce any 
potential artifacts introduced by boundary discontinuities when stitching these sferics into a 
single time series for each component. An example of stitched sferics is shown on Figure 5.3. 
We generally extract a 1.5 ms segment of data, however we investigated increases and 
decreases in the window length of the segment. The chosen window length sets the band of 
frequencies available for transfer function estimation, where the lowest frequency is the 
reciprocal of the total sampling time for the window and the highest is the Nyquist frequency. 
We typically set each sferic waveform so that it starts at a about quarter of the window 
length, however the exact start time is generally arbitrary.  We used a trapezoidal taper with 
linear slopes across the first and last 10% of each window.  
 
CHAPTER 5. SOURCE DEPENDENT BIAS IN MAGNETOTELLURIC RESPONSES 
 102 
 
Figure 5.2: (a) A segment of Ex component data with high-amplitude sferics (black). (b) A 
segment of quiet data (blue). (c) Power spectral density estimates for high-S/N (black) and 
quiet data (blue) shown relative to the receiver noise floor (red). 
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Figure 5.3: A segment of Ey component data with eight stitched sferics. 
 
5.3.3 Cluster analysis and waveform similarity 
Due to the path-dependent nature of sferic propagation, we expected that sferics originating 
from localised regions with similar lightning source parameters would arrive at the AMT 
survey site as signals with similar waveforms (Said et al., 2010). We tested this hypothesis by 
developing matlab code to extract sferics and tie them to their lightning source parameters. 
We applied cluster analysis (Fukunaga and Hostetler, 1975) to segment data into spatially 
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localized ensembles of sferics. Figure 5.4 shows lightning strike location data projected on 
the World Geodetic System 1984 ellipsoid (WGS84). Grey dots represent GLD360 lightning 
strike locations which are shaded to show their respective storm clusters. Two examples of 
lightning storm clusters are shown in blue and red with propagation paths (black) to our 
survey site (green). 
 
Figure 5.4: The GLD360 lightning strike locations (grey) shaded by a storm cluster. Two 
storm clusters are shown (red and blue), with their respective propagation paths (black) to the 
survey site (green). 
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Sferics are observed with different waveforms depending on the electromagnetic 
waveguide properties associated with the propagation path between each storm cluster and 
our survey site. Figure 5.5a and b show 5 positive and negative polarity sferics originating 
from the blue lightning cluster originating approximately 600 km away off the eastern coast 
of Victoria, respectively. Figure 5.5c and d show positive and negative sferics that originated 
3000 km away in north-west Australia. For each polarity, these time domain profiles show 
waveform similarity for sferics originating from the same storm cluster. Peak to peak 
amplitudes for sferics originating from the distant cluster are an order of magnitude smaller 
than those of the closer storm cluster due to increased attenuation over the greater 
propagation distance. For all sferics shown on Figure 5.5, peak currents were around 100 kA, 
except for the positive polarity (positive) sferics from the red group which had peak currents 
around 35 kA. The amplitudes of the horizontal electromagnetic fields, as observed at the 
survey site also depend on the projection of the arrival azimuth into each of the respective 
components. Arrival azimuths were approximately 288° and 140° for the nearer and distant 
sferics, respectively.  
After carrying out cluster analysis of lightning strike locations, we observed that not 
all sferics in an ensemble were identical (Figure 5.6a). Occasionally, sferics from different 
storm systems with different waveforms contaminate data within a predicted sferic window. 
Additionally, non-linear or forked strike paths, and inter-cloud or cloud-ionosphere 
involvement will contribute to creating complex lightning current waveforms. To improve 
waveform similarity, we used correlation thresholds to discard dissimilar sferics from each 
ensemble (Figure 5.6b). For each ensemble, we correlated an average waveform against each 
individual sferic in the ensemble. Sferics with correlation coefficients below 0.7 were 
discarded.  
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Figure 5.5: Sferic waveforms from the two storm clusters shown in Figure 5.4. (a) Positive 
current source at 600 km distance, (b) negative current source at 600 km distance, (c) positive 
current source at 3000 km distance, and (d) negative current source at 3000 km distance. 
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In addition to window contamination, for each ensemble we observed occasional 
errors in predicted arrival time of up to 8 µs (Figure 5.6a). Timing errors were corrected by 
time shifting each sferic into alignment with the ensemble average waveform. During this 
process, all E and H field components remained phase-locked. Time shifting does not affect 
the phase of magnetotelluric results if both E and H are shifted by the same time to preserve 
the phase of the impedance tensor (Z). However, averaging sferics with slight timing or 
waveform dissimilarities may in principle introduce phase errors through destructive 
interference in the E and H fields.  
 
 
Figure 5.6 (a) Sferics from an ensemble of lightning strikes (black) with an average of the 
largest six sferics (red) and the ensemble average (cyan). (b) Correlation thresholds and time 
shifting were applied to improve the coherence between sferics. 
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5.3.4 Data processing through stacking sferics 
Controlled Source Electromagnetic (CSEM) surveys average repetitive bipolar waveforms 
with practically zero signal variance to increase signal and reduce noise (Macnae et al., 
1984). The key assumptions in CSEM processing are that signal and noise are uncorrelated, 
both signal power and noise variance are constant, and measured data (d) are the sum of the 
signal s and noise n at all times t 
 !(#) = & # + ( # .  ( 5.1 ) 
If all signal is subtracted from the measured data, then noise power can be estimated 
from the expected value of the noise variance (Byrne, 2014). If we assume additive noise on 
the measured data is Gaussian with zero mean, then many averages of a repeated signal will 
yield an expected value for the measured data 
 ! = & # ,  ( 5.2 ) 
and a standard error of the mean 
 )* = +,-,  ( 5.3 ) 
where ). is the standard deviation of the noise. Thus, the signal to noise power ratio after N 
averages is proportional to the square root of N if signal and noise powers are both stationary 
 /012345 = 6+7 = 8 9 -+, .  ( 5.4 ) 
If sferics are similar (or repetitive), then stacking should in principle also increase 
S/N. Sferics originating from common locations with similar lightning source parameters will 
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arrive at an AMT survey site with similar amplitudes and waveforms as they will have had 
similar path attenuation.  
For sferics propagating over the same paths the amplitude distribution observed at the 
survey site will reflect the distribution of lightning peak currents. In Appendix A, we show 
evidence that lightning peak currents are log-normally distributed. Figure 5.7 shows 
histogram fits to positive and negative lightning peak currents (a and b, respectively). If we 
sort the absolute values of peak currents from smallest to largest, we can fit a log-normal 
inverse cumulative distribution (Appendix B), see Figure 5.7c. The mean peak current 
amplitudes are centered around 10 to 20 kA, almost an order of magnitude lower than the 
highest peak current strikes (which can be up to several hundred kA).  
We now reorder the log-normal distribution from high to low signal to consider the 
effect of stacking sferics in the presence of additive normally distributed noise. We use the 
log normal inverse cumulative distribution function (see Appendix B) to randomly generate 
peak currents for an arbitrary number of probability values p (0<p<1).  The AMT signal to 
noise ratio under noise assumptions is then 
 /01 :5; = 	 6+7 = = >?@AB>C DE DFGHIJKC - -+, ,  ( 5.5 ) 
where N is the number of stacks, p is a vector of probabilities p =(p1,…,pi) where i£N, σ is 
the log normal standard deviation and μ is the log normal mean. Because the signal 
amplitudes are ordered, for a certain number of stacks, the normally distributed noise 
contribution will decrease slower than the signal contribution.  
 
CHAPTER 5. SOURCE DEPENDENT BIAS IN MAGNETOTELLURIC RESPONSES 
 110 
 
Figure 5.7: (a) A histogram of positive lightning currents with a fit to a log-normal 
distribution (red). (b) A histogram of negative lightning currents with a fit to a log-normal 
distribution (red). (c) Peak currents sorted by increasing amplitude, with fits to the log-
normal inverse CDF. Log-normal means are represented by crosses. 
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We carried out a stacking simulation to show the effects of averaging sferics sampled 
from a log normal inverse cumulative distribution function (quantile distribution). We found 
that as the number of sferics in the distribution increase, so does the probability of sampling 
large peak currents. We found storm clusters generally have means around 2.5 and variances 
between 0.6 – 1, thus quantile distributions shown on Figure 5.8a use a mean of 2.5 and 
variances of 0.5, 0.75 and 1. Figure 5.8b shows several examples of averaging synthetic 
signal powers derived from theoretical peak current distributions. The red curve shows the 
effect of averaging Gaussian noise powers to decrease noise.  
Assuming that noise powers are stationary, we use equation (5.5) to estimate the 
relative S/N increase with N stacks. Dashed lines on Figure 5.8c show S/N expectation 
increases monotonically with increasing signal power. Solid lines show that when stacking is 
carried out over decreasing signal powers, expected S/N quickly increases to a maximum 
(circle) followed by a gradual decrease to the ensemble average S/N. Thus, depending on the 
type of data (CSEM, or AMT) the implications of stacking are quite different. For CSEM, 
S/N expectation improves with every stack. 
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Figure 5.8: (a) Three simulated lightning peak current distributions. (b) Signal averaging for 
for increasing (–) and decreasing sferic amplitudes (-). The red curve shows noise 
monotonically decreasing over N averages. (c) Relative S/N for increasing and decreasing 
sferic amplitudes. The blue circles show the maximum S/N. 
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5.4 Results 
 
In this section, we show how bias can be minimized by considering source locations. First, 
we give an example of bias in estimates of apparent resistivity and phase. We then show 
processing results for two distinct source locations, and determine the extent to which high 
amplitude sferics improve apparent resistivity and phase estimates. Finally, we compare 1D 
forward models for biased and high S/N apparent resistivity curves.  
 
5.4.1 AMT bias observed in long time series at 1-5 kHz 
Figure 5.9 shows an example of AMT apparent resistivity and phase curves for 2 minute 
segments of continuous time series data. Biased apparent resistivity and phase are observed 
between 1 to 5 kHz with moderate standard errors. Consistent results were observed over 10 
independent trials for conventional processing using 2-minute data segments. However, a 
trough in response curves from 1.5 to 5 kHz could be misinterpreted as being sourced by a 
near-surface conductive layer. In the next section, we will show these resistivity estimates are 
in fact biased by data with low S/N.  
 
5.4.2 Source dependent bias for short segments 
To determine the extent of source dependent changes in S/N, we processed time series data 
from two distinct source locations to observe differences in AMT apparent resistivity and 
phase.  
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Figure 5.9: Ten trials of BIRRP processing on 2 min segments of data. (a) Apparent 
resistivity xy (black) and yx (red). (b) Apparent phase xy (black) and yx (red). 
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5.4.2.1 Large source-observer distance (>3000 km) 
Figure 5.10 shows 10 independent trials of BIRRP processing each using 64 sferics 
originating 3000 kilometers from our survey site. The top panel shows electric and magnetic 
field time series. Visual inspection of these profiles shows waveform similarity and strong 
correlation between E and H. We can also see the amplitude and phase relationships; the 
electric field lags the magnetic field. Panel b shows apparent resistivity for xy and yx 
estimates. Here we observe larger error bars than for the shorter source observer distance 
example and a strong trough at dead band frequencies. The phase estimates shown in Figure 
5.10c are also jagged and have larger errors, between 700 Hz and 6 kHz. These attributes of 
the apparent resistivity and phase curves suggest distant sferics have insufficient signal for 
AMT interpretation and modelling.  
 
5.4.2.2 Small source-observer distance (<1000 km) 
Figure 5.11a shows 64 sferics that have originated from a storm cluster located 600 km away 
(at approximately 38° 16’, 151°21’). These sferics exhibit waveform similarity with visually 
coherent E and H field signals and amplitudes approximately 10 times greater than the 
amplitudes associated with the distant sferics. The apparent resistivity and phase curves 
shown on Figure 5.11b and c are smoother and have lower standard errors than those 
associated with the distant sferics.  
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Figure 5.10: The BIRRP processing results for a distant storm cluster (3000 km). (a) Time 
series data showing electric (black) and magnetic (red) fields, (b) estimated apparent 
resistivity curves, and (c) estimated apparent phase. 
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Figure 5.11: The BIRRP processing results for a close storm cluster (600 km). (a) Time series 
data showing electric (black) and magnetic (red) fields, (b) estimated apparent resistivity 
curves, and (c) estimated apparent phase. 
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5.4.3 Apparent resistivity and phase from stacking and stitching data 
To decrease the effects of random noise, we aimed to stack through ensemble of similar 
sferics associated with individual storm clusters. However, minor differences in waveform 
shape were observed throughout the ensemble. Since stacking non-stationary sferic 
waveforms can in principle cause destructive interference, we used a wavelet sub-clustering 
algorithm (Mathworks, 2017) to further split the ensemble into 12 distinct groups of similar 
waveforms. For example, consider an ensemble of identical sferic waveforms where half of 
the waveforms are 180° out of phase (amplitudes opposite in sign). Stacking this ensemble 
without a sign correction would lead to an average signal of zero amplitude, regardless of the 
S/N of the individual sferic waveforms. Non-linear or forked strike paths, and cloud-
ionosphere involvement could also in principle lead to phase cancellation effects in the 
individual electric and magnetic fields. 
Figure 5.12 shows an example of waveform clustering for negative polarity sferics 
(negative) originating from ensemble A (the closer storm). The highest amplitude waveforms 
(top panel, decreasing from left to right) show a variety of waveforms, usually with only 1 or 
2 similar sferics. This may reflect that high amplitude waveforms have a higher probability of 
being generated by lightning with complicated non-linear effects. As waveform amplitudes 
decrease, we see higher numbers of similar sferics. There are 498 sferics in the lowest 
amplitude waveform subcluster.  
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Figure 5.12: Wavelet sub-clustering of sferic waveforms originating in the storm at 600 km east. This sferic ensemble was broken in 12 
subgroups. The number of sferics captured in each waveform subgroup is shown in brackets.
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To investigate the effects of stacking similar sferics on bias in apparent resistivity and 
phase, we averaged sferics over each sub-cluster of waveforms and stitched these averages 
into long time series for processing with BIRRP. Figure 5.13 shows the apparent resistivity 
(Figure 5.13a) and phase (Figure 5.13b) curves are jagged with large standard errors, 
particularly at dead band frequencies.  
 
Figure 5.13: A simple test of sferic stacking. (a) Estimated apparent resistivity curves and (b) 
estimated apparent phase. 
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To reduce bias in apparent resistivity and phase curves, we extracted 64 of the closest 
high amplitude sferics, stitched them together and processed with BIRRP (Figure 5.14). To 
demonstrate consistency, we repeated this procedure for 10 independent trials using 2 minute 
segments of data. The resulting response curves are much smoother at dead band frequencies 
and have very low standard errors between 700 Hz and 10 kHz. These 10 independent trials 
are more self-consistent than results for the 2 minute segments (Figure 5.9). 
 
Figure 5.14: Ten trials of BIRRP processing on stitched segments of data containing 64 
sferics. (a) Apparent resistivity xy (black) and yx (red). (b) Apparent phase xy (black) and yx 
(red). 
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5.4.4 Reducing bias to improve modelling 
To demonstrate the relevance of S/N improvements achieved by stitching the closest high 
amplitude sferics, we use an algorithm from (Meju, 1994) to forward model both the biased 
(low S/N) and enhanced (high S/N) apparent resistivity and phase curves, see Figure 5.15. 
We fit a 2-layer model to the high S/N data (0.3 RMS misfit), which made a poor fit 
to the biased data (12.3 RMS misfit). Our search through 2, 3 and 4-layer models failed to 
satisfy the biased data, no matter how conductive we set the near surface layers. This is 
because the biased data have no geophysical meaning. Although both high and low S/N 
apparent resistivity curves agree below 1.5 kHz, a significant amount of geophysical 
information is lacking in the low S/N data, particularly in the dead band. Figure 5.15b shows 
model layer resistivities and thicknesses.  
Due to the high surface conductivities at our survey site, dead band frequencies 
correlate to depths between 18 and 50 m below surface (depth range is shaded grey). By 
increasing S/N we have improved resolution of layers within the range of depths 
corresponding to the skin depths at dead band frequencies (1.5 – 5 kHz).   
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Figure 5.15: One-dimensional modelling for biased (black) and high-S/N (red) data. (a) 
Estimated (–) and modelled (-) xy apparent resistivity using two-layer models. (b) 
Conductance versus layer depth for both models with approximate dead-band skin depths 
shaded in grey. 
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5.5 Discussion 
 
Garcia and Jones (2002a) showed that dead band S/N generally shows diurnal and seasonal 
dependence. Our findings are more specific; when lightning storms are close to the survey 
site, S/N can be increased at all AMT frequencies by discarding signal deficient data. For 
latitudes far from the tropics, the probability of lightning activity occurring within 600 km of 
a survey in winter is low. Even in the worst cases, extracting the highest amplitude sferics 
should be an improvement over using the entire time series. However, dead band S/N is 
unlikely to increase if only distant sferics are detected at the survey site.  
There are three main reasons for why the closest sferics improve S/N; 1) In the 
vicinity of each lightning strike, electromagnetic energy between 1.5-5 kHz is trapped in 
transverse resonance between the Earth and ionosphere (Nickolaenko and Hayakawa, 2002). 
Thus, signals in the dead band cannot propagate longitudinally through the waveguide. 2) As 
a consequence of Ohm’s Law, the Earth-ionosphere waveguide attenuates signal. Thus, 
longer propagation paths cause greater electromagnetic losses. 3) Cloud to ground lightning 
strikes emit ground waves which provide a direct propagation path between the lightning 
strike and the receiver site up to several hundred to 1000 km from the strike (Said et al., 
2010).  
Four implications arise from the stacking demonstration; 1) The mean and standard 
deviation of the signal distribution determine the change in S/N with each additional stack, 2) 
S/N reaches a maximum after a certain number of stacks. 3) Including additional stacks can 
decrease the S/N of the stacked data. 4) The most efficient way to reach maximum relative 
S/N is to order signals from highest to lowest amplitude.  
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At least two independent EM field polarizations are required to completely determine 
the MT impedance tensor (Zonge and Hughes, 1991). EM field polarizations at an AMT 
survey are determined by the lightning strike location and dipole orientation (Hennessy and 
Macnae, 2017a). Cloud-to-Ground (CG) strikes are approximately Vertical Electric Dipoles 
(VED) and generate sferics that are polarised with a vertical electric field in the air. At an 
AMT survey site a CG associated sferic has its electric field tilted into the ground in the 
arrival direction (Wait, 2012). In the absence of local or regional conductors, the magnetic 
field is orthogonal to the electric field and horizontal in both air and Earth. Intra-Cloud (IC) 
and Cloud-to-Cloud (CC) strikes often have a horizontal electric dipole (HED) component. 
Sferics associated with HED sources are polarised with a vertical magnetic field in the air and 
an electric field that is horizontal and orthogonal to the direction of propagation. 
If the sferics observed in an AMT survey are predominantly sourced by CG strikes, at 
least two spatially separated storm systems are required to fully define the MT impedance 
tensor. For a single storm system, a combination of HED and VED sources could, in 
principle, be used to derive enough independent information for a bivariate regression, 
assuming the survey site is in the direction of the maxima in the HED bipolar radiation 
pattern. 
To investigate the dependence of bias on source locations, we showed two examples 
of AMT processing using data from single storm systems. Although impedances estimated 
from single storm clusters may not have been completely determined by the narrow range of 
polarizations, these examples serve to highlight the dependence of source location on bias in 
apparent resistivity and phase curves. In general, AMT processing should however include a 
diverse range of EM field polarizations. 
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5.6 Conclusion 
 
Conventional estimates of apparent resistivity and phase estimates were biased by signal 
deficient data segments, particularly at dead band frequencies. To increase S/N, we analyzed 
lightning network data and extracted the closest and highest amplitude sferics and discarded 
signal deficient (noisy) data. The best signals in our AMT data were sourced from lightning 
strikes occurring within 700 km of the survey site. Sferics associated with distant lightning 
strikes are generally signal deficient at dead band frequencies, and should be appropriately 
weighted and/or removed to avoid degrading apparent resistivity and phase estimates.  
Processing by stitching the highest amplitude sferics outperformed the hybrid 
stitching/stacking strategy. This may be because averaging reduces the total number of data 
points used in the robust regression relative to the stitched time series. Sferic stacking was 
complicated by the log-normal distribution of lightning dipole moments, and destructive 
interference between sferic waveforms. By stitching large amplitude sferics we also reduced 
bias relative to conventional BIRRP processing.  
In addition to improving data quality, we showed that high S/N are required at as 
many frequencies as possible for reliable modelling and interpretation of AMT data. For 
impedance estimates on low S/N data, bias resulted in a loss of subsurface information and 
degraded interpretation of subsurface conductive layers. 
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5.7 Appendix A – Log normal lightning peak currents 
 
Data are log-normally distributed if the logarithms of data are normally distributed (Limpert 
et al., 2001). Lightning current parameters are generally log-normally distributed (Cummer 
and Lyons, 2004; Pasek and Hurst, 2016). This is further demonstrated using a quantile-
quantile (q-q) plot (Figure 5.16a) which shows that logarithms of lightning peak currents 
(blue) closely resemble a theoretical normal distribution (red). The left tail may arise if the 
lowest peak current sferics are less efficiently detected by the sparsely located lightning 
network sensors. Thus, lightning network data do not completely sample the true population, 
particularly at low peak current. Figure 5.16 b plots the ordered nth positive sample against 
the ordered nth negative sample showing that both negative and positive lightning polarities 
are sampled from the same left tailed log normal distribution.  
 
Figure 5.16: (a) A q-q plot shows that negative lightning peak currents (blue) fit a lognormal 
distribution (red). (b) A q-q plot shows that negative and positive lightning strike data are 
sampled from similar log-normal distribution. 
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5.8 Appendix B - Predicting lightning peak currents 
 
The lognormal distribution function of a real valued random variable x is 
 ! " #, % = '( ') *+ ,"- − /0 ( 12 3*)3 , ( 5.6 ) 
where x, μ and σ the variable, log mean and log standard deviation (Forbes et al., 2011). 
The lognormal cumulative distribution function (CDF) gives the probability that a 
random sample will have a value less than or equal to x  
 4 " #, % = Φ /0 ( 12) = '* erfc − /0 ( 12*) ,  ( 5.7 ) 
where F is the cumulative distribution function and erfc is the complementary error function. 
To sample probabilities from the log normal distribution we apply the universality of 
the uniform theorem (Blitzstein and Hwang, 2014), also known as the inverse transform 
sampling method, to obtain the log normal inverse cumulative (quantile) distribution function 
4 41' # = - 
12 ,<!= − ln 41' @ − #2% = - 
 41' - = ,"- −,<!=1' 2- 2% + # ,  ( 5.8 ) 
where p is the probability of an event (0<p<1). To sort the sampled events by decreasing 
probability we simply reflect the quantile distribution function in the p axis.
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Chapter 6 Magnetotelluric 
Distortions Directly Observed with 
Lightning Data 
 
6.1 Abstract 
 
Galvanic distortions complicate magnetotelluric (MT) soundings. In this research, we use 
lightning network data to identify specific sferics in MT measurements and analyse these 
events on the basis of the lightning source location. Without source information, 
identification and removal of galvanic distortion is a fundamentally ill-posed problem, unless 
data are statistically decomposed into determinable and indeterminable parts. We use realistic 
assumptions of the Earth-ionosphere waveguide propagation velocity to accurately predict 
the time of arrival, azimuth and amplitude for every significant sferic in our time-series data. 
For each sferic with large amplitude, we calculate the rotation of the electric field from the 
measured to the predicted arrival azimuth. This rotation of the electric field is a primary 
parameter of distortion. Our results demonstrate that a rudimentary model for near-surface 
galvanic distortion consistently fits observed electric field rotations. When local features 
rotate regional electric fields, then counter-rotating data to predicted arrival azimuths should 
correct the directional dependence of static shift. Although we used amplitude thresholds to 
simplify statistical processing, future developments should incorporate both signal-to-noise 
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improvements and multisite decompositions. Lower amplitude signal may also be useful after 
the appropriate signal processing for noise reduction. We anticipate our approach will be 
useful for further work on MT distortion. 
 
6.2 Introduction 
 
To carry out robust interpretation of magnetotelluric (MT) data, practitioners must either 
identify, remove or somehow account for galvanic distortions which perturb regional electric 
and magnetic fields. Most approaches to remove galvanic distortion decompose the measured 
MT response tensor by statistically fitting a distortion model. However, MT distortion 
problems are generally ill-posed, consequently decompositions are factored into determinable 
and indeterminable parts (Groom and Bailey, 1989). For noisy MT data, decomposition 
algorithms employ statistical techniques such as jackknifes and bootstraps to constrain 
distortion models (Chave and Smith, 1994; McNeice and Jones, 2001), rather than focusing 
on limited sections of data with high signal-to-noise ratios (SNRs). Instead of statistically 
constraining distortion model parameters, we propose to directly observe MT distortion by 
comparing time-series data with source field amplitudes and azimuths predicted from 
lightning network data. 
Radio atmospherics (sferics) generated by lightning are a powerful source of signal 
for audio-frequency magnetotelluric (AMT) soundings (3 Hz to 30 kHz) and up to four 
million lightning strikes per day are now catalogued by global lightning networks (Ushio et 
al., 2015). Global lightning location networks provide continuous coverage of lightning 
strikes over continents and oceans, cataloguing lightning strike time, latitude, longitude, 
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auxiliary data on location errors, lightning peak current and polarity (Said et al., 2013). These 
parameters are sufficient to model sferic propagation so that individual sferics in time-series 
data can be linked to lightning source information.  
This Chapter addresses the following research questions and sets scope for further 
research in MT distortion analysis: (1) How can predicted sferic arrival azimuths characterise 
magnetotelluric distortions? (2) How can directly observed distortion help correct for static 
shift? To answer these questions, we use lightning network data as a source proxy to predict 
sferic amplitude and arrival azimuth. We compare predicted and measured sferic azimuths to 
directly observe rotation of sferics as a function of incoming azimuth. We then fit rotations to 
a rudimentary model for galvanic distortion and investigate the effect of counter-rotating data 
on estimating MT impedance. 
 
6.2.1 Magnetotellurics with lightning network data 
To investigate application of lightning network data to distortion analysis, we carried out an 
AMT survey on the Redcastle Goldfields near Heathcote, Victoria, with locations referenced 
to the Geocentric Datum of Australia (GDA94). MT soundings quantify the Earth’s inductive 
and galvanic response to temporal changes in the geo-magnetic field through a frequency-
dependent impedance tensor Z; 
 
 B = Z(( Z(DZD( ZDD   ( 6.1) 
 
where Zxy =- Zyx and Zxx=Zyy=0 for a one-dimensional Earth (Chave and Jones, 2012). 
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Depending on the magnitude of current in a lightning strike, sferics can be detected up 
to 10 Mm from their launch locations. We used a Smartem24 receiver to record three 
orthogonal magnetic field components and two horizontal electric field components (east and 
north).  We used an ARMIT sensor (Macnae and Kratzer, 2013) to measure magnetic fields 
and two 100 m grounded dipoles to measure electric fields.  To convert from true azimuths 
(WGS84) to grid azimuths (GDA94), we added the grid convergence at our survey site (-1°) 
to predicted arrival azimuths.  
Lightning source parameters and the Earth ionosphere waveguide impose several 
important constraints on the electromagnetic field vectors associated with sferics. In the air, 
most sferics are polarized with a vertical electric field (Wait, 2013).  The electric field in a 1-
D Earth is tilted into the horizontal plane of the Earth along the direction of propagation 
(arrival direction). Magnetic fields associated with sferics are horizontal in both air and Earth, 
and remain orthogonal to the electric field in the absence of local or regional structures. 
Accurate time stamps and launch locations for global lightning strikes should in 
principle act as a “known” source to help distinguish sferic signals from noisy data. We 
obtained lightning data from the Global Lightning Dataset (GLD360) which uses a network 
of VLF sensors and waveform recognition algorithms to triangulate individual lightning 
strikes to within a median location accuracy of less than 1 km for day time propagation paths 
(Said et al., 2010). 
To link sferics to their lightning source parameters, we use an algorithm from Karney 
(2013) to calculate the geodesic path between each lightning strike and our survey site on the 
World Geodetic System 84 ellipsoid (WGS84). Figure 6.1 shows GLD360 detected lightning 
locations with an example geodesic simulating the propagation path between a lightning 
strike and our survey site. Karneys algorithm also predicts arrival azimuths at our survey site. 
CHAPTER 6. MAGNETOTELLURIC DISTORTIONS 
 133 
 
 
Figure 6.1: GLD360 Lightning locations (blue) during a 34 min AMT survey with one 
example geodesic path (black) to our survey site (red). 
 
We estimated a time of arrival ta for each sferic; 
 EF = EG + HI	,  ( 6.1 ) 
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where ts is the strike time, d is the geodesic distance and c is the speed of light (2.997925 × 
108 m/s).  GPS synchronization of our AMT acquisition system allowed us to extract a 
window of electric and magnetic field data around each GLD360 predicted sferic.  In addition 
to predicting sferic arrival time and azimuth, we also predicted vertical electric field 
amplitudes using GLD360 locations and peak currents, see (Nickolaenko et al., 2010) for 
further details. This assumes that no cloud-to-cloud strikes are included in GLD360 data, 
which is reasonable if peak currents are greater than 10 kA (Cummins et al., 1998). We 
sorted our sferic database by increasing amplitude to facilitate processing of high SNR data.  
 
6.2.2 Results 
 
Figure 6.2 shows sferic electric field polarizations as Lissajous curves (light blue) in polar 
coordinates. These data were acquired over 34 minutes and display a diverse range of 
polarisations. However, many sferics have low SNR. To reduce the influence of noise, we 
omitted low amplitude sferics and normalized each sferic to its maximum magnitude of total 
horizontal field. In Figure 6.2, a sferic originating to the north (dark blue) has its electric field 
linearly polarized along a relatively N-S axis (000º -180º). A sferic originating to the west 
(orange) has a relatively E-W polarization. 
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Figure 6.2: Polar plot showing extracted sferic electric field polarisations relative to grid 
North. 
 
6.2.3 Magnetotelluric distortions 
The magnetotelluric static shift effect complicates the interpretation of apparent resistivity 
curves (Chave and Jones, 2012) and occurs when the regional electric field induces charge 
accumulations on the boundaries of a local near-surface resistive structure (distorting body). 
As described in Jiracek (1990), charge accumulations generate secondary electric fields 
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which externally scatter regional electric fields.  The horizontal electric field measured at 
surface is thus perturbed from the regional field in the vicinity of such a distorting body.  
Since magnetotelluric interpretations aim to estimate regional Earth impedance, a 
static shift is an unwanted local distortion that must be accounted or corrected for. 
Unfortunately, we cannot simply model and remove static shift from AMT data since the 
distorting body responsible for the static shift is not well resolved if a survey’s measurement 
sites are widely spaced.  
When the regional structure is 1-D, static shift is observed as a constant frequency 
independent offset in xy and yx apparent resistivities on a log-log plot (Jones, 1988; Jones, 
2012). A common solution is to shift the xy and/or yx apparent resistivity curves, using a 
priori information such as resistivity information obtained from controlled source 
electromagnetic soundings (Macnae et al., 1998; Pellerin and Hohmann, 1990). Since this 
approach is generally time consuming, and requires additional equipment and logistics, cost 
often prevents such corrections from being applied to every station on a survey.  
Electromagnetic field distortions also arise in lightning detection networks where 
arrival azimuths determined by magnetic direction finders are biased by conductive structures 
such as communications antennae, power lines, fences, and buried pipes. Since metallic 
structures typically have conductivities much higher than Earth materials they act as electric 
and magnetic dipoles, re-radiating incident electromagnetic fields to the extent that sferics 
can be observed along azimuths deviated by tens of degrees from the regional 
electromagnetic fields (Chen et al., 2013). In contrast, this research focuses on galvanic 
distortion of both electric and magnetic fields by geological structures in the Earth. We aim 
to directly observe galvanic distortion by referencing magnetotelluric data to predicted 
electromagnetic field azimuths. 
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6.2.4 Direct observation of magnetotelluric distortion 
In this section, we infer the presence of a shallow conductivity anomaly near the 
measurement site from the rotation of measured electromagnetic field azimuths.  
Additionally, we show that counter-rotating these data corrects for the galvanic distortion that 
produces static shift.  To calculate electric and magnetic field azimuths for each extracted 
sferic, we fit straight lines to the horizontal vector fields (Ex vs Ey, and Bx vs By) in the time 
domain. We treat the angle between true north (000°) and the fitted straight line as an 
azimuth that points in the direction of the electric and magnetic fields, respectively.  To 
calculate electric field rotations, we compared each measured electric field azimuth to 
Karney’s arrival azimuth.  For the magnetic field rotation, we simply added 90º to Karney’s 
arrival azimuth.  We wrapped rotation estimates to account for 180º ambiguities. To increase 
SNR, we used an amplitude threshold to select the largest amplitude sferics. 
Our numerical calculations show electric field rotation as a function of arrival 
azimuth (Figure 6.3a) for the 25% of sferics in our data with large amplitudes. Here, each 
sferic is color coded by its predicted vertical electric field amplitude on a logarithmic scale. 
The highest amplitudes form a two-cycle sinusoidal trend in rotation data, reflecting a 
dependence on SNR, and suggesting an azimuth dependent rotation of regional 
magnetotelluric fields.  
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Figure 6.3: Electric and magnetic field rotation relative to GLD360 predicted arrival 
azimuths, with a histogram of arrival azimuths. Red to blue indicate decreasing sferic signal 
amplitudes in the rotation plots. 
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To fit rotation data, we modelled static shift as a linear transformation that maps a 
unit electric field vector A with azimuth θ to a horizontally scaled vector A’ with azimuth θ’; 
 ,  ( 6.2 ) 
 
  ,  ( 6.3 ) 
 
 ,  ( 6.4 ) 
where b/a is the ratio of electric field shearing (scaling) in y and x components, respectively.  
 To simplify the mathematics, equations (6.2) to (6.4) are for the case where the 
distorting body has minimum b/a in the observed x, y coordinates. The case where another 
direction has b/a minimum will just require a simple rotation of x, y coordinates.  The linear 
transformation R is thus defined as the angle between the primed and unprimed electric field 
vector; 
 .  ( 6.5 ) 
If f is the angle between the observed EW-NS x, y coordinates and the minimum in 
b/a, then we fit our data to 
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 .  ( 6.6 ) 
By fitting this rudimentary distortion model to our data, we can estimate the shearing 
factor (b/a) and rotation as a function of incoming sferic azimuth.  We used a robust least 
squares method with bi-square weights to fit the linear transformation in (6.6) to our electric 
field data. This resulted in b/a=0.806 with 95% confidence limits at 0.803 and 0.809, and a 
phase (direction) shift f of -15.2º with 95% confidences at -15.7 º and -14.6 º.  These 
confidence limits are smaller than the systematic azimuth error due to electrode position, 
which we estimate is approximately ±1 º. Peaks and troughs in the rotation profile represent 
the maximum tilt of electric field, clockwise and anticlockwise, respectively. Although zero-
crossings in the rotation profile represent un-rotated arrival azimuths, their associated electric 
field amplitudes can still be scaled. This is a consequence of fitting the b/a ratio since we 
cannot uniquely determine a and b separately. Magnetic field rotations shown on Figure 6.3b 
are observed as a scaled down and translated version of the electric field rotation profile. In 
this research, we fit only a rudimentary model for static shift of the electric fields.  
The dependence of our results on sampling the global lightning distribution through 
34 minutes of data acquisition is shown in a histogram of arrival azimuths (Figure 6.3c). An 
absence of lightning strikes to the south-west of our survey means there are no sferic 
azimuths between 000° and 090°. Despite the limited range of azimuths sampled in these 
data, we observe a clear correlation between sferic rotation and a rudimentary model for 
galvanic distortion.  
If local conductive features rotate regional electric and magnetic fields, then counter-
rotating data to predicted arrival azimuths should correct static shift rotation and other local 
distortions. Since our time domain fit to E and H azimuths is influenced by the largest sferic 
!R = R θ −φ( )
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amplitudes which generally occur within 0.1 ms intervals, we are effectively estimating 
rotation over a high frequency band centered at around 10 kHz. At 10 kHz the inductive scale 
length in a conductive surface layer (50 ohm.m) are less than the electrode separation. We 
therefore assume that our approach estimates E and H rotations that are sourced locally in the 
near surface. 
To correct our data, we counter-rotated electric and magnetic fields associated with 
the 4% of extracted sferics with the largest amplitudes. We tapered each counter-rotated 
sferic, stitched them into a time series, and estimated apparent resistivity and phase using the 
Bounded Influence Remote Reference Processing code (Chave and Thomson, 2004), see 
Figure 6.4b. Estimates of anti-diagonal apparent resistivities (xy and yx) are shifted together 
by an average of 0.25 between 4 and 20 kHz relative to the static shift affected impedances 
estimated from the un-rotated data (Figure 6.4a). Figure 6.4c shows that apparent phase is 
unaffected by counter rotation, as expected for a purely galvanic near surface distortion. The 
corrected diagonal apparent resistivities (xx and yy) approached noise and were theoretically 
expected to be zero for a 1-D Earth (Figure 6.4d). 
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Figure 6.4: (a) Apparent resistivity calculated from a time-series of stitched sferics estimated before correction for electromagnetic field 
rotations, (b) after correction, (c) estimated phase before and after rotation correction and (d) corrected Zxx and Zyy estimates for apparent 
resistivity post correction. Dots represent standard errors.
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6.3 Discussion 
 
In this study, we investigated the extent to which lightning data could predict regional 
electromagnetic fields. By comparing measured E and H azimuths to a lightning network 
derived reference, we quantified changes in azimuths and fit a rudimentary model for 
galvanic distortion without rotating impedances to known regional strike coordinates. This 
differs from existing approaches which use dimensionality inherent models and statistics to 
separate responses. For example, in a 2-D environment, galvanic distortion is recoverable 
only in the regional strike coordinates (Smith, 1995). 
In addition to an azimuth dependent rotation of electric fields, we also observed a 
subtle magnetic distortion for sferics arriving between 200º – 245º.  We need to carry out 
further analysis of magnetic field rotations and determine whether these are due to local 
and/or regional structures. Magnetic distortions can be caused by both galvanic and inductive 
mechanisms (Jiracek, 1990). Although inductive effects can in principle be determined by 
analysing the phase between primary and secondary fields, at present, the timing precision of 
commercial lightning detection networks (1 µs) is insufficient to predict accurate phase 
information relative to the lightning source at audio frequencies. In contrast, timing errors do 
not affect magnetotelluric impedance results since the phase between electric and magnetic 
fields at the survey site is a function of subsurface conductivity structure, and is not 
dependent on the source-observer path.  
Several sources of error may propagate through to our corrected apparent resistivity 
curves in several ways. Errors on predicted azimuths due to uncertainty in lightning locations 
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should be minimal, particularly for distant strikes. In contrast, errors on measured azimuths 
may be significant and can arise through electromagnetic wave diffraction around regional 
conductivity gradients such as the Antarctic ice cap (Barr, 1987), and induction in regional 
structures such as in the geomagnetic coast effect (Jiracek, 1990). Cultural noise also 
propagates through our impedance corrections in several ways. For example, errors in fitting 
straight lines to E and H azimuths will occur more frequently when data have low SNR.  
Similarly, if impedance estimates are biased by noise (as can occur in the dead band between 
1.5 and 5 kHz) then the linear transform in (6.6) applies a meaningless shift to the apparent 
resistivity curves. It is also important to consider that SNR varies as a function of lightning 
storm location. For example, sferics arriving from the closest and most active lightning 
storms are most likely to have higher SNR than those originating in distant storms. Since the 
global lightning distribution varies with time, latitude, and season (Garcia and Jones, 2002a), 
extended data acquisition will result in a wider range of sferic azimuths.  
The rudimentary model for galvanic distortion is ambiguous to the extent that we 
cannot determine whether the fitted axis of rotation represents the strike azimuth of a discrete 
2D structure, since distortion may also be caused by gradual changes in resistivity. This 
ambiguity arises partly because our electric field measurements are derived from a potential 
difference, thus the extent to which static shift affect our data depends on the relative position 
of the electrodes with respect to the causative conductivity structure. As is generally the case, 
structures causing static shift cannot be resolved within the experimental design (Chave and 
Jones, 2012).  
We suggest two extensions to this research. Firstly, since regional electric and 
magnetic field azimuths can be derived from lightning networks, one could construct a 3-D 
parameterization of the Groom-Bailey method that uses the known azimuths as constraints. 
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Azimuth constraints should stabilize decomposition solutions and better recover site gains, 
particularly for multi-site surveys (Bibby et al., 2005; Garcia and Jones, 2002b; McNeice and 
Jones, 2001). Secondly, frequency dependent azimuth estimates will help separate the 
influence of local and regional structures and provide useful constraints on parameters in the 
McNeice-Jones decomposition. 
 
6.4 Conclusions 
 
Lightning network data can be used to derive a proxy for Audio-Frequency Magnetotelluric 
(AMT) source information. Our results show that predicted sferic azimuths can be used as a 
reference for the regional electromagnetic response to directly observe galvanic distortion.  
Counter-rotation of data reduced the effects of static shift in robustly estimated impedances.  
Despite separating local and regional responses, we have not uniquely determined scaling 
factors associated with local electric fields.
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Chapter 7 Conclusions and 
Recommendations 
 
The primary objective of this thesis is to demonstrate that lightning strike data can be used as 
a proxy dataset for AMT source information. This objective was demonstrated in three 
research areas; (1) Improving signal to noise ratio (S/N) in AMT data, (2) reducing bias in 
apparent resistivity and phase curves, (3) directly observing and correcting for static shift of 
apparent resistivity curves. In each of these research areas, lightning strike information was 
used to re-examine the conventional approaches to acquisition, processing, modelling and 
interpretation of AMT data to facilitate better electromagnetic interpretations of subsurface 
conductivity structures.  
 
7.1 Key outcomes  
 
The research presented in support of this thesis has a total of five key outcomes; 
(1) A waveguide propagation model was used to accurately link lightning strike information 
to sferic signals in time series electromagnetic data from an AMT sounding. 
(2) Lightning peak-current magnitude and the source-observer distance is confirmed to 
control S/N at dead-band frequencies. 
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(3) Lightning network data was used to derive a reference for the orientation of directly 
propagated (regional) electric and magnetic fields, thus giving rise to direct observation 
of local electric and magnetic field rotations relative to the said reference. 
(4)  Use of (3) to counter-rotate each sferic to its regional azimuth was shown to correct for 
static shift angular distortion. 
(5) A wave guide propagation model (1) with lightning source considerations (2) was used to 
pre-process high S/N sferics including use of novel tapering, stitching and stacking 
methods to reduce bias in apparent resistivity and phase curves relative to conventional 
BIRRP processing.  
 
7.2 Conclusions  
 
GLD360 lightning network data were sufficiently precise in timing, location, and peak-
current to be incorporated into a wave-guide propagation model to predict the arrival of 
sferics in time series electromagnetic data and predict amplitudes for the vertical electric field 
of each predicted sferic at the survey site. GLD360 lightning locations, when combined with 
Charles Karney’s Algorithms for geodesic modelling accurately predicted the azimuths of 
linearly polarised sferics at the AMT survey site. GLD360 data show that lightning peak 
current and source-observer distance each varied over several orders of magnitude during 20 
minutes of AMT surveying at Heathcote, Victoria. Sferics associated with distant lightning 
strikes are generally signal deficient at dead-band frequencies. The highest amplitude signals 
observed in our AMT data were sourced from lightning strikes occurring within 700 km of 
the survey site. 
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Reliable modelling and interpretation of AMT data requires high S/N across a broad 
band of frequencies. Conventional estimates of apparent resistivity and phase were biased by 
signal deficient data segments, particularly at dead-band frequencies. S/N were improved 
across the AMT band and particularly at dead-band frequencies by extracting only those 
sferic signals sourced by the closest and highest peak-current lightning strikes. Lightning 
peak-currents and the propagated sferics associated with common storm systems are log-
normally distributed. Log-normality implies that most sferics have low to moderate level 
signal, and only a few sferics reach significantly high amplitude levels. From this conclusion, 
it follows that not all sferics should be included in processing once the signal powers 
decrease with each sferic included in the stack. Once bias in apparent resistivity and phase 
curves is reduced, we can better interpret subsurface conductivity structures.  
Lightning location and geodesic modelling can be used to predict electric and 
magnetic field azimuths of linearly polarised sferics at the AMT survey site. Predicted 
azimuths for directly propagated linearly polarised sferics can be used as a reference for the 
directions of horizontal electric and magnetic field components at an AMT survey site. The 
angular difference between this reference and the measured field orientations describes local 
angular distortion of the electromagnetic fields at the survey site. We fit a conductive contact 
model for local scattering of the regional electric field to angular rotations of AMT data to 
within 95% confidence limits. Counter rotation of sferics from local to regional azimuths 
reduced the effects of static shift in apparent resistivity curves, however, amplitude scaling 
factors associated with local electric fields were not uniquely determined. 
Anomalies consistent with discrete conductors were not observed in the local 
horizontal magnetic field data which were not significantly rotated relative to the regional 
magnetic fields.  
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7.3 Limitations  
 
This thesis analysed data from only one sounding site where data was continuously acquired 
for two hours on 5 November 2014. We have not examined the effects of diurnal and 
seasonal changes in lightning activity on our research. In principle, processing only the high 
amplitude sferics should always improve data quality by virtue of discarding the signal 
deficient segments between sferics. One major limitation of this research is the lack of 
understanding of how our research would be affected by diurnal and seasonal changes in 
lightning activity, particularly with respect to night-time acquisition. Are there certain times 
during the day, at specific locations where it is perhaps more productive to acquire AMT data 
during the day time hours rather than the night as shown by Garcia and Jones (2002a)? 
Our data were sourced from lightning strikes occurring at least 600 km away from our 
survey site. Thus, we have a limited understanding of how lightning network data could be 
incorporated into near-field approaches to natural field electromagnetic surveys (C. 
Farquharson, October 2015, personal communication).  
We were not able to monitor the regional electromagnetic fields with a remote 
reference to directly observe scattering and diffraction by regional structures in the Earth 
ionosphere waveguide. There were no indications of regional effects such as the coast effect 
in data acquired at the Heathcote survey site. Future studies may benefit from measuring 
azimuthal deviations at a reference site, to determine if there is a constant rotational 
component inferring a regional structure. A lightning derived reference for the regional 
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electromagnetic field azimuths may also provide constraints on rotation parameters in coast 
effect problems. 
As of 2018, GLD360 detection efficiencies for cloud-to-ground strikes are about 80%. 
Detection efficiencies generally decrease with decreasing peak-current magnitude. Thus, the 
majority of lightning strikes missed by detection networks are of low peak current and can be 
generally considered inconsequential for AMT soundings. However, a small fraction of 
undetected lightning strikes would have had high peak-currents, thus a small number of 
useful signals may not have contributed to our results.  
We were not able to completely determine whether a higher sampling rate on the 
digital acquisition system would have better resolved sferic waveforms, reducing aliasing, 
and thus minimising destructive interference in the stacking process. Nor did we determine 
the exact causes that resulted in stitching outperforming stacking in the reduction of bias in 
apparent resistivity and phase curves. This may be because averaging reduces the total 
number of data points used in the robust regression relative to the stitched time series. 
 
7.4 Recommendations for further research  
 
Historical lightning network data could be used to calculate the probability of acquiring 
sufficient signal for a given sounding location over a given acquisition time frame. Perhaps, 
there are parts of the world where AMT is rarely a viable electromagnetic sounding method. 
Perhaps there are certain times of the day or year where AMT soundings would take too long 
to acquire sufficient signal and it is best to employ other EM sounding methods. There is 
scope for incorporating lightning networks in the future as a real-time guide to control and 
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constrain acquisition in the field, and also to better plan and forecast survey productivity 
relative to the global lightning activity historical data. For example, if a probability model for 
lightning activity were available, AMT practitioners could plan in advance to optimise the 
time spent in the field. Using real time lightning information, field practitioners could make 
decisions in the field such as whether or not prolonged acquisition is justified. 
Historical lightning network data may also contribute knowledge to our understanding 
of lightning sources in the context of AMT surveys. For example, Garcia and Jones (2002a) 
showed that local midnight is the best time to acquire AMT data because changes in the 
structure of the nocturnal ionospheric conductivity profile decrease Earth-ionosphere 
waveguide attenuation at dead band frequencies. Thus, historical lightning network data 
could be used to generalise the findings presented in this thesis and also the work carried out 
by Garcia and Jones (2002a) by answering questions such as; Is local midnight always the 
optimum time to acquire AMT data and how efficient is this practice relative to day time 
acquisition when lightning source information is considered? In other words, what do 
lightning network data have to say about when and where the maxima for AMT S/N occur? 
Potentially, if sensors and acquisition systems become cheap enough, they can be 
deployed in large numbers and left in the field to acquire data in array configurations until 
sufficient signals are stored and extracted for processing. Multi-sensor array approaches 
make it possible to incorporate multi-sensor remote referencing and multi-physics surveys 
where the operator(s) can simultaneous collect airborne EM, controlled source AMT, induced 
polarisation and natural fields surveys (e.g. Orion 3D surveys carried out by Quantec 
Geoscience Ltd.).  
Peak-currents associated with cloud-to-ground lightning reach up to 100’s of Kilo-
Amperes, which currents are three to four orders of magnitude greater than the capabilities of 
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common geophysical transmitters. Because controlled source transmitter dipole moments are 
limited by constraints imposed by cumbersome electrical generators, it may be preferable to 
use natural fields over controlled sources in regions where high levels of lightning activity 
and high peak-current lightning strikes are frequently in proximity to the survey site. Future 
research should investigate the use of natural fields methods when lightning strikes are within 
100 km of the survey site (far-field), or within the near field zone (<10 km).  
Predictions for directly propagated magnetic field orientations could be used to 
directly observe and model rotations of the magnetic field around discrete bedrock 
conductors. For example, knowledge of the EM field coupling between the source field and 
the target conductor is invaluable and indispensable information in the controlled source time 
domain EM methods. In the future, such information should also be indispensable for AMT 
surveys. As for electric field distortion, if references for the regional azimuths can constrain 
rotational information, then use of multiple remote reference stations combined with multi-
site decomposition algorithms, such as those by McNeice and Jones (2001), could better 
solve for site gain.  
Additional research could examine how well the assumption of infinitely polarised 
sourced fields holds up when there are only several finitely polarised sources. Particularly, in 
cases where there are 3D conductors in the sub-surface and only one or two lightning storms 
dominate survey data. Such research would need to incorporate signal to noise considerations 
for each of the principal horizontal projections of the independent sources. 
Sferics associated with distant lightning strikes are generally signal deficient at dead-
band frequencies, and should be appropriately weighted and/or removed to avoid adding 
noise to apparent resistivity and phase estimates. Although lightning network data mining 
illuminated aspects of the fundamental physics behind the AMT method, data adaptive 
processing is no doubt a better approach towards increasing S/N in AMT data. 
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