Abstract-This paper presents a new approach to deal with the translation-and scale-invariant problem of discrete wavelet transform (DWT). Using a signal-dependent filter, whose impulse response is calculated by the first two moments of the original signal and a scale function of an orthonomal wavelet, we adaptively renormalized a signal. The renomalized signal is then decomposed by using the algorithm of the conventional DWT. The final wavelet transform coefficients, called adaptive wavelet invariant moments (AWIM), are proved to be both translation-and scale-invariant. Furthermore, as an application, we define a new textural feature in the framework of our adaptive wavelet decomposition, show its stability to shift and scaling, and demonstrate its efficiency for the task of scale-invariant texture identification.
I. INTRODUCTION

I
T IS well known that the conventional discrete wavelet transform (DWT) of a digital signal is sensitive to the location of the signal, and the energy distribution of wavelet coefficients of two signals may be quite different even if the two signals just differ by a time (or space) shift. This drawback can bring serious problems in using the wavelet multiresolution representation for such tasks as pattern discrimination or recognition. To deal with this shift-invariant problem of DWT, some methods [2] , [7] , [8] , [11] , [12] have been proposed. Liang and Parks [2] , [3] calculated the wavelet transforms for all circular shifts and selected the "best" one that minimized a cost function. The wavelet coefficients, together with the shift, give the original signal a translation-invariant representation. Cohen et al. [6] - [8] also proposed a similar algorithm to achieve shift-invariant wavelet packet decomposition.
The notion of translation invariance (or shift invariance) in literatures mostly involves a procedure of finding a best set of DWT coefficients among all time (or space) shifts to represent the signal. However, what is a good representation of a signal? This is an aim-dependent question. For the applications such as data compression or coding, a good representation of a signal Manuscript received June 10, 1998 Publisher Item Identifier S 1057-7149(00)09396-9.
should be "compact" so as to reduce the degree of the correlation and redundancy of the data, and energy distribution of the representation should be concentrated (in the literature involving "best basis" representation, entropy is used to measure the concentration). The conventional discrete wavelet or wavelet package transform provides an ideal framework for data compression, because the redundancy and correlation of the wavelet coefficients are very small. Moreover, by using the entropy criterion [4] , we can adaptively decompose a signal in a tree structure so as to minimize the entropy of the representation. But, when we face a problem such as pattern discrimination or recognition, it is very desirable that a good representation of a signal be insensitive to shift and scaling. In this case, it is not important whether a representation adopts a "compact" format or not, and this is why over-sampled wavelet transforms [11] or even continuous wavelet transforms are used frequently. In this paper, from a viewpoint of functional analysis, we propose a new way to deal with the translation-and scale-invariant problem of discrete wavelet transform (DWT). Firstly, we adaptively renormalize the original signal. This procedure can be accomplished by using a signal-dependent filter whose impulse response is adaptively calculated by the first two moments of the original signal and a scale function of an orthonormal wavelet. Then, the renomalized signal is decomposed using the conventional DWT, and the final wavelet coefficients, called adaptive wavelet invariant moments (AWIM), are proved to be both translation-and scale-invariant. The adaptive wavelet decomposition we propose represents a signal in a multi-scale format, and it may be not the "best" according to the entropy criterion, but it is translation-and scale-invariant, therefore, it's more suited for recognition purpose.
As an application, we apply our translation-and scale-invariant wavelet decomposition to the task of texture identification. We define a new texture feature in the framework of our adaptive wavelet decomposition. This texture feature, consists of the relative energy values of AWIM at each scale, is invariant with respect to shift, scaling and gray scale transforms, and, as experiments show, very effective for the task of scale-invariant texture discrimination. This paper is organized as follows. In Section II, we prove that AWIM of a nonnegative signal is both translation-and scale-invariant. In Section III, an efficient algorithm to approximate AWIM is proposed. Section IV presents some experiment results for two-dimensional (2-D) digital signals (images) to verify the invariance of AWIM. In Section V, we define a new multiresolution texture feature, illustrate its stability to shift and scaling, and demonstrate its efficiency for the task of scale-invariant texture discrimination.
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II. WAVELET INVARIANT MOMENTS
First of all, in this paper, by translation-and scale-invariance, we mean that, for a signal , the transform coefficients of are the same as the transform coefficients of , where and is an arbitrary real number. From the viewpoint of functional analysis, the wavelet transform coefficients of a signal are the projections of the function onto the multiresolution subspaces and , where , [1] , is a orthonormal wavelet function, and is the corresponding scale function. The moments of a signal can also be viewed as projections of function onto the polynomial spaces , where (naturally, the basis of and are orthonormal, but the basis of are not). So, in a sense, we can call the wavelet coefficients wavelet moments. Like the general moments, wavelet moments lack translation and scale invariance. Nevertheless, we can construct a translation-invariant and scale-invariant wavelet moments by imitating the procedure of constructing invariant moments from the general moments.
Following the notation in [1] , is a multiresolution analysis (MRA) of such that
We assume a finite energy signal satisfying and [because the digital signal we consider is of finite length, these conditions can be easily satisfied. . Similarly, we can prove . The above theorem tells us that, for a nonnegative signal , the wavelet transform coefficients of the "renormalized" signal (we omit the subindex here) are translation-invariant and scale-invariant. We call these coefficients adaptive wavelet invariant moments (AWIM). The main problem is how to efficiently calculate the AWIM for a given digital signal.
III. EFFICIENT ALGORITHM FOR COMPUTING AWIM
If is the scale function of the Daubechies orthonomal wavelet which has the minimal support,. The support of is [0, 3] . Let us assume a signal belongs to the wavelet subspace , and is the discrete-time signal of . Walter [9] When is large enough, the value in every interval approximates a constant, Therefore, approximately, we have a formula
To compute , we can view the above formula as a convolution of a mask with another mask where and can be calculated by using the "cascade algorithm" [1] . We call the sequence "mother mask" of the renormalizing procedure.
Subsequently, the projection of the renormalized signal onto the subspace can be computed as
For a given integer , we first find all integers, , which satisfy the inequality Then, from the "mother mask," we select , where ( ), to construct a signal-dependent filter whose impulse response is , where
Finally, according to (3.1), we can compute , the projections of the renormalized signal onto . Now, let us summarize the algorithm for calculating AWIM in Table I .
We can see that the computational complexity of the first two steps of the algorithm is in the order of ( is the length of the signal), and the third and fourth steps are in the order of . Therefore, the computational complexity of the whole algorithm is in the order of . This algorithm can be easily extended to the case of 2-D digital signal . First, compute the first order moments and the second order central moments . Then, for every row of the 2-D digital signal, implement steps 1 3 of the algorithm described in Table I, substituting the parameters by , and sequentially, for every column, also implement the 1 3 steps of the algorithm in Table I, substituting  the parameters by . Finally, following the conventional algorithm of 2-D DWT, we obtain all the wavelet invariant moments of the original signal at each scale.
IV. EXPERIMENTS FOR VERIFING THE INVARIANCE OF AWIM
Using a linear interpolation algorithm to change the resolution of big images ( pixels), we first obtain some Lenna and boat images in different sizes, and embedded each of them in a black frame image in size of pixels. Then, we calculated the corresponding AWIM at each scale according to the algorithm described in Table I , and made comparisons of these AWIM at the same scale.
In the procedure of renormalizing an original image, we moved the coordinate origin of the coefficients , which means , to the center of the original image. Fig. 1 shows a renormalizied Lenna image [ Fig. 1(b) ], its AWIM image [ Fig. 1(c)] , and the binary AWIM image [ Fig. 1(d) ] (threshold is set to be 7). Fig. 2 shows the arrangement of scales. Fig. 3 presents two Lenna images which are in same size but locate at different positions, and their binary AWIM images (threshold is 7). Table II shows the average gray value error per pixel (GEPP) of the two where and denote the corresponding AWIM of the two AWIM images at scale , and is the size of the subimage of the AWIM image at scale 0, whose center locates at the center of the AWIM subimage of scale 0. As we see, the errors of the two AWIM images at different scales are zero, and this demonstrates the translation-invariance of AWIM. Fig. 4 shows four boat images and four Lenna images in different sizes [ Fig. 4(a) and (b) ] (the sizes of them are pixels, pixels, pixels, and pixels, respectively), and their binary AWIM images [ Fig. 4(c) ], with threshold set to 7. Table III presents the GEPP and the relative energy errors (REE) of AWIM at every scale for Lenna images in Fig. 4 . Table IV shows the GEPP and REE of AWIM at every scale for boat images in Fig. 4 . The REE at scale is calculated by the formula where and denote the corresponding AWIM of the two AWIM images at scale , and and denote the energy of the two AWIN images at scale . It may been seen that, as a whole, the errors (GEPP and REE) at every scale are minor or even negligible at some scales relative to the total energy of AWIM. Moreover, the less the size difference of the two image, the less will be the errors of AWIM. In the methods [14] , [15] of texture analysis based on wavelet or wavelet package transforms, some feature vectors, which consist of a set of energy or entropy values of wavelet coefficients, are constructed for texture classification, segmentation and recognition. However, this kind of features are not stable with respect to shift and scaling because the conventional discrete wavelet or wavelet package transform lacks the translation-invariant property, and this may cause some problems. In this section, as an application, we apply our translation-and scale-invariant wavelet decomposition to the task of scale-invariant texture identification. We assume that the relative energy distribution of AWIM in each scale provides unique information for texture discrimination. Therefore, to characterize a texture pattern, we define a feature vector, which consists of the relative energy values of AWIM in each scale, and experiments show that this texture feature is very effective for the task of scale-invariant texture discrimination. 
A. An Multiresolution Texture Signature
As shown in Fig. 2 , the total energy of AWIM is A relative energy signature (RES for short) of a texture is defined as where , a compensatory factor to balance the size difference of different subbands, is the ratio of the total number of AWIM to the number of AWIM in ( ) (see Fig. 2 ). For example, if the size of is and (Fig. 2) , the total number of AWIM is equal to Therefore Because the AWIMs are translation-and scale-invariant, the feature vector we defined is stable to shift and scaling. In addition, it is also invariant to the grayscale transform as evident from the definition of the signature. Fig. 5 shows six versions of a texture, which were obtained by changing the resolution of a texture image along the vertical and horizontal directions according to different scale factors. Fig. 6(c) shows values of the relative energy signature (RES). Fig. 6 (a) and (b) also give the values of RES for the images in Fig. 5 , however, at this time, these values were calculated in the framework of the conventional DWT [ Fig. 6(a) ] and the shiftinvariant wavelet decomposition [2] [ Fig. 6(b) ] . We can see that RES in the framework of our adaptive wavelet decomposition is much more stable than the RES calculated in the framework of the conventional DWT and the shift-invariant DWT [2] .
B. Scale-Invariant Texture Identification
We employ a simple minimum-distance classifier to evaluate the efficiency of our multiresoluton texture signature for scale-invariant texture discrimination. Each texture pattern is represented by a prototype signature , calculated by using some typical samples of the pattern such that 
C. Experiment Result For Scale-Invariant Texture Identification
We selected 20 textures as our basic classes of texture patterns (from to ). Each of them was stored as a ppb digital image as shown in Fig. 7 . For each texture pattern, we selected 25 typical samples [size in (pixel)] to compute the representative signature by (5.1), and 100 random samples [also size in (pixel)] from which a set of testing samples were produced. In detail, for each random sample, six testing samples were generated through changing the resolution along the vertical and the horizontal directions in different factors. Fig. 5 shows an example. In other words, each random sample has six different versions. Therefore, for each texture pattern, we have 600 testing samples so that the total number of testing samples is 12 000. Table V presents the results of texture identification by using the texture signature computed in the framework of conven -TABLE V  EXPERIMENT RESULTS FOR SCALE-INVARIANT TEXTURE DISCRIMINATION tional DWT, the shift-invariant DWT [2] , and our adaptive wavelet transform (AWT) respectively. It may be seen that, in the framework of our adaptive multiresolution representation, the feature vector (or signature), due to its insensitivity to translation and scale transform, is much more effective for scale-invariant texture discrimination than the one obtained from the framework of conventional wavelet multiresolution representation.
VI. CONCLUSION
From a viewpoint of functional analysis, we present a new approach to deal with the translation-and scale-invariant problem of discrete wavelet transform. Based on the theory of interpolation in wavelet subspace, we adaptively renormalize the original signal by using an orthonormal scale function and the first two moments of the signal. This procedure can be accomplished by using an efficient algorithm. The renormalize signal is then decomposed according to conventional wavelet decomposition, and the final wavelet coefficients, called AWIM, are proved to be both translation-and scale-invariant (naturally, the AWIM are not strictly scale-invariant because the renormalizing algorithm is approximate). As an application, we define a relative energy signature for texture identification in the framework our adaptive wavelet decomposition. Experiment results show that this multiresolution signature is suitable for the task of scale-invariant texture identification due to its stability to shift and scaling.
