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Abstract
Transformers are emerging as the new
workhorse of NLP, showing great success
across tasks. Unlike LSTMs, transformers
process input sequences entirely through self-
attention. Previous work has suggested that
the computational capabilities of self-attention
to process hierarchical structures are limited.
In this work, we mathematically investigate
the computational power of self-attention to
model formal languages. Across both soft
and hard attention, we show strong theoreti-
cal limitations of the computational abilities
of self-attention, finding that it cannot model
periodic finite-state languages, nor hierarchi-
cal structure, unless the number of layers or
heads increases with input length. Our results
precisely describe theoretical limitations of the
techniques underlying recent advances in NLP.
Transformers are emerging as the new
workhorse of NLP; achieving the state-of-the
art in tasks such as language modeling, machine
translation, and creating pretrained contextual-
ized word embeddings. Eschewing recurrent
computations, transformers are entirely based
on self-attention, performing their computations
in a largely parallel fashion. This enables them
to scale to very long sequences (Vaswani et al.,
2017; Dai et al., 2019; Child et al., 2019). On
the other hand, it has been suggested that this
limits their expressiveness, as they cannot process
input sequentially (Tran et al., 2018; Dehghani
et al., 2018; Shen et al., 2018a; Chen et al., 2018;
Hao et al., 2019). One aspect thought to be
challenging for sequence models is hierarchical
structure and recursion. Hierarchical structure
is widely thought to be essential to modeling
natural language, in particular its syntax (Everaert
et al., 2015). Consequently, many researchers
have studied the capability of recurrent neural
network models to capture context-free languages
(e.g., Kalinke and Lehmann (1998); Gers and
Schmidhuber (2001); Grüning (2006); Weiss
et al. (2018); Sennhauser and Berwick (2018))
and linguistic phenomena involving hierarchical
structure (e.g., Linzen et al. (2016); Gulordava
et al. (2018)). Some experimental evidence sug-
gests that transformers might not be as strong as
LSTMs at modeling hierarchical structure (Tran
et al., 2018), though analysis studies have shown
that transformer-based models encode a good
amount of syntactic knowledge (e.g., Clark et al.
(2019); Lin et al. (2019); Tenney et al. (2019)).
In this work, we examine these questions from a
theoretical perspective, asking whether models en-
tirely based on self-attention are theoretically ca-
pable of modeling hierarchical structures involv-
ing unbounded recursion. Formally, we study
their ability to perform two computations that are
thought to be essential to hierarchical structure:
First, their ability to correctly close brackets, a
basic problem underlying all nonregular context-
free languages and formalized by the DYCK lan-
guage (Chomsky and Schützenberger, 1963). Sec-
ond, their ability to evaluate iterated negation,
which is a basic component of the task of evaluat-
ing logical formulas, and which amounts to evalu-
ating the PARITY of bitstrings. We show that nei-
ther of these problems can be solved by transform-
ers and similar models relying entirely on self-
attention, unless the number of layers or parame-
ters increases with the input length. Besides repre-
senting basic building blocks of hierarchical struc-
ture, these languages also represent large classes
of regular and context-free languages, meaning
that our results will carry over to wide classes of
other formal languages. Our results therefore also
yield more generally strong limitations on the abil-
ity of self-attention to model large classes of finite-
state languages and context-free languages.
While theoretical studies have investigated the
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power of recurrent neural network models in depth
(e.g., Siegelman and Sontag (1995); Bengio et al.
(1994); Weiss et al. (2018); Miller and Hardt
(2018); Merrill (2019)), the theoretical study of
self-attention has begun only recently (Pérez et al.,
2019). Our study provides the first theoretical re-
sults about limitations in the power of transform-
ers.
After discussing related work (Section 1), we
first introduce self-attention (Section 2) and two
fundamental formal languages representing regu-
lar and context-free languages (Section 3). We
then prove that self-attention cannot model these
languages using either hard (Section 4) and soft
(Section 5) attention. Finally, we discuss our re-
sults (Section 6).
1 Related Work
Prior Work on Self-Attention Transformers
were proposed by Vaswani et al. (2017), previous
related work using self-attention includes Cheng
et al. (2016); Parikh et al. (2016); Paulus et al.
(2017); Lin et al. (2017). It has been a recurrent
suggestion in the literature that transformers, rely-
ing entirely on self-attention, are restricted com-
putationally, as they cannot process their input se-
quentially. Dehghani et al. (2018) suggested that
transformers cannot compute functions that re-
quire sequential processing of input, without pro-
viding further details or proofs. Similarly, Shen
et al. (2018a); Chen et al. (2018); Hao et al. (2019)
have introduced extensions of transformers with
recurrence, citing similar intuitions about limita-
tions of transformers. Our results provide an ex-
plicit formalization of these limitations.
Other studies have experimentally tested the
abilities of transformers to learn structures. Most
related to our work, Tran et al. (2018) compared
the ability of transformers and LSTMs to learn hi-
erarchical structure, specifically English subject-
verb agreeement and evaluating logical formu-
las. Based on their experimental results, they sug-
gested that LSTMs are better at learning hierarchi-
cal structure.
Yang et al. (2019) experimentally investigated
the power of self-attention to extract word order
information, finding differences between recurrent
and self-attention models; however, these were
modulated by the training objective. Lin et al.
(2019) and Tenney et al. (2019) show that BERT
(Devlin et al., 2018) encodes syntactic informa-
tion.
Theoretical study of transformers was initiated
by Pérez et al. (2019), who theoretically studied
the ability of Seq2Seq transformers to emulate the
computation of Turing machines. While we con-
sider incremental modeling of sequences, where
the number of computation steps is bounded by
the input length n, they study the setting in which
the transformer computes an unbounded number
of autoregressive decoding steps, not bounded in
the input length n.
Investigating the Power of Sequence Modeling
Architectures The computational power of re-
current neural networks has been a focus of study.
A particular focus has been on their ability to learn
non-regular context-free languages, often thought
to provide simple models of recursion and hierar-
chical structure as found in natural language.
A range of studies has experimentally exam-
ined the ability of recurrent networks to model
counter languages such as anbn (Kalinke and
Lehmann, 1998; Gers and Schmidhuber, 2001;
Cartling, 2008; Weiss et al., 2018; Suzgun et al.,
2019). Other work has experimentally studied the
performance of reccurent architectures on learn-
ing to recognize well-bracketed strings, a simi-
lar but more challenging problem (Sennhauser and
Berwick, 2018; Skachkova et al., 2018; Bernardy,
2018). Beyond modeling formal languages, an-
other line of work has studied the ability of
LSTMs to model hierarchical structure as occur-
ring in realistic natural language data (Linzen
et al., 2016; Gulordava et al., 2018).
Recently, Merrill (2019) theoretically studied
several types of recurrent networks, showing that
– in the finite precision setting – LSTMs recognize
a subset of the counter languages, whereas GRUs
and simple RNNs recognize regular languages.
A related, though different, strand of research
has investigated the power of neural networks to
model Turing machines. A classical result (Siegel-
man and Sontag, 1995) states that – given un-
limited computation time – recurrent networks
can emulate the computation of Turing machines.
Very recently, Pérez et al. (2019) have shown
the same result for both (argmax-attention) Trans-
formers and Neural GPUs. The crucial differ-
ence between these studies and studies of language
recognition is that, in these studies, the networks
are allowed to perform unbounded recurrent com-
putations, arbitrarily longer than the input length.
2
2 Self-Attention
Here we define self-attention as used in Trans-
formers, following Vaswani et al. (2017). We have
an input x1, . . . ,xn, where xi ∈ Rk are input em-
beddings, and we assume that xn encodes an end-
of-sequence symbol. We furthermore have a se-
quence p1, p2, . . . of positional embeddings pi ∈
Rk. These are independent of the input, and can
be computed through some predefined scheme, or
could be learned for each position occurring in the
training data (Vaswani et al., 2017). Input and
positional embeddings are combined (e.g., addi-
tion or concatenation) to vectors y(0)i = f (xi, pi)
(i = 1, . . . ,n), which we will refer to as Layer 0.
A transformer has a fixed number L of layers;
the activations y(k)i at position i of the k-th layer
(k = 1, . . . ,L) are defined as follows. Each layer
has a set of H attention heads; we first compute
attention scores for the h-th head:
a(k,h)i, j = f
att
k,h
(
y(k−1)i ,y
(k−1)
j
)
(1)
where f attk,h is a function combining the activations
from the previous level into an attention score. In
practice, this can be implemented e.g. using dot
product or additive attention. The final activation
of the head is computed by weighting according to
attention weights:
bi,k,h =
n
∑
j=1
aˆ(k,h)i, j y
(k−1)
j (2)
In the soft attention version,
aˆi,· = softmax(ai,·)
In the hard attention variant (Pérez et al., 2019) ,
we take the actual maximum of attention values
instead of softmax: aˆi, j = δ j,argmax j′ a(k,h)i, j′
.1 The fi-
nal activation at each position is then computed as
y(k)i := f
act(y(k−1)i ,bi,k,1, . . . ,bi,k,H) (3)
where f act is implemented as a fully-connected
feedforward network with a skip-connection
(Vaswani et al., 2017).
1This requires an arbitrary choice when there are multiple
positions with maximal attention weight; we will assume that
the one occurring first in the sequence is chosen. Our analysis
would also work under other schemes of resolving ties, such
as random selection.
Hard and Soft Attention There is a choice be-
tween soft attention and hard attention (Shen et al.,
2018b; Pérez et al., 2019). The one prior theoret-
ical study of transformers (Pérez et al., 2019) as-
sumes hard attention. In practice, soft attention
is easier to train with gradient descent methods;
however, analysis studies suggest that attention of-
ten concentrates on one or a few positions (Voita
et al., 2019; Clark et al., 2019) and that the most
important heads tend to be those that clearly focus
on a few positions (Voita et al., 2019), suggesting
that attention often behaves like hard attention in
practice. We will examine both hard (Section 4)
and soft (Section 5) attention settings.
Formalizing Language Recognition We con-
sider the problem of language recognition, the task
of classifying input strings as either belonging to
or not belonging to a formal language. Follow-
ing Weiss et al. (2018), we formalize this as the
sequence-to-sequence task of transducing words
to labels 1 (‘in the language’) and 0 (‘not in the
language’). Following the construction of trans-
formers in sequence-to-sequence tasks (Vaswani
et al., 2017), we compute a softmax probability
vector for this label from the last activation y(L)n ,
obtained after reading the end-of-sequence sym-
bol.
3 Regular and Context-Free Languages
We will analyze the ability of transformers to
recognize regular and context-free languages, us-
ing two prominent representatives (PARITY and
2DYCK).
PARITY is the set of bit strings such that the
number of 1s is even. This is a very simple regular
language, recognized by a finite-state automaton
with two states. The regular languages form the
lowest layer of the Chomsky hierarchy, and even
simple RNNs can compute all regular languages.
Within the regular languages, a particularly ba-
sic class is formed by the counter-free or star-free
languages (McNaughton and Papert, 1971), which
can be expressed by regular expressions using only
union, complementation, and concatenation. In
some sense, PARITY is the simplest non-counter-
free, or periodic, regular language. This means,
if transformers cannot compute PARITY, they can-
not recognize (almost)2 any regular language that
2More precisely, inability to compute PARITY entails that
they cannot recognize any regular language whose syntactic
3
is not counter-free.
In the context of natural language, PARITY nat-
urally arises in the context of evaluating logical
formulas: Evaluating iterated negations is tanta-
mount to counting whether the number of nested
negations is even or odd. If we know that trans-
formers cannot compute parity, this entails that
they also cannot evaluate logical formulas accu-
rately.
2DYCK is the language of correctly bracketed
words consisting of ‘(’, ‘[’ and ‘)’, ‘]’. This
language is a very simple model of hierarchi-
cal structure. The Chomsky-Schützenberger the-
orem (Chomsky and Schützenberger, 1963) states
that any context-free language arises from a vari-
ant of 2DYCK with multiple types of paren-
theses through intersection with a regular lan-
guage and homomorphisms. Consequently, the
ability of LSTMs to model languages such as
2DYCK has been an object of experimental study
(Sennhauser and Berwick, 2018; Skachkova et al.,
2018; Bernardy, 2018). Our theoretical results
will show that transformers are strongly limited in
their ability to model 2DYCK, including variants
with fewer or more types of parentheses.
4 Results for Hard Attention
We will start our analysis with the study of hard
attention (Pérez et al., 2019). We show that hard
attention transformers cannot represent PARITY or
2DYCK. To keep the results maximally general,
our analysis will use combinatorial arguments and
make no assumption about, e.g., activation func-
tions and the norms of parameter matrices. In fact,
we do not even assume that the internal position-
wise representations yk( j) in each layer are vector-
valued, as opposed to, say, discrete structures.
The basic idea (see Figure 1) behind the proof
is that, through fixing a small fraction of the input
symbols in a particular way, we can ‘capture the
attention’ of the transformer in such a way that it
ends up ignoring almost all remaining input sym-
bols. This shows that the transformer could not
have solved a problem such as PARITY, where
every single input bit matters. The idea of us-
ing such input restrictions has been successful in
the theory of Boolean circuits (Furst et al., 1984;
Yao, 1985; Hastad et al., 1994). In particular,
Furst et al. (1984) famously used it to prove that
morphism is not quasi-aperiodic (Barrington et al., 1992, p.
488).
polynomial-size bounded-depth Boolean circuits
with ∧,∨, and ¬ gates cannot compute PARITY.
We describe a new method to prove existence of
suitable restrictions appropriate to transformers, as
the proof approaches from the Boolean circuit lit-
erature do not seem to carry over to networks with
continuous real-valued activations.
A restriction ρ is a family of maps ρn :
{1, . . . ,n} → {∗,0,1} for n ∈ N. A restriction ρ
is applied to a transformer by restricting, when the
input size is n, inputs xi to the value ρn(i) if it is
0 or 1. The output value of the resulting trans-
former only depends on those inputs xi such that
ρn(i) = ∗.
The following technical result formalizes the in-
tuition described above:
Theorem 1. Let any transformer be given, and let
C ∈ (0,1). Then there is a restriction ρ and an
integer c > 0 such that
|{i≤ n : ρn(i) = ∗}| ≥Cn
(for all sufficiently large n) and such that the func-
tion computed by the transformer on the restricted
input depends only on ≤ c inputs, independent of
input length n.
We first show how this entails that transformers
do not recognize the two formal languages:
Corollary 2. Transformers with hard attention
cannot model PARITY or 2DYCK.
Proof. Take C = 0.1. For PARITY, after apply-
ing a restriction, the output of the transformer de-
pends on c inputs. An input of sufficiently large
size n thus has unrestricted inputs that do not in-
fluence the output. But flipping a single input bit
changes the value, so the transformer’s output can-
not match membership in PARITY beyond chance
as soon as n is sufficiently large.
For 2DYCK, we show that hard attention trans-
formers cannot even solve the simpler variant
1DYCK with a single bracket type (‘(’, ‘)’). We
first restrict the first 0.2n input positions to ‘(’. Af-
ter applying the restriction provided by the theo-
rem, the resulting restricted input will still be com-
patible with both well-bracketed and non-well-
bracketed inputs, but the prediction will depend
only on a bounded number of positions. As the
prediction depends on only a bounded number of
positions, this shows the transformer could not
recognize 1DYCK, and thus also not 2DYCK.
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(a) (b) (c) (d)
Figure 1: Iteratively reducing the layers of a transformer by fixing a few input symbols. (a) We fix a small number
of input symbols, ‘attracting’ attention from the first layer to a few inputs. (b) After this step, each activation in the
first layer only depends on a small number of input symbols. (c) We again fix a few input symbols in such a way as
to ‘attract’ attention of layer-1 heads to some layer-0 activations. As a result, each layer-1 activation only depends
on a small number of layer-0 activations. (d) After this step, each layer-1 activation only depends on a few inputs,
and we can remove layer 1. In this example, input X5 ends up being ignored by the transformer after applying the
restriction.
Discussion It may be instructive to compare to
similar languages that can be modeled by hard-
attention transformers. First, 1∗ (over the alphabet
{0,1}) is the regular language of words that have
only ones and no zeroes; its minimal automaton
has two states, like PARITY. A transformer can
recognize this by having an attention head that at-
tends to a position with zero input if it exists, and
rejects if the head found such a position. Sec-
ond, anbn is a very basic context-free language.
It can be recognized using suitable positional em-
beddings by (1) having one head attend to the
largest position n, (2) using this information to at-
tend to any b at position < n/2 or any a at position
≥ n/2. If such a symbol is found, the model re-
jects, else it accepts. A crucial difference between
these languages and PARITY / 2DYCK is that fix-
ing a few inputs can easily force nonmembership,
e.g. a single 0 for 1∗, and an a in the second half
for anbn. Therefore, such simple languages are im-
mune to the depth reduction method, and indeed
can be modeled perfectly with self-attention.
In general, the depth reduction method ap-
plies to languages that are sufficiently sensitive:
If, for some C ∈ (0,1), fixing Cn input sym-
bols cannot force a word to be inside or outside
of the language, then hard-attention transform-
ers cannot recognize this language. Sensitivity
of functions has been studied in computational
complexity (Boppana, 1997; Gilmer et al., 2015;
Gopalan et al., 2016; Rossman, 2018) and more re-
cently linked to generalization in feedforward net-
works (De Palma et al., 2018). We intend to inves-
tigate these connections in future work.
Proof Idea of the Theorem Our approach for
proving Theorem 1 will be to iteratively remove
the lowest layer of a given transformer by con-
structing input restrictions. This process is illus-
trated in Figure 1. After the first step, each of
the heads in the first layer will only depend on a
bounded number c of input positions. In the sec-
ond step, we apply the same argument to the heads
in the second layer, so that each head in the sec-
ond layer only depends on a bounded number c′
of heads in the first layer. After this step, we can
collapse the first layer into a collection of feedfor-
ward networks that transform a bounded number
≤ cc′ of input positions into an activation y(0)i of
the lowest layer. After this step, the first layer has
been entirely removed. Iterating this argument, we
remove all layers until the prediction output only
depends on a bounded number of input positions,
bounded independently of input length.
After the removal of a layer, the resulting struc-
ture is not a transformer any more, as each head
in the lowest layer now depends on a combination
of input positions. We introduce a technical defi-
nition to make this concept precise:
Definition 3 (c-Transformer). Let c a positive in-
teger. A c-transformer of depth d is one in which
the layer-0 activations y0j depend on the embed-
dings not just at one position j, but are a function
of the embeddings at ≤ c input positions:
y0j = f
inp
n, j ((xi j,n1
, pi j,n1
), . . . ,(xi jc,n, pi j,nc )) (4)
Here, the indices xi j,ns depend on the input length
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n.
Note that an ordinary transformer of depth d is
also a 1-transformer of depth d.
With this technical notion, we show that we
can reduce layers, iteratively removing the lowest
layer until no self-attention layer is left:
Lemma 4 (Depth Reduction Lemma). Given a c-
transformer with d layers, and some restriction ρ
such that
|{i≤ n : ρn(i) = ∗}| ≥Cn (5)
(C ∈ (0,1]) for all sufficiently large n. Choose any
C′ <C. Then there is a restriction ρ′ such that
|{i≤ n : ρ′n(i) = ∗}| ≥C′n (6)
for all sufficiently large n, and such that the
resulting function is computed by a (H · c · k)-
transformer with d− 1 layers, for some integer k
(depending on C′), where H ≥ 1 is the number of
attention heads at each layer and position.
Before proving this lemma, we note that it im-
plies Theorem 1.
Proof of Theorem 1. The output of the trans-
former is determined by the last activation y(L)n .
Apply the Depth Reduction Lemma iteratively,
choosing the constants C′ in the lemma appropri-
ately, until only the zero-th layer remains. Then,
after applying the resulting restriction, the final ac-
tivation y(L)n is now computed by y
(0)
n , which is de-
termined by a bounded number of input bits.
4.1 Proving the Depth Reduction Lemma
The rest of this section will be devoted to proving
the Depth Reduction Lemma. We will do the first
part of the argument for any integer k ∈ N. In the
second part, we will select a sufficiently large k.
Part 1: Preliminaries We construct the restric-
tions ρ′n separately for each n. For each layer-1
attention head h at position i and each position
j ∈ {1, . . . ,n}, we compute the maximum possible
attention value that can be achieved for this pair:
max
x1...xn
f attk,h(y
1
i ,y
1
j) (7)
We order the positions {1, . . . ,n} downwards by
this value, obtaining a sequence j1, . . . , jn for each
layer-1 attention head h at a position i (In the case
of ties, we order by position).
For each layer-1 attention head, we then select
a sequence 1 ≤ i1 < i2 < · · · < ik ≤ n such that
(1) for each is, there is at least one input that only
feeds into the element jis and no other ji′s , (2) ik is
minimal, i.e. there is no subsequence with smaller
ik that also satisfies (1). There is only one case in
which we cannot find such a subsequence, which
is if all j1, . . . , jn together depend only on < ck
inputs, in which case this head already satisfies the
condition we’re aiming for.
A layer-1 head k-depends on some input xi if
ρn(i) = ∗ and xi appears as an input to some jr for
r ≤ ik. A layer-1 head k-depends on an input if
and only if that input appears as an input to some
jis (s≤ k). (This is since ik is minimal).
Two layer-1 head are k-neighbors if some jis
for one and ji′s for the other both k-depend on some
input xl .
We will construct input restrictions using prob-
abilistic arguments over i.i.d. random restrictions.
For this approach to succeed, we require a suffi-
cient amount of independence between the activa-
tions of different heads in layer 1. We thus need to
ensure that the number of neighbors of each head
is bounded.
Fix some η ∈ (0,1) (to be chosen later).
Let H be the number of attention heads in each
position of layer 1. First, assume there is some in-
put that has > 1ηkcH/C many k-depending layer-1
heads. Assume the number of such inputs is larger
than ηCn for some n. Then, the number of pairs of
inputs and depending level-2 heads would be more
than > ηCn · 1ηHkc/C = Hckn for this n. On the
other hand, there are only ≤ Hckn many pairs of
inputs and depending layer-1 heads – contradic-
tion. Thus, the number of such inputs is at most
≤ ηCn for all n. We can therefore modify the re-
striction ρn so that they are set to some fixed value
(doesn’t matter which one) for these <ηCn inputs,
and unchanged for the others. After this manipu-
lation, every input has at most 1ηkcH/C many k-
depending layer-1 heads, independent of n.
Furthermore, assume the number of inputs with
> 1ηc/C depending layer-0 activations is ≥ ηCn.
Then the number of pairs of inputs and layer-0 ac-
tivations is > ηCn · 1ηc/C = nc. But there are at
most nc such pairs, contradiction. So the number
of inputs with > 1ηc/C depending layer-0 heads is
≤ ηCn. We can again restrict these inputs to some
fixed value (again, it doesn’t matter which one).
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After these preparations,
|{i≤ n : ρn(i) = ∗}| ≥ (1−η)2Cn (8)
for all sufficiently large n.
Part 2: Constructing Restrictions After the
previous part, we are in the setting where ev-
ery input has ≤ 1ηkcH/C many depending layer-
1 heads, and consequently every layer-1 head has
at most f ≤ 1ηc2k2H/C many k-neighbors (for any
k). Also, every input has≤ 1ηc/C depending layer-
0 heads.
In order to prove the existence of suitable input
restrictions, we apply the “probabilistic method”:
we define a probability distribution over restric-
tions ρ′ of inputs, and show that the probability
mass assigned to restrictions of the type we require
is strictly greater than zero, showing that such a re-
striction exists.
For each input length n, define the distribu-
tion that independently assigns to each input po-
sition i ∈ {1, . . . ,n} the symbol ∗ with probability
q∈ (0,1) (to be chosen later), and 1 or 0 with equal
probability else. On those inputs where ρn(i) 6= ∗,
we restrict this random restriction to agree with
ρn(i). For the i-th layer-1 attention head (there are
at most Hn many such), define Xi to be the event
that, for the i-th head, none of ji1 , . . . , jik are as-
signed the value that produces the highest atten-
tion weight (each of these is assigned either the
other value, or ∗). Define X0 to be the event that
more than (1+δ)qCn many inputs are set to 0/1.
We first show that the probability of Xi de-
cays exponentially in k. Let Y ti (t = 1, . . . ,k) be
the event that the layer-0 activation jit is not as-
signed the value that produces the highest atten-
tion weight, for the given attention head i. Note
that Xi =
⋂
t Y
t
i . We have P(Y
s
i ) = 1− (q/2)c ∈
(0,1). Any Y si can be statistically dependent on at
most c · 1ηc/C = 1ηc2/C other events Y s
′
i . There-
fore, there is a set of ≥ k1
η c
2/C
independent events
among these. Call these Y t1i , . . . ,Y
k
1
η c2/C
i . Then
Xi ⊆⋂ k1η c2/Cs=1 Y tsi , and thus
P(Xi)≤
k
1
η c2/C
∏
s=1
P(Y tsi ) = (1− (q/2)c)
k
1
η c2/C (9)
Furthermore, a Chernoff bound gives (Mitzen-
macher and Upfal, 2005)
P(X0)≤ exp
(
− δ
2qCn
(2+δ)
)
(10)
since the number of independent multinomial
samples in the sampling of ρ′ is at least Cn. We
want to show that we can find q ∈ (0,1), A,B ∈
(0,1) such that the following holds:
P(Xi)≤ Dk ≤ A(1−B)(1−A)
1
η c
2k2H/C (11)
P(X0)≤ exp
(
− δ
2qCn
(2+δ)
)
≤ B(1−A)Hn (12)
where D = (1− (q/2)c)
1
1
η c2/C ∈ (0,1). Once we
have shown this, then by the asymmetric Lovász
Local Lemma (Mitzenmacher and Upfal, 2005),
there is some input restriction that avoids all events
X0,X1,X2, . . . .
Choose A = 11
ηHk
2c2/C
, B = 0.5. First, we need
to satisfy
D≤ A1/k(1−B)1/k(1−A) 1η kc2H/C (13)
For the RHS,
lim
k→∞
A1/k = lim
k→∞
exp
− log
(
1
ηHk
2c2/C
)
k
= 1
(14)
Also, limk→∞(1−A)
1
η kc
2H/C equals
lim
k→∞
(
1− 1
Ek2
)Ek
= lim
k→∞
(
1− E
k2
)k
= 1 (15)
where we choose E = 1ηc
2H/C. So, if we choose
k large enough (independently of n), the RHS can
be made arbitrarily close to 1, in particular, greater
than the LHS.
In order to also satisfy
exp
(
− δ
2qC
(2+δ)
)
≤ B1/n(1−A)H (16)
make n, k large enough to satisfy the inequality
(again, choosing k independent of n). In conclu-
sion, there exists, for each sufficiently-large n, a
restriction ρ′n that avoids all events X0,X1,X2, . . . .
With such a ρ′, |{i≤ n : ρ′n(i) = ∗}| is at least
≥ (1−η)2 · (1− (1+δ)q)Cn (17)
for all sufficiently large n. Then choose η ∈ (0,1)
small, q ∈ (0,1) small, and δ > 0 (such that (1+
7
δ)q ∈ (0,1)) in such a way to achieve (1−η)2 ·
(1− (1+δ)q) =C′/C.
We now note that, since every layer-1 head de-
pends only on ≤ ck many inputs after applying ρ′,
each layer-1 activation y(1)j only depends on≤Hck
many inputs. We can thus collapse layers 0 and
1, converting layer-1 activations into layer-0 acti-
vations y(0)j , and obtain a (Hck)-transformer per-
forming the same computation as before when ρ′
is applied. This concludes the proof of the Depth
Reduction Lemma.
5 Results for Soft Attention
In the previous section, we showed that transform-
ers using hard attention are not able to recognize a
range of core formal languages. In this section,
we study soft attention. Here, we will use the
smoothness of the operations used in transformers
to show that any transformer, as inputs get longer,
will not be able to robustly separate members of
the languages from other inputs. The idea behind
the proof is that the impact of any single input on
the output of the transformer is small if the input
is long:
Lemma 5. If we exchange one input symbol, then
the change in the resulting activations at the de-
coder layers is bounded as O(1n) with constants
depending on the parameter matrices, where n is
the input length.
This contrasts with recurrent networks: Chang-
ing a single input can have nonnegligible impact
on the final state even for very long input. E.g., an
RNN recognizing PARITY through a hidden state
that encodes parity of the current prefix will flip its
hidden state if a single input bit is flipped.
This result entails that, as inputs become longer,
soft attention transformers cannot robustly model
many formal languages, and cannot even achieve
good cross-entropies on a large class of prediction
problems. To make this precise, we take a more
quantitative angle and assign probability distribu-
tions over inputs for each input length n, and con-
sider the behavior of cross-entropy as n→ ∞. For
PARITY, we simply consider the distribution over
i.i.d. bitstrings of length n, and consider the task
of predicting whether the next symbol can be the
ENDOFSEQUENCE symbol – which is true if and
only if the prefix has an even number of ones. For
2DYCK, we take the uniform distribution of well-
bracketed prefixes of length n, and ask the model
to classify the set of valid next characters, which is
a subset of {(,), [, ]}.3 We consider the problem of
predicting the label from the input separately for
each input length n, and consider cross-entropy as
n→ ∞.
Theorem 6. Let a soft attention transformer be
given for one of the languages PARITY and
2DYCK. As n → ∞, cross-entropy converges to
chance level.
Proof. For PARITY, exchanging a single bit flips
membership. Thus, for any member of the lan-
guage, there is an equally likely non-member such
that the output activations differ by only O(1n).
For 2DYCK, the probability that a well-
bracketed prefix of length n is exactly balanced
is o(1). In all other cases, the correct label in-
cludes one of the two closing parentheses, which
depends on one single previous symbol, and both
possibilities are equally likely if that symbol is un-
known.
5.1 Proof of the Lemma
Having established the main theorem, we proceed
to proving the technical lemma:
Proof of Lemma. Let us compare the activations at
the decoder layer for two inputs that only differ in
the input at the i-th position. Let D= ‖xi−x′i‖2 the
norm of the difference of the input embeddings at
this position.
We show by induction over k that, for some
some C > 0 (depending on the parameter matri-
ces) the difference between the activations ykj, y
k
j
′
are bounded as:
‖yki − yki
′‖ ≤ (2C)2kD = O(1)
‖ykj− ykj
′‖ ≤ H
k(2C)2kD
n
= O(1/n) ( j 6= i)
(18)
Once we have shown this, we have found that the
influence of any individual input on the final pre-
diction is O(1n), with constants depending on the
norms of parameter matrices and the number of
layers.
For k = 0, ‖y0i − y0i ′‖ ≤ D,4 and ‖y0j − y0j ′‖ = 0
for j 6= i.
3Only an exponentially small subset of the strings over n
symbols are well-labeled; thus, cross-entropy on the classifi-
cation task is less meaningful for this language. Considering
prediction of the next symbol sidesteps this issue.
4We are assuming that f is addition or concatenation
(Vaswani et al., 2017); for operations such as an MLP, there
would be an additional Lipschitz constant depending on pa-
rameters and activation functions.
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For k > 0, we first note that for activations
‖yki ‖2 ≤ 2
(
L f act
)L
(‖pi‖+ ‖xi‖) =: F , where L f act
is the Lipschitz constant of f act . As f act is im-
plemented as a ReLU MLP (Vaswani et al., 2017),
L f act depends on the norms of the parameter matri-
ces. Attention logits are bounded by A := F2L f att
in the case of multiplicative/bilinear attention, and
A := 2FL f att in the case of additive attention. Then
any attention weight â j,i = exp(ai)/∑ j exp(a j) is
upper bounded by exp(A)exp(A)+(n−1)exp(−A) ≤ exp(2A)n .
Choose C := 2(1+ exp(2A)+L f act ).
Recall yki := f
act(yk−1i ,bi,k,1, . . . ,bi,k,H), where
bi,k,h = ∑nj=1 aˆ
k,h
i, j y
k−1
j . We first calculate
‖b j,k,h−b′j,k,h‖ ≤
n
∑
w=1
aˆk,hj,w‖yk−1w − yk−1w ‖
≤+aˆk,hj,i ‖yk−1i − yk−1i ‖+∑
w6=i
aˆk,hj,w‖yk−1w − yk−1w ‖
≤ exp(2A)
n
(2C)2(k−1)D+
Hk−1(2C)2(k−1)D
n
≤ H
k−1(2C)2(k−1)+1D
n
Then, ‖ykj− ykj‖ is at most
L f act ·
(
‖yk−1j − yk−1j
′‖+
H
∑
q=1
‖bi,k,q−b′i,k,q‖
)
(19)
If j = i, this is bounded (as n→ ∞)
≤ L f act · ((2C)2(k−1)D+o(1))≤ (2C)2kD (20)
If j 6= i, this is bounded above by
L f act · H
k−1(2C)2(k−1)D+Hk(2C)2(k−1)+1D)
n
≤ H
k(2C)2kD
n
This proves the inductive step for k > 0.
6 Discussion
We have shown that, even with infinite preci-
sion, transformers cannot robustly model non-
counter-free regular languages, nor basic hierar-
chical structure.
How do our results compare to what is known
about LSTMs? Recurrent networks such as
SRNNs and LSTMs can perfectly emulate finite-
state automata, and therefore can model any finite
state language with optimal cross-entropy, as long
as the state transition and symbol emission distri-
butions are Markovian. In particular, PARITY of
i.i.d. bitstrings can be predicted with zero cross-
entropy, independent of the input length.
Infinite-precision RNNs and LSTMs can model
stacks (Tabor, 2000; Grüning, 2006; Kirov and
Frank, 2012) and thus are theoretically capable of
modeling 2DYCK and other deterministic context-
free languages perfectly. This clear contrast be-
tween infinite-precision LSTMs and our findings
for infinite-precision transformers may provide a
theoretical explanation for the empirical finding
that LSTMs seem to outperform transformers in
modeling hierarchical structure (Tran et al., 2018).
Hierarchical structure, at least at the level of
context-free languages, is widely thought to be es-
sential to modeling the structure (Everaert et al.,
2015) and meaning (Montague, 1973) of natural
language. Our results entail that self-attention is
strongly limited in their ability to model context-
free languages or evaluate logical formulas. How
should we reconcile this with the success of
transformers at many natural language process-
ing tasks? One possibility is that strong quanti-
tative performance on NLP tasks can be achieved
without genuine understanding of linguistic struc-
ture, as has been argued for other neural network
models used in NLP that show limited knowl-
edge of syntax despite delivering strong perplex-
ity (Linzen et al., 2016; Marvin and Linzen, 2018).
This would suggest that models such as transform-
ers may not be capable in principle to understand
language in a fully human-like way. Another pos-
sibility is that humans also have limited capacity
to solve such problems, which means that human-
like language understanding may not require full
computational power to solve such problems. For
instance, it has long been noted that center em-
beddings, syntactic structures exhibiting iterated
bracketing, are very challenging for humans to
process (Miller and Chomsky, 1963; Gibson and
Thomas, 1999). Intriguingly, self-attention bears
some resemblance to psycholinguistic models of
memory in human sentence processing that as-
sume that humans, while processing a word, attend
to chunks that were stored in memory when pro-
cessing some previous words (Lewis and Vasishth,
2005; Parker et al., 2017). Such processing models
predict difficulty with center embedding because
they cannot count brackets (Lewis and Vasishth,
9
2005), akin to what we have shown theoretically
for neural network models based on self-attention.
While our hard attention results hold under ex-
tremely general assumptions, the analysis of soft
attention builds on regularity properties of the op-
erations that existing transformer models are com-
posed of. It would be interesting to investigate to
what extent computational power increases when
other operations – e.g., discontinuous activations,
or infinite attention logits – are allowed. One can
show that the use of discontinuous activation func-
tions such as the Heaviside function would en-
able perfect modeling of PARITY; however, we do
not know whether such changes would help with
context-free languages such as 2DYCK.5
7 Conclusion
We formally investigated the capabilities of self-
attention in modeling regular languages and hier-
archical structure. We showed that transformers
cannot model periodic regular languages or basic
recursion, either with hard or soft attention, and
even if infinite precision is allowed. Our results
theoretically confirm the idea that self-attention,
by avoiding recurrence, has quite limited compu-
tational power.
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