Abstract: Cyberattack techniques continue to evolve every day. Detecting unseen drive-by-download attacks or C&C traffic is a challenging task. Pattern-matching-based techniques and using malicious blacklists are not efficient anymore, because attackers easily change the traffic pattern or infrastructure to avoid detection. Therefore, many behaviorbased detection methods have been proposed, which use the immutable characteristic of the traffic. These previous methods, however, focus on the attack technique, and can only detect drive-by-download (DbD) attacks or C&C traffic which have the immutable characteristic. These traditional methods have to devise the feature vectors. This paper proposes a generic detection method, which is independent of attack methods and does not need devising feature vectors. Our method uses Paragraph Vector, an unsupervised algorithm that learns fixed-length feature representations from variable-length texts and classifiers. Our method uses Paragraph Vector to capture the context in proxy server logs. We conducted cross-validation, timeline analysis and cross-dataset validation with multiple datasets. The experimental results show our method can detect unseen DbD attacks and C&C traffic in proxy server logs. The best F-measure achieved 0.97 in the timeline analysis and 0.96 on the other dataset.
Introduction
Information and communication technology has been developing rapidly. New technology provides not only convenience but also new threats. Cyber threats are increasing drastically and public concern is at an all time high. Cyberattack techniques continue to evolve every day. Internet worms such as "Code Red" or "Blaster" used to be a main threat in the early 2000s. Since the second half of 2000s, Drive-by Download attack (DbD attack) and Spear Phishing attacks have been the main attack techniques on the Internet. In these attacks, attackers set malicious contents on websites or send email with malicious files to exploit vulnerabilities and run malicious code without the user's knowledge. After the initial intrusion, the attacker takes control of the victim's computer via a Command and Control (C&C) server over the Internet. The victim's computer is used as a stepping stone to further deep drilling intrusion. In particular, a set of stealthy and continuous computer hacking processes is called APT (Advanced Persistent Threat). To detect cyberattacks, operators investigate IDS (Intrusion Detection System) alerts or logs recorded in network devices such as a firewall or a proxy server. In general, intrusion detection techniques on a network are classified roughly into methods using pattern matching and methods using blacklists. The methods using pattern matching are effective, if the malicious traffic contains a unique string pattern. IDS uses fixed strings or regular expression to describe their signatures. Malware used in APT attacks, however, communicates via a standard protocol, and attempts to imitate normal http communication hidema@nda.ac.jp (e.g., Plug X, Emdivi) [1] , [2] . Therefore, it is difficult to describe the signatures. In this case, an IDS can use the malicious destination server (e.g., Landing site, Exploit site, C&C server) address as the signature. A firewall or a proxy server can also use the malicious destination server address as the blacklist. However, attackers can change the malicious destination servers easily to evade detection by network devices. In addition, the malicious server address has to be already-known before the cyberattack. Thus, detecting unseen malicious traffic is like a cat-and-mouse game so resolving this problem is a challenging task.
To tackle this challenging task, many behavior-based detection methods have been proposed. These methods capture the characteristics of DbD attacks or C&C traffic, and attempt to detect unseen malicious traffic. Many previous methods, however, focus on the attack technique. These methods can detect only DbD attacks (e.g., Refs. [2] , [3] , [4] ) or C&C traffic (e.g., Refs. [7] , [8] ). Therefore, if the attack technique is changed then previous methods cannot respond. Besides security researchers have to devise the feature vectors to capture the characteristics. Furthermore, many previous methods require monitoring all network traffic. For instance, [4] requires web contents to detect DbD attacks. Countless organizations, however, do not keep all network traffic because of the size. Security incidents often occur in the organizations that did not take the countermeasures adequately. In most cases, there are inadequate log files to investigate the incident in the vulnerable organizations. Sometimes we might retrieve only log files on a single proxy server.
The preliminary version of this paper was presented at Computer Security Symposium 2017 (CSS2017) in October 2017, and recommended to be submitted to Journal of Information Processing (JIP) by the program chair of CSS2017.
c 2018 Information Processing Society of Japan This paper focuses on the feature that Neural Network (NN) learns feature vector representation automatically. In recent years, NN has achieved remarkable results in the fields of image recognition, speech recognition or natural language processing (NLP). In the NLP fields, Word2vec [9] has proven outstanding. This model takes a large corpus of text and produces a vector space with each unique word in the corpus being assigned a corresponding vector in the space. This model enables not only document classification based on the appearance frequency, but also document classification based on the sense or the context. Furthermore, the same idea was extended to Paragraph Vector, an unsupervised algorithm that learns fixed-length feature representations from variable-length pieces of texts, such as sentences, paragraphs, and documents. In this paper, we presume proxy server logs are written in a natural language, and attempt to learn the difference between benign traffic and malicious traffic automatically with Paragraph Vector. Then we input the extracted feature vectors with the label into supervised learning models to classify benign traffic and malicious traffic. Our generic detection method does not rely on attack techniques, and does not demand devising feature vectors.
The main contributions of this paper are three-fold: ( 1 ) Propose a detection method using Doc2vec in proxy server logs [5] . ( 2 ) Verify that our method can detect DbD attacks in the long term [6] . ( 3 ) Verify that our method can detect C&C traffic in spearphishing attacks. The rest of the paper is organized as follows. The next section discusses related work and clarifies the difference among this method and previous methods. Section 3 presents Natural Language Processing (NLP) techniques. Section 4 proposes a generic detection method, which includes how to use NN and classifiers. Section 5 shows experimental results applying our method to datasets which contain DbD attacks and C&C traffic. Section 6 evaluates the method from a practical perspective and discusses the limitation.
Related Work

Behavior-based Detection
This paper aims to detect malicious traffic, even if both malicious server addresses and the distinctive traffic patterns are unknown. The malicious traffic includes DbD attacks and C&C traffic. In general, the main studies of network intrusion detection include signature-based detection and behavior-based detection. Signature-based detection relies on an existing signature database to detect known malicious traffic, and rarely detects unseen malicious traffic. Therefore, many behavior-based detection methods have been proposed. For example, some methods focused on the traffic classification from packet traces [10] , [11] , [12] , [13] . However, analyzing packets is becoming intractable on broadband networks. The alternative approach is classification based on network logs such as DNS records, NetFlow or proxy server logs. There are several methods which use NetFlow [7] , [8] , [14] or DNS records [15] , [16] , [17] , [18] . However, it is unusual to obtain all network traffic or logs in actual incidents. Therefore, we focus on proxy server logs.
Analyzing Proxy Server Logs
Kruegel et al. [19] categorized URIs by the path, and extracted the parameters from the query strings. Their statistical model learns the features, and detects the statistical outliers as attacks. This method expects detecting direct attacks to web servers such as buffer overflow, directory traversal, cross-site scripting and so on. Our method uses statistical machine learning models for binary classification of malicious traffic and benign traffic. Our method expects indirect attacks such as DbD attacks or SP attacks too.
Choi et al. [20] extracted feature vectors from the domain, path and so on included in URLs, and proposed a method using machine learning models to classify malicious URLs and benign URLs. This method uses not only proxy server logs but also the URL popularity, contents, DNS traffic or any other traffic. Our method uses only proxy server logs and does not require any other additional information obtained from external sources. Our method does not even require devising feature vectors.
Ma et al. [21] extracted feature vectors from the host name, top level domain name, path and so on included in URLs, and proposed an online learning algorithm to classify malicious URLs and benign URLs. This method divides URLs into tokens by the delimiter such as "dot" (.), "slash" (/), "question mark" (?), "equal" (=), "and" (&) and so on. Our method uses similar techniques to obtain tokens from URLs. These tokens serve as words to construct a corpus. Their method requires not only proxy server logs but also searching the whois database for IP address and domain name registration information, blacklists, the geographical feature, the bandwidth speed and so on. Our method uses only proxy server logs. Our method does not even require devising feature vectors.
Huang et al. [22] extracted feature vectors from the structure, the characteristic strings and the brand name included in URLs to detect malicious URLs with machine learning. This method aims to detect phishing URLs. Our method aims to detect DbD attacks and C&C traffic, however it is not limited to these attacks. Our method does not even require devising feature vectors.
Zhao et al. [23] focused on the cost to force users to analyze and label malicious traffic, and proposed an online active learning framework which updates the classifier to detect malicious URLs. This method uses the whois database for domain name registration information, blacklists and so on. Our method uses only proxy server logs and does not require any other information obtained externally.
Invernizzi et al. [24] built a network graph from IP addresses, domain names, FQDNs, URLs, paths, file names and so on. Their method focuses on the correlation among nodes to detect malware distribution. This method uses only the parameters obtained from proxy server logs. However, this method has to cover many IP address ranges, and performs in large-scale networks such as ISPs. In addition, this method needs the downloaded file types. Our method performs at any scale and does not need the downloaded file types.
Nelms et al. [25] focused on DbD attacks, and extracted the Lo-cation field, Referrer field and so on from http Request messages and Response messages to build a URL transfer graph. They proposed a trace back system which could go back to the source from the URL transfer graph. This method uses hop counts, domain age and common features of the domain names to detect malicious URLs. Our method uses only proxy server logs and does not require any additional information obtained from external sources. In addition, our method can detect not only DbD attacks but also C&C traffic. Bartos et al. [26] categorized proxy server logs into flows, and extracted many features from the URL, path, query, file name and so on. They proposed how to learn the feature vectors to classify malicious URLs. This method can decide the optimum feature vectors automatically. However, this method requires devising basic features for learning. Our method does not even require devising basic features.
Mimura et al. [1] categorized proxy server logs by FQDNs to extract feature vectors, and proposed a RAT (Remote Access Trojan or Remote Administration Tool) detection method using machine learning techniques. This method uses the characteristic that RATs continues to access the same path regularly. However, this method only works on C&C traffic. Our method can detect not only C&C traffic but also DbD attacks.
Shibahara et al. [2] focus on a sequence of URLs which include malicious artifacts of malicious redirections, and proposed a detection system which uses Convolutional Neural Networks. This method uses a honey client to collect URL sequences and their labels. However, this method performs for DbD attacks. Our method can detect not only DbD attacks but also C&C traffic.
Natural Language Processing (NLP) Technique
Bag-of-Words (BoW)
To calculate various measures to characterize a text, we have to transform the text into a vector. Bag-of-Words (BoW) is a simplifying representation used in NLP. In this model, a sentence is represented as the bag of its words, disregarding grammar and even word order but retaining multiplicity. BoW is commonly used in document classification methods where the frequency of each word is used as a feature for training a classifier. The most common type of features calculated from BoW is a term frequency, namely, the number of times a term appears in the sentence. However, term frequencies are not necessarily the best representation for the sentence. BoW cannot represent grammar, word order and word meaning. To represent unseen traffic, term frequencies are not efficient [5] . Furthermore, the feature dimension is defined by the vocabulary size of the data set. Therefore, we have to consider how to reduce the dimensionality in practical use.
Word2vec
Word2vec [9] is a model that produces word embedding. Word embedding is the collective name for a set of language modeling and feature learning techniques in NLP where words from the vocabulary are mapped to vectors of real numbers. This model is a shallow, two-layer neural network that is trained to reconstruct linguistic contexts of words. This model takes as its input a large corpus of text and produces a vector space, with each unique word in the corpus being assigned a corresponding vector in the space. Word vectors are positioned in the vector space such that words that share common contexts in the corpus are located in close proximity to each other in the space. Word2vec is based on the distributional hypothesis, which motivates that the meaning of a word can be gauged by its context. Thus, if two words occur in the same position in two sentences, they are very much related either by semantics or syntax. Word2vec utilizes two algorithms to produce a distributed representation of words. One is Continuous-Bag-of-Words (CBoW), and the other is skip-gram. In the CBoW algorithm, the model predicts the current word from a window of surrounding context words. In the skip-gram algorithm, the model uses the current word to predict the surrounding window of context words. Word2vec allows calculating the semantic similarity between two words and infer similar words semantically. However, Word2vec is a model that merely produces word embedding. To calculate semantic similarity between two documents, this method has to be extended.
Paragraph Vector (Doc2vec)
An extension of Word2vec to construct embedding from entire documents has been proposed [27] . This extension is called Doc2vec or Paragraph2vec and has been implemented. Doc2vec is based on the same distributional hypothesis, which motivates that the meaning of a sentence can be gauged by its context. Thus, if two sentences occur in the same position in two paragraphs, they are very much related either in semantics or syntactic in the same way. Doc2vec utilizes two algorithms to produce Paragraph Vector a distributed representation of entire documents. One is Distributed-Memory (DM), and the other is Distributed-Bag-ofWords (DBoW). DM is an extension of CBoW, and the only change in this model is adding a document ID as a window of surrounding context words. DBoW is an extension of skip-gram, and the current word was replaced by the current document ID. Doc2vec allows calculating semantic similarity between two documents and infer similar documents semantically. Some implementations support also inference of document embedding on unseen documents. This function is important for developing a practical system to detect unseen malicious traffic. Because, unseen malicious traffic might include an unknown word (e.g., newlychanged FQDN, random strings).
Proposed Method
Purpose
The purpose of our method is detecting unseen malicious traffic, not filtering malicious URLs such as landing site, exploit site or C&C server addresses. Nowadays, attackers often use many compromised websites to imitate benign traffic. Hence, it is difficult to decide whether a URL is benign or malicious independently. To decide whether a URL is malicious or not, we have to investigate the context. We can investigate the context from sequential log lines in proxy logs. In this paper, the context is synonymous with sequential log lines. To investigate the context, we define malicious traffic as a paragraph which contains malicious URLs. The paragraph consists of 10 lines of proxy logs. As c 2018 Information Processing Society of Japan a matter of course, a paragraph contains multiple URLs. Hence, our method detects malicious traffic which might contain benign URLs. We assume that these benign URLs are related to the malicious URLs. Our method does not extract only malicious URLs. Our method investigates a paragraph comprehensively and decides whether a paragraph is malicious or not. Our method expects that the operators perceive unseen malicious traffic based on the result from classifiers. Our method supports incident responders or digital forensic investigators.
Separating Logs with Spaces
This paper proposes an intrusion detection method in proxy server logs. The key idea of this research is processing proxy server logs as a natural language. In order to accomplish this, proxy server logs have to be separated into words. Figure 1 shows a sample of proxy server logs.
This sample includes the date and time at which the transaction completed, request line from the client (includes the method, URL and user agent), HTTP status code returned to the client and size of the object returned to the client. Here, the 'client" signifies the user's computer which connects to servers over the Internet. A proxy server records the contents on a line in chronological order. The line originates the request from an internal client and is coupled with the response from the server.
Our method divides proxy server logs into HTTP status code (Status), request line from the client (Method and URL), size of the object returned to the client (size) and user agent (UA). Our method uses these 5 elements. Note that our method does not use source IP addresses. Furthermore, the request line is divided into method, URL and protocol version.
Separating URLs with Delimiters
We believe a URL is the most important element in detecting malicious traffic. Our method separates URLs with delimiters. Figure 2 shows an example of a URL leaving a space between words.
First, our method divides a URL into scheme, FQDN (Fully Qualified Domain Name) and path which includes query strings. After that, our method separates the FQDN by "dot" (.). Then we can derive the top level domain name, sub domain name and so on, which means the country, organization, use or purpose (e.g., www, mail). Our method separates the path by "slash" (/) and "dot" (.), and also separates the query string by "question mark" (?), "equal" (=) and "and" (&). Then, we can derive the directory name, file name, extension from the path. We can also derive the variable names and values from the query string, which are used in the running program on the server. We decided to leave the delimiters as a word for constructing a corpus. Because the delimiters are related to the contiguous word meanings. For instance, some delimiters such as "slash" (/) are closely related to the structure of the URL.
To summarize, our method divides URLs into words by the delimiters which are "dot" (.), "slash" (/), "question mark" (?), "equal" (=) and "and" (&). These words construct a corpus to train a language model. Figure 3 shows an overview of the proposed method. First, our method constructs a corpus from malicious proxy server logs and benign proxy server logs. Both logs are separated by the previously mentioned method. Then, our method constructs a vector space from the corpus, and converts both proxy server logs into vectors with the labels. Our method interprets 10 lines as a paragraph. This parameter was decided based on an empirical approach [5] . The language model which constructs a vector space is Doc2vec. These labeled vectors are training data for classifiers. The classifiers are Support Vector Machine (SVM), Random Forests (RF) and Multi-Layer Perceptron (MLP).
Overview
A SVM model is a representation of the training data as points in space, mapped so that the training data of the separate categories are divided by a clear gap that is as wide as possible. Test data are then mapped into that same space and predicted to belong to a category based on which side of the gap they fall. RF are an ensemble learning method that operates by constructing a multitude of decision trees at training time and outputting the class that is the mode of the classes or mean prediction of the individual trees. MLP is a class of feedforward artificial neural These are supervised learning models with associated learning algorithms that analyze data used for classification and regression analysis. Given a set of training data, each labeled as belonging to one or the other of two categories, these training algorithms build a model that assigns new examples to one category or the other. After that, we convert unseen proxy server logs into vectors. These unlabeled vectors are test data for the classifiers. Finally, we input these unlabeled vectors to the classifiers, and can obtain a predicted label. The predicted label is either malicious or benign.
Implementation
Our [30] .
Gensim is a Python library that provides unsupervised semantic modelling from plain text, and includes a BoW model and a Doc2vec model. Table 1 shows the parameters for the Doc2vec model. We set the dimensionality of the feature vectors 100, and chose DBoW which was an extension of skip-gram. The window is the maximum distance between the predicted word and context words used for prediction within a document. The minimum count is the threshold value to ignore all words with a total frequency lower than this.
Scikit-learn is a machine-learning library for Python that provides tools for data mining with a focus on machine learning, and supports SVM and RF. Our method uses a SVC function with a linear kernel for SVM. Our method also uses a RandomForestClassifier function for RF.
Chainer is a flexible Python framework for neural networks, which supports MLP with CUDA computation. We use CUDA 8.0 and cuDNN-6.0. Table 2 shows the parameters for the MLP model. The number of input layer units is the dimensionality of the test data. Thus, the dimensionality is 100 as we mentioned before. The number of labels is 2, namely benign or malicious. ReLU (Rectified Linear Unit) is an activation function defined as Table 1 The parameters for the Doc2vec model.
Dimensionality of the feature vectors 100
Window 15
Minimum count 2
Number of epochs 30
Training algorithm DBoW Table 2 The parameters for the MLP model.
Number of input layer units 100
Number of hidden layer units 500
Number of labels 2
Activation function ReLU
Dropout ratio 0
Minibatch size 100
Optimizer Adam follows.
It is also known as a ramp function and has been used in convolutional networks more effectively than the widely used logistic sigmoid. Adam (Adaptive moment estimation) is an algorithm for first-order gradient-based optimization of stochastic objective functions, based on adaptive estimates of lower-order moments [31] . This method is well suited for problems that are enormous in terms of data and parameters, and also appropriate for non-stationary objectives and problems with very noisy and sparse gradients. We use cross entropy to define the loss function in optimization.
Experiment
Dataset
To evaluate our method, we use captured pcap files from Exploit Kit (EK) between 2014 and 2017, which were downloaded from the website MALWARE-TRAFFIC-ANALYSIS.NET [32] . EK is a software kit designed to run on web servers, with the purpose of identifying software vulnerabilities in client machines communicating with it. EK discovers and exploits vulnerabilities that might allow uploading and running malicious code on the client computer. We chose some EKs which communicate via a standard protocol and attempt to imitate normal http communication. We name these pcap files MTA dataset. We also use BOS (Behavior Observable System), D3M (Drive-by Download Data by Marionette) dataset and NCD (Normal Communication Data in MWSCup 2014). These datasets are parts of the MWS datasets [33] , and include pcap files. BOS and D3M contain malicious traffic. Table 3 shows the details.
These pcap files are malicious. However, the property is different. MTA is a set of packet traces downloaded from the website. This dataset includes traffic from many EKs (e.g., Angler EK, Neutrino EK, Magnitude EK, RIG EK, Nuclear EK). This dataset contains the traffic from the latest version of EKs. We use this dataset to verify that our method is effective against DbD attacks. BOS comprises some cases of malware samples (e.g., Emdivi, Plug X), packet traces, and a process log collected from a virtual company that is a malware execution environment. The malware that were attached to e-mails are provided as well as the observed attackers activities on the host within the virtual company. BOS contains C&C traffic which uses a standard protocol and attempts to imitate normal http communication. Thus, this traffic is difficult to distinguish from benign traffic. We use this dataset to verify that our method can detect C&C traffic in spear-phishing attacks. D3M is a set of packet traces collected from the web-client, high-interaction honeypot system, which is based on Internet Explorer on Windows OS with several vulnerable plugins, such as Adobe Reader, Flash Player, Java and so on. Though this dataset is related with EKs (e.g., Blackhole Exploit Kit, Elenore, Mpack), does not include the latest version of EKs. Thus, we use this dataset supplementally. NCD is a benign pcap file which was captured during a day in 2014. Our method aims to detect malicious traffic from proxy server logs. Thus, we have to convert these pcap files into pseudo proxy server logs. We extracted http traffic from these pcap files, and coupled the requests and responses. Table 4 shows the details.
This table includes the size, number of lines, unique number of each element and number of the most frequent value.
Then, we compounded the malicious logs and the benign logs into datasets. We split the datasets into training data and test data to conduct 10-fold cross-validation, timeline analysis and crossdataset validation. In the 10-fold cross-validation, we use all the datasets. In the timeline analysis and cross-dataset validation, we switch malicious datasets for the training data and test data. We use the first half of the NCD dataset as the training data and the rest half as the test data. Our method uses only training data to construct a corpus. Because, we presume that the test data is unseen traffic.
Metrics
Three evaluation metrics are used: precision (P), recall (R) and f-measure (F). These metrics are used to evaluate the performance of classification tasks.
, TN (True Negative) and FN (False Negative) are defined as shown in Table 5 .
TP is the number of instances correctly classified as benign or malicious, TN is the number of instances correctly classified as Not-benign or Not-malicious. FP is the number of instances in- correctly classified as benign or malicious, FN is the number of instances incorrectly classified as Not-benign or Not-malicious. In this paper, malicious traffic is a paragraph which contains malicious URLs. Our method interprets 10 lines as a paragraph and adds the label to the paragraph. Hence, we calculate TP and FP from the number of classified paragraphs. Table 6 shows the experimental environment. This method needs only a simple computer, and does not require special equipment. Table 7 shows the results of the 10-fold cross-validation. RF is less accurate than other classifiers. Table 8 shows the results of the timeline analysis (MTA). All the run times for each classification were less than 0.1 second. SVM achieved a good accuracy on average. The other classifiers were less accurate and unstable than SVM. Focusing on the same test data, new training data did not always improve the accuracy. Table 9 shows the results of the timeline analysis (BOS). All the run times for each classification were less than 0.1 second. In C&C traffic, SVM achieved the best accuracy. Table 10 shows the results of the cross-dataset validation. All the run times for each classification were less than 0.1 second. SVM and MLP achieved a good accuracy on average. RF was less accurate than the other classifiers.
Experimental Environment
Result
As a result, SVM achieved a good accuracy on average. RF and MLP could not derive stable results. A possible reason for this is that Doc2vec generates linearly separable vectors. Another possible reason is over fitting. Hence, we concluded the best classifier was SVM.
c 2018 Information Processing Society of Japan Table 10 The result of the cross-dataset validation. 
Discussion
Accuracy
Results from the experiments demonstrate that our method is effective. This is because there are some differences in words and the structure. The proposed method divides URLs into words by the delimiters, and Doc2vec illustrates the ratio of the cooccurrence probabilities of the two words within the window size. Some delimiters are closely related to the structure of the URL. The proposed method learns the structure automatically, even if a human makes no clear indication.
There are some causes of the false-positives and falsenegatives. The primary cause was the sites which provided web APIs (e.g., Authentication, Streaming). A web API is an application programming interface (API) for either a web server or a web browser. A web API produces interactive communication with numerous parameters to provide a coating high functionality and convenience. This behavior is similar to Exploit Kits or C&C traffic. The attacker needs numerous parameters to control the victim's computer at will. Thus, Exploit Kits and C&C traffic have to produce interactive communication with numerous parameters. The other cause was the sites which provided update programs or pattern files (e.g., Anti Virus Scanner). This behavior is similar to downloading malware and malware infections. We can mitigate these false positives with the whitelist. Besides, some benign URLs were mixed in the malicious traffic. In a sense, these impurities are not the cause. We can enhance purity of the malicious traffic to improve the accuracy.
Adaptability
Our method can detect DbD attacks and C&C traffic as malicious traffic by the same method. All we have to do is input malicious and benign proxy server logs. Our method can detect malicious traffic regardless of the attack technique. No prior knowledge of the attack techniques is required for capturing the characteristic. Our method does not use different detection techniques. If attackers change their attack techniques, our methods learn the characteristic automatically. Besides our method does not require setting the feature vectors. Hence, our method is adaptable to many attack techniques.
Durability
Our method learns the difference between benign traffic and malicious traffic automatically with neural networks. In neural networks, it is difficult to specify what feature of an input data a specific feature map captures. This means that an attacker cannot recognize the features either. We tried some experiments to specify the feature. We conducted the same experiments without some elements (e.g., FQDN, User Argent). However, there was no notable change in the performance. This might mean that our method does not rely on a specific element. In that case, an attacker has no effective countermeasure to evade this method. The only option is imitating normal communication completely. Thus, our method is effective and durable in the long term.
Required Time
Our method requires only few minutes to construct the language model and the classifier. In this experiment, our method took roughly three minutes on average. The greater the pcap files or the log files to construct the models, the longer the required time. However, we can construct the models in advance. In this paper, our method could classify unseen logs with these pre-trained models within a second. Thus, our method can analyze network traffic or proxy server logs in real time.
Practical Use
The proposed method was effective on the other dataset. This means the proposed method is powerful and versatile. Many previous methods require monitoring all network traffic. Many organizations, however, do not retain network traffic. Thus, these methods are not practical. The proposed method does not require monitoring all network traffic, and only uses malicious and benign proxy server logs.
In this paper, we obtained pseudo proxy server logs from c 2018 Information Processing Society of Japan pcap files. We can obtain these malicious pcap files easily from websites such as MALWARE-TRAFFIC-ANALYSIS.NET, which disclose malicious traffic data. We can also obtain benign pcap files or actual proxy server logs easily from everywhere. Our method therefore has few constraints on practical use.
Ethics
In this paper, we used malicious pcap files and benign pcap files. These files might contain privacy sensitive information such as personal information, email addresses and client's IP addresses. Many previous methods require monitoring all network traffic. Therefore, the possibility of accessing the payloads cannot be denied. The payloads might contain personal information and email addresses. However, our method does not require monitoring all network traffic. Moreover, our method does not require client's IP addresses, and does not even require identifying the client's sources.
In practical use, our method uses only pre-trained models to detect malicious traffic. The models do not include any payload and logs. Therefore, we can share or disclose the pre-trained models without much resistance.
Conclusion
In this paper, we describe how to construct a corpus from proxy server logs and apply Doc2vec to learn the difference of benign traffic and malicious traffic automatically. Then, we propose the generic detection method using supervised learning models to classify benign traffic and malicious traffic. This paper conducts cross-validation and timeline analysis with MTA dataset and BOS dataset. This paper also demonstrates cross-dataset validation with MTA dataset and D3M dataset. Consequently, the proposed method can detect both unseen DbD attacks and C&C traffic in proxy server logs. We verify that the proposed method is effective over three years, and effective on the other dataset too. The best F-measure achieves 0.97 in the timeline analysis and 0.96 on the other dataset.
Applying our method to actual proxy server logs is a future work. In this paper, we used the datasets which contains DbD attacks, C&C traffic and benign traffic. A large network has many clients which access various websites. While load balancers can maintain a stable state for the duration of a client's session, our method might have to be improved. One improvement plan is adjusting the size of a paragraph. This might integrate consecutive lines originated from each client into a paragraph. Another plan is using other NLP techniques to summarize a paragraph. These techniques extract important words from various words in proxy server logs. We should evaluate the accuracy in a practical condition. Another future work is how to update the model. In this experiment, new training data did not always improve the accuracy. In this time, we presumed proxy server logs were written in a natural language. We can presume any other logs such as IDS alerts, firewall logs, SIEM (Security Information and Event Management) events are written in a natural language in the same manner. We believe this would allow classifying the details automatically.
