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We study the lateral Casimir force experienced by a particle that rotates near a planar surface.
The origin of this force lies in the symmetry breaking induced by the particle rotation in the vacuum
and thermal fluctuations of its dipole moment, and, therefore, in contrast to lateral Casimir forces
previously described in the literature for corrugated surfaces, it exists despite the translational
invariance of the planar surface. Working within the framework of fluctuational electrodynamics,
we derive analytical expressions for the lateral force and analyze its dependence on the geometrical
and material properties of the system. In particular, we show that the direction of the force can be
controlled by adjusting the particle-surface distance, which may be exploited as a new mechanism
to manipulate nanoscale objects.
PACS numbers: 42.50.Wk, 42.50.Lc, 45.20.dc, 78.70.-g
Fluctuation-induced forces exist between polarizable
atoms, nonpolar molecules, and structured materials,
emerging as a result of vacuum and thermal fluctuations
that involve virtual electromagnetic excitations. Gener-
ally known as van der Waals or London dispersion forces
at short range distances, Casimir-Polder forces when tak-
ing retardation into account, and Casimir-Lifshitz forces
when including material dispersion, these are generally
referred to as Casimir forces [1–3]. There is strong ev-
idence that various phenomena in nature such as ad-
hesion, friction, wetting, and stiction are a result of
these forces [4], and therefore, their study can shed light
into the mechanical behavior of nanodevices, where these
forces may play a dominant role [5, 6].
Casimir forces are typically attractive, acting along
symmetry directions (e.g., the normal to the interacting
surfaces [7, 8]). However, if the surfaces are corrugated,
these forces may have a component parallel to the sur-
face, which is commonly referred to as lateral [9–12]. The
lateral Casimir force has been successfully measured and
has been argued to enable interesting applications such as
contactless transmission of lateral motion [13–17]. Nev-
ertheless, the force still acts along local surface-normal
directions and arises due to the broken mirror symmetry
introduced by the corrugations. Therefore, it strongly de-
pends on the mutual geometric lateral displacement be-
tween the corrugations on both surfaces, becoming zero
when they are aligned and the lateral mirror symmetry
is recovered. An alternative symmetry breaking leading
to lateral forces may rely on rotational motion of the in-
volved bodies.
In this Letter, we describe a lateral Casimir force that
acts on a rotating particle near an ideally flat surface.
This lateral force is directed parallel to the surface. The
geometry under consideration [Fig. 1(a)] has transla-
tional symmetry in the direction of the force, however,
the symmetry is broken by the rotation of the particle,
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FIG. 1: (a) Sketch of the system under study. A spherical
nanoparticle of radius R is rotating with angular frequency Ω
at a distance d above a planar surface. Due to the rotation,
the particle experiences a lateral force Fy. (b) Schematic ex-
plaining the origin of the lateral force: the resonances of the
imaginary part of the left- and right-handed components of
the particle polarizability are spectrally separated by a dis-
tance equal to twice the rotation energy 2h¯Ω.
leading to the observed force. Rotating particles have
been shown to experience Casimir frictional torques that
slow down their motion [18–20]. Here, we analyze a qual-
itatively different effect: a lateral force that pushes the
particle parallel to the surface and whose direction and
magnitude is determined by the sense and frequency of
rotation, the particle-surface distance, and the materials
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FIG. 2: (a) Imaginary part of the polarizability of spherical
SiC nanoparticles (left scale) with radius R = 50 nm (red
curve) and R = 500 nm (blue curve), and imaginary part of
the reflection coefficient a SiC surface (right scale) calculated
for Q = 0 (gray dashed curve) and for Q  k (gray solid
curve). (b) Frequency integrand of the lateral force [Eq. (1)]
corresponding to the two nanoparticles of panel (a) when they
are placed at a distance d from a SiC surface. The curves for
d/R = 27 are multiplied by a factor 200 to improve visibility.
Moreover, we choose a rotation frequency Ω/2pi = 1 kHz and
surface and particle temperatures T0 = T1 = 300 K.
from which the particle and the surface are made. The
force does not depend on the lateral position of the par-
ticle due to the translational invariance of the surface
and is consistent with the frictional force predicted to
exist between surfaces in relative uniform motion [21].
The system and the force investigated here constitute
a Casimir analogue of a mechanical wheel rotating and
moving over a planar surface, but with no contact re-
quired. The origin of this force can be traced back to
the recently discovered spin-direction locking of electro-
magnetic evanescent waves [22–24], an example of spin-
orbit coupling of light [25]. Lateral optical forces [26–28]
naturally arise from an asymmetric scattering by circu-
larly polarized dipoles into electromagnetic modes of any
neighboring surface or waveguide [29–31]. In a similar
way, the rotating particle experiences an imbalance be-
tween left- and right-handed helicities in the vacuum and
thermal fluctuations associated with its electromagnetic
response, which ultimately leads to the lateral Casimir
force predicted in this work.
Theoretical model.– We consider a spherical particle
small enough to be adequately described within the dipo-
lar limit through a frequency-dependent polarizability
α(ω). The particle rotates around the x-axis, parallel to
a planar surface located at the z = 0 plane, with rotation
frequency Ω, as shown in Fig. 1(a). The rotation modifies
the interaction of the particle with the vacuum and ther-
mal electromagnetic fields. In particular, in a frame ro-
tating with the particle, an external circularly polarized
(CP) electromagnetic field is perceived with a reduced
(ω− = ω − Ω) or increased (ω+ = ω + Ω) frequency de-
pending on the sense of rotation of the particle relative
to the handedness of the field. This results in the split-
ting of the polarizability of the non-rotating particle into
two components α+(ω) = α(ω−) and α−(ω) = α(ω+)
associated with the unit vectors of opposite CP field he-
licities σˆ+ = (1/
√
2)(yˆ + izˆ) and σˆ− = (1/
√
2)(yˆ − izˆ)
[Fig. 1(b)]. In the basis defined by {xˆ, σˆ+, σˆ−}, the ef-
fective particle polarizability reduces to
α¯eff(ω) =
α(ω) 0 00 α(ω−) 0
0 0 α(ω+)
 .
Because the vacuum and thermal fluctuations of the
dipole moment of the particle are determined by its ef-
fective polarizability through the fluctuation-dissipation
theorem (FDT) [18, 32–34], the imbalance in the circu-
larly polarized components results in asymmetric fluctu-
ations that are the origin of the lateral force, as discussed
above [26–31].
In order to obtain an analytical expression for the lat-
eral Casimir force, we start by considering the electro-
magnetic force acting on a dipole p in an electric field
E, which can be written as F =
∑
i pi∇Ei [35], with
i = x, y, z. The vacuum and thermal fluctuations caus-
ing the Casimir force come from two different sources:
(i) fluctuations of the dipole moment of the particle pfl,
and (ii) fluctuations of the field Efl generated by current
fluctuations in the surface. As these two sources of fluc-
tuations originate in different systems, they are uncor-
related, and therefore, we can write the lateral Casimir
force as Fy =
∑
i〈pfli ∂yEindi + pindi ∂yEfli 〉, where 〈〉 stands
for the average over fluctuations, which we perform using
the FDT. Now, expressing the induced field in terms of
the fluctuating dipole with the help of the surface Green
function G, and the induced dipole in terms of the fluctu-
ating field as pind = α¯effE
fl, we obtain (see Supplemental
Material [36] for details)
Fy =
h¯
pi
∫ ∞
0
dωIm {∂yGyz(ω)− ∂yGzy(ω)}
× [Im {α(ω+)}N(ω+)− Im {α(ω−)}N(ω−)] ,
(1)
where N(ω±) = n(T1, ω±) − n(T0, ω), with n(Ti, ω) =
[exp( h¯ωkBTi )−1]−1 being the Bose-Einstein distribution at
temperature Ti, and T0 and T1 the temperatures of the
surface and the particle, respectively. Interestingly, the
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FIG. 3: (a,b) Lateral Casimir force experienced by a SiC spherical nanoparticle with R = 50 nm (a) and R = 500 nm (b)
rotating near a SiC surface, plotted as a function of the particle-surface distance, d, for two different rotation frequencies:
Ω/2pi = 1 kHz (red curves) and Ω/2pi = 100 kHz (blue curves). Shaded areas indicate the distances for which the lateral force is
positive. (c) Lateral Casimir force for the same nanoparticles as in panels (a,b) plotted as a function of the rotation frequency,
Ω, for particle-surface distances as indicated in the legends, which correspond to the dashed vertical lines in panels (a,b). The
surface and particle temperatures are T0 = T1 = 300 K.
lateral Casimir force is finite even for T1 = T0 = 0 K,
and, as expected, it vanishes as Ω → 0. The gradient
of the surface Green function can be calculated as (see
Supplemental Material [36] for details)
∂yGyz = −∂yGzy = 1
2
∫ ∞
0
dQe2ikzdQ3rp(ω,Q), (2)
where the integral is performed over the transverse wave
vector Q, kz = (k
2 − Q2)1/2 is the wave vector along z,
k = ω/c is the free-space wave number, d is the particle-
surface distance, and rp(ω,Q) is the Fresnel reflection
coefficient of the surface for p-polarized waves. It is im-
portant to remark that we only consider the surface com-
ponent of the Green function because the free-space part
does not contribute to the lateral force [6]. One should
also notice that Eq. (2) appears in the calculation of the
lateral force acting on a circularly polarized dipole oscil-
lating at a frequency ω above a surface [28]. This implies
that the lateral Casimir force can be recast as the fre-
quency integral of the dipole lateral force weighted by
the appropriate frequency-dependent fluctuation terms
in Eq. (1).
Numerical results.– Using Eqs. (1) and (2), we can
numerically compute the lateral Casimir force for dif-
ferent scenarios. The material composition and size of
the particle determine its isotropic non-rotating polariz-
ability α(ω) that appears in Eq. (1), while the reflec-
tion coefficient rp(ω,Q), and therefore ∂yGyz, is con-
trolled by the surface properties [see Eq. (2)]. Here we
choose silicon carbide (SiC) for both the particle and
the substrate. SiC is a polaritonic material that sup-
ports phonon polaritons and its dielectric function can be
modeled as ε(ω) = ε∞
[
1− (ω2L − ω2T)/(ω2T − ω2 − iωγ)
]
,
where ε∞ = 6.7, h¯ωT = 98.3 meV, h¯ωL = 120 meV, and
h¯γ = 0.59 meV [37].
We gain insight into the behavior of the lateral force
by examining the integrand of Eq. (1), dFy/dω. To that
end, we plot in Fig. 2 (a) the imaginary part of the po-
larizability of two SiC particles (left scale) with radius
R = 50 nm (red curve) and R = 500 nm (blue curve),
as obtained from the dipolar Mie coefficient [38], which
therefore includes retardation that permits us to extend
our results up to kR ∼ 1. Indeed, retardation is already
visible for the R = 500 nm particle polarizability, result-
ing in resonance redshift and broadening with respect to
that of the R = 50 nm particle [cf. red and blue curves in
panel (a)]. Our theoretical model is based on the dipolar
approximation and therefore we expect it to be inaccu-
rate for particle-surface distances for which the dipolar
plasmon of the particle is modified by hybridization with
higher order modes. Panel (a) also shows the imaginary
part of the reflection coefficient of a SiC surface (right
scale) in the limits Q = 0 (gray dashed curve) and Q k
(gray solid curve). The integrand of Eq. (1) is plotted in
Fig. 2(b) for the same particles and surface as in panel
(a), assuming a rotation frequency Ω/2pi = 1 kHz, tem-
peratures T0 = T1 = 300 K, and particle-surface dis-
tances d = 3R (solid curves) and d = 27R (dashed
curves). The integrand, which can be interpreted as a
force spectral density, is proportional to the difference
between Im{α(ω+)}N(ω+) and Im{α(ω−)}N(ω−). It
should be noted that, under realistic conditions, the ro-
tation frequency is much smaller than the particle res-
onance frequency (ω0 ∼ 100 THz). This, allows us to
approximate Im{α(ω+)}N(ω+) − Im{α(ω−)}N(ω−) ≈
2ΩIm{α(ω)}∂n(T, ω)/∂ω, retaining only linear terms in
Ω, and assuming T0 = T1 = T . Therefore, the spectral
force density, at first order in Ω, is determined by the
product of Im{α(ω)} and Im{∂yGyz}, which in turn is
controlled by Im{rp}. This is clearly seen in Fig. 2(b)
for the R = 50 nm particle when d = 3R (red solid
curve), for which dFy/dω displays two peaks correspond-
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FIG. 4: Lateral force experienced by a spherical nanoparticle
of radius R = 50 nm plotted as a function of the transversal
phonon polariton energy of the particle h¯ωT,p, and the surface
h¯ωT,s. Other parameters of the particle and surface dielectric
function are those of SiC (see text), the particle-surface dis-
tance is d = 3R, the rotation frequency is Ω/2pi = 1 kHz,
and the temperatures are T0 = T1 = 300 K. The dashed lines
correspond to h¯ωT = 98.3 eV as in SiC.
ing to Im{α} and Im{rp} for Q k (non-retarded limit),
respectively. The second peak becomes less visible for
R = 500 nm (blue solid curve), and completely disap-
pears for larger separations (dashed curves) due to retar-
dation effects, as expected from the non-resonant behav-
ior of Im{rp} when Q = 0.
Figure 3 shows calculations of the lateral Casimir force
as a function of particle-surface separation for SiC parti-
cles of radius R = 50 nm (a) and R = 500 nm (b), rotat-
ing near a SiC surface at 1 kHz (red curves) and 100 kHz
(blue curves). As expected, the lateral force shows a de-
creasing trend with distance. Interestingly, this trend
is accompanied by an oscillatory behavior (shaded areas
correspond to positive forces), which arises from the ex-
ponential term of Eq. (2), with a period of ∼ λ0/2, where
λ0 = 2pic/ω0 ≈ 5.4µm is the particle resonance wave-
length. The sign oscillation of the lateral Casimir force
implies that the direction and magnitude of the force can
be controlled or even suppressed by choosing the appro-
priate particle-surface separation. The dependence of the
lateral Casimir force on the rotation frequency is exam-
ined in Fig. 3(c) under the same conditions as in panels
(a,b). As anticipated from the analysis of the force spec-
tral density, the value of |Fy| increases linearly with Ω
within the range of rotation frequencies under considera-
tion, for which Ω ω0. It is important to remark that Ω
can approach ω0 in systems consisting of materials with
resonances at low-phonon frequencies, for which the de-
pendence on Ω can be more complex.
The results in Fig. 3 show that the most advantageous
situation to achieve large lateral Casimir forces involves
particles rotating at high frequencies, placed close to the
surface. In such cases, as discussed above, the force spec-
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FIG. 5: Lateral force experienced by graphite spherical
nanoparticle of radius R = 10 nm plotted as a function of
the particle and surface temperatures, which are taken to be
equal (T0 = T1 = T ), for two different rotation frequencies.
The dashed curves correspond to calculations using the full
theory, while solid curves indicate the results obtained with
the analytical model described in the text. The inset shows
the lateral force as a function of the rotation frequency for two
different temperatures calculated using the analytical model.
In all cases the particle-surface distance is d = 3R.
tral density displays two different peaks; one associated
with the polarizability of the particle and the other with
the reflection coefficient of the surface [see red solid curve
in Fig. 2(b)]. Therefore, a way to enhance the force would
consist in bringing together these two resonances by using
particles and surfaces made of different materials. This
possibility is explored in Fig. 4, where the lateral Casimir
force is plotted varying ωT for the particle and the surface
materials: ωT,p and ωT,s, respectively. For simplicity, we
keep the values of ε, ωL, and γ the same as in SiC. Ex-
amining Fig. 4, we observe that the lateral Casimir force
can be greatly enhanced with respect to the case of a
homogeneous SiC system (corresponding to the crossing
of the dashed lines), when ωT,p > ωT,s, and consequently
the particle and surface resonances overlap.
Analytical limit for metallic media.– It is possible to
obtain a closed-form analytical expression of the lateral
Casimir force for the case of metallic materials, whose
response at low frequencies, well below interband tran-
sitions, can be described in terms of the static con-
ductivity σ0 using a Drude dielectric function ε(ω) =
1 + 4piiσ0/ω. When the relevant frequencies Ω and
kBT/h¯ are much smaller than σ0, we can approximate
Im{α} ≈ (3ωR3)/(4piσ0), Im{rp} ≈ ω/(2piσ0), and
Im{∂yGyz} ≈ (3ω)/(32pid4σ0). Using these expressions
into Eq. (1) we obtain the following result for the lateral
5force
Fy = − 3h¯
256pi3σ20
R3
d4
[
4pi2k2B
h¯2
(
T 21 + T
2
0
)
+ 2Ω2
]
Ω. (3)
Interestingly, multiplying Fy by d we obtain the expres-
sion of the torque acting on the particle that was derived
in Ref. [20], exactly as one would expect for a wheel of ra-
dius d based on classical-mechanics arguments, which is
consistent with the conservation of angular momentum.
This hence reinforces our interpretation of the studied
system as the Casimir analogue of a mechanical wheel
rotating and moving on a surface, but without the neces-
sity of contact between them.
Figure 5 shows the lateral force for a R = 10 nm par-
ticle made of graphite, for which σ0 = 2.1 × 1014 s−1,
rotating at a distance d = 3R from a surface of the same
material, plotted as a function of the temperature T (we
take T1 = T0 = T ). The solid curves correspond to the
results of the analytical model, while the dashed curves
show the calculations obtained with the full theory using
a tabulated dielectric function [39]. As expected, the an-
alytical model agrees well with the full theory for low
temperatures (T <∼ 10 K), for which the lateral force
shows a quadratic dependence on the temperature, as
expected from Eq. (3). Incidentally, Eq. (3) also pre-
dicts a cubic dependence of the lateral force on the ro-
tation frequency at zero temperature (i.e., Fy ∝ Ω3 for
T1 = T0 = 0 K), which is in sharp contrast with the lin-
ear behavior obtained for finite temperatures. These two
behaviors are shown in the inset of Fig. 5 for rotation
frequencies Ω/2pi = 10−1 − 104 kHz.
Concluding remarks.– In summary, we have predicted
the existence of a lateral Casimir force acting on rotat-
ing particles near planar surfaces. This force is enabled
by the symmetry breaking induced by the particle ro-
tation on the left- and right-handed components of the
vacuum and thermal fluctuations of the particle dipole.
This force is intimately related to the recently discov-
ered lateral optical force acting on circularly polarized
dipoles placed near a surface. The sign and magnitude of
the lateral Casimir force depends on the geometrical and
material properties of both the particle and the surface,
allowing tunability of the force direction and magnitude
and even complete suppression at certain particle-surface
separations. The presented results describe a new type
of lateral Casimir force acting on nanostructures, which
is important for understanding, engineering, and control-
ling dynamic dispersion interactions at the nanoscale.
Acknowledgements.– A.M. acknowledges financial sup-
port from the Department of Physics and Astronomy
and the College of Arts and Sciences of the Univer-
sity of New Mexico, and the UNM Center for Advanced
Research Computing for computational resources used
in this work. F.J.G.deA. acknowledges support from
the Spanish MINECO (MAT2014-59096-P and SEV2015-
0522), Fundacio´ privada CELLEX, and AGAUR (2014-
SGR- 1400). F.J.R.F. and A.V.Z. work was supported by
EPSRC (UK) and the ERC iPLASMM project (321268).
A.V.Z. acknowledges support from the Royal Society and
the Wolfson Foundation.
Appendix
Derivation of the lateral Casimir force
The system under consideration is described in Fig. 1(a) of the main text. It consists of a nanoparticle, rotating
with angular frequency Ω around the x-axis and placed a distance d away from a planar surface, measured from its
center. We assume that the particle is small enough to be safely described within the dipolar approximation. In such
limit, the lateral force exerted by an electric field E on an electric dipole p located at r0 is given by
Fy =
∑
i=x,y,z
pi(t)∂yEi(r0, t).
The Casimir force originates in two different types of fluctuations: (i) fluctuations of the dipole moment of the particle,
and (ii) fluctuations of the field created by random currents on the surface. Therefore, we can write
Fy =
∑
i=x,y,z
〈pfli (t)∂yEindi (r0, t) + pindi (t)∂yEfli (r0, t)〉, (4)
where 〈〉 denotes the average over fluctuations. It is important to notice that we do not need to include cross terms
involving both dipole and field fluctuations, as these are uncorrelated because they originate in different physical
systems. At this point it is convenient to work in the frequency domain ω, defined via the Fourier transform
E(t) =
1
2pi
∫ ∞
−∞
dωE(ω)e−iωt
6for the electric field, and similarly for other quantities. This allows us to write the induced field in terms of the
fluctuating dipole by using the Green function of the surface G
Eind(r, ω) = G(r, r0, ω)p
fl(ω).
We only consider the Green function of the surface because the free-space component is not contributing to any
Casimir force. In a similar way, the induced dipole can be expressed in terms of the fluctuating field with the help of
the particle polarizability α
pind(ω) = α(ω)Efl(r0, ω).
Here, we assume that α is diagonal (i.e., αij = 0 for i 6= j). Using these expressions, the two terms of Eq. (4) become
quadratic in the dipole and field fluctuations. This allows us to compute the average over fluctuations using the
fluctuation-dissipation theorem (FDT) [32, 33] (see [18] for a comprehensive derivation). The explicit expression of
the FDT for dipole fluctuations is
〈pi(ω)pj(ω′)〉 = 4pih¯δ(ω + ω′)Im {αij(ω)}
[
n(T, ω) +
1
2
]
, (5)
while for the field fluctuations we have
〈Ei(r, ω)Ej(r′, ω′)〉 = 4pih¯δ(ω + ω′)Im {Gij(r, r′, ω)}
[
n(T, ω) +
1
2
]
. (6)
In these expressions, n(T, ω) = [exp( h¯ωkBT )− 1]−1 is the Bose-Einstein distribution function at temperature T .
Equipped with these tools, we can compute the first term of Eq. (4), which arises from the dipole fluctuations and
can be written as
Fy,p =
∑
i=x,y,z
〈pfli (t)∂yEindi (r0, t)〉 =
∑
i,j=x,y,z
∫ ∞
−∞
dωdω′
4pi2
e−i(ω+ω
′)t〈pfli (ω)∂yGij(r0, r0, ω′)pflj (ω′)〉. (7)
Notice that the partial derivative only acts on the first coordinate of the Green function. In the following, for the
sake of clarity, we do not show explicitly the spatial dependence of G. In order to apply the FDT to average over
dipole fluctuations, we need to write the dipoles in the frame rotating with the particle because it is only in that
frame where the electronic and vibrational transitions that produce polarization are well defined. Taking into account
that the particle rotates around the x-axis, the dipole components in the laboratory frame (unprimed) are expressed
in terms of the ones of the rotating frame (primed) as
px(ω) = px′(ω),
py(ω) =
1
2
[py′(ω+) + ipz′(ω+) + py′(ω−)− ipz′(ω−)] ,
pz(ω) =
1
2
[−ipy′(ω+) + pz′(ω+) + ipy′(ω−) + pz′(ω−)] ,
where ω± = ω ± Ω. Inserting these expressions into Eq. (7) and performing the average over fluctuations with the
help of Eq. (5), we obtain
Fy,p =
ih¯
4pi
∫ ∞
−∞
dω
[
∂yG
∗
yz(ω)− ∂yG∗zy(ω)
]
Im {αyy(ω+) + αzz(ω+)}
[
n(T1, ω+) +
1
2
]
− ih¯
4pi
∫ ∞
−∞
dω
[
∂yG
∗
yz(ω)− ∂yG∗zy(ω)
]
Im {αyy(ω−) + αzz(ω−)}
[
n(T1, ω−) +
1
2
]
,
where T1 is the particle temperature and
∗ denotes the complex conjugate. In the derivation of this expression we
use the fact that ∂yGxx(ω) = ∂yGyy(ω) = ∂yGzz(ω) = 0 for any translationally invariant surface. The integrals
over frequency can be simplified by taking into account that n(T,−ω) = −n(T, ω) − 1, and that, due to causality,
αij(−ω) = α∗ij(ω) and Gij(−ω) = G∗ij(ω). Therefore, making use of these symmetries, we find
Fy,p =
h¯
2pi
∫ ∞
0
dωIm {∂yGyz(ω)− ∂yGzy(ω)} Im {αyy(ω+) + αzz(ω+)}
[
n(T1, ω+) +
1
2
]
− h¯
2pi
∫ ∞
0
dωIm {∂yGyz(ω)− ∂yGzy(ω)} Im {αyy(ω−) + αzz(ω−)}
[
n(T1, ω−) +
1
2
]
. (8)
7The second term of Eq. (4), associated with field fluctuations, can be computed in a similar way:
Fy,E =
∑
i=x,y,z
〈pindi (t)∂yEfli (r0, t)〉 =
∑
i,j=x,y,z
∫ ∞
−∞
dωdω′
4pi2
e−i(ω+ω
′)t〈αeff,ij(ω)Eflj (r0, ω)∂yEfli (r0, ω′)〉, (9)
where αeff(ω) is the effective polarizability obtained when transforming the particle polarizability from the rotating
to the lab frame. The components of αeff(ω) are related to those of α(ω) as
αeff,xx(ω) = αxx(ω),
αeff,yy(ω) = αeff,zz(ω) =
1
4
[αyy(ω+) + αzz(ω+) + αyy(ω−) + αzz(ω−)] ,
αeff,yz(ω) = −αeff,zy(ω) = i
4
[αyy(ω+) + αzz(ω+)− αyy(ω−)− αzz(ω−)] .
Substituting these expressions into Eq. (9) and taking the average over the fluctuations of the field using Eq. (6), we
obtain
Fy,E =
ih¯
4pi
∫ ∞
−∞
dωIm {∂yGyz(ω)− ∂yGzy(ω)} [αyy(ω+) + αzz(ω+)− αyy(ω−)− αzz(ω−)]
[
n(T0, ω) +
1
2
]
,
where T0 is the surface temperature. Once again, exploiting the symmetry of αij(ω), Gij(ω), and n(T, ω) as functions
of ω, we can simplify this result to
Fy,E =− h¯
2pi
∫ ∞
0
dωIm {∂yGyz(ω)− ∂yGzy(ω)} Im {αyy(ω+) + αzz(ω+)− αyy(ω−)− αzz(ω−)}
[
n(T0, ω) +
1
2
]
.
(10)
Finally, combining Eqs. (8) and (10), we obtain the expression of the lateral Casimir force
Fy =Fy,p + Fy,E,
=
h¯
2pi
∫ ∞
0
dωIm {∂yGyz(ω)− ∂yGzy(ω)} [Im {αyy(ω+) + αzz(ω+)}N(ω+)− Im {αyy(ω−) + αzz(ω−)}N(ω−)] ,
where N(ω±) = n(T1, ω±) − n(T0, ω). This equation reduces to the expression given in the main paper when the
particle has axial symmetry (i.e., αyy(ω) = αzz(ω)).
Derivation of the gradient of the Green function
In order to calculate the gradient of the Green function we start by writing it using the Weyl identity [34] as
G(r, r′, ω) =
i
2pi
∫
dQxdQy
kz
eiQx(x−x
′)eiQy(y−y
′)eikz(z+z
′) [rp(ω,Q)Mp + rs(ω,Q)Ms] . (11)
Here, Qx and Qy are the components of the wave vector parallel to the surface, while kz is the component perpendicular
to it, which satisfies
√
Q2 + k2z = k, where Q
2 = Q2x + Q
2
y and k = ω/c. Furthermore, rp and rs are the Fresnel
reflection coefficients for p- and s-polarized waves, and
Mp =
 −k2z
Q2x
Q2 −k2z QxQyQ2 −Qxkz
−k2z QxQyQ2 −k2z
Q2y
Q2 −Qykz
Qxkz Qykz Q
2
 , Ms =
 k2
Q2y
Q2 −k2QxQyQ2 0
−k2QxQyQ2 k2Q
2
x
Q2 0
0 0 0
 .
Using Eq. (11), we can write ∂yG(r, r
′, ω) as
∂yG(r, r
′, ω) = − 1
2pi
∫
dQxdQy
kz
eiQx(x−x
′)eiQy(y−y
′)eikz(z+z
′)Qy
[
rp(ω,Q)Mp + rs(ω,Q)Ms
]
,
which in the limit r→ r0 and r′ → r0 becomes
∂yG(r0, r0, ω) = − 1
2pi
∫
dQxdQy
kz
e2ikzdQy
[
rp(ω,Q)Mp + rs(ω,Q)Ms
]
,
8where d is the distance between the particle center and the surface. The integrals in this expression can be simplified by
writing Qx and Qy in terms of Q and the azimuthal angle φ, chosen in such way that Qx = Q cosφ and Qy = Q sinφ.
By doing so, we can compute the integral over φ to finally obtain
∂yG(r0, r0, ω) =
1
2
∫ ∞
0
dQe2ikzdQ3rp(ω,Q)
0 0 00 0 1
0 −1 0
 ,
which is the expression given in the main paper.
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