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Trkalian fields and Radon transformation
K. Saygili∗
Department of Mathematics, Yeditepe University, Kayisdagi, 34755 Istanbul, Turkey
We write the spherical curl transformation for Trkalian fields using differential forms. Then we
consider Radon transform of these fields. The Radon transform of a Trkalian field satisfies a corre-
sponding eigenvalue equation on a sphere in transform space. The field can be reconstructed using
knowledge of the Radon transform on a canonical hemisphere. We consider relation of the Radon
transformation with Biot-Savart integral operator and discuss its transform introducing Radon-Biot-
Savart operator. The Radon transform of a Trkalian field is an eigenvector of this operator. We
also present an Ampere law type relation for these fields. We apply these to Lundquist solution.
We present a Chandrasekhar-Kendall type solution of the corresponding equation in the transform
space. Lastly, we focus on the Euclidean topologically massive Abelian gauge theory. The Radon
transform of an anti-self-dual field is related by antipodal map on this sphere to the transform of the
self-dual field obtained by inverting space coordinates. The Lundquist solution provides an example
of quantization of topological mass in this context.
I. INTRODUCTION
The eigenvectors of the curl operator are called Beltrami fields. These are specifically called Trkalian if the eigenvalue
is constant. These arises in different areas ranging from fluid dynamics and plasma physics to field theories.
The field theoretic examples of Trkalian vectors are the Euclidean topologically massive1–6 Abelian gauge fields and
force-free7 magnetic fields. The topologically massive gauge theories1–3 are qualitatively different from Yang-Mills
type gauge theories besides their mathematical elegance and consistency. In this context, Trkalian type solutions on
3-sphere S3, anti-de Sitter space H3 and other spaces in connection with contact geometry are discussed in Refs. 4–6.
The Curl transformation, as an interesting tool, is introduced in Ref. 8. The (spherical) curl transformation
is developed for force-free magnetic fields using vectors.9,10 The spherical curl transform and Radon transform are
equivalent descriptions.10 More precisely, the spherical curl transformation is a Radon probe transformation.11 Then
the spherical curl transformation is applied to the Euclidean topologically massive Abelian gauge theory on R3 in
Ref. 6. A complex spinor formalism is also developed in Refs. 12,13.
The Radon transformation and other variants of it have provided valuable insight into problems in different areas
ranging from tomography to twistor theory. The Radon transformation can be defined for differential forms of certain
orders in various dimensions.14,15
In the next section, we shall first write the spherical curl transform for Trkalian fields using differential forms. Then
we shall discuss Radon transform of these fields in its own right. The Radon transform of a Trkalian field satisfies a
corresponding eigenvalue equation on a sphere in transform space whose radius is determined by the eigenvalue. This
correspondence can also be inverted. The field can be reconstructed using knowledge of the Radon transform on a
canonical hemisphere.16
In Section III, we shall consider the relation of the Radon transformation with Biot-Savart17 (BS) integral operator.
We shall also present an Ampere law type relation4,5 for the Trkalian fields. Then we shall discuss Radon transform
of the BS integral introducing Radon-Biot-Savart (RBS) operator in the transform space. The Radon transform of
a Trkalian field is an eigenvector of the RBS operator.
In Section IV, we shall first present applications of our constructions on Lundquist18 (L) solution. Then we shall
briefly present Chandrasekhar-Kendall19 (CK) method with circular and elliptic cylindrical solutions. We shall make
use of an analogous method for finding solutions of the corresponding equation in the transform space. This yields
an eigenvector of the RBS operator.
The Trkalian fields yield interesting solutions of not only the topologically massive gauge theories4–6 but gravity20
as well. We shall focus on the Euclidean topologically massive Abelian gauge theory in Section V. The Radon
transform of an anti-self-dual potential (or field) is related by antipodal map on the sphere to the transform of the
self-dual potential obtained by inverting space coordinates.
To the knowledge of the author, L and CK solutions have been overlooked in the context of topologically massive
gauge theories. The L solution provides an example of quantization of the topological mass1–4,6 in this context.
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We provide the necessary definitions and proofs in an appendix.
II. THE RADON TRANSFORMATION OF TRKALIAN FIELDS
A. The spherical curl transformation
We shall write the spherical curl transformation using differential forms in this subsection. The formulation in
differential forms follows the same line of reasoning with formally analogous manipulations as given for vectors.8–10
1. The Moses coframe and the eigenbasis
We use the usual correspondence between vectors and 1-forms: Qλ(k) ↔ ωa(k) on R3. We shall also make use
of the correspondences ∇× ↔ ∗d, ∇· ↔ d∗, dot product: (·) ↔ (∧∗), cross product: (×) ↔ ∗(∧) between basic
operations on vectors and differential forms.
The Moses8 eigenbasis 1-forms
χa(x|k) = 1
(2π)3/2
eik·xωa(k), (1)
of operator ∗d
∗dχa(x|k) = λkχa(x|k),
d ∗ χa(x|k) = 0, a = 1, 2, (2)
d ∗ χ3(x|k) = − 1
(2π)3/2
ik eik·x ∗ 1,
form an orthogonal and complete set
(
χb(x|k′), χa(x|k)
)
=
∫
χa(x|k) ∧ ∗χb(x|k′) = δabδ(k − k′), (3)
∑
a
∫
|χa(x|k) >< χa(x′|k)|d3k = Iδ(x− x′).
Here we use inner product and interior product (bra-ket) notation for 1-forms.
The complex-valued Moses coframe
ωa(k) = − λ√
2
{[
k1(k1 + iλk2)
k(k + k3)
− 1
]
dx1 +
[
k2(k1 + iλk2)
k(k + k3)
− iλ
]
dx2 +
k1 + iλk2
k
dx3
}
, (4)
a = 1 : λ = 1, a = 2 : λ = −1,
ω3(k) = − k˜
k
= −κ, k˜ = k1dx1 + k2dx2 + k3dx3, k = |k|,
is dual to the basis {Qλ(k)} in Fourier space.8 The helicity states are given as a = 1 : λ = 1, a = 2 : λ = −1,
a = 3 : λ = 0 with our conventions. The basis 1-forms of the Moses coframe respectively satisfy the orthogonality
and completeness relations
ωa(k) ∧ ∗ωb(k) =< ωb(k), ωa(k) > ∗1, (5)∑
a
|ωa(k) >< ωa(k)| = I, I = (δij).
The coframe endows R3 with the standard metric
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ds2 = ηabω
aωb (6)
= gijdx
idxj ,
where
(ηab) =

 0 −1 0−1 0 0
0 0 1

 , (gij) = (δij). (7)
We can easily write the following relations
ω1(k) = −ω2(k), ω2(k) = −ω1(k), ω3(k) = ω3(k),
ωa(k) = ωa(κ), κ = k/k, (8)
ωa(−κ) = −κ1 + iλκ2
κ1 − iλκ2 ω
a(κ), a = 1 : λ = 1, a = 2 : λ = −1,
ω3(k) ∧ ωa(k) = iλ ∗ ωa(k), a = 1 : λ = 1, a = 2 : λ = −1, a = 3 : λ = 0,
ωa(k) ∧ ωb(k) = iλδab ∗ ω3(k), a, b = 1 : λ = 1, a, b = 2 : λ = −1, (9)
ω3(k) ∧ ∗ωa(k) = 0, a = 1, 2,
ω3(k) ∧ ∗ω3(k) = ∗1,
ω1(κ) ∧ ω2(κ) ∧ ω3(κ) = −i ∗ 1. (10)
Here (¯ ) denotes complex conjugation, (∗) is the Hodge dual, ∗1 = dx1∧dx2∧dx3, ω = |ωai (κ)| = i,
√
|η| = i, ǫ123 = 1
and ∗∗ = 1. We refer the reader to Refs. 8–10,21,22 for a comparison with formulation in vectors.
2. Trkalian field
The curl transform of a 1-form field is given by an expansion in terms of these eigenforms as in the vectorial case.
We can think of this as a plane wave expansion in the coframe {ωa}.
A Trkalian field ∗F
∗ d ∗ F − ν ∗ F = 0, (11)
can be expressed as
∗ F (x) =
′∑
a
∗ Fa (x), (12)
where
∗ Fa (x) = 1
g
∫
χa(x|k)fa(k)d3k, (13)
excluding the divergenceful component.6,9,10 The factor 1/g is introduced for the sake of a proper strength for the
gauge potential in topologically massive gauge theory.6 This can be taken as 1 for general Trkalian fields. Then the
curl transform of ∗ Fa (x) is given as
fa(k) = g
(
χa(x|k), ∗F (x)
)
. (14)
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We find
fa(k) =
δ(k − λν)
k2
sa(k), (15)
using a radial delta function.9 An arbitrary solution is given entirely in terms of its transform on the sphere of radius
k = λν = |ν|. Furthermore, only the eigenforms for which λ = sgn(ν) contribute to the field (12).9 The expansion
(12) simplifies into
∗ Fa (x) = 1
g
∫
χa(x|λνκ)sa(λνκ)dΩ (16)
=
1
(2π)3/2
1
g
∫
eiλνκ·xωa(κ)sa(λνκ)dΩ,
where dΩ is the spherical area element and κ = k/k is a unit vector in transform space. Therefore a solution can be
defined entirely by the value of its curl transform on the unit sphere in transform space.9 We call sa the spherical curl
transform10 in order to distinguish it from the full curl transform fa.
The spherical curl transform10 is given as
sa(λνκ) =
1
(2π)1/2
gν2e−iλνpFRa (p,κ), (17)
where
FRa (p,κ) =
∫
∗ Fa (x) ∧ ∗ωa(κ)δ(p− κ · x) (18)
=< ωa(κ),
∫
∗ Fa (x) > δ(p− κ · x) ∗ 1,
is the Radon transform of the component Fa(x) =< ω
a(κ), ∗ Fa (x) > of ∗ Fa (x). The Radon transform of a function
(see Appendix A1) is basically defined as the integral of that function over the plane at a distance p = κ · x to the
origin with unit normal κ.
We find
FRa (p,κ) = (2π)
1/2 1
g
1
ν2
< ωa(κ),
[
eiλνpωa(κ)sa(λνκ) + e
−iλνpωa(−κ)sa(−λνκ)
]
>,
substituting (16) in (18) and following the reasoning in Ref. 10 with our notation. We shall not repeat these
calculations here since they are formally analogous. Then we construct
∗ Fa R(p,κ) = (2π)1/2 1
g
1
ν2
[
eiλνpωa(κ)sa(λνκ) + e
−iλνpωa(−κ)sa(−λνκ)
]
, (19)
using the completeness relation (5). We can write the spherical curl transform (17) as
sa(λνκ) =
1
(2π)1/2
gν2e−iλνp ∗ [∗aFR(p,κ) ∧ ∗ωa(κ)] (20)
=
1
(2π)1/2
gν2e−iλνp < ωa(κ), ∗aFR(p,κ) > .
This is a Radon probe transformation11 (see Appendix A1). The Radon transform ∗aFR(p,κ) is composed of both
helicity components of the field.10 This satisfies the relations
∗ Fa R(−p,−κ) = ∗ Fa R(p,κ), ∗ Fa R(−p,κ) = ∗ Fa R(p,−κ). (21)
See Appendix B for equivalence of the spherical curl and Radon transformations.
We have given a formulation of the spherical curl transformation in terms of differential forms. We shall use
vector formulation below which is more suitable for Radon transformation in three dimensions. One can use the
correspondence between differential forms and vectors for translation.
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B. The Radon transformation
The Radon transform FRλ (κ ·x,κ), (19) for p = κ ·x which is the integral of the Trkalian field over the hyperplane
orthogonal to κ containing x satisfies
∇× FRλ (κ · x,κ)− νFRλ (κ · x,κ) = 0, (22)
(11), where ∇ · FRλ (κ · x,κ) = 0.
We shall prove that the Radon transform of a Trkalian field satisfies a corresponding eigenvalue equation in the
transform space. We shall interchangeably use [ ]R or R[ ] for denoting the Radon transform. (See Appendix A1.)
Definition 1: The operator Γ is defined as
Γ = κ
∂
∂p
=
∂
∂p
κ.
Here ∂/∂p is called the (infinitesimal) parallel displacement operator of the plane.23
Proposition 1: The Radon transform intertwines:
a) the curl operator ∇× and Γ×
R[∇× V (x)](p,κ) = Γ×R[V (x)](p,κ),
b) the divergence operator ∇· and Γ·
R[∇ · V (x)](p,κ) = Γ ·R[V (x)](p,κ),
c) the gradient operator ∇ and Γ
R[∇f(x)](p,κ) = ΓR[f(x)](p,κ).
Proof: We have
∂
∂xi
δ(p− κ · x) = −κiδ′(p− κ · x), ∂s
∂xi
= −κi,
s = p− κ · x, (23)
δ′(p− κ · x) = d
ds
δ(s) =
∂
∂p
δ(p− κ · x), ∂s
∂p
= 1,
which yield
∇δ(p− κ · x) = −κδ′(p− κ · x) (24)
= −κ ∂
∂p
δ(p− κ · x).
Thus24,25 we find
R[
∂
∂xi
f(x)](p,κ) =
∫
D
∂f(x)
∂xi
δ(p− κ · x)d3x (25)
= κi
∂
∂p
R[f(x)](p,κ).
The domain D of integration is the whole space: D = R3 unless otherwise stated. This leads to componentwise proofs
of a, b and c.
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a) More precisely, consider a 3-dimesional (finite) region D bounded by a surface S = ∂D. We have
∫
D
∇× V (x)δ(p− κ · x)d3x =
∫
D
∇× [V (x)δ(p− κ · x)]d3x−
∫
D
∇δ(p− κ · x)× V (x)d3x (26)
= −
∫
S
δ(p− κ · x)V (x)× ds−
∫
D
∇δ(p− κ · x)× V (x)d3x.
The first integral vanishes if we consider functions V (x) which vanish at infinity, as the region D is extended to whole
space. (For a finite region we could use vectors normal to the surface.) Thus
∇× V (x)δ(p− κ · x) = −∇δ(p− κ · x)× V (x), (27)
(under integral). Hence we find
R[∇× V (x)](p,κ) =
∫
D
∇× V (x)δ(p− κ · x)d3x (28)
= Γ×R[V (x)](p,κ),
using (27) and (24).
The proofs of b and c are based on a similar reasoning. The (×) product is respectively replaced by (·) and ordinary
product, with similar boundary conditions at infinity (for a finite region, with certain boundary conditions). See Ref.
11 for alternative proofs with different techniques. ✷
Definition 2: The operator Γ2 is defined as Γ2 = Γ · Γ.
Proposition 2: The operator Γ2 acts on fR(p,κ) as
Γ2fR(p,κ) = (∂2/∂p2)fR(p,κ).
Proof: We simply have
Γ2fR(p,κ) = Γ · [ΓfR(p,κ)]
= κ
∂
∂p
· [κ ∂
∂p
fR(p,κ)]
=
∂
∂p
(κ · κ) ∂
∂p
fR(p,κ)
=
∂2
∂p2
fR(p,κ), κ · κ = 1.
✷
This operator corresponds to  = Γ2 which is intertwined26 with Laplacian ∇2. This acts componentwise on vectors
V R(p,κ) analogous to the action of ∇2 on V (x).
Proposition 3: The operator Γ satisfies the following identities:
a) Γ× [ΓfR(p,κ)] = 0,
b) Γ · [Γ× V R(p,κ)] = 0,
c) Γ× [Γ× V R(p,κ)] = Γ[Γ · V R(p,κ)] − Γ2V R(p,κ).
Proof: These follow as
a) Γ× [ΓfR(p,κ)] = κ
∂
∂p
× [κ
∂
∂p
fR(p,κ)]
=
∂
∂p
(κ× κ)
∂
∂p
fR(p,κ)
= 0, κ× κ = 0,
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b) Γ · [Γ× V R(p,κ)] = κ ∂
∂p
· [κ ∂
∂p
× V R(p,κ)]
=
∂2
∂p2
κ · [κ× V R(p,κ)]
= 0, κ · [κ× V R(p,κ)] = 0,
c) Γ× [Γ× V
R(p,κ)] = κ
∂
∂p
× [κ
∂
∂p
× V R(p,κ)]
=
∂2
∂p2
κ× [κ× V R(p,κ)]
=
∂2
∂p2
{[κ · V R(p,κ)]κ − (κ · κ)V R(p,κ)}
= κ
∂
∂p
[κ
∂
∂p
· V R(p,κ)] − κ ∂
∂p
· [κ ∂
∂p
V R(p,κ)]
= Γ[Γ · V R(p,κ)]− Γ2V R(p,κ).
✷
Proposition 4: The Radon transform intertwines the eigenvalue operators (∇×) − ν = 0 and (Γ×) − ν = 0 for
constant eigenvalues.
Proof: The proof follows from the linearity of the Radon transformation. ✷
We can easily check the Radon transform (19) satisfies
Γ× FRλ (p,κ)− νFRλ (p,κ) = 0, (29)
[in differential forms: dp = κ = −ω3, (4) since p = κ·x]. We also have: κ·FRλ (p,κ) = 0 which leads to Γ·FRλ (p,κ) = 0.
We can write (29) as
∂
∂p
FRλ (p,κ) + νκ× F
R
λ (p,κ) = 0. (30)
A change of sign: p −→ −p or κ −→ −κ (but not both) leads to a change of sign in the eigen-value: ν −→ −ν in
(29). We shall discuss this again in Section V. The Radon transform ΓUR(p,κ) of an arbitrary gauge transformation
∇U(x) is normal6 to S2.
We need the adjoint Radon transformation for discussion in the reverse direction.
Definition 3: The adjoint26,27 Radon transform of a function G(p,κ) on the transform space is
GR
†
(x) =R†[G(p,κ)](x) =
∫
S2
G(κ · x,κ)dΩ.
The function G(κ ·x,κ) is to be taken as G(κ ·x,κ) = FR(κ ·x,κ). The Radon transform R integrates over the
set of points in a hyperplane, the adjoint transform R† integrates over the set of hyperplanes through a point.26,28
Proposition 5: The adjoint Radon transform intertwines:
a) the operators Γ× and curl ∇×
R
†[Γ×G(p,κ)](x) =∇×R†[G(p,κ)](x),
b) the operators Γ· and divergence ∇·
R
†[Γ ·G(p,κ)](x) =∇ ·R†[G(p,κ)](x),
c) the operators Γ and gradient ∇
R
†[Γφ(p,κ)](x) =∇R†[φ(p,κ)](x).
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Proof: The componentwise proofs of a, b and c follow from the identity
∂
∂xi
R
†[φ(p,κ)](x) =
∂
∂xi
∫
S2
φ(κ · x,κ)dΩ (31)
=
∫
S2
κi
∂
∂p
φ(p,κ)dΩ, p = κ · x
=R†[κi
∂
∂p
φ(p,κ)](x).
✷
The adjoint Radon transform also intertwines26 the operators Γ2 and ∇2.
Proposition 6: The adjoint Radon transform intertwines the eigenvalue operators (Γ×)−ν = 0 and (∇×)−ν = 0
for constant eigenvalues.
Proof: The proof follows from the linearity of the adjoint Radon transformation. ✷
Thus, we have a correspondence between the (constant) eigenvalue equations (∇×)− ν = 0 in the physical space
and (Γ×)− ν = 0 in the transform space. Note that we should employ (−1/8π2)∇2 on R†[FR(p,κ)] for a complete
inversion. This simplifies for a Trkalian field. Further one should consider the appropriate class of functions for the
Radon transform and its adjoint.26 (See Appendix A1.)
1. A refinement
The Radon transform (19) of a Trkalian field is composed of both helicity components of the field. The inverse
Radon transform (A4) requires knowledge of the transform evaluated over the entire sphere.16 However the knowledge
of a helicity component evaluated over the entire sphere suffices to reproduce the knowledge of the other component.
Thus construction of the field can be achieved using the knowledge of a single component evaluated over the entire
sphere as in (16). Equivalently, the field can be constructed using knowledge of both components, i. e. the Radon
transform (19), on a canonical hemisphere which can consist of disconnected parts. For scalar fields, a similar result
is proved in Ref. 16. Here, this easily follows as one considers both helicity components in the Radon transform of a
Trkalian field. This also removes redundancy of double-covering of space.16
A canonical hemisphere H is a (Lebesgue measurable) subset of the unit 2-sphere S2 whose area is 2π such that
if the tip of a unit vector κ based at the origin is in the hemisphere then the tip of −κ is not in the hemispere.16
The complementary set H ′ in S2 is a canonical hemisphere too. A canonical hemisphere can consists of disconnected
parts.
If we substitute (19) with p = κ · x in (A4), we find
Fλ(x) = − 1
(2π)3/2
1
g
1
ν2
∇2x
∫
H
[
eiλνκ·xQλ(κ)sλ(λνκ) + e
−iλνκ·xQλ(−κ)sλ(−λνκ)
]
dΩ (32)
=
1
(2π)3/2
1
g
∫
H
[
eiλνκ·xQλ(κ)sa(λνκ) + e
−iλνκ·xQλ(−κ)sλ(−λνκ)
]
dΩ,
as κ −→ −κ in H ′, using the identities (21). This can also be inferred from (16).
We can see this on a simple example choosing sλ(λνκ) = (2π)
3/2gδ(κ − κ0). We decompose the sphere S2 into
two complementary canonical hemispheres H and H ′ where the tip of κ0 is contained in H : κ0 ∈ H . If we take
sλ(−λνκ) = (2π)3/2gδ(κ− κ′0), (κ −→ −κ: κ0 −→ κ′0 = −κ0) then κ′0 ∈ H ′. We find
Fλ(x) = e
iλνκ0·xQλ(κ0) (33)
= e−iλνκ
′
0·xQλ(−κ′0),
using (32) or equivalently inverting it and integrating over H ′.
It is possible to define a left and right inverse of this refined (inverse) transformation if it is applied to Radon
transforms of functions (see Appendix A2). Alternatively, one can introduce inverse of this refined transformation
redefining the Radon transform and the set {FR(p,κ)} to require that κ be restricted into a canonical hemisphere.
Then R−1H is both a left and right inverse of RH : R
−1
H RH [F ](x) = F (x), RHR
−1
H [F
R](p,κ) = FR(p,κ).16
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III. RADON TRANSFORM AND BIOT-SAVART INTEGRAL
In this section, we shall consider the relation of the Radon transformation with Riesz potential and BS integral.
We shall also present an Ampere law type relation for Trkalian fields. Then we shall discuss Radon transform of the
BS integral.
We can easily25–28 show
R
†
R[F ](x) = 8π2I2[F ](x). (34)
The integral on the right-hand side which is defined as the convolution of F with Riesz kernel K2 = (1/4π)|x|−1
I2[F ](x) = (K2 ∗ F )(x) (35)
=
1
4π
∫
D
F (y)
|x− y|d
3y,
is called the Riesz potential for the vector field F (x). We remind: D = R3 for the Radon transformation. The
operator −∇2 is an (left) inverse of the Riesz integral.28
We find
∇x ×R
†
R[F ](x) = 8π2BS[F ](x), (36)
where
BS[F ](x) =∇x × I
2[F ](x) (37)
=
1
4π
∫
D
F (y)×
x− y
|x− y|3 d
3y,
is the BS integral operator.17 The vector potential for BS[F ](x) is given by the Riesz potential (35).17
We immediately see that
∇x ·∇x ×R†R[F ](x) = 8π2∇x ·BS[F ](x) = 0. (38)
We also find
∇x×∇x ×R
†
R[F ](x) = 8π2∇x ×BS[F ](x) = 8π
2F (x), (39)
if F is divergence-free and it also vanishes at infinity (for a finite region D, it is tangent to the surface S = ∂D
bounding this region). (See Appendix C.) Hence the BS integral is divergence-free and the curl operator is a left
inverse of this under these conditions.17,29
We can associate an eigenvalue equation for BS operator (the eigenvalue being reciprocal of ν) with the Trkalian
fields only in this case.17,29 In general, the curl can be taken to be the inverse of an appropriately modified BS
operator.30,31
As for the Trkalian fields, we find
R
†
R[Fλ](x) = 8π
2 1
ν2
Fλ(x), (40)
using Definition 3 and (19), (16). This can be inferred from (A4) using Γ2 which is intertwined with ∇2. Note that
the conditions in (39) are satisfied for a Trkalian field if its Radon transform exists (see Appendix A1). The equation
(40) yields
∇x ×∇x ×R
†
R[Fλ](x) = 8π
2Fλ(x). (41)
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This reduces to the inverse Radon transform (A4) using (22) on the left-hand side.
We find an Ampere law type relation4,5
Φ = νQ, (42)
integrating the equation (11) over a surface S bounded by the curve C = ∂S. Here
Q =
∫
S
F (x) · ds, Φ =
∫
S
[∇× F (x)] · ds, (43)
are respectively the flux of F (x) and ∇× F (x) through the surface S. The flux Φ reduces to
Φ =
∫
C
F (x) · dl, (44)
the circulation of F (x) on C. Thus the flux of a Trkalian field through a surface is determined by its circulation on
the boundary of the surface.4,5 Note that the equation (22) yields an analogous relation for FRλ (κ · x,κ).
A. Radon transform of the Biot-Savart integral
We shall make use of Fourier slice theorem26,27
F [FR(p,κ)](k,κ) = 2πF [F (x)](kκ), (45)
for finding Radon transform of the BS integral. On the left-hand side F stands for 1-dimensional Fourier transform
in the first variable whereas on the right-hand side it is a vector Fourier transform in 3 dimensions. We also need
Fourier transform of the Riesz26,27 integral
F{I2[F ](x)}(k) = 1
k2
F [F (x)](kκ) (46)
=
1
2π
1
k2
F [FR(q,κ)](k,κ).
Here the last line follows from (45).
We find
F{I2[F ]R(p,κ)}(k,κ) = 2πF{I2[F ](x)}(kκ) (47)
=
1
k2
F [FR(q,κ)](k,κ),
using (45) and (46). This yields Radon transform of the Riesz integral
R{I2[F ](x)}(p,κ) = F−1{ 1
k2
F [FR(q,κ)](k,κ)}(p,κ) (48)
=
1
2π
∫ [∫
eik(p−q)
1
k2
dk
]
FR(q,κ)dq.
This equivalently corresponds to RR†R[F ](x), (34).32 This is a convolution for the Radon transformation.26,27 The
operator −Γ2 is an (left) inverse of the Radon transform of the Riesz integral. We define Radon-Biot-Savart integral
operator as
RBS[FR(q,κ)](p,κ) = BS[F ]R(p,κ) (49)
= Γp ×F
−1{ 1
k2
F [FR(q,κ)](k,κ)}(p,κ)
= F−1{ 1
k2
F [Γq × F
R(q,κ)](k,κ)}(p,κ),
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the Radon transform of the BS integral using Proposition 1 and (37), (48).
We immediately see that
Γ ·RBS[FR(q,κ)](p,κ) = 0, (50)
using Proposition 3. We find
Γ×RBS[FR(q,κ)](p,κ) = −κ× [κ× FR(p,κ)] (51)
= −{[κ · FR(p,κ)]κ− (κ · κ)FR(p,κ)}.
This yields
Γ×RBS[FR(q,κ)](p,κ) = FR(p,κ), (52)
if κ · FR = 0. This condition leads to Γ · FR = 0 [as can be inferred from (49)] which corresponds to ∇ · F = 0 in
the physical space. Thus we conclude that Γ× is a left inverse of the RBS operator, if κ ·FR = 0. We can associate
an eigenvalue equation for RBS operator with the Radon transform of Trkalian fields.
The RBS operator also acts as a left inverse
RBS[Γq × F
R(q,κ)](p,κ) = FR(p,κ), (53)
of the operator Γ× for those vector fields FR with Γ ·FR = 0. For example, the Radon transform (19) of a Trkalian
field is an eigenvector
RBS[FRλ (q,κ)](p,κ) =
1
ν
FRλ (p,κ), (54)
of the RBS operator with reciprocal eigenvalue. The kernel of the RBS operator consists of those vector fields for
which Γ × FR = 0 i. e. gauge terms ΓUR, (Proposition 3) corresponding to gradient fields ∇U in the physical
space.17
IV. EXAMPLES
In this section we shall first present applications of our constructions on the L solution. Then we shall briefly
discuss the CK method with circular and elliptic cylindrical solutions. We shall make use of an analogous method for
finding solution of the corresponding equation in the transform space.
A. Lundquist solution
The L18 solution is
FL = F0[J1(νr)eθ + J0(νr)ez ], (55)
where Jm is the Bessel function of orderm and F0 is the strength of the field on z-axis. Note this is of helicity λ = 1.
10
The spherical curl transform (17) of (55) is given by
s1(νκ) = −21/2(2π)1/2gF0 δ(κz)e−iψ . (56)
The radial degree of freedom k is also taken into account.10 Here: k = kr cosψex + kr sinψey + kzez in the circular
cylindrical coordinates in transform space. Thus the spherical curl transform of the L field lives on the equatorial
circle of the sphere.10
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This solution provides a simple example of Ampere law. Consider a disc S which is bounded by the circle C = ∂S
of radius R, centered at the origin in xy-plane. We find
Φ = νQ = 2πF0 RJ1(νR), (57)
(42). Note that Φ = Q = 0 at zeros of J1(νR).
The L field is an eigenvector of the BS operator
BS[FL](x) =
1
ν
FL(x), (58)
(37). This calculation is given in Appendix D.
We find
FRL (p,κ) = 2πiF0
1
ν2
δ(κz)(e
iνpL+ e−iνpL′), (59)
where L = sinψex− cosψey− iez and L′ = − sinψex+cosψey − iez. Note that we have taken the cases: k negative
or positive into account here. We immediately see that FRL (p,κ) satisfies the equation (29) anticipating the effect of
δ(κz).
10 This is also an eigenvector (54) of the RBS operator.
B. Chandrasekhar-Kendall cylindrical solutions
Chandrasekhar-Kendall19 developed a method for deriving solutions to ∇× F = νF from the scalar Helmholtz
equation. See also Refs. 33–35.
We find
(∇2 + ν2)F = 0, (60)
applying curl on ∇× F − ν F = 0. Thus every solution of ∇× F − ν F = 0 is a solution of (60), although the
converse is not necessarily true. If Ψ is a scalar function satisfying the Helmholtz equation
(∇2 + ν2)Ψ = 0, (61)
then three independent solutions19 of the equation (60) are
p =∇× (Ψω), q =
1
ν
∇× p =
1
ν
∇×∇× (Ψω), r =∇Ψ. (62)
Here ω is a fixed vector (of unit norm). The vectors of type p and q are respectively called toroidal and poloidal.36–38
We also have: ∇× q = νp. Hence we find: ∇× (p + q) = ν(p + q). Therefore, the most general7,19 solution of
∇× F − ν F = 0 among the solutions of (60) is
F = p+ q =∇× (Ψω) +
1
ν
∇×∇× (Ψω). (63)
The scalar Ψ is called Debye potential.39 This method has been frequently used for discussing circular cylindrical,
spherical and other type solutions.7 For the relation with Wu-Yang type solutions in the topologically massive Abelian
gauge theory see Refs. 4,5.
The CK19 solution in cylindrical coordinates is given by
F = −[σ∇× (Ψez) +∇×∇× (Ψez)], (64)
where ∇× F − σF = 0. In the circular40,41 cylindrical coordinates
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Ψ(r, θ, z) = Jm(νr)e
imθ−ikz , σ2 = ν2 + k2. (65)
This reduces to the L solution (55) for m = 0, k = 0, (F0 = −ν2). In the elliptic cylindrical coordinates the solution
is given by (64) with
Ψ(u, v, z) = U(u)V (v)e−ikz , σ2 = k2 +m2 = ν2. (66)
Here U(u) and V (v) are respectively the modified Mathieu function and the Mathieu function. For k = 0, σ = m = ν
and this solution reduces to Vandas-Romashets42,43 (VR) solution which is an elliptic generalization of L.
1. Chandrasekhar-Kendall method in transform space
We can adapt the CK method in the transform space for finding solutions to Γ×G = νG. Briefly, the solution of
Γ×G(p,κ)− νG(p,κ) = 0, (67)
that is to be found among the solutions of
(Γ2 + ν2)G(p,κ) = 0, (68)
is
G(p,κ) = Γ× (Ψω) +
1
ν
Γ× Γ× (Ψω). (69)
Here Ψ(p,κ) satisfy
(Γ2 + ν2)Ψ = 0, (70)
and ω is a fixed vector in the transform space. We have ignored the superscript R for Radon transform in Ψω. We
remark a few important issues. First, the Radon transform is defined on S2 × R [or (R3 − {0})× R], (see appendix
A1). Secondly, G(p,κ) may consist of distributions. The third issue is imposing boundary conditions in the transform
space.
The first term in (69): G(p,κ) = Γ× (Ψω) with Ψ = [(2π)2/ν3][eiλνpδ(κ−κ0)+e−iλνpδ(κ+κ0)] and ω = Qλ(κ0)
immediately yields
G(p,κ) = (2π)2
1
ν2
[
eiλνpδ(κ − κ0) + e−iλνpδ(κ+ κ0)
]
Qλ(κ0), (71)
which satisfies (67). This is the Radon transform: G(p,κ) = FR(p,κ) of the solution F (x) = eiλνκ0·xQλ(κ0).
6,10
As another example, consider the Radon transform (59) of the L field. We can reproduce G(p,κ) = FRL (p,κ) from
the first term in (69): G(p,κ) = Γ× (Ψ1ω1+Ψ2ω2) choosing Ψ1 = (2πiF0/ν
3)δ(κz)e
iνp, Ψ2 = (2πiF0/ν
3)δ(κz)e
−iνp
and ω1 = L, ω2 = L
′. The Radon transform of J0(νr)ez leads to a simpler choice: Ψ = (2πF0/ν
3)δ(κz)(e
iνp+e−iνp),
ω = ez .
We can easily show that G(p,κ), (69) is an eigenvector
RBS[G(q,κ)](p,κ) = −κ× [κ×H(p,κ)] = 1
ν
G(p,κ), (72)
of the RBS operator (49), if ω is a fixed vector: ∂pω = 0. Here H(p,κ) = Ψω + (1/ν)Γ× (Ψω) is a potential for
G(p,κ): G(p,κ) = Γ×H(p,κ) and we use (70).
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The CK method also enables us to write a simple integral expression for the solution of (67). We employ in (69)
integral expressions for simple harmonic oscillations (70). If we assume Ψk(p,κ), (k = 1, 2) are separable in p and κ,
these are given as
Ψk(p,κ) =
1
4πiν
Uk(κ)
∫
C∓
λ
epζ
ζ ∓ iλν dζ, (73)
on the infinite interval: −∞ < p < ∞, using Laplace kernel: epζ in the complex ζ-plane.44,45 Here C∓λ are arbitrary
loops around the poles ζ = ±iλν. This is basically the Cauchy integral representation formula for e±iλνp. We find
G(p,κ) =
1
4πi
[
(iλκ×ω1 − κ× κ× ω1)
∫
C−
λ
epζ
ζ − iλν dζ + (−iλκ×ω2 − κ× κ× ω2)
∫
C+
λ
epζ
ζ + iλν
dζ
]
, (74)
using (73) in (69) and rearranging it. This is also oscillatory in p. We have included the κ dependent factors Uk(κ)
in the arbitrary functions ωk(κ). These are decoupled from the integral expressions.
For example, if we choose ω1(κ) = [(2π)
1/2/(gν2)]Qλ(κ)sλ(λνκ) and ω2(κ) = [(2π)
1/2/(gν2)]Qλ(−κ)sλ(−λνκ)
in accordance with the Moses frame, we find G(p,κ) = FR(p,κ), (19).
We can reproduce the L field (59) choosing ω1 ∼= δ(κz)ez and ω2 ∼= δ(κz)ez. We can also use ω1 ∼= δ(κz)eψ and
ω2 ∼= δ(κz)eα, (κz = cosα, κ = er) on S2.
If we substitute (74) in the inversion formula (A4), we find
F (x) =
1
32π3i
ν2
[∫
C−
λ
1
ζ − iλν
∫
S2
(iλκ× ω1 − κ× κ× ω1)eζκ·xdΩ dζ (75)
+
∫
C+
λ
1
ζ + iλν
∫
S2
(−iλκ×ω2 − κ× κ× ω2)eζκ·xdΩ dζ
]
,
using the operator Γ2 which is intertwined with ∇2, (68) and interchanging the order of integrations.
If we choose
ω1 = −i(2π)2 1
ν2
[aδ(κ− κ1)E1 + bδ(κ− κ2)E2 + cδ(κ− κ3)E3] , (76)
ω2 = −i(2π)2 1
ν2
[aδ(κ+ κ1)E1 + bδ(κ+ κ2)E2 + cδ(κ+ κ3)E3] ,
where a, b, c are arbitrary constants, iλκi ×Ei = Ei and κi ·Ei = 0, the equation (75) yields
F (x) = −i (aeiλνκ1·xE1 + beiλνκ2·xE2 + ceiλνκ3·xE3) . (77)
The real part of this reduces to abc field6 if we choose: k1 = k2 = k3 = λν, κ1 = ez, κ2 = ex, κ3 = ey and
E1 = ex + iλey, E2 = ey + iλez, E3 = ez + iλex.
We respectively refer the reader to Refs. 46,47 for Fourier integral expression on S2 of the general solution to the
scalar Helmholtz equation and to Refs. 48–50 for integral representations of the Beltrami fields in physical space.
V. TOPOLOGICALLY MASSIVE ABELIAN GAUGE FIELD
The Euclidean topologically massive Abelian gauge field1–3 is a Trkalian field.6 Another example of Trkalian fields
is the force-free magnetic field.7 The Trkalian fields yield solutions of both the topologically massive gauge theories4–6
and gravity.20 The spherical curl and Radon transform analysis above are also valid for the Euclidean topologically
massive Abelian gauge fields on R3. The gauge potential of the Trkalian field is also Trkalian. Meanwhile a gauge
transformation corresponds to a vector normal to the sphere. The Radon transform of an anti-self-dual potential (or
field) is related by antipodal map on the sphere to the transform of the self-dual potential obtained by inverting space
coordinates.
The Trkalian fields L and CK are also solutions of this theory. Furthermore, the L solution provides a simple
example for quantization of the topological mass in this context.
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A. The gauge potential
We can easily derive the spherical curl and Radon transforms of the potential following the same10 reasoning above.
We find
Aλ(x) =
1
g
1
ν
∫
χλ(x|λνκ)sλ(λνκ)dΩ. (78)
This satisfies the self-duality relation: Fλ = νAλ where Fλ =∇×Aλ, (16). We also find
ARλ (p,κ) = (2π)
1/2 1
g
1
ν3
[
eiλνpQλ(κ)sλ(λνκ) + e
−iλνpQλ(−κ)sλ(−λνκ)
]
. (79)
These only differ by a factor6 of 1/ν from those expressions for Fλ . Hence the potential A
R
λ (p,κ), (79) satisfies
FRλ (p,κ)− νARλ (p,κ) = 0, (80)
where FRλ = Γ×A
R
λ , (19).
A gauge transformation
A′ = A− 1
g
∇U, (81)
of the potential6 is given by a curl-free vector
∇U(x) =
1
ν
∫
χ0(x|k)f0(k)d3k. (82)
This yields the gauge function
U(x) =
1
(2π)3/2
i
1
ν
∫
eik·xf0(k)
1
k
d3k. (83)
B. The anti-self-dual case
The anti-self-dual case
∇× F + νF = 0, (84)
of equation (11) contains an extra factor of (−) in ν. This terminology is motivated by the interchange symmetry
F ↔ νA. This leads to a flip of sign in the spherical curl and Radon transforms of the self-dual field (11). In this
case, an arbitrary solution is given in terms of its transform on the sphere of radius k = −λν = |ν|. Furthermore,
only the eigenfunctions for which λ = −sgn(ν) contribute to the field. We find
Fλ(x) =
1
g
∫
χλ(x| − λνκ)sλ(−λνκ)dΩ (85)
=
1
(2π)3/2
1
g
∫
e−iλνκ·xQλ(κ)sλ(−λνκ)dΩ,
and
sλ(−λνκ) = 1
(2π)1/2
gν2eiλνpFRa (p,κ). (86)
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The Radon transform
FRλ (p,κ) = (2π)
1/2 1
g
1
ν2
[
eiλνpQλ(−κ)sλ(λνκ) + e−iλνpQλ(κ)sλ(−λνκ)
]
, (87)
of the field satisfies: Γ × FRλ = −νFRλ . Noting λν = |ν| > 0 for the self-dual case and −λν = |ν| > 0 for the
anti-self-dual case, the equation (87) coincides with (19). The difference of the two cases is the relative sign of p and
κ. We shall present a comparison of the two cases below.
The gauge potential
Aλ(x) = −1
g
1
ν
∫
χλ(x| − λνκ)sλ(−λνκ)dΩ, (88)
for the field (85) satisfies the anti-self-duality relation: Fλ = −νAλ. Its Radon transform
ARλ (p,κ) = −(2π)1/2
1
g
1
ν3
[
eiλνpQλ(−κ)sλ(λνκ) + e−iλνpQλ(κ)sλ(−λνκ)
]
, (89)
satisfies: FRλ = −νARλ .
C. The Radon transform and duality classes
We can compare the Radon transforms of self-dual and anti-self-dual fields using a correspondence between them.
A self-dual field becomes anti-self-dual, or vice versa under inversion of space coordinates, if the topological mass
is held fixed.51 (Hence the topological mass is actually a pseudoscalar.) Therefore, given a self-dual-field F (x):
∇x×F (x) = ν F (x), we can write the corresponding anti-self-dual field as F
′(x) = F (−x): ∇x×F ′(x) = −ν F ′(x)
inverting the coordinates: x −→ x′ = −x.
If T is (matrix of) a nonsingular linear transformation: T−1x = x′,23 then
F ′R(p,κ) =R[F ′(x)](p,κ) =R[F (T−1x)](p,κ) (90)
=
∫
F (T−1x)δ(p− κ · x)d3x
= |T |
∫
F (x′)δ(p− T †κ · x′)d3x′
= |T |FR(p, T †κ).
The inversion of coordinates is given by T = −1, |T | = |det[T ]| = 1 which is an orthogonal matrix: TT † = 1. Thus,
the Radon transform of an anti-self-dual field
F ′R(p,κ) = FR(p,−κ), (91)
is related by antipodal map on the sphere to the transform of the self-dual field obtained by inverting the coordinates.
In the Moses coframe, we can find the Radon transform of an anti-self-dual field similarly inverting the coordinates
in (18). This leads to the inversion κ −→ −κ in (19). A flip of sign (21): p −→ −p or κ −→ −κ (but not both)
brings ∗ aFR(p,−κ) back to (19) with λν = |ν| > 0 or (87) with −λν = |ν| > 0. Note that the equation (91) together
with (19) yields a representation different from (87) for anti-self-dual fields. These coincide upon both: ν −→ −ν and
κ −→ −κ.
The Radon transform of an anti-self-dual field or potential satisfy the equations (29) or (80) with an opposite
sign for the topological mass as noted above. A simple example is given by F (x) = eiµλνκ0·xQλ(κ0) where µ = ±1
correspond to the self-dual and anti-self-dual cases. We find
FR(p,κ) = (2π)2
1
ν2
[
eiλνpδ(κ − µκ0) + e−iλνpδ(κ+ µκ0)
]
Qλ(κ0), (92)
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using λν > 0 in the self-dual case (71) and −λν > 0 in the anti-self-dual case. This yields Γ × FR = µνFR
anticipating the effect of δ(κ∓ µκ0).10
Noting the inversion of the refined transformation for a self-dual-field FR(p,κ) on a canonical hemisphere in
Subsection II B 1, one can require κ to be restricted into the complementary hemisphere for the anti-self-dual field
F ′ R(p,κ). (Also see Appendix A1.)
D. The Lundquist Solution
The constant eigenvalue ν, called the topological mass in this context, is intimately related to boundary conditions
imposed on the field19,36,37 and the global topology determined by them. The quantization of the topological mass
here arises as a result of a well defined gauge transformation as in the previous4,6 examples.
The eigenvalue in L solution determines the twist per unit length of the field lines on the z-axis, see for example
Refs. 52,53. In the topologically massive case, the strength of the field on the z-axis is proportional to the square of
the eigenvalue. Meanwhile the gauge potential is of strength proportional to this twisting. This analogy suggests a
natural geometric interpretation for the Lundquist field in this context.
We find the potential
A =
1
ν
FL − 1
ν
F0 ez, (93)
integrating54 the components of FL, (55). This satisfies: ∇×A− νA = F0ez with an extra term.
In the topologically massive Abelian gauge theory,4,6 we can make this term vanish: F ′L − νA′ = 0 by a gauge
transformation: A′ = A − (i/g)∇ lnU identifying it with a gauge term: −(i/g)∇ lnU = (1/ν)F0e3. This yields
U = eiνz which takes values in the group U(1), choosing F0 = ν
2/g. The strength of the gauge potential is given by
the gauge coupling constant ν/g = ng, if ν = ng2. This leads us to adopt a fundamental scale4,6 of length l = 2π/g2.
We can write ν = ng2 as ν = 2πn/l. If U = ei(2pin/l)z is a single-valued function of z with the fundamental scale
l, then n has to be an integer. The fundamental length scale l is the least common multiple of intervals over which
the gauge function is single-valued and periodic for any integer n, in addition to the fact that it has a smaller period
l′ = l/n.4,6 The discussion of physical and topological aspects of this solution and the effect of gauge transformations
on these would be distracting us from our purposes here.
The anti-self-dual solution is given by κ −→ −κ in (59). Also note that the L field defines a contact structure since
J0 and J1 have no common zeros.
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VI. CONCLUSION
The spherical curl transformation for Trkalian fields is a Radon probe transformation in the Moses frame. We have
written this using differential forms. This is an example of an integral transform which can be formally written this
way.
The point of view here suggests an approach for studying the Trkalian fields in the transform space. The transform
space representation has certain advantages. First of all, the equation in the transform space provides a concrete
frame for studying these fields, for example using the spherical curl transform which is based on Moses eigenfunctions.
This further offers a simplification since the differential and algebraic aspects are separable in the transform space.
This also exhibits the role of the Moses eigenbasis which yields a helicity decomposition of the Radon transform.
Meanwhile the field can be reconstructed using knowledge of the transform on a canonical hemisphere. Briefly, this
equation provides a simple geometric frame in the transform space for Trkalian fields with a new insight into their
structure besides practical advantages.
We have discussed the connection of the Radon transformation with the BS integral. We have introduced the
RBS operator in the transform space. This is simply given in terms of 1-dimensional Fourier transforms. We can also
associate an eigenvalue equation for RBS operator with the Trkalian fields in transform space. The Radon transform
of a Trkalian field is an eigenvector of this operator. Its kernel consists of those vector fields which are normal to the
sphere. We have also presented an Ampere law type relation for these fields.
We have presented applications of these on the L solution. Then we have discussed the CK method with circular
and elliptic solutions. The elliptic one reduces to VR solution. The L solution also defines a contact structure.
We have presented CK solution of the corresponding eigenvalue equation in the transform space. The CK method
in transform space also leads to a simplification eliminating the differential operations and hence reducing the solution
to simple algebraic manipulations consisting of arbitrary but fixed vectors. Because the Radon transform reduces the
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scalar Helmholtz equation to that of simple harmonic oscillations. The poloidal, toroidal representations also suggest
the use of the Moses eigenbasis. This simplification also enables us to write integral representations as we have seen on
a simple example. One can try imposing different boundary conditions and symmetries motivated by considerations
in the physical space. The CK solution is also an eigenvector of the RBS operator.
The Euclidean topologically massive Abelian gauge fields and also the force-free magnetic fields are examples of
Trkalian fields. Hence the Radon and the spherical curl transform analysis are also valid for these. In the topologically
massive case, the gauge potential is also Trkalian. The Radon transform of an anti-self-dual potential (or field) is
related by antipodal map on the sphere to the transform of the self-dual potential obtained by inverting space
coordinates.
The L and CK fields are also solutions of this theory. This has been overlooked previously. Furthermore, the L
solution provides an example for quantization of the topological mass in this theory. This suggests a natural geometric
interpretation for the Lundquist field in this context. However the discussion of physical implications of this is beyond
our goals here.
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APPENDIX A: THE RADON TRANSFORMATION
1. The Radon transformation
The Radon transform of vector fields is defined10 as
FR(p,κ) =R[F (x)](p,κ) =
∫
F (x)δ(p− κ · x)d3x. (A1)
This is a componentwise generalization of Radon transform
fR(p,κ) =R[f(x)](p,κ)
∫
f(x)δ(p− κ · x)d3x, (A2)
of scalar functions in cartesian coordinates. This satisfies the identities
fR(−p,−κ) = fR(p,κ), fR(−p,κ) = fR(p,−κ). (A3)
The Radon transform (A1) of vectors also satisfies similar identities.
The Radon transform is simply defined23,26 for (vector) functions in Schwartz class S[R3] of rapidly decreasing
functions on R3. Hence the function vanishes at infinity as we assume repeatedly, for example in Sections II B and
III. Then the Radon transform is a function in S[S2 × R]. A natural domain of definition for the Radon transform
is the set of hyperplanes in R3, i. e. the projective space. The space S2 × R is a two-fold covering of this.26,27,32
Note that the definition (A1) actually provides an extension27,28 of the Radon transform as a function homogeneous
of degree −1 on (R3 − {0})× R. The adjoint transform, see Definition 3, works in the opposite direction. We refer
the reader to Refs. 15,26–28 or 25 for a derivation of (34). The inverse Radon transform is given as
F (x) = − 1
8π2
∇2x
∫
S2
FR(κ · x,κ)dΩ, (A4)
where ∇2x is the Laplace operator.
We can prove the Fourier slice theorem (45) using (A1). The relation (46) for Fourier transform of the Riesz
potential is valid for functions in the Schwartz class.27
The Radon probe transformation11 is defined as
R[F (x)](p,κ) = V (p,κ) ·R[F (x)](p,κ), (A5)
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where V (p,κ) is the probe.
Further note that, if we had defined the Radon transformation on the projective space of hyperplanes26 in R3, then
in Section V we would take the Radon transforms of self-dual and anti-self-dual fields on distinct spaces.
2. Inversion of the refined transformation
The Radon transform (A1) is a right inverse: R−1H R[F ](x) = F (x) of the refined
16 (inverse) transformation
R
−1
H [F
R(p,κ)](x) = − 1
4π2
∇2
∫
H
FR(κ · x,κ)dΩ (A6)
= − 1
4π2
∇2
∫ ∫
H
FR(p,κ)δ(p− κ · x)dΩdp,
for any canonical hemisphere H . However as a left inverse, we find
RR
−1
H [F (p
′,κ′)](p,κ) = −
∫ ∫
H
F (p′,κ′)W (p,κ; p′,κ′)dΩ′dp′ (A7)
=
{
F (p,κ), κ ∈ H,
F (−p,−κ), κ ∈ H ′,
where
W (p,κ; p′,κ′) =
1
(2π)2
∫
δ(p− κ · x)∇2xδ(p′ − κ′ · x)d3x (A8)
= −δ(p′ − p)δ(κ′ − κ)− δ(p′ + p)δ(κ′ + κ).
We refer the reader to Ref. 16 for evaluation of this integral. Thus only in the case F (p,κ) is the Radon transform
of a function can we define both right and left inverse of this refined transformation.16
APPENDIX B: THE SPHERICAL CURL AND RADON TRANSFORMS
The inverse Radon transform in differential forms is given as
∗ Fa (x) = 1
8π2
△x
∫
S2
∗ Fa R(κ · x,κ)dΩ, (B1)
where △x = (d+ δ)2 = δd+ dδ is the Laplace-Beltrami operator and δωr = (−1)r ∗ d ∗ ωr for an r-form ωr.
We can prove equivalence of the spherical curl transform and the Radon transform as follows.10 If we substitute
(17) in (16), we find
∗ Fa (x) = 1
(2π)2
ν2
∫
e−iλν(p−κ·x)ωa(κ)FRa (p,κ)dΩ. (B2)
We can write this as
∗ Fa (x) = 1
(2π)2
ν2 dxi
∫
e−iλν(p−κ·x)|ωai (κ) >< ωak(κ), ∗aFRk (p,κ) > dΩ.
We find
∫
e−iλν(p−κ·x)|ωai (κ) >< ωak(κ), ∗ Fa Rk (p,κ) > dΩ =
1
2
∫
e−iλν(p−κ·x)δik| ∗ Fa Rk (p,κ) > dΩ, (B3)
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following a similar reasoning given in Ref. 10 with our notation. Here we use the completeness relation (5) for the
coframe, the expression (19) for the Radon transform of the field which yields < ω3, ∗ Fa R >= 0 and the fact that
the integrals of the two remaining terms over the sphere are equal. Then we are led to
∗ Fa (x) = 1
2(2π)2
ν2
∫
e−iλν(p−κ·x) ∗ Fa R(p,κ)dΩ. (B4)
One recovers the inverse Radon transform formula (B1) introducing the Laplace-Beltrami operator and restricting
p = κ · x.10
Also substituting (19) for p = κ · x in (B1)
∗ Fa (x) = 1
2(2π)3/2
1
g
1
ν2
△x
∫ [
eiλνκ·xωa(κ)sa(λνκ) + e
−iλνκ·xωa(−κ)sa(−λνκ)
]
dΩ, (B5)
we see that the inverse Radon transform (B1) yields the expression (16) of ∗ Fa (x) in terms of the spherical curl
transform.10 Here the second integral reduces to the first one as κ −→ −κ.
APPENDIX C: BIOT-SAVART INTEGRAL OPERATOR
i) ∇x ·BS[F ](x) = 0,
∇ ·BS[F ](x) =∇ ·∇× A[F ](x) (C1)
=
1
4π
∇ ·
∫
D
F (y)×
x− y
|x− y|3 d
3y
= 0.
ii) ∇x ×BS[F ](x) = F (x),
∇x ×BS[F ](x) =∇x ×∇x × A[F ](x) (C2)
=
1
4π
∇x ×∇x×
∫
D
F (y)
|x− y| d
3y,
= − 1
4π
∇2x
∫
D
F (y)
|x− y| d
3y +
1
4π
∇x
∫
D
F (y) ·∇x 1|x− y| d
3y
= − 1
4π
∫
D
F (y)∇2 1|x− y| d
3y − 1
4π
∇x
∫
D
F (y) ·∇y 1|x− y| d
3y.
We can write the second integral as
∫
D
F (y) ·∇y 1|x− y| d
3y =
∫
D
∇y ·
[
F (y)
|x− y|
]
d3y −
∫
D
∇y · F (y)
|x− y| d
3y (C3)
= −
∫
D
∇y · F (y)
|x− y| d
3y +
∮
S
F (y)
|x− y| · ds.
This yields
∇x ×BS[F ](x) = F (x) +
1
4π
∇x
∫
D
∇y · F (y)
|x− y| d
3y − 1
4π
∇x
∮
S
F (y)
|x− y| · dsy (C4)
= F (x)− 1
4π
∫
D
∇y · F (y) x− y|x− y|3 d
3y +
1
4π
∮
S
x− y
|x− y|3F (y) · dsy,
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for x ∈ D. Thus we conclude
∇x ×BS[F ](x) = F (x), x ∈ D, (C5)
if
a) F (y) is divergence-free: ∇y · F (y) = 0,
b) F (y) vanishes at infinity, as the region D is extended to whole space R3 [for a finite region D, F (y) is tangent
to the surface S = ∂D bounding this region].
APPENDIX D: BIOT-SAVART INTEGRAL OF THE LUNDQUIST FIELD
We shall evaluate
BS[FL](x) =
1
4π
∫
D
FL(y)×
x− y
|x− y|3 d
3y (D1)
= I1 + I2 + I3 + I4 + I5,
which can be decomposed into five terms. We choose: y = rer(φ) + zez and x = Rer(θ) since FL is invariant along
the z-axis. We shall need
∫ ∞
z=−∞
z
(a2 + z2)3/2
dz = 0,
∫ ∞
z=−∞
1
(a2 + z2)3/2
dz = 2
1
a2
. (D2)
We shall also make use of Poisson integral formulas
1
2π
∫ 2pi
φ=0
P (R, r, φ− θ)dφ = 1, 1
2π
∫ 2pi
φ=0
R sinφP (R, r, φ− θ)dφ = r sin θ, (D3)
1
2π
∫ 2pi
φ=0
R cosφP (R, r, φ− θ)dφ = r cos θ,
for the region r ≤ R. Here P (R, r, φ− θ) is the Poisson kernel
P (R, r, φ− θ) = R
2 − r2
R2 + r2 − 2rR cos(φ− θ) . (D4)
We interchange R and r in (D3) for the region R < r. One can easily prove these, for example following Ref. 56.
For each term in (D1), we shall first carry out integration over z and decompose the resulting integral into two pieces
corresponding to regions r ≤ R and R < r. Then we shall carry out integrations over φ using (D3). We shall end up
with integrals over r (x = νr) combining these again. The first integral
I1 = − 1
4π
∫
zFφ(r)er(φ)
[R2 + r2 − 2rR cos(φ− θ) + z2]3/2 rdrdφdz, (D5)
= 0
immediately vanishes upon integration over z. The second term yields
I2 =
1
4π
∫
RFz(r)eθ
[R2 + r2 − 2rR cos(φ− θ) + z2]3/2 rdrdφdz (D6)
=
1
ν
F0
[
X
∫ X
x=0
J0(x)
X2 − x2xdx +X
∫ ∞
x=X
J0(x)
x2 −X2xdx
]
eθ.
The third integral is
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I3 = − 1
4π
∫
rFz(r)eφ
[R2 + r2 − 2rR cos(φ− θ) + z2]3/2 rdrdφdz (D7)
=
1
ν
F0
1
X
∫ X
x=0
J0(x)xdxeθ − I2.
The fourth integral yields
I4 = − 1
4π
∫
RFφ(r) cos(φ− θ)ez
[R2 + r2 − 2rR cos(φ− θ) + z2]3/2 rdrdφdz (D8)
= − 1
ν
F0
[∫ X
x=0
J1(x)
X2 − x2 x
2dx+X2
∫ ∞
x=X
J1(x)
x2 −X2 dx
]
ez.
The fifth integral is
I5 =
1
4π
∫
rFφ(r)ez
[R2 + r2 − 2rR cos(φ− θ) + z2]3/2 rdrdφdz (D9)
=
1
ν
F0
∫ ∞
x=X
J1(x)dxez − I4.
Thus we find
BS[FL](x) =
1
ν
F0
[
1
X
∫ X
x=0
J0(x)xdxeθ +
∫ ∞
x=X
J1(x)dxez
]
=
1
ν
FL(x), (D10)
adding up these terms. Here, we use
1
X
∫ X
x=0
J0(x)xdx = J1(X),
∫ ∞
x=X
J1(x)dx = J0(X). (D11)
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