let the coefficients A ό {x, ε) be analytic functions of x and e. For all values of x and ε for which these coefficients are holomorphic in both variables the differential equation admits a fundamental system of solutions with the same property. But if some coefficients of (1) have poles, as functions of ε, for a certain value of e, say for ε=0, then the solutions of the differential equation will in general have singularities, as functions of e, at ε=0. The purpose of this paper is to collect some observations on the question of when solutions holomorphic at ε=0 exist even in this case. The theory of asymptotic integration of such differential equations [6] , [8] , [3] , [9] , [10] teaches that in this case there exist fundamental solutions which are asymptotically represented by generally divergent expansions of the form (2) e^Σtfvf^ , where r is a positive integer and P(x, e) is a polynomial in ε~1 /r . Our problem might naturally be generalized to include the question of the convergence of any, or all, of these asymptotic series, whether P(x, ε) be identically zero or not. But this will not be done here.
The analogous problem for differential equations without a parameter, at a point where the coefficients have a singularity has been quite thoroughly investigated (cf. [1, [486] [487] [488] [489] ). By contrast, there seem to exist no studies of corresponding questions for the dependence on a parameter, nor does it seem possible to transfer the results obtained for one problem to the other by an easy analogy. In view of this situation the results of this paper may be of some interest. Aj(x, ε) (x) is not identically zero and h is a positive integer. The series are supposed to converge when x is in a fixed region X of the #-plane, and for ε in a circle E: |ε|<ε 0 , ε 0 being independent of x. The functions A jk {x) are to be holomorphic in X. In order to shorten the terminology the self-explanatory expressions s -holomorphic and ε-holomorphic will sometimes be used. A function that is holomorphic in both variables may be called (x 9 ε)-holomorphic.
Necessary conditions* Let us assume that
The differential equation (1) Here,
(4b)
and the α v (#, e) and 6 μ (#, ε) are (a?, ε)-holomorphic in the product space of X and E. The δ μ (α?, ε) are polynomials in ε of degree less than h.
is not identically zero. Furthermore, 0<m<w. By formal substitution of a power series Σ~=o2/j(#)e j into (4) it is seen that nontr i vial/ormαZ power series solutions can be constructed if, and only if, ( 5 ) m>0 .
If (5) is satisfied, then the function y Q (x) may be any solution of the " reduced " differential equation
and the functions y 3 (x) , j>l can be successively calculated, in infinitely many ways, as solutions of a sequence of nonhomogeneous differential equations whose homogeneous part is M[y J9 0], Let us call a solution which is ε-holomorphic at ε=ϋ, a regular solution. Unless it is important in the context, we shall not specify the a -domain for which such a solution is regular. A set of regular solutions will be simply called independent, if the solutions are linearly independent at e=0, and hence in some neighborhood of e=0. From the preceding discussion it follows that the differential equation (1) cannot have more than m independent regular solutions.
It is easy to construct examples for which the number of independent regular solutions is equal to m. Let, for instance, Yj(x 9 e), O'=l, •••, m) be m linearly independent functions that are (x, ε)-holomorphic in the product space of X and E, and denote by M[y, e] = 0 the linear differential equation of order m with leading coefficient one that is satisfied by these functions. If D designates the operation of differentiation with respect to x, then
is an nth order differential equation with m regular solutions. The standard asymptotic theory (see e. g. [9] ) shows that the functions Yj(x, ε) are part of a fundamental system of (7) whose n -m remaining solutions have asymptotic representations of the form (2) with P(x f ε) equal to the n -m determinations of ( -l)
?. In spite of this, the occurrence of any regular solution must be regarded as exceptional. In order to show this we prove the following lemma, which generalizes a result of Horn [2] . LEMMA (x,ε) where the V Jr (x 9 e) are (x, ε)-holomorphic for x in X and |ε|<ε 0 . From (11) and (12) we conclude, by means of Weierstrass's theorem on interchange of summations in double series that U 5 (x 9 e) admits a convergent representation of the form which is uniformly valid for x in every closed subdomain of X, and for 0<e 1 <|ε|<ε 0 , where ε 2 is arbitrary, and the F jv {x) are holomorphic in X. This proves the lemma. Suppose, now, that the differential equation (1) admits a regular solution Y(x> ε) in some subdomain X* of X. If a is any point of X*, then Y(x, ε) can be uniquely characterized by the values of Y°°(α, ε), (s=0, •••, n -1), which are ε-holomorphic for |ε|<ε 0 . Since the differential equation (1) is equivalent to a system of the form (8) , it follows from the lemma just proved that
where φ l9 φ z are ε-holomorphic in |ε|<ε 0 , and |ε|>0, respectively, and -holomorphic in X. But since Y(x y ε) is ε-holomorphic for |ε|<ε 0 and x in X*, the uniqueness theorem for Laurent's expansion leads to the conclusion that φ t {x, ε) = 0 for x in X* and all ε. Being α -holomorphic in X by Lemma 1, φ, (x, ε) 3. Some remarks on sufficient conditions for convergence. The problem of finding sufficient conditions for the convergence of an asymptotic series in ε seems to be much more difficult than the topic discussed in the preceding section but some special classes of differential equations admitting regular solution can be constructed. a) Constant coefficients. If the coefficients of the differential equation (4) (4) with coefficients of the form (14) admits [4, § § 8, 18] solutions of the form
where v{t, ε) is a solution of the differential equation
and C a suitable contour. If a closed contour C on the Riemann surface of v(t, ε) as a function of t can be found such that C is independent of e and the integral (16) exists for all small e, then the integral will be either zero or furnish a regular solution, since C can then be chosen so as to avoid the points where v(t, ε) is not ε-holomorphic. It is possible, but not very illuminating, to formulate more explicit sufficient conditions on the coefficients under which the preceding condition can be satisfied. Some special differential equations of this type were treated in [12] and [13] . The equations 
STATEMENT (D). We have H k [f(x)]^0 for a linear function f(x)=^0,
where the operator H is defined by
It will be shown, now, that these statements are closely related, a(x) and b(x) being holomorphic near x=0 : THEOREM 2. Statements (A) and (C) are equivalent (B) is equivalent to them provided α(0)^0 and (D) implies all three.
To establish the theorem, suppose Statement (A) given, and equate coefficients to find 
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Let Y n = Δ*+ ι y n , the (β + l)th difference. We have, by (22) 
Σ
as we see by using factorial polynomials in place of powers of n. Multiplying through by (1 -ε) fc+1 shows that (A) implies (C).
1
To see that (C) implies (A), express the given polynomial as a new polynomial in 1 -ε and divide by (1 -ε)* +1 . We are led to a solution of the form (24), and expansion of (1 -e)"^1 gives the initial conditions described in (A). We have incidentally established the rather curious fact that y n (x) and y' n (x) are polynomials in n for every small fixed x, if for the single value #=0.
Suppose now that (C) is given. We may assume (24). With s=l/(l -ε), equating powers of s in ey" Λ-ay'+ by=O gives 
0=H(f k ) .
Hence H%=0 is sufficient to ensure a solution of (25) has a unique solution y(x, ε) subject to y(0 f e)=c, y'(0, ε)=d, where c and d are indepenent of ε. Moreover, this solution is an entire function in 1/e, of exponential type M at most. If we require a solution Y(x, ε) ε-holomorphic near ε=0 and satisfying the same initial condition, it is necessary that y=Y. This shows that both y and Yare ε-holomorphic in the extended ε-plane, hence independent of ε. Thus we are led to the situation found otherwise above. This discussion resembles that used previously for the more general equation (4) .
Turning now to the case &=1 in Statement (A), we find (29) by ( It would be desirable to find an explicit form of the equation for k>2, but we have not been able to do this.
Although the foregoing considerations restrict the behavior of a and 6 in the large (by virtue of analytic continuation) the analyticity of a and 6 plays no very essential role. Indeed a corresponding realvariable result might be given, with hypothesis on the local behavior only. It seems difficult to give criteria in which the complex-variable character of the problem is more fully used. This difficulty is illustrated by the following two examples.
Let α=δ, in the discussion leading to (33) and (34), so that R=e~*.
with solution y=e~x-ε. It is seen that R, a, b, and 1/α are entire functions of exponential type, as is the solution y. Consider, next, the equation
Despite the resemblance to (35), there is no regular solution, as we now show and thus the conditions just described, stringent though they be, are yet insufficient. Suppose there is a regular solution of (36). Since α(0) = l we may assume 2/(0, 0)=M), as in the above discussion. The function y(x, ε)ly(0, ε) therefore is regular and has 2/ 0 (0) = l, 2/ n (0) = 0, {n>l) in the series representation. The system (20) gives where the c n are constants. By induction we see that and, in view of the initial conditions, that <\>0. We have therefore where the terms not written are of the same sign as the leading term, for real x, since c n drops out. Thus it is that \y n (x)\^>nl e~x\e~n x -1|, and the series diverges for #=M). (20) shows that the initial condition of Problem (B) is also statisfied. Finally, it is easy to prove and doubtless well known that Y is an entire function of ε of type 1/V, if and only if y(x, ε) is ε-holomorphic for |ε|<V.
To show, conversely, that a solution Y(x, e) = ^z n (x)ε n of Problem (B), leads to a solution of (A) we observe that, by virtue of the statement in the last sentence, the series converges. The functions y n {x)=z n (x)n\ are then seen to satisfy the recursion formulas (20) for ή>l.
That they also hold for n=0 follows from the initial condition imposed on y(x, ε). This completes the proof.
We remark in passing that y and Y are transforms of each other: -»Y(x, e)de = y(x, p) .
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The change of variable Letting ε-»0 shows that the integrated part vanishes. Hence the original problem leads to a two-point boundary-value problem
Conversely, from such an F we can construct, at least formally, a solution to the question first proposed.
Many of the foregoing considerations apply with only slight change to the equation
The condition / 0 " = 0 in (26) That there is always a solution regular in ε, for some c(x) 9 is evident when we take y=l, c=b(x). Actually, one can find a c(x) such that the regular solution depends on ε. For example, let / satisfy αf + 6/=0, /^0, and let c(x)=-f"{x). Then 2/=/(a?)/(l-e) is a solution of (37).
5* A hydrodynamic application* Differential equations of the type (4) with
where the leading coefficient b o *(x, 0) of M*\y, 0] does not vanish at x=0 occur in the theory of hydrodynamic stability. This application will be explained below. We shall be concerned here with necessary conditions on a differential equation (4) (x, ε) in this theorem are much weaker than regularity. The meaning of Theorem 3 is essentially that even these weaker conditions will only exceptionally be satisfied, since for arbitrary N [y, ε] and M*[y, ε] the remainder will, in general, not vanish identically in y, for #=ε=0.
Proof of Theorem 3. Without loss of generality we may assume that {j,k=l, .. ,τw) If (39) is inserted in (40) and y is replaced by Y 3 {x, ε), then use of (41) leads to a relation of the form
where φ/0, ε) and ^(0, ε) remain bounded as ε->0 in E*. Setting x=Q and letting ε->0 in £7*, this yields (j=l, --,m) .
Because of (43) (45) e(y^ -2αV' + a*y) -f ZφOO/'' -αfy) -6;'(a?)2/=0 with 6 0 (0)=0-(The dependence of b o (x) on the complex parameter c is not set in evidence in our notation. The letter a denotes a positive constant.) The special case that b' 0 '(x) also vanishes at x=0 is of some interest in hydrodynamics. If c is real, for instance, and &ό'(0)=0, one has the case of a periodic disturbance of the flow such that the critical layer where the disturbance and the main flow travel with equal velocities, coincides with an inflection point of the main flow profile ιv(z), [7] . In the present case and the remainder R [y, ε] in Theorem 3 is independent of ε. A straightforward calculation, not reproduced here, shows that this remainder vanishes for x=0, if and only if (46) ft=0 , ffi-bβ^O .
Since the coefficients βj depend on c these conditions can be satisfied for very exceptional profiles and very special disturbances only. Now, it is known, [14] , that corresponding to every solution of the reduced equation there exist solutions of the full equation (45) having the form (41), with Vj(x f ε) and its derivatives bounded in some region S of the #-plane. As we have just seen, S will not include the origin, at least not for all such solutions, unless very exceptional conditions are satisfied. From this it can easily be deduced that S cannot be a doubly connected domain surrounding the origin completely, i.e., some solutions which converge in certain regions to a solution of the reduced equation, must diverge in certain other regions. It follows from this fact (cf. [14] , [5] ) that the damped disturbances of the corresponding hydrodynamic flow possess a so-called " inner friction layer/' i.e., a layer in which the effects of viscosity cannot be neglected no matter how small the viscosity coefficient. Thus Theorem 3 leads to the result that even if w(z) -c and w n {z) vanish at the same point for a certain damped disturbance, an inner friction layer will be present unless the disturbance and the velocity profile are of an extremely exceptional type.
It can be shown that the vanishing of R [y, ε] at #=ε=0 is only one of infinitely many conditions necessary for the existence of m regular solutions. It is therefore very likely, but not yet proved, that b Q (x)=x (Couette flow) is the only flow for which inner friction layers are ever absent. In the Couette case the remainder R[y, ε] is, of course, identically zero for all x and ε, and every solution of the reduced equation is trivially a regular solution of the full equation.
