As one of the important renewable energies, wind power has been exploited worldwide. Modeling plays an important role in the high penetration of wind farms in smart grids. Aggregation modeling, whose benefits include low computational complexity and high computing speed, is Widely used in wind farm modeling and simulation. To contribute to the development of wind power generation, a comprehensive survey of the aggregation modeling of wind farms is given in this article. A wind farm aggregation model consists of three parts, respectively, the wind speed model, the wind turbine generator (WTG) model, and the WTG transmission system model. Different modeling and aggregation methods, principles, and formulas for the above three parts are introduced. First, the features and emphasis of different wind speed models are discussed. Then, the aggregated wind turbine generator (WTG) models are divided into single WTG and multi-WTG aggregation models, considering the aggregation of wind turbines and generators, respectively. The calculation methods for the wind conditions and parameters of different aggregation models are discussed. Finally, the WTG transmission model of the wind farm from the aggregation bus is introduced. Some research directions are highlighted in the end according to the issues related to the aggregation modeling of wind farms in smart grids.
Introduction
In light of increasing of energy crises and environmental pollution, the utilization of renewable energies is attracting more and more attention. Wind power has been rapidly exploited worldwide due to its low environmental impact and technical development, and expects to reach 2000 GW by the year 2030 [1] . Based on the statistics of the Global Wind Energy Council, the global installed capacity of wind power from 1997-2017 is shown in Figure 1 [2] . The global wind capacity has expanded from 7.6 GW to 539.58 GW in the past two decades, and wind power has experienced a rapid growth trend since 2008. The top 10 countries for total wind power capacity in 2017 can be found in Figure 2 [2] . China, with a total wind power capacity of 188.39 GW, accounts for the largest proportion, with 35%. The United States (89.07 GW, 17%) and Germany (56.13 GW, 10%) take the second and the third place, respectively. Figure 3 shows the prediction of wind power capacity in different areas [2] . Asia is expected to have the fastest development regarding both capacity and developing speed, while Europe and North America are ranked second and third, respectively. Wind energy is a major part of the smart grid. In the past decades, there are many engineering applications of wind power generation in smart grids [3] [4] [5] [6] [7] [8] [9] [10] [11] , which promotes the progress of related technologies, such as wind farm planning, grid-connected system protection, wind power forecasting and monitoring, and wind farm modeling and simulation.
Modeling plays an important role during development. In the early phases, the modeling of a single wind turbine has received more attention, due to the application of small-scale wind power. In recent years, with the advent of new types of wind generators as well as the high penetration of wind power, the modeling and simulation of wind farms has become a research direction in smart grids [12] [13] [14] [15] [16] [17] [18] [19] . At present, there are two categories of modeling methods, respectively, (a) detailed modeling, and (b) equivalent modeling. In detailed modeling, all of the components, such as generators, step-up transformers, and a large number of collector circuits, are modeled comprehensively. However, equivalent modeling starts from the influence of wind farms on smart grids, and regards wind farms as a whole to aggregate or reduce the order of wind turbines. Compared with detailing modeling, equivalent modeling is used widely, since its computational Wind energy is a major part of the smart grid. In the past decades, there are many engineering applications of wind power generation in smart grids [3] [4] [5] [6] [7] [8] [9] [10] [11] , which promotes the progress of related technologies, such as wind farm planning, grid-connected system protection, wind power forecasting and monitoring, and wind farm modeling and simulation.
Modeling plays an important role during development. In the early phases, the modeling of a single wind turbine has received more attention, due to the application of small-scale wind power. In recent years, with the advent of new types of wind generators as well as the high penetration of wind power, the modeling and simulation of wind farms has become a research direction in smart grids [12] [13] [14] [15] [16] [17] [18] [19] . At present, there are two categories of modeling methods, respectively, (a) detailed modeling, and (b) equivalent modeling. In detailed modeling, all of the components, such as generators, step-up transformers, and a large number of collector circuits, are modeled comprehensively. However, equivalent modeling starts from the influence of wind farms on smart grids, and regards wind farms as a whole to aggregate or reduce the order of wind turbines. Compared with detailing modeling, equivalent modeling is used widely, since its computational complexity is drastically reduced, while legitimate precision is maintained. Figure 4 shows the framework of the wind farm modeling with the aggregating method.
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(1) Modeling of wind speed. Randomness, volatility, and uncontrollability are the main aspects of wind speed that affect the operation and grid-integration of wind farms. Based on the features and emphasis, wind speed models include three groups: probability distribution models, time-series models, and component models. Probability distribution models and data-based black box models are established by the large amounts of data, including measured wind speed, historical data, wind speed prediction, and environment data. In the component model, wind speed is decomposed into different wind speed components focusing on different wind speed variety characteristics and different time lengths. Then, the probability distribution model or time-series wind speed model for each wind speed component can be established.
(2) Modeling of wind turbine generator. The wind turbine generator (WTG) model is the key part of the aggregation modeling of a wind farm. The wind turbines have experienced an improvement from the squirrel-cage asynchronous to the doubly-fed induction generator (DFIG) wind turbine, and then to the direct-driven permanent magnet synchronous generator (D-PMSG) wind turbine. Different types of wind turbine generators have different physical and electromagnetic structures. When establishing a single wind turbine generator, the wind turbine-driven train system, generator, electronic devices, as well as control system should be considered. Meanwhile, the scale of the wind farm, the distribution of wind turbines, the turbine types, and the research target should be considered comprehensively when aggregating the wind farm into a multi-machine aggregation model.
(3) Modeling of WTG transmission aggregation. The layout of wind farms, the size and type of conductors, and the delivery method (overhead or buried cables) all have an influence when computing the aggregated output of a wind farm at its aggregation bus [20, 21] . As the scale of the wind farm is expanded, the computation complexity increases. The aggregation of the WTG transmission is useful not only for simplifying the equivalent model, but also for wind farm expansion planning.
The objective of this paper is to give a understanding of recent aggregation modeling methods for wind farms, including the modeling of wind speed, WTG, and the transmission system inside a wind farm. Different models or modeling methods, as well as their characteristics and applications, are reviewed, which could help researchers in dealing with wind farm aggregation modeling issues.
The remaining sections of this paper are structured as follows. In Section 2, different types of wind speed models are introduced. In Section 3, the wind turbine and the generator are considered as the two major parts of the WTG. A single-machine model and multi-machine model of different wind turbine generators are discussed. The WTG transmission system modeling method is introduced in Section 4, and the conclusion is drawn in Section 5.
Wind Speed Modeling

Probability Distribution Model
The probability distribution modeling is a data-based method that extracts characteristics in a statistical way to depict the probability distribution of wind speed. It reflects the expectations of wind speed over a period of time, and provides guidance for wind resource assessment. It can be classified into parameter distribution models and non-parameter distribution models.
Parameter Distribution Model
In the parameter distribution model, wind speed is presupposed to be effectively described by probability density functions based on historical wind data. The probability density function can be either a single function or a combination of two or more functions. Weibull distribution, Rayleigh distribution, and normal distribution are the widely used single distribution functions [22] [23] [24] [25] . More specifically, the wind speed modeling by using Weibull distribution mainly has the following steps [23, 24] .
Step-1. Assuming that the measured wind speed sequence (v 1 , v 2 , . . . , v n ) obeys the two-parameter Weibull distributions, i.e.,:
where c and k are the scale and shape parameter of the Weibull distribution, respectively, and c reflects the average wind speed of wind farm; V is the given wind speed m/s.
Step-2. The maximum likelihood method is used to construct the logarithm likelihood function:
Let the gradients F 1 =
∂L(k,c) ∂k
= 0, and F 1 =
∂L(k,c) ∂c
= 0, then:
Step-3. The initial values of c and k are selected. After using the iterative algorithm to find the optimal values that satisfy the convergence criterion max {|∆k, ∆c|}≤ε, where ε is a preset small positive value, the Weibull probability distribution model is obtained.
The X 2 test and the Kolmogorov-Smirnov test, which creates a relatively small error when a theoretical parameter distribution is rejected, are usually used to evaluate the precision of the parameter distribution model. The two tests reflect relative percentages, and can be added together. A larger unified metric value represents a worse goodness-of-fit. Other indexes, such as square error and mean-square-root error, are also available for precision evaluation [25] .
Non-Parameter Distribution Model
As we know, parameter distribution models assume that wind speed can be described by a probability density function. However, when the assumption does not coincide with the actual distribution, the calculation error is inevitably increased. In recent years, non-parameter distribution models of wind speed are proposed to solve the errors between the probability density function and actual wind distribution, and are suitable for analyzing the feature space of arbitrary structures.
A typical non-parameter distribution model of wind speed based on non-parametric kernel density estimation is proposed in [26, 27] . Neither prior knowledge of wind speed data nor any hypothesis of probability distribution form is required. The model consists of the following steps:
Step-1. Selecting the sampling sequences of wind speed;
Step-2. Establishing the wind speed probability density function; and
Step-3. Selecting the kernel function and smooth parameters to establish the wind speed model. Assuming the sampling sequence of wind speed is (v 1 , v 2 , . . . , v n ) and the probability density function of wind speed is f (v), the kernel density estimation can be expressed as:
where n is the sampling size; h is the window width, which is also called smoothing parameter; and K(·) is the kernel function. When the sampling size is large enough, the selection of kernel function has a limited influence on the result, and vice versa. Special attention must be paid to the selection of the optimal smoothing parameter h opt , since the smooth parameter has a great influence on the estimation accuracy of the kernel density. The asymptotic integrated mean squared error (AIMSE) consists of bias and variance, and is a commonly accepted criterion to quantify the estimation error in a kernel density model [27] . The minimization of AIMSE means choosing an appropriate bandwidth that can achieve good balance between bias and variance, and ensuring that neither is too small or too large.
Data-Based Black Box Model
Measured and historical data of wind speed, wind speed prediction by the local meteorological center, and other measured environment data are used to build the black box model of wind speed by data-driven modeling methods. A time-series wind speed model is a kind of data-based black box model that depicts the dynamic changes of wind speed over time by using historical wind speed data. This model is the precondition of wind power integration reliability assessment in the planning stage, and the first link in wind power credible capacity evaluation [27] [28] [29] [30] [31] [32] . Autoregressive (AR), moving average (MA), autoregressive moving average (ARMA), and autoregressive integrated moving average (ARIMA) are the methods to build a time-series model. The literatures [28, 29] using an ARMA model to fit the wind speed spectrum function and to establish the wind speed model. The literature [14] has applied a time-series modeling theory based on a higher-order statistics method. The reconstructed ARMA model for a short time series performs good robustness and high precision. The Markov random process model is another kind of data-based black box model. Based on the statistical analysis and transition probability calculation, the wind speed can be obtained [27] . A discrete-state Markov chain model (DSMC), continuous state model, and birth-and-death Markov process model are the commonly used Markov random process models. As representatives of these two types of models, the ARMA model and DSMC model are compared, as shown in Table A1 . In addition to the aforementioned models, many data-driven methods, such as neural network and support vector machine, combined with multi-source data, are used to build black box models of wind speed [33] [34] [35] .
Component Model
Component models provide another perspective on wind speed analysis. Wind speed is decomposed into different wind speed components based on the wind speed variety characteristics and time length. Two-component wind speed models and four-component wind speed models are the commonly used. Models of each wind speed component can respectively established based on the probability distribution or time-series data. In a two-component wind speed model, wind speed is the superposition of the average wind speed component and the wind turbulence component. The two-component wind speed model is widely used in time-series wind speed models [27, 28] . In this model, the instantaneous wind speed V(t) can be expressed as:
where V is the average component, and V (t) is the turbulence component. In Equation (7), the average wind speed component can be expressed as:
According to the wind profile, the average wind speed can be described with the following logarithmic distribution or exponential distribution:
where z is the height from the ground; z 0 is the roughness length of the ground surface; V* is the friction velocity; Z s is the reference height from the ground; k is the Karman constant; and α is the wind profile index. In Equation (7), the wind turbulence component is mainly described by wind spectrum and correlation functions. A commonly used Davenport spectral density function is:
where S(f ) is the spectral density function at frequency f, and K is the roughness coefficient of the ground. In the Davenport spectral, the reference height is chosen to be 10 meters. A four-component wind speed model using basic wind, gust wind, gradient wind, and random wind is used to describe the different characteristics of wind speed. The description of the four-component wind speed model is shown in Table A2 , and the comparison between the two-component and the four-component model is shown in Table A3 . In [32] , a more accurate four-component wind speed model is proposed to simulate the effects of terrain and time delay on wind speed. Two coordinate transformation matrices are used to consider the wind direction factor. The wake effect of wind turbine generators on the wind-speed distribution is considered in the proposed model.
Wind Turbine Generator Model
Types of Wind Turbine Generator
The wind turbine generator is the basic unit of a wind farm. The pitch angle system, driven train, generator, and their corresponding control systems are the major parts of the WTG model. Different types of WTGs have different physical and electromagnetic structures. When modeling a wind farm, the type of WTG should be considered in advance. The three types of WTGs that are mainly used in wind farms are a squirrel-cage induction generator (SCIG), double-fed induction generator (DFIG), and direct-driven permanent magnet synchronous generator (D-PMSG) [36] . The structures of these WTGs are respectively shown in Figure 5 .
where a=Hg/(KsHt+KsHg), b=Ht/(KsHt+KsHg), and c=KsHg(Ht+Hg)/2HtHg; Ht and Hg are the rotor inertial time constant of the wind turbine and the generator, respectively; Tm is the mechanical torque of the wind turbine; Pm is the mechanical power; Ks is the shafting stiffness coefficient; x1 and x2 are the stator reactance and the rotor reactance of generator, respectively; r2 is the rotor resistance; s is the slip; U is the terminal voltage; and t is the failure duration.
2) DFIG: The DFIG permits speed ranges from 75% to 125% of the synchronous speed. The control strategies of the DFIG is complex, and there are various converters and controllers with a lot of parameters.
3) D-PMSG: Without a variable speed gearbox, the D-PMSG can avoid the possibility of operation and maintenance problems. The advantages of D-PMSG wind turbines include their wide adaptive range of wind speed, and the simple but flexible control of active and reactive power. Due to the fault isolation feature of the full-scale power converter, the generator and the generator side converter can be ignored when analyzing the system transient states, and only aggregate the grid side converters and their control systems [36, 39, 40] .
The SCIG is the earlier designed WTG, and is usually installed in small-scale wind farms. The DFIG is one of the most widely installed WTGs due to its higher capability, lower investment, and flexible control. In recent years, the D-PMSG has undergone rapid development, especially in offshore wind farms. 
Single WTG Aggregation Model
When all the generators of a wind farm are aggregated to one generator, the wind farm is represented by a single WTG aggregation model. The single WTG aggregation model can be considered as a "single wind turbine + single generator" model, or a single WTG aggregation model for short. In a single WTG aggregation model, all wind turbines as well as generators are respectively aggregated to one wind turbine and one generator. Parameters of various units, such as the capacity, the active power, and the mechanical power of the wind turbines and the generators are aggregated as the parameters of the equivalent wind farm. The process of the aggregation is shown in Figure 6 . Different WTGs have different configurations and need to be modeled with different methods. Here, we present some typical modeling processes for these WTGs. The comprehensive mathematical model of the WTGs can be found in [36] [37] [38] [39] [40] [41] .
(1) SCIG: The typical modeling of a SCIG can be carried out by the following steps [37, 38] . First, the wind farm is set with a constant speed. Then, the rotor speed of the wind turbines is selected after the fault as the clustering indexes [36, 38] . Finally, WTGs are divided into different units with the K-means clustering algorithm. Once the output power, the terminal voltage, and the fault duration time are determined, the clustering index τ can be calculated accordingly as:
where
, and c = K s H g (H t + H g )/2H t H g ; H t and H g are the rotor inertial time constant of the wind turbine and the generator, respectively; T m is the mechanical torque of the wind turbine; P m is the mechanical power; K s is the shafting stiffness coefficient; x 1 and x 2 are the stator reactance and the rotor reactance of generator, respectively; r 2 is the rotor resistance; s is the slip; U is the terminal voltage; and t is the failure duration.
(2) DFIG: The DFIG permits speed ranges from 75% to 125% of the synchronous speed. The control strategies of the DFIG is complex, and there are various converters and controllers with a lot of parameters.
(3) D-PMSG: Without a variable speed gearbox, the D-PMSG can avoid the possibility of operation and maintenance problems. The advantages of D-PMSG wind turbines include their wide adaptive range of wind speed, and the simple but flexible control of active and reactive power. Due to the fault isolation feature of the full-scale power converter, the generator and the generator side converter can be ignored when analyzing the system transient states, and only aggregate the grid side converters and their control systems [36, 39, 40] .
The SCIG is the earlier designed WTG, and is usually installed in small-scale wind farms. The DFIG is one of the most widely installed WTGs due to its higher capability, lower investment, and flexible control. In recent years, the D-PMSG has undergone rapid development, especially in offshore wind farms.
When all the generators of a wind farm are aggregated to one generator, the wind farm is represented by a single WTG aggregation model. The single WTG aggregation model can be considered as a "single wind turbine + single generator" model, or a single WTG aggregation model for short. In a single WTG aggregation model, all wind turbines as well as generators are respectively aggregated to one wind turbine and one generator. Parameters of various units, such as the capacity, the active power, and the mechanical power of the wind turbines and the generators are aggregated as the parameters of the equivalent wind farm. The process of the aggregation is shown in Figure 6 . 
When all the generators of a wind farm are aggregated to one generator, the wind farm is represented by a single WTG aggregation model. The single WTG aggregation model can be considered as a "single wind turbine + single generator" model, or a single WTG aggregation model for short. In a single WTG aggregation model, all wind turbines as well as generators are respectively aggregated to one wind turbine and one generator. Parameters of various units, such as the capacity, the active power, and the mechanical power of the wind turbines and the generators are aggregated as the parameters of the equivalent wind farm. The process of the aggregation is shown in Figure 6 . In a single WTG aggregated model, there are two kinds of aggregation methods [41] . One aggregates wind turbines with equivalent incoming wind. When winds are different, the average wind speed of individual winds has been used as the equivalent wind. The other aggregates wind turbines along with generators with variable equivalent compensating capacitors to approximate the WTGs under different wind speed situations. The literature [42] has obtained the wind speed input of wind turbines according to the power coefficient curve and their coordinate positions, which is suitable for all wind farms, regardless of the number of wind turbines.
Since all the WTGs are aggregated to a single WTG, the equivalent aggregation modeling of wind farms can be considered as part of the modeling of a WTG, where the WTG types are considered the main aspect, and the other working conditions are considered as secondary.
The literature [43] has proposed an aggregated DFIG model based on a third-order quasi-sinusoidal model with simplifications of the transformer voltage and the grid-side converter. The literature [40] has taken the D-PMSG as an example, and established the single aggregation model by using the volume-weighted method. The performance comparison between the detailed model and multi-machine aggregation model is made to validate the practicability of the aggregating method. The literature [44] proposed an aggregated method of D-PMSG-based wind farms. It points out that the D-PMSG wind turbine has three operating regions: the variable speed operating region, the constant speed, the variable power operating region, and the constant power In a single WTG aggregated model, there are two kinds of aggregation methods [41] . One aggregates wind turbines with equivalent incoming wind. When winds are different, the average wind speed of individual winds has been used as the equivalent wind. The other aggregates wind turbines along with generators with variable equivalent compensating capacitors to approximate the WTGs under different wind speed situations. The literature [42] has obtained the wind speed input of wind turbines according to the power coefficient curve and their coordinate positions, which is suitable for all wind farms, regardless of the number of wind turbines.
The literature [43] has proposed an aggregated DFIG model based on a third-order quasi-sinusoidal model with simplifications of the transformer voltage and the grid-side converter. The literature [40] has taken the D-PMSG as an example, and established the single aggregation model by using the volume-weighted method. The performance comparison between the detailed model and multi-machine aggregation model is made to validate the practicability of the aggregating method. The literature [44] proposed an aggregated method of D-PMSG-based wind farms. It points out that the D-PMSG wind turbine has three operating regions: the variable speed operating region, the constant speed, the variable power operating region, and the constant power and variable pitch-angle operating region, where γ 1 , γ 2 , and γ 3 are used to represent the operating characteristics. The clustering index γ can be defined as follows:
where γ 1 = Ω r /Ω max , γ 2 = (C p /λ 3 )/(C p /λ 3 ) max , γ 3 = β/β max ; C p is the utilization efficiency of wind energy; λ is the tip speed ratio of wind turbines; Ω r is the wind rotor speed; and β is the pitch angle. This aggregation method reflects all of the operating characteristics of D-PMSG wind turbines. The literature [39] takes the pitch-angle control actions of WTGs as the clustering principles, and uses the support vector machine to cluster WTGs. The aggregation contains initial speed, mechanical torque, electromagnetic torque, and the feature vector reflecting the pitch angle control action. The literature [45, 46] gives a type of wind farm model that portrays the capability of set-point tracking under intermittent wind conditions. The characteristics of this model in depicting the set-point operation under the automatic generation control are also proved by simulation.
A single WTG aggregation model generally adopts the capacity-weighted average method to calculate the equivalent parameters. The aggregated parameters are expressed as:
where S is the capacity of wind turbines; δ is the weighting coefficient of capacity; X is the parameter of the generator; and A, C, and V are the wind area, wind energy utilization coefficient, and wind speed, respectively. Capacity weighted is a simple multiplier progress with relatively low accuracy. Some improved models, such as the improved equal weighted model and the reduced-order variable-scale equivalent model, are used instead to improve the accuracy [47] . Meanwhile, artificial intelligence can be introduced to improve the accuracy of the single WTG aggregation, and to calculate the aggregation parameters [48] [49] [50] [51] .
The single WTG model is a good choice when it meets the accuracy requirements. However, when the working conditions or control parameters of different WTGs are large, the single aggregation model will have large errors. The error introduced by single aggregation model may lead to protection misoperation, followed by a series of abnormal chain reactions. Besides, a single WTG aggregation model cannot be used when a wind farm consists of different types of WTGs.
Multi-WTG Aggregation Model
The wind turbine and the generator are the two major parts of a WTG. When aggregation modeling WTGs, these two parts can be respectively aggregated. The multi-WTG aggregation model is suitable for wind farms with constant or variable speed.
Aggregation of Wind Turbines
When wind conditions, land form, wake effect, and time delay for different wind turbines are respectively considered, wind turbines are firstly divided into several different regions, and then wind turbines in the same region are aggregated into one wind turbine. The simplified process of this aggregation is shown in Figure 7 . Figure 7 . Wind turbine aggregation is appropriate for the dynamic modeling of the wind farms when the differences in working conditions are large. The literature [52, 53] has pointed out that this model has some restrictions in the application of simulation because of its inherent structure changes.
Due to the wake flow, the input speed of the downstream turbine is lower than that of the upstream turbine. The main factors of wake effect are the distances between wind turbines, the characteristics of thrust and power, and the turbulence intensity. The energy fluctuations could range from 2% to 30%. The wake effect is generally described by the Lissaman model and the Jensen model. The Jensen model simulates the wake effect in a flat area, and the Lissaman model simulates a non-uniform wind field. Sometimes, these two models are combined and used to deal with complex terrain. The literature [42] discusses three models of wake effect, where the wind shade, shear effect, and wind direction are considered. In [54, 55] , the wake effect models of flat or complex terrain are introduced.
Regardless of the wind speed attenuation, when the upstream turbines receive wind speed mutation, the downstream wind speed changes after a period. This situation is called the time delay effect. Compared with the time wake effect, the time delay effect introduces a lower impact on wind farms. The wind farm is divided into the "flat terrain" and the "complex terrain" situation, representing the regular area and irregular area, respectively, to illustrate the influence of the wake effect.
(1) Flat terrain (regular area): Wind farms located offshore, or on non-obstructed flat ground can be considered as regularly on the main wind direction. WTGs are divided into the different clusters according to the types, the capacity, and the position relationship of the wind turbines. The minimum distance between turbines is three to five times the blade diameter within the same row, and five to nine times the blade diameter between rows [56] . The literature [57] has proposed a cluster division method according to the arrangement of wind turbines in wind farms, where wind farms are classified into the horizontal wind farm, vertical wind farm, and the mixed wind farm, as shown in Figure 8 . 
Aggregation of Generators
When the types of WTGs are different, or the operating condition differences between the same kinds of wind turbine is large, the generators of WTGs should be respectively aggregated. There are two ideas for the division of wind turbines [8] :
1) Wind turbines with the same or similar operating states have the same or similar transient response characteristics. Therefore, selecting the physical quantities that reflect the operating states is a proper method for turbine division.
2) The division is carried out according to the types of WTGs, considering transient response characteristics such as the slip homology or the transient voltage characteristic curve [62] .
For a large-scale wind farm, the WTGs can be firstly divided into different classes based on (2) Complex terrain (irregular area): In practice, the spatial distribution location of WTGs results in different operating states of different turbines. Therefore, "complex terrain" is more in line with wind farms located in hill or mountain areas. The literature [58] has proposed a cluster method based on a constructed diffusion distance measure. First, the power output of each wind turbine is assumed to be a random process with Markovian characteristics; then, the overall process of all the turbines is represented by a Markov transition matrix that is constructed from real data by building a graph with Gaussian weights; finally, the spectral theory is applied to identify the number of clusters and map the original wind turbines to the appropriate cluster. Furthermore, this method has been developed to address the non-linearity and robustness issues in the K-means clustering process, which is a big success in cluster analysis. In [59] , a method of probabilistic unit division is proposed. By means of the support vector clustering (SVC) algorithm and according to the historical data of wind speed and direction in one year, the biggest probability of wind speed and direction is used to determine the cluster numbers of wind turbines. The probabilistic clustering requires an initial, one-off, offline analysis of generally available wind farm data (wind measurements at the site, wind farm layout, and electrical parameters of the equipment) to determine the most probable aggregate model of the wind farm, and subsequently leads to a simple aggregate model and short simulation times. However, further study is needed to improve the accuracy of this model, because even the biggest probability is less than 10%. Moreover, the literature has proposed a new algorithm based on fuzzy logic for the wind turbine models [60] , and chosen the roots of the mechanical transient characteristic equation for generators as the clustering index for the aggregation modeling of wind farms [61] .
When the types of WTGs are different, or the operating condition differences between the same kinds of wind turbine is large, the generators of WTGs should be respectively aggregated. There are two ideas for the division of wind turbines [8] .
(1) Wind turbines with the same or similar operating states have the same or similar transient response characteristics. Therefore, selecting the physical quantities that reflect the operating states is a proper method for turbine division.
(2) The division is carried out according to the types of WTGs, considering transient response characteristics such as the slip homology or the transient voltage characteristic curve [62] .
For a large-scale wind farm, the WTGs can be firstly divided into different classes based on their types, and then be divided into different groups based on the operation conditions. Each group of WTGs under similar operation states is aggregated to one WTG. Figure 9 shows the simplified process of the multi-machine aggregation. 
Wind Turbine Generator Transmission Aggregation Model
For a large-scale wind farm, the transmission line and the transformers influence the precision of the aggregation model. Aspects of the WTG transmission system include the layout of wind farms, the size and type of conductors, and the delivery method. The aggregation of the WTG transmission model consists two parts, respectively, the circuit aggregation at the aggregation bus, and the transformer aggregation. 1) Circuit aggregation: The cable and overhead line are the main types of transmission lines, and are sometimes used together in large-scale wind farms. The cable is relatively unaffected by the environment changes, but the high charging capacitance of the cable may lead to single-phase to ground fault. Overhead lines have a negligible charging capacitor with low voltage and short length. The wire of the overhead line is exposed in the air and is strongly influenced by the environment. When facing severe weather conditions, such as for instance overhead transmission line icing, the safety and reliability are decreased. In a wind farm with hybrid lines, the cables are often constructed in the central region, while the overhead lines are constructed in scattered areas. The cable charging capacitance is 20 to 25 times that of the overhead line, so the susceptance in cables needs to be considered when calculating the equivalent circuit.
There are three types of connection method that WTGs connect to an aggregation bus: the trunk type, the chain type, and the compound type. Three connection modes of WTGs, and the equivalent aggregation model of the WTG transmission line, are respectively shown in Figure 10 .
The aggregation of the trunk type in Figure 10a , Zeq-tr, can be expressed as: The multi-machine aggregated model mainly includes the wind turbine parameters and the generator parameters. To make the distinction, the parameters can be classified into the steady and the transient parameters according to the nature, and these parameters can be subsequently classified according to the sensitivity. The way of parameter aggregation greatly affects the accuracy and validity of the model. At present, there are two kinds of parameter aggregation methods, respectively, the frequency-domain aggregation and the time-domain aggregation. More specifically, the characteristics of these two aggregation methods are:
(1) Frequency-domain aggregation: The frequency characteristics of wind turbines can be fitted effectively. First, the transfer functions of wind turbines are aggregated according to the features of the transfer function of each unit, and then fit to the frequency characteristics of the transfer function, finally obtaining the best fitting point corresponding to the actual response. The least square method can be used for this aggregation method [63, 64] .
(2) Time-domain aggregation: The aggregation parameters can be adjusted by means of intelligent algorithms such as the genetic algorithm [48] and the neural network algorithm [35] , until the aggregation model satisfies the accuracy requirements. The literature [65] has compared several optimization methods, i.e., the basic genetic algorithm, Hopfield neural network, and basic ant colony algorithm, in time complexity, space complexity, and the difficulty of realization by using a paired comparison matrix evaluation method. In this evaluation, the ant colony algorithm has the best performance. However, no single optimization algorithm cannot be considered the best or worst based on one application, as for some applications, one may be better than the others [66] .
For a large-scale wind farm, the transmission line and the transformers influence the precision of the aggregation model. Aspects of the WTG transmission system include the layout of wind farms, the size and type of conductors, and the delivery method. The aggregation of the WTG transmission model consists two parts, respectively, the circuit aggregation at the aggregation bus, and the transformer aggregation.
(1) Circuit aggregation: The cable and overhead line are the main types of transmission lines, and are sometimes used together in large-scale wind farms. The cable is relatively unaffected by the environment changes, but the high charging capacitance of the cable may lead to single-phase to ground fault. Overhead lines have a negligible charging capacitor with low voltage and short length. The wire of the overhead line is exposed in the air and is strongly influenced by the environment. When facing severe weather conditions, such as for instance overhead transmission line icing, the safety and reliability are decreased. In a wind farm with hybrid lines, the cables are often constructed in the central region, while the overhead lines are constructed in scattered areas. The cable charging capacitance is 20 to 25 times that of the overhead line, so the susceptance in cables needs to be considered when calculating the equivalent circuit.
There are three types of connection method that WTGs connect to an aggregation bus: the trunk type, the chain type, and the compound type. Three connection modes of WTGs, and the equivalent aggregation model of the WTG transmission line, are respectively shown in Figure 10 . It should be noted that the line loss before and after the equivalence should be equal to each other. Moreover, the objective and working conditions should be considered in the aggregation simplification of WTG transmission topology. The literature [67] has considered the series or parallel relationship of the collector circuits, and proposed an equivalent model based on the parameter transformation. The power aggregation system is usually designed considering the maximum wind power output and the lowest installation and operation cost. The literature [68] has proposed an optimization model for the WTG transmission system of an offshore wind farm that can take different cable cross-sections into account. The literature [69] has also proposed a procedure to optimize the wind turbine location and the line connection topology, by using the genetic algorithm and the ant colony algorithm. The wake effect, the real cable parameters, and the wind speed series are considered when establishing an economical and efficient aggregation model for the offshore wind farm. The aggregation of the trunk type in Figure 10a , Z eq-tr , can be expressed as:
where P zi is the total power of Z i .
Similarly, the aggregation of the chain type, Z eq-ch , and the compound type, Z eq-co , are respectively shown in Figure 10b ,c, and can be respectively expressed as:
(18) Figure 11 shows the equivalent circuit of the aggregated WTG transmission system. As for the susceptance branch of the cable line, the voltage difference inside the wind farm can be ignored, and the equivalent susceptance equals the sum of all the susceptance of the branches, that is:
where B i is the susceptance of the line connected with the i-th wind turbine.
13 It should be noted that the line loss before and after the equivalence should be equal to each other. Moreover, the objective and working conditions should be considered in the aggregation simplification of WTG transmission topology. The literature [67] has considered the series or parallel relationship of the collector circuits, and proposed an equivalent model based on the parameter transformation. The power aggregation system is usually designed considering the maximum wind power output and the lowest installation and operation cost. The literature [68] has proposed an optimization model for the WTG transmission system of an offshore wind farm that can take different cable cross-sections into account. The literature [69] has also proposed a procedure to optimize the wind turbine location and the line connection topology, by using the genetic algorithm and the ant colony algorithm. The wake effect, the real cable parameters, and the wind speed series are considered when establishing an economical and efficient aggregation model for the offshore wind farm. 2) Transformer aggregation: Generally, a box transformer substation is adopted to aggregate all of the transformers and keep the voltage drop equal to the sum of all the box transformer substations. The equivalent reactance, Z trans-eq , can be expressed as follows [70] :
where Z trans is the reactance of one box transformer, and n is the number of the transformers to be aggregated.
Conclusions
In this article, a comprehensive survey of aggregation modeling for wind farms was carried out. In wind speed modeling, component models can be used in conjunction with probability distribution models or time-series models when analyzing different characteristics of wind speed. It should be noted that the line loss before and after the equivalence should be equal to each other. Moreover, the objective and working conditions should be considered in the aggregation simplification of WTG transmission topology. The literature [67] has considered the series or parallel relationship of the collector circuits, and proposed an equivalent model based on the parameter transformation. The power aggregation system is usually designed considering the maximum wind power output and the lowest installation and operation cost. The literature [68] has proposed an optimization model for the WTG transmission system of an offshore wind farm that can take different cable cross-sections into account. The literature [69] has also proposed a procedure to optimize the wind turbine location and the line connection topology, by using the genetic algorithm and the ant colony algorithm. The wake effect, the real cable parameters, and the wind speed series are considered when establishing an economical and efficient aggregation model for the offshore wind farm.
(2) Transformer aggregation: Generally, a box transformer substation is adopted to aggregate all of the transformers and keep the voltage drop equal to the sum of all the box transformer substations. The equivalent reactance, Z trans-eq , can be expressed as follows [70] :
In this article, a comprehensive survey of aggregation modeling for wind farms was carried out. In wind speed modeling, component models can be used in conjunction with probability distribution models or time-series models when analyzing different characteristics of wind speed. In WTG modeling, a single model delivers satisfactory precision, low computational complexity, and low simulation time when modeling small-scale wind farms. However, when dealing with wind farms consisting of different types of WTGs, or where WTGs work under obvious working condition differences, the single aggregation model may have big errors. The multi-WTG aggregated model should be used in these situations. The aggregation model has high precision when the parameters and working conditions of WTGs in a same aggregation group are close to each other. Meanwhile, when building an aggregation model of a wind farm with large spatial distribution, both circuit aggregation and the transformer aggregation should be considered.
Aggregation modeling is an equivalent simplification for a wind farm, while its legitimate precision is maintained. Based on different aggregation purposes, different division methods of WTGs, simplified hypotheses, and the selection of aggregation types and algorithms can be applied, by which the precision of a wind farm aggregation model is influenced. With more simplified hypotheses and simpler WTG division, the aggregation model will have lower precision, as well as lower computational complexity. Otherwise, the aggregation of a WTG controller under different control strategies and working points is difficult, and the non-linear characteristic of power electronic components may also reduce the precision. Simulations in [71] [72] [73] showed that when an appropriate aggregation method is chosen, the precision of a wind farm equivalent aggregation model could be as high as 97% of the detailed model, while the complexity is greatly reduced. Meanwhile, the dynamic or transient characteristics of the wind farm for some specific incidents (such as low voltage ride-through behaviors or responses to low-frequency oscillation) are maintained in the aggregation model. Overall, the low complexity and easy application lead to the aggregation models being used more often, compared with detailed models.
Apart from the typical research aforementioned, other techniques in wind farm aggregation modeling should be focused on in the future, such as the methods of actual data selection, the guarantee of the typicality and effectiveness of the collected data, the identification of the important parameters, the prevention of algorithms getting trapped in local optimizations, and the clustering methods considering the large disturbances, the low-frequency oscillations, or the subsynchronous resonance. 
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where x(k) is the output sequence; a(k) is the zero mean white noise; αi and βj are the autoregressive coefficient and moving average coefficient, respectively; and n and m are autoregressive and moving average order number, respectively. 
where x(k) is the output sequence; a(k) is the zero mean white noise; αi and βj are the autoregressive coefficient and moving average coefficient, respectively; and n and m are autoregressive and moving average order number, respectively. Expression
where x(k) is the output sequence; a(k) is the zero mean white noise; α i and β j are the autoregressive coefficient and moving average coefficient, respectively; and n and m are autoregressive and moving average order number, respectively.
where N ij and T i are the number of transitions from state i to j and remaining time in state i, respectively. In the Markov model, the time remaining in each state follows the exponential distribution.
Characteristic
"
Better autocorrelation features of the original data; " Some negatives produced in simulation cause a certain error in fitting degree of the probability distribution characteristics; "
A large number of historical data limits the application.
Keep the probability distribution characteristics and autocorrelation properties of the sample; " Model parameters remain, estimating and selective problems between accuracy and complexity. Table A2 . The four components of the wind speed model.
Component Description Schematic
Basic wind (Average wind speed) Table A2 . The four components of the wind speed model.
Basic wind (Average wind speed)
where A is the scale parameter of the Weibull distribution; K is the shape parameter; and Γ is the gamma function. 
where t1 and T are the start time and the period , respectively; and Vmax is the maximum value of the gust wind. 
where t1 and t2 are the start time and the terminal time, respectively; and Vr max is the maximum value of the gradient wind. Random wind (Random fluctuation)
where φi are the random variables; and KN, F, μ, N, and ωi are the coefficient of surface roughness, the range of disturbance, the average wind speed of relative height, the Gust wind (Sudden change)
T )] where t 1 and T are the start time and the period, respectively; and V max is the maximum value of the gust wind.
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where φi are the random variables; and KN, F, μ, N, and ωi are the coefficient of surface roughness, the range of disturbance, the average wind speed of relative height, the 
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where A is the scale parameter of the Weibull distribution; K is the shape parameter; and Γ is the gamma function.  Without constraint over the probability distribution and frequency change of wind speed, the generated wind speed sequence is quite different from reality.
 The wind speed curve clearly shows the differences between the high-frequency and low-frequency components.
Applicability
 Given no calculation method of gust component parameters, it can only simulate simple situations.
 A narrow range of wind speed could be covered.  Cannot reflect the various trend of wind speed changes.
Legenda: ■ -Small; ■■ -Medium; ■■■ -Strong.
Random wind (Random fluctuation)
where φ i are the random variables; and K N , F, µ, N, and ω i are the coefficient of surface roughness, the range of disturbance, the average wind speed of relative height, the number of sampling points, and the frequency of each frequency band, respectively.
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where A is the scale parameter of the Weibull distribution; K is the shape parameter; and Γ is the gamma function. where t1 and t2 are the start time and the terminal time, respectively; and Vr max is the maximum value of the gradient wind.  Without constraint over the probability distribution and frequency change of wind speed, the generated wind speed sequence is quite different from reality.
Applicability
Legenda: ■ -Small; ■■ -Medium; ■■■ -Strong. Without constraint over the probability distribution and frequency change of wind speed, the generated wind speed sequence is quite different from reality.
"
The wind speed curve clearly shows the differences between the high-frequency and low-frequency components.
Applicability " Given no calculation method of gust component parameters, it can only simulate simple situations.
" A narrow range of wind speed could be covered. "
Cannot reflect the various trend of wind speed changes.
Legenda: -Small; -Medium; -Strong.
