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i , j , k Indeks
I Slika
K Kalibracijska matrika
M Projekcijska matrika, ki opisuje premik
N Število
P Projekcijska matrika, pogosto tudi zastopa lego kamere
R Rotacijska matrika
s Faktor skale, skala
t Translacijski vektor
x Točka na slikovni ravnini
X Točka v prostoru
X Oblak točk
Tabela 1: Pogosto uporabljeni simboli
xv
xvi Seznam uporabljenih simbolov
Povzetek
Delo predstavlja pristop k razvoju metode, s katero bo brezpilotno plovilo detek-
tiralo ovire, ki so zunaj dosega stereo para kamer. Algoritem temelji na geometriji
dveh pogledov s konceptom strukture iz gibanja. Poleg kamer upošteva tudi iz-
hode ostalih senzorjev na robotu, ki se uporabljajo za določanje lege kamere.
Predlagan pristop se opira na iskanje primernih parov v podatkovnem zalogov-
niku, ki hrani pretekle podatke zajetih slik. Prostor iskanja parov slik zmanǰsa z
uporabo rojenja k-povprečij in drugih geometrijskih lastnosti lege kamer. Izhod
algoritma je naraščajoči oblak točk, ki je na voljo metodam detekcije ovir in plani-
ranja poti. Opravljeni so bili eksperimenti, s katerimi sta se ocenila ponovljivost
detektorjev in vpliv negotovosti detekcij na rekonstrukcijo oblakov točk.
Ključne besede: računalnǐski vid, struktura iz gibanja, 8-točkovni algori-





This thesis proposes an approach to a method, used by an Unmanned Surface
Vehicle (USV) to detect obstacles, that are outside the range of onboard stere-
oscopic camera pair. Algorithm is based on a concept of Structure from motion
using two-view geometry. It also utilizes data from other available sensors, such
that are used to assess the camera pose. The proposed approach relies on fin-
ding suitable pairs in the data buffer, that contains various data of previously
captured images. Search of image pairs is reduced by implementing k-means clu-
stering with respect to other geometric constraints on camera poses. Algorithm
is building a growing point cloud, which is available to obstacle detection and
path planning procedures. We have conducted experiments, which evaluate the
detector repeatability and determine the effect of detection uncertainty on point
cloud reconstruction.
Key words: Computer vision, Structure from motion, 8-point algorithm,






V zadnjih nekaj desetletjih je področje računalnǐskega vida napredovalo do točke,
kjer je postalo del naše vsakdanje uporabe, četudi se morda tega ne zavedamo.
Bodisi gre za detekcijo obrazov na slikah družabnih omrežij, iskanje slik v spletnih
brskalnikih ali za prepoznavanje avtomobilskih tablic, računalnǐski vid je omogočil
korak naprej v razvoju tako zabavne elektronike kot industrijske tehnike.
Računalnǐski vid je postal nepogrešljiv tudi na področju robotike, saj z
različnimi pristopi omogoča robotom zavedanje okolice na podlagi slike. Težava,
ki pogosto nastane pri zavedanju okolice tridimenzionalnega sveta iz dvodimen-
zionalne slike, je pomanjkanje slikovne globine, ki se pri zajemu slike izgubi.
Obstaja več pristopov računalnǐskega vida, ki to problematiko rešujejo, kot na
primer stereo vid in struktura iz gibanja. Mobilni roboti, ki večinoma upora-
bljajo računalnǐski vid pri detekciji ovir in planiranju poti, so pogosto opremljeni
s stereo parom kamer. Stereoskopski vid z dvema kamerama na znani razdalji
pridobi globinsko sliko, vendar deluje le na kratkem območju do nekaj metrov,
kar je odvisno od razdalje med kamerama.
Struktura iz gibanja [3] je nadgradnja stereoskopskega vida na način, kjer par
kamer ne potrebuje fiksnega vpetja. To pa omogoči pridobivanje globine z eno
kamero, ki se premika z robotom, in namesto druge kamere upošteva pretekle
slike. Za uspešno pridobivanje globine struktura iz gibanja potrebuje v obeh
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slikah korespondenčne značilne točke, ki niso občutljive na rotacijo in skalo, ter
primeren postopek iskanja parov med preteklimi slikami. V ta namen obstaja
kar nekaj metod detektorjev in deskriptorjev značilnih točk, od katerih se bodo v
delu uporabile in preizkusile najprimerneǰse tri: SIFT [4], SURF [5] in ORB [6].
Namen dela je zgraditi celoten algoritem od zajema slik do rekonstrukcije
točk, ki bo med vožnjo gradil oblak točk. Izhod algoritma, oblak točk, se bo
upošteval pri detekciji oddaljenih ovir in načrtovanju poti.
1.1 Pregled področja
Področje robotike se precej posveča razvoju avtonomnih brezpilotnih vozil. Brez-
pilotno vozilo je vozilo brez posadke, ki je lahko daljinsko vodeno ali pa popolnoma
avtonomno. Delijo se glede na prostor, v katerem vozilo deluje, in sicer:
• brezpilotna zračna vozila (angl. Unmanned Aerial Vehicle - UAV ),
• brezpilotna kopenska vozila (angl. Unmanned Ground Vehicle - UGV ),
• brezpilotna vesoljska vozila (angl. Unmanned Spacecraft) ter
• brezpilotna pomorska vozila (angl. Unmanned Maritime Vehicle - UMV ).
Ta se delijo še na:
– brezpilotna podvodna vozila (angl. Unmanned Undersea Vehicle -
UUV , tudi Autonomous Underwater Vehicle - AUV ) in
– brezpilotna plovila (angl. Unmanned Surface Vehicle - USV , tudi
Autonomous Surface Craft - ASC )
Pri razvoju avtonomnih robotskih vozil zavedanje okolice predstavlja enega
temeljnih izzivov, katerega rešitve se razlikujejo glede na področje uporabe sis-
tema in prostor, v katerem vozilo deluje. Uporablja se pri navigaciji, planiranju
poti, lokalizaciji ter detekciji in izmikanju ovir. Poleg tega lahko popolnoma avto-
nomni sistem predstavlja nevarnost za človeka, živali in materialno okolico. V ta
namen je na voljo širok nabor senzorskih elementov, ki ponujajo različne pristope
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k robotski zaznavi okolice in se delijo na svetlobne (kamera, laser), zvočne (sonar,
radar, ultrazvočni senzorji) in kontaktne.
Zavedanje okolice na podlagi vizualne informacije je od vseh naštetih človeku
verjetno še najbolj opisna oblika informacije o okolici, vendar se pri zajemu slike
s kamero izgubi pomembna informacija globinske dimenzije slike. To je mogoče
pridobiti iz dveh ali več slik, ki prikazujejo enako vsebino.
1.1.1 Brezpilotna plovila
Na Tehnološkem inštitutu Massachusetts (MIT) se že od leta 1993 ukvarjajo z
razvojem brezpilotnih plovil z namenom preprostega kartiranja obalne regije na
podlagi batimetrskih meritev. Prvo plovilo, razvito pri laboratoriju MIT Sea
Grant, se je imenovalo ARTEMIS. Šlo je za repliko ribǐske ladje, zgrajeno v
pomanǰsanem merilu, kar je zadostovalo preizkušanju navigacije in nadzornih
sistemov. [7]
Ena glavnih pomanjkljivosti sistema ARTEMIS je bila njena majhnost, kar
se je odražalo na slabši vzdržljivosti in sposobnosti plovbe v manj mirnih vodah.
Področje uporabe omenjenega plovila je bilo, zaradi znanstvenega interesa, ome-
jeno na bostonsko reko Charles. V ta namen je bilo razvito brezpilotno plovilo
na osnovi kajaka, ter opremljeno z akustičnim sistemom za sledenje rib. [8] V
nadaljevanju razvoja so na MIT razvili sistem ACES, katerega so leta 2000, po
znatni nadgradnji sistemov, preimenovali v AutoCat. Slednje je bilo namenjeno
opravljanju hidrografskih meritev. [9]
V zadnjih nekaj letih je Mednarodno društvo za sisteme brezpilotnih vozil
(angl. Association for Unmanned Vehicle Systems International - AUVSI ) zbralo
tri baze brezpilotnih platform glede na zračno, kopensko in pomorsko področje.
V statističnih poročilih brezpilotnih vozil [10] [11] [12] so leta 2013 predstavili
analizo trga vsakega posameznega področja, kjer je bilo na pomorskem področju
vključeno 564 različnih aktivnih robotskih platform. 57% tega so predstavljala
daljinsko vodena vozila, 28% UUV, 10% USV ter ostalih 5% mobilne boje, pol-
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podmornice in hibridne platforme. Večji del v poročilu zaobjetih sistemov je bil
razvit v ZDA in Združenem kraljestvu, ostale države z znatnim številom sistemov
so še Kanada, Francija, Norveška in Japonska. Z obzirom na težnostne razrede
lahko ocenjujemo, da na trgu prevladujejo večja robotska plovila, saj lahka plovila
(< 45 kg) predstavljajo le 13%, medtem ko plovila težke kategorije (> 270 kg)
predstavlajo kar 81%. [10]
1.1.2 Uporaba računalnǐskega vida pri brezpilotnih plovilih
Računalnǐski vid se pri brezpilotnih plovilih uporablja predvsem za detekcijo ovir,
ki se ločijo na stacionarne in dinamične. Stacionarne ovire so na primer obala,
pomol in zasidrane ladje, dinamične pa premikajoča se plovila, boje in drugi
nestacionarni objekti.
Večina robotskih plovil se pri detekciji ovir zanaša na ocenjevanje ravnine
morja, na podlagi katere se nato izvaja segmentacija vodne površine. Drugi se
zanašajo na globinsko sliko stereoskopskega vida, ki pa za natančnost na večjih
razdaljah potrebujejo velik razmik med kamerama, ki na manǰsih plovilih ne pride
v poštev.
Kristan et al. [13] so predlagali detekcijo ovir na podlagi segmentacije slike,
ki sliko razčleni na tri področja: morje, nebo in sredinsko področje, ki vsebuje
obalo, ladje in druge ovire ali pa horizont.
Poglavje 2
Detekcija značilnih točk in
vizualni deskriptorji
Detektor je postopek pridobivanja značilnih točk v sliki. Na področju
računalnǐskega vida je bilo predlaganih že precej različnih detektorjev, ki se v
večini aplikacij uporabljajo kot pomembna vhodna informacija nadaljnje obde-
lave. Pogosto se uporabljajo detektorji robov (e.g. Canny, Sobel, Deriche, Pre-
witt) in detektorji oglǐsč (e.g. Harris, Shi and Tomasi, FAST [14]), vendar so
predvsem namenjeni uporabi v zaprtem in nadzorovanem okolju. Pri aplikacijah,
ki delujejo v bolj dinamičnem in nepredvidljivem okolju (e.g. narava, urbano
naselje, promet), se pogosto uporabljajo bolj zapletene oblike detektorjev, kot so
detektorji SIFT [4] [1], SURF [5], GLOH, BRISK, ORB [6] in še mnogi drugi.
Prednost teh detektorjev je, da izvajajo detekcijo v prostoru skal, zaradi česar
so neobčutljivi na spreminjanje velikosti objekta na sliki. To pomeni, da bo de-
tektor pridobil ponovljive značilne točke, ne glede na oddaljenost in usmerjenost
kamere.
Vizualni deskriptor, ali slikovni opisnik, je v stroki računalnǐskega vida način
opisa lokalnih značilnic detektirane značilne točke. Opisuje osnovne karakteristike
njene okolice, kot je lahko preprosto oblika, barva, tekstura in smer, ali pa kakšna
bolj specifična oblika opisovanja, ki je odvisna od posamezne metode.
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2.1 Metode
Prepoznavanje objektov v neurejenih prizorih resničnega sveta zahteva lokalne
slikovne značilnice, na katere motnje okolice ali delno prekrivanje objekta na sliki
ne vplivata. Značilnice morajo biti vsaj deloma nespremenljive z osvetlitvijo,
projektivno transformacijo in odstopanjem podobnih objektov. Po drugi strani
pa morajo značilnice za namen prepoznavanja specifičnih objektov med mnogimi
alternativami dovolj opisne. Težavnost prepoznavanja objekta je v veliki meri
treba pripisati pomanjkanju uspeha pri iskanju primernih značilnic. [4]
Vse metode, predstavljene v nadaljevanju, uporabljajo podoben pristop k de-
tekciji in pridobivanju vizualnih deskriptorjev okolice značilnih točk ter so bile
izbrane zaradi primernosti.
2.1.1 SIFT
SIFT je postopek iskanja ključnih točk in pridobivanja lokalnih značilnic v sli-
kah. Algoritem je predlagal David Lowe leta 1999. [4] Pogosto se uporablja pri
razpoznavanju objektov, robotski navigaciji in kartiranju, združevanju slik, tri-
dimenzionalnem modeliranju, prepoznavanju gest, video sledenju in individualno
identifikacijo prostoživečih živali.
Detektor SIFT ima štiri postopke obdelave, in sicer: odkrivanje ekstremov
v prostora skal, lokalizacija ključnih točk, pripisovanje usmeritve in pridobivanje
deskriptorjev. [1] Prva faza uporablja za prepoznavanje ključnih točk, ki so poten-
cialno nespremenljive s skalo in usmerjenostjo, razliko Gaussov (angl. difference-
of-Gaussian, DoG). Iz vhodne slike so tvorjene številne slike, zabrisane z Gaus-
sovim filtrom različnih dimenzij. Postopek se ponavlja na pomanǰsanih slikah,
kar tvori nabor slik enakih dimenzij, imenovan oktava. Med sosednjimi slikami
v prostoru skale je nato pridobljena razlika med njimi, kot je to prikazano na
sliki 2.1.
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Prostor skale slike je definiran kot funkcija L(x, y, σ), ki je rezultat konvolucije
Gaussovega filtra spremenljive velikosti G(x, y, σ) in vhodne slike I(x, y)
L(x, y, σ) = G(x, y, σ) ∗ I(x, y), (2.1)
kjer je ∗ operacija konvolucije slike v x in y smeri, σ skala in Gaussov filter oblike





Slika 2.1: Prostor skale in oktave: slike, obdelane z Gaussovim filtrom različnih
velikosti (levo) in izračunane razlike med njimi (DoG, desno) (povzeto po [1])
Za uspešno detekcijo stabilnih ključnih točk SIFT uporablja iskanje mate-
matičnih ekstremov razlike Gaussov v prostoru skal D(x, y, σ), kar je lahko
izračunano iz razlik dveh sosednjih slik z upoštevanjem skalirnega faktorja k
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D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y)
= L(x, y, kσ)− L(x, y, σ)
(2.3)
V drugi fazi je na mesto vsake potencialne točke prilegan natančen model
za določanje pozicije in skale. Ključne točke so nato izbrane na podlagi stopnje
stabilnosti, ki je določena z razmerjem lastnih vrednosti Hessovih matrik. V tretji
fazi je vsaki ključni točki pripisana ena ali več usmeritev, ki temeljijo na smeri
gradienta slikovnega vzorca.
Zadnja faza za vsako ključno točko izračuna deskriptor. Za namen nespre-
menljivosti orientacije so koordinate in gradient deskriptorja zavrtene relativno
na smer orientacije ključne točke. Na mestu vsake ključne točke so v njeni okolici
izračunani histogrami usmerjenosti, ki z osmimi razdelki opisujejo usmerjenost
sosednjih slikovnih elementov znotraj posameznega okna dimenzije 4 × 4, kot je
ponazorjeno na sliki 2.2. Rezultat tega je vektor značilnic, dolžine 128 elementov
in je normiran z dolžino enot. S tem se odpravi občutljivost na razlike v osvetli-
tvi. Dolžina vektorja značilnic je lahko sicer drugačna, vendar najbolǰse rezultate
daje ravno 128-dimenzijska oblika [1].
Slika 2.2: Opisovanje okolice ključne točke s histogrami orientacije gradienta.
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2.1.2 SURF
Metodi SURF za detekcijo ključnih točk uporablja zelo preprosto aproksimacijo
Hessovih matrik. Ta pristop, skupaj z uporabo integralskih slik v prostor skal,
drastično zmanǰsa čas izračuna. Za razliko od SIFT uporablja le dve fazi postopka
obdelave, in sicer: detekcija ključnih točk in pridobivanje deskriptorjev. V prvi
fazi namesto računanja DoG, kot metoda SIFT, uporablja integralske slike, kar
omogoča hiter izračun približnega Laplacovega Gaussovega filtra (angl. Laplacian
of Gaussian, LoG) pravokotne oblike. Zaradi integralske oblike slik je časovna
zahtevnost izračuna neodvisna od velikosti filtra. Metoda SURF torej ohrani
velikost slik in spreminja le velikost filtra. [5]
Integralske slike, na drugih področjih pogosto znane kot tabele seštevka
površine (angl. Summed Area Table), so oblika podatkovne strukture in posto-
pek za hitro ter učinkovito pridobivanje seštevkov vrednosti podmnožice, omejene
s pravokotnim oknom. Posamezen element integralske slike I∑(x) na lokaciji
x = (x, y)T predstavlja vsoto vseh vrednosti slikovnih elementov vhodne slike











Slika 2.3: Računanje vsote intenzitete znotraj pravokotnega okna integralske slike
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Ko je integralska slika pridobljena, so potrebne le tri operacije seštevanja za
izračun vsote intenzitete na poljubnem pravokotnem področju slike, kar ponazarja




i(x, y) = I(C)− I(B)− I(D) + I(A) (2.5)
Za detekcijo ključnih točk se računajo determinante Hessovih matrik, ki v grobem
odkrivajo področja, kjer je determinanta največja. Hessova matrika H(x, σ) dane




Lxx(x, σ) Lxy(x, σ)
Lxy(x, σ) Lyy(x, σ)

 , (2.6)
kjer je Lxx(x, σ) konvolucija Gaussovega filtra drugega odvoda slike I, ter po-
dobno Lxy(x, σ) in Lyy(x, σ). [5]
Slika 2.4: Pridobivanje SURF deskriptorja z računanjem odzivov operatorjev
Haarovih temeljnih funkcij nad rotirano okolico elementov 4× 4.
Rezultati prve faze so nespremenljivi s skalo in lokacijo. V drugi fazi je vsaki
detektirani ključni točki pripisana ponovljiva orientacija. V ta namen se najprej
izračunajo odzivi na operator Haarovih temeljnih funkcij prvega reda v x in y
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smeri znotraj krožne okolice s polmerom dolžine 6s, kjer s predstavlja skalo, v ka-
terem je bila točka detektirana. Deskriptor je nato pridobljen iz kvadratnega okna
okolice ključne točke, ki je usmerjeno vzdolž izračunane orientacije, kot je prika-
zano na sliki 2.4. Razdeljeno je na 16 kvadratnih podpodročij, znotraj katerih so
nato pridobljeni odzivi operatorjev Haarovih temeljnih funkcij velikosi 2s, kar na
vsakem podpodročju prispeva štiri orientacijske vrednosti k deskriptorju velikosti
64 elementov. Deskriptor je nato normiran na enoto dolžine in je nespremenljiv
z rotacijo, skalo, kontrastom in deloma še na druge transformacije. [5]
2.1.3 ORB
Metoda ORB je zgrajena na osnovi robnega detektorja FAST [14] in deskriptorja
BRIEF [15]. Oba postopka se odražata z dobro zmogljivostjo in nizko računsko
zahtevnostjo. Slabost osnovnega detektorja FAST je pomanjkanje komponente
orientacije, kar metoda ORB rešuje z vpeljavo ocenjevanja orientacije oglǐsč s
t.i. centroidom intenzitete (angl. intensity centroid). Ta predpostavlja, da je
intenzivnost oglǐsča preprosto odmik iz njegovega sredǐsča in, da je pripadajoči
vektor lahko oblika opisa orientacije. Na ta način je detektor nespremenljiv z
rotacijo in neobčutljiv na šum. [6]
Deskriptor BRIEF je bitni zapis zaplate slike, zgrajen iz binarnih testov in-
tenzitete. Za zglajeno zaplato slike P je binarni test τ definiran kot




1 : P(x) < P(y)
0 : P(x) ≥ P(y)
, (2.7)
kjer je P(x) intenzivnost P v točki x in podobno za y. Značilnica je nato defini-




2i−1τ(P ; xi, yi) (2.8)
Slabost takšne oblike deskriptorja je močna občutljivost na rotacijo, kar je mogoče
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rešiti z usmerjanjem deskriptorjev BRIEF v smer orientacije ključne točke. Za
vsak niz značilnic binarnih testov dolžine n na lokaciji (xi, yi) je sestavljena ma-




x1, ... , xn
y1, ... , yn

 (2.9)
Z upoštevanjem orientacije zaplate slike θ in pripadajoče rotacijske matrike Rθ
je nato pridobljena usmerjena oblika matrike S, označena Sθ
Sθ = RθS (2.10)
pri čemer se diskretizira kot orientacije v korake po 2π/30 (12 stopinj) in sestavi
zamenjalna tabela vnaprej izračunanih vzorcev BRIEF. Na ta način je dosežena
rotacijska neodvisnost deskriptorjev metode ORB in ohranjena hitrost izračuna.
2.2 Iskanje ujemanja značilnih točk dveh slik
Iskanje najprimerneǰsega kandidata ujemanja s posamezno ključno točko je izve-
deno z iskanjem najbližjega soseda (angl. Nearest Neighbor) v podatkovni bazi
ključnih točk učnih slik. Najbližji sosed je definiran kot ključna točka z najkraǰso
Evklidsko razdaljo v prostoru deskriptorjev. Vendar pa mnoge značilnice, pri-
dobljene iz slike, nimajo uspešne korespondence z učno množico, bodisi zaradi
sprememb okolice, ali pa niso bile detektirane na učnih slikah. Zaradi tega mo-
rajo biti značilnice, ki ne dosežejo dovolj dobrega ujemanja, zavržene. Izločanje
teh z globalno mejo na razdalji ni primerno, saj so nekateri deskriptorji lahko
bolj diskriminantni kot drugi. Učinkoviteǰsa mera je pridobljena s primerjanjem
razdalje do dveh najbližjih sosedov. Takšna mera deluje bolje, saj mora za zane-
sljivo ujemanje imeti pravilnega kandidata precej bližje, kot prvega nepravilnega.
Vsekakor pa, zaradi visoke dimenzionalnosti prostora značilnic, utegne priti do
napačnih zadetkov s podobno razdaljo. [1]
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V primeru iskanja ujemanja ključnih točk dveh slik se za vsako ključno točko
ene slike ǐsče korespondenčna točka v drugi sliki. Rezultat tega je nabor parov
korespondenčnih točk, ki opisujejo enake značilne točke v dveh slikah.
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Poglavje 3
Triangulacija točk
Kamera izvaja preslikavo tridimenzionalnega sveta v dvodimenzionalno sliko.
Tretja dimenzija, globina v koordinatnem sistemu kamere, se pri tem izgubi,
vendar jo je možno pridobiti s postopki triangulacije, če imamo na voljo dve ali
več slik enakega prizora. Upoštevanje geometrije dveh slik za rekonstrukcijo v tri-
dimenzionalnem prostoru se imenuje geometrija dveh pogledov (angl. Two-View
Geometry), kjer se na podlagi korespondenčnih točk, detektiranih v obeh slikah,
ocenjuje matematični model, ki opisuje preslikavo točk iz prve kamere v drugo.
Večji del poglavja je povzet po knjigah Multiple View Geometry in Computer
Vision [2] in Computer Vision: A Modern Approach [3].
3.1 Model kamere s točkasto odprtino
Model kamere s točkasto odprtino (angl. pinhole camera model) je najprepro-
steǰsa oblika predstavljanja geometrije kamere, ki se zgleduje po principu kamere
s točkasto odprtino. Model opisuje projekcijo prostorskih točk na ravnino, skozi
skupno sredǐsče, imenovano gorǐsče ali gorǐsčna točka. Sredǐsče projekcije predpo-
stavlja izhodǐsče Evklidskega koordinatnega sistema na ravnini z = f , imenovani
slikovna ali gorǐsčna ravnina (angl. image plane, focal plane). Razdalja med
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slikovno ravnino in gorǐsčem se imenuje gorǐsčna razdalja (angl. focal length) in
označuje s f . Po principu modela je prostorska točka v svetovnih koordinatah
X = (X,Y,Z)T preslikana v točko, kjer premica, ki teče skozi točko X in gorǐsče,
seka slikovno ravnino, kot to prikazuje slika 3.1.







Slika 3.2: Slikovni koordinatni sistem (x, y) in koordinatni sistem ka-
mere (xcam, ycam)
Z upoštevanjem izreka o podobnosti trikotnikov se hitro vidi, da je
točka (X,Y,Z)T preslikana v točko (fX/Z, fY/Z, f)T na slikovni ravnini. Ne-








opisuje sredǐsčno projekcijsko preslikavo točke svetovnega koordinatnega sistema
v slikovnega. Sredǐsče projekcije je imenovano sredǐsče kamere (angl. camera
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centre), včasih tudi optično sredǐsče (angl. optical centre). Premica, ki teče nor-
malno skozi sredǐsče kamere, se imenuje optična os (angl. principal axis, principal
ray) kamere. [2]
Ker sredǐsče kamere ni nujno poravnano z gorǐsčem, je potrebno v enačbi 3.1









kjer je točka (px, py) projekcija gorǐsčne točke na slikovno ravnino. Ta preslikava






























































Zgornjo enačbo se lahko zapǐse tudi kot
x = K[I|0]Xcam, (3.4)
iz česar se razbere kalibracijsko matriko kamere K, ki opisuje geometrijo preslikave














Ta opisuje vse t.i. notranje parametre kamere: gorǐsčno razdaljo, optično sredǐsče
in velikost slikovnega elementa. Poleg teh kamero zastopajo še zunanji parametri
kamere, ki opisujejo položaj in smer kamere v znanem zunanjem koordinatnem
sistemu, in parametri distorzije leče. Ta je odvisna od modela in jo lahko zastopa
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od enega do pet parametrov. Z upoštevanjem zunanjih parametrov kamere, se
enačba 3.4 zapǐse kot
x = K[R|t]X = PX, (3.6)
kjer se zunanji in notranji parametri združijo v projekcijsko matriko P kamere,
ki opisuje preslikavo prostorske točke na slikovno ravnino z upoštevanjem lege
kamere.
3.2 Epipolarna geometrija
Epipolarna geometrija je notranja projektivna geometrija med dvema gledǐsčema,
neodvisna od strukture prizora in odvisna le od parametrov kamer ter njune re-
lativne lege. Opisuje geometrijo dveh gledǐsč in je v osnovi geometrija presečǐsča
slikovnih ravnin z epipolarno ravnino, ki jo tvorijo sredǐsči kamere in točka v pro-
storu. Prostorska točka X je preslikana na obe slikovni ravnini kot x v prvi in x′
v drugi. Kot je razvidno iz slike 3.3a, prostorska točka X, slikovni točki x in x′
in sredǐsči kamer C in C′ ležijo na isti ravnini, označeni s π. Ta ravnina se ime-
nuje epipolarna ravnina, prikazana na sliki 3.4. Presečǐsče slikovne in epipolarne
ravnine v slikovni ravnini tvori premico, ki se imenuje epipolarna črta. Ta poteka
skozi točko x oz. x′ in epipol e oz. e′, kar ponazarja slika 3.3b. Epipol je točka
na slikovni ravnini, skozi katero poteka premica, ki povezuje sredǐsči kamere. [2]
Z upoštevanjem epipolarne geometrije je dosežena pomembna omejitev, ki
pravi, da mora točka x′ ležati na epipolarni črti l′, katero tvori epipolarna geo-
metrija korespondenčne točke x. Epipolarna geometrija torej preslika točke ene
slike v premice na drugi.
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Slika 3.3: Geometrija korespondenčnih točk (povzeto po [2]).
Slika 3.4: Epipolarna geometrija (povzeto po [2]).
3.2.1 Fundamentalna matrika
Fundamentalna matrika je algebrajska oblika opisa epipolarne geometrije. Pri
paru slik, vsaki točki x pripada korespondenčna epipolarna črta l′, na kateri mora
ležati korespondenčna točka x′. Epipolarna črta l′ druge kamere je projekcija
žarka, ki teče skozi sredǐsče prve kamere in točko x.
Geometrijska izpeljava fundamentalne matrike opisuje relacijo na epipolarni
ravnini π in definira fundamentalno matriko kot
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F = [e′]×Hπ, (3.7)
kjer [e′]× predstavlja epipol druge kamere in Hπ homografijo ravnine π, medtem





kjer sta K in K′ kalibracijski matriki kamer, R in [t]× pa rotacija in translacija




Fx = 0, (3.9)
ki predstavlja izhodǐsče pri pridobivanju fundamentalne matrike iz korespon-
denčnih točk para kamer neznane lege.
Fundamentalna matrika je homogena matrika ranga 2, zapisana kot matrika
dimenzij 3× 3, sestavljena iz 8 neodvisnih razmerij in ima 7 prostorskih stopenj.
Transponiranka matrike obrne smer opisovanja geometrije, torej če F opisuje
relacijo med parom kamer (P ,P ′), bo FT opisovala relacijo v obratnem vrstnem
redu, med (P ′,P).
3.2.2 Osnovna matrika
Osnovna matrika (angl. Essential matrix ) je posebna oblika fundamentalne ma-
trike, ki se uporablja v primeru normiranih koordinatnih sistemov kamer, kar iz
enačbe 3.8 odstrani kalibracijske matrike. Ostane osnovna matrika E
E = [t]×R. (3.10)
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Korespondenčni pogoj osnovne matrike je zdaj
x̂′
T
E x̂ = 0, (3.11)
kjer so x̂ in x̂′ korespondenčne točke v normiranem koordinatnem sistemu kamere.
Normirani koordinatni sistem kamere odstrani nadaljnje upoštevanje kalibra-
cijskih matrik. Točke se preslikajo v normirani koordinatni sistem z upoštevanjem
inverza kalibracijske matrike x̂ = K−1x. Kamere, ki so bile prej opisane v obliki
P = K[R|t], so zdaj zastopane le z zunanjimi parametri P = [R|t].




Osnovna matrika ima le 5 prostorskih stopenj, namreč rotacija in translacija
prispevata vsaka po 3 prostorske stopnje, vendar se zaradi nedoločenosti skale
ena izgubi.
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3.2.3 Ocenjevanje premika kamere
S poznavanjem osnovne matrike je možno pridobiti transformacijo med kamerama
z upoštevanjem relacije v enačbi 3.10. Ob predpostavki, da se prva kamera nahaja
v izhodǐsču koordinatnega sistema, je njena projekcijska matrika P = [I|0T], kar
pomeni, da je projekcijska matrika druge kamere P ′ = [R|tT].
Ocena rotacije se pridobi z izračunom singularnega razcepa v ničelnem pro-
storu osnovne matrike
E = Udiag(1 , 1 , 0 )VT, (3.13)


























kar da dve možni rešitvi rotacijske matrike
R′ = UWVT R′′ = UWTVT. (3.15)
Translacijo se pridobi iz zadnjega stolpca matrike U , in sicer dve rešitvi
t′ = u3 t
′′ = −u3. (3.16)
Z upoštevanjem vseh rešitev je projekcijska matrika druge kamere veljavna v
katerikoli od štirih kombinacij rotacijske matrike in translacijskega vektorja
P ′1 = [R
′|t′T] P ′2 = [R
′|t′′T] P ′3 = [R
′′|t′T] P ′4 = [R
′′|t′′T], (3.17)
vendar je pravilna le ena rešitev, kjer rekonstruirane točke ležijo pred obema
kamerama.














Slika 3.5: Štiri možne rešitve rotacije in translacije kamere, ocenjene iz osnovne
matrike. Pravilna rešitev je P ′1, saj le v tem primeru vse točke ležijo pred obema
kamerama.
3.3 Struktura iz gibanja
Struktura iz gibanja (angl. Structure From Motion - SFM ) je metoda ocenjeva-
nja tridimenzionalnega položaja točk, kjer so lege kamer, ter po možnosti tudi
notranji parametri kamer, neznani in se lahko spreminjajo s časom. Metoda je
povzeta po [3].
Osnovna matrika je lahko zapisana kot E = [t]×R in je lahko parametrizi-
rana z dvema parametroma translacije (tretjega lahko zanemarimo zaradi ne-
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določenosti skale) in tremi rotacijskimi parametri. Vsak korespondenčni par nor-
miranih točk (x̂, x̂′) zagotovi en pogoj x̂TE x̂′ = 0 teh parametrov, torej se za
ocenjevanje osnovne matrike potrebuje najmanj 5 korespondenčnih parov točk.
Takšna pet-točkovna metoda velja v primeru šibke kalibracije (angl. Weak Cali-
bration), kjer so notranjih parametri kamere zanemarjeni.
Ocenjevanje fundamentalne matrike doda upoštevanje notranjih parametrov
kamere, za kar so potrebni dodatni trije korespondenčni pari točk, torej naj-
manj osem. Z razčlenitvijo korespondenčnega pogoja fundamentalne matrike
(enačba 3.9) v
























in upoštevanjem n ≥ 8 točkovnih parov korespondenc xj ↔ x
′
j, kjer j = 1, ..., n





































































































































Osem-točkovni algoritem za izračun fundamentalne matrike uporablja homogeno
linearno metodo najmanǰsih kvadratov. Metoda združuje šibko kalibracijo in
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ocenjevanje gibanja. Prvi jo je predlagal Longuet-Higgins leta 1981 [16], Hartley
pa je metodo nadgradil z normiranjem korespondenčnih točk [17].
Osem-točkovni algoritem združuje vse, v poglavju opisane metode, in je po-
stopkovno prikazan v nadaljevanju.
Algorithm 1: 8-točkovni algoritem (povzeto po [3])
1. Ocenjevanje fundamentalne matrike F
(a) Izračun Hartleyjevih transformacijskih matrik normiranih točk T in




(b) Uporaba homogene linearne metode najmanǰsih kvadratov za
















(c) Izračun singularnega razcepa (angl. Singular Value Decomposition -
SVD) Udiag(r , s , t)VT matrike F̃ ter vsiljevanje drugega reda
matrike F = Udiag(r , s , 0 )VT.
(d) Denormiranje pridobljene fundamentalne matrike F = T TFT ′.
2. Ocenjevanje osnovne matrike E
(a) Izračun osnovne matrike Ẽ = KTFK′.
(b) Vsiljevanje drugega ranka osnovni matriki E = Udiag(1 , 1 , 0 )VT, kjer
je UWVT rezultat singularnega razcepa matrike Ẽ .
3. Ocenjevanje rotacije in translacije [R|tT]
(a) Izračun dveh možnih rešitev rotacijske matrike R′ = UWVT in
R′′ = UWTVT ter dveh možnih rešitev translacije t′ = u3 in
t′′ = −u3, kjer je u3 tretji stolpec matrike U
(b) Izbira rešitve kombinacij ocenjenih R′, R′′ in t′, t′′, kjer se
rekonstruirane točke nahajajo pred obema kamerama.
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3.3.2 Nadgradnja osem-točkovnega algoritma s postopkom RANSAC
Osem-točkovni algoritem za izračun potrebuje osem korespondenčnih točk, ki
jih je treba primerno izbrati iz nabora vseh, ki so na voljo. Ker ni nujno, da
so vse korespondence veljavne in pravilno ocenjene, je treba algoritem nadgra-
diti z robustno metodo za izbiranje teh osmih točk. RANSAC (angl. RAndom
SAmple Consensus) je robustna iterativna metoda za ocenjevanje parametrov
matematičnega modela iz množice podatkov, ki lahko vsebuje osamelce. Metoda
v vsaki iteraciji iz množice izbere n naključnih kandidatov, na podlagi katerih
zgradi matematični model in oceni število ostalih vzorcev v množici, ki ustrezajo
modelu. Po ustreznem številu iteracij se izbere matematični model, ki je imel
najbolǰso oceno oziroma je zastopal največ vzorcev iz množice.
Ocenjevanje matematičnega modela se izvaja s kriterijsko funkcijo, ki upošteva
razdaljo točke na sliki do epipolarne črte korespondenčne točke iz druge slike.
Korespondenčni točki se smatrata kot osamelec, če kriterijska funkcija oceni,
da ena točka leži predaleč od epipolarne črte. Če ocenjeni model v trenutni
iteraciji dobro opisuje več točk kot do zdaj najbolǰsi, se posodobi in nadaljuje s
preiskovanjem naključno izbranih točk. Po N iteracijah vrne model z najbolǰso
oceno.
3.4 Rekonstrukcija točk v prostoru
Z upoštevanjem izračunanih leg kamer se korespondenčne točke lahko reprojecira
v tridimenzionalni prostor. Premici, ki vsaka v svoji kameri predstavljata žarek
skozi gorǐsče in točko na slikovni ravnini, se ne nujno sekata, saj netočnost ocene
premika med kamerama v tridimenzionalnem prostoru povzroči nekaj napake.
Zaradi tega se v resnici namesto presečǐsča ocenjuje reprojekcijska točka na mestu,
kjer sta si premici najbližji, kot prikazano na sliki 3.6.





Slika 3.6: Rekonstrukcija točke v prostoru
Ob predpostavki, da se prva kamera nahaja v koordinatnem izhodǐsču
P = [I|0T], je druga kamera zastopna s P ′ = [R|tT]. Potrebno je najti rešitev
prostorskih točk X , ki zadošča obema enačbama preslikave točk na sliki v prostor
x× PX = 0
x′ × P ′X = 0
(3.20)







X = 0, (3.21)
katerega se lahko reši z izračunom singularnega razcepa in se s tem pridobi
rešitev X .
3.4.1 Prilagajanje snopov
Prilagajanje snopov (angl. Bundle Adjustment) je optimizacijska metoda iz-
bolǰsevanja ocene zunanjih in notranjih parametrov kamer in točk, ki so bile
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rekonstruirane v tridimenzionalnem prostoru iz dveh ali več slik. Metoda po-
skuša minimizirati stroškovno funkcijo, ki je pogojena z uteženo vsoto kvadratov
pogreškov reprojekcije.
Najbolj osnovna metoda izpopolnjevanja teh parametrov je nelinearna me-
toda najmanǰsih kvadratov (angl. Nonlinear Least Squares). Metoda ocenjuje
vrednosti parametrov, ki minimizirajo stroškovno funkcijo seštevka kvadratov
napak (angl. Sum of Squared Errors of Prediction - SSE ). Pri danem vektorju
opazovanj Zi, katerega napoveduje model Zi = Zi(x), kjer je x vektor parametrov







TWi∆zi(x) ∆zi(x) ≡ Zi − zi(x), (3.22)
kjer je ∆zi(x) napaka napovedi in Wi matrika uteži. [18]
Poglavje 4
Algoritem
Omejitve aplikacije so pogojene z obzirom na delovanje v realnem času poleg osta-
lih procesov, ki se izvajajo med vožnjo robotskega sistema. Sistem je opremljen s
stereoskopskim parom kamer, ki je zmožen uspešno detektirati ovire nekje do 30
metrov. Obala in ovire nad to mejo, pa bodo detektirane z algoritmom strukture
iz gibanja, česar rezultat, oblaki točk detektirane obale in ovir, se bo uporabljal
pri planiranju poti robotskega sistema.
Algoritem stremi k nižji procesni prioriteti, vendar potrebuje sprotno obdelavo
zajetih slik. V ta namen sta bila zasnovana dva ločena procesa: proces zajema in
proces obdelave. Prvi se izvaja periodično vsako sekundo pri zajemu slike, drugi
pa z nižjo prioriteto v ozadju poskuša pridobiti oblak točk na podlagi vhodnih
podatkov.
Težava, ki se je pokazala, je zajemanje slik v smeri vožnje, saj premik kamere
v smeri slikanja ne prinese dovolj dinamike, ki je potrebna za oceno premika na
podlagi korespondenčnih točk. To smo rešili z zasnovo podatkovnega zbiralnika,
v katerem se zbira zgodovina zajetih slik, na podlagi katerih proces obdelave
poskuša zgraditi oblak točk.
Iskanje parov s primerjanjem vseh vzorcev iz podatkovnega zbiralnika med se-
boj se je izkazalo za potraten in dolgotrajen proces, kar smo rešili z združevanjem
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podobnih vzorcev v roje, kjer se nato ǐsčejo pari med centroidi rojev.
4.1 Struktura algoritma
Algoritem je bil zasnovan v dveh ločenih procesih: proces zajema, ki se izvaja
periodično ob zajemu slike, ter proces obdelave, ki teče ciklično z upoštevanjem
vseh vseh preteklih slik, ki so na voljo.








Slika 4.1: Shematični prikaz strukture algoritma
Proces zajema skrbi za polnjenje podatkovnega zalogovnika (angl. buffer), iz
katerega se jemljejo vhodni podatki za proces obdelave. Slika se obdela z vsemi
tremi metodami detektorjev in deskriptorjev točk: SIFT, SURF in ORB. Poleg
njih se shrani še časovna značka zajema in geometrijska lega čolnička, ki je bila
pridobljena iz senzorjev v trenutku zajema. Na podlagi te informacije se podatki
združijo v roje, kar znatno zmanǰsa prostor iskanja rešitev.
Proces obdelave poǐsče primeren par slik, na podlagi katerih nato v prvi fazi
oceni model, ki opisuje relacijo med dvema kamerama, in ga v drugi fazi izpopolni.
Na podlagi tega modela se v svetovnem koordinatnem sistemu rekonstruira oblak
točk. V vsaki iteraciji algoritma se obstoječi oblak točk dopolni z novim.
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4.2 Pridobivanje in hranjenje podatkov
Med plovbo se slika zajame vsako sekundo. Glede na dinamiko plovbe za tak
proces gost nabor slik ni potreben, saj je za ocenjevanje točk na oddaljenosti
nekaj sto metrov potreben razmik med kamerama reda deset metrov in več.
Nad zajeto sliko se opravi detekcija značilnih točk ter pridobivanje vizualnih
deskriptorjev, ki se skupaj z ostalimi podatki danega trenutka zajema shranijo
v podatkovni zalogovnik, kjer so na voljo kot vhodna informacija procesu re-
konstrukcije. Na tej točki se lahko ovrednoti zajeta informacija z upoštevanjem
števila pridobljenih točk in analizo glavnih komponent (angl. Principal Compo-
nent Analysis - PCA) deskriptorjev. S tem se lahko že v tej fazi izločijo manj
informativne slike, kot so na primer slike odprtega morja, ki ne vsebujejo ovir.
Paket podatkov, zajetih v danem trenutku ti, sestavljajo časovna značka,
lokacija globalnega sistema za pozicioniranje (angl. Global Positioning System
- GPS ), orientacija inercijske merilne enote (angl. Inertial measurement unit -
IMU ) ter detektirane značilne točke in deskriptorji vsake posamezne metode. Tak



















Slika 4.2: Podatkovni zalogovnik in struktura posameznega paketa podatkov
Podatkovni zalogovnik hrani podatke N slik, kjer je velikost N poljubno iz-
brana z obzirom na frekvenco zajema slik in dolžine hranjenja slik. Smiselna
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velikost podatkovnega zalogovnika pri polnjenju ene slike na sekundo je na pri-
mer 300, kar pomeni, da je potrebne najmanj 5 minut plovbe, da napolnimo
podatkovni zalogovnik.
Ko v podatkovnem zalogovniku zmanjka prostora za nove podatke, se brǐsejo
tisti vzorci, ki vsebujejo sosednjemu vzorcu najbolj podobne podatke. Čeprav
bistveno informacijo za rekonstrukcijo nosijo podatki detektiranih značilnih točk,
predpostavljamo, da dva vzorca, ki sta si blizu po lokaciji, gledata v isto smer
in sta bila pridobljena v kraǰsem časovnem oknu, nosita zelo podobno informa-
cijo. Lokacija in orientacija se lahko izrazita v vektorski obliki, kar omogoči zelo
preprost izračun mere podobnosti dveh vzorcev, na podlagi katere se poǐsče in
odstrani vzorec z največjo podobnostjo svojemu sosedu, ostanejo pa tisti z najbolj
raznolikimi podatki.
4.3 Optimizacija podatkov z rojenjem k-
povprečij





, kar pomeni, da pri N = 300 vzorcev
obstaja 44850 možnih parov in vsak dodatni vzorec prispeva N − 1 novih. Z
upoštevanjem predpostavke, da vzorci znotraj neke okolice vsebujejo precej po-
dobno informacijo, lahko te vzorce združimo v t.i. roj, ki je zastopan s povprečjem
geometrijskih vrednosti vseh vzorcev znotraj njegovih meja. Razdalja med vzorci
je merljiva v Evklidskem prostoru, zato smo osnovali minimalni prostor iskanja
rojev.
Znano je, da so bili vzorci pridobljeni med vožnjo po vodni gladini, zato lahko
zanemarimo koordinato z. Ravno tako sta zanemarljiva orientacijska kota nagiba
ϕ in naklona θ, saj ne zastopata bistvenih prostorskih stopenj. Ostaneta koor-
dinati x in y ter kot azimuta ψ. Slednji ni merljiv v Evklidskem prostoru, kar
smo rešili z razcepom na dve koordinati ψ 7→ (C sinψ,C cosψ), kjer C predsta-
vlja skalirni faktor, s katerim nastavljamo razmerje prispevka kota k razdalji v
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(sin∆ψ)2 + (cos∆ψ − 1)2
, (4.1)
kjer se nastavlja razdaljo d in razliko kota ∆ψ glede na razmerje vpliva kota ori-
entacije v Evklidskem prostoru. Izbrali smo, da je kot 15◦ enakovreden Evklidski
razdalji 10m. Rojenje torej poteka v štiridimenzionalnem koordinatnem prostoru
(x, y,C sinψ,C cosψ).
Algoritem rojenja smo zasnovali z obzirom na pridobivanje zgoščenih rojev,
katerih vsi vzorci se nahajajo znotraj okolice ε = D
2
svojega centroida, ki je
povprečje vseh vzorcev v danem roju in zastopnik roja. D je grobo ocenjena naj-
manǰsa razdalja med dvema vzorcema, ki je dovolj velika za obravnavanje para
vzorcev kot potencialna kandidata za proces rekonstrukcije. To idejo smo rea-
lizirali z algoritmom, ki po vzoru bisekcijske metode začne iskanje na smiselno
predvideni sredini števila vseh možnih rojev in glede na binarno kriterijsko funk-
cijo preiskuje prostor števila rojev navzgor ali navzdol, najprej z velikimi koraki






1; ∀x ∈ X : d(ci, xij) < ε
0; sicer
, (4.2)
ki z izračunom rojev k-povprečij pridobi razdaljo posameznega vzorca do svojega
centroida, je binarna in vrne ”1”, če so vsi vzorci xij znotraj okolice ε svojega
centroida ci, ali ”0”v nasprotnem primeru. Indeks i se nanaša na centroid, indeks
j pa na vzorec znotraj roja pripadajočega centroida. Algoritem torej s hitrim
postopkom poǐsče tisti k, kjer so vsi vzorci znotraj mej dane okolice ε.
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Algorithm 2: Iskanje primernega števila rojev k
Izberi začetno število rojev k
Vrednoti rezultat rojenja k-povprečij s kriterijsko funkcijo C(k)
if C(k) then
while C(k) do
k = k − 10
end
while not C(k) do




while not C(k) do
k = k + 10
end
while C(k) do
k = k − 1
end
return k + 1
end
Pridobivanje rojev se v glavnem algoritmu izvede prvič, ko je v podatkovnem
zalogovniku dovolj vzorcev za obdelavo, in nato periodično po vnosu večjega
števila vzorcev. Vsakič, ko se dodaja nov vzorec in roji že obstajajo, se nov
vzorec pripǐse najbližjemu roju, če ta izpolnjuje zgoraj omenjeni kriterij okolice
posodobljenega centroida, sicer vzorec ustvari nov roj. Ko se iz podatkovnega
zalogovnika vzorec odstrani, se posodobi le centroid, kateremu je bil pripisan.
Takšna poenostavitev posodobitve rojev je možna zaradi predvidljive vožnje, saj
bo vsakemu novemu vzorcu z veliko verjetnostjo najbližji vzorec, ki je bil zajet v
preǰsnjem trenutku. Na ta način se roji posodabljajo do naslednjega periodičnega
izračuna rojev in ni potrebe po potratnem računanju novega nabora rojev vsakič,
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ko se doda ali zamenja vzorec.
Na sliki 4.3 levo je prikazan primer vzorcev, pridobljenih po vijugasti poti, ki
jo je robot opravil z monotono vožnjo s konstantno hitrostjo. Na desni sliki pa je
prikazan rezultat združevanja vzorcev v roje, kjer je z barvo ponazorjena relacija
med roji in vzorci. V tem primeru smo prostor iskanja rešitev zmanǰsali iz 39
vzorcev, kjer obstaja 741 možnih parov, na 10 rojev, kjer obstaja le še 45 možnih
parov.
Slika 4.3: Primer rojenja poti robota: vzorci monotone vožnje (levo) in pridobljeni
roji (desno)
4.3.1 Iskanje primernih parov
Pridobljeni roji znatno zmanǰsajo prostor, v katerem ǐsčemo pare vzorcev. Name-
sto iskanja v prostoru vseh vzorcev v celotnem podatkovnem zalogovniku, katerih
je lahko tudi nekaj sto, se ǐsčejo v prostoru rojev, katerih je reda nekaj deset, pri
čemer se to število še znatno zmanǰsa z upoštevanjem azimuta orientacije. Ne-
smiselno je namreč upoštevati par vzorcev (oziroma rojev), za katera že a priori
iz njune lege vemo, da sliki ne moreta vsebovati istega prizora. Zato iskanje parov
rojev poteka ciklično znotraj radialnega okna smiselne širine δ, kateri se s kora-
kom ∆ψ povečuje od 0 do 360◦, kot je ponazorjeno na sliki 4.4 levo. Slika služi
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sicer le ponazoritvi zasnove in ni prikaz dejanske geometrije, saj se upošteva le
azimut vzorcev brez njihovih pozicij. Na desni sliki je prikazan primer rezultata
oknenja, kjer roji enakih barv spadajo v isto okno. Ko oknenje naredi cel krog,
se podatkovni zalogovnik posodobi z novimi vzorci in se cikel ponovi.
α
ω
Slika 4.4: Oknenje azimuta rojev (levo) in primer rezultata oknenja rojev (desno)
Znotraj podmnožice rojev, ki so bili izbrani v danem koraku oknenja, se nato
naključno izbere prvi roj ter z upoštevanjem njegove lokacije in orientacije še
dodatno zmanǰsa področje iskanja kandidatov njegovega para. Upošteva se ugo-
tovljeno najmanǰso in največjo razdaljo med dvema kamerama dbmin in dbmax, ki
ustrezata rekonstrukciji objektov na predvideni slikovni globini, ter kot ψ, ki ome-
juje to področje. Na ta način se dobita dve podpodročji levo in desno od vzorca,
znotraj katerih se ǐsčejo geometrijsko ustrezni kandidati, kot je ponazorjeno na
sliki 4.5.












































Slika 4.5: Izbiranje kandidatov, ki bi lahko bili potencialni par izbranemu roju
na osnovi medsebojne razdalje in orientacije.
Sedaj se, če je v podmnožici rojev ostal na voljo še kak kandidat, poǐsče z mero
primernosti najustrezneǰsi par. Ta mera ocenjuje ostri kot pri presečǐsču dveh
premic, ki potekata vsaka v smeri orientacije svojega roja ψ skozi točko (x, y), v
kateri se nahaja. Pri tem je treba upoštevati tudi to, ali je točka presečǐsča pred








Slika 4.6: Pozitivna (levo) in negativna (desno) mera primernosti presečǐsča ori-
entacije dveh vzorcev
Ocenjujemo torej vzporednost azimuta izhodǐsč dveh kamer, saj velja, da sliki
dveh vzporednih kamer na smiselni razdalji z veliko verjetnostjo vsebujeta enak
prizor. Z upoštevanjem predpostavke, da so objekti na slikah precej oddaljeni
od izhodǐsč kamer, lahko predvidevamo, da bosta dve kameri v položaju, kjer sta
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obrnjena druga stran od druge vsebovali manj skupnega slikovnega področja, kot
če sta za enak kot obrnjena druga proti drugi. Obe situaciji sta ponazorjeni na
sliki 4.6.
Ob zaključku tega postopka je treba še iz vsakega roja izbrati en vzorec, ki se
bo uporabil v naslednjem koraku algoritma. To se izvede z uteženim naključjem,
kjer imajo noveǰsi vzorci večjo verjetnost izbire. Ker proces nima visoke prioritete,
in ker se oknenje azimuta ciklično ponavlja, bo verjetno isti par rojev večkrat
izbran. Na ta način bodo z naključnostjo dobili priložnost različni vzorci.
4.4 Dvostopenjsko pridobivanje modela
Pridobivanje modela poteka v dveh korakih: ocenjevanje in izpopolnjevanje mo-
dela. V prvem koraku se pridobi grobo oceno fundamentalne matrike F̃ na pod-
lagi zaostrenih kriterijev iskanja korespondenčnih točk. Ta ocena F̃ se uporabi v
drugem koraku za filtriranje korespondenčnih točk, pridobljenih z nekoliko bolj
razpuščenimi kriteriji iskanja korespondenc, s katerimi se nato pridobi izpopol-
njen model F . Na ta način lahko že v prvem koraku hitro podamo oceno, ali bo
dani par slik sploh primeren, hkrati pa se že pridobi groba ocena modela.
Ujemanje korespondenčnih točk in ocenjevanje modela z osem-točkovno RAN-
SAC metodo je obema korakoma skupno, razlikujeta se le v parametrih metod in
postopku.
4.4.1 Vrednotenje in zavračanje modela
Med pridobivanjem modela v obeh korakih sproti ocenjujemo rezultate, na pod-
lagi katerih se lahko izračun preneha in se model zavrže. Neustreznost modela,
ki bi dala slabo oceno, je lahko posledica slabo izbranega para vzorcev, ki na
svojih slikah morda ne vsebujeta enakega prizora, ali pa slabe ocene modela.
V primeru zavrnitve modela se algoritem prekine in nadaljuje v naslednji korak
4.4 Dvostopenjsko pridobivanje modela 43
oknenja azimuta, kjer dobi priložnost drug par vzorcev.
Proces vrednotenja se lahko prekine, če:
a) ni bilo najdenih dovolj korespondenčnih točk,
b) modelu ne ostane dovolj točk, primernih za rekonstrukcijo,
c) model ne zastopa rešitve, kjer bi vse rekonstruirane točke ležale pred
obema kamerama, ali če
d) se ocenjen premik med kamerama preveč razlikuje od senzorskih meritev.
Vrednotenje lahko tudi označi par rojev kot neustrezen, kar poskrbi, da se
v prihodnjih iteracijah algoritma več ne upošteva. Če namreč ni bilo najdenih
dovolj korespondenčnih točk, lahko sklepamo, da dve sliki ne vsebujeta enakega
prizora in obstaja velika verjetnost, da to velja za celoten roj vzorcev.
4.4.2 1. korak - ocenjevanje modela
Na podlagi deskriptorjev para vzorcev, ki je bil najden s postopkom preiskovanja
rojev, se pridobijo korespondenčne točke. Pri tem smo metodo iskanja kore-
spondenčnih točk nastavili tako, da najde le najbolj zanesljive korespondence,
vendar dovolj teh za izračun fundamentalne matrike. Sledi ocenjevanje matrike
F̃ z osem-točkovno RANSAC metodo. Na tej točki je pomembno hitro oceniti
približen model, zato postopek RANSAC izvede precej manj iteracij, kot jih bo
v naslednjem koraku. Iz pridobljene fundamentalne matrike se izračuna osnovna
matrika ter iz nje oceni premik med kamerama. Ker je le ta približno znana iz
senzorjev, se lahko tako primerja in vrednoti ocenjeno fundamentalno matriko.
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Algorithm 3: Ocenjevanje modela
1. Pridobivanje korespondenčnih točk x in x′ pod strogimi kriteriji metode
ujemanja
if n(x,x′) < N then zavrni model ;
2. Ocenjevanje modela F̃ z 8-točkovno RANSAC metodo in pridobivanje
modelu ustreznih korespondenčnih točk (x,x′)
F̃
7→ (x̂, x̂′)
if n(x̂, x̂′) < N then zavrni model ;
3. Ocenjevanje premika [R̃|t̃T] med kamerama
if ni rešitve then zavrni model ;
4. Preslikava lege ocenjene kamere v svetovni koordinatni sistem in
vrednotenje s senzorskimi podatki
if s(P ′, P̃ ′) < C then zavrni model ;
5. return Ocenjeni model F̃
4.4.3 2. korak - izpopolnjevanje modela
V drugem koraku se ponovno pridobi korespondenčne točke, vendar je tokrat
metoda iskanja korespondenčnih točk nastavljena tako, da vrne večje število ko-
respondenc, kljub prisotnosti slabih. Pridobljene pare korespondenčnih točk se
nato filtrira z oceno modela F̃ , pridobljeno v preǰsnjem koraku. Ostanejo le
korespondence, ki ustrezajo modelu znotraj tolerančne meje nekaj pikslov. Na
podlagi teh 8-točkovna RANSAC metoda pridobi izpopolnjen model F , ki najbolj
ustreza novim korespondencam. Te se rekonstruira v tridimenzionalnem prostoru
in preslika v svetovni koordinatni sistem. Rezultat je torej oblak točk v globalnem
svetovnem koordinatnem sistemu.
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Algorithm 4: Izpopolnjevanje modela
1. Pridobivanje korespondenčnih točk x in x′ pod nestrogimi kriteriji metode
ujemanja
if n(x,x′) < N then zavrni model ;
2. Predfiltriranje točk na podlagi ocenjenega modela (x,x′)
F̃
7→ (x̃, x̃′)
if n(x̃, x̃′) < N then zavrni model ;
3. Pridobivanje F z 8-točkovno RANSAC metodo in pridobivanje modelu
ustreznih korespondenčnih točk (x̃, x̃′)
F
7→ (x̂, x̂′)
if n(x̂, x̂′) < N then zavrni model ;
4. Ocenjevanje premika [R|tT] med kamerama
if ni rešitve then zavrni model ;
5. Preslikava lege ocenjene kamere v svetovni koordinatni sistem in
vrednotenje s senzorskimi podatki
if s(P ′, P̃ ′) < C then zavrni model ;




7. Optimizacija poravnavanja snopov Xcam 7→ X̂cam
8. Preslikava oblaka točk v svetovni koordinatni sistem X̂cam
P
7→ X
9. return Oblak točk X
4.5 Izhod algoritma
Izhod algoritma je globalni oblak točk, ki se povečuje z vsako uspešno izvedeno
iteracijo. Vsaki točki Xi pripǐsemo še časovni znački obeh vzorcev v paru, ter
globinski meri koordinatnih sistemov obeh kamer. Na podlagi teh podatkov lahko
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Opravili smo eksperimente vpliva transformacije slike na ponovljivost detektorjev,
kjer smo posebej ocenjevali vpliv skaliranja, rotacije in projektivne transformacije
slike. Rezultate eksperimenta smo vrednotili s številom detektiranih značilnih
točk, ki z inverzno transformacijo padejo v okolico ǫ detekcije na izvirni sliki.
Opravili smo tudi eksperiment vpliva napake detekcije na rekonstrukcijo
objekta, kjer smo ovrednotili točnost in natančnost rekonstrukcije objekta na
umetno pridobljenih slikah ter merili povprečno napako rekonstrukcije, ki jo pri-
nese napaka pri detekciji.
Za zaključek smo izvedli še kvalitativni eksperiment, ki prikazuje delovanje
algoritma s prikazom oblaka točk na zračnem posnetku.
5.1 Eksperiment A: Vpliv transformacije
slike na ponovljivost detektorjev
Eksperiment smo opravili v treh ločenih segmentih, in sicer: vpliv skale, vpliv
rotacije in vpliv projektivne transformacije. Za namen eksperimenta smo izbrali
20 slik prizorov, pridobljenih iz različnih video posnetkov voženj. Slike smo izbrali
tako, da so vsebovale različne vremenske pogoje, različnih prizorov pri različni
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dnevni svetlobi. Te slike so priložene v dodatku A. Eksperimente in vrednotenje
rezultatov smo povzeli po vzoru [19].
5.1.1 Eksperimentalno okolje
Eksperimentalno okolje smo razvili v programskem okolju MATLAB 2014b. Me-
tode detekcije SIFT, SURF in ORB so bile vključene prek orodja mexopencv, ki
omogoča uporabo odprtokodne knjižnice OpenCV v programskem okolju Matlab.













Tabela 5.1: Parametri detektorjev
Mero ponovljivosti ri(ǫ) smo definirali s številom točk, ki so prisotne v obeh
slikah, proti številu vseh detektiranih značilnih točk. Ker gre za umetno transfor-
macijo slike, ni bilo treba omejevati značilke znotraj področja slik, saj izvorna in
transformirana slika vsebujeta popolnoma enak prizor. Za merjenje števila pono-
vljenih točk je treba upoštevati transformacijo med slikama in definirati pikselsko
okolico ǫ, znotraj katere bo točka šteta kot ponovljena. Ponovljivost posameznih
točk se zloži v vektor Ri(ǫ), ki je definiran kot
Ri(ǫ) = {(xi,xj)|dist(Hijxi,xj) < ǫ}, (5.1)
kjer so xi in xj točke izvorne slike Ii in transformirane Ij ter Hij transforma-
cijska matrika, ki opisuje preslikavo iz ene izvorne slike v transformirano. Mero
ponovljivosti ri(ǫ) torej merimo z
1parameter 0 pomeni brez omejitve števila značilnih točk





Pri vsakem eksperimentu smo pridobili značilne točke vseh treh detektorjev
na izvorni in na vsaki transformirani sliki. Merili smo tudi detekcije izvorne
slike proti sami sebi, s čimer smo potrdili referenčno mero ri = 1, ki predstavlja
popolno ujemanje. Pri eksperimentih rotacije in projektivne transformacije smo
zaradi nepravokotne oblike sliki dodali črno obrobo, kar je prineslo detekcije točk
na prehodu iz obrobe v sliko. Vse te detekcije, ki so se pojavile v območju 20
pikslov znotraj robov slike, smo zanemarili in se niso nikjer upoštevale.
Vse eksperimente smo izvedli pri različnih vrednostih pikselske okolice ǫ točk,
od katere je odvisna mera ponovljivosti ri(ǫ)
5.1.2 Vpliv skale slike na ponovljivost detekcij
Ponovljivost detekcij smo merili na slikah, ki so bile pomanǰsane za faktorje
s =
{
1 0, 9 0, 75 0, 5 0, 3
}
. (5.3)
(a) (b) (c) (d) (e)
Slika 5.1: Primer slike, pomanǰsane z izbranimi faktorji
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5.1.3 Vpliv rotacije slike na ponovljivost detekcij
Ponovljivost detekcij smo merili na slikah, ki so bile rotirane za kote
α =
{
−45◦ −30◦ −15◦ 0◦ 15◦ 30◦ 45◦
}
. (5.4)
(a) (b) (c) (d) (e) (e) (e)
Slika 5.2: Primer slike, rotirane z izbranimi koti
5.1.4 Vpliv projektivne transformacije slike na ponovljivost detekcij
Ponovljivost detekcij smo merili na desetih slikah, ki so bile pridobljene s spre-
minjanjem homografske transformacijske matrike H na način, kot da se kamera
premika v loku v levo smer od slike, kot je prikazano na primeru transformacije
slike 5.3.
(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Slika 5.3: Primer slike, trasformirane s projektivno transformacijo
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5.1.5 Rezultati
Dobljeni rezultati ponovljivosti vseh treh metod detekcij so prikazani s povprečno
mero ponovljivosti r̄(ǫ) in standardnim odklonom σ(ǫ) vseh dvajset vhodnih slik
pri izbranih pikselskih okolicah ǫ = 1 in ǫ = 3. Rezultati vsakega eksperiment
prikazani na slikah 5.4, 5.5 in 5.6, kjer je na levi strani graf rezultatov okolice
ǫ = 1 in na desni ǫ = 3. Rezultati so podrobneje prikazani v tabelah dodatka B.
Najprej opazimo, da razdalja opazovane okolice precej vpliva na rezultate
metod SURF in ORB, iz česar lahko sklepamo, da ima metoda SIFT od izbranih
še najbolj točno ponovljivost, saj so razlike med rezultati enega in treh pikslov
okolice precej majhne. Najbolj je na transformacijo občutljiva metoda SURF,
medtem ko rezultati metode ORB nakazujejo na netočnost detektorja, saj ima
slabe rezultate pri enem pikslu okolice in dobre pri treh.
Pri uporabi detektiranih značilnih točk pri rekonstrukciji objektov točnost
detekcij igra precej veliko vlogo, saj se lahko napaka dveh pikslov na sliki prenese



































(a) ǫ = 1 (b) ǫ = 3
Slika 5.4: Graf meritev vpliva skale na ponovljivost detekcij



































(a) ǫ = 1 (b) ǫ = 3
Slika 5.5: Graf meritev vpliva rotacije na ponovljivost detekcij


































(a) ǫ = 1 (b) ǫ = 3
Slika 5.6: Graf meritev vpliva projetivne transformacije na ponovljivost detekcij
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5.2 Eksperiment B: Vpliv napake detekcij na
rekonstrukcijo točk
Eksperiment smo izvedli na umetno pridobljenih slikah, kjer smo položaj objekta
in lego kamer vnaprej določili. Na detekcije druge slike v paru smo dodajali šum
in vrednotili vpliv napake detekcij na točnost in natančnost rekonstrukcije ter
zraven merili povprečen pogrešek točke pri rekonstrukciji.
5.2.1 Eksperimentalno okolje
Z uporabo programskega orodja POV-Ray smo zgradili objekt, katerega sestavlja
N = 45 barvnih krogel, ki smo jih razporedili čez površino dveh ploskev, ki tvorita
pravokotni stranici kvadra, kot je prikazano na sliki 5.7. Krogle so postavljene na
točno določena mesta tridimenzionalnega koordinatnega sistema. S pogledom na
ta objekt je bilo pridobljenih 8 umetnih slik, ki so se uporabile pri vrednotenju
eksperimenta. Svetilni vir in odboj svetlobe od objektov sta bila v nastavljena
tako, da je imela vsaka krogla čimbolj enakomeren odtenek barve iz vseh smeri,
kar se na zajetih slikah odrazi s polnimi krogi enakomernih odtenkov, ne glede na
oddaljenost od kamere. Postopke obdelave slik in vrednotenja eksperimenta smo
izvedeni v programskem okolju Matlab.
Ker gre za umetno okolje, je lahko merska enota koordinatnega sistema po-
ljubno velika, vendar smo razdalje med kameram in objektom nastavili z obzirom
na realne razmere aplikacije. Pri eksperimentu torej velja, da je ena enota koor-
dinatnega sistema enaka enemu metru.
Kamere so od najbližje točke objekta oddaljene 150 metrov, med seboj pa
razmaknjene za približno 26 metrov. Vse so usmerjene v isto točko, in sicer proti
spodnjemu delu objekta. Ta je vǐsine 50 metrov in širine 80 metrov.



















Slika 5.7: Prostorska postavitev kamer in barvnih točk, ki ponazarjajo objekt.
Detektor točk smo nadomestili s preprosto metodo izračuna sredǐsča posa-
meznega kroga upragovljene slike, deskriptor pa je preprosto nadomestila HSV1
vrednost odtenka tega kroga. Na ta način smo preprosto in hitro pridobili na-
tančne ključne točke posamezne slike ter popolne korespondence med pari slik.
Z izjemo prve slike smo detektiranim ključnim točkam dodajali Gaussov šum
pri različnih vrednostih σ. S tem smo v postopek vnesli napako detekcij, ki se
prenese na rekonstrukcijo. Tam jo nato vrednotimo z mero, ki upošteva odmik
rekonstruirane točke iz njenega izhodǐsčnega položaja.
Ker postopek rekonstrukcije točke preslika v koordinatni prostor sveta prek
kamere z vnaprej znano lego, se dodana napaka odrazi tudi na preslikavi v prostor.
To pomeni, da je lahko oblika objekta pravilno rekonstruirana, vendar je objekt v
globalnem koordinatnem sistemu premaknjen. Zaradi tega smo pri eksperimentu
vrednotili tako točnost rekonstrukcije oblaka točk kot tudi natančnost.
Pri vsakem eksperimentu smo 1000-krat vrednotili sedem parov slik, prva slika
brez prisotnega šuma, ki je na sliki 5.7 narisana z zeleno barvo, proti ostalim, ka-
1Barvni model v prostoru odtenka, nasičenja in vrednosti (angl. Hue, Saturation, Value)
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terih detekcije so imele prisoten šum in so narisane z rdečo. Z visokim številom
ponovitev vrednotenja se zanemari vpliv naključnosti šuma in vpliv pridobiva-
nja modela z 8-točkovno RANSAC metodo na pristranskost vrednotenja, končni
rezultat pa je povprečje rezultatov vseh iteracij.










mij; mij ≤ 1
1; mij > 1
, (5.5)
kjer se mij razlikuje. Za mero točnosti je oblika izračuna mij prikazana v
enačbi 5.6, za mero natančnosti pa v 5.7. Indeks j se navezuje na zaporedno
točko v oblaku točk. Za namen vrednotenja na območju [0,1] izračunani meri, ki
je vǐsja od 1, pripǐsemo zgornjo vrednost območja.
Vse razdalje v tem eksperimentu smo merili z Evklidsko razdaljo. Mera





kjer sta X0j referenčna točka in Xij rekonstruirana točka, C pa je konstanta,
s katero se merjena razdalja preslika v območje [0,1]. Pri eksperimentu smo
nastavili C na vrednost 100, kar pomeni, da smo ocenjevali razdaljo napake v
območju od 0 do 100 metrov.














kjer se upoštevajo razdalje med srednjo vrednostjo oblaka točkX, torej povprečno
točko, in vsako posamezno točko oblaka točk.
Poleg točnosti in natančnosti rekonstrukcije smo merili tudi povprečen po-
grešek rekonstrukcije točke in povprečen pogrešek rekonstrukcije glede na vhodni
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šum.









Pri računanju povprečnega pogreška rekonstrukcije glede na napako detekcije, pa










Na slikah 5.8 so prikazane uporabljene slike. Vrednotenje se izvaja nad pari,
ki jih sestavlja prva slika (a) in posamično vse ostale (b-h).
(a) (b) (c) (d)
(e) (f) (g) (h)
Slika 5.8: Umetno zgrajene slike, uporabljene pri eksperimentu vpliva napake
detekcije na rekonstrukcijo točk
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5.2.2 Rezultati
Rezultati eksperimenta prikazujejo vpliv napake detekcij ključnih točk na rekon-
strukcijo. Prikazani so s povprečno mero točnosti ā(σN) in natančnosti p̄(σN)
ter s standardnim odklonom σ(σN) vsake mere. Na horizontalni osi je zastopana
zaporedna številka slike, ki je bila v paru s prvo. Gaussov šum na detektiranih
točkah je označen s σN in prikazan z različno barvo grafov. Eksperimenti smo
izvedli najprej brez šuma (σN = 0), ter s šumom σN = 1 in σN = 3.


































Slika 5.9: Rezultati eksperimenta vpliva šuma detektiranih točk na točnost (levo)
in natančnost (desno) rekonstrukcije
Opazimo, da so rezultati eksperimentov točnosti in natančnosti precej po-
dobni. Poleg tega opazimo, da je nekaj napake prisotno tudi pri eksperimentu
brez šuma, kar lahko pripǐsemo nepopolni detekciji sredǐsča krogov. To pomeni,
da moramo vzeti v obzir tudi prisotnost nenadzorovanega šuma.
Rezultati se glede na zaporedost slik izbolǰsujejo, na grafu natančnosti neko-
liko bolj strmo, kot na grafu točnosti. To je pričakovano, saj se povečuje razdalja
med kamerama in spreminja kot opazovanja objekta, s čimer triangulacija objekta
postaja natančneǰsa.
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Iz rezultatov povprečnega pogreška rekonstrukcije točke, ki so prikazani na
sliki 5.10, vidimo povprečno napako, ki je posledica šuma na detektiranih točkah.
Opazimo lahko prisotnost napake tudi na rezultatih brez šuma, kot že v preǰsnjem
delu eksperimenta.
























Slika 5.10: Povprečen pogrešek rekonstrukcije točke
Iz rezultatov povprečnega pogreška rekonstrukcije točke glede na napako de-
tekcije, ki so prikazani na sliki 5.11, pa se vidi napako rekonstrukcije točke, ki jo
povzroči en piksel napake na detekciji. Opazi se, da lahko en piksel napake pov-
zroči tudi precej več kot 10 metrov napake pri rekonstrukciji in je močno pogojen
z razdaljo med kamerama.
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Slika 5.11: Povprečen pogrešek rekonstrukcije točke glede na napako detekcije
5.3 Eksperiment C: Kvalitativni eksperiment
algoritma
Opravili smo še kvalitativni eksperiment, ki prikazuje rezultat predlaganega al-
goritma. Rezultati so predstavljeni z oblakom točk, vrisanih na zračni posnetek
Google Maps. Tej so bili pridobljeni z 20 uspešnimi iteracijami algoritma. Itera-
cijo smo šteli kot neuspešno, ko je bil model zavrnjen in postopek pridobivanja
rekonstrukcije prekinjen.
Detekcije so bile pridobljene na enak način in z enakimi parametri kot pri pr-
vem eksperimentu, parametri detektorjev pa so predstavljeni v tabelah 5.1. Prido-
bivanje korespondenčnih točk je bilo izvedeno z uporabo funkcije matchFeatures,
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ki je na voljo v paketu programskega orodja Matlab Computer Vision System
Toolbox. Parametri te funkcije so se razlikovali glede na korak algoritma, in si-
cer zaostreni pri ocenjevanju modela ter nekoliko razpuščeni pri izpopolnjevanju
modela.






Tabela 5.2: Parametri metode pridobivanja korespondenčnih točk
5.3.1 Rezultat
Na sliki 5.12 je prikaz vožnje brezpilotnega plovila, ki je bila opravljena z
namenom pridobivanja podatkov, ki se uporabljajo pri razvoju raznih metod
računalnǐskega vida. S črno barvo so narisani vsi primerni vzorci, tisti, ki so
označeni z rdečo, pa so se ohranili v podatkovnem zalogovniku velikosti N = 300.
Na sliki je opaziti tudi večje manjkajoče kose poti, kjer gre za vzorce, katerih
slike niso bile dovolj deskriptivne za shranjevanje. Gre predvsem za slike odpr-
tega morja, zato skoraj vedno manjka kos poti, ko plovilo pluje severozahodno.
Na sliki 5.13 je prikazan zračni posnetek Luke Koper, z vrisanimi oblaki točk.
Poudarjene zelene točke predstavljajo lego vzorcev iz katerih smo uspešno prido-
bili rekonstrukcijo in se navezujejo na sliko 5.12. Druge točke predstavljajo oblake
točk, ki so rezultat algoritma rekonstrukcije iz parov slik. Barva točke zastopa
njeno starost, in sicer v temperaturni lestvici barv (hladna, modra prestavlja
star vzorec; topla, rdeča pa trenuten). Velikost teh točk predstavlja oddaljenost
točke od kamer oziroma globino točke v koordinatnem sistemu najbolj oddaljene
kamere. Večja, kot je točka, bližje točki sta bili kameri.
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Slika 5.12: Trajektorija poti brezpilotnega plovila in uporabni vzorci
Slika 5.13: Pridobljeni oblaki točk, vrisani v sliko zračnega posnetka
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Ta eksperiment je bil izveden le za pridobitev kvalitativnih rezultatov, saj je
verjetno prisoten zamik med sliko in koordinatnim sistemom UTM. Poleg tega
pa je na podatkih prisotna konstantna napaka pri kotu azimuta, kar se na pogled
morda tudi vidi na sami sliki. Pomembno je tudi upoštevati to, kar se sprva
morda ni očitno, vendar ladje na zračnem posnetku niso bile prisotne pri vožnji,
saj je bil zračni posnetek verjetno zajet pred več leti. Ladje so sicer v pristanǐsču
bile prisotne, vendar je iz video posnetka na oko težko določiti njihovo dejansko
mesto na sliki ptičje perspektive.
Poglavje 6
Zaključek
Namen dela je bil razviti metodo, s katero bo robotsko plovilo detektiralo ovire, ki
so izven dosega stereo para kamer. Algoritem temelji na geometriji dveh pogledov
s konceptom strukture iz gibanja. Poleg kamer upošteva tudi izhode ostalih sen-
zorjev na robotu, ki se uporabljajo za določanje lege kamere. Posebno pozornost
smo posvetili učinkovitemu osveževanju rezultatov, ki se opira na metodo rojenja
k-povprečij in drugih geometrijskih lastnosti lege kamer, pri katerih so bile zajete
slike. Opravlili smo eksperimente, s katerimi smo ocenili ponovljivost detektorjev
in vpliv negotovosti detekcij na rekonstrukcijo oblakov točk.
Algoritem je zasnovan v dveh ločenih procesih, ki si delita podatkovni zalogov-
nik. Tega polni prvi proces, ki ob zajemu slike detektira značilne točke in pridobi
deskriptorje. To, skupaj z informacijo o legi kamere v danem trenutku, shranjuje
v podatkovni zalogovnik, kjer so podatki na voljo drugemu procesu. Prvi skrbi
tudi za računanje rojev zajetih podatkov, ki jih razvršča glede na geometrijo lege
kamere. Na ta način smo znatno zmanǰsali prostor iskanja parov. Drugi pro-
ces predstavlja jedro zasnovane metode in poskuša iz podatkovnega zalogovnika
poiskati pare slik, primerne za pridobivanje oblaka točk s tridimenzionalno rekon-
strukcijo značilnih točk, ki so bile detektirane v obeh slikah. Rezultat algoritma
je naraščajoči oblak točk, ki predstavlja obalo in druge oddaljene ovire. Vsako
točko v tem oblaku zastopata tudi časovni znački in oddaljenost obeh kamer.
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Na podlagi teh, lahko metoda, ki bo oblak točk uporabljala za detekcijo ovir in
planiranje poti, vrednoti detekcije glede na čas in oddaljenost detekcije.
Uporabili smo metode detektorjev in deskriptorjev SIFT, SURF in ORB, od
katerih se je v eksperimentu 5.1 najbolj izkazala metoda SIFT. Ta je najmanj
občutljiva na transformacijo slike. Pri eksperimentu 5.2 smo na umetnih slikah
vrednotili točnost in natančnost rekonstrukcije glede na napako detekcij na sliki
ter merili napako rekonstrukcije.
Ključni razlog za takšno zasnovo algoritma predstavlja zajemanje slik vzdolž
vožnje, saj premik v smeri kamere ne vsebuje dovolj dinamike za uspešno rekon-
strukcijo objektov. Poleg tega rekonstrukcija na zahtevani oddaljenosti potrebuje
preceǰsen razmik med kamerami, tudi več deset metrov. Oba problema smo rešili
z dovolj velikim podatkovnim zalogovnikom in primerno metodo brisanja starih
podatkov. Na ta način se med vožnjo pridobiva in ohranja bistvene lege kamer,
na podlagi katerih se pridobivajo oblaki točk. Ta rešitev pa prinese novo težavo,
in sicer detekcijo dinamičnih ovir. Če je na dveh slikah prisotno premikajoče se
plovilo, ki je med zajemom prve in druge slike opravilo znaten premik, se to lahko
odrazi s preslikavo ovire na napačno mesto, ali pa celo vpliva na rekonstrukcijo
celotnega oblaka točk.
Iz dela se lahko sklepa, da smo algoritem uspešno zasnovali, vendar na tako
obširnem področju rešitev obstaja še precej prostora za nadgradnje in izbolǰsave.
Nekaj teh predlagamo v naslednjem podpoglavju.
6.1 Nadaljnje delo
Največjo izbolǰsavo bi prinesla sprememba vpetja kamere. Namreč, glede na
naravo plovbe sistema, bi lahko kamera, vpeta pravokotno na smer plovbe, precej
hitreje lahko pridobila slike, primerne za obdelavo z algoritmom. Poleg tega pa bi
precej zmanǰsali časovno okno med dvema primernima slikama. Glede na hitrost
obdelave zajete slike in majhne časovne periode zajema bi bilo smiselno sistem
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nadgraditi z dvema kamerama, ki sta obrnjeni vsaka v svojo smer, pravokotno na
smer plovbe.
Natančnost rekonstrukcije bi lahko izbolǰsali z upoštevanjem večih slik pri
pridobivanju oblaka točk, saj se lahko z več pogledi na objekt bolj natančno
triangulira detektirane točke. Zagotoviti je potrebno le, da je najdenih dovolj
korespondenčnih točk na vseh slikah.
Z integracijo metode segmentacije slike [13], ki je bila razvita na tem sis-
temu, bi lahko izločili osamelce detekcij, ki se pojavljajo na morju in na nebu.
Na nebu se pogosto pojavijo zaradi kopastih oblakov, na morju pa so posledica
valov, odbleskov sonca in odseva obale. S tem bi se znatno zmanǰsalo število
osamelcev detekcij, kar bi zagotovilo uspešneǰse iskanje korespondenc, poleg tega
pa bi omogočilo bolj gosto detekcijo točk znotraj področja zanimanja.
66 Zaključek
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r̄(ǫ = 1) 1,0 0,7137 0,7111 0,7128 0,0228
σ(ǫ = 1) 0,0 0,0458 0,0381 0,0474 0,0076
r̄(ǫ = 3) 1,0 0,8064 0,8063 0,8098 0,6600





r̄(ǫ = 1) 1,0 0,5562 0,4699 0,4560 0,0280
σ(ǫ = 1) 0,0 0,0361 0,0294 0,0362 0,0172
r̄(ǫ = 3) 1,0 0,8680 0,8245 0,7823 0,3101




r̄(ǫ = 1) 1,0 0,4902 0,4210 0,3224 0,0836
σ(ǫ = 1) 0,0 0,0379 0,0378 0,0387 0,0251
r̄(ǫ = 3) 1,0 0,9197 0,8749 0,7547 0,4400
σ(ǫ = 3) 0,0 0,0239 0,0327 0,0567 0,1047
Tabela B.1: Meritve vpliva skale na ponovljivost detekcij
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78 Rezultati meritev pri eksperimentu A




r̄(ǫ = 1) 0,7546 0,7428 0,7662 1,0 0,7574 0,7417 0,7526
σ(ǫ = 1) 0,0438 0,0440 0,0309 0,0 0,0359 0,0302 0,0388
r̄(ǫ = 3) 0,7969 0,7802 0,7967 1,0 0,7893 0,7808 0,7938





r̄(ǫ = 1) 0,3257 0,3483 0,4773 1,0 0,4761 0,3466 0,3107
σ(ǫ = 1) 0,0458 0,0444 0,0508 0,0 0,0532 0,0424 0,0408
r̄(ǫ = 3) 0,6987 0,6930 0,7429 1,0 0,7488 0,6955 0,7013




r̄(ǫ = 1) 0,4757 0,5034 0,5841 1,0 0,5682 0,4886 0,4915
σ(ǫ = 1) 0,0467 0,0548 0,0516 0,0 0,0503 0,0367 0,0383
r̄(ǫ = 3) 0,8950 0,8947 0,9196 1,0 0,9045 0,8986 0,8906
σ(ǫ = 3) 0,0283 0,0314 0,0503 0,0 0,0240 0,0289 0,0264
Tabela B.2: Meritve vpliva rotacije na ponovljivost detekcij
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r̄(ǫ = 1) 1,0 0,6988 0,6133 0,5158 0,4386
σ(ǫ = 1) 0,0 0,0482 0,0496 0,0716 0,0727
r̄(ǫ = 3) 1,0 0,7634 0,7205 0,6802 0,6388





r̄(ǫ = 1) 1,0 0,5399 0,3130 0,2001 0,1453
σ(ǫ = 1) 0,0 0,0540 0,0546 0,0449 0,0323
r̄(ǫ = 3) 1,0 0,7879 0,6719 0,5807 0,5292




r̄(ǫ = 1) 1,0 0,5461 0,4859 0,4382 0,3967
σ(ǫ = 1) 0,0 0,0460 0,0539 0,0594 0,0607
r̄(ǫ = 3) 1,0 0,9059 0,8844 0,8557 0,8237
σ(ǫ = 3) 0,0 0,0335 0,0324 0,0380 0,0518




r̄(ǫ = 1) 0,3527 0,2837 0,2315 0,1893 0,1534
σ(ǫ = 1) 0,0709 0,0714 0,0740 0,0657 0,0596
r̄(ǫ = 3) 0,5984 0,5595 0,5273 0,4894 0,4581





r̄(ǫ = 1) 0,1083 0,0824 0,0635 0,0546 0,0466
σ(ǫ = 1) 0,0286 0,0189 0,0177 0,0139 0,0113
r̄(ǫ = 3) 0,4658 0,4166 0,3685 0,3285 0,2957




r̄(ǫ = 1) 0,3715 0,3440 0,3196 0,2813 0,2541
σ(ǫ = 1) 0,0695 0,0647 0,0685 0,0607 0,0629
r̄(ǫ = 3) 0,8077 0,7982 0,7813 0,7492 0,7248
σ(ǫ = 3) 0,0627 0,0689 0,0760 0,0769 0,0800
Tabela B.3: Meritve vpliva projetivne transformacije na ponovljivost detekcij
