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We present a heuristic extension to the product replacement
algorithm, called the Prospector. The aim is to find hopefully
good quality ‘random’ elements with short straight line programs
in the given generators. This is achieved by saving the random
state at certain points and later restoring it. Statistical tests are
employed in order to determine when to save the state. We
also give evidence for the surprisingly good effect of using an
accelerator. The Prospector has been implemented inMagma, and
experimental evidence is provided which indicates that it is a very
practical method.
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1. Introduction
Let G be a black box group (Seress, 2003, page 17), defined by a generating set X . The problem that
we wish to address is how best to find an element of G that belongs to some given subset S of G as a
straight line program (abbreviated SLP) in X , by random search. An SLP is a data structure for a word,
which allows for more efficient computations; see Section 5.
This problem has been shown to be solvable in polynomial time (Babai, 1991; Cooperman, 2002;
Dixon, 2008). However, for practical computations one usually uses variations of product replacement
Celler et al. (1995), which is implemented in both major software systems for group theory, Magma
(Bosma et al., 1997) and GAP (Dixon, 2006). Better algorithms exist in many important special cases
(e.g. permutation groups (Celler et al., 1995)), but we are assuming here that we have a true black box
group, as opposed to a permutation group, or a group of known isomorphism type. There are three
aspects of this problem that we wish to consider.
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(1) All of the many variants of product replacement are Markov processes, the state of the process at
any time being an array of group elements that generate the group. Initially these group elements
will consist of the given generating set, augmented by a few copies of the identity (or repetitions
of generators). In the original version this array A is called ‘the team’, and the process consists of
replacing A[i] by A[i]A[j] for some j ≠ i, the choice of i and of j being made at random. The new
value of A[i] is then returned.
This version has the defect that there is a systematic bias against certain group elements
(Babai and Pak, 2004). Although this bias typically has little practical importance, it can be (and
generally is) removed by adding another element, the accumulator, to the array (Leedham-Green
andMurray, 2002). The accumulator is initialised to the identity. The team is updated as before, the
accumulator ismultiplied by a random element of the team, and the new value of the accumulator
is returned. There is no systematic bias in the value of the accumulator. A question of great
theoretical interest is the mixing time of product replacement.
When no accumulator is used this mixing time has been studied by Diaconis and Saloff-Coste
(1994, 1993), and by Pak who proved that the mixing time is polynomial (Pak, 2001, 2000).
We would expect that the mixing time for product replacement with an accumulator is not
significantly worse than the mixing time without an accumulator; that is to say, the mixing time
for the accumulator is not seriouslyworse than themixing time for the team; and this expectation
is supported by experience.
However, it seems deceptively difficult to prove that this is the case, and we have been unable
to prove that the mixing time, with an accumulator, is polynomial.
(2) We are not simply looking for an element in S; we are looking for such an element as an SLP in X .
In many applications, for example the matrix group recognition project (Leedham-Green, 2001),
there is a need for short SLPs, since the SLP will be evaluated in a pre-image of G under some
epimorphism, and group operations may be slower in this pre-image.
If the proportion of elements of S is 1/d then the length of the SLP will need to be at least
O(log d); but the graph in which product replacement searches has high valency, so we can hope
that the logarithmwill be to a large base (or that the constant concealed by the O-notation will be
small). However, if we use product replacement in the traditional way the length of the SLP will
be the length of the search (or twice this length with an accumulator, as each step then requires
two multiplications), i.e. the length will be O(d).
In Section 3 we explore an idea whereby the length of the SLP may be much shorter. Our
approach is heavily statistical, in that the process is based on sampling the elements that are
returned, and not on any theoretical assessment of what elements should be returned. Thus the
success or failure of the technique has to be decided experimentally. There is a balance to be
considered between having a faster algorithm and a shorter SLP. Our general bias is towards the
latter, since, as mentioned above, this is more important in the applications we are interested in.
In Section 5we elaborate on how to store and evaluate SLPs in an efficient manner. The reason
for this is that efficient handling of SLPs is an important part of product replacement, and this
efficient way of handling SLPs seems to be new.
(3) We are concerned also with the question of what to do if the given generating set of G is large.
There has been a suggestion that an ‘accelerator’ should be used in this context (Leedham-Green
and Murray, 2002). We explore the use of an accelerator and other ideas, particularly within the
context of obtaining short SLPs.
In summary, our objectives are:
• To construct a fast algorithm for finding good quality ‘random’ elements of a given type in a general
black box group as short SLPs. This is done in Section 3. The algorithm is analysed experimentally
in Section 4.
• To describe an efficient method to handle SLPs. This is done in Section 5.
• To provide experimental evidence for the unexpectedly good behaviour of an accelerator. This is
done in Section 6. Note that the use of an accelerator is independent of the Prospector, and Section 6
makes no reference to it.
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It may beworth adding a few remarks aboutwhat ismeant by ‘good quality random elements’. The
sequence of elements returned must be apt for the purpose in hand, so any remarks on this subject
will be led by consideration of what this purpose might be.
It seems that the most common application is finding (as an SLP on the given generating set X)
an element of a given type of the group G = ⟨X⟩, where we know approximately the proportion of
elements of Gwith this property. If this proportion is 1/d, of course we hope to find such an element
after approximately d trials, and we would hope that the expectation of finding such an element in k
trials, for any k, should not differ significantly from the expectation that would arise if we were to use
uniformly distributed and independently chosen elements.
However, product replacement is also used to estimate the proportion of elements of G of a given
type. This is a more demanding use. When we are only concerned with finding elements of a given
type, it probably does not matter much if we have to make twice as many trials as we would need if
we had a perfect random generator. But consider the situation where we know that G is of type A or
of type B, and we want distinguish between the types by assessing the proportion of elements of a
given type. For instance, in groups of type A the proportion may be 55% and in groups of type B it is
50%. To be able to use product replacement in this way it is important that the sequence of elements
returned behaves as if the elements were uniformly distributed.
This is only true for product replacement after it has been executed a number of times. Thus a pre-
processing stage is needed, where one executes the algorithm a number of times. In practice this is
often known as the ‘initial scrambling’ and the elements returned from those executions are typically
discarded.
It seems that the distribution of the elements returned, which can, initially, be very biased (for
example, ifG is amatrix group andX consists of sparsematrices, the distribution canbe biased towards
sparse matrices) will switch to an apparently uniform distribution rather suddenly. No theoretical
analysis seems to have any hope of predicting what a suitable pre-processing time should be. For
many purposes it seems that 80–100 repetitions suffice.
2. The product replacement algorithm
We now give a brief but more formal description of the product replacement algorithm. It
maintains an array A of length n ⩾ max(4, |X |) of group elements, called the state. Initially the first
n−1 entries ofA, forming the team, are filledwith a given generating set ofG, perhapswith repetitions.
The last entry is called the accumulator and is initialised to the identity of G. Each invocation of the
algorithm then picks random integers 1 ⩽ i, j, k < n such that i ≠ j, and replaces A[i] with A[i]A[j]
and A[n]with A[n]A[k]. It then returns the accumulator A[n] as the ‘random’ element of G.
In theory one should always execute the algorithm s times, and then consider the value returned;
where s is the mixing time, and is dependent on how ‘random’ the element is required to be (in the
sense of Babai and Beals (1999, Section 3.3)). It follows from Pak (2000) that s is polynomial in the size
of the input (strictly speaking this has only been proved when the accumulator is not used), when
n is large enough (for a fixed measure of the required ‘randomness’). The normal usage, however, is
to take successive elements returned as ‘random’ after an initial scrambling with some heuristically
determined value of s.
The product replacement algorithm can be thought of as a randomwalk in a directed graph, where
each vertex corresponds to an n-tuple of elements of G, given by the state. There is an edge between
two vertices if one can move between them using an invocation of the algorithm. Hence in general
the vertices have high valency. One can also note that the randomwalk determines a discrete Markov
chain. Much can be said about the theoretical issues of the algorithm, see Pak (2001), but our concerns
are different.
Since the algorithm constructs ‘random’ elements directly from the generators of G, it is easy to
maintain SLPs of the elements of A, and hence to return every ‘random’ element as an SLP in the
given generators of G. This is an essential feature which is used in many algorithms.
Algorithms using random group elements are generally described in terms of some (usually
unspecified) process that returns uniformly distributed independent elements of the group, where
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‘uniformly’ and ‘independent’ are usually qualified by such a term as ‘almost’ Babai and Beals (1999,
Section 3.3).
In fact this is more than we need. Our object is the most common application mentioned in
Section 1. We wish to find an element of a given subset S of the group G, where the proportion
of elements of G that belong to S is not too small; presumably the reciprocal of the proportion is
polynomially bounded by the size of the input. As an example, take G = SL(d, q) for some d and q,
and take S ⊂ G to be the elements whose characteristic polynomial has a factor of degree d; then the
proportion is approximately 1/d.
Given such a subset S of G, we expect that most values of the state have the property that the
proportion of elements of G returned by running product replacement for m steps, for some m, with
this state as starting point, that lie in S will be approximatelym|S|/|G|. That is to say, if the test applied
to group elements is to ask whether or not they lie in S, then the sequence of elements returned
by product replacement (assumed here always to have an accumulator) will in practice be hard to
distinguish from a perfect random sequence.
This is weaker than requiring the elements to be independent, a property that successive values
returned by product replacement certainly lacks. Although we have strong experimental evidence
that most values of the state do have the above desirable property (for any given set S), it is quite
frequently the case that a given generating set does not have this property, because the state may
consist of elements of G that are, in some sense, ‘sparse’ (see end of Section 1 for an example).
Thus we assume that we are starting from a ‘bad’ state, but that after some unknown number
of steps we will arrive at an acceptably ‘good’ state. We abuse notation by asserting that a
sequence of elements returned by product replacement is ‘random’ if it is hard to distinguish from
a truly random sequence, by testing, as above, for membership of some implied subset S, or set of
subsets.
One can use product replacement in the usual style, or one can keep returning to previous values
of the state. We expect the former method to find an element of the required type faster; the latter
should produce shorter SLPs. The central idea of the Prospector, described in the next section, is to
try performing the latter method in a somewhat controlled manner.
3. The Prospector
Wenowdescribe a heuristic extension of the product replacement algorithm that tries tomaintain
short SLPs, while still producing elements with good ‘random’ properties.
The idea is to try to detect when the elements that we find are random; and, when we think that
this is the case, we save the current state. Then, when we have moved a few steps, we move back to
the saved state. Later, we might decide that the elements are in fact not random, and then move on
to another state. The similarity with a prospector looking for gold has led to the name The Product
Replacement Prospector.
We call one execution of the product replacement algorithm a random process. The Prospector
maintains two random processes, a sampler process and a seeker process.
The seeker process is used by the Prospector to return ‘random’ elements. The state of this process
will occasionally be reset as described above, to move back to a previous value. We maintain SLPs of
the state in the seeker process in order to be able to return ‘random’ elements as SLPs.
The sampler process is used to decide whether we have good ‘random’ elements. For this, the
Prospector needs as input a function t : G → N, which is used to produce test data of the elements.
The sampler process is advanced in unisonwith the seeker, until a decision is made that it is no longer
needed, but its state is never reset. We do not maintain SLPs in the sampler process.
More specifically, we choose parameters m, u, c, a ∈ N, and α ∈ R in the interval (0, 1). The
parameters have the following interpretations:
a The length of the ‘arm’ that we traverse in the graph before we reset the state and move back to a
good state.
m The sizes of the test batches in the χ2 tests for the sampler and seeker processes.
u The number of invocations between the χ2 tests.
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c The number of consecutive tests that must be successful in order for us to conclude that we
probably have good enough ‘random’ elements, and the sampler process is stopped.
α The significance level used in χ2 tests.
As in the standard product replacement algorithm, the size n of the state is also a parameter, aswell
as the number of initial scrambles s. At the lth invocation of the Prospector, the following happens:
(1) The next element ga ∈ G of the sampler process is fetched, and t(ga) is appended to a list Ta of
sampler test values. Similarly, ge ∈ G is fetched from the seeker process, and t(ge) is appended to
a list Te. If |Ta| > m then the first element of Ta is removed. Similarly if |Te| > m.
(2) If u | l and |Ta| = m then the values of Ta are collected into buckets and a χ2 test is performed
that compares the bucket sizes either with their expected sizes, if these are known, or with the
buckets from the previous χ2 test using Ta, to see if there is any change. Note that these cases
involve different types of χ2 tests, as explained in the next section. The test uses significance level
α.
(3) If c consecutive such tests are successful, the sampler process is stopped, so no more elements ga
are chosen and the list Ta is assumed to be a random distribution.
(4) If u | l and |Te| = m then similarly the values of Te are collected and a χ2 test using significance
level α is performed that compares themwith the values in Ta. [If the test is successful, the current
state is assumed to be good.]
(5) If a | l, and the current state is good, we reset the seeker state to the good state if this has been
defined; and if this has not been defined we save the current seeker state as the good state.
In general one wishes to find, by random search, more than one element in a given group. In this
case we construct a single SLP that defines all these elements, as in Section 5. Whenever we find an
element with a required property, if a state has been defined to be good we define the current state
to be good. The rationale for this is that, if one state is good, later states are expected to be at least as
good, and since the current state gives rise to an element that we are interested in we cannot throw
this state away.
3.1. The χ2 tests
Given a list of values T , we construct a list of buckets B. The number of buckets nb is the number of
distinct elements of T , so each bucket is labelled by such an element. The value of each bucket is the
multiplicity of its label in T . In other words, we consider T as a multiset and let the buckets contain
the the multiplicities of each element.
Then we can perform a χ2 test between B and the expected values E of the buckets. If we have a
group Gwhere the distribution of the values from the function t are known, then we use the classical
Pearson’s test (Plackett, 1983), but in our situation it is more likely that this is not the case. Then we
want to check if B and E come from the same distribution, i.e.we perform a χ2 test for homogeneity.
We describe this test now.
Let r1 =∑nbi=1 B[i], r2 =∑nbi=1 E[i], ci = B[i]+ E[i] for i = 1, . . . , nb, and let r = r1+ r2 =∑nbi=1 ci.
Let S be the 2× nb matrix with rows B and E. The test statistic is then
X = r
2−
i=1
nb−
j=1
(Si,j − ricj/r)2
ricj
(3.1)
and X is approximately χ2-distributed with f = nb − 1 degrees of freedom, assuming the null
hypothesis. If u is small, so that about 1/10 or more of the values in B are less than 5, then we use
the Yates’ correction for continuity (Yates, 1934) on X: subtract 0.5 from each numerator, inside the
brackets.
Now to perform the test with significance level α, we need a threshold value Xα , such that the
probability that X > Xα is less than α if the null hypothesis is true. In our case α is given in the input,
so we use the Wilson–Hilferty normal approximation of Hilferty and Wilson (1931). If we let
Y =
3
√
X/f − 1− 2/(9f )√
2/(9f )
(3.2)
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then Y is approximately N(0, 1)-distributed. Hence if Φ is the normal cumulative distribution
function, the threshold is Yα = Φ−1(1 − α) =
√
2erf−1(1 − 2α), where erf(x) is the error function.
Since in our case α will be close to 0, we use the well-known approximation to the inverse error
function erf−1(z) that is valid when z is close to 1:
erf−1(z) ≈

1
2

log
2
π(z − 1)2 − log log
2
π(z − 1)2

. (3.3)
4. Analysis
Given the immense difficulties of proving anything at all about the ordinary product replacement
algorithm (Pak, 2001), we have little hope in proving that the Prospector produces good enough
‘random’ elements with short SLPs. We will instead highlight the essential questions, and provide
experimental evidence for our answers.
It is clear that the length of the SLPs will be kept short if we keep resetting the state of the seeker
process. The important questions are instead the following. Assumewe search randomly for elements
of G that satisfy a given property, and assume that the sampler process has stopped and the seeker
process has found a good state. Hence our statistical tests have concluded that the elements appear
to be random. Is it then sufficient to search in a neighbourhood of size a of the good vertex (state)
in the graph, in order to find an element of G with the required property? Do we have to make
significantly more invocations of the seeker process in this neighbourhood in order to find such an
element, compared to if we used the ordinary product replacement algorithm?
Most likely these questions cannot be answered for a general G, but our experiments indicate that
for many G the answers are ‘yes’ and ‘no’, respectively.
The other question is what test function t to use. Clearly one is reduced here to heuristics. Bad
states are likely to be associatedwith some formof sparseness, and thismight be detected by a suitable
choice of t . Optimally we want a test that works well for every G (and S). This is probably impossible,
but it might be possible to have one test that works reasonably well for permutation groups, and one
for matrix groups. These are the contexts that we are most interested in.
For a matrix group G ⩽ GL(d, q)we could take t : G → {1, . . . , d} such that t(g) is the number of
factors of the characteristic polynomial of g .
For a permutation group G ⩽ Sym(d), we could try one of the following tests:
• t(g) is the number of cycles of g;
• t(g) is the length of the longest cycle of g;
• t(g) is the number of fixed points of g .
Evidently, in the first two cases the codomain of t is {1, . . . , d} and in the last case it is {0, . . . , d}. Our
experiments indicate that all these tests work well in practice.
4.1. Experimental evidence
The Prospector has been implemented inMagma. We have performed tests to see how it compares
with the ordinary product replacement algorithm. Hence we executed the Magma built-in product
replacement machinery and our Prospector implementation simultaneously on a number of groups:
• Sym(d) for various d. Here we used a ‘random’ generating set of size 3, and searched for elements
with a cycle of length d. The proportion of these elements is 1/d. The function t was ‘number of
cycles’.
• SL(d, q) for various d, q. Hereweused a ‘random’ generating set of size 2, and searched for elements
whose characteristic polynomial had a factor of degree d. The proportion of these elements is
approximately 1/d. The function t was ‘number of factors of characteristic polynomial’.
In both cases, the generating set was chosen by using the ordinary product replacement algorithm
(an independent execution to the one used in the actual test). In each case, we made 50 consecutive
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Table 1
Experimental evidence with α = 0.01.
Group l r1 r2 e
Sym(300) 25 335 447 300
Sym(500) 23 508 393 500
Sym(1000) 23 912 1297 1000
SL(50, 113) 23 44 59 50
SL(100, 113) 23 89 106 100
SL(150, 113) 23 161 164 150
Table 2
Experimental evidence with α = 0.05.
Group l r1 r2 e
Sym(300) 23 286 365 300
Sym(500) 22 556 520 500
Sym(1000) 24 698 1881 1000
SL(50, 113) 25 49 59 50
SL(100, 113) 26 95 148 100
SL(150, 113) 18 180 154 150
Table 3
Experimental evidence other test function.
Group l r1 r2 e
Sym(300) 60 280 253 300
Sym(500) 60 485 665 500
Sym(1000) 58 997 1666 1000
SL(50, 113) 22 59 59 50
SL(100, 113) 57 98 90 100
SL(150, 113) 65 147 156 150
searches for an element of the required kind. We recorded the average number of random selections
r1 and r2 that was necessary in order to find such an element, for the ordinary product replacement
algorithm and the Prospector, respectively. We also recorded the average length l of the resulting
SLPs from the Prospector. Of course, for the ordinary product replacement algorithm, the lengths of
the resulting SLPs were about 2r1.
The values of the various parameters that we used were: a = 10, m = 10, u = 20, c = 5, s = 0.
These parameters were essentially chosen arbitrarily; the only constraint was that we wanted fairly
small numbers to make the implementation faster. The exception was that we clearly needed s = 0
in the analysis.
We used two different significance levels: α = 0.01 and α = 0.05. In all the tests, the significance
levels were the same, so we used a table to find the correct χ2 threshold value rather than using the
approximations described in Section 3.1. In addition, for each group we have included the expected
number of selections e for finding an element of the required kind.
Tables 1 and 2 contain our experimental results. In these tests, the size of the state was n = 10.
To show that the choice of test function is of little importance,we also performed testswith another
test function. For Sym(n) we used test function ‘‘length of longest cycle’’ and for SL(d, q) we used
‘‘maximum degree of factor of characteristic polynomial’’. The significance level was α = 0.01 and
the size of the state was n = 10. Results are contained in Table 3. The values of l differ somewhat to
those from Table 1, but the differences were not statistically significant under the stated significance
level.
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Table 4
Experimental evidence for elementary abelian
groups.
Group l r1 r2 e
220 65 56 87 50
230 100 137 226 125
240 180 585 902 900
250 99 1513 2955 2100
260 29 13614 13153 14900
270 58 20278 35054 34200
Table 5
Experimental evidence for permutation representa-
tions of sporadics.
Group d o l r1 r2 e
Co2 4600 4 21 921 22 870
Co3 552 5 17 348 128 250
M24 2024 3 17 269 21 344
Fi22 3510 5 61 668 712 600
HS 4125 3 21 412 259 360
McL 7128 3 64 997 1022 941
Suz 1782 4 31 185 2054 224
Ru 4060 5 26 219 112 231
HS 5600 3 20 313 298 360
Table 6
Experimental evidence for matrix representations of spo-
radics.
Group d q o l r1 r2 e
Co1 24 2 8 65 355 265 292
Co3 23 11 5 26 241 241 250
M22 45 11 2 17 369 18 384
HS 77 11 3 20 482 141 360
McL 21 3 3 73 1150 1170 941
He 51 25 5 22 288 112 300
HS 49 3 3 25 348 456 360
To show the applicability of the Prospector for other types of groups, we performed tests on
elementary abelian 2-groups. We used the standard PC-representation for such groups available in
Magma. In the group 2r we tried to find elements with at least 3r/4 components equal to 0. The test
function was ‘‘number of components equal to 0’’. In these tests, the size of the state was n = 5r (5
times the number of generators, to mirror the earlier tests) and α = 0.01. Results are contained in
Table 4.
Finally, we performed experiments on various sporadic groups, using some of the permutation
and matrix representations available in the Web-Atlas (Abbot et al., 0000). We used the standard
generators available in Magma. The elements we searched for were those with a particular order
o, such that the proportion of these elements were moderately rare. To calculate suitable o and
the corresponding e for each group, we used the AtlasRep package in GAP, derived from the
Atlas (Conway et al., 1985). Table 5 contains our experimental results in those cases that we
used permutation representations. The permutation group degree d is listed. Table 6 contains our
experimental results in those cases that we used matrix representations. The matrix group degree d
and field size q are listed. Some representations had elements of the required order as part of their
standard generators, and those representations were deliberately avoided, since they would give the
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Prospector a big advantage. We also chose at most one permutation or matrix representation for each
group. The size of the state was n = 10 and significance level α = 0.01.
As can be seen in the tables, the Prospector usually seems to require additional random selections.
However, we have performed χ2 tests to see if the number of selections is significantly larger than
the expected number. Using significance level 0.05 there has not been a single instance where the
number of selections has been significantly too large.
It will be seen that in all cases the length l of the SLP is less than half the mean number of
selections. This means that a vertex has been recognised as good. As a consequence, each subsequent
‘random’ element required will be expected to add at most 2a to the length of the SLP, on the very
reasonable assumption that the proportion of elements of the group satisfying the required property
is significantly greater than 1/va, where v is the valency of the graph in which the random processes
operate.
The experiments were carried out usingMagma V2.16–10. The results indicate that the Prospector
is a very practical extension of the product replacement algorithm. It is available in the standard
Magma distribution.
5. Straight line programs
We now elaborate on how to store and evaluate a straight line program (or SLP) in an efficient
manner. An SLP is a data structure for storing one or more group words on a given generating set X .
Note that earlier usage of the term SLP only involves encoding one word, not multiple ones.
The simplest form that an SLP can take consists of a string of cells (hence the name ‘straight line
program’), where each cell contains either a single pointer pointing to an element of X , or a pointer
pointing to a previous cell, or an ordered pair of pointers, each pointing to a previous cell. Now each
cell corresponds to a group word in X . If a cell contains a pointer to an element of X , it represents that
element (as a letter). If it contains a single pointer pointing to a previous cell, it represents the inverse
of the word represented by that cell. If it contains a pair of pointers, it represents the product, in that
order, of the corresponding words.
If a subset Y of a group H is given, together with a bijection between X and Y , the words in X
represented by the cells in the SLP can be evaluated, in turn, as words in Y .
The reason for using SLPs is that they are expected to be more efficient than storing the word in
a naive way. When an algorithm is executed, in which group elements are constructed from a given
generating set, and are stored and used for constructing further elements, an SLP can be constructed
tomirror this algorithm. The efficiency arises from the fact that the sameword is notwritten outmore
than once. Every time a cell is pointed to more than once, a saving is made. Thus the number of group
multiplications and inversions required to evaluate an SLP is the number required to construct the
given word in the first place, whereas the length of the word might be exponential in these numbers.
There are various defects in this simple form of SLP.
(1) It is advisable to allow further types of cell. For example, in a permutation group or amatrix group
the cost of computing gh−1 is the cost of one multiplication, not two. If gh−1 is represented in a
simple straight line programby two cells, one for h−1, pointing back to h, and one for gh−1 pointing
back to g and h−1, then the evaluation will take twice as long as if a single cell points back to g
and h, with a flag indicating that gh−1 is to be computed.
Also, in permutation andmatrix groups, computing gn for large values ofn ismore efficient than
the black-box method involving about 2 log2 nmultiplications; for the matrix case, see Leedham-
Green and O’Brien (2009, Lemma 10.1).
(2) An SLP should be accompanied by a set of pointers to cells, indicating the words of interest. For
example, an algorithm to find canonical generators in a group should return a single SLP, with
pointers to the cells corresponding to these generators.
(3) If an SLP is evaluated as indicated above, all the cells have to be evaluated and stored in order;
so the storage requirement for evaluating the SLP, measured in terms of the number of group
elements held in store at any time, may be far greater than the storage used when the element
was first constructed.
(4) The SLPmay evaluate group elements that are not in fact needed.
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We now show how defects 3 and 4 may be overcome. To follow our analogy, the Prospector keeps
returning to the same point in his search for gold. Having found the gold, he does not keep repeating
his false trails when returning to the lode.
To simplify the discussion, suppose that the SLP represents a single group element; that is to say,
there is only one cell of interest. The generalisation to many cells will be obvious.
We now assume that each cell contains an additional ‘count’ record which stores a non-negative
integer. On evaluating the SLP, these records are initialised to zero. The count for the cell of interest
is then set to 1, and the other count records are then incremented recursively as follows. If a cell that
points to one or more previous cells is visited, the previous cells have their count incremented by one,
and the recursion continues from these cells. Thus, on completion, the count records the number of
times that a cell is used in constructing the element of interest.
In addition, each cell contains a pointer that points to the group element that the cell represents,
if this has been determined, and will be needed in the future; but otherwise points to NULL.
The SLP can now be evaluated, taking the cells in order. If a cell has its count set to 0 the cell is not
evaluated. When a cell is evaluated, the counts of the previous cells or cell pointed to are reduced by
1. Whenever the count for a cell is set to 0 the pointer to the corresponding group element is set to
NULL, the space being returned to the heap.
An effect of this method of evaluating the SLP is to ensure that the number of group elements held
in store at any one time during this evaluation is never greater than the number held in store at any
one timewhen the group elementwas initially created. That is to say, if an algorithm includes a subset
X of a group G as part of its input, and returns a finite subset Y of G, and an SLP that records the group
operations used to construct Y , if the SLP is evaluated as above then the number of elements held in
store at any one time cannot exceed the number of elements held in store at any one time when the
algorithm that created the SLP was running. This is may be compared with the fact that evaluating
the SLP does not involve more group theoretic operations than were required to construct Y .
From the perspective of the current paper, the essential point is that cells that are not relevant
are not evaluated. It would of course be reasonable to delete these cells from the SLP. The Prospector
forgets his false starts.
6. Large generating sets
We now turn to the question of how to find ‘random’ elements from a group given by a generating
set that is large and very ‘unrandom’. Typical examples are Sym(d) generated by the d − 1 Coxeter
transpositions (i, i + 1) for 1 ⩽ i < d, or SL(d, q) generated by transvections. As in our earlier
considerations, the problem is essentially practical. With these bad generating sets the mixing time is
too large for product replacement to work as well as one might wish. In Leedham-Green and Murray
(2002) it is suggested that one could use an accelerator to decrease the mixing time, and we analyse
this experimentally. The array A, containing the team and the accumulator, are as in the standard
product replacement algorithm, with n required to be greater than 4, and in practice significantly
larger. The first element A[1] is called the accelerator. Each invocation of the algorithm then picks
random integers i, j and k such that 2 ⩽ i, j ⩽ n − 1, i ≠ j, and 1 ⩽ k ⩽ n − 1, and sets A[i]
to A[i]A[1], and A[1] to A[1]A[j], and A[n] to A[n]A[k]. It is easy to see, using the Perron–Frobenius
theorem (Perron, 1907), that the distribution of the values of the accumulator A[n] after u iterations
converges to the uniformdistribution, the rate of convergence being exponentially fast as a function of
u, the proof being essentially the same as the proof for the standard product replacement (Leedham-
Green andMurray, 2002, page 5). The effect of the accelerator is to ensure that the length of thewords
given by the SLP that defines any element of the team will be expected to increase more rapidly. A
simple heuristic argument in Celler et al. (1995) suggests that, for a given group with n generators,
the mixing time should be proportional to
√
n with the use of an accelerator, rather than n with the
standard product replacement. The bound proved in Pak (2000) for this situation is O(n3 log2 n).
We have performed an experiment where we compared the mixing time of ordinary product
replacement with the version where an accelerator is used. The groups we used were Sym(d) on the
above Coxeter generators, for various d. For each d, we searched for a d-cycle without performing any
initial scrambling, and the mixing time is here defined as the number of invocations necessary to find
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this element. The results are shown in Fig. 6.1. As can be seen, the accelerator clearly decreases the
mixing time.
We have also performed an experiment to test how the mixing time depends on the size of the
generating set. Again we used Sym(d) for various d. The generating sets were the Coxeter generators,
and these generators taken twice, so for each d we had the same group on both d − 1 and 2d − 2
generators. Then we computed the mixing time, as in the previous experiment, for both generating
sets, and took the quotient of these. This is displayed in Fig. 6.2. The doubling of the apparent mixing
time, with the standard product replacement, agreed very well with the heuristic expectation. The
fact that the apparent mixing time, when an accelerator was used, was not increased measurably
(the heuristic expectation being a factor of
√
2) shows that product replacement is still capable of
surprising us.
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