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Abstract
We consider the strong and weak solutions to the Cauchy problem of the inhomogeneous in-
compressible nematic liquid crystal equations in two dimensions. We first establish the local
existence and uniqueness of strong solutions by using the standard domain expanding method,
and then extend such local strong solution to be a global one, provided the initial density is
away from vacuum and the initial direction field satisfies some geometric structure. The size
of the initial data can be large. Based on such global existence results of strong solutions, by
using compactness argument, we obtain the global existence of weak solutions with nonnegative
initial density.
Keywords: global strong solutions; global weak solutions; nematic liquid crystal.
1 Introduction
The evolution of liquid crystals in Rd is described by the following system
∂tρ+ div(ρu) = 0, (1.1)
ρ(ut + (u · ∇)u)−∆u+∇p = −div(∇d⊙∇d), (1.2)
divu = 0, (1.3)
∂td+ (u · ∇)d = ∆d+ |∇d|2d, (1.4)
|d| = 1, (1.5)
where ρ is the density, u represents the velocity field of the flow, d is the unit vector field that
represents the macroscopic molecular orientation of the liquid crystal material and p denotes
the pressure function. The notation ∇d⊙∇d is a d×d matrix whose (i, j)-the entry is ∂id ·∂jd,
1 ≤ i, j ≤ d.
System (1.1)–(1.5) is a simplified version of the Ericksen-Leslie model, which reduces to
the Ossen-Frank model in the static case, for the hydrodynamics of nematic liquid crystals
developed by Ericksen [1], [2] and Leslie [3] in the 1960’s. Both the full Ericksen-Leslie model
and the simplified version are the macroscopic continuum description of the time evolution of
the materials under the influence of both the flow velocity field u and the microscopic orientation
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2configurations d of rod-like liquid crystals. A brief account of the Ericksen-Leslie theory and
the derivations of several approximate systems can be found in the appendix of [4]. For more
details of physics, we refer the readers to the two books of Gennes-Prost [5] and Chandrasekhar
[6]. Though the above system is a simplified version of the full Ericksen-Leslie system, it still
remains the most important mathematical structures as well as most of the essential difficulties
of the original Ericksen-Leslie system.
In the homogeneous case, i.e. ρ ≡ C, Lin-Lin [4, 7] initiated the mathematical analysis
of (1.2)–(1.4) in the 1990’s. More precisely, they proved in [4] the global existence of weak
solutions to the initial and boundary value problem to the system (1.2)–(1.4) with |∇d|2d re-
placed by Ginzburg-Landau type approximation term 1−|d|
2
ε2
d in bounded domain of two or
three dimensions. They also obtain the unique existence of global classical solutions in dimen-
sion two or in dimension three but with large enough viscous coefficients. In [7], they proved
the partial regularity theorem for suitable weak solutions, similar to the classical theorem by
Caffarelli-Kohn-Nirenberg [8] for the Navier-Stokes equation. When take the term |∇d|2d into
consideration, the system becomes more complicated from the mathematical point of view,
since it is a supercritical term in the equations of d. So far, the global existence of weak solu-
tions are proven only for the two dimensional case, see Lin, Lin and Wang [10], Hong [11] and
Hong and Xin [12]. The approach used in [10] and that used in [11, 12] are different, where
the global existence is proven directly to the liquid crystal system with term |∇d|2d, while in
[11, 12], the strategy is to show the convergence of the solutions to the approximate system
with penalty term 1−|d|
2
ε2
d as ε→ 0. The uniqueness of such weak solution was later proven in
[13].
In non-homogeneous case, i.e. the density dependent case, the global existence of weak
solutions to the liquid crystals equations with penalty term f(d) instead of |∇d|2d is established
by Jiang and Tan in [14] and Liu and Zhang in [15], see Liu and Hao [16] and Wang and Yu [17]
for the compressible case. The existence of weak solution to density dependent liquid crystals
equations with term |∇d|2d for arbitrary initial data is not known in the present, see Jiang,
Jiang and Wang [18] for a result in this direction, where the global existence of weak solution
to compressible liquid crystal equations in two dimensions is obtained under some geometric
assumption on the initial direction, see also Wu and Tan [25] for the global existence of low
energy weak solutions in three dimensions. When the initial data gains more regularity, one
can expect to obtain more regular solutions than the weak ones. Wen and Ding [9] obtain
the local existence and uniqueness of strong solutions to the Dirichlet problem of the system
(1.1)–(1.5) in bounded domain with initial density being allowed to have vacuum. They also
established the global existence and uniqueness of solutions for two dimensional case if the
initial density is away from vacuum and the initial data is of small norm. Global existence
of strong solutions with small initial data to three dimensional liquid crystal equations are
obtained by Li and Wang in [21] for constant density case, Li and Wang in [22] for nonconstant
but positive density case, and Ding, Huang and Xia in [23] and Li [24] for nonnegative density
case.
In the present paper, we consider the global existence of strong and weak solutions to the
Cauchy problem of the system (1.1)–(1.5). More precisely, if the initial data is regular and
away from vacuum, we obtain the global strong solutions, and if vacuum appears initially, then
we obtain the global weak solutions. As the first step of our procedure, recalling the local
existence and uniqueness of strong solutions has been proven in [9] in bounded domain, we
use the standard domain expanding method to obtain the local existence of strong solution to
the Cauchy problem under the assumption that the initial density is away from zero. After
3obtaining the local strong solutions, the next step is to extend such local strong solution to
be a global one. For this purpose, the main issue is to do the estimates on the local strong
solutions which guarantees to extend the local solution to any finite time, obtaining the global
strong solution. The energy inequalities established in Lemma 2.2 shows that all the higher
order estimates are based on space time L4 bound of ∇d. Using the rigidity theorem established
recently by Lei, Li and Zhang in [26], we can successfully obtain the a priori bound on L4 norm
of ∇d in space and time, and thus finish the proof of global strong solutions. And finally, using
the compactness results of Lions in [20], we can establish the global existence of weak solutions
to the Cauchy problem.
Before stating our main results, we give the definitions of strong and weak solutions.
Definition 1.1. Let 0 < T < ∞. (ρ, u, d, p) is called a strong solution to the system
(1.1)–(1.5) in QT = R
2 × (0, T ) with initial data (ρ0, u0, d0), if
ρ ∈ L∞(R2 × (0, T )), ∇ρ, ρt ∈ L∞(0, T ;L2(R2)),
∇p ∈ L∞(0, T ;L2(R2) ∩ L2(0, T ;Lq(R2))
u ∈ L∞(0, T ;H2(R2)) ∩ L2(0, T ;W 2,q(R2)), ut ∈ L∞(0, T ;L2(R2)) ∩ L2(0, T ;H1(R2)),
∇d ∈ L∞(0, T ;H2(R2)), dt ∈ L∞(0, T ;H1(R2)) ∩ L2(0, T ;H2(R2))
for q ∈ [2,∞), satisfies equations (1.1)–(1.5) a.e. in R2×(0, T ), and the initial data (ρ0, u0, d0)
a.e. in R2.
Definition 1.2. Let 0 < T < ∞. A triple (ρ, u, d) is called a weak solution to the system
(1.1)–(1.5) QT = R
2 × (0, T ) with initial data (ρ0, u0, d0), if
ρ ∈ L∞(R2 × (0, T )), √ρu ∈ L∞(0, T ;L2(R2)),
u ∈ L2(0, T ;H1(R2)), divu = 0 in D′(QT ),
∇d ∈ L∞(0, T ;L2(R2)), |d| = 1 a.e. on QT ,
and the following hold true∫
R2
ρ0ϕ(x, 0)dx+
∫ T
0
∫
R2
(ρϕt + ρu∇ϕ)dxdt = 0,∫ t
0
∫
R2
[(∇u− ρu⊗ u−∇d⊙∇d) : ∇ψ − ρuψt]dxdt =
∫
R2
ρ0u0ψ(x, 0)dx,∫ T
0
∫
R2
[∇d : ∇φ− dφt + ((u · ∇)d− |∇d|2d)φ]dxdt =
∫
R2
d0φ(x, 0)dx
for all ϕ ∈ C∞0 (R2 × [0, T )), ψ ∈ C∞0 (R2 × [0, T )) with divψ = 0 and φ ∈ C∞0 (R2 × [0, T ).
Our main results are stated in the following two theorems.
Theorem 1.1. Assume that 0 < ρ ≤ ρ0(x) ≤ ρ < ∞, ∇ρ0 ∈ L2(R2), u0 ∈ H2(R2),
∇d0 ∈ H2(R2) with divu0 = 0, |d0| = 1 and d0,3 ≥ ε0 > 0, where ρ, ρ and ε0 are positive
constants. Then there exists a unique global strong solution (ρ, u, d) to the system (1.1)–(1.5),
complemented with the initial data (ρ, u, d)|t=0 = (ρ0, u0, d0).
4Theorem 1.2. Assume that 0 ≤ ρ0(x) ≤ ρ < ∞, ρ0 − ρ˜ ∈ Lq(R2) for some q ∈ (1,∞),
u0 ∈ L2(R2), ∇d0 ∈ L2(R2) with divu0 = 0, |d0| = 1 and d0,3 ≥ ε0 > 0, where ρ, ρ˜ and ε0 are
positive constants, d0,3 is the third component of the vector d0. Then there exists a global weak
solution (ρ, u, d) to the system (1.1)–(1.5), complemented with the initial data (ρ, u, d)|t=0 =
(ρ0, u0, d0).
Remark 1.1. In theorem 1.1 we assume that the initial density is away from vacuum, while
in Theorem 1.2, the initial density is allowed to have vacuum.
The rest of this paper is arranged as follows: In section 1, we do some estimates on the local
strong solutions in the balls BR(0), including the a priori energy estimates and the existence
time of strong solutions independent of the parameter R; In section 3, by taking the limit
R→∞ of the solutions obtained in the previous section, we firstly establish the local existence
and uniqueness of strong solutions to the Cauchy problem of liquid crystal equations via the
standard domain expanding argument, and then extend such local strong solution to be a
global one; and finally, in section 4, we obtain the global weak solution by using compactness
argument.
2 Estimates on the local strong solutions in bounded
domains
In this section, as preparations of the next section, we do some estimates on the local strong
solutions in the balls BR(0), including the a priori energy estimates and the existence time of
strong solutions independent of the parameter R.
We first state the following local existence and uniqueness of strong solutions to the Dirichlet
problem in bounded domain.
Lemma 2.1. (Local existence in bounded domain, see [9]) Assume that ρ0 ≥ 0, ρ0 ∈
H1(Ω) ∩ L∞(Ω), u0 ∈ H10 (Ω) ∩ H2(Ω), d0 ∈ H2(Ω) with divu0 = 0, |d0| = 1 on Ω, and the
following compatible condition is valid
∆u0 −∇p0 − div(∇d0 ⊙∇d0) = √ρ0g0
for (ρ0, g0) ∈ H1(Ω)×L2(Ω). Then there exists a constant T , such that the system (1.1)–(1.5)
complemented with the initial and boundary conditions
(ρ, u, d)|t=0 = (ρ0, u0, d0),
(u, d)|∂Ω = (0, d0),
has a unique solution (ρ, u, d, p) on QT = Ω× (0, T ), satisfying
ρ ∈ L∞(0, T ;H1(Ω) ∩ L∞(QT ), ρt ∈ L∞(0, T ;L2(Ω)),
u ∈ L∞(0, T ;H10(Ω) ∩H2(Ω)), ut ∈ L2(0, T ;H10(Ω)),
p ∈ L∞(0, T ;H1(Ω)),
d ∈ L∞(0, T ;H3(Ω)), dt ∈ L∞(0, T ;H10(Ω)).
Now, we state and prove our main result of this section, concerning the energy estimates
on the local strong solutions and the existence time independent of the parameter R.
5Lemma 2.2. (Estimates on the existence time and a priori estimates) Let all the assump-
tions in Lemma 2.1 hod true, and we assume in addition that 0 < ρ ≤ ρ0(x) ≤ ρ for positive
constants ρ and ρ. Let (ρ, u, d, p) be the solution given in Lemma 2.1, with Ω = BR(0), R ≥ 1.
Set e0 = C(ρ, ρ)(1 + ‖u0‖22 + ‖∇d0‖22),
e1 = C(ρ, ρ)[1+‖u0‖44+‖∇u0‖22+‖∇d0‖4W 1,4+‖∇d0‖66+‖∇2d0‖2H1+(‖∇d0‖22+‖∇d0‖44)‖∇2d0‖22],
and
e2 = C(ρ, ρ)(1+‖u0‖44+‖∇u0‖44+‖∇2u0‖22+‖∇p0‖22+‖∇d0‖44+‖∇d0‖88+‖∇2d0‖44+‖∇3d0‖22),
where C(ρ, ρ) is a positive constant depending only on ρ and ρ.
Then the existence time can be chosen depending only on e = e0+ e1+ e2, and the following
inequalities hold true
sup
0≤s≤t
(‖u‖22 + ‖∇d‖22) +
∫ t
0
(‖∇u‖22 + ‖∆d+ |∇d|2d‖22)ds ≤ e0,
E1(t) ≤e1(t + 1) + e0
∫ t
0
(‖∇u‖22 + ‖∇d‖44)(E1(s) + e1)ds,
E2(t) ≤e+ e5
∫ t
0
(1 + E51(s))(1 + E2(s))ds,
E(t) ≤C(e)
for any 0 ≤ t ≤ T , and
sup
0≤t≤T
(‖∇ρ‖22 + ‖ρt‖22 + ‖∇p‖22 + ‖u‖2H2 + ‖∇d‖2H2)
+
∫ T
0
(‖∇2u‖2q + ‖ut‖2H1 + ‖dt‖2H2 + ‖dtt‖22)dt ≤ C(e, ‖∇ρ0‖2),
where
E1(t) = sup
0≤s≤t
(‖∇u‖22 + ‖∇2d‖22) +
∫ t
0
(‖ut‖22 + ‖∇2u‖22 + ‖∇dt‖22 + ‖∇3d‖22)ds,
E2(t) = sup
0≤s≤t
(‖ut‖22 + ‖∇dt‖22) +
∫ t
0
(‖∇ut‖22 + ‖dtt‖22 + ‖∇2dt‖22)ds,
and
E(t) = E1(t) + E2(t) + e.
Proof. Multiplying (1.2) by u, (1.4) by −∆d, summing the resulting equations up, inte-
grating over Ω, it follows from (1.1), (1.3) and (1.5) that
d
dt
(
ρ
2
|u|2 + |∇d|
2
2
)
dx+
∫
Ω
(|∇u|2 + |∆d+ |∇d|2d|2)dx = 0,
and thus
sup
0≤s≤t
(‖√ρu‖22+ ‖∇d‖22)+2
∫ t
0
(‖∇u‖22+ ‖∆d+ |∇d|2d‖22)ds ≤ ‖
√
ρ0u0‖22+ ‖∇d0‖22 ≤ e0. (2.1)
6Multiplying (1.2) by ut and integrating over Ω yields
d
dt
∫
Ω
|∇u|2
2
dx+
∫
Ω
ρ|ut|2dx = −
∫
Ω
[ρ(u · ∇)u · ut +∆d · ∇d · ut]dx,
from which, noticing that 0 < ρ ≤ ρ(x, t) ≤ ρ, we obtain, by Cauchy inequality, that
d
dt
∫
Ω
|∇u|2dx+ ρ
∫
Ω
ρ|ut|2dx ≤ C(ρ, ρ)
∫
Ω
(|u|2|∇u|2 + |∇d|2|∆d|2)dx. (2.2)
Applying H2 estimates to the Stokes equations, it follows from (1.2) that
‖∇2u‖22 + ‖∇p‖22 ≤ C‖ρ(ut + (u · ∇)u)−∆d · ∇d‖22
≤C(ρ)(‖ut‖22 + ‖|u||∇u|‖22 + ‖|∆d||∇d|‖22),
which, combined with (2.2), gives
sup
0≤s≤t
‖∇u‖22 +
∫ t
0
(‖ut‖22 + ‖∇2u‖22 + ‖∇p‖22)ds
≤C(ρ, ρ)
∫ t
0
∫
Ω
(|u|2|∇u|2 + |∇d|2|∆d|2)dxds+ C(ρ, ρ)‖∇u0‖22. (2.3)
Taking operator ∆ on both sides of equation (1.4) yields
∆dt + (u · ∇)∆d+ 2(∇ui · ∂i∇)d+ (∆u · ∇)d
=∆2d+ |∇d|2∆d + 2∇|∇d|2 · ∇d+ 2(∇d · ∇∆d)d+ 2|∇2d|2d.
Multiplying the above equation by ∆d and integrating over Ω yields
d
dt
∫
Ω
|∆d|2
2
dx−
∫
Ω
∆2d∆ddx ≤
∫
Ω
(2|∇u||∇2d|2 + |∆u||∇d||∇2d|
+ 7|∇d|2|∇2d|2 + 2|∇d|3|∇∆d|)dx, (2.4)
where we have used −∆d · d = |∇d|2 guaranteed by |d| = 1. Integrating by parts deduce,
noticing that ∆d|∂Ω = −|∇d|2d by equation (1.4), that
−
∫
Ω
∆2d∆ddx =
∫
Ω
|∇∆d|2dx−
∫
∂Ω
∂∆d
∂n
∆ddS
=
∫
Ω
|∇∆d|2dx+
∫
∂Ω
∂∆d
∂n
|∇d|2ddS
=
∫
Ω
|∇∆d|2dx+
∫
∂Ω
(|∇d|2∂(∆d · d)
∂n
−∆d|∇d|2 ∂d
∂n
)dS
≥
∫
Ω
|∇∆d|2dx− 3
∫
∂Ω
|∇d|3|∇2d|dS,
which, combined with (2.4), gives
d
dt
∫
Ω
|∆d|2
2
dx+
∫
Ω
|∇∆d|2dx
7≤C
∫
Ω
(|∇u||∇2d|2 + |∇d|2|∇2d|2 + |∆u||∇d||∇2d|+ |∇d|3|∇∆d|)dx
+
∫
∂Ω
|∇d|3|∇2d|dS,
and thus
d
dt
∫
Ω
|∆d|2
2
dx+
∫
Ω
|∇∆d|2dx
≤ε
∫
Ω
|∆u|2dx+ C
∫
Ω
(|∇u||∇2d|2 + |∇d|2|∇2d|2 + |∇d|6)dx+
∫
∂Ω
|∇d|3|∇2d|dS. (2.5)
We compute∫
∂Ω
|∇d|3|∇2d|dS =
∫
∂BR(0)
|∇d|3|∇2d| x
R
· ndS =
∫
BR(0)
div
( x
R
|∇d|3|∇2d|
)
dx
≤ 2
R
∫
BR(0)
|∇d|3|∇2d|dx+ C
∫
BR(0)
(|∇d|2|∇2d|2 + |∇d|3|∇3d|)dx
≤C
∫
BR(0)
(|∇d|3|∇2d|+ |∇d|2|∇2d|2 + |∇d|6)dx+ ε
∫
BR(0)
|∇3d|2dx,
which, combined with (2.5), gives
d
dt
∫
Ω
|∆d|2dx+
∫
Ω
|∇∆d|2dx
≤ε
∫
Ω
(|∆u|2 + |∇3d|2)dx+ C
∫
Ω
(|∇d|2|∇2d|2 + |∇u||∇2d|2 + |∇d|3|∇2d|+ |∇d|6)dx. (2.6)
Elliptic estimates give∫
Ω
|∇3d|2dx ≤ ‖∇3(d− d0)‖22 + ‖∇3d0‖22
≤C‖∇∆(d− d0)‖2H1 + ‖∇3d0‖22 ≤ C(‖∆d‖2H1 + ‖∇2d0‖2H1). (2.7)
Combining (2.6) with (2.7), together with (2.3), there holds
sup
0≤s≤t
(‖∇u‖22 + ‖∇2d‖22) +
∫ t
0
(‖ut‖22 + ‖∇2u‖22 + ‖∇3d‖22)ds
≤C(ρ, ρ)(‖∇u0‖22 + ‖∇2d0‖22 + ‖∇2d0‖2H1t) + C(ρ, ρ)
∫ t
0
∫
Ω
(|u|2|∇u|2
+ |∇d|2|∇2d|2 + |∇u||∇2d|2 + |∇2d|2 + |∇d|6)dx. (2.8)
By Ladyzhenskaya inequality, Gagliado-Nirenberg inequality, Ho¨lder inequality and Cauchy
inequality, we can estimate the terms on the right hand side of (??) as follows
I1 =
∫ t
0
∫
Ω
|u|2|∇u|2dxds ≤
∫ t
0
‖u‖24‖∇u‖24ds
≤C
∫ t
0
‖u‖2‖∇u‖2‖∇u‖2‖∇2u‖2ds ≤ ε
∫ t
0
‖∇2u‖22ds+ C
∫ t
0
‖u‖22‖∇u‖42ds,
8I2 =
∫ t
0
∫
Ω
(|∇d|2 + |∇u|)|∇2d|2dxds ≤
∫ t
0
(‖∇d‖24 + ‖∇u‖2)‖∇2d‖24ds
≤C
∫ t
0
(‖∇d‖24 + ‖∇u‖2)(‖∇2(d− d0)‖24 + ‖∇2d0‖24)ds
≤C
∫ t
0
(‖∇d‖24 + ‖∇u‖2)(‖∇2(d− d0)‖2‖∇3(d− d0)‖2 + ‖∇2d0‖24)ds
≤C
∫ t
0
(‖∇d‖24 + ‖∇u‖2)(‖∇2d0‖24 + ‖∇2d0‖2‖∇3d0‖2 + ‖∇2d0‖2‖∇3d‖2
+ ‖∇3d0‖2‖∇2d‖2 + ‖∇2d‖2‖∇3d‖2 + ‖∇2d0‖24)ds
≤ε
∫ t
0
‖∇3d‖22ds+ C
∫ t
0
(‖∇d‖44 + ‖∇u‖22)(‖∇2d‖22 + ‖∇2d0‖22 + 1)ds
+ Ct(‖∇2d0‖22 + ‖∇3d0‖22 + ‖∇2d0‖44),
I3 =
∫ t
0
∫
Ω
|∇d|6dxds ≤ C
∫ t
0
∫
Ω
(|∇(d− d0)|6 + |∇d0|6)dxds
≤C
∫ t
0
(‖∇(d− d0)‖44‖∇2(d− d0)‖22 + ‖∇d0‖66)ds
≤C
∫ t
0
(‖∇d‖44‖∇2d‖22 + ‖∇2d0‖22‖∇d‖44 + ‖∇d0‖44‖∇2d‖22
+ ‖∇d0‖44‖∇2d0‖22 + ‖∇d0‖66)ds.
Substituting these inequalities into (2.8) yields
sup
0≤s≤t
(‖∇u‖22 + ‖∇2d‖22) +
∫ t
0
(‖∇2u‖22 + ‖ut‖22 + ‖∇3d‖22)ds
≤C(ρ, ρ)[‖∇u0‖22 + ‖∇2d0‖22 + (‖∇2d0‖2H1 + ‖∇2d0‖44 + ‖∇d0‖66 + ‖∇d0‖44‖∇2d0‖22)t]
+ C(ρ, ρ)
∫ t
0
[‖u‖22‖∇u‖42 + (‖∇d‖44 + ‖∇u‖22)(‖∇2d‖22 + ‖∇2d0‖22 + 1)
+ ‖∇d0‖44‖∇2d‖22]ds. (2.9)
Set
e1 = C(ρ, ρ)[1+‖u0‖44+‖∇u0‖22+‖∇d0‖4W 1,4+‖∇d0‖66+‖∇2d0‖2H1+(‖∇d0‖22+‖∇d0‖44)‖∇2d0‖22],
and
E1(t) = sup
0≤s≤t
(‖∇u‖22 + ‖dt‖22 + ‖∇2d‖22) +
∫ t
0
(‖ut‖22 + ‖∇2u‖22 + ‖∇dt‖22 + ‖∇3d‖22)ds,
It follows from (2.1) and (2.9) that
E1(t) ≤ e1(t+ 1) + e0
∫ t
0
(‖∇u‖22 + ‖∇d‖44)(E1(s) + e1)ds. (2.10)
By Ladyzhenskaya inequality, it follows from elliptic estimates that
‖∇d‖44 ≤C(‖∇(d− d0)‖44 + ‖∇d0‖44) ≤ C(‖∇(d− d0)‖22‖∇2(d− d0)‖22 + ‖∇d0‖44)
9≤C(‖∇d‖22‖∇2d‖22 + ‖∇d0‖22‖∇2d‖22 + ‖∇2d0‖22‖∇d‖22 + ‖∇d0‖2‖∇2d0‖2 + ‖∇d0‖44)
≤C(e0 + e1 + e0‖∇2d‖22), (2.11)
which, substituted into (2.10), gives
E1(t) ≤e1(1 + t) + e0
∫ t
0
(E1(s) + e0 + e1 + e0E1(s))(E1(s) + e1)ds
≤e1(1 + t) + e0(e0 + e1)
∫ t
0
(E1(s) + e1)
2ds,
and thus
E1(t) + e1 ≤ e1(1 + t) + e0(e0 + e1)
∫ t
0
(E1(s) + e1)
2ds.
Noticing that E1(t) is increasing, the above inequality implies
E1(t) + e1 ≤ e1(1 + t) + e0(e0 + e1)(E1(t) + e1)2t. (2.12)
Differentiate (1.2) with respect to t and using (1.1), it has
ρ(utt + (u · ∇)ut)−∆ut +∇pt =div(ρu)(ut + (u · ∇)u)− ρ(ut · ∇)u
− div(∇dt ⊙∇d− div(∇d⊙∇dt).
Multiplying the above equation by ut, and integrating over Ω yields
d
dt
∫
Ω
ρ
2
|ut|2dx+
∫
Ω
|∇ut|2dx
≤C
∫
Ω
(|∇ut||∇d||∇dt|+ ρ|u||ut||∇ut|+ ρ|u|2|∇u||∇ut|+ ρ|u|2|∇2u||ut|
+ ρ|u||∇u|2|ut|+ ρ|∇u||ut|2)dx
≤1
2
∫
Ω
|∇ut|2dx+ C
∫
Ω
(|∇d|2|∇dt|2 + ρ2|u|2|ut|2 + ρ2|u|4|∇u|2
+ ρ|u|2|∇2u||ut|+ ρ|u||∇u|2|ut|+ ρ|∇u||ut|2)dx,
and thus
sup
0≤s≤t
‖ut‖22 +
∫ t
0
‖∇ut‖22ds
≤‖√ρ0ut(0)‖22 + C(ρ)
∫ t
0
∫
Ω
(|∇d|2|∇dt|2 + ρ2|u|2|ut|2 + ρ2|u|4|∇u|2
+ ρ|u|2|∇2u||ut|+ ρ|u||∇u|2|ut|+ ρ|∇u||ut|2)dx. (2.13)
By Ladyzhenskaya inequality, Gagliado-Nirenberg inequality and Cauchy inequality, we can
estimate the terms on the right hand side of the above inequality as follows
J1 =
∫ t
0
∫
Ω
|u||∇u|2|ut|dxds ≤
∫ t
0
‖u‖4‖∇u‖4‖ut‖4ds
≤C
∫ t
0
‖u‖1/22 ‖∇u‖1/22 ‖∇u‖1/22 ‖∇2u‖1/22 ‖ut‖1/22 ‖∇ut‖1/22 ds
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≤C
∫ t
0
‖u‖1/22 ‖∇u‖2‖∇2u‖1/22 ‖ut‖1/22 ‖∇ut‖1/22 ds
≤ε
∫ t
0
(‖∇ut‖22 + ‖∇2u‖22)ds+ C
∫ t
0
‖u‖2‖∇u‖22‖ut‖2ds,
J2 =
∫ t
0
∫
Ω
|u|2|ut|2dxds ≤
∫ t
0
‖u‖24‖ut‖24ds ≤ C
∫ t
0
‖u‖2‖∇u‖2‖ut‖2‖∇ut‖2ds
≤ε
∫ t
0
‖∇ut‖22dx+ C
∫ t
0
‖u‖22‖∇u‖22‖ut‖22ds,
J3 =
∫ t
0
∫
Ω
|u|2|∇2u||ut|dxds ≤
∫ t
0
‖u‖28‖∇2u‖2‖ut‖4ds
≤C
∫ t
0
‖u‖1/22 ‖∇u‖3/22 ‖∇2u‖2‖ut‖1/22 ‖∇ut‖1/22 ds
≤ε
∫ t
0
(‖∇ut‖22 + ‖∇2u‖22)ds+ C
∫ t
0
‖u‖22‖∇u‖62‖ut‖22ds,
J4 =
∫ t
0
∫
Ω
|u|4|∇u|2dxds ≤
∫ t
0
‖u‖48‖∇u‖24ds
≤C
∫ t
0
‖u‖2‖∇u‖32‖∇u‖2‖∇2u‖2ds ≤ ε
∫ t
0
‖∇2u‖22ds+ C
∫ t
0
‖u‖22‖∇u‖82ds,
J5 =
∫ t
0
∫
Ω
|∇u||ut|2dxde ≤
∫ t
0
‖∇u‖2‖ut‖24ds
≤C
∫ t
0
‖∇u‖2‖ut‖2‖∇ut‖2ds ≤ ε
∫ t
0
‖∇ut‖22ds+ C
∫ t
0
‖∇u‖22‖ut‖22ds.
Substituting the above inequalities into (2.13), it follows that
sup
0≤s≤t
‖ut‖22 +
∫ t
0
‖∇ut‖22ds
≤C‖√ρ0ut(0)‖22 + C(ρ)
∫ t
0
(‖u‖2‖∇u‖22‖ut‖2 + ‖u‖22‖∇u‖22‖ut‖22 + ‖u‖22‖∇u‖62‖ut‖22
+ ‖u‖22‖∇u‖82 + ‖∇u‖22‖ut‖22)ds+ C(ρ)
∫ t
0
∫
Ω
|∇d|2|∇dt|2dxds. (2.14)
Differentiate equation (1.4) with respect to t, there holds
dtt −∆dt = |∇d|2dt + 2∇d : ∇dtd− (u · ∇)dt − (ut · ∇)d.
Taking square power to both sides of the above equation and integrating over Ω, we get
d
dt
∫
Ω
|∇dt|2dx+
∫
Ω
|∆dt|2dx
≤C
∫
Ω
(|∇d|4|dt|2 + |∇d|2|∇dt|2 + |u|2|∇dt|2 + |ut|2|∇d|2)dx,
and thus
sup
0≤s≤t
‖∇dt‖22 +
∫ t
0
‖∆dt‖22ds
11
≤‖∇dt(0)‖22 + C
∫ t
0
∫
Ω
(|∇d|4|dt|2 + |∇d|2|∇dt|2 + |u|2|∇dt|2 + |ut|2|∇d|2)dxds. (2.15)
By Ladyzhenskaya inequality, Gagliado-Nirenberg inequality and Cauchy inequality, we have
the following estimates
K1 =
∫ t
0
∫
Ω
|∇d|4|dt|2dxds ≤
∫ t
0
‖∇d‖48‖dt‖24ds
≤C
∫ t
0
(‖∇(d− d0)‖48 + ‖∇d0‖48)‖dt‖2‖∇dt‖2ds
≤C
∫ t
0
(‖∇(d− d0)‖2‖∇2(d− d0)‖32 + ‖∇d0‖48)‖dt‖2‖∇dt‖2ds
≤C
∫ t
0
[(‖∇d‖2 + ‖∇d0‖2)(‖∇2d‖32 + ‖∇2d0‖32) + ‖∇d0‖48]‖dt‖2‖∇dt‖2ds
≤C
∫ t
0
(‖∇d0‖42 + ‖∇2d0‖42 + ‖∇d0‖48 + ‖∇d‖42 + ‖∇2d‖42)‖dt‖2‖∇dt‖2ds,
K2 =
∫ t
0
∫
Ω
|∇d|2|∇dt|2dxds ≤
∫ t
0
∫
Ω
‖∇d‖24‖∇dt‖24ds
≤C
∫ t
0
‖∇d‖24‖∇dt‖2‖∆dt‖2ds ≤ ε
∫ t
0
‖∆dt‖22ds+ C
∫ t
0
‖∇d‖44‖∇dt‖22ds,
K3 =
∫ t
0
∫
Ω
|u|2|∇dt|2dxds ≤
∫ t
0
‖u‖24‖∇dt‖24ds ≤ C
∫ t
0
‖u‖2‖∇u‖2‖∇dt‖2‖∆dt‖2ds
≤ε
∫ t
0
‖∆dt‖22ds+ C
∫ t
0
‖u‖22‖∇u‖22‖∇dt‖22ds,
K4 =
∫ t
0
∫
Ω
|∇d|2|ut|2dxds ≤
∫ t
0
‖∇d‖24‖ut‖24ds
≤C
∫ t
0
‖∇d‖24‖ut‖2‖∇ut‖2ds ≤ ε
∫ t
0
‖∇ut‖22ds+ C
∫ t
0
‖∇d‖44‖ut‖22ds.
Substituting these inequalities into (2.15) yields
sup
0≤s≤t
‖∇dt‖22 +
∫ t
0
‖∇2dt‖22ds
≤C‖∇dt(0)‖22 + C(‖∇d0‖42 + ‖∇2d0‖42 + ‖∇d0‖48 + 1)
∫ t
0
[(‖∇d‖42 + ‖∇2d‖42)
× ‖dt‖2‖∇dt‖2 + ‖∇d‖44(‖ut‖22 + ‖∇dt‖22)
+ ‖u‖22‖∇u‖22‖∇dt‖22]ds+ ε
∫ t
0
‖∇ut‖22ds. (2.16)
Combining (2.14) with the inequality of K2, together with (2.16), we get
sup
0≤s≤t
(‖ut‖22 + ‖∇dt‖22) +
∫ t
0
(‖∇ut‖22 + ‖∇2dt‖22)ds
≤C(‖ut(0‖22 + ‖∇dt(0)‖22) + C(ρ)(‖∇d0‖42 + ‖∇2d0‖42 + ‖∇d0‖48 + 1)
×
∫ t
0
[(1 + ‖u‖22)‖∇u‖22‖ut‖22 + ‖∇u‖22 + ‖u‖22‖∇u‖62‖ut‖22 + ‖u‖22‖∇u‖82
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+ (‖∇d‖42 + ‖∇2d‖42)‖dt‖2‖∇dt‖2 + ‖∇d‖44(‖ut‖22 + ‖∇dt‖22)
+ ‖u‖22‖∇u‖22‖∇dt‖22]ds. (2.17)
Using equations (1.2) and (1.4), we compute
‖ut(0)‖22 ≤C(ρ)‖(ρut)(0)‖22 ≤ C(ρ)‖ −∆d0 · ∇d0 −∇p0 +∆u0 − ρ0(u0 · ∇)u0‖22
≤C(ρ, ρ)(‖∆d0‖24‖∇d0‖24 + ‖∇p0‖22 + ‖∇2u0‖22 + ‖u0‖24‖∇u0‖24)
≤C(ρ, ρ)(‖∇d0‖44 + ‖∇2d0‖44 + ‖∇p0‖22 + ‖∇2u0‖22 + ‖u0‖44 + ‖∇u0‖44)
and
‖∇dt(0)‖22 ≤C(‖∇3d0‖22 + ‖∇d0‖66 + ‖∇d0‖24‖∇2d0‖24 + ‖u0‖24‖∇2d0‖24 + ‖∇u0‖24‖∇d0‖24
≤C(‖∇3d0‖22 + ‖∇d0‖66 + ‖∇d0‖44 + ‖∇2d0‖44 + ‖u0‖44 + ‖∇u0‖44).
Set
e2 =C(ρ, ρ)(1 + ‖u0‖44 + ‖∇u0‖44 + ‖∇2u0‖22 + ‖∇p0‖22
+ ‖∇d0‖44 + ‖∇d0‖88 + ‖∇2d0‖44 + ‖∇3d0‖22),
and
E2(t) = sup
0≤s≤t
(‖ut‖22 + ‖∇dt‖22) +
∫ t
0
(‖∇ut‖22 + ‖∇2dt‖22)ds.
Then, it follows from (2.1), (2.11) and (2.17) that
E2(t) ≤e2 + e2
∫ t
0
[e0E1(s)E2(s) + e0E
3
1(s)E2(s) + e0E
4
1(s) + (e
2
0 + E
2
1(s))E1(s)
1/2E
1/2
2 (s)
+ (e0 + e1)(1 + E1(s))E2(s) + e0E1(s)E2(s)]ds
≤e2 + e2
∫ t
0
[(e0E1(s) + e0E
3
1(s) + 1 + e0 + e1 + (e0 + e1)E1(s) + e0E1(s))E2(s)
+ e0E
4
1(s) + (e
2
0 + E
2
1(s))
2E1(s)]ds,
≤e2 + e2
∫ t
0
[(e0 + e1)(1 + E
3
1(s))E2(s) + (e0 + e1)
4(1 + E51(s))]ds
≤e2 + (e0 + e1 + e2)5
∫ t
0
(1 + E51(s))(1 + E2(s))ds.
Noticing that E2(t) is nondecreasing, it follows from the above inequality that
E2(t) ≤ e2 + (e0 + e1 + e2)5(1 + E51(t))(1 + E2(t))t. (2.18)
Set e = e0 + e1 + e2, and E(t) = E1(t) + E2(t) + e, then it follows from (2.12) and (2.18) that
E(t) ≤ e(1 + t) + e5E6(t)t,
from which, using continuity argument, one can easily show that
E(t) ≤ C(e), for t ∈ (0, te), (2.19)
for some positive constant te depending only on e.
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By Ladyzhenskaya inequality and Gagliado-Nirenberg inequality, and applying elliptic esti-
mates to Stokes equations, we obtain
‖∇2u‖22 + ‖∇p‖22 ≤ C‖ρ(ut + (u · ∇)u)‖22 + ‖∇2d|∇d|‖22
≤C(ρ)(‖ut‖22 + ‖|u||∇u|‖22 + ‖|∇2d||∇d|‖22)
≤C(ρ)(‖ut‖22 + ‖u‖24‖∇u‖24 + ‖∇2d‖44‖∇d‖24)
≤C(ρ)(‖ut‖22 + ‖u‖2‖∇u‖22‖∇2u‖2 + ‖∇2d‖24‖∇d‖24)
≤ε‖∇2u‖22 + ε(‖∇2(d− d0)‖44 + ‖∇2d0‖44) + C(ρ)(‖ut‖22 + ‖u‖22‖∇u‖42
+ ‖∇(d− d0)‖44 + ‖∇d0‖44)
≤ε‖∇2u‖22 + ε(C‖∇2(d− d0)‖22‖∇3(d− d0)‖22 + ‖∇2d0‖44)
+ C(ρ)(‖ut‖22 + ‖u‖22‖∇u‖42 + ‖∇(d− d0)‖22‖∇2(d− d0)‖22 + ‖∇d0‖44)
≤ε‖∇2u‖22 + ε[C(e)(‖∇3d‖22 + 1) + C(ρ)(‖ut‖22 + C(e))]
≤εC(e)(‖∇2u‖22 + ‖∇3d‖22 + ‖ut‖22) + C(e), (2.20)
and
‖∇2u‖2q + ‖∇p‖2q ≤ C‖ρ(ut + (u · ∇)u)‖2q + ‖∇2d|∇d|‖2q
≤C(‖ut‖2q + ‖|u||∇u|‖2q + ‖|∇2d||∇d|‖2q)
≤C(‖ut‖2(1−θ)2 ‖∇ut‖2θ2 + ‖u‖22q‖∇u‖22q + ‖∇2d‖22q‖∇d‖22q)
≤C[‖ut‖2(1−θ)2 ‖∇ut‖2θ2 + ‖u‖2(1−δ)2 ‖∇u‖22‖∇2u‖2δ2
+ (‖∇(d− d0)‖2(1−δ)2 ‖∇2(d− d0)‖2δ2 + ‖∇d0‖22q)
× (‖∇2(d− d0)‖2(1−δ)2 ‖∇3(d− d0)‖2δ2 + ‖∇2d0‖22q)]
≤C(‖ut‖2(1−θ)2 ‖∇ut‖2θ2 + ‖u‖2(1−δ)2 ‖∇u‖22‖∇2u‖2δ2 + C(e)‖∇3d‖2δ2 + C(e))
≤C(e)(‖∇ut‖2θ2 + ‖∇3d‖2δ2 + 1) ≤ ε(‖∇ut‖22 + ‖∇3d‖22) + C(e) (2.21)
for any 2 ≤ q < ∞, where θ = 1 − 2/q and δ = 1 − 1/q. Using Ladyzhenskaya inequality and
applying elliptic estimates to Laplace equation yields
‖∇3d‖22 ≤ C(‖∇3(d− d0)‖22 + ‖∇3d0‖22) ≤ C(‖∆(d− d0)‖2H1 + ‖∇3d0‖22)
≤C(‖dt + (u · ∇)d− |∇d|2d‖2H1 + ‖∇3d0‖22)
≤C(‖∇dt‖22 + ‖|∇u||∇d|‖22 + ‖|u||∇2d|‖22 + ‖|∇d|2‖22 + ‖|∇d||∇2d|‖22
+ ‖dt‖22 + ‖|u|∇d‖22 + ‖|∇d|‖22 + ‖∇3d0‖22)
≤C[‖∇dt‖22 + ‖∇u‖22‖∇2u‖22(‖∇(d− d0)‖2‖∇2(d− d0)‖22 + ‖∇d0‖44)
+ ‖u‖2‖∇u‖2(‖∇2(d− d0)‖2‖∇3(d− d0)‖2 + ‖∇2d0‖44)
+ ‖∇(d− d0)‖22‖∇2(d− d0)‖42 + ‖∇d0‖66 + (‖∇(d− d0)‖2‖∇2(d− d0)‖2
+ ‖∇d0‖24)(‖∇2(d− d0)‖2‖∇3(d− d0)‖2 + ‖∇2d0‖24)
+ ‖dt‖22 + ‖u‖2‖∇u‖2(‖∇(d− d0)‖2 + ‖∇d0‖2)
× (‖∇2(d− d0)‖2 + ‖∇2d0‖2) + ‖∇(d− d0)‖2
+ ‖∇(d− d0)‖2‖∇2(d− d0)‖2 + ‖∇3d0‖22] ≤ C(‖∇dt‖22 + C(e)). (2.22)
Combining (2.19)–(2.22), by taking ε small enough, there holds
sup
0≤t≤te
(‖u‖2H2 + ‖∇d‖2H2 + ‖∇p‖22) +
∫ te
0
(‖∇3u‖2q + ‖∇p‖2q + ‖∇d‖2H2
14
+ ‖dt‖2H2 + ‖dtt‖22)dt ≤ C(e), q ∈ [2,∞).
Taking the operator ∇ on both sides of equation (1.1), multiplying the resulting equation by
2∇ρ and integrating over Ω yields
d
dt
‖∇ρ‖22 ≤ 2‖∇u‖∞‖∇ρ‖22,
and thus
‖∇ρ‖22 ≤e
∫ t
0
‖∇u‖∞ds‖∇ρ0‖22 ≤ eC
∫ t
0
‖∇u‖
(q−2)/(2q−2)
2 ‖∇
2u‖
q/(2q−2)
q dt‖∇ρ0‖22
≤eC
∫ t
0
(‖∇u‖2+‖∇2‖q)dt‖∇ρ0‖2 ≤ eC(e)‖∇ρ0‖22.
By the aid of this estimate, it follows from equation (1.1) that
‖ρt‖22 ≤‖u∇ρ‖22 ≤ C‖u‖2∞‖∇ρ‖22 ≤ ‖u‖2‖∇2u‖2‖∇ρ‖22 ≤ C(e)‖∇ρ0‖22.
The proof is complete.
3 Local and global strong solutions of Cauchy problem
In this section, we prove the global existence and uniqueness of strong solutions to the
Cauchy problem of the system (1.1)–(1.5), i.e. we will give the proof of Theorem 1.1. Our
strategy is firstly proving the local existence and uniqueness of strong solutions and then ex-
tending the local solution to be a global one.
We need the following compactness lemma.
Lemma 3.1. (See Simon [19] Corollary 4) Assume that X,B and Y are three Banach
spaces, with X →֒→֒ B →֒ Y. Then the following hold true
(i) If F is a bounded subset of Lp(0, T ;X) where 1 ≤ p < ∞, and ∂F
∂t
=
{
∂f
∂t
|f ∈ F} is
bounded in L1(0, T ; Y ). Then F is relatively compact in Lp(0, T ;B);
(ii) If F is bounded in L∞(0, T ;X) and ∂F
∂t
is bounded in Lr(0, T ; Y ) where r > 1. Then F
is relatively compact in C([0, T ];B).
Our local existence and uniqueness result is stated and proven in the following proposition.
Proposition 3.1. (Local strong solution) Assume that 0 < ρ ≤ ρ0 ≤ ρ <∞, ∇ρ0 ∈ L2(R2),
u0 ∈ H2(R2) with divu0 = 0, ∇d0 ∈ H2(R2) with |d0| = 1.
Then there exists a time T depending only on ρ, ρ, ‖u0‖2H2 and ‖∇d0‖H2, such that the
system (1.1)–(1.5) complemented with the initial data (ρ, u, d)|t=0 = (ρ0, u0, d0) has a unique
strong solution (ρ, u, d, p) in QT = R
2 × (0, T ), satisfying
ρ ∈ L∞(QT ), ∇ρ, ρt ∈ L∞(0, T ;L2),
u ∈ L∞(0, T ;H2) ∩ L2(0, T ;W 2,q), ut ∈ L∞(0, T ;L2) ∩ L2(0, T ;H1),
∇d ∈ L∞(0, T ;H2) ∩ L2(0, T ;W 2,q), dt ∈ L∞(0, T ;H1) ∩ L2(0, T ;H2), dtt ∈ L2(QT )
∇p ∈ L∞(0, T ;L2) ∩ L2(0, T ;Lq)
for q ∈ [2,∞).
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Proof. Since u0 ∈ H2, divu0 = 0, there is a sequence {u0,Ri}∞i=1, with Ri ↑ ∞ and u0,Ri ∈
H10 (BRi) ∩ H2(BRi) and divu0,Ri = 0, such that u0,Ri → u0 in H2. Since ρ0 ≥ ρ > 0, the
compatible condition in Lemma 2.1 holds true with p0 = 0. Let e be the constants stated in
Lemma 2.2 with u0 replaced by u0,Ri. Recalling that u0,Ri → u0 in H2, then one can easily
estimate e ≤ C(ρ, ρ)(1 + ‖u0‖H2 + ‖∇d0‖H2)8.
By Lemma 2.1 and Lemma 2.2, there is a time T depending only on ρ, ρ, ‖u0‖H2, ‖∇d0‖H2 ,
such that the system (1.1)–(1.5) has a unique strong solution (ρi, ui, di, pi) in BRi(0)× (0, T ),
complemented with the initial data (ρ0, u0,Ri, d0) and the boundary value data (u, d)|∂Ω =
(0, d0), and there hold
sup
0≤t≤T
(‖ui‖2H2(BRi ) + ‖∇di‖
2
H2(BRi )
+ ‖∇ρi‖2L2(BRi ) + ‖∂tρi‖
2
L2(BRi )
+
∫ T
0
(‖∇2ui‖2Lq(BRi ) + ‖∂tui‖
2
H1(BRi )
+ ‖∇pi‖2Lq(BRi ) + ‖∂tdi‖
2
H2(BRi )
)dt
≤C(ρ, ρ, ‖u0‖H2, ‖∇d0‖H2, ‖∇ρ0‖2)
for q ∈ [2,∞). On account of this estimates, using diagonal argument, there is a subsequence,
still indexed by i, such that
ui → u weakly in L2(0, T ;W 2,q(BR(0))), q ∈ [2,∞),
∂tui → ∂tu weakly in L2(0, T ;H1(BR(0))),
di → d weakly in L2(0, T ;H3(BR(0))),
∂tdi → ∂td weakly in L2(0, T ;H2(BR(0))),
ρi → ρ weakly in L2(0, T ;H1(BR(0))),
∂ρi → ∂tρ weakly in L2(BR(0)× (0, T )),
pi → p weakly in L2(0, T ;W 1,q(BR(0))), q ∈ [2,∞)
for any R > 0, and the following inequality holds true
sup
0≤t≤T
(‖u‖2H2 + ‖∇d‖2H2 + ‖∇ρ‖2L2 + ‖∂tρ‖2L2
+
∫ T
0
(‖∇2u‖2Lq + ‖∂tu‖2H1 + ‖∇p‖2Lq + ‖∂td‖2H2)dt
≤C(ρ, ρ, ‖u0‖H2 , ‖∇d0‖H2 , ‖∇ρ0‖2)
By the Lemma 3.1, there holds
ui → u in L2(0, T ;H1(BR(0))),
di → d in L2(0, T ;H2(BR(0))),
ρi → ρ in L2(BR(0)× (0, T ))
for any R > 0.
On account of all the above convergence, we can take the limit i → ∞ to conclude that
(ρ, u, d, p) is a strong solution to the system (1.1)–(1.5) complemented with the initial data
(ρ0, u0, d0). The uniqueness can be proven in the standard way, thus we omit it here. The proof
is complete.
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We also need the following rigidity theorem, which grantees the a priori bound on the L4
space time norm of ∇d.
Lemma 3.2. (See [26]) Let ε0 > 0 and C0 > 0. There exists a positive constant δ0 =
δ0(ε0, C0) such that the following holds:
If d : R2 → S2, ∇d ∈ H1(R2) with ‖∇d‖L2(R2) ≤ C0 and d3 ≥ ε0, where d3 is the third
component of the vector d, then
‖∇d‖4L4(R2) ≤ (1− δ0)‖∆d‖2L2(R2).
Consequently, for such maps the associated harmonic energy is coercive, i.e.,
‖∆d+ |∇d|2d‖2L2(R2) ≥
δ0
2
(‖∆d‖2L2(R2) + ‖∇d‖4L4(R2)).
Now, we can give the proof of Theorem 1.1 as follows.
Proof of Theorem 1.1. By Proposition 3.1, there is a unique strong solution (ρ, u, d, p)
in QT = R
2 × (0, T ). To show the global existence, we only need to extend such local solution
to be a global one. For this purpose, it suffices to show that the quantity
Q(t) = sup
0≤s≤t
(‖u‖2H2 + ‖∇d‖2H2 + ‖∇ρ‖22)
is finite for any t.
We extend the local strong solution to the maximal time T∗. Using the same argument in
Lemma 2.2, we can prove that
sup
0≤s≤t
(‖u‖22 + ‖∇d‖22) +
∫ t
0
(‖∇u‖22 + ‖∆d+ |∇d|2d‖22)ds ≤ C, (3.1)
E1(t) ≤ C(t+ 1) + C
∫ t
0
(‖∇u‖22 + ‖∇d‖44)(E1(s) + 1)ds, (3.2)
E2(t) ≤ C + C
∫ t
0
(1 + E51(s))(1 + E2(s))ds, (3.3)
Q(t) ≤ C(ρ, ρ, ‖u0‖H2 , ‖∇d0‖H2, ‖∇ρ0‖2, E1(t), E2(t)) (3.4)
for any 0 ≤ t < T∗, where C is a positive constant depending only on ρ, ρ, ‖u0‖H2, ‖∇d‖H2
and ‖∇ρ0‖2, E1(t) and E2(t) are given by
E1(t) = sup
0≤s≤t
(‖∇u‖22 + ‖dt‖22 + ‖∇2d‖22) +
∫ t
0
(‖ut‖22 + ‖∇2u‖22 + ‖∇dt‖22 + ‖∇3d‖22)ds,
E2(t) = sup
0≤s≤t
(‖ut‖22 + ‖∇dt‖22) +
∫ t
0
(‖∇ut‖22 + ‖dtt‖22 + ‖∇2dt‖22)ds.
Maximum principle to parabolic equation implies that d3 ≥ ε0, since d0,3 ≥ ε0. Thus, we
can use Lemma 3.2 to deduce∫ t
0
(‖∆d‖22 + ‖∇d‖44)ds ≤ C
∫ t
0
‖∆d+ |∇d|2d‖22ds ≤ C.
On account of this inequality, by Gronwall inequality, it follows from (3.1) and (3.2) that
E1(t) ≤ C(t+ 1), t ∈ [0, T∗).
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Combining this with (3.3), by Gronwall inequality, we obtain
E2(t) ≤ C(1 + t6)eC(1+t6), t ∈ [0, T∗).
The above two estimates immediately imply, recalling (3.4), that Q(t) keeps finite for any finite
time. Consequently, Proposition 3.1 implies that T∗ =∞. The proof is complete.
4 Global weak solutions
In this section, we concern on the proof of global existence of weak solutions to the Cauchy
problem of the system (1.1)–(1.5), based on the global existence of strong solutions obtained
in the previous section, by using the compactness argument.
As a preparation, we need the following compactness lemma due to Lions [20].
Lemma 4.1. Assume that
0 ≤ ρn ≤ C a.e. on RN × (0, T ), divun = 0 a.e. on RN × (0, T ),
∂tρ
n + div(ρnun) = 0 in D′(RN × (0, T )),
ρn0 → ρ0 in L1(BR(0)), un → u weakly in L2(0, T ;H1(BR(0))) for all R ∈ (0,∞),
un
1 + |x|1(ρn≥δ) = F
n
1 + F
n
2 for all δ > 0,
F n1 and F
n
2 are bounded in L
1(0, T ;L1(RN )) and L1(0, T ;L∞(RN)), respectively.
Then, the following hold
(1) ρn converges in C([0, T ];Lq(BR(0))) for all q ∈ [1,∞) and R ∈ (0,∞) to the unique
solution ρ to {
∂tρ+ div(ρu) = 0 in D′(RN × (0, T ))
ρ|t=0 = ρ0
such that
u
1 + |x|1(ρ≥δ) ∈ L
1(0, T ;L1(RN)) + L1(0, T ;L∞(RN )).
(2) We assume in addition that ρn|un|2 is bounded in L∞(0, T ;L1(RN)), un is bounded in
L2(0, T ;H2(RN)), and for some q ∈ (1,∞) and m ≥ 1∣∣∣∣
〈
∂
∂t
(ρnun), ϕ
〉∣∣∣∣ ≤ C‖ϕ‖Lq(0,T ;Wm,q(RN ))
for all ϕ ∈ Lq(0, T ;Wm,q(RN)) with divϕ = 0. Then
√
ρnun →√ρu in Lp(0, T ;Lr(BR(0)))
for 2 < p <∞, 1 ≤ r < 2Np
Np−4
and 0 < R <∞.
Now, we can give the proof of Theorem 1.2 as follows.
Proof of Theorem 1.2. Take a sequence (ρj0, u
j
0, d
j
0), such that
1
j
≤ ρj0 ≤ ρ+
1
j
, ∇ρj0 ∈ L2(R2), ρj0 − ρ˜→ ρ0 − ρ˜ in Lq(R2),
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uj0 ∈ H2(R2), divu0 = 0, uj0 → u0 in L2(R2)
∇dj0 ∈ H2(R2), |dj0| = 1, dj0,3 ≥
ε0
2
, ∇dj0 →∇d0 in L2(R2).
By Theorem 1.1, for each j there is a unique global strong solution (ρj , uj, dj). It follows from
(1.1) and our assumption that
‖ρj(t)− ρ˜‖q = ‖ρj0 − ρ˜‖q → ‖ρ0 − ρ˜‖q. (4.1)
Multiplying (1.2) by uj, (1.4) by −∆dj , integrating over R2, using (1.1) and |dj| = 1, summing
the resulting identities up yields
d
dt
∫
R2
(
ρj
2
|uj|2 + |∇d
j|2
2
)
dx+
∫
R2
(|∇uj|2 + |∆dj + |∇dj|2dj|)dx =
∫
R2
(
ρj0
2
|uj0|2 +
|∇dj0|2
2
)
dx.
By Lemma 3.1, noticing that dj3 ≥ ε02 , we deduce from the above identity that
sup
0≤t≤T
(‖
√
ρjuj‖22 + ‖∇dj‖22) +
∫ T
0
(‖∇uj‖22 + ‖∇2dj‖22)dt ≤ C(‖
√
ρ0u0‖22 + ‖∇d0‖22). (4.2)
By (4.1) and (4.2), it follows from Gagliado-Nirenberg inequality that
ρ˜
∫
R2
|uj|2dx ≤
∫
R2
(|ρj − ρ˜||uj|2 + ρj |uj|2)dx
≤C(‖√ρ0u0‖22 + ‖∇d0‖22) +
∫
R2
|ρj − ρ˜||uj|2dx
≤C(‖√ρ0u0‖22 + ‖∇d0‖22) +
(∫
R2
|ρj − ρ˜|qdx
)1/q (∫
R2
|uj|2q/(q−1)dx
)(q−1)/q
≤C(‖√ρ0u0‖22 + ‖∇d0‖22) + C‖ρ0 − ρ˜‖q
(∫
R2
|uj|2dx
)(q−1)/q (∫
R2
|∇uj|2dx
)1/q
≤ ρ˜
2
∫
R2
|uj|2dx+ C(‖√ρ0u0‖22 + ‖∇d0‖22) + C‖ρ0 − ρ˜‖qq
∫
R2
|∇uj|2dx,
and thus ∫
R2
|uj|2dx ≤ C(‖√ρ0u0‖22 + ‖∇d0‖22) + C‖ρ0 − ρ˜‖qq
∫
R2
|∇uj|2dx,
which, by (4.2), there holds
∫ T
0
∫
R2
|uj|2dx ≤ C(‖√ρ0u0‖22 + ‖∇d0‖22 + ‖ρ0 − ρ˜‖qq)(T + 1). (4.3)
By Ladyzhenskaya inequality and Gagliado-Nirenberg inequalities, it follows from (4.2) and
(4.3) that
‖∇dj‖4L4(QT ) ≤ C(‖
√
ρ0u0‖22 + ‖∇d0‖22)2, (4.4)
‖uj‖2L2(0,T ;Lq(R2)) ≤ C‖uj‖2L2(0,T ;H1(R2))
≤ C(T + 1)(‖√ρ0u0‖22 + ‖∇d0‖22 + ‖ρ0 − ρ˜‖qq), q ∈ [2,∞). (4.5)
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On account of these two inequalities, there holds
‖uj · ∇d‖L4/3(0,T ;Lr(R2)) ≤ C(T + 1)(‖
√
ρ0u0‖22 + ‖∇d0‖22 + ‖ρ0 − ρ˜‖qq), r ∈ [4/3, 4),
and thus, it follows from equation (1.4) that
‖∂tdj‖L4/3(0,T ;L2(R2)) ≤ C(T + 1)(‖
√
ρ0u0‖22 + ‖∇d0‖22 + ‖ρ0 − ρ˜‖qq + 1).
By Lemma 3.1, there is a subsequence, still indexed by i, such that
di → d in L2(0, T ;H1(BR(0))) for all R ∈ (0,∞).
By (4.2) and (4.5), there holds
‖ρjuj ⊗ uj‖L2(0,T ;Lr(R2)) ≤ C‖
√
ρjuj‖L∞(0,T ;L2(R2))‖uj‖L2(0,T ;L2r/(2−r)(R2)) ≤ C, for r ∈ [1, 2).
(4.6)
By the aid of (4.4) and (4.6), it follows from (1.2) that∣∣∣∣
〈
∂
∂t
(ρjuj), ϕ
〉∣∣∣∣ =
∣∣∣∣
∫ T
0
∫
R2
(∇dj ⊗∇dj + ρjuj ⊗ uj −∇uj) : ∇ϕdxdt
∣∣∣∣
≤C(‖∇dj‖2L4(QT )‖∇ϕ‖L2(QT ) + ‖ρjuj ⊗ uj‖L2(0,T ;Lq/(q−1)(R2))‖∇ϕ‖L2(0,T ;Lq(R2))
+ ‖∇uj‖L2(QT )‖∇ϕ‖L2(QT ))
≤C(‖∇ϕ‖L2(QT ) + ‖∇ϕ‖L2(0,T ;Lq(R2))) ≤ C‖ϕ‖L2(0,T ;H2(R2))
for any q ∈ (2,∞) and ϕ ∈ L2(0, T ;H2) with divϕ = 0. Now, we can apply Lemma 4.1 to
deduce that
√
ρjuj → √ρu in Lp(0, T ;Lr(BR(0)) with 2 < p < ∞ and 1 ≤ r ≤ 4p2p−4 and
R ∈ (0,∞). Hence, we can take the limit i → ∞ to conclude that (ρ, u, d) is a weak solution
to the system (1.1)–(1.5) with the initial data (ρ0, u0, d0). The proof is complete.
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