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Abstract—This paper discusses the problem of computing the
maximum available bandwidth of a given path in TDMA-based
network with network coding, which is a fundamental issue
for supporting QoS with bandwidth requirement in wireless
networks. We present a new path bandwidth computation mech-
anism considering physical-layer network coding. To our best
knowledge, our work is the first proposal on assigning time
slots with consideration of wireless interference and network
coding simultaneously. Our simulation experiments show that
our approach produces higher throughput than the existing
approach.
I. INTRODUCTION
Recently, network coding has received lots of attention since
it is considered as the promising technique to improve the
throughput performance for both wired and wireless networks.
The notion of network coding was initially proposed to im-
prove the throughput performance of multicast communication
in wired networks [1]. It was then applied in multi-path routing
in wireless networks to increase throughput, which was called
intra-session network coding [2]. For flows that cannot be
splitted, intra-session coding cannot be used. Instead, inter-
session network coding was developed to increase the network
throughput [3] was the first work proposing a link-layer net-
work coding (LNC) on two unicast flows between two nodes
with opposite directions. The work in [4] develops a practical
link-layer network coding paradigm in wireless networks,
called COPE. COPE works between IP and MAC layers, and
so it does not change the traditional wireless transmission
model. Different from LNC, physical-layer network coding
(PNC), which was proposed by [5], fundamentally changes
the wireless transmission model. PNC allows two transmitters
send different packets to the same receiver at the same time,
which is considered as interference in the traditional wireless
transmission. Assume “Alice” and “Bob” transmit data packets
to each other through relay node R. If we use the traditional
transmission method, it takes 4 time slots for them to receive a
packet from each each. Fig. 1 shows the transmission schedule
with LNC and PNC. It takes 3 time slots for them to exchange
a packet when applying LNC, while it takes only 2 time slots
when applying PNC.
As packets of two different flows can be coded together
only if they go through the same relay, to fully realize the
advantage of PNC, we need an efficient routing mechanism
that can intelligently route flows in the network. Generally
speaking, existing works on network coding can be divided
into two categories. One group of the works focus on the
x y
x ? y
Alice R Bob
x
y
x ? y x ? y
Alice R Bob
x ? y
Fig. 1. Illustration for network coding.
network throughput maximization with NC, such as [6]–[9].
All these works apply the centralized optimization to obtain
the optimal routing and scheduling schemes and assume traffic
demand is a prior information. In this work, we consider
networks with highly dynamic traffic load. In this situation,
optimization computation will be launched for every change,
and the overhead is too overwhelming. Another line of the
works design the routing and scheduling mechanisms in order
to maximize the opportunistic of network coding, such as [10]–
[12]. However, maximizing coding opportunities may not
necessarily maximizing the bandwidth because of wireless
interference. In fact, a good routing protocol must consider
the interference among links [13]. In order to identify the
maximum throughput path for a given node pair, estimating
the available bandwidth for any given path needs to be solved
first. Different MAC protocols have different requirements for
successful transmission, and QoS routing protocol developed
for a specified MAC scheme cannot be generalized to others
easily [14]. In this work, we consider the problem of esti-
mating the available bandwidth for a given path with network
coding in TDMA-based networks.
II. NETWORK MODEL AND PROBLEM STATEMENT
This work follows the network model in [14]. All the
nodes are synchronized. The bandwidth is partitioned into
a set of time slots S = {s1, s2, . . . , sM} where one frame
can be transmitted in a slot. In traditional wireless networks,
when a transmitter transmits to a receiver, some nodes may
not transmit simultaneously to avoid the conflict. This work
applies the same interference model as [14]. When node i
transmits to node j at slot sk, node j itself does not transmit,
and also node i is the only transmitting neighbor of j at that
slot. Based on the current network state, we can calculate the
available time slots that a node can transmit or receive. Denote
TSi as the available time slots that node i can transmit without
interfering existing transmissions, and RSi as the available
time slots that node i can receive. Thus, link e = (i, j) can
transmit at slots in RT(e) = TSi∩RSj . For example, in Fig. 2,
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Fig. 2. Illustration for available time slots.
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Fig. 3. Illustration for assigning time slots.
which is an example in [14], assume there are totally two time
slots {s1, s2}. Node 1 transmits data packets to Node 2 in slot
s1. There is no traffic using slot s2, and so every node can
transmit or receive in s2. Thus, s2 is in every TSi and RSi.
As Node 1 and Node 2 are involved in transmission in s1,
s1 would not be in TS1, TS2, RS1, and RS2. When Node 1
is transmitting, Node 3 would not be able to receive anything
because it falls into the interference range of Node 1. Thus, s1
is not in RS3. On the other hand, it can send in s1 as Node 2
is outside its interference range. Nevertheless, Node 4 cannot
send in s1 as it interferes the signal at Node 2. The available
time slots for each node is annotated in the figure. From the
figure, link (1, 3) can use s2 to transmit the new flow, while
link (3, 4) can transmit a new flow at both the slots s1 and
s2. Consider a new flow to be deployed on path <1, 3, 4>. A
node cannot send and receive at the same time, and so links
(1, 3) and (3, 4) cannot be active in the same time slot. In this
example, we should assign slot s1 to link (1, 3) and assign
slot s2 to link (3, 4), and the maximum available bandwidth
of path <1, 3, 4> becomes one time slot.
Time slot assignment affects the throughput of a path.
For example, in Fig. 3, we have RT(1, 2) = {s1, s3, s4},
RT(2, 3) = {s2, s3, s5}, and RT(3, 4) = {s5, s6}. If we
assign slots {s1, s3} to link (1, 2) and slots {s2, s5} to link
(2, 3), we just can assign slot s6 to link (3, 4). The available
bandwidth of path <1, 2, 3, 4> is denoted by the minimum
of the number of time slots allocated for each link. Thus, the
available bandwidth of the path is 1 time slot. On the other
hand, if we assign {s1, s4} to link (1, 2) and slots {s2, s3}
to link (2, 3), we can assign slots {s5, s6} to link (3, 4). The
available bandwidth of the path becomes 2 time slots. We can
see that the throughput of a path depends on the time slot
assignment mechanism.
The problem of assigning the time slots for the links on a
path to achieve the maximum available bandwidth has been
proved to be NP-complete [14]. PNC further complicates
the problem. For example, assume there is a three-hop path
<4, 3, 2, 1> in a network. Fig. 4 shows the available time
slots for each link, and we have RT(4, 3) = {s1, s5, s6},
RT(3, 2) = {s4, s5}, and RT(2, 1) = {s3, s4}. Links (1, 2)
and (2, 3) transmit the existing flow at slots s1 and s2,
respectively. We can see that the new flow can be coded with
the existing flow on <1, 2, 3>. Node 2 can receive two data
packets from 1 and 3 at slot s1, and then transmits the coded
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Fig. 4. Illustration for assigning time slots with PNC.
packet to 1 and 3 at slot s2. Nodes 1 and 3 can correctly decode
the data packet from each other since they have the original
packet it sent at slot s1. We call node 2 the coding node. We
can see that with PNC, link (3, 2) can use slot s1, and link
(2, 1) can use slot s2. Nevertheless, if slot s1 is allocated to
link (4, 3), link (3, 2) cannot use slot s1, so that (2, 1) cannot
use slot s2 either. The throughput is only 1 slot. On the other
hand, if we assign s5 and s6 for (4, 3), s1 and s4 for (3, 2), and
s2 and s3 for (2, 1), the available bandwidth of <4, 3, 2, 1>
is 2 slots. We can see that PNC can significantly improve
the throughput, but we need to develop an efficient time slot
assignment mechanism to fully utilize the advantage of PNC.
Given a subpath <vj , vj+1, vj+2>, if vj+1 is the coding
node and the existing flow going through <vj+2, vj+1, vj>
has consumed the times slots RT1 on link (vj+2, vj+1) and the
time slots RT2 on link (vj+1, vj). With PNC, link (vj , vj+1)
can use RT1 to transmit the new flow while link (vj+1, vj+2)
can use RT2 to transmit. Therefore, the available time slots for
this new flow on link (vj , vj+1) should include RT1. Denote
RTcode(ei) as the available time slots for link ei to transmit the
new flow which can be coded with the existing flow. Therefore,
the available time slots for link ei should be included by
RTtotal(ei). sWe thus define our problem as follows.
Time Slot Assignment Problem: Given a path p, the avail-
able time slots on each link on p, and the coding nodes along
the path, we want to identify which time slots each link should
use for the new flow on p such that the available bandwidth
is maximized.
III. POLYNOMIAL PATH BANDWIDTH CALCULATION
In this section, we present our mechanism to assign the time
slots for each link on a given path. We assign the time slot in a
hop-by-hop manner, and so our mechanism is fully distributed.
Given a path p =<v1, v2, . . . .vh>, we first determine the time
slots allocated for link (v1, v2). In the second step, we allocate
the slots for (v2, v3). The process continues until we allocate
the slots for (vh−1, vh). In the following, we describe the
method to allocate the time slots for link (vj , vj+1).
We first describe how to assign the time slots on 3-hop
subpath pi=<vi, vi+1, vi+2, vi+3> in order to maximize the
available bandwidth of pi when coding is not considered. It
is obvious that the mechanism should assign equal number of
time slots to the three links. In other words, the available time
slots should be distributed equally among the links. Although
[14] proposes a time slot assignment method, we found the
performance of the algorithm can be improved further. We
would like to use an example to illustrate this situation.
Example 1: Given a three-hop path p1=<v1, v2, v3, v4>,
assume RT(v1, v2) = {1, 2, 3, 4, 5, 6}, RT(v2, v3) =
{5, 6, 7, 8, 9, 10, 11, 12}, and RT(v3, v4) =
{7, 8, 9, 10, 11, 12}. The BW2 function in [14] first
assigns time slots {1, 2, 3, 4, 5, 6} for (v1, v2) and time slots
{7, 8, 9, 10, 11, 12} for (v2, v3), respectively. The BW3
function in [14] then assigns the time slots {7, 8, 9} for
(v2, v3) and {10, 11, 12} for (v3, v4), respectively. We can
see that the minimum number of the time slots allocated for
each link on p1 is 3, and so the bandwidth of path p1 is 3
time slots. However, if we assign {1, 2, 3, 4} for (v1, v2),
{5, 6, 7, 8} for (v2, v3), and {9, 10, 11, 12} for (v3, v4), each
link can possess four time slots without conflict, and so the
available bandwidth of p1 is four time slots.
The main idea of our mechanism is: In the first step, we
try our best to evenly distribute the time slots on both links
(v1, v2) and (v2, v3), which is the same as that in [14]. Let
T1 = RT(v1, v2) and T2 = RT(v2, v3), and Algorithm 1 is
then called to recalculate T1 and T2 to minimize the difference
between |T1| and |T2|. Afterwards, let T3 = RT(v3, v4), and
Algorithm 2 is called to allocate the time slots on the three
links to minimize the difference between |T1|, |T2|, and |T3|.
Algorithm 2 works as follows: Suppose that Ti and Ti+1 are
computed by Algorithm 1. Thus, Ti ∩ Ti+1 = ∅. Initially, we
set Ti+2 = RT(i+2)\{Ti∪Ti+1}. Without loss of generality,
assume |Ti| ≥ |Ti+1|. If |Ti+2| ≥ |Ti+1|, the maximum path
bandwidth is |Ti+1|. Otherwise, we should move some slots
from Ti and Ti+1 to Ti+2. Since Ti contains more slots than
Ti+1, we first move some slots from Ti to Ti+2 such that Ti
contains the same slots as Ti+1, as referred to Lines 7-9. If
Ti+2 still contains less slots than Ti+1, we should continue
moving some slots from Ti and Ti+1 to Ti+2. When both Ti
and Ti+1 contain the same number of slots, we move a slot
from both the sets, respectively, to Ti+2 in each time until all
the three sets contain the same number of slots. For selecting
the slot in Ti to be moved to Ti+2, we prefer the slots shared
by both the links ei and ei+2 but not by ei+1, and the set of
such slots is denoted by Z1. Similarly, for selecting the slots
in Ti+1 to be moved to Ti+2, we prefer the slots shared by
both the links ei+1 and ei+2 but not by ei, and the set of such
slots is denoted by Z2. It is possible that we cannot find a
slot shared by Ti and RT(ei+2) such that we cannot move
a slot from Ti to Ti+2. After several movement operations,
Ti and Ti+1 may contain different numbers of time slots, and
Algorithm 1 is thus called to redistribute the slots on links ei
and ei+1, as referred to Lines 17 and 29. We can see that the
terminate condition of Algorithm 2 is that Ti+2 contains the
slots no less than Ti or Ti+1, or no more slot can be moved.
For instance, no slot in Ti is available for link ei+2, thus, we
cannot move any slot from Ti to Ti+2.
We would like to use Example 1 to illustrate the time
slot allocation process of our approach. We first let T1 =
RT(v1, v2) and T2 = RT(v2, v3). By Algorithm 1, we have
T1 = {1, . . . , 6} and T2 = {7, . . . , 12}. Afterwards, let
T3 = RT(v3, v4) and call Algorithm 2 to allocate the time slots
on the three links. Initially, we set T3 = T3 \ {T1 ∪ T2} = ∅,
as referred to Line 2. We then calculate Z1 = ∅ and Z2 = T2,
as referred to Lines 5-6. Thus, we remove slots from T2 to T3.
After moving two slots from T2 to T3, say slots 11 and 12, we
have |T1| > |T2|+ 1, and so Algorithm 1 is called to balance
the slots between T1 and T2. Assume Algorithm 1 moves slot
6 from T1 to T2. At the moment, both T1 and T2 contains
5 slots while T3 contains 2 slots. The condition of Line 11
is not satisfied, and so the movement operation continues.
We again move two slots from T2 to T3, and Algorithm 1
is called again to balance the slots in T1 and T2. Finally, all
the three sets contain 4 slots, and the condition of Line 11 is
satisfied. Algorithm 3 is thus terminated. With Algorithm 3,
the bandwidth of path p1 in Example 1 is 4 time slots, which is
larger than the bandwidth calculated by the algorithm in [14].
Algorithm 1 Two-Link-Allocation(Ti, Ti+1)
Parameters:
1: Ti+1 ← Ti+1 \ Ti
2: if |Ti+1| >= |Ti| then
3: return
4: m← |Ti|−|Ti+1|25: Select m from Ti ∩ Ti+1, and move these time slots from Ti to Ti+1
Given a h-hop path p =<v1, . . . , vh, vh+1>, we want
to assign the time slots on p to maximize the path band-
width. Denote ei = (vi, vi+1). Let Ti be the set of time
slots assigned for ei, where 1 ≤ i ≤ h + 1. Firstly, set
T1 to be RT(e1) and T2 = RT(e2), and the Two-Link-
Allocation(T1, T2) procedure is then called to distribute the
time slots on the two links. Then, let T3 be RT(e3), and adopt
the Three-Link-Allocation(T1, T2, T3) procedure to assign the
time slots on the three links e1, e2, and e3. In the ith
step, let Ti+1 be RTtotal(ei+2), and call the Three-Link-
Allocation(Ti−1, Ti, Ti+1) procedure, where 2 ≤ i ≤ h. As
only Ti, Ti+1, and RTi+2 are needed to compute Ti+2, the
mechanism can be conducted in a distributed manner. Besides,
as the problem is NP-complete in nature, our polynomial-time
algorithm probably would not achieve optimal in all cases.
The previous discussion does not consider PNC. We first
use an example to illustrate the constraint for the time slot
assignment imposed by PNC. In Fig. 5(a), bandwidth is
divided into 6 time slots, and the existing flow f1 possesses
{s1, s3} on (3, 2) and {s2, s4} on (2, 1). We consider how
to assign the time slots on the links of path <1, 2, 3, 4>.
We can calculate RTcode(1, 2) = {s1, s3}, RTcode(2, 3) =
{s2, s4}, RTtotal(1, 2) = {s1, s3, s5, s6}, RTtotal(2, 3) =
{s2, s4, s5, s6}, and RT(3, 4) = {s2, s4, s5}.
If link (1, 2) and (3, 2) transmit data packet x1 and y1 at
slot s1, node 2 must transmit the code packet x1⊕ y1 to node
1 and node 3 at slot s2. In other words, if we assign s1 to
(1, 2), link (3, 4) cannot possess s2, since we must assign s2
to (2, 3). Therefore, s1 on (1, 2) and s2 on (3, 4) conflict with
each other, which imposes additional constraint on assigning
time slots.
In both the Two-Link-Allocation procedure and the Three-
Link-Allocation procedure, we need to move some slots from
a set to another set. For instance, in the Two-Link-Allocation
procedure, we need to move m slots from Ti to Ti+1 (Line
5). In the Three-Link-Allocation procedure, we need to move
some slots from Ti (or Ti+1) to Ti+2 (Lines 10 and 12). For
Algorithm 2 Three-Link-Allocation(Ti, Ti+1, Ti+2)
Assumption: |Ti| ≥ |Ti+1|
Parameters: RT(ei), RT(ei+1), RT(ei+2): the available time slots on links ei,
ei+1, ei+2
Ti, Ti+1, Ti+2: the time slots allocated for links ei, ei+1,
ei+2
1: assert(Ti ∩ Ti+1 = ∅)
2: Ti+2 ← Ti+2 \ {Ti ∪ Ti+1}
3: if |Ti+2| ≥ |Ti+1| then
4: return
5: Z1 ← {Ti ∩ RT(ei+2)} \ RT(ei+1)
6: Z2 ← {Ti+1 ∩ RT(ei+2)} \ RT(ei)
7: move Ti − Ti+1 slots in Z1 from Ti to Ti+2
8: if |Ti+2| ≥ Ti+1 then
9: return
10: if |Z1|+ |Z2|+ |Ti+2| ≥ min{|Ti| − |Z1|, |Ti+1| − |Z2|} then
11: while |Ti+2| < min{|Ti|, |Ti+1|} do
12: if Z1 = ∅ then
13: Select a time slot in Z1 move from Ti to Ti+2
14: if Z2 = ∅ then
15: Select a time slot from Z2 move from Ti+1 to Ti+2
16: if the difference between |Ti| and |Ti+1| is larger than 1 then
17: Two-Link-Allocation(Ti, Ti+1)
18: else
19: move all time slots in Z1 and Z2 from Ti and Ti+1 to Ti+2
20: X1 ← Ti ∩ RT(ei+2)
21: X2 ← Ti+1 ∩ RT(ei+2)
22: if |X1|+ |X2|+ |Ti+2| ≥ min{|Ti| − |X1|, |Ti+1| − |X2|} then
23: while |Ti+2| < min{|Ti|, |Ti+1|} do
24: if X1 = ∅ then
25: Select a time slot from X1 move to Ti+1
26: if X2 = ∅ then
27: Select a time slot from X2 move to Ti+1
28: if the difference between |Ti| and |Ti+1| is larger than 1 then
29: Two-Link-Allocation(Ti, Ti+1)
30: else
31: move all the times slots in X1 and X2 from T1 and T2 into T3
selecting the slots to be moved, we prefer the slot not belong
to the coded available time slot.
We would like to use the example in Fig. 5(a) to illus-
trate the procedure of our time slot assignment mechanism.
After the network accepts f1, we compute RTtotal(1, 2) =
{1, 3, 5, 6}, RTtotal(2, 3) = {2, 4, 5, 6}, and RTtotal(3, 4) =
{2, 4, 5, 6}. We also have RTcode(1, 2) = {1, 3} and
RTcode(2, 3) = {2, 4}. In the Two-Link-Allocate Procedure,
we first set T1 = {1, 3, 5, 6} and T2 = {2, 4}. We need
to move a slot from T1 to T2. Since we prefer the slots
{5, 6} to {1, 3}, we then assign T1 = {1, 3, 5} for (1, 2)
and T2 = {2, 4, 6} for (2, 3). In the Three-Link-Allocate
Procedure, we first have T3 = ∅, meaning link (3, 4) does
not have any available time slot which is not included by T1
or T2. We need to move slots from T1 and T2 to T3. We first
calculate Z1 = {5} and Z2 = {2, 4, 6}. We first move slot
5 from T1 to T3. Since {2, 4} are the coded available time
slots, we prefer slot 6 in Z2. We thus move slot 6 from T2 to
T3. Finally, we assign T1 = {1, 3} for (1, 2), T2 = {2, 4} for
(2, 3), and T3 = {5, 6} for (3, 4).
In the previous discussion, we describe how to assign the
time slot with PNC. LNC does not allow two nodes transmit
the two packets to a receiver at the same slot, it does not
impose the constraint while PNC does. Therefore, the time
slot assignment method with LNC is actually the same as that
in traditional transmission. We use the example in Fig. 5(a) to
illustrate our time slot assignment process with LNC. When
LNC is applied, link (1, 2) and link (3, 2) cannot be active
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Fig. 5. Illustration for time slot assignment with PNC.
at the same time. We then calculate RTtotal(1, 2) = {5, 6},
RTtotal(2, 3) = {2, 4, 5, 6}, and RTtotal(3, 4) = {2, 4, 5, 6}.
We also have RTcode(2, 3) = {2, 4}. Firstly, we set T1 =
{5, 6} and T2 = {2, 4}. In the Three-Link-Allocation proce-
dure, initially, we have T3 = ∅. We thus need to move a slot
from T1 or T2 to T3. If we move slot 5 from T1 to T3, we
have T1 = {6}, T2 = {2, 4}, and T3 = {6}. On the other
hand, if we move slot 4 from T2 to T3, we have T1 = {5, 6},
T2 = {2}, and T3 = {4}. The both schemes produce the same
available bandwidth, which is denoted by 1 time slot.
IV. PERFORMANCE EVALUATION
In order to evaluate the performance of our time slot
assignment algorithm, we perform the time slot assignment
for 10-hop paths, and compare the available path bandwidth
estimated by our algorithm with that of the algorithm in [14].
In our simulation experiments, the bandwidth is divided into
100 time slots, denoted by S. We randomly select a certain
number of time slots from S for each link on a path. The
number of available time slots on each link follows the uniform
distribution U[L,U ]. We test 10000 different paths, and so the
point is the average of 10000 different values.
We first fix the variance of the uniform distribution by
setting U − L = 40, and then change the expected value of
the uniform distribution to observe the changes of the available
path bandwidth. Fig. 6(a) shows the available path bandwidth
estimated by our algorithm and the algorithm in [14]. The
available path bandwidth is represented by the number of
time slots. We observe that the available path bandwidth of
our algorithm is higher than that of the algorithm in [14]
by 20% on average. Therefore, our algorithm outperforms the
algorithm in [14]. Fig. 6(a) shows that as the expected value of
the number of available time slots on each link increases, the
path bandwidth increases. As the average number of time slots
on each link increases, the number of the time slots allocated
for each link grows, so that the path bandwidth is larger.
We then fix the expected value of the uniform distribution
to be 50, and change the variance of the distribution to
observe the change of the path bandwidth. Fig. 6(b) shows
the simulation results. The x-coordinates gives the L value of
the distribution. For example, if L = 10, we have U = 90
in order to have the expected value of 50. As the increase
of L, the value of U decreases, and so the variance of the
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Fig. 6. Performance Comparison of our algorithm and the existing algorithm.
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Fig. 7. Test the advantage of PNC.
distribution decreases. From Fig. 6(b), we observe the average
path bandwidth increases as the variance decreases. As the
variance decreases, the number of available time slots on each
link has the smaller difference, which implies the number of
time slots assigned for each link has the smaller difference. As
the expected value is the same, the numbers with the smaller
variance has the larger minimum value than that with the
larger variance. Since the path bandwidth is determined by the
minimum value, the path bandwidth increases as the variance
decreases. We then test the advantage of applying PNC. The
number of available time slots on each link follows U [30, 70].
Given a path, we first randomly select a certain number of
available time slots from S for each link. We then deploy an
existing flow going through the inverse direction of this path.
We randomly assign the available time slots on each link for
the existing flow in order to satisfy the data rate of this flow.
Afterwards, we calculate the available path bandwidth with
PNC. Fig. 7 shows the average path bandwidth as a function of
the data rate of the existing flow. With the increase of the data
rate, the path bandwidth estimated by the algorithm without
PNC decreases. This is because the number of available time
slots for each link decreases as the data rate of the existing
flow increases. On the other hand, we observe that the path
bandwidth estimated by our algorithm with PNC almost does
not change as the data rate changes. With PNC, the time slots
assigned for the existing flow are still available for the new
flow, and so the data rate of the existing flow almost does not
affect the available bandwidth of the path. From the simulation
results in Fig. 7, we can observe that our time slot assignment
algorithm can efficiently utilize the advantage of PNC.
V. CONCLUSION
This paper discussed the problem of assigning the time slots
on a path in order to achieve the maximum available band-
width with considering network coding. Our simulation results
show that our algorithm outperforms the existing approach. In
the future, we will study on developing a hop-by-hop routing
protocol to find the widest path in TDMA-based networks.
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