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Theta functions and quiver Grassmannians
Man-Wai Cheung
Abstract
In this article, we use the relationship between cluster scattering diagrams and stability scattering
diagrams to relate quiver representations with these diagrams. With a notion of positive crossing of a
path γ, we show that if γ has positive crossing in the scattering diagram, then it goes in the opposite
direction of the Auslander-Reiten quiver of Q. We then give the Hall algebra theta functions which
recover the cluster character formula by the Euler characteristic map. At last, we define the Hall algebra
broken lines and then are able to give the stratification of the quiver Grassmannians by the bending of
the broken lines.
1 Introduction
Fomin and Zelekinsky set up the theory of cluster algebras in 2000 in order to understand total positivity in
algebraic groups and canonical bases in quantum groups. Roughly speaking, a cluster algebra is a subring
of a field of rational functions. To define a cluster algebra, instead of knowing all the generators at the
beginning, we start with initial data called an initial seed which includes some cluster variables. There
is a procedure called mutation to generate more seeds, and a cluster algebra is defined to be the subring
generated by the cluster variables in all the seeds.
The theory developed rapidly and connected with many other areas, e.g., Poisson geometry, integrable
systems, higher Teichmu¨ller spaces, algebraic geometry, and quiver representations. Later Fock and Gon-
charov introduced a geometric point of view in [FG06]. They introduce the A and X cluster varieties which
can be obtained by gluing ‘seed tori’ by birational map called cluster transformations.
In another world in mathematics, namely mirror symmetry, the concepts of scattering diagram, theta
functions and broken lines were introduced to obtain a deeper understanding of the dualities involved.
Two-dimensional scattering diagrams were introduced by Kontsevich and Soibelman in [KS06] to study K3
surfaces. Later Gross and Siebert [GS11] considered general scattering diagrams to describe toric degener-
ations of Calabi-Yau varieties in order to construct mirror pairs. On the other hand, the notion of broken
lines was developed by Gross in [Gro10] to understand Landau-Ginzburg mirror symmetry for P2. Then
Siebert, Carl and Pumperla [CPS10] made use of broken lines to describe regular functions in the context
of [GS11], and in particular to construct Landau-Ginzburg mirrors to varieties with effective anti-canonical
bundle. In order to construct mirrors to log Calabi-Yau surfaces with maximal boundary with similar ideas,
theta functions were introduced by Gross, Hacking and Keel in [GHK11]. An earlier suggestion of Abouzaid,
Gross and Siebert of calculating products using tropical Morse trees was made explicit in [GHK11] with a
formula for multiplication of theta functions in terms of trees of broken lines.
The discoveries of [GHK15] and [GHKK18] revealed that there is a strong connection between cluster
algebras and scattering diagrams. In particular, we can view each chamber in the scattering diagram as one
of the seeds in the cluster algebras. The chambers can then be viewed as corresponding to the ‘seed tori’
which are ‘glued’ along the walls in the scattering diagrams. Theta functions can then be viewed as cluster
variables. The set of theta functions are proposed to be a canonical basis for cluster algebras. There are
many other proposed bases as well, e.g. [GLS12], [Kel14], [DT13], [MSW13]. Together with Gross, Muller,
Musiker, Rupel, Stella and Williams [CGM+17], we have proved that the theta basis in rank 2 agrees with
the greedy basis.
A natural question to ask is if there is any deep, intrinsic relation between the two subjects. First we
can relate the scattering diagrams with the Auslander-Reiten quivers in representation theory. Given a skew
symmetric type cluster algebra, one can consider the quiver Q associated to the algebras. Then we can
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consider the stability scatterings diagram introduced by Bridgeland [Bri16] (stated in Theorem 4.3) and the
corresponding Auslander-Reiten quiver of Q as defined in Definition 2.25.
Theorem 1.1 (Theorem 6.1). Let γ be a path crossing the outgoing piece of d1 ∈ D and then d2 ∈ D with
both crossings positive. Let Ci be the corresponding indecomposable representation for di, i = 1, 2. Then we
have C2 is a predecessor of C1 in the Auslander-Reiten quiver of Q.
With insight from Caldero and Chapoton in [CC06], theta functions (defined in (14)) are related to quiver
Grassmannians. The definition of theta functions rely on the piecewise linear paths with attached monomials
data, called broken lines (Definition 3.7), in the scattering diagrams. Thus, we propose each broken line
corresponds to a family of subrepresentations of an ambient quiver representation. More specifically, the
initial slope of the broken line tells us which ambient representation D we are working with. On the other
hand, the final slope of the broken line gives one of the subrepresentations E of D. So we would like to
investigate the meaning of bendings from the initial to the finial slopes of the broken lines.
By the machinery of motivic Hall algebras developed by Joyce [Joy07] and the stability scatterings
diagram in [Bri16], we can describe the usual wall crossing via conjugation by Hall algebra elements. In
Section 7, we are able to give the Hall algebra theta functions
Theorem 1.2. [Theorem 7.1] Fix a stability scattering diagram D. Let Q be a point in the positive chamber
of D. Consider a point m0 in the cluster complex. Then we can write m0 = −g(d) for some d ∈ (Z≥0)n,
where g defined in (8) and we are going to see it is the g vector. Then the Hall algebra theta function is
ϑ(m0,0) = χ(GF(m0)(D))z(m0,0),
where objects in GF(m0)(D) are representations C in F(m0) equipped with an inclusion into D. By applying
the Euler characteristic map χ (defined in (21)), we get
ϑ(m0,0) = z
(−g(D),0)
∑
0≤c≤d
χ(Gr(c,D))z(p
∗(c),c).
which is the cluster character formula.
Next, we find that each bending of a broken line tells us about stratas of quiver Grassmanians. The
bendings of the broken lines actually describe the filtration of the quiver subrepresentation C. We will then
be able to give a stratification of the quiver Grassmannian. Note that the stratifications given by the broken
lines differ from those appear in other literature, e.g. [CZ06].
Consider an indecomposable quiver representation D which is not regular. Then m = −g(d) lies in the
cluster complex. Now consider a broken line γ : (∞, 0]→MR \ {0} with endpoint Q in the positive chamber
and initial slope −g(d). Let the final slope of the broken line be −g(d) + p∗(c) for some c. Let γ bend over
the walls d1, . . . , ds in the cluster complex and assume all the bendings are positive. Let λ1, . . . , λs be the
degree of each bending. Denote by ci ∈ N+ the normal vectors of di for i = 1, . . . s. First, bending over d1
leads us
Theorem 1.3 (Theorem 8.1). Consider the first bending of γ over a general point θ1 on the wall d1 which
corresponds to pre-projective/ pre-injective indecomposable representation C1 of dimension vector c1. Then
the Hall algebra wall crossing automorphism is
ΦD(d1)z
−(g(d),0) =
∑
λ
G1λ1,c1(D)z−(g(d),0),
where G1λ,c1(D) = {ψ : V→D|V is a representation of dimension vector λc1, and kerψ contains no subrep-
resentation of dimension vector proportional to c1}. Let V1 = C⊕λ11 . Then we have
0 ⊂ V1
as a filtration obtained after the first bending.
In Section 8.2 and Section 8.3, we fineally explain how to understand bending inductively:
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Theorem 1.4 (Theorem 8.2 for the second bending, Theorem 8.3). Assume now γ is taking the j-th bending
from d+j−1 to dj. From the j − 1-th bending, we obtain the filtration
0 ⊂ V1 ⊂ · · · ⊂ Vj−1,
with the quotient Vℓ/Vℓ−1 = C
⊕λℓ−1
ℓ−1 . Then the Hall algebra monomial associated to the j-th linear piece of
the broken line would be
[Gj−1λ1,··· ,λj−1,cj−1→M]z−(g(d),0),
where [Gj−1λ1,··· ,λj−1,cj−1→M] is space having the Poincare´ polynomial as
[Aλj Ext
1(Vj−1,Cj) ×Gr(λj ,Hom(Cj , D/Vj−1)− Ext1(Vj−1, Cj))].
At the last bending, we obtain filtration for a subrepresentation C of D with dimension vector c.
0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vs = E,
where Vj/Vj−1 = C
⊕λj
j .
Our calculation for each strata involves not only the tools from the theory of Hall algebras but also a
closer understanding of quiver representations. More specifically, we need to understand the Hom and Ext
groups between indecomposable quiver representations.
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2 Introduction to Cluster algebras and quiver representations
2.1 Cluster algebras
In this section, we will give the basic definition of cluster algebras. Since this article focuses on quivers,
we will restrict ourselves to the skew-symmetric type. For the sake of consistency throughout the article,
we will adopt the definition from [FG06] and [GHK15]. The exchange matrix ǫ (defined below) differs by a
transpose from the general definition the cluster community as stated in [FZ02] where the exchange matrix
is denoted as B. We will first state the definition for the case without frozen variables and then we will
mention the case with principal coefficients.
A cluster algebra A of rank n is a subring of the ring of rational functions in n variables over a field k,
where k is a field of characteristic zero. In this article, we will restrict to the skew-symmetric type cluster
algebras without frozen variables. To define a cluster algebra, we will start by defining the seed.
Definition 2.1. A seed is a pair Σ = (s, ǫ), where
• s is a set of algebraically independent elements {A1, . . . An} lying in the field of rational functions of n
independent variables;
• ǫ = (ǫij) is a skew-symmetric integer matrix.
Elements in s are called cluster variables and B is called the exchange matrix. The seed to start with is
called the initial seed.
To generate new seeds, there is a procedure called mutation to obtain a new seed
µk((s, ǫ)) = {{A1, . . . , Aˆk, . . . , An} ∪ {A′k}, µk(ǫ)}
for k = 1, . . . , n, where
AkA
′
k =
∏
ǫkj>0
A
ǫkj
j +
∏
ǫkj<0
A
−ǫkj
i ,
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and
(µk(ǫ))i,j =
{ −ǫij if k = i or k = j;
ǫij +
|ǫki|ǫjk+ǫki|ǫjk|
2 otherwise.
Starting from an initial seed, one can apply all possible sequences of compositions of mutations (possibly
infinite). This gives a set (possibly infinite) of all cluster variables generated under mutations. The cluster
algebra A = A(ǫ, s) is the subalgebra of k(A1, . . . , An) generated by all cluster variables. A monomial in
cluster variables all of which belong to one extended cluster will be called a cluster monomial
Every cluster algebra belongs to a series A(ǫ) consisting of all cluster algebras of the form A(ǫ, s), where
ǫ is fixed and s is allowed to vary. Two series A(ǫ) and A(ǫ′) are strongly isomorphic if ǫ and ǫ′ can be
obtained from each other by a sequence of mutation, modulo simultaneous relabeling of rows and columns.
Let us illustrated the construction by an example.
Example 2.2 (Rank 2 cluster algebra). In the rank 2 case, the initial seed can be represented as
Σ = ({A1, A2}, ǫ =
(
0 b
−b 0
)
),
where b is a positive integer. Mutating at 1 gives us
A1A
′
1 = 1 +A
b
2.
Now we denote ϑ3 = A
′
1 and ϑ1 = A1, ϑ2 = A2. Then by repeating the mutation process and naming new
cluster variables as ϑk+1, we will get a recursive relation indexed by k ∈ Z as
ϑk−1ϑk+1 = ϑ
b
k + 1 (1)
The cluster algebra A(b) is the Z-subalgebra of Q(A1, A2) which they generate. Note that all the ϑk, k 6= 1, 2
lies in Q(A1, A2). Each pair {ϑk, ϑk+1} is called a cluster and a monomial in the variables of a cluster is
called a cluster monomial.
In the above example, if b = 1, then there are only 5 cluster variables in A(1). In general, a cluster
algebra with a finite number of cluster variables is called a cluster algebra of finite type.
Fomin-Zelevinsky [FZ03] showed that there is a bijection between the Cartan matrices C for Dynkin
diagram with cluster algebra A(ǫ), where C(ǫ) = C is defined as
cij =
{
2 if i = j;
−|ǫij | if i 6= j.
Theorem 2.3. [FZ03, Theorem 1.4] All cluster algebras in any series A(ǫ,−) are simultaneously of finite
or infinite type. There is a canonical bijection between the Cartan matrices of finite type and the strong
isomorphism classes of series of cluster algebras of finite type. Under this bijection, a Cartan matrix C of
finite type corresponds to the series A(ǫ,−), where ǫ is an arbitrary skew-symmetric matrix with C(ǫ) = C.
Next we will introduce the cluster algebras with principal coefficients Aprin. It is a cluster algebras with n
extra variables X1, . . . , Xn, i.e. A ⊂ k(A1, . . . , An, X1, . . . , Xn). We will denote An+i as Xi for i = 1, . . . , k.
The mutation would only be carried on the variables Ai, i.e. the first n variables. The exchange matrix ǫ˜
for Aprin would then be
ǫ˜ =
(
ǫ I
−I 0
)
),
where I is the n× n identity matrix.
For any cluster variables in the cluster algebras, Fomin-Zelevinsky showed the Laurent phenomenon for
the cluster variables. The following statement is stated for A and Aprin but the Laurent phenomenon holds
for more general cluster algebras.
Theorem 2.4. [FZ02] [FWZ16, Theorem 3.3.1] For a cluster algebra without frozen variables, or with
principal coefficients, each cluster variable can be expressed as a Laurent polynomial with integer coefficients
in the elements of any cluster.
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Thus, a cluster variable ϑ would be a Laurent polynomial in A1, . . . An, X1, . . . , Xn. We can define the
F -polynomial by specifying all Ai = 1, i.e.
F (X1, . . . , Xn) := ϑi(A1 = · · · = An = 1). (2)
In particular, by [FZ07], there is a factorization of the cluster variable ϑ in terms of the F -polynomial:
θ =
∏
j
A
gj
j · F
(
X1
∏
j
A
ǫ1,j
j , . . . , Xn
∏
j
A
ǫn,j
j
)|X1=···=Xn=1. (3)
We will call the vector g = (g1, . . . , gn) as the g-vector. In [FZ07], one can mutate the X variables and
obtain similar set of vectors for the X variables. One should refer to [FZ07] for the details. We will define
the set of c vectors as the set of row vectors in the (1, n)× (n+1, 2n) part of the matrix ǫ, for all ǫ obtained
from the mutation process.
Now fix a seed s and let ǫ be the corresponding exchange matrix in the seed. Let Cs be the n×n matrix
obtained by taking transpose of the (1, n)× (n+ 1, 2n) of ǫ. Let ϑ1, . . . , ϑn be the cluster variables in s and
let c1, . . . , cn be the corresponding c-vectors.
Combining the sign-coherence property of c-vector (each vector ci has neither all entries nonnegative or
all entries nonpositive) proved in [GHKK18], Nakanishi-Zelevinsky showed the following duality between the
C and G matrix. We will state the theorem for the skew-symmetric case:
Theorem 2.5. [NZ12, Theorem 1.2]
GTs = C
−1
s , (4)
Note that this theorem implies the set of column vectors in Gs and Cs formed a dual basis. Nakanish-
Zelevinsky named the above duality as tropical duality.
2.2 Quiver Representations
2.2.1 Introduction to quiver representations
A quiver Q of rank n is a directed graph of n vertices. More precisely Q = (Q0, Q1, s, t), where Q0 is the
set of vertices of Q, Q1 is the set of arrows of Q, s, t : Q1→Q0 two maps. For an arrow α ∈ Q1, s(α) is the
starting point of α and t(α) is the end point of α. It can be written as α : s(α)→t(α). Let us assume the
vertices of Q are numbered {1, . . . , n}. We will mainly talk about acyclic quivers Q. Thus we can further
assume a < b if there is an arrow goes from vertex a to b.
Note that one can associate a cluster algebra to a given quiver Q by considering the rank of the cluster
algebra as the rank of Q and defining the exchange matrix ǫ in the initial seed as
ǫij = number of arrows from j to i− number of arrows from i to j. (5)
One can see that for the case of cluster algebra with principal coefficients, we are associating a vertex i′
(called the frozen vertex) to each vertex i of the original quiver and there is an arrow from i to i′.
We would then consider the representation of the opposite quiver associated to (5). The opposite quiver
Qop of Q is defined by reserving all the vertices of Q and the arrows in Qop are in opposite direction of
the arows in Q. Note that there is an equivalence between the category of representations of the opposite
quiver rep(Qop) (defined below) and the path algebra of Q (as right module). Thus we will consider the
representation of Qop. For the sake of simplicity, we will still denote the opposite quiver Q when we discuss
about quiver representation. Just be aware that we are actually considering the opposite quivers of the
quivers associated to (5).
Definition 2.6. A C-linear representation V = (Vi, Vα)i∈Q0,α∈Q1 of Q is defined by:
• To each point i in Q0 is associated a C vector space Vi
• To each arrow α : i→j in Q1 is associated a C-linear map Vα : Vi→Vj .
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It is called finite dimensional if each vector space Va is finite dimension. In this case, the dimension vector
of M is defined to be the vector
dim(V ) = (dimVi)i∈Q0 .
A morphism of representations φ : V→W is a collection φ = (φa)a∈Q0 of linear maps φa : Va→Wa for
each vertex i such that the following commutative diagram commutes:
Vs(α) Ws(α)
Vt(α) Wt(α)
φs(α)
Vα Wα
φt(α)
Let f : V→V ′ and g : V ′→V ′′ be two morphisms of representations of Q. Then their composition is defined
as (gf)a = ga ◦ fa for a ∈ Q0. Then gf : V→V ′′ is also a morphism of representations. This defines a
category Rep(Q) of representations of Q. We denote by rep(Q) the full subcategory of Rep(Q) consisting of
the finite dimensional representations.
Let V = (Va, Vα) and W = (Wa,Wα) be representation of Q. Then the direct sum V ⊕W is defined as
(V ⊕W )a = Va ⊕Wa
(V ⊕W )α =
(
Vα 0
0 Wα
)
A representation V is called indecomposable if V 6= 0 and if V = S ⊕ T , then S = 0 or T = 0.
Let N = ZQ0 and M = Hom(N,Z). Define a bilinear form, χ(·, ·), the Euler form on N as
χ(c,d) =
∑
i∈Q0
cidi −
∑
α:i→j
cidj (6)
for d ∈ N . We further define a map g : N→M by
g(d) = χ(·,d). (7)
Example 2.7. Let us take the Kronecker 2-quiver Q2 as an example.
1 2
α1
α2
Then the set of indecomposable representations are of the form
Cn Cn+1
fp1
fp2
, Ck Ck
fr1
fr2
, Cn+1 Cn
fi1
fi2
,
where
fp1 :(x1, . . . , xn) 7→ (x1, . . . , xn, 0),
fp2 :(x1, . . . , xn) 7→ (0, x1, . . . , xn),
f r1 = µ(1, . . . , 1), for some µ,
f r2 =

1 λ 0 · 0
0 1 λ 0 · · ·
· · ·
0 . . . 0 1 λ
0 . . . 0 0 1
 , for some λ,
f i1 :(x1, . . . , xn) 7→ (x1, . . . , xn−1),
f i2 :(x1, . . . , xn) 7→ (x2, . . . , xn),
6
for n ∈ Z, k ∈ Z≥1. Further
g ((n, n+ 1)) = (2 − n, n+ 1),
g ((k, k)) = (−k, k),
g ((n+ 1, n)) = (1 − n, n).
2.2.2 Simple, projective and injective representations
In this section, we can are to give explicit descriptions of the simple, indecomposable projective, indecom-
posable injective representations.
Definition 2.8. A simple representation is defined to be a non zero representation with no proper subrep-
resentations.
Given a vertex i, define S(i) to be the representation
S(i)j =
{
C if j = i
0 if j 6= i
and S(i)α = 0. This is the simple representation associated to the vertex i. The collections {S(i)} are the
set of all simple representations of Q.
Definition 2.9. Let i be a vertex of Q.
1. Define the projective representation P (i) at vertex i as
P (i) = (P (i)j , P (i)α)j∈Q0,α∈Q1
where P (i)j is the C-vector space with basis the set of all paths from i to j in Q. For α : j→l,
P (i)α : P (i)j→P (i)l is the linear map defined on the basis by composing the paths from i to j with the
arrow α : j→l.
2. Define the injective representation I(i) at vertex i as
I(i) = (I(i)j , I(i)α)j∈Q0,α∈Q1
where I(i)j is the C-vector space with basis the set of all paths from j to i in Q. For α : j→Q,
I(i)α : I(i)j→I(i)l is the linear map defined on the basis by deleting the arrow α from those paths from
j to i which start with α and sending to zero the path that do not start with α.
Example 2.10. For Q2 in Example 2.7:
S(1) = C 0 , S(2) = 0 C
P (1) = C C2 , P (2) = 0 C = S(2)
I(1) = C 0 = S(1), I(2) = C2 C
There is one handy property about the indecomposable injectives for calculation.
Lemma 2.11. Let V be a representation of Q. Then there are natural isomorphisms
Hom(P (i), V ) ∼= Vi, Hom(V, I(i)) ∼= V ∗i ,
where Vi is the vector space associated to vertex i.
Next we will consider the projective resolution of a quiver representation.
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Definition 2.12. Let V be a representation of Q. A projective resolution of V is an exact sequence
· · ·→P3→P2→P1→P0→V→0,
A injective resolution of V is an exact sequence
0→V→I0→I1→I2→I3→· · · ,
where each Ii is an injective representation.
In particular, as we are considering acyclic quivers, the corresponding path algebra is hereditary. In
particular we have the following theorem:
Theorem 2.13. [Sch14, Theorem 2.15] Let C be a representation of Q. There exists a projective resolution
of D of the form
0 −→ P1 −→ P0 −→ C −→ 0,
where P1 =
⊕
α∈Q1
(dimCs(α))P (t(α)) and P0 =
⊕
i∈Q0
(dim(Ci))P (i). Similarly, there exists an injective
resolution of D of the form
0 −→ D −→ I0 −→ I1 −→ 0,
where I0 =
⊕
i∈Q0
(dim(Di))I(i) and I1 =
⊕
α∈Q1
(dimDt(α))I(s(α)).
Remark 2.14. Recall in (7), we defined g(d) = χ(·,d). Note that g is expressing the above injective
resolution, which is,
g(d)i = dim(Di)−
∑
α:i→j
dimDj (8)
Let D be any representation of Q. Applying Hom(·, D) to the above projective resolution and using
Lemma 2.11, we get the following exact sequence
0→Hom(C,D)→Hom(P0, D)→Hom(P1, D)→Ext1(C,D)→0.
By using Lemma 2.11, we have
χ(C,D) = dimHom(C,D) − dimExt1(C,D). (9)
For the definition of Nakayama functor in the next section, let us define minimal projective resolution.
Definition 2.15. Let M ∈ repQ. A projective cover of M is a projective representation P together with a
surjective morphism g : P→M with the property that, whenever g′ : P ′→M is a surjective morphism with P ′
projective, then there exists a surjective morphism h : P ′ ։ P such that the diagram commutes, i.e. gh = g′.
P ′
P M 0
0
h
g′
g
Then, we have the following
Definition 2.16. A projective resolution
· · ·→P3 f3−→ P2 f2−→ P1 f1−→ P0 f0−→M → 0
is called minimal if f0 : P0→M is a projective cover and fi : Pi→ ker fi−1 is a projective cover for every
i > 0.
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2.3 Auslander-Reiten theory
2.3.1 Auslander-Reiten translation
Let Qop be the quiver obtained from Q by reversing each arrow. Define
D = HomC(−,C) : repQ −→ repQop
Let P =
⊕
i∈Q0
P (i). We have that Hom(V, P ) is a representation (Hi, φαop) of Q
op for V a representation
of Q, where Hi = Hom(V, P (i)) for every i ∈ Q0 and for α : i→j in Q, define a morphism α : P (j)→P (i) by
αl : P (j)l→P (i)l by composing α with the paths from j to l. Then define φαop : Hj→Hi as φαop(f) = α ◦ f .
That is we have the commutative diagram
V P (j)
P (i)
f
φαop (f)
α
Then we define the Nakayama functor as
ν = DHom(−, P ) : repQ −→ repQ.
Example 2.17. Consider Q2 again. We take P (2) = 0⇒C. Then Hom(P (2), P ) gives us C
2
⇔ C. Taking
D will give us C2⇒C, which is I(1). Notice that this example also suggests that ν maps projectives to
injectives which is true in general.
Now we are ready to define Auslander-Reiten translation.
Definition 2.18. Let
0
p1−→ P1 p0−→ P0 → V→0
be a minimal projective resolution. Applying the Nakayama functor, we get an exact sequence
0→τV→νP1 νp1−−→ νP0 νp0−−→ νV→0,
where τV = ker νp1 is called the Auslander-Reiten translate of M and τ is the Auslander-Reiten translation.
Example 2.19. Let us calculate τ(C2 ⇒ C3) where C2 ⇒ C3 is the indecomposable representation. First
we have the minimal projective resolution
0
p1−→ (0⇒C) p0−→ (C⇒C2)2 → (C2 ⇒ C3)→0.
Applying the Nakayama functor will give us
0→τ(C2 ⇒ C3)→(C2⇒C) νp1−−→ (C⇒0)2 νp0−−→ 0→0.
Thus τ(C2 ⇒ C3) = 0⇒C.
There is a fundamental result called the Asulander-Reiten Formula to relate short exact sequences and
morphisms in the module category. This result also give us a way to compute Ext1 which is heavily used in
this article.
Theorem 2.20. [Sch14, Theorem 7.18, Auslander-Reiten formulas] Let V,W be CQ-modules. We define
Hom(V,W ) = Hom(V,W )/P (V,W ),
Hom(V,W ) = Hom(V,W )/I(V,W ),
where P (V,W ) (I(V,W )) is the set of morphisms f ∈ Hom(V,W ) such that f factors through a projective
(injective) CQ-module.
Then there are isomorphisms
Ext1(V,W ) ∼= DHom(τ−1W,V ) ∼= DHom(W, τV ).
9
2.3.2 Almost split sequence
There is a canonical extension between a module and its Auslander-Reiten translate. We have a notion of
almost split sequence to describe the short exact sequence.
Definition 2.21. A morphism f : L→E is called left minimal almost split if
1. f is not a section, i.e. there is no morphism h : E→L such that hf = idL;
2. for each morphism u : L→U in modCQ which is not a section, there exists a morphism u′ : E→U
such that u′f = u;
3. if h : E→E is such that hf = f then h is an automorphism of E.
Similarly, a morphism g : E→F is called right minimal almost split if
1. g is not a retraction, i.e. there is no morphism h : F→E such that gh = idF ;
2. for each morphism v : V→F in modCQ which is not a retraction, there exists a morphism v′ : V→E
such that gv′ = v;
3. if h : E→E is such that gh = g then h is an automorphism of E.
Then we can define almost split sequence
Definition 2.22. A short exact sequence in modCQ
0 −→ L f−→M g−→ N −→ 0
is an almost split sequence if f is a left minimal almost split morphism and g is a right minimal almost split
morphism.
LetM = ⊕Mi, whereMi are indecomposable. Then there existsMi such that both L→Mi =M/(⊕j 6=iMi)
and Mi
g|Mi−−−→ N are not zero. If not, we can decompose M = A⊕ B, where A = im f and B = ker g. Then
the sequence would be split which contradicts to the definition of almost split exact sequence.
The following theorem gives us the existence of almost split sequences.
Theorem 2.23. [Sch14, Theorem 7.26] For any finite quiver Q without oriented cycle, there exists a bijection
τ from the indecomposable non-projective representations to indecomposable non-injective representations
such that for each non-projective indecomposable V , there exists an almost split sequence
0→τV→E→V→0,
where τ is the Auslander-Reiten translation.
Example 2.24. Continuing our calculation in Example 2.19, we have the almost split sequence
0 −→ (0⇒C) −→ (C⇒C2)2 −→ (C2⇒C3) −→ 0.
2.3.3 Auslander-Reiten quiver
Let V and W be indecomposable modules in modCQ. A homomorphism f : V→W is in modCQ is
irreducible if f is neither a section nor a retraction; and if f = gh for some morphism h : V→Z, g : Z→W ,
then either h is a section or g is a retraction.
Define Irr(V,W ) as the set of irreducible morphisms from V to W . It is called the space of irreducible
morphisms.
Definition 2.25. [ASS06, Definition IV 4.6] Consider the path algebra CQ, where Q is a finite acyclic
quiver. The quiver Γ(modCQ) is defined as:
• The points of Γ(modCQ) are the isomorphism classes [V ] of indecomposable modules V in modCQ.
10
• Let [V ], [W ] be the points in Γ(modCQ) corresponding to the indecomposable modules V , W in
modCQ. The arrows [V ]→[W ] are in bijective correspondence with the vectors of a basis of the K-
vector space Irr(V,W ).
The quiver Γ(modA) of the module category modCQ is called the Auslander-Reiten quiver of CQ. We will
write AR quiver for shorthanded notation.
Proposition 2.26. [ASS06, Proposition VIII 2.1] The Auslander-Reiten quiver Γ(modCQ) of CQ contains
a connected component P(CQ) where
• for every indecomposable CQ-module V in P(CQ), there exist a unique t ≥ 0 and a unique a ∈ Q0
such that V ∼= τ−tP (a).
• P(CQ) contains a subquiver consisting of all the indecomposable projective CQ-modules; and
• P(CQ) is acyclic.
Γ(modCQ) also contains a connected component I(CQ), where
• for every indecomposable CQ-module W in I(CQ), there exist a unique s ≥ 0 and a unique a ∈ Q0
such that W ∼= τsI(a).
• I(CQ) contains a subquiver consisting of all the indecomposable injective CQ-modules; and
• I(CQ) is acyclic.
Furthermore, P(CQ) = I(CQ) if and only if Q is of Dynkin type.
P(CQ) is called the pre-projective component of Γ(modCQ) and I(CQ) is called the pre-injective com-
ponent of Γ(modCQ). An indecomposable CQ-module is called pre-projective if it belongs to P(CQ) and it
is called pre-injective if it belongs to I(CQ). From the above, if Q is of Dynkin type, then P(CQ) = I(CQ)
from the theorem above. Then Γ(modCQ) is connected and Γ(modCQ) = P(CQ) = I(CQ) from the
properties of projectives and injectives. If Q is not of Dykin type, there are representations which is neither
pre-projective or pre-injective. We will call the connected component R(CQ) of Γ(modCQ) to be regular if
R(CQ) contains neither projective nor injective modules. An indecomposable representation is called regular
if it belongs to a regular component of Γ(modCQ) and an arbitrary indecomposable representation is called
regular if it is a direct sum of indecomposable regular representations.
Example 2.27. For Kronecker 2-quiver, we have the Auslander-Reiten quiver as follows
C⇒C2 · · · C2⇒C
0⇒C C2⇒C3 R(Q) · · · C⇒0
Note that the left component contains P (1) and P (2). Thus that is the pre-projective component. The right
component contains I(1) and I(2) which means it is the pre-injective component. The middle component is
the regular component which contains all the Ck⇒Ck, where k ≥ 0.
2.3.4 Computing Hom and Ext1 group
We are going to state the properties of the Auslander-Reiten quiver which is useful for computing the Hom
and Ext1 group.
Let V and W be two indecomposable CQ-module. A path in modA from V to W is a sequence
V = V0
f1−→ V1 f2−→ · · · ft−→ Vt =W
where all the Vi are indecomposable, and all the fi are nonzero nonisomorphisms. In this case, V is called
a predecessor of W and W is called a successor of V in modA.
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Proposition 2.28. [ASS06, VIII Lemma 2.5]
• Let P be a preprojective component of the quiver Γ(modCQ) and V be an indecomposable module in
P. Then the number of predecessors of V in P is finite and any indecomposable CQ-module L such
that HomCQ(L, V ) 6= 0 is a predecessor of V in P. In particular, HomCQ(L, V ) = 0 for all but finitely
many nonisomorphic indecomposable CQ-modules L.
• Let I be a preinjective component of the quiver Γ(modCQ) and N be an indecomposable module in I.
Then the number of successors of W in I is finite and any indecomposable CQ-module L such that
HomCQ(W,L) 6= 0 is a predecessor of W in I. In particular, HomCQ(W,L) = 0 for all but finitely
many nonisomorphic indecomposable CQ-modules L.
From the theorem above, we can tell immediately that if V is a predecessor of W , then Hom(W,V ) = 0,
where V and W ∈ P or V and W ∈ I. We can also understand the Hom group between different connected
component in Γ(modCQ).
Proposition 2.29. [ASS06, Corollary VIII 2.13] Let P , I and R be three indecomposable CQ-module.
1. If P is preprojective and R is regular, then Hom(R,P ) = 0.
2. If P is preprojective and I is preinjective, then Hom(I, P ) = 0.
3. If R is regular and I is preinjective, then Hom(I, R) = 0.
We may write as Hom(R,P) = Hom(I,P) = Hom(I,R) = 0.
Let us abuse the term ‘predecessor’ and ‘sucessor’ to say elements in P are predecessors of elements in
R, I and elements in R are predecessors of elements of I. We will do the same for sucessor.
From the properties of the AR quivers, we observe the following properties which will be useful for
computations in later chapters.
Lemma 2.30.
Ext1(P ,R) = Ext1(P , I) = Ext1(R, I) = 0.
Proof. Let us first show Ext1(P ,R) = 0. If not, there exists a non-split exact sequence
0 −→ R f−→ V g−→ P −→ 0
where R ∈ R, P ∈ P and for some V ∈ rep(Q). Decompose V = ⊕Vi where Vi are indecomposable.
Consider Vi such that Vi ∩ im f 6= 0 and g(Vi) 6= 0. If such a Vi does not exist, the exact sequence
will split. Then if Vi ∈ R, g|Vi : Vi→P nonzero will contradict Theorem 2.29. Similarly, if Vi ∈ P or
I, it will contradict Theorem 2.29. Thus Ext1(P ,R) = 0. Repeating the same argument will give us
Ext1(P , I) = Ext1(R, I) = 0.
Lemma 2.31. If V,W ∈ P or V,W ∈ I and if Hom(V,W ) 6= 0, then
Ext1(V,W ) = 0.
Proof. Consider V,W ∈ P . If V is projective, then Ext(V,W ) = 0 for all 2. Now assume V is not projective.
Then by Auslander-Reiten Theorem 2.20 which tells Hom(W, τV ) 6= 0, i.e. we have a map
W −→ τV
By Theorem 2.23 and the remark above, there exists E for V non-projective such that there is an almost
split exact sequence
0 −→ τV f−→ E g−→ V −→ 0.
We can again decompose E =
⊕
Ei where Ei are indecomposable. We can further assume Ei ∈ P for all i
by Theorem 2.29. Pick Ei such that Ei ∩ im(f) 6= 0 and g(Ei) 6= 0. Such an Ei exists because the sequence
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is non-split. Then Hom(τV,Ei) 6= 0 which implies τV is a predecessor of Ei. Also Hom(Ei, V ) 6= 0 implies
Ei is a predecessor of V. Then there exists a path in AR quiver such that
W→τV→· · ·→Ei→· · ·→V→· · ·→W.
The last arrow follows from the assumption Hom(V,W ) 6= 0. Then we obtain a cyclic in P which contradicts
to Theorem 2.28. We can repeat a similar argument for V,W ∈ I.
Lemma 2.32. Now if V,W ∈ P or V,W ∈ I, assume Ext1(W,V ) 6= 0, then V is a predecessor of W in the
AR quiver. That is Hom(W,V ) = 0.
Proof. Consider V,W ∈ P . As Ext1(W,V ) 6= 0, we have a non-split exact sequence
0 −→ V −→ E −→W −→ 0,
for some E ∈ rep(Q). By repeating the arguments in the proofs of the two theorem above, we can decompose
E as sums of indecomposable Ei with Ei ∈ P . Furthermore, there exists Ei such that V is a predecessor of
Ei and Ei is a predecessor of W in P , then we have a path in P :
V→ . . .→Ei→· · ·→W.
This shows that V is a predecessor of W . This holds similarly for V,W ∈ I.
Combining all the lemmas above, we have if V,W ∈ P or V,W ∈ I, if Hom(V,W ) 6= 0, then Ext1(V,W ) =
0. However if Ext1(W,V ) 6= 0, then Hom(W,V ) = 0. This is saying that
χ(V,W ) = dimHom(V,W )− dimExt1(V,W )
actually equals to either dimHom(V,W ) or − dimExt1(V,W ).
3 Introduction to scattering diagrams and theta functions
3.1 Scattering Diagram
In this section, we will go over the definition of scattering diagrams which will be associated to cluster
algebras A(ǫ). As this article focus on the cluster algebras associated to quivers, we would assume the
exchange matrix ǫ to be skew-symmetric.
Let N be a rank n lattice, M = Hom(N,Z). Denote MR =M ⊗R, NR = N ⊗R. Take k to be a field of
characteristic 0. Now a seed data s = (ei) would be a basis e1, . . . , en of N . Denote
N+ = {
∑
aiei| ai ≥ 0,
∑
ai > 0}
Let f1, . . . , fn be the dual basis in M . Given m ∈ M , we would denote zm ∈ k[M ] as Am11 · · ·Amnn if
m = m1f1 + · · ·+mnfn.
We further fix a skew-symmetric bilinear form on N
{·, ·} : N ×N→Z.
Define the skew symmetric matrix ǫ with ǫij = {ei, ej}. This is the same matrix as in (5). The skew-
symmetric form induces a map
p∗ : N −→M, n 7→ {n, ·}
To have scattering diagrams well-defined, p∗ is needed to be injective which does not hold in general. We
will first state the definition of scattering diagrams with assuming the injectivity of p∗. In the next section
(Section 3.1.1), we would switch the seed data in N to the ‘doubling lattice’ N˜ . Then the injectivity of p∗
would naturally follows and then the scattering diagrams defined below will be well-defined without extra
assumption.
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Definition 3.1. A wall in MR =M ⊗Z R is a pair (d, fd) where
• d ⊆MR, support of the wall, is a convex rational polyhedral cone of codimension one, contained in n⊥
for some n ∈ N+,
• fd ∈ C[[zp∗(ei), i = 1, . . . , n]] such that fd = 1 +
∑
k≥1 ckz
kp∗(n) for some ck ∈ (A1, · · ·An).
A wall (d, fd) is called incoming if p
∗(n) ∈ d. Otherwise it is called outgoing.
Definition 3.2. A scattering diagram D is a collection of walls such that, for each k ≥ 0, the set
{(d, fd) ∈ D | fd 6= 1 mod (zp∗(ei))k}
is finite. The support of a scattering diagram, Supp(D), is the union of the supports of its walls. We will
write
Sing(D) =
⋃
d∈D
∂d ∪
⋃
d1,d2∈D,dim d1∩d2=n−2
d1 ∩ d2.
Path-ordered product/ Wall crossing
Next we consider a smooth immersion
γ : [0, 1]→MR\{0}
with endpoints not in the support of D. Assume γ is transversal to each wall of D. For each power k ≥ 1, we
can find the sequence of numbers 0 < t1 ≤ t2 ≤ · · · ≤ ts < 1 with γ(ti) ∈ di for some i with fdi 6= 1 mod mk
and di 6= dj whenever ti = tj . For each i, define pdi ∈ Autk−alg
(
k[[zp
∗(ei)]]
)
, the path-ordered product as
pγ,di(z
m) = zmf
〈m,n0〉
di
, (10)
where the lattice point n0 ∈ N is primitive, annihilates the tangent space to di, and is uniquely determined
by the sign convention 〈n0, γ′(ti)〉 < 0. Take pγ,D,k := pds ◦ · · · ◦ pd1. We can then define the path-ordered
product as
pγ,D = lim
k→∞
pγ,D,k. (11)
With the path-ordered product, we can talk about equivalence among scattering diagrams.
Definition 3.3. Two scattering diagram D, D′ are equivalent if pγ,D = pγ,D′ for all path γ for which both
are defined.
Note that the path-ordered product depends on the path γ on D. We will call D consistent if the
automorphism only depends on the endpoint of the path γ.
Definition 3.4. A scattering diagram is consistent if pγ,D only depends on the endpoints of γ for any path
γ for which pγ,D is well defined.
Not every scattering diagramD is consistent; however, there always exists a consistent scattering diagram
which contains D as seen in the following theorem.
Theorem 3.5. (Kontsevich-Soibelman [KS06], Gross-Siebert [GS11]) Given a scattering diagram D, there
always exists a consistent scattering diagram D′ which contains D such that D′ \ D only consists only of
outgoing walls, and it is unique up to equivalence.
3.1.1 Cluster algebra scattering diagrams
As stated in above, we will consider the double of the lattice N by considering
N˜ = N ⊕M,
and the corresponding skew-symmetric bilinear form as
{(n1,m1), (n2,m2)} = {n1, n2}+ 〈n1,m2〉 − 〈n2,m1〉.
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Then the map
p˜∗ : N ⊕M −→M ⊕N, (n,m) 7→ {(n,m), ·}
would then be injective.
With an initial seed data s = (ei) in N , the corresponding seed in N˜ is
s˜ =
(
(e1, 0), . . . , (en, 0), (0, f1), . . . , (0, fn)
)
,
where (fi) is the dual basis of (ei). Note that s˜ gives a basis of N˜ . The dual space M˜R ∼=MR⊕NR. We will
denote z(m,n) = Am11 · · ·Amnn Xn11 · · ·Xnnn for m = m1f1 + · · ·+mnfn and n = n1e1 + . . . nnen.
We will now construct a scattering diagram. Set
D
Aprin
in,s = {((ei, 0)⊥, 1 + zp˜
∗(ei,0))| i = 1, . . .n}. (12)
Then by Theorem 3.5, there exists a consistent scattering diagram D
Aprin
s containing D
Aprin
in,s . We can
describe it more explicitly.
Proposition 3.6. [GHKK18] There exists a consistent scattering diagram D
Aprin
s containing D
Aprin
in,s , and
D
Aprin
s \ DAprinin,s consists of only outgoing walls. DAprinin,s is unique up to equivalent and it is equivalent to
a scattering diagram all of whose walls (d, fd) are of the form d ⊆ (n, 0)⊥ for some n ∈ N+, and fd =
(1+zp˜
∗(n,0))c, for some c a positive integer. In particular, all nonzero coefficients of fd are positive integers.
Note that in particular the function fd attached to a wall d in Ds˜ is a power series in z
(p∗1(n),n) for some
n ∈ N+.
In particular, given a seed data s = (e1, . . . , en), define
C+s := C+ = {m ∈MR|〈ei,m ≥ 0〉, i = 1, . . . n} (13)
We will call C+s as the positive chamber.
Example: Two-dimensional case
Let us illustrate what we have just defined in two dimensions explicitly. Consider N ∼= Z2, i.e. N˜ ∼= Z4,
M˜ ∼= Z4. Consider the cluster algebra A(b) defined in Example 2.2. As we are going to work with skew-
symmetric case, we have b = c. The exchange matrix B in the initial seed of A(b) would be B =
(
0 b
−b 0
)
.
The corresponding skew-symmetric form for N˜ would be
0 b −1 0
−b 0 0 −1
1 0 0 0
0 1 0 0
 .
Take s =
(
(1, 0), (0, 1)
)
, and then s˜ =
(
(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)
)
. The associated scat-
tering diagrams would lie in the 4-dimensional vector space M˜R ∼=MR ⊕NR. First, we have
D
Aprin
in,s = {
(
(1, 0, 0, 0)⊥, 1 + z(0,b,1,0)
)
,
(
(0, 1, 0, 0)⊥, 1 + z(−b,0,0,1)
)}.
Then we would obtain the consistent scattering diagrams D
Aprin
s by Theorem 3.5. To visualise the 4-
dimensional picture, let us consider the projection MR ⊕NR →MR, (m,n) 7→m. By considering b = 1, we
obtain the standard scattering diagram for the A2 quiver:
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1 +A−11 X2
1 +A2X1
1 +A−11 A2X1X2
Figure 1: The scattering diagram for A(1).
While this example portrays a scattering diagram with finitely many rays, the diagram for A(b) will
consist of an infinite number of rays precisely when b2 ≥ 4. Figure 2 illustrate the diagram for A(2) which is
with infinitely rays of slope (k,−(k+1)), (k+1,−k) and (1, 1). In general if b2 ≥ 4 then there are infinitely
many discrete outgoing rays converge to the ray of slopes −(b±√b2 − 4)/2. Within these two rational slopes,
the set of rays of rational slope appear is dense. This region is called the badlands.
1 +A−21 X2
1 +A22X1
1
(1−A−21 A
2
2X1X2)
2
1 + A
−4
1
A22X1X
2
2
1 + A
−2
1
A42X
2
1X2
1 + A
−6
1
A42X
2
1X
3
2
Figure 2: The scattering diagram for A(2).
3.2 Broken lines and theta functions
Broken lines were introduced in [Gro10] as a way of describing holomorphic disks which appear in mirror
symmetry in a tropical manner. Their theory was further developed in [CPS10], and then used in [GHK11]
and [GHKK18] to construct canonical bases in various circumstances.
Definition 3.7. Let D be a scattering diagram, m ∈ M˜ \ {0} and Q ∈ M˜R \ Supp(D). A broken line for
m with endpoint Q is a piecewise linear continuous proper path γ : (−∞, 0) → M˜R \ Sing(D) with a finite
number of domains of linearity and a collection of monomials. A monomial cLz
mL ∈ k[M˜ ] is attached to
each domain of linearity L ⊆ (−∞, 0) of γ. The path γ and the monomial cLzmL need to satisfy the following
conditions:
• γ(0) = Q.
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• If L is the first (i.e., unbounded) domain of linearity of γ, then cLzmL = zm.
• For t in a domain of linearity, γ′(t) = −mL.
• γ bends only when it crosses a wall. If γ bends from the domain of linearity L to L′ when crossing
(d, fd), then cL′z
mL′ is a term in pγ,d(cLz
mL).
For a broken line γ with initial slope m and endpoint Q, denote I(γ) = m and b(γ) = Q. Define Mono(γ) =
c(γ)zF (γ) to be the monomial cLz
mL attached to the last domain of linearity L of γ. We further define the
theta functions as
ϑQ,m =
∑
γ
Mono(γ), (14)
where the sum is over all broken lines for m with endpoint Q.
The following summarizes the properties of the theta functions as shown in [CPS10] and [GHKK18].
Proposition 3.8. If D is any consistent scattering diagram, Q and Q′ are two general irrational points on
MRr Supp(D), and γ is a path joining Q to Q′, then pγ,D(ϑQ,m) = ϑQ′,m.
Proposition 3.9. Now consider DAprin a cluster scattering diagram. If Q and m lie in the interior of the
same chamber in the cluster complex of DAprin , then ϑQ,m = z
m.
The following proposition from [GHKK18] leads us the relation between theta functions and cluster
monomials.
Proposition 3.10. If Q lies inside the positive chamber, and m ∈ M˜ lies in one of the chambers which is
reachable from the positive chamber, i.e. m ∈ C+ ∈ ∆s defined in (13). Then ϑQ,m = pγ,D(zm) for the path
γ joining from chamber containing m to Q. In this case, ϑQ,m is a cluster monomial [GHKK18]. Further if
Q is in the positive chamber, and ϑQ,m is a finite sum, then ϑQ,m is an element of the cluster algebra.
In particular, by combining Proposition 3.8 and Proposition 3.9, consider γ the path which joins m to a
point Q in the positive chamber C+s by passing through finitely many chambers. Then we have
ϑQ,m = pγ,D(z
m). (15)
Remark 3.11. We are going to see g vectors and c vectors are the generators and normals of the chambers of
the scattering diagrams. Even though it is indicated in [GHKK18] already, we are giving a proof by employing
idea from the cluster algebras world in [FZ07] and [NZ12].
Fix m0 ∈ M , and consider the theta function ϑ(m0,n), where n ∈ N . One can see that the coefficients
in the ϑm0,n would remain the same for any n ∈ N . This means that the F polynomials defined in (2) only
depend on m0. Then we can consider the projection
ρ : M˜ =M ⊕N →M. (16)
This gives us the A-theta functions which are the cluster monomials for cluster algebras without principal
coefficients. In particular, we consider ϑQ,(m0,0). It has the form
ϑQ,(m0,0) = z
(m0,0)F
(
z(m,n)
)
,
where F is a Laurent polynomial with monomials of the form zp˜
∗(n,0) = z(p
∗(n),n), n ∈ N+. This is exactly
the expression as in (3) if we set Xi = 1 for all i. Thus we can deduce m0 is the g-vector for the cluster
monomial ϑQ,(m0,0). This is why scattering diagram are known as g-vector fan. By Theorem 2.5 in [NZ12],
we learnt that the c and g vectors are dual bases. So the c vectors are the normals of the walls of the
chambers.
We will show some computation of some broken lines and theta functions in the two dimensional scattering
diagram in Section 3.1.1.
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1 +A−21 X2
1 +A22X1
1 + A
−4
1 A
2
2X1X
2
2
1 + A
−2
1 A
4
2X
2
1X2
1 + A
−6
1 A
4
2X
2
1X
3
2
Q
A1A
−1
2
γ1
A−11 A
−1
2
A1A
−1
2
γ2
A−11 A2
A−11 A
−1
2
A1A
−1
2
γ3
Figure 3: The scattering diagram D(2) and the broken lines described in Example 3.12.
Example 3.12. Consider the scattering diagram D(2) in Figure 2 and let Q be a small irrational perturbation
of the point (1,−1.5, 0, 0). There are three broken lines with initial exponent m = (1,−1, 0, 0) and endpoint
Q as shown in Figure 3. First of all, we can have a broken line γ1 which does not bend. Therefore
Mono(γ1) = z
(1,−1,0,0) = A1A
−1
2 .
There is the broken line γ2 which bends only at the x-axis. Since
pγ2,(0,1,0,0)⊥(z
(1,−1,0,0)) = z(1,−1,0,0)
(
1 + z(−2,0,0,1)
)
= A1A
−1
2 +A
−1
1 A
−1
2 X2,
to bend we need to choose the second term and obtain
Mono(γ2) = z
(−1,−1,0,1) = A−11 A
−1
2 X2.
The last broken line γ3 bends both at the x- and y-axes, the latter bend coming from
pγ3,(1,0,0,0)⊥(z
(−1,−1,0,1)) = z(−1,−1,0,1) + z(−1,1,1,1).
This time we have
Mono(γ3) = z
(−1,1,1,1) = A−11 A2X1X2.
Thus the theta function associated to m = (1,−1, 0, 0) with endpoint point Q is
ϑQ,(1,−1,0,0) = A1A
−1
2 +A
−1
1 A
−1
2 X2 +A
−1
1 A2X1X2.
Note that we can restrict the theta function to the
By considering Xi = 1 for all i, we get ϑ
A
Q,(1,−1) := A1A
−1
2 + A
−1
1 A
−1
2 + A
−1
1 A2. This is a projection to
the scattering diagram for A instead of Aprin. One can see that this is the cluster variable for the cluster
algebra A of type A2.
Example 3.13. Let us try one more calculation with broken lines. We take the same scattering diagram
D(2) in Figure 2. Now take the initial exponent m = (2,−2,−1,−1). This time Q would a small irrational
perturbation of the point (1,−1.5, 1,−1.5) in the subspace {(m,n) ∈ M˜ |m = p∗(n)}. Note that after the
projection M ⊕N → N , the endpoint would still be a small irrational perturbation of the point (1,−1.5). By
similar calculations we get
ϑQ,(2,−2,−1,−1) = A
2
1A
−2
2 X
−1
1 X
−1
2 +A
−2
1 A
2
2X
1
1X
1
2 +A
−2
1 A
−2
2 X
−1
1 X
1
2 + 2A
−2
2 X
−1
1 + 2A
−2
1 X2.
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We can again put Xi = 1 and obtain ϑ
A
Q,(2,−2) = A
2
1A
−2
2 +A
−2
1 A
2
2 +A
−2
1 A
−2
2 + 2A
−2
2 + 2A
−2
1 . Note that
ϑAQ,(2,−2) =
(
ϑAQ,(1,−1)
)2
− 2. (17)
Note that ϑAQ,(2,−2) is not a cluster monomial. The above equation gives interesting property for theta
functions. In this example, one can have a sense of how the X -theta functions are defined. Consider the
slice {(m,n)|m = p∗(n)} in DAprins . Note that by the choice of the endpoint Q, all the broken lines with
initial slope m = (2,−2,−1,−1) and endpoint Q lie on the slice. Thus one can consider a change of variable
z(p
∗(n),n) 7→ zn then we get θX(−1,−1) = X−11 X−12 +X11X12 +X−11 X12 + 2X−11 + 2X2. X theta functions are
regular functions on the X cluster varieties. For more details about X -theta functions, one should consult
[GHKK18] or [Che].
4 The stability scattering diagram
In this section, we will survey the link between stability conditions and scattering diagram due to Bridgeland
in [Bri16]. We will further interpret wall crossing in terms of Hall algebra multiplication defined in (18).
4.1 Hall algebra
We are going to state the definitions of the motivic Hall algebra developed by Joyce [Joy07], the groups
GˆHall, Gˆreg, and the Lie algebras gHall, greg. Naively speaking, elements of GˆHall, gHall are stacks while
elements of Gˆreg, greg are varieties. Then the stability scattering diagram is defined to take values in gHall.
The reason for the lengthy definition is that we are working with stacks. However, by a deep theorem of
Joyce (Theorem 4.4), there exists an element in Gˆreg associated to semistable objects. Thus, we are actually
working with greg.
We would focus on acyclic quiver Q from now on. Set N = ZQ0 , M = HomZ(N,Z), MR = M ⊗Z R.
Denote N⊕ = {n ∈ N |ni ≥ 0 ∀i}. Write CQ as the path algebra of Q. Let rep(Q) = modCQ the abelian
category of finite dimensional representations of Q. Let (ei)i∈Q0 be the canonical basis indexed by the
vertices of Q.
To have a consistent story, we should consider the cluster algebras with principal coefficients, i.e. we
consider the quiver Q˜ associated to Q, where Q˜ is defined by adding an frozen vertex i′ to a vertex i in Q
and an arrow from i′ to i (since we are considering opposite quiver for quiver representations). Then rep(Q)
is a subcategory of rep(Q˜). A representation D of Q with dimension vector d∈ N would then be represented
as (d,0) ∈ N˜ = N ⊕M , where 0 is the zero vector with n entries.
Define the algebraic stack M parametrizing all objects of the category rep(Q) as a fibered category over
the category of the schemes. The objects of M over a scheme S are pairs (g, ρ) where g is a locally free
OS-module of finite rank, and ρ : CQ → EndS(g) is an algebra homomorphism. Let St /M denote the full
subcategory consisting of objects f : X →M for which X is an algebraic stack of finite type over C and has
affine stabilizers.
Definition 4.1. The Grothendick group K(St /M) of stacks over M is the free abelian group with basis
given by isomorphism classes of objects of St /M, modulo the subgroup spanned by the relations
• for every object f : X → M in St /M, and every closed substack Y ⊂ X with complementary open
substack U = X \ Y , we have [X f−→M] = [Y f |Y−−→M] + [U f |U−−→M];
• for every object in St /M, and every pair of morphisms h1 : Y1 → X, h2 : Y2 → X which are locally
trivial fibrations in the Zariski topology with the same fibres, we have [Y1
g◦h1−−−→M] = [Y2 g◦h2−−−→M].
K(St /M) has the structure of a K(St /C)-module, defined by setting
[X ] · [Y f−→M] = [X × Y f◦π2−−−→M]
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and extending linearly. There is a unique ring homomorphism
Υ : K(St /C)→ C(q)
which takes the class of a smooth projective variety X over C to the Poincare´ polynomial
Υ([X ]) =
2d∑
i=0
dimCH
i(Xan,C) · qi/2 ∈ C[q],
where Xan denotes X considered as a smooth projective variety, and H
i(Xan,C) denotes singular cohomol-
ogy. Note that we work with C(q), where q = t2 in the setting of [Bri16].
Define the C(q) vector space
KΥ(St /M) = K(St /M)⊗K(St/C) C(q)
with the relation [X × Y f◦π2−−−→M] = Υ([X ]) · [Y f−→M].
Next, let us equip K(St /M) with a ring structure. DenoteM(2) be the stack of short exact sequences in
rep(Q). The objects of M(2) over a scheme S consist of three pairs (gi, ρi) of M(S) for i = 1, 2, 3, together
with morphisms α and β of OS-modules which define a short exact sequence 0→ g1 α−→ g2 β−→ g3 → 0. There
is a diagram
M(2) M
M×M
b
(a1,a2)
where
b([0→A1→B→A2→0]) = B,
ai([0→A1→B→A2→0]) = Ai, for i = 1, 2.
Then the multiplication on K(St /M) is defined as
[X1
f1−→M] ⋆ [X2 f2−→M] = [Z b◦h−−→M], (18)
where Z and h are defined by
Z M(2) M
X1 ×X2 M×M
h
(a1,a2)
b
f1×f2
where the square is Cartesian. Then K(St /M) becomes a ring. As the multiplication operation is K(St /C)-
linear, it defines an algebra structure on the C(q)-vector space KΥ(St /M). Then we get a C(q)-algebra
H(Q).
The stack M can be decomposed as a disjoint union
M =
∐
d∈N⊕
M(d),
where M(d) parameterize representations of Q of the fixed dimension vector d. This induces a grading
H(Q) =
⊕
d∈N⊕ H(Q)d, where H(Q)d = KΥ(St /Md). Note that
H(Q)0 = C(q) · 1 = [M0 ⊂M].
So we have a vector space decomposition H(Q) = H(Q)0 ⊕H(Q)>0, where H(Q)>0 =
⊕
d∈N+ H(Q)d.
We can further consider H(Q)>k = ⊕dim(n)>kH(Q)n for each k ∈ N. Then we have the quotient
H(Q)≤k = H(Q)/H(Q)>k. By taking limit, we obtain the completed algebra
Hˆ(Q) = lim←−H≤k(Q).
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Define gHall = H(Q)>0. Then we can obtain the corresponding completed Lie subalgebra
gˆHall = Hˆ(Q)>0 ⊂ Hˆ(Q)
and the corresponding pro-unipotent group GˆHall. By consider the embedding φ : GˆHall→Hˆ(Q), we can
identify
GˆHall ∼= 1 + Hˆ(Q)>0 ⊂ Hˆ(Q).
Through this identification, GˆHall can act on Hˆ(Q) by conjugation.
Objects in H(Q) are of the form f : X → M such that X is an algebraic stack of finite type over C
and has affine stabilizers. Now we restrict X to be a variety and consider the C[q, q−1]-submodule Hreg(Q)
generated by those objects. By [Bri16, Theorem 5.2], Hreg(Q) is closed under the Hall algebra product and
is then a C[q, q−1]-algebra.
By repeating the similar grading decomposition as above, we obtain the Lie subalgebra Hreg(Q)>0 of
Hreg(Q). Define
greg = (q − 1)−1Hreg(Q)>0 ⊂ gHall.
Then we take completion again and have the Lie algebra gˆreg = (q − 1)−1Hˆreg(Q)>0 and the corresponding
pro-unipotent group Gˆreg ⊂ GˆHall.
4.2 Stability conditions and scattering diagrams
Now let us define the relevant notion of stability condition.
Definition 4.2. Given θ ∈ M˜R, an object C ∈ rep(Q) is said to be θ-semistable if
• θ(C) = 0,
• every subobject B ⊂ E satisfies θ(B) ≤ 0.
By the definition of Grothendick group, we can identify elements in K(rep(Q)) with its dimension vector,
so we have N ∼= K(rep(Q)). Now given a fixed θ ∈MR, we can define a stability function Z : K(rep(Q))→ C
as Z(C) = −θ(C) + iδ(C), where δ = (1, . . . , 1), i.e. δ(C) = dim(C). Note that if C 6= 0, Z(C) lies on the
upper half plane. So we can define the phase of C by
φ(C) =
1
π
argZ(C).
Then an object 0 6= C ∈ rep(Q) is Z-semistable if every nonzero subobject B ⊂ C satisfies φ(B) ≤ φ(C).
Note that 0 6= C ∈ rep(Q) is θ-semistable precisely if it is Z-semistable with phase 1/2.
For every 0 6= C ∈ rep(Q), there exists a Harder–Narasimhan filtration 0 = C0 ⊂ C1 ⊂ · · · ⊂ Ck−1 ⊂
Ck = C whose factors Fi = Ci/Ci−1 are Z-semistable with descending phase: φ(F1) > φ(F2) > · · · > φ(Fk).
Now for any interval I ⊂ (0, 1) there is an open substack MI = MI(θ) ⊂ M parameterising represen-
tations of Q lying in P(I) ⊂ rep(Q), where P(I) is the full subcategory consisting of objects whose Harder
Narasimhan factors have phases in I. This defines a corresponding element
1I(θ) = [MI(θ) ⊆M] ∈ GˆHall ⊆ Hˆ(Q).
In particular, if I = {1/2}, by the remark above, 0 6= C ∈ rep(Q) is θ-semistable precisely if it is Z-semistable
with phase 1/2, then 11/2(θ) = 1ss(θ).
After all these set up, we can finally state a result of Bridgeland about the linkage between stability
conditions and scattering diagrams.
Theorem 4.3. [Bri16] If p∗ is injective, there exists a consistent scattering diagram D in MR such that:
1. the support d consists of maps θ ∈ MR = Hom(N,Z) ⊗ R for which there exist θ-semistable objects in
rep(Q);
2. the wall-crossing automorphism at a general point θ ∈ d ⊂ supp(D) is ΦD(d) = 1ss(θ) ∈ GˆHall.
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The scattering diagram is unique up to equivalence. It is called the stability scattering diagram.
The stability scattering diagram is equivalence to the cluster scattering diagram in [GHKK18].
Bridgeland further [Bri16] shows that there is a bijection between equivalence classes of consistent gˆHall-
complexes and elements of the group GˆHall. In this case, the stability scattering diagram D corresponds to
ΦD = 1rep(Q) ∈ GˆHall. Let us recall a theorem of Joyce
Theorem 4.4. For any θ ∈ MR the element of Gˆ ⊂ Hˆ(Q) defined by the inclusion of the open substack of
θ-semistable objects Mss(θ) ⊂M corresponds to an element 1ss(θ) ∈ Gˆreg.
Travis Mandel and the author have given a more explicit construction of stability scattering diagram in
[CM19] by using idea from [GPS10].
One should note that the condition p∗ being injective is not ‘necessary’. We can again consider the cluster
algebras with principal coefficients, i.e. we consider the quiver Q˜ to any acyclic quiver Q, where Q˜ is defined
by adding an frozen vertex i′ to a vertex i in Q and an arrow from i′ to i (since we are considering opposite
quiver for quiver representations). We can consider rep(Q) as a subcategory of rep(Q˜) to construct the Hall
algebra. In this setting, the scattering diagram DAprin would lie in M˜ .
4.3 Wall crossing and Hall algebra theta functions
In this section, we will have a closer look at the wall crossing automorphism. Before that, let us relate
stability scattering diagram with torsion pair defined by θ in rep(Q).
Definition 4.5. A torsion pair in rep(Q) is defined to be a pair of full additive subcategories (T ,F) of
rep(Q) such that
• if T ∈ T and F ∈ F , then Homrep(Q)(T, F ) = 0
• for any C ∈ A there is a short exact sequence
0→T→C→F→0
with T ∈ T and F ∈ F .
A torsion pair always exists by the following theorem.
Lemma 4.6. [Bri16, Lemma 6.6] For each θ ∈ M˜R there is a torsion pair (T (θ),F(θ)) ⊂ rep(Q) defined by
setting
T (θ) = P(1/2, 1)
= {C ∈ rep(Q) : any quotient object C → D satisfies θ(D) > 0}
F(θ) = P(0, 1/2]
= {C ∈ rep(Q) : any subobject F ⊂ C satisfies θ(F ) ≤ 0}
We will denote 1T (θ) := 1(1/2,1)(θ), 1F(θ) := 1(0,1/2](θ) ∈ GˆHall. As H(Q) is N⊕-graded, we can obtain
an associated N⊕-graded algebra H(Q)⊗C C[M ] with relations
z(m,n) ·H = q−m·dH · z(m,n), (19)
where m ∈M , H ∈ H(Q)d. The exponent of q is −m · d since we are actually having −(m,n) · (d,0). By
the same limiting process in Section 4.1, we obtain the completion ̂H(Q)⊗C C[M ].
Next, we want to generalize the notions of broken line γ to the stability scattering diagram. We consider
the projection χ : H(Q)→ C,
χ([X ]) = Υ([X ])|q1/2=−1 =
∑
(−1)i dimCHi(Xan,C), (20)
where Xan denotes X as a smooth complex analytic variety.
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To each linear piece of γ, the attaching monomials attaching are replaced by [X →M]⊗z(m,n). Behavior
at a bend at a wall d is given by conjugation by ΦD(d). We can retain the ordinary attaching monomials by
applying
χ : H(Q)⊗C C[M˜ ]→ C[M˜ ],
χ([X →M]) = χ(X)z(p∗(dim(X)),dim(X)). (21)
Noted above that on crossing a generic point of a wall d ∈ D in the positive direction, the wall crossing
automorphisms are given by
z(m,n) 7→ ΦD(d)(z(m,n)).
This is the conjugation of Gˆreg acting on ̂H(Q)⊗C C[M ]. After taking χ to ΦD(d)(z(m,n)), we will obtain
the path-ordered products as in (11).
In particular, for an acyclic quiver, Bridgeland [Bri16, Lemma 11.4 and 11.5] has shown that the the sta-
bility scattering diagram is equivalent to the cluster scattering diagram after applying the Euler characteristic
map.
Then for each (m,n) lies in C, where C ∈ ∆ (cluster complex), we can define a Hall algebra theta function
as
ϑ(m,n)(θ) = 1F((m,n))
−1z(m,n)1F((m,n)) ∈ ̂H(Q)⊗C C[M ], (22)
At the first sight, this definition seems to differ from the one in Section 3.2. At the same time, by Proposition
3.10, we can calculate theta functions considering paths to the positive chamber. Thus, the two definition
coincide after applying Euler characteristic map to the Hall algebra theta function. Note that here our
direction goes from the negative chamber to the positive chamber which is the reverse of the set up in
[Bri16]. After applying χ to this Hall algebra theta function, we will get back the theta function in usual
sense. We will give more interpretation of theta function in Section 7.
4.4 Stability broken lines
In this section, we will repeat similar ideas as in Section 3.2 to define stability broken lines. Consider D a
stability scattering diagram.
Definition 4.7. Let D be a stability scattering diagram, m ∈ M˜ \ {0} and Q ∈ M˜R \ Supp(D). (For
simplicity, we write m ∈ M˜ \ {0} instead of (m,n)) in this definition.)
A stability broken line for m with endpoint Q is a piecewise linear continuous proper path γ : (−∞, 0]→
MR \ Sing(D) with a finite number of domains of linearity. An element [N→M]zm ∈ H(Q) ⊗C C[M ],
where N→M factors through N→Md→M, with d the dimension vector for the representation, is attached
to each domain of linearity L ⊆ (−∞, 0) of γ. The path γ and the [N→M]zm need to satisfy the following
conditions:
• γ(0) = Q.
• If L is the first (i.e., unbounded) domain of linearity of γ, then [N→M]zm = zm. This is corresponding
to the zero representation [• 7→ 0].
• In each domain of linearity L ⊂ (−∞, 0], the attached Hall algebra monomial is [N ⊂ M]zm. After
applying integration map, by (21), we have
χ([N ⊂M])zm = χ([N ])zp˜∗(dimN )+m.
Then for t ∈ L, γ′(t) = −(p∗(dimN ) +m).
• γ bends only when it crosses a wall. If γ bends from the domain of linearity L to L′ when crossing d
defined in Theorem 4.3, then [N ⊂M]zm is a term in ΦD(d) · ([N ⊂M]zm).
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4.5 Further properties in the stability scattering diagrams
In later sections, we will compute the Hall algebra wall crossing explicitly. Let us formulate some equations
in the Hall algebra in this section.
In Section 4.2, for θ ∈MR, we define
1ss(θ) = [M1/2(θ) ⊆M],
First note that if θ is a general point on some wall d in the cluster complex, there is a representation
D with dimD primitive which is a θ-semistable object. We are going to show D is indecomposable. If not,
D = D1 ⊕ D2 for some D1, D2 non zero. Then for all θ ∈ di, θ(D1) + θ(D2) = θ(D) = 0. As D1 and
D2 are subojects of D, by definition of semistability, θ(D1), θ(D2) ≤ 0. Therefore, θ(D1) = θ(D2) = 0.
However, d is of co-dimension 1 in N . Hence the normal space to d is of dimension 1 only. This implies
dimD1 and dimD2 are proportional to dimD, contradicting to the condition that dimD is primitive. Thus
D is indecomposable.
However, note that D may not be the unique indecomposable representation which is θ semistable.
Consider a regular representation D. For representation K with dimension vector k dimD, where k is a
positive integer, the representation K may still be indecomposable. For this case, we would still have the
primitive normal of the wall is an indecomposable representation. It is only that scalar multiple of the
primitive normal may correspond to indecomposable representation as well.
If D is preprojective or preinjective, then representation with dimension vector a multiple of dimD would
not be indecomposable. Hence for θ such that it corresponds to a preprojective or preinjective representation,
1ss(θ) is a formal sum
1ss(θ) = 1 +
∑
k≥1
[BGLk(D)→M], (23)
where BGLk(D) are classifying space for GLk. More precisely, [BGLk(D)→M] means that a point is
mapped to k copies of D, i.e. • 7→ D⊕k.
Theorem 4.3 tells us that the wall crossing automorphism at θ is conjugation by 1ss(θ). Therefore, we
wish to understand 1ss(θ)
−1 which is
1ss(θ)
−1 = 1 +
∑
k
(−1)k
k∏
l=1
[BGLrl(D)→M], (24)
where the product means multiplying k many [BGLrl→M], for some rl ∈ N , together. For example, up to
degree 2, we have
1ss(θ)
−1 ∼ 1− [BGL1(D)→M]− [BGL2(D)→M]
+[BGL1(D)→M]2 + [BGL1(D)→M] ⋆ [BGL2(D)→M]
+[BGL2(D)→M] ⋆ [BGL1(D)→M].
Let us also recall how to express GLd as an element in K(Var /C):
Lemma 4.8. [Bri12, Lemma 2.6]
[GLd] = [A
d(d−1)/2]
d∏
k=1
(Ak − 1).
By similar techniques, we can also calculate the product
∏k
l=1[BGLrl(D)→M]. As the product is
associative, we can first work on [BGLr1(D)→M] ∗ [BGLr2(D)→M]. This consists of exact sequences
0 −→ D⊕r1 −→ Y −→ D⊕r2 −→ 0,
where the automorphisms of the exact sequence can be viewed as ‘upper triangular’ matrices of the form(
GLl1 ∗
0 GLl2
)
,
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where ∗ denotes entries with arbitrary element in C. Thus in general, the underlying stack of
k∏
l=1
[BGLrl(D)→M]
is of the form BG where G is the group of (r1 + · · ·+ rk) block-upper triangular matrices:
GLl1 ∗ ∗ ∗
0 GLl2 ∗ ∗
0 0
. . . ∗
0 0 0 GLlk
 .
Hence after applying the integration map to
∏k
l=1[BGLrl(D)→M], we have
χ(
k∏
l=1
[BGLrl(D)→M])
=
1(∏k
l=1 q
rl(rl−1)/2
∏rl
s=1(q
s − 1)
)∏
u<v q
rurv
.
5 Theta functions and the Caldero-Chapoton formula
In the finite classification of cluster algebras, Fomin and Zelevinsky have shown [FZ03] the cluster algebras of
finite type can be associated to a Dynkin quiver. At the same time, the set of indecomposable representations
of a quiver of Dynkin type is in bijection with the set of positive roots by Gabriel’s theorem. Using these
correspondence, Caldero and Chapoton [CC06] then related cluster variables with indecomposable quiver
representations for ADE type cluster algebras. They found that the coefficients of the cluster variables are
the Euler characteristics of the quiver Grassmannians. This proves that the coefficients are non-negative.
Later Caldero-Keller [CK08] generalized the result to acyclic quivers.
Let Q be an acyclic finite quiver with vertices 1, . . . , n. Let D be a finite-dimensional representation of
Q with dimension vector d. Denote Grc(D) := {C ∈ mod(Q)|C ⊆ D, dim(C) = c} for c ∈ Nn. Define the
Caldero-Chapoton (or the cluster character) formula as
CC(D) =
1
Ad11 · · ·Adnn
∑
0≤c≤d
χ(Grc(D))
n∏
i=1
A
∑
j→i cj+
∑
i→j(dj−cj)
i ,
where the sum is taken over all vectors c ∈ Nn such that 0 ≤ ci ≤ di for all i. Then if the quiver Q is of
type ADE, Caldero-Chapoton showed that
Theorem 5.1. [CC06]
CC(D) = XD,
where XD is the cluster variable obtained from D by composing Fomin-Zelevinsky’s bijection with Gabriel’s.
We have
CC(D) =
∏
A
∑
i→j dj
i
Ad11 · · ·Adnn
∑
0≤c≤d
χ(Grc(D))
n∏
i=1
A
∑
j→i cj+
∑
i→j −cj
i (25)
= z−g(d)
∑
0≤c≤d
χ(Grc(D))z
p∗(c),
where g(d) is defined as in (7).
25
Remark 5.2. In this remark, we will combine the discussion in remark 3.11 and Section 4.5 to talk about
the roles of the c and g vectors in terms of the chambers of scattering digrams and quiver representations.
First, let us re-write the cluster character map in terms of principal coefficients.
CC(D) = z−(g(d),0)
∑
0≤c≤d
χ(Gr(c, D))zp˜
∗(c,0).
Combining with (3), we learnt that −g(d) are g vectors of the corresponding cluster monomials.
Let Cprin denote a chamber in the cluster complex of the scattering diagram DAprin . Consider the projection
map MR ⊕ NR → MR. The image of DAprin would be a scattering diagram D in MR. We will denote the
image of Cprin as C. Note that C is a chamber in the cluster complex of D and it is a maximal cone of
a simplicial fan by [GHKK18, Theorem 2.13]. Thus we can consider g1, . . . , gn the generators of C, and
c1, . . . , cn the normal vectors of the walls bounding the chamber C.
In remark 3.11, we learnt that the normal vectors are the c vectors of the seed s corresponding to the
chamber. Next we comibine the idea in the beginning of Section 4.5. There we associate the primitive
normal vector of the walls to the indecomposable representation of Q. In particular, for C to be in the cluster
complex, we can deduce the c vectors are actually the dimension vectors of the indecomposable pre-projective
or pre-injective representations of Q.
Next we turn our attention to the g-vectors. In remark 2.14, the g vectors actually represent the injective
resolution of the quiver representation D. Hence if gk is not the standard basis vectors, then there is an
indecomposable representation Dk of Q such that −g(Dk) = gk. If gk is one of the standard basis vectors
ei, we can associate gk with the shift of injective I(i)[−1] from the cluster category theory in [BMR+06],
[Kel12]. The above discussion is known to representation theorists by tilting theory, here we just want to
simply draw this association by looking the dimension vectors.
Let us consider some examples:
Example 5.3. Going back to Example 3.12, we have
ϑQ,(1,−1) = A1A
−1
2 +A
−1
1 A
−1
2 X2 +A
−1
1 A2X1X2.
We can write it as
ϑQ,(1,−1) =
A21
A−11 A
−1
2
(1 +A21X2 +A
2
1A
2
2X1X2) = CC(C⇒C).
The three terms corresponds to the three representations with dimension vectors (0, 0), (0, 1), (1, 1).
For example, consider Figure 2, the scattering diagram associated to the Kronecker 2-quiver. Let us
consider the chamber C spanned by (2,−1) and (3,−2). Then the corresponding cluster is ϑ(2,−1), ϑ(3,−2)
which is associated to the indecomposable projectives 0⇒C, C⇒C2. For any point r in the chamber C, we can
write r = λ1(2,−1)+λ2(3,−2). The corresponding quiver representation of r would be (0⇒C)λ1+(C⇒C2)λ2 .
6 Positive Crossing and the AR quiver
Consider a path γ in D. Assume γ crosses a wall d. Let c ∈ N+ be the normal of d, i.e. d ⊂ c⊥. Then
the crossing is a positive crossing if the path passes from the region where n is negative to the region it is
positive. Otherwise, it is called a negative crossing.
Note that in the two-dimensional scattering diagram, if the path travels around the origin anti-clockwise
from the lower half plane towards the positive chamber, the crossing is always positive.
Now consider two walls d1 and d2 in the cluster complex. Let ci ∈ N+ be the normal of di respectively.
Then d1 and d2 may or may not intersect along a co-dimensional 2 polyhedral set which we call a joint. If
d1 intersects d2 along a joint j, we decompose d1 into three disjoint components d
+
1 , j, d
−
1 where each of them
are connected. Let us assume −p∗(c1) does not lie on the joint j. Then d+1 is defined to be the connected
piece which contains the point −p∗(c1) which we will name the outgoing piece of d1. Figure 4 illustrates the
decomposition. If d1, d2 do not intersect along a joint, then we take d
+
1 = d1. Note that d
+
1 still contains
the point −p∗(c1) by construction.
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d−1
d2
d+1
γ
−p∗(c1)
Figure 4: γ goes from d+1 to d2
Next consider a path γ has positive crossing from the outgoing piece of d1 to the wall d2. Please refer to
Figure 4 for illustration.
From last section, for ci ∈ N+, i = 1, 2, we can consider ci as a dimension vector for some indecomposable
semistable representation Ci. Then since γ having positive crossing from outgoing piece of d1 to d2, −p∗(c1)
points away from the positive direction of c2, i.e.
〈−p∗(c1), c2〉 < 0.
Here the inequality is strict as we have assume −p∗(c1) does not lie on d2. We have
〈−p∗(c1), c2〉 = −{c1, c2}
=χ(c1, c2)− χ(c2, c1)
=dim(Hom(C1, C2))− dimExt1(C1, C2)
− dim(Hom(C2, C1)) + dim(Ext1(C2, C1)). (26)
We will now apply the lemmas in Section 2.3.4.
First assume Q is a connected acyclic quiver of finite type. Then from Theorem 2.26, we have the AR
quiver is connected and it equals both the pre-projective component and the pre-injective component. At
the same time the regular component is empty. Note that if dim(Hom(C1, C2)) 6= 0, then C1 is a predecessor
of C2 which implies dim(Hom(C2, C1)) = 0. From Section 2.3.4, we know that only one of the terms
dim(Hom(Ci, Cj)), dimExt
1(Ci, Cj), i 6= j is nonzero. In order to attain 〈−p∗(c1), c2〉 < 0, we will have
〈−p∗(c1), c2〉 = − dimExt1(C1, C2)− dim(Hom(C2, C1)).
As the term above is negative, one of the dimExt1(C1, C2) and / or dim(Hom(C2, C1)) is non-zero which
implies C2 is a predecessor of C1 in the AR quiver by Lemma 2.32 and Theorem 2.28.
Now consider Q is a connected acyclic quiver with infinitely many indecomposables. Then the AR quiver
consists of three components: pre-projective P , regular R and pre-injective I. Assume Ci lies in one of the
P ,R, I, for i = 1, 2 and C1, C2 do not lie in the same component. We are going to see that γ travels a
direction from I to R, to P . The reason is that from Theorem 2.29, we know that
Hom(R,P) = Hom(I,P) = Hom(I,R) = 0.
And we also have
Ext1(P ,R) = Ext1(P , I) = Ext1(R, I) = 0
from Lemma 2.30. Therefore by using the same argument as above, we know that
〈−p∗(c1), c2〉 = − dimExt1(C1, C2)− dim(Hom(C2, C1)).
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Hence we can only have three choices for C1, C2: (1). C2 ∈ I, C1 ∈ P ; (2). C2 ∈ I, C1 ∈ R; (3). C2 ∈ R,
C1 ∈ P . All three cases indicates that C2 is the predecessor of C1 in the general definition for predecessor.
This is saying that if γ travels between walls corresponding to P ,R, I, it would have crossed from the
pre-injective to the regular then to the pre-projective if the crossings are positive.
We also have the cases C1, C2 ∈ P or C1, C2 ∈ I. Then by Lemma 2.31, Lemma 2.32 together with
Theorem 2.28, we have C2 is a predecessor of C1 from (26). Therefore, we can say if γ is having a positive
crossing in the scattering diagram, it is going in an opposite direction to the AR quiver. Thus we have
finished the proof of Theorem 1.1 which is stated more precisely in the following proposition:
Theorem 6.1. Given two walls d1 and d2 in the cluster complex in D. Let ci ∈ N+ be the normal of di for
i = 1, 2. If the two walls intersect along a joint, a co-dimensional 2 polyhedral set, we consider the outgoing
piece d+1 of d1 which contains −p∗(c1) instead of the entire d1.
Let γ be a path crossing the outgoing piece of d1 ∈ D and then d2 ∈ D with both crossings positive. Let
Ci be the corresponding indecomposable representation for di, i = 1, 2. Then we have C2 is a predecessor of
C1 in the Auslander-Reiten quiver of Q.
7 Hall Algebra Theta function
In this section, we are going to give a generalization of the Caldero-Chapoton formula by the machinery set
up in Chapter 4. More precisely, we are going to show Theorem 1.2 in the introduction which is giving an
explicit description of the Hall algebra theta functions defined in (22).
Now let us recall Theorem 1.2:
Theorem 7.1. Fix a stability scattering diagram D. Let Q be a point in the positive chamber of D. Consider
a point m0 in the cluster complex. We further assume that m0 lies in the cluster chamber C which corresponds
to a seed not containing any initial cluster variable1. Then we can write m0 = −g(d) for some d ∈ (Z≥0)n,
where g defined in (8) and we are going to see it is the g vector. Then the Hall algebra theta function is
ϑ(m0,0) = χ(GF(m0)(D))z(m0,0),
where objects in GF(m0)(D) are representations C in F(m0) equipped with an inclusion into D. By applying
the Euler characteristic map χ (defined in (21)), we get
ϑ(m0,0) = z
(−g(D),0)
∑
0≤c≤d
χ(Gr(c,D))z(p
∗(c),c).
which is the cluster character formula.
Proof. Recall in Lemma 4.6:
F(m0) = {E ∈ rep(Q) : any subobject F ⊂ E ⇒ m0(F ) ≤ 0}.
For any C ⊂ D, we have the inclusion C→D. Then Hom(C,D) 6= 0. By decomposing C into sum of
indecomposables Ci, then dimHom(Ci, D) > 0. This implies Ci is a predecessor of D. By Lemma 2.31 and
Lemma 2.30, we have Ext1(Ci, D) = 0. Thus χ(ci,d) = dimHom(Ci, D) > 0. That is m0(C) = −g(d)(c) <
0. Therefore we have D ∈ F(m0).
Furthermore, for all C ∈ F(m0) indecomposable, by definition of F(m0), g(d)(C) = χ(c,d) ≥ 0, where
c = dimC. By the discussion at the end of Section 2.3.4, we obtain χ(c,d) = dimHom(C,D).
Recall the theta function we defined in (22)
ϑ(m0,0)(θ) = 1F(m0)
−1z(m0,0)1F(m0).
Note that by the commutativity relation (19), we have
z(m0,0)[MF
c
→M] = qg(D)(c)[MF
c
→M]z(m0,0),
1The condition ‘the seed not containing any initial cluster variable’ seems to be abrupt. This is only because the initial
variables do not mutate or they correspond to the shift of injectives that the variables do not correspond to the indecomposable
representations.
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where objects in [MF
c
→M] are representations C ∈ F(m0) with dimension vector c. As noted above,
z(m0,0)[MF
c
→M] = qdimHom(C,D)[MF
c
→M]z(m0,0),
By viewing qdimHom(C,D) as [AdimHom(C,D)] in the Hall algebra, we have
qdimHom(C,D)[MF
c
→M] = [MF ,d
c
→M],
where objects in [MF ,dc →M] are pairs (C,ψ) with C ∈ F(m0) having dimension vector e and ψ : C→D a
map.
Now consider (C,ψ) as an object in [MF ,dc →M]. As C ∈ F(m0), R = ker(ψ) ∈ F(m0). Consider the
short exact sequence
0 −→ R −→ C −→ S −→ 0. (27)
The map ψ induces an injective map S→D. We wish to show S ∈ F(m0). Note that by the properties
of torsion pair in Definition 4.5, we have the following exact sequence
0 −→ T −→ S −→ F −→ 0,
where T ∈ T (m0), F ∈ F(m0). Since D ∈ F(m0), Hom(T,D) = 0 from the definition of torsion pair. So
the exact sequence becomes
0 T S F 0
D
0
This forces the map T→S to be the zero map in the exact sequence. Thus we have S ∼= F ∈ F(m0).
Going back to (27), we have
[MF ,dc →M] = 1F(m0) ∗ GF(m0)(D),
where objects in GF(m0)(D) are representations C in F(m0) equipped with an inclusion into D. Then
ϑm0 = 1F(m0)
−1z(m0,0)1F(m0)
= 1F(m0)
−1
∑
e=dimE
qdimHom(E,D)[MFe →M]z(m0,0)
= 1F(m0)
−1 ∗ 1F(m0) ∗ GF(m0)(D)z(m0,0)
= GF(m0)(D)z(m0,0)
By applying χ in 21 to GF(m0)(D), we get
ϑ(m0,0) = χ(GF(m0)(D))z(m0,0) = z(−g(D),0)
∑
0≤c≤d
χ(Gr(c,D))z(p
∗(c),c).
which is exactly as in (25). Therefore, we obtain the Caldero-Chapoton formula.
8 Stratification of quiver Grassmannian
We will repeat similar calculations as in the last section to give a stratification of quiver Grassmannian.
Consider an indecomposable quiver representation D which is not regular. Then m = −g(d) lies in the
cluster complex. Now consider a broken line γ : (∞, 0]→MR \ {0} with endpoint Q in the positive chamber
and initial slope −g(d). We further assume the final slope of the broken line is −g(d) + p∗(c) for some c.
Let γ bend over the walls d1, . . . , ds in the cluster complex and assume all the bendings are good. Denote by
ci ∈ N+ the normal vectors of di for i = 1, . . . s. From the remarks in last sections, the walls di correspond
to indecomposable representations Ci with dimension vector ci.
For i = 1, . . . , s− 1, if di intersect di+1 along a co-dimension 2 joint j as in Section 6, we decompose di
into 3 connected components d+i , j and d
−
i where −p∗(ci) lie on either d+i or j. Let us further assume that
γ crosses from d+i to di+1. If di does not intersect di+1 along a co-dimensional 2 joint, we can take d
+
i = di.
By repeating same argument as in Section 6, we will have the following 2 cases.
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A If −p∗(ci) lies on j, then 〈−p∗(ci), ci+1〉 = −{ci, ci+1} = 0. We then have
dimHom(Ci, Ci+1) = dimHom(Ci+1, Ci)
=dimExt1(Ci, Ci+1) = dimExt
1(Ci+1, Ci) = 0.
B If −p∗(ci) lies on d+i , and as γ crosses good from d+i to di+1, then
〈−p∗(ci), ci+1〉 = −{ci, ci+1} < 0.
Therefore,
〈−p∗(ci), ci+1〉 = − dimExt1(Ci, Ci+1)− dimHom(Ci+1, Ci).
and dimHom(Ci, Ci+1) = dimExt
1(Ci+1, Ci) = 0.
From the identification between theta functions and the Caldero-Chapoton formula by equation 25, the
setup above is saying that we are considering the subrepresentations E of dimension e in D. By the bendings
of γ, we have e =
∑
i λici for some λi ∈ N.
8.1 First Bending
As γ has good bending over the first wall d1, we have
〈g(d), c1〉 > 0.
As Ci and D are indecomposable, by lemmas in Section 2.3.4, we have
〈g(d), c1〉 = χ(C1, D) = dimHom(C1, D).
We can describe the first bending as follows.
Theorem 8.1. Let γ be a broken line as defined above. Consider the first bending of γ over a general
point θ1 on the wall d1 which corresponds to pre-projective/ pre-injective indecomposable representation C1
of dimension vector c1. Then the Hall algebra wall crossing automorphism is
ΦD(d1)z
−(g(d),0) =
∑
λ
G1λ1,c1(D)z−(g(d),0),
where G1λ,c1(D) = {ψ : V→D|V is a representation of dimension vector λc1, and kerψ contains no subrep-
resentation of dimension vector proportional to c1}.
Proof. By definition, the wall crossing at θ1 is
ΦD(d1)z
−(g(d),0) =1ss(θ1)
−1z−(g(d),0)1ss(θ1)
Then we employ (23)
=1ss(θ1)
−1z−(g(d),0)(1 +
∑
ℓ≥1
[BGLℓ(C1)→M])
=1ss(θ1)
−1(1 +
∑
ℓ≥1
qℓ·χ(c1,D)[BGLℓ(C1)→M])z−(g(d),0) (28)
=1ss(θ1)
−1(1 +
∑
ℓ≥1
qℓ dimHom(c1,D)[BGLℓ(C1)→M])z−(g(d),0)
=1ss(θ1)
−1
∑
ℓ≥0
1Dss(ℓ, θ1)z
−(g(d),0), (29)
where 1DC1(ℓ, θ1) is the moduli space of semistable representations C
′
1 with a map C
′
1→D, where C′1 has
dimension vector ℓc1. (28) follows from the commutativity relation in (19). We obtain (29) by visualizing
qℓ·dimHom(c1,D) as a vector bundle of rank = ℓ dimHom(c1, D).
30
We now need to understand 1Dss(ℓ, θ1)(SpecC).
Given ψ : C′1→D, we consider kerψ. Take θ′ to be a point very close to d1 in the positive c1 direction.
By Definition 4.5 and Theorem 4.6, we have
0 −→ T −→ kerψ −→ F −→ 0
where T ∈ T (θ′), F ∈ F(θ′). We claim T has dimension vector proportional to dimC1. Firstly, as T ⊆
kerψ ⊆ C′1, we have θ1(T ) ≤ 0 since C′1 is θ1-semistable. And by definition of T , θ′(T ) > 0. As θ′ can be
arbitrary close to the wall d1, we have θ1(T ) = 0.
Consider the quotient C1 = C
′
1/T . As both C
′
1 and T have dimension vectors as multiplies of c1, C1 = λc1
for some λ. Furthermore, ψ induces a map C1→D with kernel in F(θ′). Thus we have the diagram
0 T C′1 C1 0
D
where the row is an exact sequence.
From the exact sequence, we have
1Dss(ℓ, θ1) =
∑
h
[BGLℓ(C1)→M] ∗ [G1ℓ−h,c1(D)→M],
where G1ℓ−h,c1 denotes denotes the stack of representations C1 with dimension vector (ℓ − h)c1 and there
exist a homomorphism C1→D with kernel in F(θ′). Then
∑
ℓ
1Dss(ℓ, θ1) =
∑
ℓ
∑
h
[BGLh(C1)→M] ∗ [G1ℓ−h,c1(D)→M]
=
∑
h
[BGLh(C1)→M] ∗
∑
ℓ
[G1ℓ−h,c1(D)→M]
=1ss(θ1) ∗
∑
λ
[G1λ,c1(D)→M].
Therefore, we have
ΦD(d1)z
−(g(d),0) = 1ss(θ1)
−1
∑
ℓ≥0
1Dss(ℓ, θ1)z
−(g(d),0) =
∑
λ
[G1λ,c1(D)→M]z−(g(d),0).
If c1 is not regular, then by applying χ in 21, we have
χ(ΦD(d1)z
−(g(d),0)) = z−(g(d),0)
∑
λ
χ([G1λ,c1(D)→M])
= z−(g(d),0)
∑
λ
χ (Gr(λ,Hom(c1, D))) z
λ1(p
∗(λc1),λ1c1)
This is the path-ordered product defined in 10.
Now we are ready to move forward to the second bending. As c =
∑
λici, we will take the term
[G1λ1,c1(D)→M]z−(g(d),0).
Applying the integration map, we have
χ([G1λ1 (D)→M])z−(g(d),0) = χ (Gr(λ1,Hom(c1, D))) z−(g(d),0)+λ1(p
∗(c1),c1).
Let us consider the q-binomial coefficients
(
a
b
)
q
= (q
a−1)···(qa−b+1−1)
(qb−1)···(q−1) . Then the above equation is
χ([G1λ1 (D)→M])z−(g(d),0) =
(
dimHom(c1, D)
λ1
)
q
z−(g(d),0)+(p
∗(λ1c1),λ1c1).
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Taking the limit q→1 will give us the usual broken line attaching monomial
(〈g(d), c1〉
λ1
)
z−(g(d),0)+(p
∗(λ1c1),λ1c1).
Note that after the first bending, if we take V1 = C
⊕λ1
1 , we have
0 ⊂ V1
as the first step of a filtration of E ⊂ D.
8.2 Second bending
In this section and the next section, we will prove Theorem 1.4. We will first state the statement for the
second bending:
Theorem 8.2. Assume now γ is taking the second bending from d+1 to d2. From the first bending, we obtain
the filtration 0 ⊂ V1, where V1 = C⊕λ11 . Then the Hall algebra monomial associated to the second linear piece
of the broken line would be
[G2s,c2(D)→M]z−(g(d),0),
where [G2s,c2(D)→M] is space having the Poincare´ polynomial as
[Aλ2 dimExt
1(C
⊕λ1
1 ) ×Gr(λ2,Hom(C2, D/C⊕λ11 )− Ext1(C⊕λ11 ))].
After the second bending, we obtain the filtration
0 ⊂ V1 ⊂ V2,
where V2/V1 = C
⊕λ2
2 .
Proof. Now we consider γ crosses a second wall d2. By Definition 4.7 of Hall algebra broken lines, [G1λ1,c1(D)→M]z−(g(d),0)
is attached to the linear piece of γ after the first bending. In the usual broken line, the attached monomial is
χ (Gr(λ1,Hom(c1, D))) z
−(g(d),0)+λ(p∗(c1),c1). As we are assuming the crossing of γ over d2 is good, we have
〈−g(D) + p∗(c1),−c2〉 ≥ 0,
i.e.
g(D)(c2)− {c1, c2} ≥ 0.
From our assumption that γ goes from d+1 to d2 and the description in the beginning of Section 8, we have
−{c1, c2} ≤ 0.
This implies g(D)(c2) ≥ 0. Therefore
g(D)(c2) = χ(c2, d) = dimHom(c2, D).
We can then apply the wall crossing for the second bending at a general point θ2 on d2 on [G1λ1,c1(D)→M]z−(g(d),0).
ΦD(d2)
(
[G1λ1,c1(D)→M]z−(g(d),0)
)
=1ss(θ2)
−1 ⋆ [G1λ1,c1(D)→M]z−(g(d),0) ⋆ 1ss(θ2)
=1ss(θ2)
−1 ⋆
∑
ℓ
[G1λ1,c1(D)→M] ⋆ qdim(Hom(c2,D))1ss(ℓ, θ2)z−(g(d),0)
=1ss(θ2)
−1
∑
ℓ
[G1λ1,c1(D)→M] ⋆ 1Dss(ℓ, θ2)z−(g(d),0)
where 1Dss(ℓ, θ2) is the moduli space of semistable representation c
′
2 with a map c
′
2→D, where c′2 is a
representation with dimension vector ℓc2.
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We will now put (24) into the above calculation, i.e. we need to investigate
∑
ℓ
(
1 +
∑
k
(−1)k
k∏
l=1
[BGLrl(c2)→M]
)
⋆ [G1λ1,c1(D)→M] ⋆ 1Dss(ℓθ2) (30)
(30) looks complicated. Actually it is very nice at each degree. We will first fix ℓ and k. Without loss of
generality, we write G1 as [G1λ1,c1(D)→M]. Let us look at the terms of dimension vector sc2 in (30). In
order to attain sc2, we can have two choices
1. Bk ⋆ G1 ⋆ 1
2. Bk−1 ⋆ G1 ⋆ B′,
where Bk denote multiplying k many classifying spaces [BGLrl→M], for some r1, . . . , rk ∈ N such that
r1 + · · · + rk = s, and B′ is an object in 1Dss(ℓ, θ2). Note that the inverse 1ss(θ2)−1 is an alternating sum.
So elements in the forms of (1) and (2) differ by a sign. Therefore, we can group the summands for sc2 into
pairs
± (Bk ⋆ G1 −Bk−1 ⋆ G1 ⋆ B′) , (31)
where Bk =
∏k
l=1[BGLrl(c2)→M], Bk−1 =
∏k−1
l=1 [BGLrl(c2)→M] and B′ is the last multiple of Bk:
[BGLrk(c2)→M].
First consider
Bk ⋆ G1 =
k∏
l=1
[BGLrl(c2)→M] ⋆ G1.
The product in Bk means that we partition s into (r1, . . . , rk). Therefore, we are looking at the diagram
0 c⊕r12 ⊕ · · · ⊕ c⊕rk2 Y Cλ11 0
D
(32)
with Y such that the row is exact.
As the exact sequence may not split, the term Y is actually[
Ext1(C⊕λ11 , c
⊕r1
2 ⊕ · · · ⊕ c⊕rk2 )
G
→M
]
(33)
where G is the group of matrices of the form

GLr1 ∗ ∗ ∗
0 GLr2 ∗ ∗
0 0
. . . ∗
0 0 0 GLrk
 as noted at the end of Section
4.5.
Next we consider the second term Bk−1 ⋆ G1 ⋆ B′ in (31). We will break down into two steps. As the
multiplication is associative, Bk−1 ⋆G1 ⋆B′ = Bk−1 ⋆ (G1 ⋆B′). Therefore, we will first look at G1 ⋆B′ which
leads us to (34) while the whole term Bk−1 ⋆ (G1 ⋆ B′) will be associated to (36). First, G1 ⋆ B′ gives
0 Cλ11 U1 c
rk
2 0
D D
(34)
for some U1. We are looking at fibres of projection to G1. Therefore we fix a map Cλ11 →D in G1.
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From the discussion in the beginning of Section 8, we have Ext1(c2, C1) = 0. Thus the exact sequence
above is split. Therefore the middle term is U1 = C
λ
1 ⊕ crk2 . Notice that there is an automorphism of the
exact sequence, namely
0 Cλ1 C
λ
1 ⊕ crk2 crk2 0
0 Cλ1 C
λ
1 ⊕ crk2 crk2 0
g
π
i
with g ◦ π ◦ i is an identity. We obtain the object[
Hom(Crk2 , D)/Hom(C
rk
2 , C
⊕λ1
1 )
GLrk
→M
]
=
[
Hom(crk2 , D/C
⊕λ1
1 )
GLrk
→M
]
. (35)
The second multiplication Bk−1 ⋆ (G1 ⋆ B′) gives
0 C⊕r12 ⊕ · · · ⊕ C⊕rk−12 U2 Cλ1 ⊕ Crk2 0
D
(36)
These exact sequences are classified by Ext1(Cλ1 ⊕Crk2 , C⊕r12 ⊕· · ·⊕C⊕rk−12 ) = Ext1(Cλ1 , C⊕l12 ⊕· · ·⊕C⊕lr−12 )
as C2 is non-regular. Combining with (35) the product gives us[
Hom(Crk2 , D/C
⊕λ1
1 )× Ext1(Cλ11 , C⊕r12 ⊕ · · · ⊕ C⊕rk−12 )
T
→M
]
, (37)
where T is as in (33).
The value of (31) would be the difference between (33) and (37), i.e.
±
([
Ext1(C⊕λ11 , C
⊕r1
2 ⊕ · · · ⊕ C⊕rk2 )
T
→M
]
−[
Hom(Crk2 , D/C
⊕λ1
1 )× Ext1(Cλ11 , C⊕r12 ⊕ · · · ⊕ C⊕rk−12 )
T
→M
])
Let η = dimHom(C2, D/C
⊕λ1
1 ) and γ = dimExt
1(C⊕λ11 , C2). Recall s = l1 + · · ·+ lr as we are counting
at degree s. Applying χ to the term above gives us
± q
sγ − q(r1+···+rk−1)γ+rkh(∏k
l=1 q
rl(rl−1)/2
∏rl
t=1(q
t − 1)
)∏
u<v q
rurv
=± q
sγ(qrkη−rkγ − 1)(∏k
l=1 q
rl(rl−1)/2
∏rl
t=1(q
t − 1)
)∏
u<v q
rurv
.
One can show that after summing over all the partitions of s, the multiplities s term of (30) after applying
χ would be
qsγ
(
η − γ
λ2
)
q
.
Let S2 be the space of the second bending with fixing Cλ11 →D. Then S2 would have the same Poincare´
polynomial as the following space:∑
s
[Asγ ×Gr(s,Hom(C2, D/C⊕λ11 )− Ext1(C⊕λ11 , C2))],
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where if V , W are vector space, we use the relation V − W to denote the vector space of dimension
dimV − dimW . We now take the map Cλ11 →D back into account, and denote [G2s,c2→M] as the degree s
for the space we obtained after the second bending. Then [G2s,c2→M] have the same Poincare´ polynomial as
[AsdimExt
1(C
⊕λ1
1 ) ×Gr(s,Hom(C2, D/C⊕λ11 )− Ext1(C⊕λ11 ))×Gr(λ1,Hom(C1, D))].
Therefore, the Hall algebra wall crossing at second bending would then be
ΦD(d2)
(
[G1λ1,c1(D)→M]z−(g(d),0)
)
=
∑
s
[G2s,c2(D)→M]z−(g(d),0).
From the construction, we take λ2 pieces of c2. Thus the attaching Hall algebra monomial is
[G2λ2,c2(D)→M]z−(g(d),0).
Applying integration map will give us
qλ2γ
(
χ(c2, d− λ1c1)
λ2
)
q
(
χ(c1, d)
λ1
)
q
z−g(D)+(p
∗(λ1c1+λ2c2),(λ1c1+λ2c2).
Taking the limit q→1, will give us the usual attaching monomial.
Moreover, in the Hall algebra multiplication, we build up the representation V2 of dimension vector
λ1c1 + λ2c2 from the exact sequence. Thus, we have a filtration
0 ⊂ V1 ⊂ V2
with the quotient V2/V1 = C
⊕λ1
1 .
8.3 The k-th bending
The bendings of the broken line after the second bending would behave similarly. Thus we can repeat the
last section inductively. Assume now γ is having the j-th bending from d+j−1 to dj . From the previous j − 1
bendings, we have the Hall algebra monomial
[Gj−1λ1,··· ,λj−1,cj−1→M]z−(g(d),0).
And there is the filtration
0 ⊂ V1 ⊂ · · · ⊂ Vj−1.
Repeat the calculation in Section 8.2 for bending over dj and taking λj copies of Cj , we will then have
the space Sj having the same Poincare´ polynomial as
[Aλj Ext
1(Vj−1,Cj) ×Gr(λj ,Hom(Cj , D/Vj−1)− Ext1(Vj−1, Cj))].
This also builds up one more piece in the filtration
0 ⊂ V1 ⊂ · · · ⊂ Vj ,
where Vj/Vj−1 = C
⊕λj
j . After the last bending of γ, notice that in our set up, we have
c =
s∑
j=1
λjcj .
Thus the Hall algebra multiplication allows us to build up a filtration for a subrepresentation C of D with
dimension vector c.
0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vs = E, (38)
where Vj/Vj−1 = C
⊕λj
j .
This finished proofing Theorem 1.4:
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Theorem 8.3. If γ is taking the j-th bending from d+j−1 to dj. From the j − 1-th bending, we obtain the
filtration
0 ⊂ V1 ⊂ · · · ⊂ Vj−1,
with the quotient Vℓ/Vℓ−1 = C
⊕λℓ−1
ℓ−1 . Then the Hall algebra monomial associated to the j-th linear piece of
the broken line would be
[Gj−1λ1,··· ,λj−1,cj−1→M]z−(g(d),0),
where [Gj−1λ1,··· ,λj−1,cj−1→M] is space having the Poincare´ polynomial as
[Aλj Ext
1(Vj−1,Cj) ×Gr(λj ,Hom(Cj , D/Vj−1)− Ext1(Vj−1, Cj))].
At the last bending, we obtain filtration for a subrepresentation C of D with dimension vector c.
0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ Vs = E,
where Vj/Vj−1 = C
⊕λj
j .
8.4 Harder-Narasimhan filtration
In two dimensions, a broken line γ can actually describe a Harder-Narasimhan filtration for a subrepresen-
tation E ⊂ D.
Let Q be in the positive chamber. Now consider the stability function Z : K(rep(Q))→C as
Z(F ) = (g(d)− p∗(c)) · f+ iQ · f.
Now consider the line β : (0, 1)→D starting from −g(d) − p∗(e)) and ending at Q. β is parametrized by
β(t) = (1− t)(−g(d) + p∗(c)) + tQ. When β cross the walls d with normal vector f ∈ N+ at t, we have
〈(1 − t)(−g(d) + p∗(c)) + tQ, f〉 = 0.
Solving the above will give
t−1 − 1 = Q · f
(g(d)− p∗(c))(f) .
This is the slope of Z.
Let γ be the broken line we considered in the beginning of Section 8. If γ has good bending over d, then
−(g(d) − p∗(c))(−f) ≥ 0 from the properties of γ. Thus (g(d)− p∗(c))(f) ≥ 0. Therefore, Q·f(g(d)−p∗(c))(f) has
the same ordering as φ(F ) = 1π argZ(F ).
As t−1 − 1 is strictly decreasing, φ(F ) is decreasing along β. Therefore slopes of the quotients in the
filtration (38) are strictly decreasing. Hence the filtration (38) is a Harder-Narasimhan filtration.
8.5 Example
Let us illustrate what we have in this section by an example. We will consider the Kronecker 2-quiver Q2.
Since the p∗ map is injective in this case. We will simply consider the A scattering diagram instead of the
Aprin. Take the indecomposable representation C5⇒C6. Then we will consider the subrepresentation E with
dimension vector (2, 4). By combining theta function and the Caldero-Chapoton formula, we learn that the
Euler characteristic is χ(C2⇒C4,C5⇒C6) = 18.
In terms of broken line language, we calculate
−g(5, 6) = (7,−6), −g(5, 6) + p∗(2, 4) = (−1,−2).
Therefore, we are looking for broken line γ with initial slope (7,−6), final slope (−1,−2) and endpoint at
some point Q in the positive chamber.
If we set Q as a irrational point near (2, 1), we will obtain two broken lines γ1 (blue) and γ2 (red) as
shown in Figure 5.
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Figure 5: C2 ⇒ C4 ⊂ C5 ⇒ C6
Let us first start with γ1 (the blue line). The broken line γ1 bends over the wall d = {R≥0(2,−1), 1 +
z(−4,2)}. From Section 8.1, we see that the bending gives two copies of C⇒C2. Therefore the filtration for
E1 would be
0 ⊂ (C⇒C2)2 = C1.
Furthermore the Hall algebra element after bending is G12,(1,2)(C5⇒C6)→M, where the objects are C2⇒C4
with a map (C2⇒C4)
ψ−→ (C5⇒C6) such that kerψ does not contain any C⇒C2. Thus the space is
Gr(2,Hom
(
(C⇒C2), (C5 ⇒ C6)
)
.
Next, we have γ2. The broken line γ2 has two bendings: first at the wall d1 = {R≥0(3,−2), 1 + z(−6,4)}
then at the wall d2 = {R(1, 0), 1+ z(−2,0)}. From the calculation of slopes, we know that both bendings take
one copy of C2⇒C3, 0⇒C respectively. This implies the filtration
0 ⊂ C2⇒C3 ⊂ C2⇒C4 =: E2,
showing that E2 = (C
2
⇒C3)⊕ (0⇒C).
The first bending of γ2 is similar to γ1. Thus we obtain [G11,(2,3)(C5⇒C6)→M] by Proposition 8.1. The
second bending over a general point θ2 ∈ d2 yields a term in
1ss(θ2)
−1 ⋆ [G11,(2,3)(C5⇒C6)→M]z(7,−6) ⋆ 1ss(θ2).
Write G = [G11,(2,3)(C5⇒C6)→M]. As we only need degree 1 in this case, we only need to consider
Gz(7,−6) ⋆ [GL1(0⇒C)→M]− [GL1(0⇒C)→M] ⋆ Gz(7,−6). (39)
After commuting z(7,−6) and BGm(0⇒C), the first term becomes
Gz(7,−6) ⋆ [BGm(0⇒C)→M]
=GqdimHom(0⇒C,C5⇒C6)[BGm(0⇒C)→M]z(7,−6)
=G ⋆ 1Dss(1, θ2)z(7,−6)
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The product consists of diagrams
0 (C2⇒C3) (C2⇒C4) (0⇒C) 0
(C5⇒C6)
(40)
where the map (C2⇒C4)→(C5⇒C6) extends the map (C2⇒C3)→(C5⇒C6).
Note that Ext1(0⇒C,C2⇒C3) = 0. Thus the term C2⇒C4 in the exact sequence above is actually
(0⇒C)⊕ (C2⇒C3). In Section 8.2, we obtained the space[
Hom(0⇒C,C5⇒C6/C2⇒C3)
GL1(0⇒C)
]
after fixing (C2⇒C3)→(C5⇒C6). Applying the integration map, we have
χ(
[
Hom(0⇒C,C5⇒C6/C2⇒C3)
GL1(0⇒C)
]
) =
qη
q − 1 ,
where η = dimHom(0⇒C,C5⇒C6/C2⇒C3).
The second term BGL1(0⇒C) ⋆ Gz(7,−6) gives
0 (0⇒C) (C2⇒C4) (C2⇒C3) 0
(C5⇒C6)
(41)
which yields
[
Ext1(C2⇒C3,0⇒C)
GL1(0⇒C)
]
and
χ(
[
Ext1(C2⇒C3, 0⇒C)
BL1(C5⇒C6)
]
) =
qγ
q − 1 ,
where γ = dimExt1(C2⇒C3, 0⇒C). Combining together, we have
qη
q − 1 −
qγ
q − 1 = q
γ q
η−γ − 1
q − 1 = q
γ
(
η − γ
1
)
q
.
This is saying the moduli space S2 has the same Poincare´ polynomial as
A1 × (Gr (1,Hom(0⇒C,C5⇒C6/C2⇒C3)− Ext1(C2⇒C3, 0⇒C))) .
Furthermore, note that our stability function is
Z(F ) = −(−1,−2) · F + i(2, 1) · F
By calculating, we have Z(2, 3) = 8 + 7i and Z(0, 1) = 2 + i. Thus φ(F ) = 1π argZ(F ) is decreasing.
Hence the filtration
0 ⊂ C2⇒C3 ⊂ C2⇒C4
is Harder-Narasimhan.
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