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1. Introduction
Dual polar schemes are well-known association schemes [1,2]. Applying the matrix method, Wan
et al. [5] computed all parameters of dual polar schemes; Wang et al. [4,8,9] determined all subcon-
stituents of dual polar graphs. As a generalization of bilinear forms schemes,Wang et al. [7] constructed
association schemes in attenuated spaces, and computed their parameters. As a generalization of dual
polar schemes, Guo et al. [3] constructed association schemes in singular classical spaces. In this paper,
we continue this research, and consider the similar problems in singular pseudo-symplectic spaces.
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Let Fq be a ﬁnite ﬁeld with q elements, where q is a power of 2. Let E denote the subspace of
F2ν+δ+lq generated by e2ν+δ+1, e2ν+δ+2, . . . , e2ν+δ+l , where ei is the row vector in F2ν+δ+lq whose ith
coordinate is 1 and all other coordinates are 0.
Let
Ss,τ ; l =
⎛
⎜⎜⎜⎝
0 I(s)
I(s) 0
Δ
0(l)
⎞
⎟⎟⎟⎠ , where Δ =
⎧⎪⎪⎨
⎪⎪⎩
∅, if τ = 0,
(1), if τ = 1,(
0 1
1 1
)
, if τ = 2.
For δ = 1 or 2, the singular pseudo-symplectic group of degree 2ν + δ + l over Fq, denoted by
Ps2ν+δ+l, 2ν+δ(Fq), consists of all nonsingular matrices T over Fq satisfying TSν ,δ; lT t = Sν ,δ; l. The
vector space F2ν+δ+lq together with the right multiplication action of Ps2ν+δ+l, 2ν+δ(Fq) is called the
(2ν + δ + l)-dimensional singular pseudo-symplectic space over Fq. If l = 0, Ps2ν+δ+l, 2ν+δ(Fq) is the
pseudo-symplectic group, and F2ν+δ+lq is the pseudo-symplectic space.
For an m-dimensional subspace P of F2ν+δ+lq , we use the same letter P to denote the m × (2ν +
δ + l)matrix of rankmwhose rows span the subspace P and call the matrix P amatrix representation
of the subspace P. An m-dimensional subspace P in the (2ν + δ + l)-dimensional singular pseudo-
symplectic space is a subspace of type (m, 2s + τ , s, ε, k), where τ = 0, 1 or 2, ε = 0 or 1, if dim(P ∩
E) = k and PSν ,δ; lPt is cogredient to Ss,τ ;m−2s−τ and P does not or does contain a vector of the form{
(0, 0, . . . , 0, 1, x2ν+2, . . . , x2ν+1+l), if δ = 1,
(0, 0, . . . , 0, 1, 0, x2ν+3, . . . , x2ν+2+l), if δ = 2,
corresponding to the cases ε = 0 or 1, respectively. In particular, subspaces of type (ν + ε, 0, 0, ε, 0)
are calledmaximal totally isotropic subspaces.
Let X = M(m, 2s + τ , s, ε, k; 2ν + δ + l, 2ν + δ) denote the set of all subspaces of type (m, 2s +
τ , s, ε, k) of F2ν+δ+lq . By [6, Theorem 4.18], X is an orbit under the action of Ps2ν+δ+l, 2ν+δ(Fq). Hence X
forms an association schemeaccording to all the orbits of the action of Ps2ν+δ+l, 2ν+δ(Fq)onX × X (see
[1]). In this paper, we determine all these orbits, and compute all the parameters of these association
schemes.
This paper is organized as follows. In Section 2,we construct association schemes based onmaximal
isotropic subspaces in pseudo-symplectic spaces, and compute their parameters. In Section 3, we
discuss the corresponding problem in singular pseudo-symplectic spaces.
2. The case l = 0
In this section we study the association schemes based onmaximal isotropic subspaces in pseudo-
symplectic spaces, and compute their parameters.
Let X = M(ν + ε, 0, 0, ε; 2ν + δ), where δ = 1, or δ = 2 and ε = 1. Deﬁne
Ri = {(P′,Q ′) ∈ X × X| dim(P′ ∩ Q ′) = ν + δ − 1 − i}.
Then the conﬁguration (X , {Ri}0 i ν) forms a symmetric association scheme isomorphic to the asso-
ciation scheme in [5, Chapter 7, Theorem 8].
Now we consider the case δ = 2 and ε = 0.
Theorem 2.1. Let X = M(ν , 0, 0, 0; 2ν + 2). For any two elements of X
P′ = ( 2ν 1 1P′1 zt 0 ), Q ′ = (
2ν 1 1
Q ′1 wt 0
)
,
deﬁne (P′,Q ′) ∈ R(i,a) if and only if dim(P′ ∩ Q ′) + a = dim(P′1 ∩ Q ′1) = ν − i. Then the conﬁguration
X = (X , {R(i,a)}0 i ν−a, 0 a 1) forms a symmetric association scheme of class 2ν , and with parameters
v and n(i,a) given by (1) and (2); intersection numbers p(i, a)(s, b) (u, c)’s given by (5) and (6).
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Proof. Similar to [3, Lemma 2.1], each R(i,a) is an orbit of Ps2ν+2(Fq) on X × X , and X is a symmetric
association scheme. Now we compute its parameters. Pick
P′1 = (I(ν) 0(ν , ν)), Q ′1 =
(
0(ν−i, i) I(ν−i) 0 0
0 0 I(i) 0
)
.
By [6, Theorem 4.14]
v = |M(ν , 0, 0, 0; 2ν + 2)| = qν
ν∏
t=1
(qt + 1). (1)
For P′ = (P′1, 0(ν , 2)) ∈ X , n(i,a) is the number of subspaces
U′ = ( 2ν 1 1U′1 ut 0 ) ∈ X
satisfying (P′,U′) ∈ R(i, a). Then U′1 is a maximal totally isotropic subspace in F2νq intersecting P′1 at a
(ν − i)-dimensional subspace. By [5, Chapter 7, Theorem 8], there are qi(i+1)/2
[
ν
i
]
choices for U′1. By
the transitivity of Ps2ν+2(Fq), the number of u is independent of the choice of U′1. Pick U′1 = Q ′1. Then
U′ has the unique matrix representation of the form
( i ν−i i ν−i 1 1
0 I 0 0 ut1 0
0 0 I 0 ut2 0
)
ν − i
i
,
which implies that
n(i,1) = (qν−i − 1)qi(i+3)/2
[
ν
i
]
and n(i,0) = qi(i+3)/2
[
ν
i
]
. (2)
Next, we compute the intersection numbers p
(i,0)
(s,0) (u,0). By the transitivity of Ps2ν+2(Fq) on R(i,0),
we pick P′ = (P′1, 0(ν , 2)) and Q ′ = (Q ′1, 0(ν , 2)). Then (P′,Q ′) ∈ R(i,0), and p(i,0)(s,0) (u,0) is the number of
subspaces
S′ = ( 2ν 1 1S′1 wt 0 ) ∈ X
satisfying (P′, S′) ∈ R(s,0) and (S′,Q ′) ∈ R(u,0). By [5, Chapter 7, Theorem 8], there are
pisu =
∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
p(α)
choices for S′1, where
p(α) = qμ2 (μ2 +1)+ρi+ ρ(ρ+1)2
[
ν − i
β
]
i∏
t=γ+1
(qt − 1)
μ2 ∏
t=1
(q2t − 1) α−μ∏
t=1
(qt − 1)
.
By the transitivity of Ps2ν+2(Fq), the number of w is independent of the choice of S′1. By [5, Chapter 7,
Lemma 7] we may pick
S′1 =
⎛
⎜⎜⎜⎜⎜⎝
I 0(α,γ ) 0 0
(
B 0
0 0
)
0 0 0
0 0 I 0(β ,ρ) 0 0 0 0
0 0 0 0 0 I(γ ) 0 0
0 0 0 0 0 0 0 I(ρ)
⎞
⎟⎟⎟⎟⎟⎠ , (3)
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where
B =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎝ 0 I
(p)
I(p) 0
0
⎞
⎟⎠ , if μ = 2p + 1,
(
0 I(p)
I(p)
)
or
⎛
⎜⎜⎜⎝
0 I(p−1)
I(p−1) 0
0 1
1 1
⎞
⎟⎟⎟⎠ , if μ = 2p.
(4)
Since dim(P′1 ∩ Q ′1 ∩ S′1) = β , we obtain
dim((P′1 ∩ S′1) + (Q ′1 ∩ S′1)) = dim(P′1 ∩ S′1) + dim(Q ′1 ∩ S′1) − β = ν + ρ − s − u + i,
and the number of vectors w is qν−(ν+ρ−s−u+i) = qs+u−i−ρ . It follows that
p
(i,0)
(s,0) (u,0) =
∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
qs+u−i−ρp(α). (5)
For a = 0 or 1, we claim that
qspisu = p(i,a)(s,0) (u,0) + p(i,a)(s,0) (u,1), (qν − qs)pisu = p(i,a)(s,1) (u,0) + p(i,a)(s,1) (u,1). (6)
Pick P′ = (P′1, 0(ν , 2)),Q ′ = (Q ′1, 0(ν , 2)), and let S′ = (S′1, wt , 0) ∈ X such that
dim(P′1 + S′1) = dim(P′ + S′) = ν + s and dim(Q ′1 + S′1) = ν + u.
By the transitivity of Ps2ν+2(Fq), the number of vectors w is independent of the choice of S′1. Pick S′1
as (3). Then the number of vectors w is qs, which implies that
qspis,u = p(i,0)(s,0) (u,0) + p(i,0)(s,0) (u,1).
Since
p
(i,0)
(s,0) (u,0) + p(i,0)(s,0) (u,1) + p(i,0)(s,1) (u,0) + p(i,0)(s,1) (u,1) = qν ,
we obtain (qν − qs)pis,u = p(i,0)(s,1) (u,0) + p(i,0)(s,1) (u,1). Similarly, (6) also holds for a = 1. 
For brevity, by (6) we may assume that
p
(i,a)
(s,b) (u,c) =
∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
p(α; a, b, c).
3. The case l > 0
In this section we study the association schemes based on maximal totally isotropic subspaces in
singular pseudo-symplectic spaces, and compute their parameters.
Let X = M(ν + ε, 0, 0, ε, 0; 2ν + δ + l, 2ν + δ). If δ = 1 and ε = 0, then for any two elements of
X
P =
( 2ν 1 l
P′1 0 P
′′ )
, Q =
( 2ν 1 l
Q ′1 0 Q
′′ )
,
deﬁne (P,Q) ∈ R(i,j−i) if and only if dim(P ∩ Q) = ν − j, dim(P′1 ∩ Q ′1) = ν − i. Then the conﬁgu-
ration (X , {R(i,j−i)}0 i ν , 0 j−imin{ν−i,l}) forms a symmetric association scheme isomorphic to the
association scheme in [3, Theorem 1.1].
Now we consider the case δ = 2 and ε = 1.
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Theorem 3.1. Let X = M(ν + 1, 0, 0, 1, 0; 2ν + 2 + l, 2ν + 2). For any two elements of X
P =
( 2ν 1 1 l
P′1 0 0 P
′′
0 1 0 P2
)
, Q =
( 2ν 1 1 l
Q ′1 0 0 Q
′′
0 1 0 Q2
)
,
deﬁne (P,Q) ∈ R(i,j−i) if and only if dim(P ∩ Q) = ν + 1 − j, dim(P′1 ∩ Q ′1) = ν − i. Then the conﬁg-
uration X = (X , {R(i,j−i)}0 i ν , 0 j−imin{ν+1−i,l}) forms a symmetric association scheme with param-
eters d, v and n(i,j−i) given by (7), (8) and (9); intersection numbers p(i,j−i)(s,t−s) (u,v−u)’s given by (14) and
(15).
Proof. Similar to [3, Lemma 2.1], each R(i,j−i) is an orbit of Ps2ν+2+l, 2ν+2(Fq) on X × X , and X is a
symmetric association scheme. Now we compute its parameters.
By the deﬁnition of R(i,j−i) we have that 0 i ν , 0 ν + 1 − i − (ν + 1 − j) ν + 1 − i and
0 ν + 1 + j − (ν + 1 + i) l. It follows that this scheme has
d = −1 +
ν∑
i=0
(1 + min{ν + 1 − i, l}) (7)
classes. By [6, Theorem 4.20],
v = q(ν+1)l
ν∏
i=1
(qi + 1). (8)
Pick
P′ =
(
I(ν) 0(ν) 0 0
0 0 1 0
)
, Q ′ =
⎛
⎜⎝0
(ν−i, i) I(ν−i) 0 0 0 0
0 0 0 0(1, ν−i) 1 0
0 0 I(i) 0 0 0
⎞
⎟⎠ .
For P = (P′, 0(ν , l)), n(i,j−i) is the number of subspaces
U =
( 2ν+2 l
U′ U ′′
)
∈ X
satisfying (P,U) ∈ R(i, j−i). Then U′ is a subspace of type (ν + 1, 0, 0, 1) in F2ν+2q intersecting P′ at a
subspace of type (ν + 1 − i, 0, 0, 1) inF2ν+2q . By [5, Chapter 7, Theorem8] there are qi(i+1)/2
[
ν
i
]
choices
for U′. By the transitivity of Ps2ν+2+l, 2ν+2(Fq), we may take U′ = Q ′. Then U has the unique matrix
representation of the form
⎛
⎝
i ν−i i ν−i 1 1 l
0 I 0 0 0 0 A1
0 0 0 0 1 0 A2
0 0 I 0 0 0 A3
⎞
⎠ν − i1
i
where rank
(
A1
A2
)
= j − i. By [5, Chapter 1, Theorem 5], there are
N(j − i; (ν + 1 − i) × l) = q(j−i)(j−i−1)/2
[
ν + 1 − i
j − i
] l∏
t=l−(j−i)+1
(qt − 1)
choices for A1, A2, which implies that
n(i,j−i) = qil+i(i+1)/2+(j−i)(j−i−1)/2
[
ν
i
] [
ν + 1 − i
j − i
] l∏
t=l−(j−i)+1
(qt − 1). (9)
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Now we compute the intersection numbers. By the transitivity of Ps2ν+2+l, 2ν+2(Fq) on R(i,j−i), we
may choose two ﬁxed maximal totally isotropic subspaces P = (P′, 0(ν , l)) and Q = (Q ′, Q ′′), where
Q ′′ =
(
I(j−i) 0(j−i,l+i−j)
0 0
)
.
Then (P,Q) ∈ R(i,j−i), and p(i,j−i)(s,t−s) (u,v−u) is the number of subspaces
S = ( 2ν+2 lS′ S′′ ) ∈ X
satisfying (P, S) ∈ R(s,t−s) and (S,Q) ∈ R(u,v−u). By [5, Chapter 7, Theorem 8] there are pis,u choices for
S′. By the transitivity of Ps2ν+2+l, 2ν+2(Fq), the number of matrices S′′ is independent of the choice of
S′. Pick
S′ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
I 0(α,γ ) 0 0
(
B 0
0 0
)
0 0 0 0 0
0 0 I 0(β ,ρ) 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 I(γ ) 0 0 0 0
0 0 0 0 0 0 0 I(ρ) 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (10)
where B is given by (4). Write
S′′ =
⎛
⎜⎜⎜⎜⎜⎜⎝
A1
A2
A3
A4
A5
A6
⎞
⎟⎟⎟⎟⎟⎟⎠
s − ρ − γ
ν − β − s
β
1
γ
ρ
Since dim(P′ ∩ Q ′ ∩ S′) = β + 1, there are the following two cases to be considered.
Case 1: j − iβ + 1. Then (P, S) ∈ R(s,t−s) and (S,Q) ∈ R(u,v−u) if and only if A2, A3, A4 and A5
satisfy
rank
⎛
⎝A2A3
A4
⎞
⎠ = t − s (11)
and
rank
⎛
⎝
(
A3
A4
)
− A7
A5
⎞
⎠ = v − u, (12)
where
A7 =
(
I(j−i) 0(j−i,l+i−j)
0(β+1+i−j, j−i) 0
)
.
Since dim(P′ ∩ Q ′ ∩ S′) = β + 1 and A2 is a (ν − β − s) × l matrix, we have
max{t − s − (ν − β − s), 0} θ = rank
(
A3
A4
)
min{t − s,β + 1}.
Similarly, since A5 is a γ × l matrix, max{v − u − γ , 0} ξ min{v − u,β + 1}, where
ξ = rank
((
A3
A4
)
− A7
)
. (13)
By [3, Proposition 2.4] there areN
j−i
θ ,ξ ((β + 1) × l) choices of
(
A3
A4
)
with rank θ satisfying (13). Once the(
A3
A4
)
is chosen, by [7, Lemma 2.4] there are q(ν−s−β)θN(t − s − θ; (ν − s − β) × (l − θ)) choices of
1904 J. Guo et al. / Linear Algebra and its Applications 431 (2009) 1898–1909
A2 satisfying (11), and there are q
γ ξN(v − u − ξ ; γ × (l − ξ)) choices of A5 satisfying (12). Therefore
there are
αj−i =
min{t−s,β+1}∑
θ =max{t−s−(ν−β−s), 0}
min{v−u,β+1}∑
ξ =max{v−u−γ , 0}
q(ν−s−β)θ+γ ξNj−iθ ,ξ ((β + 1) × l)Ω
choices forA2, A3, A4, A5,whereΩ = N(t − s − θ; (ν − s − β) × (l − θ))N(v − u − ξ ; γ × (l − ξ)).
Since A1 and A6 may be any (s − ρ − γ ) × l and ρ × lmatrices over Fq, respectively, there are q(s−γ )l
choices for A1, A6. It follows that there are αj−iq(s−γ )l choices of S′′ for a ﬁxed S′; and so
p
(i,j−i)
(s,t−s) (u,v−u)
= ∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
min{t−s,β+1}∑
θ=max{t−s−(ν−β−s), 0}
min{v−u,β+1}∑
ξ=max{v−u−γ , 0}
qΛp(α)N
j−i
θ ,ξ ((β + 1) × l)Ω , (14)
where Λ = (s − γ )l + (ν − s − β)θ + γ ξ.
Case 2: j − i > β + 1. Similar to Case 1, there are αβ+1q(s−γ )l choices of S′′ for a ﬁxed S′. Hence
p
(i,j−i)
(s,t−s) (u,v−u)
= ∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
min{t−s,β+1}∑
θ=max{t−s−(ν−β−s), 0}
min{v−u,β+1}∑
ξ=max{v−u−γ , 0}
qΛp(α)N
β+1
θ ,ξ ((β + 1) × l)Ω.  (15)
Next we consider the case δ = 2 and ε = 0.
Theorem 3.2. Let X = M(ν , 0, 0, 0, 0; 2ν + 2 + l, 2ν + 2). For any two elements of X
P = ( 2ν 1 1 lP′1 zt 0 P′′ ), Q = (
2ν 1 1 l
Q ′1 wt 0 Q ′′
)
,
deﬁne (P,Q) ∈ R(i,a,j−i−a) if and only if
dim(P′1 ∩ Q ′1) = dim((P′1 zt) ∩ (Q ′1 wt)) + a = ν − i, dim(P ∩ Q) = ν − j.
Then the conﬁguration X = (X , {R(i,a,j−i−a)}0 i ν−a, 0 a 1, 0 j−i−amin{ν−i−a,l}) forms a symmetric
association schemewith parameters d, v and n(i,a,j−i−a) given by (16), (17) and (18); intersection numbers
p
(i,a,j−i−a)
(s,b,t−s−b) (u,c,v−u−c)’s given by (22), (23), (28), (29), (34), (35).
Proof. Similar to [3, Lemma 2.1], each R(i,a,j−i−a) is an orbit of Ps2ν+2+l,2ν+2(Fq) on X × X , and X is a
symmetric association scheme. Now we compute its parameters.
By thedeﬁnitionofR(i,a,j−i−a) wehave that 0 i ν − a, a = 0or1, 0 ν − i − a − (ν − j) ν −
i − a and 0 ν + j − (ν + i + a) l. It follows that this scheme has
d = min{ν , l} +
ν∑
i=1
2(1 + min{ν − i, l}) (16)
classes. By [6, Theorem 4.20],
v = qν(l+1)
ν∏
i=1
(qi + 1). (17)
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Pick
P′ =
(
I(ν) 0(ν , ν+2)
)
,
Q ′ =
⎛
⎜⎝ 0 I
(a) 0 0 0(a) 0 x 0
0(ν−i−a, i) 0 I 0 0 0(ν−i−a) 0 0
0 0 0 I(i) 0 0 0 0
⎞
⎟⎠ ,
where x = 1 or empty according to a = 1 or 0, respectively. For P = (P′, 0(ν , l)), n(i,a,j−i−a) is the
number of subspaces
U = ( 2ν+2 lU′ U′′ ) ∈ X
satisfying (P,U) ∈ R(i,a,j−i−a). By Theorem2.1, there are n(i,a) (see (2)) choices forU′. By the transitivity
of Ps2ν+2+l, 2ν+2(Fq), we may take U′ = Q ′. Then U has the unique matrix representation of the form
⎛
⎝
i a ν−i−a i a ν−i−a 1 1 l
0 I 0 0 0 0 x 0 A1
0 0 I 0 0 0 0 0 A2
0 0 0 I 0 0 0 0 A3
⎞
⎠aν − i − a
i
,
where rank A2 = j − i − a. By [5, Chapter 1, Theorem 5], there are
N(j − i − a; (ν − i − a) × l) = q(j−i−a)(j−i−a−1)/2
[
ν − i − a
j − i − a
] l∏
t=l−(j−i−a)+1
(qt − 1)
choices for A2, which implies that
n(i,a,j−i−a) = n(i,a)q(i+a)l+(j−i−a)(j−i−a−1)/2
[
ν − i − a
j − i − a
] l∏
t=l−(j−i−a)+1
(qt − 1), (18)
where n(i,a) is given by (2).
Now we compute the intersection numbers. By the transitivity of Ps2ν+2+l, 2ν+2(Fq) on R(i,a,j−i−a),
we may choose two ﬁxed maximal totally isotropic subspaces P = (P′, 0(ν , l)) and Q = (Q ′, Q ′′),
where
Q ′′ =
⎛
⎜⎝0
(a) 0 0
0 I(j−i−a) 0(j−i−a,l+i−j)
0 0 0
⎞
⎟⎠ .
Then (P,Q) ∈ R(i,a,j−i−a) and p(i,a,j−i−a)(s,b,t−s−b) (u,c,v−u−c) is the number of subspaces
S = ( 2ν+2 lS′ S′′ ) ∈ X
satisfying (P, S) ∈ R(s,b,t−s−b) and (S,Q) ∈ R(u,c,v−u−c). By Theorem 2.1 there are p(i,a)(s,b) (u,c) choices for
S′. By the transitivity of Ps2ν+2+l, 2ν+2(Fq), the number of matrices S′′ is independent of the choice of
S′. Then there are the following three cases to be considered:
Case 1: b = 0 and c = a. Without loss of generality, we may pick S′ as (10). Write
S′′ =
⎛
⎜⎜⎜⎜⎜⎜⎝
A1
A2
A3
A4
A5
A6
⎞
⎟⎟⎟⎟⎟⎟⎠
s − ρ − γ
ν − β − s
a
β − a
γ
ρ
.
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Since dim(P′ ∩ Q ′ ∩ S′) = β − a, there are the following two cases to be considered:
Case 1.1: j − i − aβ − a. Then (P, S) ∈ R(s,0,t−s) and (S,Q) ∈ R(u,a,v−u−a) if and only if A2, A3, A4
and A5 satisfy
rank
⎛
⎝A2A3
A4
⎞
⎠ = t − s (19)
and
rank
(
A4 − A7
A5
)
= v − u − a, (20)
where
A7 =
(
I(j−i−a) 0(j−i−a,l+i+a−j)
0(β+i−j, j−i−a) 0
)
.
Since dim(P′ ∩ Q ′ ∩ S′) = β − a, A2 and A3 are (ν − β − s) × l and a × l matrices, respectively, we
have
max{t − s − (ν − β − s + a), 0} θ = rank A4 min{t − s,β − a}.
Similarly, since A5 is a γ × l matrix, max{v − u − a − γ , 0} ξ min{v − u − a,β − a}, where
ξ = rank (A4 − A7). (21)
By [3, Proposition 2.4] there are N
j−i−a
θ ,ξ ((β − a) × l) choices of A4 with rank θ satisfying (21). Once
the A4 is chosen, by [7, Lemma 2.4] there are q
(ν−s−β+a)θN(t − s − θ; (ν − s − β + a) × (l − θ))
choices of A2, A3 satisfying (19), and there are q
γ ξN(v − u − a − ξ ; γ × (l − ξ)) choices of A5 satis-
fying (20). Therefore there are
α˜j−i−a =
min{t−s,β−a}∑
θ=max{t−s−(ν−β−s+a), 0}
min{v−u−a,β−a}∑
ξ=max{v−u−a−γ , 0}
q(ν−s−β+a)θ+γ ξNj−i−aθ ,ξ ((β − a) × l) Ω˜
choices forA2, A3, A4, A5,where Ω˜ = N(t − s − θ; (ν − s − β + a) × (l − θ))N(v − u − a − ξ ; γ ×
(l − ξ)). Since A1 and A6 may be any (s − ρ − γ ) × l and ρ × l matrices over Fq, respectively, there
are q(s−γ )l choices for A1, A6. It follows that there are α˜j−i−aq(s−γ )l choices of S′′ for a ﬁxed S′; and so
p
(i,a,j−i−a)
(s,0,t−s) (u,a,v−u−a) =
∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
min{t−s,β−a}∑
θ=max{t−s−(ν−β−s+a), 0}
min{v−u−a,β−a}∑
ξ=max{v−u−a−γ , 0}
p(α; a, 0, a)qΛ˜Nj−i−aθ ,ξ ((β − a) × l) Ω˜ , (22)
where Λ˜ = (ν − s − β + a)θ + γ ξ + (s − γ )l.
Case 1.2: j − i − a > β − a. Similar to Case 1.1, there are α˜β−aq(s−γ )l choices of S′′ for a ﬁxed S′.
Hence
p
(i,a,j−i−a)
(s,0,t−s) (u,a,v−u−a) =
∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
min{t−s,β−a}∑
θ=max{t−s−(ν−β−s+a), 0}
min{v−u−a,β−a}∑
ξ=max{v−u−a−γ , 0}
p(α; a, 0, a)qΛ˜Nβ−aθ ,ξ ((β − a) × l) Ω˜. (23)
Case 2: a = b = 0 and c = 1. Without loss of generality, we may pick
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S′ =
⎛
⎜⎜⎜⎜⎜⎝
I 0(α,γ ) 0 0
(
B 0
0 0
)
0 0 0 0 0
0 0 I 0(β ,ρ) 0 0 0 0 0 0
0 0 0 0 0 I(γ ) 0 0 e˜t1 0
0 0 0 0 0 0 0 I(ρ) 0 0
⎞
⎟⎟⎟⎟⎟⎠ , (24)
where B is given by (4), and e˜1 = (1, 0, . . . , 0). Write
S′′ =
⎛
⎜⎜⎜⎜⎜⎜⎝
A1
A2
A3
A4
A5
A6
⎞
⎟⎟⎟⎟⎟⎟⎠
s − ρ − γ
ν − β − s
β
1
γ − 1
ρ
Since dim(P′ ∩ Q ′ ∩ S′) = β , there are the following two cases to be considered:
Case2.1: j − iβ . Then (P, S) ∈ R(s,0,t−s) and (S,Q) ∈ R(u,1,v−u−1) if and only ifA2, A3 andA5 satisfy
rank
(
A2
A3
)
= t − s (25)
and
rank
(
A3 − A7
A5
)
= v − u − 1, (26)
where
A7 =
(
I(j−i) 0(j−i,l+i−j)
0(β+i−j, j−i) 0
)
.
Since dim(P′ ∩ Q ′ ∩ S′) = β , A2 is a (ν − β − s) × l matrix, we have
max{t − s − (ν − β − s), 0} θ = rank A3 min{t − s,β}.
Similarly, since A5 is a (γ − 1) × l matrix, max{v − u − γ , 0} ξ min{v − u − 1,β}, where
ξ = rank(A3 − A7). (27)
By [3, Proposition 2.4], there are N
j−i
θ ,ξ (β × l) choices of A3 with rank θ satisfying (27). Once the A3
is chosen, by [7, Lemma 2.4], there are q(ν−s−β)θN(t − s − θ; (ν − s − β) × (l − θ)) choices of A2
satisfying (25), and there are q(γ−1)ξN(v − u − 1 − ξ ; (γ − 1) × (l − ξ)) choices of A5 satisfying
(26). Therefore there are
α¯j−i =
min{t−s,β}∑
θ=max{t−s−(ν−β−s), 0}
min{v−u−1,β}∑
ξ=max{v−u−γ , 0}
q(ν−s−β)θ+(γ−1)ξNj−iθ ,ξ (β × l) Ω¯
choices forA2, A3, A5,where Ω¯ = N(t − s − θ; (ν − s − β) × (l − θ))N(v − u − 1 − ξ ; (γ − 1) ×
(l − ξ)). Since A1, A4 and A6 may be any (s − ρ − γ ) × l, 1 × l and ρ × l matrices over Fq, respec-
tively, there are q(s−γ+1)l choices for A1, A4, A6. It follows that there are α¯j−iq(s−γ+1)l choices of S′′ for
a ﬁxed S′; and so
p
(i,0,j−i)
(s,0,t−s) (u,1,v−u−1) =
∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
min{t−s,β}∑
θ=max{t−s−(ν−β−s), 0}
min{v−u−1,β}∑
ξ=max{v−u−γ , 0}
p(α; 0, 0, 1)qΛ¯Nj−iθ ,ξ (β × l) Ω¯ , (28)
where Λ¯ = (ν − s − β)θ + (γ − 1)ξ + (s − γ + 1)l.
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Case 2.2: j − i > β . Similar to Case 2.1, there are α¯βq(s−γ+1)l choices of S′′ for a ﬁxed S′. Hence
p
(i,0,j−i)
(s,0,t−s) (u,1,v−u−1) =
∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
min{t−s,β}∑
θ=max{t−s−(ν−β−s), 0}
min{v−u−1,β}∑
ξ=max{v−u−γ , 0}
p(α; 0, 0, 1)qΛ¯Nβθ ,ξ (β × l) Ω¯. (29)
Case 3: a = b = c = 1. Without loss of generality, we may pick
S′ =
⎛
⎜⎜⎜⎜⎜⎝
I 0(α,γ ) 0 0
(
B 0
0 0
)
0 0 0 0 0
0 0 I 0(β ,ρ) 0 0 0 0 he¯t1 0
0 0 0 0 0 I(γ ) 0 0 0 0
0 0 0 0 0 0 0 I(ρ) 0 0
⎞
⎟⎟⎟⎟⎟⎠ , (30)
where B is given by (4), e¯1 = (1, 0, . . . , 0) and 1 /= h ∈ Fq\{0}. Write
S′′ =
⎛
⎜⎜⎜⎜⎜⎜⎝
A1
A2
A3
A4
A5
A6
⎞
⎟⎟⎟⎟⎟⎟⎠
s − ρ − γ
ν − β − s
1
β − 1
γ
ρ
Since dim(P′ ∩ Q ′ ∩ S′) = β − 1, there are the following two cases to be considered:
Case 3.1: j − i − 1β − 1. Then (P, S) ∈ R(s,1,t−s−1) and (S,Q) ∈ R(u,1,v−u−1) if and only if A2, A4
and A5 satisfy
rank
(
A2
A4
)
= t − s − 1 (31)
and
rank
(
A4 − A7
A5
)
= v − u − 1, (32)
where
A7 =
(
I(j−i−1) 0(j−i−1,l+i+1−j)
0(β+i−j, j−i−1) 0
)
.
Since dim(P′ ∩ Q ′ ∩ S′) = β − 1 and A2 is a (ν − β − s) × l matrix, we have
max{t − s − 1 − (ν − β − s), 0} θ = rank A4 min{t − s − 1,β − 1}.
Similarly, since A5 is a γ × l matrix, max{v − u − γ − 1, 0} ξ min{v − u − 1,β − 1}, where
ξ = rank(A4 − A7). (33)
By [3, Proposition2.4], there areN
j−i−1
θ ,ξ ((β − 1) × l) choices ofA4 with rank θ satisfying (33). Once the
A4 is chosen, by [7, Lemma 2.4], there are q
(ν−s−β)θN(t − s − 1 − θ; (ν − s − β) × (l − θ)) choices
of A2 satisfying (31), and there are q
γ ξN(v − u − 1 − ξ ; γ × (l − ξ)) choices of A5 satisfying (32).
Therefore there are
α´j−i−1
=
min{t−s−1,β−1}∑
θ=max{t−s−1−(ν−β−s), 0}
min{v−u−1,β−1}∑
ξ=max{v−u−1−γ , 0}
q(ν−s−β)θ+γ ξNj−i−1θ ,ξ ((β − 1) × l) Ω´
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choices for A2, A4, A5, where Ω´ = N(t − s − 1 − θ; (ν − s − β) × (l − θ))N(v − u − 1 − ξ ; γ ×
(l − ξ)). Since A1, A3 and A6 may be any (s − ρ − γ ) × l, 1 × l and ρ × l matrices over Fq, respec-
tively, there are q(s−γ+1)l choices for A1, A3, A6. It follows that there are α´j−i−1q(s−γ+1)l choices of S′′
for a ﬁxed S′; and so
p
(i,1,j−i−1)
(s,1,t−s−1) (u,1,v−u−1) =
∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
min{t−s−1,β−1}∑
θ=max{t−s−1−(ν−β−s), 0}
min{v−u−1,β−1}∑
ξ=max{v−u−1−γ , 0}
p(α; 1, 1, 1)qΛ´Nj−i−1θ ,ξ ((β − 1) × l) Ω´ , (34)
where Λ´ = (ν − s − β)θ + γ ξ + (s − γ + 1)l.
Case 3.2: j − i − 1 > β − 1. Similar to Case 3.1, there are α´β−1q(s−γ+1)l choices of S′′ for a ﬁxed
S′. Hence
p
(i,1,j−i−1)
(s,1,t−s−1) (u,1,v−u−1) =
∑
α+γ=i,β+ρ=ν−i
α+ρ=u,μ+ρ+γ=s
min{t−s−1,β−1}∑
θ=max{t−s−1−(ν−β−s), 0}
min{v−u−1,β−1}∑
ξ=max{v−u−1−γ , 0}
p(α; 1, 1, 1)qΛ´Nβ−1θ ,ξ ((β − 1) × l) Ω´. (35)
By above discussion, the proof of the theorem is completed. 
By the basic equalities of parameters of an association scheme, all the parameters of the scheme
may be derived.
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