Abstract. Classical Sturm-Liouville problems of q-difference variables are extended for symmetric discrete functions such that the corresponding solutions preserve the orthogonality property. Some illustrative examples are given in this sense.
Introduction
A regular Sturm-Liouville problem of continuous type is a boundary value problem in the form where α 1 , α 2 and β 1 , β 2 , are given constants and k(x), k ′ (x), q(x), and ̺(x) in (1.1) are to be assumed continuous for x ∈ [a, b]. In this sense, if one of the boundary points a and b is singular (i.e. k(a) = 0 or k(b) = 0), the problem is called a singular Sturm-Liouville problem of continuous type.
Let y n and y m be two eigenfunctions of equation (1.1). According to Sturm-Liouville theory [17] , they are orthogonal with respect to the weight function ̺(x) under the given conditions (1.2) so that we have Many important special functions in theoretical and mathematical physics are solutions of a regular or singular Sturm-Liouville problem that satisfy the orthogonality condition (1.3). For instance, the associated Legendre functions [1] , Bessel functions [17] , Fourier trigonometric sequences [2] , ultraspherical functions [17] and Hermite functions [17] are some specific continuous samples. Most of these functions are symmetric (i.e. φ n (−x) = (−1) n φ n (x)) and have found valuable applications in physics and engineering. Hence, if we can somehow extend these examples symmetrically and preserve their orthogonality property, it seems that we will be able to find new applications, which logically extend the previous established applications. Recently in [9] , this matter has been done for continuous variables and the classical equation (1.1) has been symmetrically extended in the following form
, E(x) and (C(x) > 0) are even functions, B(x) is an odd function and
It has been proved in [9] that under some specific conditions, the symmetric solutions of equation (1.4) are orthogonal and preserve the orthogonality interval, in other words:
be a sequence of symmetric functions that satisfies the differential equation (1.4) , where {λ n } n is a sequence of constants. If A(x), (C(x) > 0), D(x) and E(x) are even real functions and B(x) is odd then
where
Of course, the weight function defined in (1.6) must be positive and even on [−ν, ν] and the function
must vanish at x = ν , i.e. A(ν)K(ν) = 0. In this way, since K(x) = P * (x)/C(x) is an even function so A(−ν)K(−ν) = 0 automatically.
By using theorem 1.1, many symmetric special functions of continuous type have been generalized in [8, 9, 10, 11, 14, 15, 16] . Recently in [12] we have generalized usual Sturm-Liouville problems with symmetric solutions in discrete spaces on the linear lattice x(s) = s, and introduced a basic class of symmetric orthogonal polynomials of a discrete variable with four free parameters [13] . The main aim of this paper is to prove that the aforesaid extension also holds in a q-difference case and for a homogeneous second-order q-difference equation.
2.
A symmetric generalization of Sturm-Liouville problems in q-difference spaces
Before stating the results, we should consider some preliminaries and notations. Let µ ∈ C be fixed. A set A ⊆ C is called a µ-geometric set if for x ∈ A, µx ∈ A. Let f be a function defined on a q-geometric set A ⊆ C. The q-difference operator is defined by
If 0 ∈ A, we say that f has the q-derivative at zero if the limit
exists and does not depend on x. We then denote this limit by D q f (0).
We shall also need the q-integral (the inverse of the q-derivative operator) introduced by J. Thomae [18] and F.H. Jackson [6] -see also [4, 5, 7] -which is defined as (2.1)
provided that the series converges, and for the interval [a, b] we have based on (2.1) that
Relations (2.1) and (2.2) directly yield
This means that if f is an odd function, then
A function f which is defined on a q-geometric set A with 0 ∈ A is said to be q-regular at zero if lim n→∞ f (xq n ) = f (0) for every x ∈ A. The rule of q-integration by parts is denoted by
If f, g are q-regular at zero, the lim n→∞ (f g)(aq n ) on the right-hand side of (2.4) can be replaced by (f g)(0). For 0 < R ≤ ∞ let Ω R denote the disc {z ∈ C : |z| < R}. The q-analogue of the fundamental theorem says: Let f : Ω R → C be q-regular at zero and θ ∈ Ω R be fixed. Define
Then, the function F is q-regular at zero,
The function f is q-integrable on Ω R if |f (t)|d q t exists for all x ∈ Ω R .
Theorem 2.1. Let φ n (x; q) = (−1) n φ n (−x; q) be a sequence of symmetric functions that satisfies the q-difference equation
where A(x), B(x), C(x), D(x) and E(x) are independent functions, σ n is defined in (1.5) and λ n,q is a sequence of constants. If A(x), (C(x) > 0), D(x) and E(x) are even functions and B(x) is odd, then
and W (x; q) is solution of the Pearson q-difference equation
which is equivalent to
Of course, the weight function defined in (2.6) must be positive and even and A(x)W (x; q) must vanish at x = α.
Proof. If the difference equation (2.5) is written in a self-adjoint form, then
and for m we similarly have
By multiplying (2.8) by φ m (x; q) and (2.9) by φ n (x; q) and subtracting each other we get
A simple but important idea can appear here: "The q-integration of any odd integrand over a symmetric interval is equal to zero". Therefore, q-integrating on both sides of (2.10) over the symmetric interval [−α, α] yields
Now, by using the rule of q-integration by parts, relation (2.11) is transformed to
relation (2.12) is simplified as
On the other hand, W (x; q) is a symmetric solution for the Pearson q-difference equation (2.7). Hence, if in (2.13) we take
then to prove the orthogonality property it remains to show that
For this purpose, four cases should be considered for values m, n, which are respectively as follows:
(1) If both m and n are even (or odd), then F (n, m) = 0 because we have F (2i, 2j) = F (2i + 1, 2j + 1) = 0. (2) If one of the two mentioned values is odd and the other one is even (or conversely) then (2.14)
Since E(x), W (x; q) and φ 2i (x; q) are assumed to be even functions and φ 2j+1 (x; q) is odd in (2.14), its integrand would be an odd function and therefore F (2i, 2j + 1) = 0. This results similarly holds for the case m = 2i + 1 and n = 2j, i.e. F (2i + 1, 2j) = 0.
Some illustrative examples
In this section we consider 3 examples of the extended equation (2.5) whose solutions are symmetric q-orthogonal polynomials.
For this purpose, let us define some notations related to q-polynomials. The q-shifted factorial is defined by (x; q) n = n−1 j=0
(1 − q j x), n = 0, 1, . . . , the q-number by
and the basic hypergeometric series is defined by
Here r, s ∈ Z + and a 1 , a 2 , . . . , a r , b 1 , b 2 , . . . , b s , z ∈ C. In order to have a well-defined series the condition
3.1. Example 1. Let us consider the q-difference equation
as a special case of (2.5). If we set
then a solveble recurrence relation for the coefficients {a j (n)} ∞ j=0 is derived giving rise eventually to the following representation
From Section 2, it is known that the above sequence satisfies the orthogonality relation
is the main weight function and W 1 (x; q) satisfies the equation
.
Up to a periodic function, a solution of the equation (3.2) is in the form
2 log(q)
In this sense, note that
which gives the weight function of the fifth kind Chebyshev polynomials [8] .
To compute the norm square value of the symmetric polynomials (3.1), we can use Favard's theorem [3] , which says if {P n (x; q)} satisfies the recurrence relation xP n (x; q) = A n P n+1 (x; q) + B n P n (x; q) + C n P n−1 (x; q), n = 0, 1, 2, . . . ,
where P −1 (x; q) = 0, P 0 (x; q) = 1, A n , B n , C n real and A n C n+1 > 0 for n = 0, 1, 2, . . . , then there exists a weight function W * (x; q) so that
It is clear that the Favard's theorem also holds for the monic type of symmetric qpolynomials in which A n = 1 and B n = 0. So, ifφ n (x; q) is consider as the monic form of the symmetric q-polynomials (3.1), then after some calculations they would satisfy the following three term recurrence relation
in which
and
Note that
which coincides with [8, Eq. (61.1)]. Therefore, the norm square value of the monic type of the q-polynomials (3.1) takes the form
, and
3.2. Example 2. Consider the q-difference equation
as a special case of (2.5).
Following the approach of example 1, we can obtain the polynomial solution of equation (3.4) eventually
Again, this sequence satisfies an orthogonality relation in the form
where W * 2 (x; q) = C(x)W 2 (x; q) is the main weight function and W 2 (x; q) satisfies the equation
Up to a periodic function, a solution of the equation (3.5) is as
x 2 q 6 −q+1
which gives the weight function of the sixth kind Chebyshev polynomials [8] .
The monic polynomialsφ n (x; q) solution of (3.4) satisfy a three term recurrence relation of type (3.3) with
In this direction we have lim q↑1 γ n = (4n + 6)σ n + n(n + 1) 4(n + 1)(n + 2) , which coincides with [8, Eq. (68.1)].
Thus, the norm square value of the monic sequenceφ n (x; q) is derived as
3.3. Generalized q-Hermite polynomials. Consider the q-difference equation + q[−n] q x 2 − σ n p φ n (x; q) = 0, as a special case of (2.5), with the following polynomial solution (3.6) φ n (x; p; q) = x σn 2 φ 1 q σn−n , 0 q 2σn+1 (−pq 2 + p + 1)
The polynomial sequence (3.6) satisfies an orthogonality relation as 
