lized by resonance, such as occurs in benzene. The structures shown in Fig. 5B would normally be found in charge density wave ground states, but instead they are equally contributing resonance structures. Particularly in one dimension, the energy of delocalized systems is usually lowered by distortions. We recently reported the preparation and solidstate characterization of radical 4, although we were unable to rationalize its electronic structure and properties (11) . Compound 4 crystallizes as a highly one-dimensional but uniformly spaced p-step structure, and the magnetism may be fit to the antiferromagnetic Heisenberg S 0 1 2 linear chain model (Fig. 5D ). Despite its relatively large bandwidth, the absence of a superlattice, and its uniform stacking, compound 4 has s RT of 1.4 Â 10 j3 S/cm, and the electronic structure of this compound is best rationalized by the one-dimensional RVB ground state (Fig. 5E ). The primary mode of interaction in 5 consists of a linear chain of almost perfectly superimposed p-dimers, in which all of the spin-bearing carbon atoms are in registry. The structure of 4 places neighboring molecules in the stack such that they can only interact through the overlap of one pair of active (spin-bearing) carbon atoms per phenalenyl unit, leading to the p-step structure in which the remaining four active carbon atoms per phenalenyl unit do not interact with their nearest neighbor molecules. In fact, a form of the p-step mode of interaction is also present in 5 ( Fig. 1D ) and gives rise to the three-dimensional electronic structure of this compound. Nevertheless, in common with lithium ( Fig. 4A) , in which a number of different interatom electron-pair bonds are possible, compounds 4 and 5 both allow resonance among many pairs of intermolecular (carbon-carbon) bonds.
The structure and properties of compounds 4 and 5 allow us to answer the questions posed by Anderson (2) . The RVB ground state exists in one (4) and three (5) dimensions; it is stabilized by resonance and prefers a highsymmetry structure; it conducts electricity but is not a metal; and the excitation spectrum is complex: In the case of 5, the (band) structure, magnetic susceptibility, conductivity, and electronic spectrum imply different energy gaps (0, 0, 0.11, and 0.34 eV, respectively). A warming signal has penetrated into the world's oceans over the past 40 years. The signal is complex, with a vertical structure that varies widely by ocean; it cannot be explained by natural internal climate variability or solar and volcanic forcing, but is well simulated by two anthropogenically forced climate models. We conclude that it is of human origin, a conclusion robust to observational sampling and model differences. Changes in advection combine with surface forcing to give the overall warming pattern. The implications of this study suggest that society needs to seriously consider model predictions of future climate change.
Wide-ranging evidence shows that Earth has been warming in recent decades (1) . Observations show that È84% of the total heating of the Earth system (oceans, atmosphere, continents, and cryosphere) over the last 40 years has gone into warming the oceans (2). Therefore, if one wishes to understand and explain this warming, the oceans are clearly the place to look.
There have been only a few studies that have tried to both detect (i.e., differentiate from expected natural variability) and attribute (i.e., ascribe a cause to) the observed ocean warming signal (3) (4) (5) (6) (7) (8) . All used the equivalent of a single ocean-basin temperature measure and tracked its change with time. This approach neglects information on how the warming penetrates vertically into the ocean, and variations of the penetration from basin to basin. The studies all suggest human impacts on the oceans, but some did not consider the possibility that the observed warming was due to natural external forcing such as solar variability or volcanic activity.
Here we investigate the warming since 1960 on an ocean-by-ocean basis and focus on how the signal penetrates down into the ocean. We use a recently upgraded and much expanded observed ocean data set (2) , which provides the best available description of the ocean_s warming signal and its evolution through time. In addition to examining these observational data, we compare them to simulations from two independent climate models, the Parallel Climate Model (PCM) (9) and the Hadley Centre model (HadCM3) (10) . We then use the results of numerical experiments with these models to attribute the causes of the observed warming. The models allow gross heat budgets to be constructed by basin; these show that changes in net surface heat flux combine with advection at depth to give the observed signal.
We first define a model-based Bfingerprint[ describing the warming signal at each vertical level using the geographical and temporal variability of ocean temperature (11) . The observations, projected onto this fingerprint at each level, show that the strength of the warming signal varies from ocean to ocean (11) (Fig. 1) . The warming extends to depths of 700 m or more in both the North and South Atlantic oceans, but is largely confined to the upper 100 m of the northern Pacific and northern Indian oceans. The northern Indian Ocean is particularly unusual in that it has a subsurface maximum. Both the northern and southern Pacific Ocean show a sign reversal in the warming signals, indicating a cooling at È150-m depth. These differences between oceans constitute the spatial structure of the warming fingerprint. The final dimension of the signal is the temporal evolution of the differences. Because we are interested in lowfrequency variations, we use decadal time averages to describe this time evolution.
Our purpose is to understand the origin of this complex time-and space-dependent signal. We explore three possible causes: natural variability internal to the coupled oceanatmosphere system; external natural variability, such as solar or volcanic forcing; and forcing arising from human activity Eemission of greenhouse gases (GHGs) and sulfate aerosols^.
The likelihood that natural internal climate variability is the cause of the observed warming signal can be examined by analyzing a long control run of the PCM; i.e., how well did natural internal variability in the control run project onto the warming fingerprint (11)? This approach was used in earlier work (3) and is a variant of standard detection and attribution analysis (12) (13) (14) (15) . It has the advantage of having a simple geometric explanation while being rigorous in a statistical sense (11) .
The strength of the warming signal in the control run (sampled in the same places as the observations) is shown in Fig. 2 for each ocean. This gives some indication of the fluctuations in signal strength that one might expect due to natural internal variability alone. Because we had multiple realizations of the 40-year time period in the control runs, we can show the 90% confidence limits of the natural variability by the hatched region. Also shown is the signal strength in the observations (red dots) from Fig. 1 . The illustration demonstrates that the warming signal is far stronger than would be expected from natural internal variability, as estimated by the model. To assess whether the model_s estimate of natural variability is reasonable, we compared the levels of variance in the control run at decadal time scales to those observed and found that they matched reasonably well (16) (supporting online text). Therefore, the control run variations are a reasonable representation of natural internal variability, at least on the decadal time scales of interest here.
Another possible candidate for the warming signal is natural variability external to the ocean-atmosphere system, such as solar variability or volcanic eruptions (BSV[ forcing). We explored this possibility by analyzing PCM runs forced by estimates of observed solar variability and volcanic aerosol loadings (17) . The results of four such runs were combined and the warming signal strength estimated in the SV data set. The results (Fig. 2) show that in none of the oceans can the SV forcing (green triangles) replicate the observed warming. Indeed, at these space and time scales, the SV forcing produces signal strengths indistinguishable from those expected from natural internal variability (hatched region).
The final candidate for explaining the signal is anthropogenic factors, such as wellmixed GHGs and sulfate aerosol particles. We examined this possibility in an ensemble of Fig. 1 
Fig. 2.
Multiple realizations from the PCM control run allowed estimation of the probability distribution of signal strength associated with natural internal variability. The hatched region represents the 90% confidence limits of the natural internal variability signal strength. The observed signal strength (red dots) bears little resemblance to that expected from natural internal variability. The ensembleaveraged strength of the warming signal in four runs forced by observed solar and volcanic variability (green triangles) is also shown. There is no agreement between the two. The solar plus volcanic signals are generally indistinguishable from those expected from natural internal variability alone on the time and space scales used in this study. Fig. 3 . Anthropogenic forcing signal strength (green hatched region) compared to that obtained from the observations (red dots). There is excellent agreement at most depths in all oceans. The hatched region shows the range of the signal strength estimates from five different realizations of identically forced simulation with the PCM, whereas the smaller green dots within the region are the individual realizations.
five PCM runs with such forcing (17, 18) . The results (Fig. 3) show the range of the signal strength in five scenario runs by ocean and depth (hatched area) in comparison with the observations (red dots). An ocean-by-ocean and depth-by-depth comparison shows that the agreement is compelling. The immediate conclusion is that human influences are largely responsible for the warming signal. This level of agreement could not have been tuned into the models, because the fingerprint is too complex in space and time. Further, about half of the observations used in this study were not available when the computer simulations were run.
The different response of individual oceans to GHG forcing is an interesting finding. The physical reasons for this are fairly well known, with one major surprise. For instance, it is well known that deep convection is characteristic of both the North and South Atlantic oceans (19) . That explains why the warming signal penetrates relatively deeply in these oceans. In contrast, the northern Pacific Ocean is characterized by a rather shallow meridional overturning circulation (20) that tends to isolate the surface layers from the deeper ocean. It is also true that no deep water is formed in the northern Pacific. Both physical properties act to confine the signal to the upper ocean. The same situation is thought to hold over much of the southern Indian Ocean.
One notable feature from the observed and modeled signal strength (Figs. 1 and 3) is the negative lobe at 150-to 200-m depth in the Pacific. The simulation that captured this signal showed that it is associated with a thinning of the western Pacific warm pool associated with shoaling of the deeper isotherms, which has also been observed in the Pacific since the 1970s (20) .
The major surprise is the northern Indian Ocean, which has rather shallow signal penetration and a subsurface maximum in signal strength. The heat budget for this region (Fig.  4) shows that it is the only basin where the ensemble variability includes zero for the net surface heat flux, and where advective warming is the dominant cause of the basin temperature change over the last 60 years in PCM. This result is likely due to the cancellation of GHG warming by sulfate aerosol cooling, a result recently found from direct observations (21) . Further simulations have shown that carbon aerosols also play a role in this effect (22) , but are not included in the simulations of this paper. Hence the warming of this ocean over the past 60 years in the simulation was largely due to changes in advection. Recent observations show a slowing of the shallow meridional circulation cell in the Indian Ocean such that advection from northern to southern Indian Ocean is reduced, leading to a net warming of the northern Indian Ocean (23), a result in accord with the model predictions. Indeed, inspection of the partition of net surface air/sea heat exchange and advection for the various oceans (Fig. 4) shows that in several basins, changes in advection of heat by ocean currents redistribute the heat gained from the anthropogenic forcing, and so are important to determining the structure and evolution of the warming signal in the oceans Ecompare (7)^.
The normalization by surface area used in Fig. 4 removes the geometric impact of ocean size on our results. It also makes clear that the southern oceans are absorbing more heat per unit area than are the northern oceans. We suggest that this is again due to the smaller aerosol concentrations over the southern oceans. They do not have the same nearcanceling effects observed in the more polluted Northern Hemisphere (21, 22) .
Is PCM unique in being able to capture the complex observed signal? To address this question, we repeated the analysis with HadCM3, which was developed at the Hadley Centre independently of PCM. The four realizations from this model were the BAll[ forcings runs, which combined a variety of forcings EGHG, solar, volcanic, aerosols, etc. An interesting feature of the above result is that the PCM and HadCM3 are very different models. In the simulations used here, their forcings are also rather different. How could they give very similar evolutions of ocean temperature? Whatever the combinations of forcing used by the two modeling groups, the net forcing at the surface of the ocean had to be essentially the same. Inspection of each model_s surface heat flux fields, in so far as possible, shows this to be the case. The details of the atmospheric forcing and climate feedbacks that go into producing that net value do not affect the overall oceanic response. The story may be different in the atmosphere. Fig. 4 . Gross heat budget by ocean showing the important role that heat advection by ocean currents plays in the anthropogenic warming of the world's oceans. The PCM's net ocean surface heat flux averaged over 1940 to 1999 is shown by the ''NSHF'' bars, the modeled changes in ocean basin heat storage by the ''Stor'' bars, and the advection of heat by ocean currents needed to close the heat budget by the ''Adv'' bars. The latter was obtained as a residual from the first two estimates. The uncertainty bars indicate T1SD based on the ensemble spread. The actual energy change (joules) over the time period has been normalized by surface area of respective oceans to give the average heating rate in W/m 2 . This normalization makes it appear that the net advection over the globe is nonzero, a condition that vanishes using the area-weighted fluxes. shows that both models capture the main structure of the signal in the observations. These figures were derived by using the warming signal defined by PCM as the basis set to allow a consistent comparison.
It is also important to investigate the influence of the upgraded data set (2) , sampling, and model uncertainties on our conclusions. In all our results, we use a sampling strategy that compares model and observations only where observations exist; we do not use the infilled or interpolated data set (11) . As a test, however, we repeated the analysis using the infilled data and found that it made no difference to the conclusions. More details on these sampling issues are found in (16) . We also estimated the impact that model errors might have on the results. Multiple models run with the same GHG forcing (25) show a factor of 2 difference in ocean basin heat content after 80 years of integration (26, 27) . We estimated the effect that this had in the detection scheme and still found robust detection results above the level of natural variability (16) . Therefore, the conclusion that the observed ocean warming is due to human influences is robust to major perturbations of both the observed data set and model error.
The implications of our results go far beyond identifying the reasons for ocean warming. First, they show that uncertainties in the models used here are too small to affect the conclusion attributing the historic ocean warming signal to anthropogenic forcings, at least for the temperature-driven part of the signal. Second, taking these new results with those obtained in the last few years Ee.g., (1, (28) (29) (30) ; see earlier detection studies cited above^leaves little doubt that there is a human-induced signal in the environment. Third, because the historical changes have been well simulated, future changes predicted by these global models are apt to be reasonably good, at least out to, say, 20 to 30 years into the future. How to respond to the serious problems posed by these predictions is a question that society must decide.
