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Abstract
A Banach space operator T ∈ B(X ) is hereditarily polaroid, T ∈HP , if every part of T is polaroid. HP operators have SVEP.
It is proved that if T ∈ B(X ) has SVEP and R ∈ B(X ) is a Riesz operator which commutes with T , then T +R satisfies generalized
a-Browder’s theorem. If, in particular, R is a quasi-nilpotent operator Q, then both T + Q and T ∗ + Q∗ satisfy generalized
a-Browder’s theorem; furthermore, if Q is injective, then also T +Q satisfies Weyl’s theorem. If A ∈ B(X ) is an algebraic operator
which commutes with the polynomially HP operator T , then T + N is polaroid and has SVEP, f (T + N) satisfies generalized
Weyl’s theorem for every function f which is analytic on a neighbourhood of σ(T + N), and f (T + N)∗ satisfies generalized
a-Weyl’s theorem for every function f which is analytic on, and constant on no component of, a neighbourhood of σ(T +N).
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
An operator T ∈ B(X ) has the single-valued extension property at a point λ0 ∈ C, SVEP at λ0, if for every open
disc D centered at λ0 the only analytic function f :D → X satisfying (T − λI)f (λ) = 0 is the function f ≡ 0.
The single valued extension property plays an important role in local spectral theory and Fredholm theory (see [17]
and [2]). Evidently, every T has SVEP at points in the resolvent ρ(T ) = C \ σ(T ) or the boundary ∂σ (T ) of the
spectrum σ(T ) of T . It is easily verified that SVEP is inherited by restrictions. We say that T has SVEP if it has
SVEP at every λ ∈ σ(T ).
An operator T ∈ B(X ) is polaroid [12] if Π(T ) = {λ ∈ isoσ(T )}, where Π(T ) is the set of poles of the resolvent
of T and isoσ(T ) is the set of isolated points of σ(T ). A necessary and sufficient condition for λ ∈ Π(T ) is that
asc(T −λI) = dsc(T −λI) < ∞, where the ascent of T , asc(T ), is the least non-negative integer n such that T −n(0) =
T −(n+1)(0) and the descent of T , dsc(T ), is the least non-negative integer n such that T nX = T n+1X . Although
elements belonging to a number of the commonly considered classes of polaroid operators have SVEP, not every
polaroid operator has SVEP. Thus, if X =H is a Hilbert space and U ∈ B(H) is the forward unilateral shift, then
the backward unilateral shift U∗ is polaroid (isoσ(U∗) = ∅) but does not have SVEP. Again, if T ∈ B(X ) satisfies
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B.P. Duggal / J. Math. Anal. Appl. 340 (2008) 366–373 367the growth condition (Gm): ‖(T − λ)−1‖  Kdist(λ,σ (T ))m for some scalar K > 0, natural number m (m ∈ N) and all
λ /∈ σ(T ), then T is polaroid: however, not every (Gm)-operator has SVEP.
A part of an operator is its restriction to a (closed) invariant subspace. An operator T ∈ B(X ) is hereditarily po-
laroid, T ∈HP , if every part of T is polaroid. The class of HP operators is substantial: it contains, amongst other
classes (see examples in Section 2), the class of H(p) operators considered by Oudghiri [18], the class CHN of
completely hereditarily normaloid operators considered by the author [8] and (p, k)-quasihyponormal operators [16].
This paper considers HP operators. We prove that HP operators have SVEP. We prove that if R ∈ B(X ) is a Riesz
operator, T ∈ B(X ) has SVEP, and T and R commute, then T +R satisfies generalized a-Browder’s theorem (there-
fore, also a-Browder’s theorem). In the case in which the Riesz operator R is a quasi-nilpotent operator Q, both
T +Q and T ∗ +Q∗ satisfy generalized a-Browder’s theorem, and if Q is injective, then T +Q (also) satisfies Weyl’s
theorem; furthermore, if also T is finitely isoloid, then T + Q satisfies generalized Weyl’s theorem and T ∗ + Q∗
satisfies generalized a-Weyl’s theorem. If A ∈ B(X ) is an algebraic operator which commutes with (the polynomially
HP operator) T , then T + N is polaroid and has SVEP; it is proved that f (T + N) satisfies generalized Weyl’s
theorem for every function f which is analytic on a neighbourhood of σ(T + N), and f (T + N)∗ satisfies general-
ized a-Weyl’s theorem for every function f which is analytic on, and constant on no component of, a neighbourhood
of σ(T + N). This generalizes a number of extant results (see [2–4,6–8,10,11,18] for further references), and proves
that a considerably large number of the more commonly considered classes of operators satisfy generalized Weyl’s
theorem.
The plan of this paper is as follows. In the following section we give a number of examples of HP operators, con-
sider some elementary properties ofHP operators and prove thatHP operators have SVEP. Section 3, the penultimate
section, is devoted to applications of polaroid plus SVEP property ofHP operators to proving Weyl’s and generalized
Weyl’s theorem for (perturbations by algebraic operators of polynomially) HP operators. In addition to the notation
and terminology already introduced, we shall introduce or define our notation and terminology progressively.
2. HP -operators
The class of HP operators is substantial. We start below by listing some examples of HP operators and a few of




x ∈X : lim
n→∞
∥∥T nx∥∥ 1n = 0
}
and
K(T ) = {x ∈X : there exists a sequence {xn} ⊂X and δ > 0 for which x = x0,
T xn+1 = xn and ‖xn‖ δn‖x‖ for all n = 1,2, . . .
}
[2, pp. 43 and 11]. H0(T ) and K(T ) are generally non-closed hyperinvariant subspaces of T such that TK(T ) = K(T )
and T −n(0) ⊆ H0(T ) for all n ∈ N.
Example 2.1. If H(p) denotes the class of operators T ∈ B(X ) such that for every λ ∈ C H0(T −λ) = (T −λ)−pλ(0)
for some non-negative integer pλ, then H(p) ⊂HP . Evidently, if M is a T -invariant subspace, and H0(T − λ) =
(T −λ)−pλ(0), then H0(T −λ|M) ⊆ (T −λ)−pλ(0)∩M = (T −λ|M)−pλ(0). Since (T −λ|M)−pλ(0) ⊆ H0(T −λ|M)
for every pλ ∈ N, H0(T − λ|M) = (T − λ|M)−pλ(0). Now let λ ∈ isoσ(T − λ|M). Then
M = H0(T − λ|M)⊕K(T − λ|M) = (T − λ|M)−pλ(0)⊕K(T − λ|M)
⇒ (T − λ|M)pλM = 0 ⊕ (T − λ|M)pλK(T − λ|M) = K(T − λ|M)
⇒ M = (T − λ|M)−pλ(0)⊕ (T − λ|M)pλM,
i.e., λ is a pole of the resolvent of T − λ|M . Finally, since there exist HP operators which are not H(p) operators, for
example “quasihyponormal operators” [3], H(p) ⊂HP .
The class H(p) is large [2, pp. 170–176]. It contains, amongst other classes, the classes consisting of p-hyponormal
operators (T ∈ B(H): |T ∗|2p  |T |2p for some 0 < p  1), M-hyponormal operators (T ∈ B(H): ‖(T − λ)∗x‖2 
368 B.P. Duggal / J. Math. Anal. Appl. 340 (2008) 366–373M‖(T − λ)x‖2 for some M  1, all λ ∈ C and x ∈H), totally ∗-paranormal operators (T ∈ B(H): ‖(T − λ)∗x‖2 
‖(T − λ)2x‖ for every unit vector x ∈H and all λ ∈ C), totally paranormal operators (T ∈ B(X ): ‖(T − λ)x‖2 
‖(T − λ)2x‖ for every unit vector x ∈H and all λ ∈ C), transaloid operators (T ∈ B(X ): ‖T − λ‖ equals the spectral
radius r(T −λ) for all λ ∈ C), generalized scalar and subscalar operators, and multipliers of commutative semi-simple
Banach algebras. (Here, and in the sequel, H denotes a Hilbert space.)
Example 2.2. T ∈ B(X ) is totally hereditarily normaloid, T ∈ T HN , if every part, and T −1p for every invertible
part Tp , of T is normaloid (i.e., the norm of the part equals its spectral radius); T is completely hereditarily normaloid,
T ∈ CHN , if either T ∈ T HN or T − λ is normaloid for every λ ∈ C. CHN operators are simply hereditarily
polaroid, i.e., the poles of every part of the operator are simple (or order one) [8, Proposition 2.1]. In particular,
paranormal operator (i.e., operators T ∈ B(X ) such that ‖T x‖2  ‖T 2x‖ for every unit vector x ∈X [14, p. 229]) are
simply HP operators.
Example 2.3. A Hilbert space operator T ∈ B(H) is (p, k)-quasihyponormal, T ∈ (p, k)−Q, for some integer k ∈ N
and 0 < p  1, if T ∗k(|T |2p − |T ∗|2p)T k  0 [16]. The restriction of a (p, k) − Q operator to an invariant subspace
is again (p, k)−Q [16]. Since (p, k)−Q operators are polaroid [9], (p, k)−Q operators are HP .
Example 2.4. T ∈ B(H) is a 2-isometry (or, a 2-isometric operator) if T ∗2T 2 − 2T ∗T + I = 0. Every 2-isometric
operator is left invertible; if T is not invertible, then σ(T ) is the closed unit disc (isoσ(T ) = ∅), and if T is invertible,
then it is a unitary [1]. Evidently, the restriction of a 2-isometry to an invariant subspace is a 2-isometry. Hence,
2-isometric operators are HP .
Example 2.5. An operator T ∈ B(X ) is polynomially HP if there exists a non-trivial polynomial g such that
g(T ) ∈HP . Polynomially HP operators are HP , as the following argument shows. Let A = T |M , where M is an
invariant subspace of T ; let A0 = A|H0(A−λ) and A1 = A|K(A−λ). If λ ∈ isoσ(A), then M = H0(A− λ)⊕K(A− λ),
σ(A0) = {λ} and A1 is invertible. Evidently, σ(g(A0)) = {g(λ)} and (since g(A) is polaroid) there exists a positive
integer n such that H0(g(A) − g(λ)) = (g(A) − g(λ))−n(0) (⇔ (g(A) − g(λ))n = 0). Letting (g(A0) − g(λ))n =
0 = c0(A0 − λ)tΠsi=1(A0 − λi) for some scalars c0 and λi (1  i  s), and positive integers s and t , it follows that
(A0 − λ)t = 0 ⇒ H0(A0 − λ) = (A − λ)−t (0). Hence M = (A − λ)−t (0) ⊕ K(A − λ) ⇒ M = (A − λ)−t (0) ⊕
(A− λ)tM , i.e., λ is a pole of the resolvent of A.
Example 2.6. For an arbitrary closed subset F of C, and T ∈ B(X ), let XT (F ) = {x ∈ X : (T − λ)fx(λ) ≡ x
for some analytic function fx : C \ F → X }. The glocal spectral subspace XT (F ) is a hyper-invariant linear man-
ifold of T [17, p. 220] such that XT (∅) is trivial and XT ({0}) = H0(T ) [2, p. 68]. Let m ∈ N. We say that T ∈ B(X )
satisfies a local growth condition of order m, T ∈ loc(Gm), if for every closed set F ⊂ C and every x ∈ XT (F )
there exists an analytic function f : C \ F → X such that (T − λ)f (λ) ≡ x and ‖f (λ)‖  K[dist(λ,F )]−m‖x‖ for
some K > 0 (independent of F and x). Hyponormal operators are loc(G1) [15] and spectral operators of type m− 1
are loc(Gm) [13, proof of Theorem XV.6.7]. Evidently, T ∈ loc(Gm) satisfy a growth condition of order m (so that
T ∈ loc(Gm) ⇒ T ∈ (Gm)); since (Gm) operators are polaroid, see for example [7, Lemma 3], loc(Gm) operators
are polaroid. However, loc(Gm) operators are not HP . To see this, let T = U ⊕ Q ∈ B(H⊕H), where (as before)
U is the forward unilateral shift and Q is a (non-nilpotent) quasi-nilpotent operator. Then T ∈ loc(G1) is polaroid
(isoσ(T ) = ∅); however, T /∈HP since Q is not polaroid.
It is easily seen that the HP property is similarity invariant. However, HP property is not preserved by quasi-
affinities. Thus, let T ∈ 2(N) be the forward unilateral shift, let S ∈ 2(N) be the weighted forward unilateral shift
with the weight sequence { 1
n+1 } and let A ∈ 2(N) be the multiplication operator defined by Ax = { xnn! }n∈N for all
x = {xn}n∈N ∈ 2(N). Then A is injective, has dense range and satisfies SA = AT . Evidently, T ∈ HP and S is
quasi-nilpotent. A uniformly convergent sequence of HP operators may not converge to an HP operator: consider a
sequence of nilpotent operators which converges in the norm topology to a quasi-nilpotent operator. The sum of an
HP operator with a quasi-nilpotent operator is (generally) not an HP operator: consider T = 0 + Q, where Q is a
quasi-nilpotent.
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R.C. James, M ⊥ N , if ‖m‖ ‖m−n‖ for all m ∈ M and n ∈ N . This asymmetric definition of orthogonality reduces
to the usual definition of orthogonality in the case in which X =H is a Hilbert space. If α, β are distinct eigenvalues
of a CHN operator such that |α| |β|, and if M =∨μ=α,β (T −μ)−1(0), then the projection Pβ corresponding to
the spectral set {β} of T |M has norm one and (T − β)−1(0) ⊥ (T − α)−1(0): this follows from [14, Proposition 54.4]
(see also [8, Proposition 2.5]). Such an orthogonality relation does not hold for distinct eigenvalues α, β , |α|  |β|,
of a general HP operator. (Recall that HP operators are similarity invariant; property ‘⊥’ however is not similar-
ity invariant.) If we weaken orthogonality ‘⊥’ to what we shall call approximate orthogonality, denoted ⊥a , then
(T − β)−1(0) ⊥a (T − α)−1(0) for every pair of distinct eigenvalues α, β of an HP operator.
Definition 2.7. Let M and N be subspaces of X . We say that M is approximate orthogonal to N , M ⊥a N , if there
exists a scalar a  1 such that ‖m‖ a‖m− n‖ for all m ∈ M and n ∈ N .
What M ⊥a N means is that M meets N at an angle θ , 0  θ  π2 , where by definition sin(θ) = inf{‖m − n‖:
m ∈ M, n ∈ N, ‖n‖ = 1}. If θ = π2 , then M is Birkhoff–James orthogonal to N ; if M meets N at an angle θ > 0,
then N meets M at an angle φ > 0, where (in general) θ = φ.
Theorem 2.8. HP operators have SVEP.
Proof. Let T ∈HP . For distinct eigenvalues α, β of T , let M denote the subspace generated by (T − α)−1(0) and
(T −β)−1(0). Let A = T |M . Then A is polaroid and σ(A) = {α,β}. If we let Pβ denote the projection corresponding
to the spectral set {β} of A, then PβM = (A−β)−1(0) = (T −β)−1(0) and P−1β (0) = (1−Pβ)M = (A−α)−1(0) =
(T − α)−1(0). Let ‖Pβ‖ = a; then a  1, and
‖x‖ = ‖Pβx‖ =
∥∥Pβ(x − y)
∥∥ a‖x − y‖
for all x ∈ PβM = (T − β)−1(0) and y ∈ (1 − Pβ)M = (T − α)−1(0).
Suppose to the contrary that T does not have SVEP at a point λ ∈ C. Then there exists a disc Dλ centered at λ, and
a non-trivial analytic function f : Dλ → X such that f (μ) ∈ (T − μ)−1(0) for all μ ∈ Dλ. Let α ∈ Dλ and β ∈ Dλ
be two distinct complex numbers such that both f (α) and f (β) are non-zero. Since (T − β)−1(0) ⊥a (T − α)−1(0),
0 < ‖f (β)‖ a‖f (β)− f (α)‖. But then f is not continuous at β , a contradiction. Hence T has SVEP. 
3. Browder, Weyl theorems
We start by explaining some relevant terminology. An operator T ∈ B(X ) is Weyl (respectively Browder) if it
is Fredholm of index 0 (respectively Fredholm of finite ascent and descent). The Weyl spectrum σW(T ) (respec-
tively Browder spectrum σB(T )) of T is the set λ ∈ C such that T − λI is not Weyl (respectively λ ∈ C such that
T − λI is not Browder). Let isoσ(T ), σa(T ) and isoσa(T ) denote, respectively, the set of isolated points of σ(T ),
the approximate point spectrum of T and the set of isolated points of σa(T ). Let α(T − λ) = dim(T − λ)−1(0),
E(T ) = {λ ∈ isoσ(T ): 0 < α(T − λ)}, E0(T ) = {λ ∈ E(T ): α(T − λ < ∞}, Π0(T ) = {λ ∈ Π(T ): α(T − λ) < ∞},
Ea(T ) = {λ ∈ isoσa(T ): 0 < α(T − λ)} and Ea0 (T ) = {λ ∈ Ea(T ): α(T − λ) < ∞}. (Recall that Π(T ) denotes the
set of poles of the resolvent of T .) Let σWa(T ) = {λ ∈ σa(T ): T − λ is not upper semi-Fredholm or ind(T − λ) 0}
denote the Weyl essential approximate spectrum of T . We say that T satisfies Weyl’s theorem, or satisfies Wt for short,
if σ(T ) \ σW(T ) = E0(T ); T satisfies a-Weyl’s theorem, or satisfies a − Wt, if σa(T ) \ σWa(T ) = Ea0 (T ); and T sat-
isfies Browder’s theorem, or satisfies Bt, if σB(T ) = σW(T ). More generally, T satisfies generalized Weyl’s theorem,
or satisfies gWt (respectively satisfies generalized Browder’s theorem, or satisfies gBt), if σ(T ) \ σBW(T ) = E(T )
(respectively σ(T ) \ σBW(T ) = Π(T )), where σBW(T ) is the set of λ ∈ C for which T − λ fails to be ‘B-Weyl.’ Here
an operator T ∈ B(X ) is “B-Fredholm,” T ∈ ΦBF(X ), if there exists a natural number n, n ∈ N, for which T nX is
closed and the induced operator Tn : T nX → T nX is Fredholm in the usual sense, and ‘B-Weyl,’ T ∈ ΦBW(X ), if in
addition Tn has index 0. The implications gWt ⇒ Wt and gWt ⇒ gBt hold, but the reverse implications (in general)
fail [6].
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either upper semi-Fredholm or lower semi-Fredholm (in the usual sense) [6]. For T ∈ ΦSBF(X ), the index of T is
defined by ind(T ) = ind(Td), where d ∈ N is the degree of stable iteration of T (see [6, Definition 2.2]). Let
ΦSBF−+(T ) =
{






λ ∈ C: T − λ /∈ ΦSBF−+(X )
}
.
We say that a point λ ∈ σa(T ) is a left pole (respectively left pole of finite rank) of T , denoted λ ∈ Πa(T ) (respectively
λ ∈ Πa0 (T )), if d = asc(T − λ) < ∞ and T d+1(X ) is closed (respectively λ ∈ Πa(T ) and α(T − λ) < ∞). Following
[6] we say that T satisfies generalized a-Weyl’s theorem, or a−gWt (respectively generalized a-Browder’s theorem, or
a − gBt), if σSBF−+(T ) = σa(T ) \Ea(T ) (respectively σSBF−+(T ) = σa(T ) \Πa(T )). The following implications hold(see [6] and [4]): a − gWt ⇒ a − gBt ⇔ a − Bt, a − gBt ⇒ gBt ⇔ Bt, a − gWt ⇒ gWt ⇒ Wt and a − gWt ⇒ a − Wt.
An operator R ∈ B(X ) is a Riesz operator if R − λ is Fredholm for every non-zero λ ∈ C; equivalently, R is Riesz
if and only if the essential spectral radius re(R) = limn→∞ ‖π(Rn)‖ 1n = 0, where π : B(X ) → B(X )/K(X ) is the
Calkin map and K(X ) ⊂ B(X ) is the ideal of compact operators. Let H(σ(T )) (respectively Hc(σ (T )) denote the
class of functions f which are (defined and) analytic on an open neighbourhood U of σ(T ) (respectively f ∈ H(σ(T ))
such that f is non-constant on each connected component of U ).
Proposition 3.1. If T ∈ B(X ) has SVEP and R ∈ B(X ) is a Riesz operator which commutes with T , then f (T + R)
satisfies a − gBt for every f ∈ Hc(σ (T +R)).
Proof. The quotient algebra B(X )/K(X ) is a Banach algebra under the quotient norm. Set π(T + R) = A and





for all positive integers n. Since
lim
n→∞
∥∥π(Rn)∥∥ 1n = 0,
A and B are quasi-nilpotent equivalent [17, p. 253]. Hence A has SVEP if and only if B has SVEP [17, Proposi-
tion 3.4.11]. Since T has SVEP (everywhere), T + R has SVEP at every λ not in the Fredholm spectrum σe(T + R)
of T + R. Appealing to [2, Theorem 2.39] it follows that f (T + R), f ∈ Hc(σ (T + R)), has SVEP at every
λ /∈ f (σe(T + R)) = σe(f (T + R)). Apparently, σe(T + R) ⊆ σSBF−+(T + R). (Observe that because of SVEP,
ind(f (T + R) − λ)  0 at every λ /∈ σe(f (T + R)) [2, Corollary 3.19].) Hence f (T + R) has SVEP at points
λ /∈ σSBF−+(f (T +R)). Recall from [11, Theorem 3.1(ii)] that a Banach space operator S satisfies a − gBt if and only
if S has SVEP at points λ /∈ σSBF−+(S). Hence f (T +R) satisfies a − gBt. 
More can be said in the case in which the Riesz operator R is a quasi-nilpotent.
Proposition 3.2. If an operator T ∈ B(X ) has SVEP and commutes with a quasi-nilpotent Q ∈ B(X ), then f (T +Q)
satisfies a − gBt for all f ∈ H(σ(T +Q)) and f (T ∗ +Q∗) satisfies a − gBt for all f ∈ Hc(σ (T +Q)).
Proof. Evidently, T + Q and T are quasi-nilpotent equivalent. Since T has SVEP, T + Q has SVEP [17, Proposi-
tion 3.4.11]. This implies that f (T +Q) has SVEP for all f ∈ H(σ(T +Q)) [2, Theorem 2.40]; hence f (T +Q) satis-
fies a−gBt for all f ∈ H(σ(T +Q)). Observe that T +Q has SVEP implies σ(T +Q) = σ(T ∗+Q∗) = σa(T ∗+Q∗)
[2, Corollary 2.45]. If λ /∈ σSBF−+(T ∗ + Q∗), then T ∗ + Q∗ − λI ∗ ∈ ΦSBF−+(X ∗) ⇔ T + Q − λ ∈ ΦSBF+−(X ), which(since T +Q has SVEP implies ind(T +Q−λ) 0 [2, Corollary 3.19]) implies that T +Q−λ is Fredholm and has
index 0. Hence λ /∈ σBW(T +Q) ⊆ σSBF+−(T +Q). Since σSBF+−(S) ⊆ σBW(S) for every S ∈ B(X ), σSBF+−(T +Q) =
σBW(T + Q). Observe that T + Q satisfies a − gBt implies T + Q satisfies gBt ⇔ σ(T + Q) \ σBW(T + Q) =
Π(T +Q) (= Π(T ∗ +Q∗) = Πa(T ∗ +Q∗)). Hence σa(T ∗ +Q∗)\σ +(T ∗ +Q∗) = Πa(T ∗ +Q∗), i.e., T ∗ +Q∗SBF−
B.P. Duggal / J. Math. Anal. Appl. 340 (2008) 366–373 371satisfies a − gBt. But then T ∗ +Q∗ has SVEP at every λ /∈ σSBF+−(T ∗ +Q∗). Hence f (T ∗ +Q∗) has SVEP at every
λ /∈ σSBF+−f ((T ∗ +Q∗)) [2, Theorem 2.39] ⇒ f (T ∗ +Q∗) satisfies a − gBt for every f ∈ Hc(σ (T +A)). 
Propositions 3.1 and 3.2 hold for operators T ∈HP . Notice however that T + Q may fail to satisfy a − gWt, or,
even gWt: consider, for example, the operator which is the sum of the trivial operator 0 with a quasi-nilpotent. If we
restrict ourselves to injective quasi-nilpotent operators in Proposition 3.2, then T +Q satisfies Wt.
Proposition 3.3. If T ∈ B(X ) has SVEP and commutes with an injective quasi-nilpotent operator Q ∈ B(X ), then
T + Q satisfies Wt. Furthermore, if T is finitely isoloid (i.e., isolated points of σ(T ) are eigenvalues of finite multi-
plicity), then T +Q satisfies gWt and T ∗ +Q∗ satisfies a − gWt.
Proof. T and T + Q being quasi-nilpotent equivalent, T + Q has SVEP (⇒ σ(T + Q) = σ(T ∗ + Q∗) =
σa(T
∗ + Q∗)). The commutativity of T and Q implies that if (0 =) x ∈ (T + Q − λ)−1(0) for some λ ∈ σ(T + Q),
then Qmx ∈ (T +Q− λ)−1(0) for all non-negative integers m. Let p(t) =∑ni=1 ci t i = cnΠni=1(t − λi) be a polyno-
mial such that p(Q) = 0. Then the injectivity of Q implies that cn = 0; hence, by a finite induction argument, ci = 0
for all 0 i  n. Since this implies that {Qnx} is a linearly independent set of vectors in (T + Q − λ)−1(0), eigen-
values of T + Q, hence also of T since T = (T + Q) − Q, have infinite multiplicity. In particular, E0(T + Q) = ∅.
Clearly, T + Q satisfies a − gBt; hence T + Q satisfies Bt, i.e., σ(T + Q) \ σW(T + Q) = Π0(T + Q). Since
Π0(T +Q) ⊆ E0(T +Q) = ∅, σ(T +Q) = σW(T +Q) and T +Q satisfies Wt.
Assume now that T is finitely isoloid. Then it follows from the above that isoσ(T ) = isoσ(T + Q) = ∅. As
earlier noted, T + Q satisfies a − gBt; hence T + Q satisfies gBt, i.e., σ(T + Q) \ σBW(T + Q) = Π(T + Q) = ∅.
Since Π(T + Q) ⊆ E(T + Q), and since λ ∈ E(T + Q) ⇒ λ ∈ isoσ(T + Q) = ∅, it follows that σ(T + Q) \
σBW(T +Q) = E(T +Q), i.e., T +Q satisfies gWt. By Proposition 3.2, T ∗ +Q∗ satisfies a− gBt ⇒ σa(T ∗ +Q∗) \
σSBF−+(T
∗+Q∗) = Πa(T ∗+Q∗) (⊆ Ea(T ∗+Q∗) = E(T ∗+Q∗)). Since λ ∈ E(T ∗+Q∗) ⇒ λ ∈ isoσ(T +Q) = ∅,
it follows that σa(T ∗ +Q∗) \ σSBF−+(T ∗ +Q∗) = Ea(T ∗ +Q∗), so that T ∗ +Q∗ satisfies a − gWt. 
T +Q may fail to satisfy gWt, and T ∗ +Q∗ may fail to satisfy a − gWt, in the absence of the hypothesis that T is
finitely isoloid.
Example 3.4. Let S ∈ 2(N) be the weighted forward unilateral shift with the weight sequence { 1
n+1 }. Then S is an
injective quasi-nilpotent such that range of Qn is not closed for every n ∈ N. Define Q ∈ 2(N)⊕2(N) by Q = S⊕S.
Let T ∈ 2(N) ⊕ 2(N) be defined by T = (I − S) ⊕ 0. Then T has SVEP and commutes with Q. Denoting T + Q
by A, it is seen that σ(A) = σW(A) = σBW(A) = {0,1}, E0(A) = ∅ and E(A) = {1}. Evidently, T is not finitely
isoloid, A satisfies Wt and A does not satisfy gWt. Again, since σa(A∗) = σSBF−+(A∗) = {0,1} and Ea(A∗) = {1}, A∗
does not satisfy a − gWt.
Example 3.5. This example shows that the commutativity hypothesis in Proposition 3.3 is essential. Let S be the
injective quasi-nilpotent of Example 3.4, and let T ∈ 2(N) be the nilpotent T x = (0,− 12x1,0, . . .). Then T and S do
not commute, σ(T + S) = σw(T + S) = E0(T + S) = {0}, and T + S does not satisfy Wt.
An operator A ∈ B(X ) is an algebraic operator if there exists a non-trivial polynomial q(.) such that q(A) = 0.
Operators F ∈ B(X ) such that Fn is finite dimensional for some n ∈ N are algebraic. A more satisfactory version of
Proposition 3.3 holds for algebraic operators A which commute with an HP operator. But before proving this, we
introduce some (further) terminology. An operator S ∈ B(X ) is isoloid (respectively a-isoloid) if {λ ∈ isoσ(S)} ⊆
E(S) (respectively {λ ∈ isoσa(S)} ⊆ Ea(S)). Evidently, polaroid operators are isoloid and left polaroid operators are
a-isoloid. Recall from [11, Theorem 3.8] that a (necessary and) sufficient condition for S to satisfy gWt is that S
satisfies gBt and H0(S −λ) = (S −λ)−n(0), for some n ∈ N, at points λ ∈ E(S), and that if S is a-isoloid and satisfies
a − gWT , then f (S) satisfies a − gWt for every f ∈ Hc(σ (S)) [11, Theorem 3.14].
Theorem 3.6. Let T ∈ B(X ) be a polynomially HP operator (such that g(T ) ∈ HP) and let A ∈ B(X ) be an
algebraic operator which commutes with T . Then f (T +A) satisfies gWt for every f ∈ H(σ(T +A)) and f (T ∗+A∗)
satisfies a − gWt for every f ∈ Hc(σ (T +A)).
372 B.P. Duggal / J. Math. Anal. Appl. 340 (2008) 366–373Proof. The operator A being algebraic, σ(A) = {μ1,μ2, . . . ,μn} for some scalars μi , 1 i  n. Let Ai = A|H0(A−μi)
and Ti = T |H0(A−μi), 1  i  n. The commutativity of A with T then implies that Ai commutes with Ti for all
1  i  n (for the reason that the projection H0(A − μi) corresponding to μi commutes with T for all 1  i  n),
T =⊕ni=1Ti and T + A =
⊕n





i=1Ti , with entries Ai −μi along the main diagonal, is nilpotent. Hence
T +A−μ and T are quasi-nilpotent equivalent. The hypothesis g(T ) ∈HP implies (g(T ) has SVEP implies) T has
SVEP; hence T + A − μ, equivalently T + A, has SVEP (so that both T + A and T ∗ + A∗ satisfy a − gBt). Again,
the hypothesis g(T ) ∈HP implies that T ∈HP (see Example 2.5). Arguing as in the proof of [10, Lemma 6] it is
now seen that H0(T +A−λ) = (T +A−λ)−m(0), for some m ∈ N, at every λ ∈ isoσ(T +A). (We remark here that
[10, Lemma 6] is proved for CHN operators of Example 2.2: CHN operators are simplyHP , but the simply polaroid
property in the proof of [10, Lemma 6] is at best incidental, and the lemma holds just as well for HP operators.) Thus
T + A satisfies gWt [11, Theorem 3.8], i.e., σ(T + A) \ E(T + A) = σBW(T + A) (= σ(T + A) \ Π(T + A)).
The operator T + A being isoloid, a familiar argument [2, Lemma 3.89] shows that f (σ (T + A) \ E(T + A)) =
σ(f (T +A))\E(f (T +A)) for every f ∈ H(σ(T +A)). (Note here that the hypothesis that the isolated eigenvalues
have finite multiplicity in [2, Lemma 3.89] is immaterial to our case.) Since f (σBW(T + A)) = σBW(f (T + A))
[5, Theorem 3.4] for every f ∈ H(σ(T +A)),
σ
(




i.e., f (T +A) satisfies gWt.
Observe that SVEP implies σ(T +A) = σ(T ∗+A∗) = σa(T ∗+A∗), Ea(T ∗+A∗) = E(T ∗+A∗) and the polaroid
property of T + A, and therefore of T ∗ + A∗, implies that E(T ∗ + A∗) = Π(T ∗ + A∗) = Π(T + A) = E(T + A).
Recall from the proof of Proposition 3.2 that σSBF−+(T
∗ +A∗) = σBW(T ∗ +A∗) = σBW(T +A). Hence
σ(T +A) \E(T +A) = σBW(T +A) ⇒ σa
(
T ∗ +A∗) \Ea(T ∗ +A∗)= σSBF−+
(
T ∗ +A∗),
i.e., T ∗ + A∗ satisfies a − gWt. Since T ∗ + A∗ is (evidently) a-isoloid, f (T ∗ + A∗) satisfies a − gWt for every
f ∈ Hc(σ (T +A)) [11, Theorem 3.14]. 
The hereditarily polaroid property of T in the proof of Theorem 3.6 is used only to deduce SVEP (and the polaroid
property): the theorem holds for polynomially polaroid operators with SVEP. Consequently:
Corollary 3.7. If the Banach space X is reflexive (in particular, if it is a Hilbert space), and T ∈ B(X ) is a polynomi-
ally loc(Gm) operator which commutes with the algebraic operator A ∈ B(X ), then f (T +A) satisfies gWt for every
f ∈ H(σ(T +A)) and f (T ∗ +A∗) satisfies a − gWt for every f ∈ Hc(σ (T +A)).
Proof. Since g(T ) ∈ loc(Gm) for some polynomial g implies g(T ) ∈ (Gm) (i.e., g(T ) satisfies a growth condi-
tion of order m), and since (Gm) operators are polaroid [7], T is polaroid. If X is reflexive, then g(T ) has SVEP
[15, Proposition 2]. Hence T has SVEP. 
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