Mining combined association rules with correlation and market basket analysis can discover customer's buying purchase rules along with frequently correlated, associated-correlated, and independent patterns synchronously which are extraordinarily useful for making everyday's business decisions. However, due to the main memory bottleneck in single computing system, existing approaches fail to handle big datasets. Moreover, most of them cannot overcome the screenings and overhead of null transactions; hence, performance degrades drastically. In this paper, considering these limitations, we propose a distributed programming model for mining business-oriented transactional datasets by using an improved MapReduce framework on Hadoop, which overcomes not only the single processor and main memory-based computing, but also highly scalable in terms of increasing database size. Experimental results show that the technique proposed and developed in this paper are feasible for mining big transactional datasets in terms of time and scalability.
Introduction
Data mining is defined as the process of discovering significant and potentially useful patterns in large volume of data [1] . In data mining, a pattern is a particular data behavior, arrangement, or form that might be of a business interest, even though we are not sure about that yet. The well-known algorithm for finding association rules [2] in large transaction databases is Apriori [3] . One objective of association rule mining is to discover correlation relationships among a set of items. One difficulty is how to select a proper interestingness measure that can effectively evaluate the association degree of patterns, as there is still no universally accepted best measure for judging interesting patterns [4] .
On the other hand, correlation mining is much effective because of the large number of correlation relationships among various kinds of items in the market baskets. However, an independent pattern might have much more probability than a correlated pattern to be a novel paired or grouped items even if they have same support for the sake of the downward closure property of independence [5, 6] . Moreover, combined mining of association rules with correlation can discover frequently correlated, associated-correlated, and independent patterns synchronously, which is useful for making everyday's business decisions. Therefore, to raise the probability of purchasing, to control the stocks more intelligently, and to promote certain items together, the corporate manager of a shop can place the associated items at the neighboring shelf. Thus, he/she can have much better chance to make profits by controlling the order of goods and marketing. It also allows the retailers to quickly and easily look the size, contents, and value of their customer's market baskets [7] .
Based on the concept of strong rules [8, 9] , R. Agrawal et al. [3] introduced the association rules for discovering regularities between products in large-scale transaction data recorded by point-of-sale systems in supermarkets and in recent market concept of super-shop is very popular among the people since these shops keep almost everything according to customers' preferences and very often these super shops have lots of branch across the country, and the number of transactions and purchases are also huge. A set of e-shoppers known as neighbors, who have exhibited similar behavior in the past and in web access sequences [10] , can be found through calculating the correlations among e-shoppers [11, 12] .
Therefore, to predict e-shoppers or customer's purchase behavior changes, an organization's management first identifies target e-shoppers who share similar preferences for products and looks for those products that target e-shoppers are most likely to purchase. Besides, in a business-oriented data, customer's purchase rules can be examined by the maximal frequent patterns or items since the maximal frequent patterns reveal his/ her purchaser rules [2, 12] .
In this paper, to remove the drawbacks of RDBMS and main memory-processor-based computing and to facilitate the existing Map/Reduce framework [3, [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] , (i) first, we remove null transactions and infrequent items from the segmented dataset, (ii) sort the items in support ascending order, then apply the parallel FP-growth [16] to generate the complete set of frequent itemsets with the improved ComMapReduce framework [23] on Hadoop and based on some constraints/thresholds, we generate the complete set of customer's purchase rules by means of maximal frequent itemsets along with the useful and interesting patterns. In brief, contributions of this paper can be summarized as follows:
• An improved framework for analyzing business-oriented transactional datasets by using the ComMapReduce/Hadoop-based technique has been proposed for the first time • Our proposed framework mines not only frequent itemsets by means of what items the customers buy most frequently and together in baskets, but also customer's purchase rules by using the correlation relationship of association/independence. Therefore, our approach is more efficient for analyzing large market baskets and business-oriented datasets • Along with customer's purchase rules, we mined some important and interesting patterns simultaneously which are as follows: Frequent patterns, correlated patterns, associated patterns, associated-correlated patterns, and independent patterns • The proposed framework can handle massive dataset which is a burning issue of recent times • To make the framework effective, we developed an effective algorithm namely " Associated-CorrelatedIndependent (ACI) algorithm" which is highly scalable in terms of increasing data loads.
This paper is organized as follows: Section 2 describes some related works on correlated pattern mining and handling big datasets by using the MapReduce framework. Section 3 describes the background study and the motivation behind this research work. Section 4 represents the problem formulation and some related preliminary definitions. Section 5 represents our proposed MapReduce framework and the ACI algorithm. Section 6 represents experimental results. Conclusions are presents in section 7.
In this paper, we use the terms: "itemsets" and "patterns"; "database" and "datasets" interchangeably.
Related Works

Related Works on Correlated Pattern Mining
Many research works have been done in the field of correlated frequent pattern mining. Among them, Miccinski [24] introduced three alternative interestingness measures, called any-confidence, all-confidence, and bond for mining associations.
Y.K. Lee et al. [24] used the concept of all-confidence to discover interesting patterns, although both of them defined a pattern which satisfies the given minimum all-confidence as a correlated pattern. Later on, B. Liu et al.
[25] used contingency tables for pruning and summarizing the discovered correlations. In this paper, a new interestingness measure corr-confidence is proposed for correlation mining.
Z. Zhou et al. [5] mines all independent patterns and correlated patterns synchronously in order to get more information from the results by comparing independent patterns with correlated patterns. Moreover, an effective algorithm is developed for discovering both independent patterns and correlated patterns synchronously, especially for finding long independent patterns by using the downward closure property of independence. They also combine association with correlation in the mining process to discover both associated and correlated patterns at literature [15] . A new interesting measure corr-confidence was proposed for rationally evaluating the correlation relationships. This measure not only has proper bounds for effectively evaluating the correlation degree of patterns, but also is suitable for mining long patterns. Actually, mining long patterns is more important because a practical transactional database may contain a lot of unique items. However, none of the above mentioned works dealt with the problems/overhead of null transactions and big dataset mining.
The MapReduce Framework for Handling Big Datasets
Google's MapReduce [17] was first proposed in 2004 for massive parallel data analysis in shared-nothing clusters. Literature [18] evaluates the performance in Hadoop/ HBase for Electroencephalogram (EEG) data and saw promising performance regarding latency and throughput. Karim et al. [19] proposed a Hadoop/MapReduce framework for mining maximal contiguous frequent patterns (which was first introduced at literature [26] in RDBMS/ single processor-main memory based computing) from the large DNA sequence dataset and showed outstanding performance in terms of throughput and scalability.
Literature [20] proposes a MapReduce framework for mining-correlated, associated-correlated and independent patterns synchronously by using the improved parallel FP-growth on Hadoop from transactional databases for the first times ever. Although it shows better performance, however, it also did not consider the overhead of null transactions. Woo et al. [21, 22] , proposed market basket analysis algorithm that runs on Hadoop based traditional MapReduce framework with transactional dataset stored on HDFS. This work presents a Hadoop and HBase schema to process transaction data for market basket analysis technique. First it sorts and converts the transaction dataset to < key, value > pairs, and stores the data back to the HBase or HDFS. However, sorting and grouping of items then storing back it to the original nodes does not take trivial time. Hence, it is not capable to find the result in a faster way; besides this work also not so useful to analyze the complete customer's preference of purchase behavior or rules.
Background and Motivations
Motivations
Most data mining algorithms are based on object oriented programming and these algorithms have been proposed for single processor and main memory based machine. For many years, the relational DBMS has been a core to store data for business, and research but there are some critical issues to handle huge volumes of data. For Tera or Peta-bytes of data, RDBMS has scalability problems in partitioning and availability issues in replication. At RDBMS, it is almost impossible to read or write concurrently for transactional and analytical data.
Besides, it is slower in reading the data from physical storage than from the latest fast network. For example, to read 1 TB of data with 10 Mbps network speed, it takes about 28 hours; however, if there are one hundred 10 GB datasets with 10 Mbps network bandwidth each, it takes about 17 minutes. It shows that distributed clustered DBs are much faster [21, 22] . Most Apriori or FP-tree like approaches have been proposed for the single processor and main memory based system on the traditional RDBMS. Hence, this limited hardware resources are not capable of handling such a large business oriented dataset for mining and analyzing and so, obviously are not efficient.
On the other hand, with the rising of parallel processing, parallel data mining have been well investigated in the past decade. Especially, much attention has been directed to parallel association rule mining. Traditional parallel and distributed data mining work assumes data is partitioned and transmitted to the computing nodes in advance. However, it is usually the case in which a large database is generated and stored in some station. Therefore, it is important to efficiently partition and distributes the data to other nodes for parallel computation. In this application, the workload is partitioned database segments of transactions. Despite some merits over RDBMS, distributed data mining approaches also need lots of message passing and I/O operations since the distributed nodes has to share/pass the needed data.
Moreover, in this environment there needed lots of message passing and I/O operation since the distributed nodes have to share and pass the data needed [19, 27] . This poses very impractical to use distributed system for large datasets mining. Contrary, of these and the RDBMS, Hadoop and the MapReduce [13, 14, 16] is very suitable platform to mine these sorts of datasets. In addition, using MapReduce on Hadoop only needs to share and pass the support of individual candidate itemsets rather passing whole dataset itself. Therefore, communication cost is low compared to the distributed environments.
Screenings of the Null Transactions
One of the critical problems is the presence of null transactions in the business oriented transactional datasets. A null transaction is a transaction that does not contain any itemsets being examined [4, 12] . Typically, the number of null transactions can outweigh number of individual purchases because, for example, many people may buy neither milk nor coffee, if these itemsets are assumed to be two frequent itemsets. Therefore, performance degrades drastically especially when the transactional datasets has many null transactions. Since, large datasets typically have many null transactions, it is important to consider the null-invariance property [12] for pattern evaluation for market basket analysis and accurate analyzing of business oriented data.
Therefore, finding null transactions and later eliminating them from future schemes is the initial part of this proposed MapReduce framework. Consider an instance that, an electronic shop has 100 transactions where 20% are null transactions. FP-tree or any other related methods would scan all the 100 transactions while, our proposed approach attempts to reduce it to 80% by considering just the valid 80 transactions after screening the 20 null transactions. This saves a lot of precious computation time while performing Map/Reduce phases. It is quite possible to find null transactions by finding those transactions that don't appear against any frequent 1-itemset.
MapReduce, Hadoop, and Hadoop's Distributed File System
The MapReduce programming model was proposed by Google to support data-intensive applications running on parallel computers like commodity clusters [17] . 
ComMapReduce Overview
In contrary to the original MapReduce framework, 'ComMapReduce' [23] 
Problem Statement
This section first formalizes some related problem of mining-correlated, associated-correlated, and independent patterns and then presents some preliminary knowledge that will be used in our algorithm and these have been adopted from literature [5, 15, 29] .
Suppose, we have a transactional database DB in Table 1 , and user given some threshold values, now the problem is to mine the complete set of correlated, associated, correlated-associated, and independent pattern efficiently and synchronously by using the ComMapReduce framework on Hadoop. In statistical theory,
1. If a pattern has two items, such as pattern AB, then
2. If a pattern has more than two items, such as pattern X = {i 1 , i 2 …i n }, then 
, where n ≥ 1 (3)
From (2) Each transaction contains a set of items, {i j1 , i j2 , i j3 ….i jk } ⊂ T, where pattern X is a subset of T. Let P (X) be a power set of pattern X. The interestingness measure all-confidence denoted by α of pattern X is defined as follows [15] :
Definition 3: Associated pattern -A pattern is called an associated pattern if its all-confidence is greater than or equal to the given minimum all-confidence.
Definition 4: Associated-correlated pattern -A pattern is called an associated-correlated pattern if it is not only an associated pattern but also a correlated pattern. Let pattern X be an associated-correlated pattern, then it must have two subsets A and B which satisfy the condition that the sale of A can increase the likelihood of the sale of B.
Example: For the transaction database DB in Table 1 , we have α(AC) = 4/5 and α(CE) = 3/5. We also have
ρ(AC) = P(AC) − P(A) P(C) ⁄ P(AC) + P(A) P(C) = 3/13 and ρ(CE) = P(CE) − P(C) P(E) ⁄ P(CE) + P(C) P(E) = −1/49
Let the given minimum all-confidence is 0.35 and the given minimum corr-confidence is 0.10, then both AC and CE are associated patterns. However, pattern AC is a correlated pattern and pattern CE is an independent pattern. Therefore, pattern AC is an associated-correlated pattern and pattern CE is an associated but not correlated pattern.
Proposed Approach
We mine the complete set of purchase rules and frequently correlated, associated, associated-correlated, and independent patterns in two steps. First, we discover all the frequent patterns, and then test whether they are correlated, associated, associated-correlated, and independent patterns or not. For the maximal frequent itemsets mining, we later on combined the set of frequent itemsets.
Proposed Programming Model
The transactional database is split into smaller segments automatically after being stored on the HDFS. The Hadoop components perform job execution, file staging, and workflow information storage and use the files replace the database to store datasets automatically. We used Hadoop-based parallel FP-Growth proposed at literature [16] and we follow the data placement strategy indicated at [28] . Figure 1 shows the input/output schemes of our proposed framework. Figure 2 indicates the workflow of the proposed MapReduce-framework; on the other hand, the pseudo code of the proposed framework has shown in Figure 3 .
Operations go as follows: After splitting the transactional database into smaller segments, the master node assigns task to each idle worker. Each worker scans the transactions in the smaller data segments as < ID, itemset > and the balanced FP-growth [16] was applied to produce output as <CPB, CT> or <conditional patterns base, conditional transaction > pairs.
These values are to be stored in the local disk as intermediate results and the HDFS will perform the sorting or merging operations to produce results as <CPB, CDB> or <conditional pattern base, conditional data-
Figure 1: Input/output schemes for the proposed approach with ComMapReduce framework.
[Downloaded free from http://www.tr.ietejournals.org on Friday, May 31, 2013, IP: 143.248.118.122] || Click here to download free Android application for this journa base> pairs. The Coordinator node receives and stores some temporary variables, and then generates filter values of the query processing applications [23] . For this, we used two levels of pruning techniques, local pruning, and the global pruning, using two minimum support thresholds; local_min_sup and global_min_sup. Each Mapper obtains two filter values by means of global_min_sup and local_min_sup from the Coordinator node to prune its unwanted data objects or infrequent items or candidate itemsets. The Local pruning is applied on map phase in each segment and the global pruning will be applied in the reduce phase. While Reducer obtains two filter values by means of min_all_conf and min_corr_conf from the Coordinator node to prune its unwanted data objects inferior to the other ones in map and reduce phases.
In reduce phase 1, idle Reducers take input as <CPB, CDB> pairs and reduce the data objects as <CPB, CFPT> or <conditional pattern base, conditional FP-Trees> pairs. In reduce phase 2, input is taken as the <CPB, CFPT> pairs and reduce the data objects as <FI, Support> or <Frequent Itemset, Support> pairs. In reduce phase 3, idle Reducers take input as <FI, Support> pairs and reduce the data objects as <MFI, Support> or <Maxi-mal Frequent Itemset, Support >pairs. Another extra task is also done during this reducing phase that is applying constrains mentioned by the definition 1, 2, 3, 4 to generate ACI that is the complete set of correlated, associated, associated-correlated and independent patterns.
Finally, the output is stored in the local disks as indicated in Table 2 . Actually, in this phase, incorporation of three phases is possible, since the amount of produced dataset is less compared to the map phase.
Complexity Analysis of the ACI Algorithm
To read each transaction in assigned segment(s) on Hadoop, time complexity is O(n), where n is the number of items in a transaction. Then, prefix creation on the sorted items has the complexity of O(mn), where m is the number of prefixes that occur together for n items in a transaction using at most (n−1) keys. Excluding the scanning time, the complexity of merging on the intermediate result is O(nlog n) on merge sort and the complexity of message passing with Coordinator among Mappers/ Reducers is almost constant. Thus, the time complexity of each Mapper is O(n + mn). It has to scan less items/ transaction due to the removal of null transactions and infrequent items in each segment(s).
An Example
Suppose the min_global_sup is 2, minimum correlated confidence is 0.10 and minimum all-confidence is set to be 0.35. Now, according to our proposed framework, the transactional database in Table 1 has been split into two segments, each having four transactions; TID 10 to 60 in first segment and transaction TID 70 to 120 in second segment. In segment 01, transactions 30; where transactions 90 and 120 at segment 02 are null transactions and are not considered for mining (more details can be found at literature [12] ). Since a null transaction with just 1 item has no contribution for correlation/ association rule mining in market basket analysis, it was removed prior mining. On the other hand, items G and H in segment 02 are infrequent, consequently are pruned. Let the master node has assigned segment 01 to worker node 01 and segment 02 to worker node 02. The Figure 4 shows the Map/Reduce phases and the result after the necessary calculations. Table 2 shows the necessary patterns and purchase rules based on the calculated values defined by definition 1, 2, 3, and 4.
Experimental Results
Programming Environment
We used Hadoop version 0.23.0, running on a cluster with nine machines (1 master, 1 coordinator, 7 worker). Master node has 3.7 GHz Intel core 2 duo processor with 4 GB of RAM and each worker machine has Pentium D 2.60 GHz processor with 2 GB RAM. The balanced FP-growth [16] was modified using Java on MapReduce library functions and we configured HDFS on Ubuntu-11.04.
Description of the Datasets
We follow the load distribution indicated at literature [28] . We apply the ACI algorithm on practical and randomly generated datasets For the first experiment, we used three different transaction files; 800 MB (13 M transactions), 1200 MB (25 M transactions), and 1500 MB (30 M transactions) with 42 unique items in each and executed on 3, 5, and 8 computing nodes, respectively. For the second experiment, datasets were split into segments after stored on the HDFS across 2, 3, and 4 nodes. Since there is no significant difference of MBA algorithm in execution time when the data size is smaller than 800 MB in some works [21, 22] , we used transaction files larger than or equal to 800 MB and for this purpose, we directly copied these data files on the HDFS without segmentation.
Performance and Result Analysis
We did not compare our result with any existing algorithm since all of the previous works were implemented on main memory-based single processor machine. Another issue is that we mine not only the frequent patterns or itemsets, but also customer's complete purchase rules by means of maximal frequent patterns, correlated, associated-correlated, and independent patterns why our framework takes more time to finish the Map and Reduce phases.
In the first experiment, we measured the execution time of map and reduce phase as the performance metric with three filter values as min_global_sup = 12, min_corr_ conf = 10~90%, and min_all_conf = 40~95% on the randomly generated datasets. It can be observed that when the data size is larger like 1200 or 1500 MB, the execution became much faster to compute the frequent itemsets, maximal frequent itemset, or other related patterns for 5 and 8 computing nodes as shown by Table 3 .
In addition, it also has the linear speedup of the ACI algorithm, since we avoided the sorting and grouping on the original dataset for the <key, value> pairs explicitly; for this consequence, less amount of candidates are generated which also saves the huge time to copy the dataset to the original locations again, so the execution time is satisfactory. The execution time linearly increased, but it reached the maximum parallelization at the instances [18, [20] [21] [22] , but for our framework since we are applying the load distribution as described by the literature [28] , we can scale our framework for more nodes for the parallelization.
In the second experiment, we measured the execution time of our ACI algorithm for the map/reduce operations on practical Connect-4, Mushroom, and Agaricas datasets as shown by Table 4 with min_global_sup = 10~90%, min_corr_conf = 10~60%, and min_all_conf = 5~50%.
In the third experiment, speed-up process has been shown by our proposed framework. Table 4 and Figure 5 show the running time on Connect-4 datasets across 3, 5, and 8 data nodes. We can observe almost 50% improvement on running time on synthetic and real dataset by increasing number of nodes from 3 to 8. This also speeds up the overall proposed MapReduce framework.
Conclusion
In this paper, we proposed a Hadoop and improved MapReduce framework and an efficient "ACI algorithm" that effectively mines the complete set of customer's purchase rules along with the correlated, associated, associated-correlated, and independent patterns synchronously. Experimental results show correctness and scalability in terms of increasing load. We also showed how correlated pattern mining can be performed on the top of an implementation of the traditional Apriori and FP-growth frequent itemset mining algorithm. Besides, our proposed approach by using the ComMapReduce framework also extends and improves the limitations of previous approaches for massive market basket data. 
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