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Abstract
We construct projective resolutions for simple modules over the Borel subalgebras S+(2, r) and S+(3, r)
of the Schur algebras S(2, r) and S(3, r) over a field of positive characteristic. In the case S+(2, r) we get
a minimal projective resolution. We find also projective resolutions of minimal possible length for Weyl
modules over the Schur algebra S(2, r), corresponding to the regular weights.
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1. Introduction
The investigation of polynomial representations of the group GLn(K) starts from the work of
Schur (1901) for the case K = C. In particular, he shows that it is enough to investigate repre-
sentations of the algebras SC(n, r) that are now called Schur algebras. In 1980, Green showed
that this extends to fields K of arbitrary characteristic [3].
In 1986, Donkin proved that the algebra SK(n, r) is quasi-hereditary and therefore has finite
global dimension [1].
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I. Yudin / Journal of Algebra 319 (2008) 1870–1902 1871Since the category of modules over a quasi-hereditary algebra is a highest weight category, it is
natural to ask for a construction of projective resolutions for standard objects. In [13] Woodcock
shows how to get such a resolution from the projective resolution of a simple module for the Borel
subalgebra S+(n, r) of the Schur algebra S(n, r). Using this result, Santana, in [9], obtains the
first two terms of the minimal projective resolution of a simple module over the algebra S+(n, r),
for all n ∈ N, and the first three terms in the case n = 2 over a field of positive characteristic.
She also constructs minimal projective resolutions of simple modules over the algebras S+(2, r)
and S+(3, r) over a field of zero characteristic. The characteristic zero case was fully examined
in [12] using the BGG-resolution.
In this paper we consider the case of a field of positive characteristic. We construct the min-
imal projective resolution for every simple module over the algebra S+(2, r) (Theorem 34).
As a corollary we get the homological dimension of S+(2, r) (Corollary 39). Further, we de-
rive projective resolutions of minimal length for Weyl modules over the Schur algebra S(2, r),
corresponding to the regular weights, by applying the induction functor (Remark 44 and The-
orem 48). We also construct (non-minimal) projective resolutions for simple modules over the
algebra S+(3, r) (Theorem 64).
The paper is organised as follows. In Section 2 we introduce some standard combinatorial no-
tation and definitions. In Section 3 we recall the definitions of the Schur algebra and of its upper
Borel subalgebra. We also summarise in Theorem 17 the results from [9] concerning projective
and simple modules over the algebra S+(n, r).
In Section 4 we introduce the notion of a twisted double complex and show how to use it to
construct projective resolutions. The idea goes back to Wall, who used it for the construction of
free resolutions of trivial modules over finite groups [11].
The main results of the paper are proved in Sections 5 and 6. We use two technical tools.
The first is the multiplication rule of Green given in Proposition 11, which allows us to derive
necessary equalities in the algebras S+(2, r) and S+(3, r). The second tool is Theorem 21 which
gives us the inductive step in the proofs.
2. Combinatorial notation and definitions
Throughout the paper we use notation from the book [6]:
• The set {1,2, . . . , n} is denoted by n.
• The set of multi-indices {i = (i1, . . . , ir ) : iρ ∈ n ∀ρ ∈ r} is denoted by I = In = I (n, r).
• Let i, j ∈ I . We say that i  j if iρ  jρ for all ρ ∈ r.
• Denote by G = Σr the group of permutations of r. It acts on I on the right as follows:
iπ = (iπ(1), . . . , iπ(r)) (i ∈ I, π ∈ G).
The group G also acts on I × I by
(i, j)π = (iπ, jπ) (i ∈ I, j ∈ I, π ∈ G).
• Let i, j ∈ I . We write i ∼ j if i and j belong to the same G-orbit.
• Let (i, j), (p, q) ∈ I × I . We write (i, j) ∼ (p, q) if (i, j) and (p, q) belong to the same
G-orbit, that is, p = iπ , q = jπ for some π ∈ G.
We shall use the following combinatorial notions.
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integers λ1  λ2  · · · 0 such that ∑λi = r . The set of all partitions of r is denoted by Λ+(r).
The λi are the parts of the partition. If λn+1 = λn+2 = · · · = 0, we say λ has length at most n.
The set of all partitions of length at most n is denoted by Λ+(n, r).
Dropping the condition that the λi are decreasing, we say that λ is a composition of r . The set
of all compositions of r is denoted by Λ(r). The set of all compositions of r of length at most n
is denoted by Λ(n, r).
There are two natural orderings on the set Λ(r).
Definition 2 (Dominance order). For λ,μ ∈ Λ(r), we say that λ dominates μ and write λ μ if
j∑
i=1
λi 
j∑
i=1
μi
for all j .
Definition 3 (Lexicographic order). For λ,μ ∈ Λ(r), we write λ μ if λ = μ or the smallest j
for which λj = μj satisfies λj  μj . This is called the lexicographic order on compositions.
There is a connection between compositions of r and multi-indices.
Definition 4. We say that a composition λ = (λ1, . . . , λn) is the weight of i ∈ I (n, r), written
i ∈ λ or λ = wt(i), if
λν =
∣∣{ρ ∈ r : iρ = ν}∣∣
for all ν ∈ n.
Definition 5. We write i  j for i, j ∈ I (n, r) if iσ  jσ for all σ , 1 σ  r .
Remark 6. It is clear that i  j implies wt(i)wt(j).
Let us give a definition of tableaux and diagrams.
Definition 7. Let λ ∈ Λ(n, r). The Young diagram for λ is the subset
[λ] = {(i, j) : i, j ∈ N, i  1, 1 j  λi}
of Z2. Any map T from [λ] to N is called a λ-tableau.
If T is a λ-tableau, we will say that T (p,q) lies in the pth row and the qth column. The set
Rp = {T (p, k) : k ∈ N} is called the pth row of T , and Cq = {T (k, q) : k ∈ N} is called the qth
column of T .
We shall draw λ-tableau with row indices increasing from top to bottom and column indices
increasing from left to right.
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us fix the λ-tableau of the form
T λ =
1 2 . . . . . . λ1
λ1 + 1 λ1 + 2 . . . λ1 + λ2
. . . . . . . . .
r−λn+1 . . . r
.
Let λ ∈ Λ(n, r). We have a 1–1 correspondence between I (n, r) and the set of all λ-tableaux
given by
i → T λi ,
where T λi has (p, q) entry equal to iT λ(p,q).
Definition 8. T λi is called row semi-standard if the entries of each row increase weakly from
left to right. T λi is called column standard if the entries of each column increase from top to
bottom. T λi is called standard if it is row semi-standard and column standard. Let us denote
Iλ = {i ∈ I (n, r) : T λi is standard}.
We denote by l(λ) the element of Iλ such that
T λl(λ) =
1 1 . . . . . . 1
2 2 . . . 2
. . . . . . . . .
n . . . n
,
that is l(λ) = (1λ1 ,2λ2, . . . , nλn). Denote by I (λ) the set {i ∈ I (n, r) : i  l(λ), T λi is row semi-
standard
}
.
Let i ∈ I (n, r) be of weight λ ∈ Λ(n, r) and s < t be two natural numbers. For a natural
number k < λt , denote by Aks,t i the multi-index i with the first k occurrences of t replaced by s.
We denote the weight of Aks,t i by Rks,t λ. Notice that Rks,t λ = (λ1, . . . , λs +k, . . . , λt −k, . . . , λn).
3. Schur algebras
3.1. Definition of the algebra SK(n, r)
In this subsection we follow [3] and [6].
Let K be an infinite field (of any characteristic) and V a natural module over GLn(K) with
basis {v1, . . . , vn}. Then there is a diagonal action of GLn(K) on the r-fold tensor product V ⊗r .
With respect to the basis
{
vi = vi1 ⊗ · · · ⊗ vir : i ∈ I (n, r)
}
, this action is given by the formula
gvj = gvi1 ⊗ · · · ⊗ gvir .
We denote by T : GLn(K) → EndK(V ⊗r ) the corresponding representation of GLn(K).
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group {T (g): g ∈ GLn(K)}.
We denote by ei,j the elementary matrix with (i, j)-entry equal to 1 and all other entries zero.
Let X be a transversal of the action of G = Σr on the set I (n, r) × I (n, r). We have the
following
Proposition 10. (See [6, Theorem 2.2.6].) The set{
ξi,j =
∑
(p,q)∼(i,j)
ep,q : (i, j) ∈ X
}
is a basis for the algebra S(n, r).
Note that ξi,i = ξj,j if and only if i and j have the same weight. We will write ξλ for ξi,i if i
has weight λ.
In the following we will need to know how to multiply two basis elements ξi,j and ξf,h of
S(n, r). It is clear that ξi,j ξf,h = 0 unless j ∼ f . Therefore, only the formula for ξi,j ξj,h is
needed. Let Gi denote the stabiliser of i in G and Gi,j = Gi ∩ Gj , Gi,j,k = Gi ∩ Gj ∩ Gk .
Then, if [Gi,h : Gi,h,j ] denotes the index of Gi,h,j in Gi,h, we have the following
Proposition 11. (See Green [6, Theorem 2.2.11].) Let i, j , l be multi-indices from I (n, r). Then
ξi,j ξj,l =
∑
σ
[Giσ,l : Giσ,j,l]ξiσ,l,
where the summation is over a transversal {σ } of double cosets Gi,j σGj,l in Gj .
As a consequence of Proposition 11 and using the definition of ξi,j , we have the
Corollary 12. For any i, j ∈ I (n, r),
ξi,iξi,j = ξi,j ξj,j = ξi,j .
In particular, each ξλ is an idempotent, and
1S(n,r) =
∑
λ∈Λ(n,r)
ξλ
is an orthogonal decomposition of unity.
Proof. We have Gj = Gi,jGj,j , so there is only one double coset Gi,j eGj,j in Gj . By Propo-
sition 11, ξi,j ξj,j = [Gi,j : Gi,j,j ]ξi,j = ξi,j . Analogously, ξi,iξi,j = ξi,j . The decomposition of
unity follows from the definition of the elements ξλ. 
Definition 13. Let i, j ∈ I (n, r) and λ ∈ Λ(n, r). The element Cλ(i : j) = ξi,l(λ)ξl(λ),j is called
a codeterminant. If i, j ∈ Iλ, then the corresponding codeterminant is called standard.
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{
(i, j, λ) : i, j ∈ Iλ, λ ∈ Λ(n, r)}. The following is proved in [6].
Proposition 14. (See [6, Theorem 2.4.8].) The set {Cλ(i : j) : (i, j, λ) ∈ Ω} is a basis for S(n, r).
3.2. Definition of the algebra S+(n, r)
The definitions of this subsection are taken from [9].
Let us denote by B+n (K) the subgroup of upper triangular matrices. Recall that T : GLn(K) →
End(V ⊗r ) is a representation of GLn(K).
Definition 15. (See [9, Definition 0.1].) The upper Borel subalgebra S+K(n, r) of the Schur alge-
bra SK(n, r) is the linear closure of the group
{
T (g) : g ∈ B+n (K)
}
.
Let Ω ′ = {(i, l(λ)) : λ ∈ Λ(n, r), i ∈ I (λ)}. Note that Ω ′ is a transversal of the action of G =
Σr on the set {(i, j) : i  j}. The next statement was proved in [4, §§3, 6].
Proposition 16.
(1) S+K(n, r) has K-basis
{
ξi,j : (i, j) ∈ Ω ′
}
.
(2) radS+K(n, r) has K-basis
{
ξi,j : (i, j) ∈ Ω ′, i = j
}
.
For every λ ∈ Λ(n, r), let us define the map χλ :S+(n, r) → K such that χλ(ξλ) = 1 and
χλ(ξi,j ) = 0 otherwise.
The following was proved in [9].
Proposition 17. (See [9, Proposition 2.2].) Let λ ∈ Λ(n, r). Then we have the following.
(1) The map χλ is a homomorphism of K-algebras. We denote by Kλ the corresponding one-
dimensional module over S+(n, r).
(2) The set {Kμ : μ ∈ Λ(n, r)} is a full collection of pairwise non-isomorphic simple S+(n, r)-
modules. The set
{
ξμ : μ ∈ Λ(n, r)
}
is a full collection of primitive idempotents in S+(n, r).
(3) Denote by Pλ the module S+(n, r)ξλ,λ. The set
{
Pμ : μ ∈ Λ(n, r)
}
is a full collection of
pairwise non-isomorphic principal indecomposable S+(n, r)-modules.
(4) The modules Pλ and radPλ have K-bases
{
ξi,l(λ) : i ∈ I (λ)
}
and
{
ξi,l(λ) : i ∈ I (λ), i = l(λ)
}
,
respectively.
(5) The simple module Kλ is isomorphic to the quotient module Pλ/ radPλ.
Let us denote V λ = S(n, r)⊗S+(n,r) Kλ. The module V λ is called the Weyl module.
Remark 18. The algebra S(n, r) is quasi-hereditary and
{
V λ : λ ∈ Λ+(n, r)} is a full set of
pairwise non-isomorphic standard modules (see [6] for more details).
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4.1. Twisted double complexes
In this section we introduce the notion of a twisted double complex. Such terminology reflects
the fact that twisted double complexes usually arise as double complexes with the differential
perturbed by a twisted cochain (cf. [10, §3.3]).
Definition 19. A twisted double complex L is a collection of modules
{
Ls,t : s, t ∈ Z
}
and a collection of maps
dk :Ls,t → Ls+k−1,t−k, k  0,
such that
n∑
k=0
dkdn−k = 0
for all n 0.
Every twisted double complex L defines a total complex X = Tot(L):
Xn =
⊕
s+t=n
Ls,t , d =
∑
i
di :Xn → Xn−1.
Let H•(L) denote the homology groups of the complex X = Tot(L). Then we have the fol-
lowing
Theorem 20. Suppose Ls,t = 0 if s < 0 or t < 0, and Hd0s,t (L) = 0 if s > 0. Then
Ht (X) ∼= Hd1t
(
Hd00,•(L•,•)
)
.
Proof. Consider the increasing filtration
Xk :=
⊕
tk
Ls,t
on the complex X. Under the conditions of the theorem we have, for the corresponding spectral
sequence,
E2s,t
∼= Hd1t
(
Hd0s,•(L•,•)
)∼= {0, s > 0,Hd1(Hd0 (L•,•)), s = 0.t 0,•
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Ht (X) ∼= Hd1t
(
Hd00,•(L•,•)
)
. 
4.2. Projective resolutions
The statement of the next theorem is implicitly contained in [11].
Theorem 21. Let A be an algebra over a field K and M a module over A. Suppose N• is a
(non-projective) resolution of the module M and P•,t are projective resolutions of the modules
Nt for t  0. Then the module M has a projective resolution P• such that
Pn =
⊕
s+t=n
Ps,t .
Proof. Denote by t the augmentation map P0,t → Nt . In the proof of Lemma 2 in [11], it was
shown that there exist A-module maps dk :Ps,t → Ps+k−1,t−k such that
(1) d0 :Ps,t → Ps−1,t is the differential of the resolution P•,t ;
(2) d1s−1 = sd :P0,t → Nt−1 (where d denotes the differential in N );
(3) ∑nk=1 dkdn−k = 0, for each n ∈ N.
Then P = {Ps,t : s, t ∈ N} obtains a structure of a twisted double complex such that
(1) Hd0s,t (P ) = 0 if s  1;
(2)
(
Hd0•,0(P ), d¯1
)
and N• are isomorphic as complexes of A-modules.
We therefore get, by Theorem 20,
Hs(P ) ∼= Hd1s
(
Hd00,t (P )
)∼= Hs(N•) ∼=
{
M, s = 0,
0, s > 0.
Thus Tot(P ) is a projective resolution of M . 
5. Projective resolutions for S+(2, r)
5.1. Some facts about the algebra S+(2, r)
Let λ = (λ1, λ2) and i ∈ I (λ), that is, i  l(λ) and T λi is row semi-standard. Then
T λi =
1 . . . 1 1 . . . . . . 1
1 . . . 1 2 . . . 2
.
Therefore i = l(μ) for some μ λ. Let us write ξμ,λ for ξl(μ),l(λ). It follows from Proposition 16
that the algebra S+(2, r) has basis
{
ξμ,λ : μ λ
}
.
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ξν,μξμ,λ =
(
λ2 − ν2
μ2 − ν2
)
ξν,λ.
Proof. Let V be a 2-dimensional K-vector space with basis {v1, v2}. Then by definition,
S+(2, r) is a subalgebra of A = EndK(V ⊗r ). We will check the above stated equality of lin-
ear operators on the basis
{
vi = vi1 ⊗ vi2 ⊗ · · · ⊗ vir : i ∈ I (2, r)
}
of V ⊗r .
If i /∈ λ then ξμ,λ(vi) = 0 and ξν,λ(vi) = 0 by definition of the maps ξμ,λ and ξν,λ.
Now let i ∈ λ. Since the action of S+(2, r) commutes with the action of Σr , we can suppose
that i = l(λ). Then
ξμ,λ(vl(λ)) =
∑
(s,q)∼(l(μ),l(λ))
es,q(vl(λ)) =
∑
(s,l(λ))∼(l(μ),l(λ))
vs =
∑
s∈μ: sl(λ)
vs .
Multiplying the last equality by ξν,μ on the left-hand side we get
ξν,μξμ,λ(vi) =
∑
s∈μ
sl(λ)
∑
t∈ν
ts
vt .
Let us compute the coefficient of vs in the last equation, that is, the number of s ∈ μ such that
t  s  l(λ).
Since l(λ)(j) = 1 implies s(j) = 1, we have s(j) = 1 for all j  λ1.
Moreover, t (j) = 2 implies s(j) = 2. Since for the ν2 values ν1 +1, ν1 +2, . . . , r of j we have
t (j) = 2, there are only λ2 − ν2 places in s with the freedom of choice between 1 and 2. Further,
on these λ2 − ν2 places, 2 appears μ2 − ν2 times. Hence there are exactly
(
λ2−ν2
μ2−ν2
)
different s that
satisfy the above conditions. Thus
ξν,μξμ,λ(vl(λ)) =
(
λ2 − ν2
μ2 − ν2
) ∑
t∈ν: tl(λ)
vt =
(
λ2 − ν2
μ2 − ν2
)
ξν,λ(vl(λ)). 
We will need the following well-known result.
Proposition 23. Let r, s ∈ N and r  s. Write
r =
∞∑
k=0
rkp
k, s =
∞∑
k=0
skp
k,
where 0 rk, sk  p − 1. Then
(
r
s
)
≡
(
r0
s0
)(
r1
s1
)(
r2
s2
)
· · · (mod p).
Here
(
rk
)= 0 if rk < sk .sk
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(x + 1)r ≡ (x + 1)r0(xp + 1)r1(xp2 + 1)r2 · · · (mod p).
Now compare coefficients of xs on both sides. 
Proposition 24. The set
{
ξλ,μ : λ2 −μ2 is a power of p
}
generates S+(2, r).
Proof. From Corollary 16 we know that the set
{
ξρ,ν : ν  ρ
}
is a basis for S+(2, r). We shall
show that each ξρ,ν is a product of elements from
{
ξλ,μ : λ2 −μ2 is a power of p
}
. Suppose
ρ2 − ν2 = r0 + r1p + r2p2 + · · · + rkpk
with 0 ri  p − 1. Let us denote sj =∑ji=0 ripi . By Lemma 22 and Proposition 23 we have
ξRsj+1 ν,Rsj νξRsj ν,ν =
(
ν2 − (Rsj+1 ν)2
ν2 − (Rsj ν)2
)
ξRsj+1 ν,ν =
(
sj+1
sj
)
ξRsj+1 ν,ν
=
(
r0
r0
)
· · ·
(
rj
rj
)(
rj+1
0
)
ξRsj+1 ν,ν = ξRsj+1 ν,ν .
By recursion, we get
ξρ,ν = ξρ,Rsk νξRsk ν,Rsk−1 ν · · · ξRs0 ν,ν .
This reduces the problem to the case ρ2 −ν2 = rpk with 0 r  p−1. We have for 1 t  p−2
by Lemma 22 and Proposition 23
ξR(t+1)pk ν,Rtpk νξRtpk ν,ν =
(
(t + 1)pk
tpk
)
ξR(t+1)pk ν,ν = (t + 1)ξR(t+1)pk ν,Rtpk ν .
Therefore, by induction,
r!ξRrpk ν,ν = ξRrpk ν,R(r−1)pk νξR(r−1)pk ν,R(r−2)pk ν . . . ξRpk ν,ν .
Since for 0 r  p − 1 the number r! is invertible in K , this completes the proof. 
In view of Lemma 22 and Proposition 24 we can consider S+(2, r) as a quiver algebra with
r + 1 points.
For example, S+(2,1) corresponds to the quiver
• •
(0,1) (1,0)
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• • •
(0,2) (1,1) (2,0)
with no relations if charK = 2 and to the quiver
• a
c
• b •
(0,2) (1,1) (2,0)
with the relation ba = 0 if charK = 2.
5.2. Some facts about modules over S+(2, r)
Let V be a module over the algebra S+(2, r). We denote by V (λ) the λ-weight subspace
ξλV of V . Since 1 = ∑λ∈Λ(2,r) ξλ, we have V = ⊕λ∈Λ(2,r) V (λ). Moreover, morphisms of
S+(2, r)-modules preserve weight subspaces. Therefore, a module over the algebra S+(2, r) can
be considered as a collection of spaces {V (λ) : λ ∈ Λ(2, r)} with maps
ξμ,λ :V (λ) → V (μ), μ λ,
such that ξν,μξμ,λ =
(
λ2−ν2
μ2−ν2
)
ξν,λ.
Let us denote by Supp(V ) the set {λ ∈ Λ(2, r) : V (λ) = 0}.
For the construction of a projective resolution of a simple module Kλ, we will need modules
intermediate between simple and projective ones.
Definition 25. We denote by Pλ,k the module over the algebra S+(2, r) with basis
{
vμ : μ λ,
pk | λ2 −μ2
}
, where vμ ∈ Pλ,k(μ) and the action of S+(2, r) is given by the formula
ξν,μvμ =
{(
λ2−ν2
μ2−ν2
)
vν, if pk divides μ2 − ν2,
0, otherwise.
Remark 26. To avoid ambiguity, we will sometimes denote vμ from Pλ,k by vμ,λ,k .
Let us show what the modules Pλ,k look like in the case r = 5 and p = 2. Recall that we can
consider the algebra S+(2,5) as a quiver algebra of the diagram
• a1
b1
c1
• a2
b2
c2
• a3
b3
• a4
b4
• a5 •
(0,5) (1,4) (2,3) (3,2) (4,1) (5,0)
with relations
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bi+2bi = 0 for 1 i  2,
ai+2bi = bi+1ai for 1 i  3,
a5c1 = c2a1.
The module P(0,4),0 ∼= P(0,4) has the form
• a1
b1
c1
•
b2
c2
• a3 • • a5 •
where bullets (•) denote the non-zero basis elements of P(0,4) and only non-zero maps are shown.
The module P(0,4),1 has the form
•
b1
c1
◦ • ◦ • ◦
where ◦ means that the corresponding weight space is trivial. The module P(0,4),2 is two-
dimensional and can be drawn as
•
c1
◦ ◦ ◦ • ◦ .
Lemma 27. The modules Pλ,k are well-defined.
Proof. We have to check that
(ξρ,νξν,μ)vμ = ξρ,ν(ξν,μvμ)
for all ρ, ν, μ ∈ Λ(2, r) such that ρ  ν  μ λ.
If μ2 − ρ2 is not divisible by pk then, by definition of the module structure, we get zero on
both sides of the equality.
If pk divides μ2 −ρ2 but μ2 −ν2 is not divisible by pk then by Lemma 22 and Proposition 23
we have
ξρ,ν(ξν,μvμ) = ξρ,ν0 = 0,
and
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(
μ2 − ρ2
μ2 − ν2
)
ξρ,μvμ
=
(
0
(μ2 − ν2)1
)
· · ·
(
0
(μ2 − ν2)k−1
)(
(μ2 − ρ2)k
(μ2 − ν2)k
)
· · · ξρ,μvμ
= 0,
since there exists at least one i  k − 1 such that (μ2 − ν2)i = 0.
If pk divides μ2 − ν2 and μ2 − ρ2, then by Lemma 22
(ξρ,νξν,μ)vμ =
(
μ2 − ρ2
μ2 − ν2
)(
λ2 − ρ2
μ2 − ρ2
)
vρ = (λ2 − ρ2)!
(μ2 − ν2)!(ν2 − ρ2)!(λ2 −μ2)!vρ
and
ξρ,ν(ξν,μvμ) =
(
λ2 − ν2
λ2 −μ2
)(
λ2 − ρ2
λ2 − ν2
)
vρ = (λ2 − ρ2)!
(μ2 − ν2)!(λ2 −μ2)!(ν2 − ρ2)!vρ. 
Lemma 28. Let λ ∈ Λ(2, r). Then Pλ,k is a cyclic indecomposable module with generator vλ.
Proof. Let μ λ and pk | λ2 −μ2. Then by definition of the S+(2, r)-module structure on Pλ,k
ξμ,λvλ =
(
λ2 −μ2
λ2 −μ2
)
vμ = vμ.
Furthermore, radPλ,k has basis
{
Jvμ : μ> λ, λ2 −μ2 ∈ pkZ
}
. Therefore Pλ,k/ radPλ,k is one-
dimensional and thus Pλ,k is indecomposable. 
Remark 29. It follows from the definition that Pλ,m ∼= Kλ for pm > λ2 and from Proposition 17
that Pλ,0 ∼= Pλ.
Let us denote by Ann(vμ,λ,k) the annihilator of vμ,λ,k ∈ Pλ,k(μ). Then for any ν = μ we have
Ann(vμ,λ,k)ξν = S+(2, r)ξν . Denote Ann(vμ,λ,k)ξμ by ann(vμ,λ,k).
Remark 30. Let λ ∈ Λ(2, r) and l  0. Since the module Pλ,l is cyclic with generator vλ,l , we
have a 1–1 correspondence between the set of S+(2, r)-maps from Pλ,l to an S+(2, r)-module
M and the set of elements m in M such that
Ann(vλ,l) ⊂ Ann(m)
or, equivalently, the set of elements m in M(λ) such that
ann(vλ,k) ⊂ ann(m) = Ann(m)ξλ.
Proposition 31. Let λ, μ ∈ Λ(2, r) and μ λ. Then
ann(vμ,λ,k) =
{
ξνμ : μ2 − ν2 /∈ pkZ
}∪ {ξνμ :
(
λ2 − ν2) ∈ pZ}.
μ2 − ν2
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ann(vμ,μ,k) =
{
ξνμ : μ2 − ν2 /∈ pkZ
}
.
Proof. This follows from the definition of the module structure on Pλ,k . 
Proposition 32. Let λ, μ ∈ Λ(2, r) and μ λ. Suppose l  k. Then
ann(vμ,μ,k) ⊂ ann(vμ,λ,l).
Proof. Let ξνμ ∈ ann(vμ,μ,k). Then μ2 − ν2 /∈ pkZ. Since plZ ⊂ pkZ we have μ2 − ν2 /∈ plZ,
that is, ξνμ ∈ ann(vμ,λ,l). 
It follows from Proposition 32 and Remark 29 that the map
Φ
μ,k
λ,l :Pμ,k → Pλ,l,
vν,μ,k → ξν,μvμ,λ,k
for μ λ, l  k, is a well-defined map of S+(2, r)-modules.
Proposition 33. Let λ,μ ∈ Λ(2, r) and μ λ. Suppose l  k and λ2 −μ2 + pl ∈ pkZ. Then
ann(vμ,μ,k) = ann(vμ,λ,l).
Proof. The inclusion ann(vμ,λ,l) ⊂ ann(vμ,μ,k) is proved in the same fashion as Proposition 32.
For the reverse inclusion, let ξνμ ∈ ann(vμ,μ,k). By Proposition 31 we have μ2 − ν2 /∈ pkZ. If,
furthermore, μ2 − ν2 /∈ plZ then ξνμ ∈ ann(vμ,λ,l). Thus, we only have to consider the case
μ2 − ν2 ∈ plZ \ pkZ. We can write μ2 − ν2 in the form r0pl + r1pk with 1  r0  pk−l − 1.
Note that λ2 − μ2 = spk − pl for some s and hence λ2 − ν2 = (r0 − 1)pl + (r1 + s)pk . From
Proposition 23 we obtain
(
λ2 − ν2
λ2 −μ2
)
≡
(
r0 − 1
pk−l − 1
)(
r1 + s
s
)
≡ 0 (mod p),
since r0 − 1 <pk−l − 1. Therefore ξν,μ ∈ ann(vμ,λ,l), as required. 
It follows from Proposition 33 and Remark 29 that the map
Ψ
μ,k
λ,l :Pμ,k → Pλ,l,
vν,μ,k → ξν,μvμ,λ,k
is a well-defined inclusion of S+(2, r)-modules for l  k and μ  λ such that λ2 − μ2 + pl ∈
pkZ.
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We denote by Nω the set of all sequences of natural numbers with only finitely many non-zero
terms. Denote by ei ∈ Nω the sequence with 1 in the ith place and zero elsewhere. We identify
N
k with the subsemigroup of Nω generated by e1, e2, . . . , ek . Define the map | · | :Nω → N by
the rule
∣∣(n1, . . . , nk)∣∣= k∑
i=1
ni,
and the map f :Nω → N by the rule
f (n1, . . . , nk) =
∑
i1
(
p
[
ni
2
]
+ ε(ni)
)
pi−1,
where ε(n) = 0 for n even and ε(n) = 1 for n odd. Note, that we denote by [ ] the floor function,
that is for α ∈ R the number [α] is an integer such that
0 α − [α] < 1.
We give some values of f on N2 in Table 1. We shall construct a projective resolution of the
module Pλ,k as a total complex of a multiple complex parametrised by Nk , in which the module
PRf (n) λ lies at the node n ∈ Nk . In particular, for k  logp(λ2) we get a projective resolution of
the module Kλ.
Theorem 34. Let λ ∈ Λ(2, r). Then the module Pλ,k over S+(2, r) has a minimal projective
resolution of the form
· · · → Cs(λ, k) ds−→ · · · d2−→ C1(λ, k) d1−→ C0(λ, k) → Pλ,k → 0,
where
Cs(λ, k) =
⊕
n∈Nk : |n|=s, f (n)λ2
PRf (n) λ
Table 1
Values of f on N2
n2 n1 0 1 2 3 4 5
0 0 1 p p + 1 2p 2p + 1
1 p p + 1 2p 2p + 1 3p 3p + 1
2 p2 p2 + 1 p2 + p p2 + p + 1 p2 + 2p p2 + 2p + 1
3 p2 + p p2 + p + 1 p2 + 2p p2 + 2p + 1 p2 + 3p p2 + 3p + 1
4 2p2 2p2 + 1 2p2 + p 2p2 + p + 1 2p2 + 2p + 1 2p2 + 3p
5 2p2 + p 2p2 + p + 1 2p2 + 2p 2p2 + 2p + 1 2p2 + 3p 2p2 + 3p + 1
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ds|PRf (n) λ =
k∑
i=1
(−1)n1+···+ni−1∂i,n,
where
∂i,n = ΦRf (n) λ,0Rf (n−ei ) λ,0 :PRf (n) λ → PRf (n−ei ) λ.
Before we prove the theorem, we give some examples for small λ. Let p = 2 and λ = (0,8).
We collect in the following table values of n ∈ N4 such that f (n) 8:
n |n| f (n)
0 0 0 0 0 0
1 0 0 0 1 1
0 1 0 0 1 2
0 0 1 0 1 4
0 0 0 1 1 8
2 0 0 0 2 2
1 1 0 0 2 3
0 2 0 0 2 4
1 0 1 0 2 5
n |n| f (n)
0 1 1 0 2 6
0 0 2 0 2 8
3 0 0 0 3 3
2 1 0 0 3 4
1 2 0 0 3 5
0 3 0 0 3 6
2 0 1 0 3 6
1 1 1 0 3 7
0 2 1 0 3 8
n |n| f (n)
4 0 0 0 4 4
3 1 0 0 4 5
2 2 0 0 4 6
1 3 0 0 4 7
0 4 0 0 4 8
3 0 1 0 4 7
2 1 1 0 4 8
5 0 0 0 5 5
4 1 0 0 5 6
n |n| f (n)
3 2 0 0 5 7
2 3 0 0 5 8
4 0 1 0 5 8
6 0 0 0 6 6
5 1 0 0 6 7
4 2 0 0 6 8
7 0 0 0 7 7
6 1 0 0 7 8
8 0 0 0 8 8
Thus the resolution from Theorem 34 of the module P(0,8),4 ∼= K(0,8) looks like
0 → P(8,0) → P(8,0) ⊕ P(7,1) → P(8,0) ⊕ P(7,1) ⊕ P(6,2)
→ P(8,0) ⊕ P(8,0) ⊕ P(7,1) ⊕ P(6,2) ⊕ P(5,3)
→ P(8,0) ⊕ P(7,1) ⊕ P(8,0) ⊕ P(7,1) ⊕ P(6,2) ⊕ P(5,3) ⊕ P(4,4)
→ P(8,0) ⊕ P(7,1) ⊕ P(6,2) ⊕ P(6,2) ⊕ P(5,3) ⊕ P(4,4) ⊕ P(3,5)
→ P(8,0) ⊕ P(6,2) ⊕ P(5,3) ⊕ P(4,4) ⊕ P(3,5) ⊕ P(2,6)
→ P(8,0) ⊕ P(4,4) ⊕ P(2,6) ⊕ P(1,7) → K(0,8) → 0.
Let p = 3 and λ = (0,10). Then we have the following n ∈ N3 such that f (n) 10:
n |n| f (n)
0 0 0 0 0
1 0 0 1 1
0 1 0 1 3
0 0 1 1 9
n |n| f (n)
2 0 0 2 3
1 1 0 2 4
0 2 0 2 9
1 0 1 2 10
n |n| f (n)
3 0 0 3 4
2 1 0 3 6
1 2 0 3 10
n |n| f (n)
4 0 0 4 6
3 1 0 4 7
5 0 0 5 7
4 1 0 5 9
n |n| f (n)
6 0 0 6 9
5 1 0 6 10
7 0 0 7 10
The corresponding resolution of the module P(0,10),3 ∼= K(0,10) has the form
0 → P(10,0) → P(10,0) ⊕ P(9,1) → P(9,1) ⊕ P(7,3) → P(7,3) ⊕ P(6,4)
→ P(10,0) ⊕ P(6,4) ⊕ P(4,6) → P(10,0) ⊕ P(9,1) ⊕ P(4,6) ⊕ P(3,7)
→ P(9,1) ⊕ P(3,7) ⊕ P(1,9) → P(0,10) → K(0,10) → 0.
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Lemma 35. Let λ ∈ Λ(2, r) and k  1. Denote Rpkλ by μ and Rpk+1λ by ν. Then there is an
exact sequence
0 → Pν,k+1 η−→ Pμ,k ϕ−→ Pλ,k π−→ Pλ,k+1 → 0,
where π = Φλ,kλ,k+1, ϕ = Φμ,kλ,k and η = Ψ ν,k+1μ,k .
Proof. The map π is surjective since Pλ,k+1 is a cyclic module generated by the vector
vλ,λ,k+1 = π(vλ,λ,k). Moreover, notice that π ◦ ϕ = 0 since μ /∈ Supp(Pλ,k+1) and therefore
πϕ(vμ,μ,k) = 0. Thus Imϕ ⊂ Kerπ . We now show that Kerπ ⊂ Imϕ.
The kernel of π has basis
{
vρ,λ,k : λ2 − ρ2 ∈ pkZ \ pk+1Z
}
. Let vρ,λ,k be an element of this
basis. We can write λ2 − ρ2 in the form r0pk + r1pk+1, where 1 r0  p − 1. By definition of
the map ϕ we get
ϕ(vρ,μ,k) = ξρ,μvμ,λ,k =
(
λ2 − ρ2
λ2 −μ2
)
vρ,λ,k =
(
r0pk + r1pk+1
pk
)
vρ,λ,k
=
(
r0
1
)(
r1
0
)
vρ,λ,k = r0vρ,λ,k.
Hence ϕ(r−10 vρ,μ,k) = vρ,λ,k and vρ,λ,k ∈ Imϕ. We also obtain that{
vρ,μ,k : λ2 − ρ2 ∈ pk+1Z, ρ > μ
}= {vρ,μ,k : μ2 + pk − ρ2 ∈ pk+1Z, ρ > μ}
is a basis for Kerϕ. Let vρ,μ,k be an element of this basis. Then we can write μ2 −ρ2 in the form
(p − 1)pk + rpk+1, where r  0. Therefore, by definition of the map η,
η(vρ,ν,k+1) = ξρ,νvν,μ,k =
(
μ2 − ρ2
μ2 − ν2
)
vρ,μ,k =
(
(p − 1)pk + rpk+1
(p − 1)pk
)
vρ,μ,k
=
(
p − 1
p − 1
)(
r
0
)
vρ,μ,k = vρ,μ,k,
that is, vρ,μ,k ∈ Imη and so Kerϕ ⊂ Imη. Now
ϕ ◦ η(vν,ν,k+1) = ξν,μϕ(vμ,μ,k) = ξν,μξμ,λvλ,λ,k =
(
pk+1
pk
)
vλ,λ,k = 0,
so Imη ⊂ Kerϕ. The injectivity of the map η follows from Proposition 33. This concludes the
proof of the lemma. 
Corollary 36. Every module Pλ,k+1 has a “k-resolution”
· · · → PRf (m)pk λ,k → ·· · → PRf (1)pk λ,k → Pλ,k → Pλ,k+1 → 0.
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sequences. 
Corollary 37. For the S+(2, r)-module Pλ,1, the resolution
· · · → PRf (m) λ dm−→ · · · d2−→ PRf (1) λ d1−→ Pλ → Pλ,1 → 0
is a minimal projective resolution.
Proof. The minimality of the constructed resolution follows from the fact that Imdm does not
contain vRf (m−1) , since every element of SuppPRf (m) λ is strictly greater than Rf (m−1) λ, that is,
Imdm ⊂ radPRf (m) λ. 
Proof of Theorem 34. First, we have to check that all sequences
· · · → Cs(λ, k) ds−→ · · · d2−→ C1(λ, k) d1−→ C0(λ, k) → Pλ,k → 0
are well-defined chain complexes, that is, ds−1 ◦ ds = 0. In view of the definition of ds , it is
enough to check the equalities
∂j,n−ei ◦ ∂i,n = ∂i,n−ej ◦ ∂j,n :PRf (n)λ → PRf (n−ei−ej )λ
for all n ∈ Nk and all i, j such that 1  i, j  k. Since PRf (n)λ is cyclic, we will check the
above equality only on the generating vector vμ,μ,0, where μ = Rf (n)λ. Let ν = Rf (n−ei )λ,
κ = Rf (n−ej )λ and θ = Rf (n−ei−ej )λ. Define γ :N → N by the rule
γ (n) =
{
1, if n is odd,
p − 1, if n is even.
Then
ν2 −μ2 = f (n)− f (n− ei)
=
(
p
([
ni
2
]
−
[
ni − 1
2
])
+ (ni)− (ni − 1)
)
pi
=
{
pi, if ni is odd,
(p − 1)pi, if ni is even
}
= γ (ni)pi.
Analogously,
κ2 −μ2 = θ2 − ν2 = γ (nj )pj and θ2 − κ2 = γ (ni)pi.
We have
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=
(
θ2 −μ2
θ2 − ν2
)
vμ,θ,0 =
(
γ (nj )p
j + γ (ni)pi
γ (nj )pj
)
vμ,θ,0
=
(
γ (ni)
0
)(
γ (nj )
γ (nj )
)
vμ,θ,0 = vμ,θ,0
and
∂i,n−ej ◦ ∂j,n(vμ,μ) = ∂i,n−ej (ξμ,μvμ,θ,0) = ξμ,κvκ,θ,0
=
(
θ2 −μ2
θ2 − κ2
)
vμ,θ,0 =
(
γ (ni)p
i + γ (nj )pj
γ (ni)pi
)
vμ,θ,0
=
(
γ (ni)
γ (ni)
)(
γ (nj )
0
)
vμ,θ,0 = vμ,θ,0.
Now we prove that the complexes (C(λ, k), d) are resolutions of Pλ,k by induction on k.
Base of induction. The required claim for k = 1 is proved in Corollary 37.
Inductive step. Suppose we have proved that the complexes (C(μ, k), d) are resolutions of
Pμ,k for all k  m and all μ ∈ Λ(2, r). Let us show that the complex (C(λ,m + 1), d) is a
resolution of Pλ,m+1. We consider (C(λ,m+ 1), d) as a double complex K•,• with
Ks,t =
⊕
n∈Nm: |n|=s
PRf (n)Rf (t)pmλ = Cs
(
Rf (t)p
m
λ,m
)
.
Then, by the inductive hypothesis, we have
Hd0s (K•,t ) = 0 for s > 0 and Hd00 (K•,t ) ∼= PRf (t)pm λ,m.
Moreover, the differential d1 :PRf (t)pm λ,m → PRf (t−1)pm λ,m coincides, up to sign, with the differ-
ential from Corollary 36. Applying Corollary 36 and Theorem 20 we get
Ht (K) ∼= Hd1t Hd00,•(K•,•) ∼= Hd1t (PRf (t)pm λ,m) ∼=
{
0, if t > 0,
Pλ,m+1, if t = 0.
Therefore (C(λ,m+ 1), d) is a projective resolution of Pλ,m+1. Its minimality follows from the
fact that Imdj ⊂ radCj−1, for all j  1. 
Corollary 38. Let λ ∈ Λ(2, r). Then the projective dimension of Kλ equals 2
[
λ2
p
]
+τ(λ2), where
τ(t) =
{
0, t ∈ pZ,
1, t /∈ pZ.
Proof. It follows from Theorem 34 that pdimKλ = max
{|n| : f (n) λ2, n ∈ Nk}, where
pk  λ2. From the definition of the maps f and | · | it follows that if |n| = |m| and n  m,
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Therefore pdimKλ = max
{
n1:
[
n1
2
]
p + ε(n1) λ2
}= 2[λ2
p
]
+ τ(λ2). 
Corollary 39. The global dimension of S+(2, r) is 2
[
r
p
]
+ τ(r).
Proof. We have
gdim
(
S+(2, r)
)= max{pdimKλ : λ ∈ Λ(2, r)}
= pdimK0,r = 2
[
r
p
]
+ τ(r). 
5.4. Projective resolutions of Weyl modules over S(2, r)
In this section we construct a projective resolution, of minimal possible length, of the Weyl
module V λ for each λ ∈ Λ(2, r)+, such that λ1 − λ2 + 1 /∈ pZ. The idea is as follows. We
apply the induction functor S(2, r) ⊗S+(2,r) (−) to the projective resolution of Kλ from Theo-
rem 34. By [13, Theorem 5.1], this gives a projective resolution of the Weyl module V λ (for
any λ ∈ Λ+(2, r)). The problem is that this resolution can have length greater than the projective
dimension of the module V λ. Therefore, we have to modify the resulting resolutions. We are able
to do this in the case λ1 − λ2 + 1 /∈ pZ.
We denote by L(μ) the simple module with highest weight μ ∈ Λ+(2, r) over the Schur
algebra S(2, r). Recall, that the projective dimension of V λ is the maximal integer j such that
there is μ ∈ Λ+(2, r) such that the extension group ExtjS(2,r)(V λ,L(μ)) is non-trivial. It is clear
that ExtjS(2,r)(V
(λ),L(μ)) = 0 is possible only if λ and μ are in the same block of the algebra
S(2, r). Denote by δ(λ) the maximal integer δ such that λ1 − λ2 + 1 ∈ pδZ.
Theorem 40. Two weights λ,μ ∈ Λ+(2, r) are in the same block of the Schur algebra S(2, r) if
and only if
(1) δ(λ) = δ(μ);
(2) either λ1 −μ1 ∈ pδ(λ)+1Z or λ1 −μ2 + 1 ∈ pδ(λ)+1Z.
Proof. This result is a direct consequence of [2, Corollary, p. 417] and [5, 7.2.(3)]. 
For λ ∈ Λ+(2, r) denote by d(λ) the integer
[
λ1−λ2
p
]
.
Theorem 41. Let λ ∈ Λ+(2, r) be such that λ1 − λ2 + 1 /∈ pZ, and let μ ∈ Λ+(2, r). Then
(1) if μ< λ, then for all j  0, the group ExtjS(2,r)(V λ,L(μ)) is trivial;
(2) if μ  λ and μ lies in the same block as λ, then Extd(μ)−d(λ)S(2,r) (V λ,L(μ)) ∼= k and
ExtjS(2,r)(V
λ,L(μ)) = 0 for all j > d(μ)− d(λ).
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phism
ExtjS(2,r)(M,N) ∼= ExtjGL2(k)(M,N),
where GL2(k) is the general linear group of rank 2. Now, the first part of the theorem follows
from [5, Proposition 6.20]. The second part of the theorem is a reformulation of [8, Lemma 2.1]
and [8, Theorem 2.4]. See also [7, Lemmas 3.5, 5.1] for the notation. 
Let λ ∈ Λ+(2, r). Denote by ri the residue of λi modulo p. Define the function
T :Λ+(2, r) → {0,1} by
T (λ) =
{
0, r2 < r1 + 1 and r1 = p − 1,
1, r2 > r1 + 1 or r1 = p − 1.
Corollary 42. Let λ ∈ Λ+(2, r) and λ1 −λ2 +1 /∈ pZ. Then the projective dimension of the Weyl
module V λ is 2
[
λ2
p
]
+ T (λ).
Proof. In oder to determine the projective dimension of the Weyl module V λ we have to de-
termine the maximal integer j such that there is μ ∈ Λ+(2, r) such that Extj (V λ,L(μ)) = 0.
It follows from Theorem 41, that for a given μ from the block of λ, such integer is equal to
d(μ)− d(λ). Since d is an increasing function of μ, we have to find the maximal μ in the block
of λ. Let qi = [λip ]. It is easy to check that
μ =
{
((q1 + q2 + 1)p + r2 − 1,0), if r1 = p − 1,
((q1 + q2)p + r2 − 1, r1 + 1), if r2 > r1 + 1,
((q1 + q2)p + r1, r2), if r2 < r1 + 1 and r1 = p − 1.
Note that r2 = r1 + 1 is impossible, since λ1 − λ2 + 1 /∈ pZ. If r1 = p − 1, then r2 = 0 and
pdimV λ = d(μ)− d(λ) =
[
(q1 + q2 + 1)p + r2 − 1
p
]
−
[
(q1 − q2)p + r1 − r2
p
]
= q1 + q2 + 1 − (q1 − q2) = 2q2 + 1 = 2
[
λ2
p
]
+ T (λ).
If r2 > r1 + 1, then r2 − r1 − 2 0, r1 − r2 −1 and
pdimV λ = d(μ)− d(λ) =
[
(q1 + q2)p + r2 − r1 − 2
p
]
−
[
(q1 − q2)p + r1 − r2
p
]
= q1 + q2 − (q1 − q2 − 1) = 2q2 + 1 = 2
[
λ2
p
]
+ T (λ).
If r2 < r1 + 1 and r1 = p − 1, then r1 − r2  0 and
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[
(q1 + q2)p + r1 − r2
p
]
−
[
(q1 − q2)p + r1 − r2
p
]
= q1 + q2 − (q1 − q2) = 2q2 = 2
[
λ2
p
]
+ T (λ). 
Corollary 43. Let λ ∈ Λ+(2, r) and λ1 − λ2 + 1 /∈ pZ. If r2 = 0 or r1 = p − 1 or r2 > r1 + 1,
then pdimV λ = pdimKλ.
Proof. If r2 = 0, then τ(λ2) = 0 = T (λ). If r1 = p − 1 then r2 = 0, since λ1 − λ2 + 1 /∈ pZ.
Therefore τ(λ2) = 1 = T (λ). If r2 > r1 + 1 then again r2 = 0 and τ(λ2) = 1 = T (λ). In all these
cases it follows from Corollaries 39 and 42 that
pdimV λ = 2
[
λ2
p
]
+ T (λ) = 2
[
λ2
p
]
+ τ(λ2) = pdimKλ. 
Remark 44. If λ ∈ Λ+(2, r) satisfies the conditions of Corollary 43, then the projective reso-
lution of the Weyl module V λ induced from the minimal projective resolution of the S+(2, r)-
module Kλ has minimal possible length.
Remark 45. If p = 2, then the conditions of Corollary 43 are satisfied for all λ ∈ Λ+(2, r) such
that λ1 − λ2 + 1 /∈ pZ.
Corollary 46. Let λ ∈ Λ+(2, r). Suppose that 0  λ2  p − 1. Denote by r1 the residue of λ1
modulo p. If r1 +1 > λ2 and r1 = p−1, then the Weyl module V λ is a projective S(2, r)-module.
Proof. By Corollary 42 we have
pdimV λ = 2
[
r2
p
]
+ T (λ) = 2
[
λ2
p
]
+ T (λ) = 2 · 0 + 0 = 0. 
Corollary 47. Let λ ∈ Λ+(2, r) and 1 λ2  p − 1. Then there is an exact sequence of S(2, r)-
modules
0 → S(2, r)ξRλ → S(2, r)ξλ → V λ → 0.
Proof. This is a sequence obtained by applying the functor S(2, r)⊗S+(2,r) (−) to the projective
resolution of the S+(2, r)-module Kλ:
0 → PRλ → Pλ → Kλ → 0.
The resulting sequence is exact by [13, Theorem 5.1]. 
Proposition 48. Let λ ∈ Λ+(2, r). Suppose λ1 − λ2 + 1 /∈ pZ, r2 = 0, r1 = p − 1 and r1 + 1 >
r2. Denote by μ the partition
(
λ1 +
[
λ2
p
]
p, r2
)
. Then the Weyl module V λ has a projective
resolution of length 2
[
λ2
p
]
of the form
· · · → Cs(λ, k) ds−→ · · · d2−→ C1(λ, k) d1−→ C0(λ, k) → V λ → 0,
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Cs(λ, k) =
⊕
n∈Nk : |n|=s, f (n)λ2
S(2, r)ξRf (n) λ, for s  2
[
λ2
p
]
− 1,
C2
[
λ2
p
] = V μ ⊕ S(2, r)ξRμ.
Proof. The resolution induced from the resolution of the S+(2, r)-module Kλ constructed in
Theorem 34 has the required form, except that
S(2, r)⊗S+(2,r) C2[ λ2
p
] = S(2, r)ξμ ⊕ S(2, r)ξRμ
and
S(2, r)⊗S+(2,r) C2[ λ2
p
]
+1 = S(2, r)ξRμ.
By Corollary 47 the cokernel of the map S(2, r)ξRμ → S(2, r)ξμ is isomorphic to the Weyl
module V μ. Since μ satisfies the conditions of Corollary 46, the module V μ is projective. 
6. Projective resolutions for S+(3, r)
6.1. First reduction
We shall need the following technical lemma.
Lemma 49. Let λ ∈ Λ(3, r), 1 s < t  3, and k + l  λt . Then
ξAkstA
l
st l(λ),A
l
st l(λ)
ξAlst l(λ),l(λ)
=
(
k + l
k
)
ξ
Ak+lst l(λ),l(λ)
.
Proof. The proof is analogous to the proof of Lemma 22. 
Recall that by Proposition 16, the algebra S+(3, r) has basis
{
ξi,l(λ) : λ ∈ Λ(3, r), i ∈ I (λ)
}
.
Let λ = (λ1, λ2, λ3) and i ∈ I (λ), that is, i  l(λ) and T λi is row semi-standard. Then T λi has the
form
1 . . . . . . . . . . . . . . . . . . 1
1 . . . . . . 1 2 . . . 2
1 . . . 1 2 . . . 2 3 . . . 3
.
Let μ12 be the number of occurrences of 1 in the second row of T λi , μ13 the number of occur-
rences of 1 in the third row, and μ23 the number of occurrences of 2 in the third row. Recall that
for a multi-index j we denote by Astj the multi-index obtained from j by replacing the first
occurrence of t by s. Then i = Aμ23Aμ13Aμ12 l(λ).23 13 12
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ξi,l(λ) = ξi,j ξj,l(λ).
Proof. We use Proposition 11 for the proof. We have
l(λ) = (1λ1,2λ2,3λ3),
j = Aμ1212 l(λ) =
(
1λ1+μ12,2λ2−μ12,3λ3
)
,
i = Aμ2323 Aμ1313 j =
(
1λ1+μ12,2λ2−μ12,1μ13,2μ23,3λ3−μ13−μ23
)
.
Thus
Gj ∼= Σλ1+μ12 ×Σλ2−μ12 ×Σλ3,
Gi,j ∼= Σλ1+μ12 ×Σλ2−μ12 × (Σμ12 ×Σμ23 ×Σλ3−μ13−μ23),
Gj,l(λ) ∼= (Σλ1 ×Σμ12)×Σλ2−μ12 ×Σλ3 .
We claim that Gj = Gi,jGj,l(λ). In fact, suppose (σ1, σ2, σ3) ∈ Gj . Then (σ1, σ2, σ3) =
(σ1, σ2, e)(e, e, σ3) and (σ1, σ2, e) ∈ Gi,j , (e, e, σ3) ∈ Gj,l(j).
Moreover,
Gi,j,l(λ) ∼= (Σλ1 ×Σμ12)×Σλ2−μ12 × (Σμ12 ×Σμ23 ×Σλ3−μ13−μ23),
Gi,l(λ) ∼= (Σλ1 ×Σμ12)×Σλ2−μ12 × (Σμ12 ×Σμ23 ×Σλ3−μ13−μ23),
that is, [Gi,j,l(λ) : Gi,l(λ)] = 1 and by Proposition 11,
ξi,l(λ) = ξi,j ξj,l(λ). 
Corollary 51. Let λ ∈ Λ(3, r). Denote by vλ a generator of the projective S+(3, r)-module Pλ.
Then Pλ has basis{
ξ
A
μ23
23 A
μ13
13 A
μ12
12 l(λ),A
μ12
12 l(λ)
ξ
A
μ12
12 l(λ),l(λ)
vλ : μ12  λ2, μ13 +μ23  λ3
}
.
Proof. This follows from Proposition 17 and Lemma 50. 
We denote by v(μ23,μ13,μ12),λ the element ξAμ2323 A
μ13
13 A
μ12
12 l(λ),A
μ12
12 l(λ)
ξ
A
μ12
12 l(λ),l(λ)
vλ of Pλ. For
any S+(3, r)-module M , the map from M(λ) to HomS+(3,r)(Pλ,M) given by the formula
m → (Θλm : ξj,l(λ)vλ → ξj,l(λ)m)
is an isomorphism since Pλ is generated by vλ and Ann(vλ) =⊕μ =λ S+(n, r)ξμ.
Definition 52. An N-sequence M• of S+(3, r)-modules is a collection {Mi : i ∈ N} of S+(3, r)-
modules together with S+(3, r)-maps di :Mi → Mi−1.
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· · · → Ds(λ) ds−→ · · · d2−→ D1(λ) d1−→ D0(λ) → 0,
where
Ds(λ) =
⊕
n∈Nω: |n|=s
PRf (n)1,2 λ
and
ds |P
Rf (n)1,2 λ
=
k∑
i=1
(−1)n1+···+ni−1∂i,n,
where
∂i,n = ΘR
f (n)
1,2 λ
v
(γ (ni )p
i ,0,0),Rf (n−ei )1,2 λ
:PRf (n)1,2 λ
→ P
Rf (n−ei )1,2 λ
.
Then D• is a complex. It is exact at all terms except the zero term. The S+(3, r)-module Qλ :=
H0(D•) has basis {ξAm2,3Al1,3l(λ),l(λ)wλ: m+ l  λ3}, where wλ is the image of vλ.
Proof. Notice that all maps in the above sequence are homomorphisms of S+(3, r)-modules.
Let ν = Rs12 λ for some s  0. For each pair (μ23,μ13) such that μ23 + μ13  λ3 = ν3 we
denote by Pν(μ23,μ13) the subspace of Pν with basis{
ξ
A
μ23
23 A
μ13
13 A
μ12
12 ν,A
μ12
12 ν
ξ
A
μ12
12 ν,ν
vν : μ12  ν2
}
.
Then Pν ∼=⊕μ23+μ13λ3 Pν(μ23,μ13). We say that the elements of Pν(μ23,μ13) have degree
(μ23,μ13). It follows from Lemma 49 that the maps ∂i,n preserve degree. Therefore the N-
sequence D• decomposes into the direct sum of N-sequences D•(μ23,μ13) for μ23 +μ13  λ3.
Let λ′ = (λ1, λ2) ∈ Λ(2, r − λ3). Define ϕ•(μ23,μ13) :D•(μ23,μ13) → C•(λ′) by the rule
ϕs(μ23,μ13)|Pν(μ23,μ13) : Pν(μ23,μ13) → Pν′
v
(μ23,μ13,μ12),R
f (n)
12 λ
→ v(λ1+μ12,λ2−μ12),Rf (n) λ′ .
By Proposition 17 and Corollary 51, all the maps ϕs(μ23,μ13) are isomorphisms of vector
spaces. Moreover, from Lemmas 49 and 22 it follows that they commute with the ∂i,n. Thus
the N-sequence D•(μ23,μ13) is isomorphic to a chain complex of vector spaces C•(λ′). This
shows that D• is a complex and that
Hs(D•) ∼=
{0, if s > 0,⊕
(μ23,μ13): μ23+μ13λ3 H0(C•(λ
′)), if s = 0.
By Theorem 34 we have H0(C•(λ′)) ∼= Kλ′ and the space H0(C•(λ′)) is generated by the
image of vλ′,λ′ . This means that H0(D•) has a basis consisting of the images w(μ23,μ13),λ =
ξ
A
μ23A
μ13 l(λ),l(λ)wλ of the vectors v(μ23,μ13,0),λ = ξAμ23Aμ13 l(λ),l(λ)vλ. 2,3 1,3 2,3 1,3
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For each λ, the module Qλ is a quotient of Pλ. Let πλ :Pλ → Qλ be the natural projection.
Then the kernel of πλ has basis{
v(μ23,μ13,μ12),λ : 1 μ12  λ2, μ23 +μ13  λ3
}
or, in other words,
ann(wλ) = Ann(wλ)∩ S+(3, r)ξλ
=
〈
ξ
A
μ23
23 A
μ13
13 A
μ12
12 l(λ),A
μ12
12 l(λ)
ξ
A
μ12
12 l(λ),l(λ)
: 1 μ12  λ2, μ23 +μ13  λ3
〉
.
In particular, ann(wλ) is generated by the elements ξAt12l(λ),l(λ) for t  1 as a left ideal in S
+(3, r).
Proposition 54. Let i = As13l(λ) = (1λ1 ,2λ2,1s ,3λ3−s) and ν = Rs13 λ = (λ1 + s, λ2, λ3 − s).
Define the map Ξνλ :Qν → Qλ by the rule
ξj,l(ν)wν → ξj,l(ν)ξi,l(λ)wλ.
Then Ξνλ is a well-defined map of S+(3, r)-modules.
Before giving the proof, we introduce one more notation. Let λ ∈ Λ(n, r) and σ ∈ Σn. We
denote by [λ,σ ] the element of Σr such that if
k−1∑
j=1
λj < i 
k∑
j=1
λj ,
then
[λ,σ ](i) =
σ(k)−1∑
j=1
λσ(j) + i −
k−1∑
j=1
λj .
For example,
[
(2,2), (12)
]= ( 1 2 3 43 4 1 2
)
and
[
(1,2,3), (13)
]= ( 1 2 3 4 5 64 5 6 2 3 1
)
.
Proof. We have to check that
ann(wν) ⊂ ann(ξi,l(λ)wλ).
Since ann(wν) is generated by the elements ξAt12l(ν),l(ν), t  1, it is enough to show that
ξAt12l(ν),l(ν)
ξi,l(λ)wλ = 0
for all t  1. Let σ = [(λ1, λ2, s, λ3 − s), (23)]. Then
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At12i
)
σ = (1λ1+t ,2λ2−t ,1s ,3λ3−s)σ = (1λ1+s+t ,2λ2−t ,3λ3−s)= At12l(ν),
and therefore
ξAt12l(ν),l(ν)
= ξ(At12l(ν))σ,l(ν)σ = ξAt12i,i .
We shall prove in Lemma 55 that
ξAt12A
s
13l(λ),A
s
13l(λ)
ξAs13l(λ),l(λ)
= ξAs13At12l(λ),l(λ),
and by Lemma 50 we have
ξAs13A
t
12l(λ),l(λ)
= ξAt13As12l(λ),As12l(λ)ξAs12l(λ),l(λ)
for λ ∈ Λ(3, r) and t  λ2, s  λ3. Therefore for t  1,
ξAt12l(ν),l(ν)
ξi,l(λ)wλ = ξAt12i,iξi,l(λ)wλ = ξAs13At12l(λ),At12l(λ)ξAt12l(λ),l(λ)wλ = 0,
since ξAt12l(λ),l(λ) ∈ ann(wλ). 
Lemma 55. Let λ ∈ Λ(3, r), s  λ3, and t  λ2. Then
ξAt12A
s
13l(λ),A
s
13l(λ)
ξAs13l(λ),l(λ)
= ξAs13At12l(λ),l(λ).
Proof. Let
j = As13l(λ) =
(
1λ1 ,2λ2,1s ,3λ3−s
)
,
i = At12j =
(
1λ1+t ,2λ2−t ,1s ,3λ3−s
)
.
Denote [(λ1 + λ2, s, λ3 − s), (14)] ∈ Σr by σ . Then
l(λ)σ = (1λ1 ,2λ2,3s ,3λ3−s)σ = (3λ3−s ,3s ,1λ1,2λ2),
jσ = (1λ1 ,2λ2,1s ,3λ3−s)σ = (3λ3−s ,1s ,1λ1,2λ2),
iσ = (1λ1+t ,2λ2−t ,1s ,3λ3−s)σ = (3λ3−s ,1s ,1λ1+t ,2λ2−t),
and
Gjσ ∼= Σλ3−s ×Σλ1+s ×Σλ2 ,
Giσ,jσ ∼= Σλ3−s ×Σλ1+s × (Σt ×Σλ2),
Gjσ,l(λ)σ ∼= Σλ3−s × (Σs ×Σλ1)×Σλ2 .
Hence Giσ,jσGjσ,l(λ)σ = Gjσ . Moreover,
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Giσ,l(λ)σ ∼= Σλ3−s × (Σs ×Σλ1)× (Σt ×Σλ2),
that is, [Giσ,l(λ)σ : Giσ,jσ,l(λ)σ ] = 1. Therefore, by Proposition 11,
ξi,j ξj,l(λ) = ξiσ,jσ ξjσ,l(λ)σ = ξiσ,l(λ)σ = ξi,l(λ). 
Lemma 56. Let λ ∈ Λ(3, r). Then for all s, t with s + t  λ3 we have
ξAs23A
t
13l(λ),l(λ)
= ξAs23At13l(λ),At13l(λ)ξAt13l(λ),l(λ).
Proof. The proof goes along the same lines as the proof of Lemma 50. 
Corollary 57. Let λ ∈ Λ(3, r). Then the module Qλ has basis{
ξAs23A
t
13l(λ),A
t
13l(λ)
ξAt13l(λ),l(λ)
wλ : s + t  λ3
}
.
Proof. This is a direct consequence of Proposition 53 and Lemma 56. 
Proposition 58. For λ ∈ Λ(n, r), let E• be an N-sequence of S+(3, r)-modules
· · · → Em(λ) dm−→ · · · d2−→ E1(λ) d1−→ E0(λ) → 0,
where
Em(λ) =
⊕
n∈Nω: |n|=m
QRf (n)1,3 λ
and
dm|q
Rf (n)1,3 λ
=
k∑
i=1
(−1)n1+···+ni−1∂i,n,
where
∂i,n = ΞR
f (n)
1,3 λ
Rf (n−ei )1,3 λ
:QRf (n)1,3 λ
→ Q
R
f (n−ei )
1,3 λ
.
Then E•(λ) is a complex that is exact at all terms except the zero term. The S+(3, r)-module
Rλ := H0(E•(λ)) has basis {ξAm2,3l(λ),l(λ)uλ}, where uλ is the image of wλ.
Proof. Let ν = Rr13 λ = (λ1 + r, λ2, λ3 − r) for some r  0. We denote by Qν(s) the subspace
of Qν generated by {
ξAs At l(ν),At l(ν)ξAt l(ν),l(ν)wν : 0 t  ν3 − s
}
.23 13 13 13
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maps Ξν
ν′ preserve the degree defined in this way. Denote r − r ′ by r ′′. We have
Ξνν′(ξAs23A
t
13l(ν),A
t
13l(ν)
ξAt13l(ν),l(ν)
wν) = ξAs23At13l(ν),At13l(ν)ξAt13l(ν),l(ν)ξAr′′13 l(ν′),l(ν′)wν′ .
Let σ = [(λ1 + r ′, r ′′, λ2, λ3 − t), (23)] ∈ Σr . Then
l(ν)σ = (1λ1+r ′,1r ′′,2λ2,3λ3−r)σ
= (1λ1+r ′,2λ2 ,1r ′′,3λ3−r)= Ar ′′13l(ν′),(
At13l(ν)
)
σ = (1λ1+r ′ ,1r ′′,2λ2 ,1t ,3λ3−r)σ
= (1λ1+r ′ ,2λ2,1r ′′+t ,3λ3−r)= Ar ′′+t13 l(ν′),(
As23A
t
13l(ν)
)
σ = (1λ1+r ′,1r ′′,2λ2,1t ,2s ,3λ3−r−s)σ
= (1λ1+r ′,2λ2,1r ′′+t ,2s ,3λ3−r−s)= As23Ar ′′+t13 l(ν′).
Therefore, by definition of the elements ξ•,• and by Lemma 49,
ξAs23A
t
13l(ν),A
t
13l(ν)
ξAt13l(ν),l(ν)
ξ
Ar
′′
13 l(ν
′),l(ν′)wν′
= ξ
As23A
r′′+t
13 l(ν
′),Ar′′+t13 l(ν′)
ξ
Ar
′′+t
13 l(ν
′),Ar′′13 l(ν′)
ξ
Ar
′′
13 l(ν
′),l(ν′)wν′
=
(
t + r ′′
r ′′
)
ξ
As23A
t+r′′
13 l(ν
′),At+r′′13 l(ν′)
ξ
At+r′′13 l(ν′),l(ν′)
wν′ ∈ Qν′(s),
and so E• ∼=⊕sλ3 E•(s). Let ν = (λ1, λ2 + r, λ3 − r) for some r . Denote (λ1 + s, λ3 − r − s)
by νs . Define
ψs : E•(s) → C•
(
λs
)
,
ξAs23A
t
13l(ν),A
t
13l(ν)
ξAt13l(ν),l(ν)
wν → ξRt l(νs ),l(νs )vνs .
It follows from the definition of the differentials in E•(s) and C•(λs) that ψs is a map of N-
sequences. Moreover, since ψs is a bijection on the basis, it is an isomorphism. Hence E•(s) is
a complex isomorphic to C•(λs). By Theorem 53, it is exact at all terms except the zero term
and H0(E•(s)) ∼= K . It is clear that the vector space H0(E•(s)) is generated by the image of
ξAs23l(ν),l(ν)
wν . 
6.3. Third reduction
Let λ ∈ Λ(3, r). Then Rλ is a quotient of Pλ. Denote by ρλ the natural projection Pλ → Rλ.
Then Kerρλ has basis
ξ
A
μ23
23 A
μ13
13 A
μ12
12 l(λ),A
μ13
13 A
μ12
12 l(λ)
ξ
A
μ13
13 A
μ12
12 l(λ),l(λ)
vλ,
where μ23 +μ13  λ3, μ12  λ2, and μ13 +μ12  1.
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ξAt23l(ν),l(ν)
uν → ξAt23As23l(λ),As23l(λ)ξAs23l(λ),l(λ)uλ.
Then Υ νλ is a well-defined map of S+(3, r)-modules.
Proof. The idea of the proof is the same as for Proposition 54 with the only difference being that
we need the equalities
ξAt12A
s
23l(λ),A
s
23l(λ)
ξAs23l(λ),l(λ)
=
min(t,s)∑
j=0
ξ
A
s−j
23 A
j
13A
t−j
12 l(λ),A
j
13A
t−j
12 l(λ)
ξ
A
j
13A
t−j
12 l(λ),A
t−j
12 l(λ)
ξ
A
t−j
12 l(λ),l(λ)
and
ξAt13A
s
23l(λ),A
s
23l(λ)
ξAs23l(λ),l(λ)
= ξAt13As23l(λ),l(λ) = ξAs23At13l(λ),At13l(λ)ξAt13l(λ),l(λ).
These are proved in the next two lemmata. 
Lemma 60. Let λ ∈ Λ(3, r). Then, for s and t with s + t  λ3, we have
ξAt13A
s
23l(λ),A
s
23l(λ)
ξAs23l(λ),l(λ)
= ξAt13As23l(λ),l(λ)
and
ξAs23A
t
13l(λ),A
t
13l(λ)
ξAt13l(λ),l(λ)
= ξAs23At13l(λ),l(λ).
Proof. The proof is the same as for Lemma 55. 
Remark 61. Notice that ξAt13As23l(λ),l(λ) = ξAs23At13l(λ),l(λ) since for
σ = [(λ1 + λ2, s, t, λ3 − s − t), (23)] ∈ Σr
we have
l(λ)σ = (1λ1,2λ2,3λ3)σ = (1λ1 ,2λ2,3λ3)= l(λ),
As23A
t
13l(λ)σ =
(
1λ1 ,2λ2,1t ,2s ,3λ3−s−t
)
σ
= (1λ1 ,2λ2,2s ,1t ,3λ3−s−t)= At13As23l(λ).
Lemma 62. Let λ ∈ Λ(3, r). Then for s  λ3 and t  λ2 + s we have
ξAt12A
s
23l(λ),A
s
23l(λ)
ξAs23l(λ),l(λ)
=
min(t,s)∑
c=0
ξAs−c23 A
c
13A
t−c
12 l(λ),A
c
13A
t−c
12 l(λ)
ξAc13A
t−c
12 l(λ),A
t−c
12 l(λ)
ξAt−c12 l(λ),l(λ)
.
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have to prove that Bv = Dv for each v ∈ V ⊗r , where V is a three-dimensional vector space with
basis {v1, v2, v3}. It is clear that this has to be checked only for the basis elements vi , where
i ∈ I (3, r). For i /∈ λ, Bvi = 0 = Dvi .
Suppose now that i ∈ λ, and consider vi . Applying B to this element we get ∑j vj , where
the sum is over j obtained from i in the following way. First we replace 3 by 2 in some s places,
then we replace 2 by 1 in t places. In particular, on the second step, some new 2s can be replaced
by 1s. We say that j is of type c if there are c such 2s. Now each j of type c can be obtained
from i in the following way. First, we replace 2 by 1 in t − c places, then we replace 3 by 1 in c
places, and finally we replace 3 by 2 in s − c places. Thus
∑
j is of type c
vj = ξAs−c23 Ac13At−c12 i,Ac13At−c12 iξAc13At−c12 i,At−c12 iξAt−c12 i,i .
This completes the proof. 
Proposition 63. For λ ∈ Λ(n, r), let F• be an N-sequence of S+(3, r)-modules
· · · → Fm dm−→ · · · d2−→ F1 d1−→ F0 → 0,
where
Fm(λ, k) =
⊕
n∈Nω: |n|=m
RRf (n)2,3 λ
and
dm|R
Rf (n)2,3 λ
=
k∑
i=1
(−1)n1+···+ni−1∂i,m,
where
∂i,m = Υ A
f (n)
2,3 λ
A
f (n−ei )
2,3 λ
:RRf (n)2,3 λ
→ R
Rf (n−ei )2,3 λ
.
Then F• is a complex. It is exact at all terms except the zero term and H0(F•) ∼= Kλ.
Proof. Let ν = (λ1, λ2 + r, λ3 − r) for some r . Denote (λ2 + r, λ3 − r) by ν′′. Define the map
ϕ :F• → C•(λ′′) by the formula
ξAs23ν
uν → ξRs ν′′vν′′ .
It follows from Lemmas 22 and 49 that ϕ is a map of N-sequences. Since ϕ is a bijection on
bases, it is an isomorphism. Therefore by Theorem 34 we have that F• is exact at all terms
except the zero term, and H0(F•) ∼= K as vector spaces. Moreover, H0(F•) is generated by an
element of weight λ, and hence H0(F•) ∼= Kλ as S+(3, r)-modules. 
I. Yudin / Journal of Algebra 319 (2008) 1870–1902 19016.4. Projective resolution for the trivial S+(3, r)-module
By Proposition 58, we have a Q•(λ)-resolution of modules Rλ and by Proposition 53, a pro-
jective resolution P•(ν) of Qν . Therefore, by Theorem 21, there is a projective resolution of Rλ
with nth term ⊕
k+l=n
⊕
n2∈Nω|n2|=l
⊕
n1∈Nω|n1|=k
P
Rf (n1)13 R
f (n2)
12 λ
.
Now, we have an R•(λ)-resolution of Kλ and a projective resolution for each Rν . Therefore,
from Theorem 21 we get the following
Theorem 64. Every simple module Kλ over the algebra S+(3, r) has a projective resolution
· · · → Cm dm−→ · · · d2−→ C1 d1−→ C0 → 0,
where
Cm(λ, k) =
⊕
n1,n2,n3: |n1|+|n2|+|n3|=m
P
Rf (n3)2,3 R
f (n2)
1,3 R
f (n1)
1,2 λ
.
7. Conclusions
The results of the previous section allow us to construct projective resolutions for Weyl mod-
ules over the Schur algebra S(3, r). Namely, we apply the induction functor S(3, r)⊗S+(3,r) (−)
to the resolutions from Theorem 64. By [13, Theorem 5.1], this gives projective resolutions for
the Weyl modules V λ, where λ ∈ Λ+(3, r). Note that this gives neither the minimal projec-
tive resolutions nor projective resolutions of minimal length, since the resolutions constructed in
Theorem 64 are not of minimal possible length.
The author plans to extend the results of this paper to the case n 3. It would be also inter-
esting to find a construction for minimal resolutions of one-dimensional modules over S+(3, r).
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