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Samenvatting
Tijdens de laatste decennia zijn de frequentie en intensiteit in belangrijke mate
toegenomen van water-gerelateerde rampen, ook klimaat-gerelateerde rampen ge-
noemd, zoals overstromingen, stormen, modderstromen, hittegolven en droogtes,
wat significante schade aan vele gemeenschappen en het ecosysteem heeft veroorza-
akt. Stormen, overstromingen en droogtes zijn typische klimaat-gerelateerde rampen
die leiden tot een totale schade van gemiddeld meer dan 70 miljoen euro per jaar
sinds 1990. Men is sterk overtuigd dat deze toenames van klimaat-gerelateerde
rampen in zowel frequentie als intensiteit op globale en regionale schaal het gevolg
zijn van de impacten van klimaatsverandering. Het begrijpen van het gedrag en de
frequentie van deze rampen is bijzonder belangrijk, niet alleen om hun schade te
beperken, maar ook voor het beheren van de waterreserves. Deze rampen worden
vaak gekenmerkt door meerdere afhankelijke variabelen, bijv. kan een storm worden
gekarakteriseerd door een gemiddelde stormintensiteit en een -duur, waardoor het
gebruik van de traditionele en eenvoudige univariate benadering minder geschikt is.
Dit proefschrift vloeit voort uit de nood aan een flexibele multivariate benadering
voor het bestuderen van dergelijke fenomenen. In deze studie focussen we op copula’s
die multivariate functies zijn die de afhankelijkheidsstructuur tussen stochastische
variabelen beschrijven, onafhankelijk van hun marginale verdelingen.
De studie beoogt verschillende potentie¨le toepassingen van copula’s in hydrologie
zoals een multivariate frequentieanalyse, een copula-gebaseerde benadering voor
het evalueren van een neerslagmodel en een stochastische multivariate, copula-
gebaseerde evapotranspiratiegenerator. Het proefschrift start met een inleiding
op de copulatheorie en een literatuursoverzicht van toepassingen van copula’s
in hydrologische studies. Verschillende stappen voor het toepassen van copula’s
worden gentroduceerd, zoals het schatten van copula-parameters, goodness-of-fit
(GOF) testen en simulaties. Daarna wordt aandacht besteed aan de berekening van
verschillende types van retourperiodes in het bivariate geval. Om rekening te houden
met situaties met meer dan twee variabelen, worden vine-copula’s toegelicht. Vine-
copula’s zijn een flexibele manier voor het opstellen van multivariate copula’s op basis
van bivariate copula’s. Hierbij worden de belangrijkste theorie, simulatiealgoritmes
en verschillende stappen noodzakelijk bij de vine-constructie voor twee speciale types,
nl. de C- en D-vines, bij situaties met drie en vier variabelen, besproken.
Waterbeheer behelst vaak het voorkomen of mitigeren van extreme situaties. Voor-
beelden zijn de constructie van verschillende hydraulische kunstwerken op rivieren,
zoals overstromingsreservoirs of wachtbekkens die moeten toelaten om overstro-
mingen te voorkomen of spaarbekkens die die water moeten kunnen leveren voor
humane consumptie of landbouwdoeleinden bij droogtes. Voor het ontwerp van
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dergelijke structuren is een frequentieanalyse van multivariate hydrologische extreme
gebeurtenissen, bvb. een storm of droogte met een bepaalde duur en intensiteit,
bijzonder belangrijk. Om rekening te kunnen houden met gebeurtenissen die zelden
optreden, zijn zeer lange periodes van waarnemingen van klimaatsvariabelen, zoals
neerslag, evapotranspiratie, luchttemperatuur, windsnelheid, enz., noodzakelijk.
De belangrijkste en meest populaire variabele in hydrologische studies is neerslag.
Echter zijn neerslaggegevens over zeer lange periodes niet altijd ter beschikking en
moeten punt-gebaseerde neerslagmodellen worden gebruikt om lange tijdreeksen te
simuleren, of om ontbrekende gegevens in een beperkte historische neerslagreeks
aan te vullen. Verder is er de nood aan het onderzoeken van de performantie van
dergelijke modellen vooraleer deze aan te wenden in ontwerpstudies. Dit proefschrift
stelt een copula-gebaseerde benadering voor om na te gaan of droogtestatistieken
worden behouden als neerslagtijdreeksen worden gemodelleerd aan de hand van vijf
versies van het Bartlett-Lewis (BL) model die werden gekalibreerd voor neerslag
geobserveerd te Ukkel, Belgie¨. Droogtegebeurtenissen worden gedentificeerd op basis
van de Effectieve Droogte Index (EDI) voor zowel waargenomen als gemodelleerde
gegevens. Met behulp van copula’s worden vier types van droogteretourperiodes
berekend voor zowel de waargenomen als gemodelleerde droogtes zodat de geschik-
theid van de BL modellen kan nagegaan worden om droogtes te simuleren volgens
de waargenomen karakteristieken.
Sinds het laatste decennium hebben copula’s hun nut bewezen in de hydrologie.
Echter door een ingewikkelde modelconstructie voor hoog-dimensionele copula-
families, worden de meeste copula-toepassingen beperkt tot twee variabelen. Een
doelstelling van deze thesis is om een stochastisch evapotranspiratiemodel te on-
twikkelen op basis van een multivariate copula. In dit model wordt de vine copula
constructie aangewend om de statistische afhankelijkheden tussen evapotranspiratie,
temperatuur en neerslag te beschrijven. De theorie en de procedure van de construc-
tie van de generator worden toegelicht. Nadat de vine copula is opgesteld, worden
stochastische tijdreeksen van evapotranspiratie worden verkregen door het samplen
uit de vine copula gegeven de waargenomen tijdreeksen van neerslag en temperatuur
op dagelijkse basis. Om de generator te valideren worden de statistieken van de
gemodelleerde evapotranspiratie vergeleken met de waargenomen reeksen.
Rivierafvoer is een belangrijke component in de hydrologische cyclus. De afvoer
vanuit een stroomgebied kan worden gesimuleerd uitgaande van waargenomen
tijdreeksen van neerslag en evapotranspiratie en een neerslag-afvoermodel. In
situaties waar waargenomen tijdreeksen onvoldoende lang zijn, kunnen stochastisch
gegenereerde tijdreeksen worden gebruikt om afvoertijdreeksen te cree¨ren. Het is
echter onmiskenbaar dat dergelijke gemodelleerde gegevens een impact zullen hebben
op de voorspelde afvoer. Om deze impacten te bestuderen worden verschillende
scenario’s waarvoor geen waarnemingen van evapotranspiratie en/of neerslag ter
beschikking zijn ontwikkeld. In deze oefening worden de BL modellen en de
copula-gebaseerde evapotranspiratiegenerator gebruikt om stochastische tijdreeksen
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van respectievelijk neerslag en evapotranspiratie te modelleren. Op basis van de
statistieken van de overeenkomstige afvoer met een referentieafvoer verkregen via
waarnemingen uit Ukkel, wordt de impact van elke stochastische variabele op de
afvoer begroot.
Het nagaan van de impacten van klimaatsverandering op de waterbeschikbaarheid
hangt voornamelijk af van projecties op basis van General Circulation Models
(GCMs) of Regional Climate Models (RCMs) die weliswaar altijd gekenmerkt wor-
den door systematische afwijkingen of bias. Deze bias-problemen kunnen worden
verholpen door middel van bias-correctietechnieken. In situaties waar onvoldoende
geprojecteerde gegevens voorhanden zijn, kan men beroep doen op de stochastisch
gemodelleerde tijdreeksen. Voor dergelijke problemen stelt deze studie een benader-
ing voor om de impacten van klimaatsverandering op de toekomstig rivierafvoeren
te evalueren op basis van een bias-correctietechniek en een stochastische copula-
gebaseerde evapotranspiratiegenerator. Eerst wordt de theorie en de procedure van
de twee bias-correctiemethodes besproken. Daarna worden twee gevallen bestudeerd
waarbij ofwel bias-gecorrigeerde evapotranspiratie ofwel stochastisch gegenereerde
evapotranspiratie worden aangewend om toekomstige afvoer te voorspellen. De
mogelijke effecten van klimaatsverandering op toekomstige afvoer op basis van ver-
schillende scenario’s worden ook nagegaan door een vergelijking tussen gesimuleerde
en een referentie afvoer.
In het laatste hoofdstuk wordt een overzicht gegeven van de onderzoeksresultaten





In the last few decades, the frequency and intensity of water-related disasters, also
called climate-related disasters, e.g. floods, storms, heat waves and droughts, have
gone up considerably at both global and regional scales, causing significant damage
to many societies and ecosystems. Understanding the behaviour and frequency of
these disasters is extremely important, not only for reducing their damages, but
also for the management of water resources. However, these disasters can often be
characterized by multiple dependent variables, e.g. a storm can be described by
means of storm intensity and storm duration, which makes the use of the simple
traditional univariate approach less appropriate. This work has emerged from the
need of a flexible multivariate approach for studying such phenomena. In this
study, we focus on copulas, which are multivariate functions that describe the
dependence structure between stochastic variables, independently of their marginal
behaviours.
The study is aimed at different potential applications of copulas in hydrology,
such as a multivariate frequency analysis, a copula-based approach for assessing a
rainfall model and a stochastic copula-based evapotranspiration generator. The
dissertation starts with an introduction of copula theory and a literature review on
the application of copulas in hydrological studies. Different steps for the application
of copulas are introduced, e.g. estimations of copula parameters, goodness-of-fit
(GOF) tests and simulations. Then attention is paid to the calculation of different
types of multivariate return periods in a bivariate case. To account for a situation
with more than two variables, a flexible way for constructing multivariate copulas
with bivariate copulas as building blocks, known as the vine copula construction,
is presented. It involves the main theory, simulation algorithms and different steps
of the vine construction for two special types, i.e. C-vine and D-vine copulas,
considering the cases of three- and four-variables.
Water management is often concerned with preventing or mitigating extreme
conditions. For example, it relates to the construction of different hydraulic
structures on rivers, such as flood control reservoirs that should be able to prevent
floods or water supply reservoirs that can provide water for human consumption
and agriculture in times of drought. For such hydrological and agriculture designs,
a frequency analysis of multivariate hydrological extreme events, e.g. a storm or
drought with a specific duration and intensity, is of particular interest. In order
to cope with low frequency events, very long periods of observations of climatic
variables, e.g. precipitation, evapotranspiration, air temperature, wind speed, etc.,
are needed. Precipitation, being the most important and popular variable for
hydrological studies, is not always available from observations for such long periods.
5
Summary
In this case, stochastic point process rainfall models can be used. Yet, there is a
need to comprehensively investigate the performance of such models before using
them for a design study. The study proposes a copula-based approach to investigate
whether drought statistics are preserved when simulating time series with a rainfall
model. In this study, we focus on five versions of Bartlett-Lewis (BL) models that
are calibrated for Uccle, Belgium. Drought events are identified on the basis of
the Effective Drought Index (EDI) for both observed and simulated data. Five
types of bivariate copula-based return periods are calculated for observed as well
as simulated droughts and are used to evaluate the ability of the BL models to
simulate drought events with the appropriate characteristics.
Copulas have already proven their usefulness in hydrology. However, due to the
complication in model construction for high-dimensional copula families, most of
the copula applications are limited to two variables. An objective of this disserta-
tion is to develop a stochastic evapotranspiration model based on a multivariate
copula. In this model, the vine copula construction is employed to describe the
statistical dependences between evapotranspiration, temperature and rainfall data.
The theory and a construction procedure of the generator are given. Once the
vine copula is constructed, stochastic time series of evapotranspiration can be
obtained by sampling from the vine copula, given the recorded time series of pre-
cipitation and temperature at a daily basis. To assess the generator capacity, the
statistics of modelled evapotranspiration are compared with those of the observed
evapotranspiration series.
River discharge is an important component in the hydrological cycle. The discharge
of a catchment can be simulated using historical records of precipitation and
evapotranspiration via a rainfall-runoff model. In situations where observed time
series of sufficient length are not available, the stochastically generated time series
can be used to generate catchment discharge. To investigate the impacts of
using stochastic data on the discharge simulations, different cases where neither
evapotranspiration nor precipitation are available have been developed. In this
study, the BL models and the copula-based evapotranspiration generator are used to
generate stochastic time series of precipitation and evapotranspiration, respectively.
Based on the comparisons between the statistics of the simulated discharge and
those of reference discharge derived from observed data in Uccle, the impact of
each stochastic variable on the discharge is assessed.
The assessment of climate change impacts on water resources mainly relies on the
projections derived from General Circulation Models (GCMs) or Regional Climate
Model (RCM) that always suffer from bias. These bias problems can be solved by
using bias correction techniques. In situations where insufficient projected data are
available, one can rely on the stochastically generated series. For such problems,
the study presents an approach to assess the impacts of climate change on future
river discharge based on a bias correction technique and a stochastic copula-based
6
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evapotranspiration generator. First the theory and procedure of two bias correction
approaches used are given. Then two cases are developed to investigate how the
future discharge may change if they are simulated by using either bias-corrected
evapotranspiration or stochastic evapotranspiration.
In the final chapter, an overview of the research findings and a suggestion of




A natural disaster is any catastrophic event caused by nature which causes the
loss of life or property damage, and typically results in some economic damage.
Every year natural disasters such as floods, fires, earthquakes, tornadoes and
windstorms affect thousands of people. According to statistical data derived from
data between 2003 - 2012 by the Centre for Research on the Epidemiology of
Disasters (CRED), natural disasters kill each year about 106,654 people, affect 216
million people and cause worldwide damages up to an amount of US$ 156.7 billion
(Guha-Sapir et al., 2014). In the last few decades, the frequency and intensity
of natural disasters especially climate-related disasters, such as hydrological and
meteorological disasters, has gone up considerably (Figure 1.1). As a result, their
impacts on human society tend to become more intense as the years go on. Storms,
floods and droughts are typical climates-related disasters that account for more
than 90% of the disaster quantity; since 1990, on average, they have resulted in





























































Increasing Frequency and Economic Damage of Natural Disaster 
Geological Disaster Climate-related Disaster Total economic damage
Figure 1.1: Frequency and economic damage of natural disasters. Based on the EM-
DAT data base: The OFDA/CRED International Disaster Database - www.emdat.be -


























































Increasing Frequency and Economic Damage of Flood, Storm and Drought
Flood Storm Drought Total economic damage
Figure 1.2: Frequency and economic damage of flood, storm and drought. Based on the
EM-DAT data base: The OFDA/CRED International Disaster Database - www.emdat.be
- Universite´ Catholique de Louvain, Brussels - Belgium.
There is a strong confidence that since 1950 due to climate change, the frequency
and intensity of climate-related disasters has increased at both global and regional
scales, causing significant damages to many societies and ecosystems (IPCC, 2014).
For example, the number of fluvial floods has increased on a global scale; North
America and Europe are exposed with more heavy precipitation events. In contrast,
drying trends have been witnessed over Africa, southeast Asia, eastern Australia
and southern Europe since the 1980s due to the decrease of precipitation (Dai,
2013). Although there is very little individuals can do to change the occurrence
or intensity of most natural phenomena, they and societies, at some extent, have
adjusted and equipped themselves to cope with impacts of disasters (Organization
of American States et al., 1990), however the loss of property and people is still
very significant. In order to reduce the damage of these water-related disasters as
much as possible, people have used different approaches, such as the development
of efficient natural disaster forecast systems, disaster shelters, and well-designed
hydrological systems (Jha et al., 2012). For the latter, the frequency analysis of
major storms, blizzards, droughts and other water-related disasters is extremely
important.
1.1. Extreme events and copulas
Climate-related phenomena, like storms or droughts, can often be characterized by
multiple variables. For example, storms can be characterized by mean storm inten-
sity, storm duration, storm volume, flood volume, flood duration, peak discharge
and mean discharge, etc.; droughts can generally be characterized by drought
duration, severity and peak intensity. These variables mostly exhibit some kind of
mutual dependence, e.g. a long duration of a storm is more likely to be associated
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with a small intensity than with a high intensity, however, the distribution func-
tion of each hydrological variable is different. The traditional univariate analysis,
therefore, is not fully capable to describe hydrological events. Such an analysis can
be performed in a flexible and multivariate way by using copulas (Salvadori et al.,
2007; Salvadori, 2004; Salvadori and De Michele, 2004). Copulas are functions
that describe the dependence structure between random variables, independently
of their marginal distributions (Sklar, 1959). With copulas, the modelling of the
dependence structures of a joint distribution function is independent with the
modelling of the marginal distribution functions of random variables (Sklar, 1959).
Because of this advantage, the application of copula is becoming more and more
popular in hydrological and meteorological studies, e.g. for flood and rainfall
analysis (Sraj et al., 2015; Li et al., 2013; Kao and Chang, 2012; Ghizzoni et al.,
2012; Gyasi-Agyei and Melching, 2012; Chebana et al., 2012; Ariff et al., 2012; Kuhn
et al., 2007), stochastic storm and rainfall modelling (Salvadori and De Michele,
2006; Kao and Govindaraju, 2007, 2008; Evin and Favre, 2008; Serinaldi, 2008;
Ba´rdossy and Pegram, 2009; Gyasi-Agyei, 2012, 2013; Vernieuwe et al., 2015),
drought analysis and modelling (Salvadori and De Michele, 2015; AghaKouchak,
2015; AghaKouchak et al., 2014; Lee et al., 2013; Mirabbasi et al., 2013; Pan et al.,
2013; Zhang et al., 2013; Maity et al., 2013a,b; Chen et al., 2013a,b; Yusof et al.,
2013; De Michele et al., 2013; Ma et al., 2013; Ganguli and Reddy, 2012), and
climate change impacts (Aissia et al., 2012; AghaKouchak et al., 2012; Aissia et al.,
2014) etc. In order to support and extend the applications of copula-based methods
in hydrology, the website of the International Commission on Statistical Hydrology
(ICSH) of the International Association of Hydrological Sciences (IAHS) provides
a monthly update of copula-related hydrological papers.
1.2. Copula-based approach for hydrology and
water management
As presented in the previous section, several approaches of using copulas in hy-
drological and water management studies can be found in the literature. This
dissertation contributes with a new application for stochastic modelling of evapo-
transpiration. The following sections will discuss how copulas are used within this
dissertation.
1.2.1. Frequency analysis
Especially for hydrological and agricultural designs, the frequency analysis of
multivariate hydrological extreme events, e.g. a storm or drought with a specific
duration and intensity, is of particular interest. The simple traditional univariate
approach is less suitable in these situations. However, such multivariate frequency
11
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analysis of extreme events can be explored using copulas (Shiau and Shen, 2001;
Shiau, 2003, 2006; Kim et al., 2006a,b; Shiau and Modarres, 2009; Wong et al.,
2010). The multivariate copula-based frequency analysis has been applied in several
studies (Grimaldi and Serinaldi, 2006a; De Michele et al., 2007; Zhang and Singh,
2007; Li et al., 2012; Chen et al., 2013a; Li et al., 2013; Requena et al., 2013; Zhang
et al., 2013).
The definition of an extreme event in the multivariate case can be defined in several
ways, e.g. a storm can be considered as an extreme event if its duration is longer
than n (hours) AND its total rainfall amount is higher than p (mm); one can also
define an extreme event in which the duration is longer than n (hours) OR the
total precipitation is higher than p (mm). Therefore this leads to various types
of multivariate return period. Several bivariate primary return periods have been
proposed in the literature (Vandenberghe et al., 2011). A theoretical framework for
copula-based frequency analysis of extreme events was initially developed in the
studies of Salvadori (2004); Salvadori and De Michele (2004, 2007); Salvadori et al.
(2007, 2011). In this dissertation, a copula-based frequency analysis is applied to
assess droughts at Uccle, Belgium.
1.2.2. Copula-based evaluation of rainfall models
Water management is often concerned with preventing or mitigating extreme
conditions. Therefore, hydraulic structures on rivers, such as flood control reservoirs,
may be considered in order to prevent floods or to mitigate their consequences.
Alternative structures, such as water supply reservoirs, should provide water in
times of drought, during which the available amount of fresh water hardly meets
the water demand. It is therefore of major importance to accurately dimension
and locate these structures such that they can cope with a hazard, being a flood
or a drought event, of a given magnitude, duration and frequency of occurrence
or its return period. In practice, this can be accomplished by the use of design
storms with given statistical properties (Wheater, 2002) or the use of long-term
rainfall records in order to obtain a continuous discharge series from which flood
events are extracted (Verhoest et al., 2010). The latter approach is preferred as it
takes into account the antecedent wetness state of the catchment, and hence yields
more reliable statistics. Yet, in order to cope with low frequency events, very long
precipitation records are needed, which are not available in practice. This can be
overcome by using a stochastic rainfall model (Boughton and Droop, 2003).
Because of the capacity of modeling rainfall time series of any length with given
statistical properties, stochastic rainfall models have been used extensively in
water management, hydrological and agriculture designs. It is then necessary to
comprehensively investigate the performance of such models before using them in
a design study. However, most assessment studies use the traditional univariate
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approach which cannot comprehensively analyze multivariate events like storms or
droughts. To the author’s knowledge, there is only the research of Vandenberghe
et al. (2011) using the multivariate analysis to assess the ability of the well-known
stochastic rainfall Bartlett–Lewis (BL) models (Rodriguez-Iturbe et al., 1987a,
1988; Onof and Wheater, 1994; Onof et al., 2013) for simulating storm events.
In this study, we also focus on the BL models and a copula-based multivariate
method is used to investigate whether rainfall series simulated by these models
can be used for drought analysis. A time series of 105 year (1898–2002) of 10 min
rainfall observed at Uccle, located near Brussels, Belgium, is used for comparison.
The assessment is based on four types of copula-based return periods. Through
a comparative analysis of the results, the ability of the BL models for preserving
drought statistics is assessed.
1.2.3. Copula-based evapotranspiration generator
Understanding the characteristics of extreme events, such as floods or droughts, is
of utmost important for design purposes. In order to accurately estimate the prob-
ability of these extreme events, it is important to adequately perform a frequency
analysis on a considerably long time series of these events. In the particular case of
catchment discharge, very long time series of precipitation and evapotranspiration
are needed in order to obtain the corresponding discharge time series. For pre-
cipitation, in cases where observed time series of insufficient length are available,
one can easily obtain a stochastic time series of desired length by using stochastic
rainfall models that are very popular in water management and hydrological studies
(Verhoest et al., 2010). However, such types of models for evapotranspiration, also
an important component in the mass balance of a catchment, have, to the author’s
knowledge, not been reported in literature. Therefore, it is also important to have
at ones disposal a reliable modelled evapotranspiration time series, which is not
in conflict with the rainfall time series used and can be used for hydrological and
agricultural designs.
Stochastic weather generators (Safeeq and Fares, 2011; Flecher et al., 2010; Kilsby
et al., 2007) aim at the generation of synthetic climate data, such as precipitation,
temperature, humidity, wind speed and solar radiation; on the basis of which
variables such as potential evapotranspiration can be derived. However, it has
already been reported that weather generators often fail to reproduce the high- and
low-frequency variabilities (Dubrovsky´ et al., 2004), or underestimate the number
of extreme rainfall events (Safeeq and Fares, 2011). One of this dissertation’s
main objectives is to develop a stochastic copula-based evapotranspiration model
that allows for the generation of extremely long time series of evapotranspiration
based on the time series of precipitation or temperature, from which corresponding
discharge series can be computed. Hydrologic design can then be based on the
statistics of the extremes of this series. This new model should thus ensure to
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maintain (1) the dependence structure between evapotranspiration and other
variables, especially precipitation, and (2) the extreme behaviour of both stochastic
variables. This can be done using a multivariate (>2) copula-based approach.
Recently, a flexible construction method for multivariate copula model based on
the mixing of bivariate copulas, known as vine copulas, have been introduced
(Bedford and Cooke, 2001a, 2002). In this study, these copulas are preferred
for the construction of stochastic evapotranspiration generators. First the vine
copulas are fitted to the data, then they are used to generate time series of daily
evapotranspiration, given the daily time series of rainfall and temperature. The
capacity of the generators is then assessed based on the comparisons between the
statistics of the stochastic evapotranspiration data with those of the observed
evapotranspiration series.
1.2.4. Climate change study
It is strongly believed that these increases in recent decades of the climate-related
disasters, e.g. floods, storms, heat waves and droughts, in both frequency and
intensity at both global and regional scales are due to the impacts of climate
change. For example, the increases of flood frequency are expected across large
areas of South Asia, Southeast Asia, Northeast Eurasia, eastern and low-latitude
Africa, and South America in the 21st century (Hirabayashi et al., 2013). The
frequency and intensity of precipitation extremes may increase almost across the
globe (Kharin et al., 2007). Alternatively, drought risks may become more severe
in parts of Europe, central North America, Central America and southern Africa
(Seneviratne et al., 2012). These climate-related phenomena, in different ways, may
have certain impacts on the water resources for human well-being and economic
growth. These phenomena can be studied properly in a multivariate approach
using copulas, allowing for assessing the potential impacts of future climate change
on hydrology and water balance. For example, copulas can be used to derive
different types of bivariate return periods for flood risks (Pedersen et al., 2012)
and for drought analysis (Madadgar and Moradkhani, 2013; Kwak et al., 2015;
Yuan et al., 2016) under future scenarios. Besides the frequency analysis, the
copula-based approach for stochastic weather generators is also very promising
in the frameworks of climate change studie. A study within this dissertation will
illustrate how a stochastic evepotranspiration generator can be used to simulate the
future discharge for central Belgium during 2071 - 2100. Downscaled precipitation
and temperature data from four General Circulation Models (GCMs) are employed
as inputs to the generators. Then the generated time series of evapotranspiration
together with the precipitation time series from GCMs are used to simulate future
discharge. The approach is evaluated based on the comparison between the statistics




1.3. Research objectives, questions and overview
This dissertation involves the application of copulas in hydrological studies, such as
for frequency analysis and stochastic weather generator. For these contents, some
research objectives and questions (Q) are addressed as follows.
 Objective 1: Overview of copula theory and multivariate frequency analysis.
– Q1: What is a copula and how should it be applied in a practical study?
– Q2: What is the advantage of multivariate frequency analysis?
– Q3: How can a copula-based frequency analysis be applied in practice?
 Objective 2: Review of constructions and application of vine copulas.
– Q4: What is the advantage of a vine copula?
– Q5: Which aspects are important when constructing a vine copula
model?
 Objective 3: Copula-based approach for stochastic evapotranspiration gener-
ators.
– Q6: What kind of copula can be used?
– Q7: What is the performance of these stochastic evapotranspiration
generators?
– Q8: What factors influence the generator’s performances?
 Objective 4: Applications of copula in climate change study
– Q9: How can the developed framework be used in a climate change
study?
The research objectives and questions are answered in different parts throughout
the dissertation. Objective 1 is obtained through different parts of Chapters
2 and 3. Chapter 2 first presents an introduction of the copula theory, some
popular copula families and techniques for the applications (Q1). The advantages
of the multivariate frequency analysis over the traditional univariate approach are
discussed and different types of bivariate return periods are introduced (Q2). The
fourth (Q4) and fifth (Q5) questions are also addressed in this chapter with respect
to vine copulas, the advantages and constructions of vine copula models (Objective
2). Question Q3 is answered by a case study given in Chapter 3. This chapter
first introduces the historical time series in Uccle and the five Bartlett–Lewis
rainfall-runoff models (BL) to be used. These historical records have been used for
almost all chapters of the dissertation. Then different steps to apply the bivariate
copula-based return periods in a practical study are illustrated (Q2) through a
drought frequency analysis for Uccle and an assessment of whether rainfall series
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simulated by the BL models are characterized by the same drought statistics as in
the historical series.
Chapter 4 describes how the copula-based approach can be applied for generating
stochastic evapotranspiration time series (Objective 3). The chapter begins with
the constructions and simulations of different copula-based evapotranspiration
generators (Q6), followed by the performance evaluations of these models (Q7).
Question Q8 is addressed within the section of discussions and conclusions of this
chapter. Then different ways to apply the stochastically modelled time series
to simulate the catchment discharge for current and expected future climate are
illustrated in Chapters 5 and 6 (Objective 4), respectively. In Chapter 6, an
approach for future discharge simulations based on bias correction techniques
and the copula-based evapotranspiration generator is presented. To conclude, a





In water management, design of e.g. sewer systems and dam constructions, is of
particular interest. For example, in areas that are vulnerable to flooding, people
want to construct a sewer system including dams and ponds that can deal with
storms that rarely occur (e.g once in 100 years). These storms can be generally
characterized by multiple variables, such as mean storm intensity, storm duration,
storm volume, flood volume, flood duration and peak discharge etc. Since the
traditional univariate frequency analysis approach cannot give reliable assessments
for such multivariate events (Salvadori and De Michele, 2004), it is possible to make
use of copulas which are functions that construct a multivariate distribution function
based on univariate marginal distribution functions. The theoretical framework for
copula-based frequency analysis of extreme events have been developed through
the studies of Salvadori (2004); Salvadori and De Michele (2004, 2007); Salvadori
et al. (2007, 2011). A multivariate frequency analysis has been applied in several
studies (Grimaldi and Serinaldi, 2006a; De Michele et al., 2007; Zhang and Singh,
2007; Li et al., 2012; Chen et al., 2013a; Li et al., 2013; Requena et al., 2013; Zhang
et al., 2013).
Copulas have already proven their usefulness in hydrology, however, due to the
complication in model construction for high-dimensional copula families, most
research focused on two variables. Only a limited number of applications can be
found in the literature with multivariate analysis of rainfall (Gra¨ler et al., 2013;
Gyasi-Agyei and Melching, 2012; Zhang and Singh, 2007; Kao and Govindaraju,
2008; Salvadori and De Michele, 2006; Grimaldi and Serinaldi, 2006b), floods (Zhang
and Singh, 2014; Xiong et al., 2014; Chen et al., 2012; Serinaldi and Grimaldi,
2007; Genest et al., 2007a; Salvadori and De Michele, 2010) and droughts (Kao and
Govindaraju, 2010; Song and Singh, 2010; Wong et al., 2010). Recently, a flexible
construction of higher-dimensional models based on the mixing of bivariate copulas,
known as the pair-copula or vine copula construction method, was introduced in the
work of Bedford and Cooke (2001a, 2002). This construction has a lot of advantages,
e.g. it is simple to apply and allows to model all types of dependences.
In this chapter, the theory of copulas is first described (Section 2.2). Then the use
17
of copulas for a bivariate frequency analysis is discussed in Section 2.3, focusing on
different types of multivariate return periods. Finally, the vine copula construction
and its properties are described in Section 2.4.
2.2. Brief overview of copula theory
A copula is a multivariate function that describes the dependence structure between
random variables, independently of their marginal distributions (Sklar, 1959).
Let’s consider a bivariate case in which the phenomenon is described by two random
variables X1 and X2. The theorem of Sklar (Sklar, 1959) states that if F12(x1, x2)
is a joint distribution function of random variables X1 and X2 with marginal
cumulative distributions F1 and F2, then there exists a copula C such that:
F12(x1, x2) = C(F1(x1), F2(x2)) = C(u1, u2) (2.1)
where C is the copula function: [0, 1]2 → [0, 1]. The second equality in Eq. (2.1)
describes a transformation based on the invariance property of copulas (Genest
and Rivest, 2001), in which the marginal distribution functions F1(x1) and F2(x2)
of the variables X1 and X2 are transformed into variables U1 and U2 in the unit




If F1 and F2 are continuous, then C is unique. Conversely, if C is a copula and
F1, F2 are cumulative distribution functions, then F12 given by Eq. (2.1) is a joint
distribution function with marginals F1 and F2.
For every u1, u2 in I, C has to satisfy the following properties (Nelsen, 2006):
(1) Boundary conditions: C(u1, 0) = C(0, u2) = 0 and C(u1, 1) = u1 and C(1, u2) =
u2;









2 ∈ I and u1 ≤ u′1, u2 ≤ u′2.
Suppose that a random sample (x1,1, x2,1), ..., (x1,m, x2,m) is given from (X1, X2).
In order to obtain (u1,i,u2,i) for each couple (x1,i,x2,i) among m points as in
Eq. (2.2), theoretical or empirical cumulative distribution functions of X1 and X2
can be used (Vandenberghe et al., 2011). The theoretical distribution, also known
as parametric distribution, is based on mathematical functions whose shape and
range is determined by one or more parameters. Examples of popular parametric
distributions are the Normal, Lognormal Beta, Weibull and Pareto distributions.
On the other hand, the empirical distribution, or non-paramatric distribution, has
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its shape and range determined by the experiments or observations. The cumulative
distribution function (CDF) describes the probability that a real-valued random
variable X with a given probability distribution will be found to have a value less
than or equal to x:
FX(x) = P(X ≤ x) (2.3)
In the case of a continuous random variable, the CDF gives the area under






While the CDF of the theoretical distribution is calculated based on its parameters,
the empirical CDF simply is a step function that jumps up by 1/n at each of the n
data points; then the values of U1 and U2 for the random variables X1 and X2 in
case of bivariate copulas are simply calculated as follows:
{
u1i = R1i/(n + 1)
u2i = R2i/(n + 1)
(2.5)
where n is the number of data points, and R1i and R2i are the ranks of x1i and x2i
among the data points. This simple approach is preferred in this study because it
does not introduce errors due to the estimation of parametric marginal distribution
functions.
Similarly, for the case of n variables, the theorem of Sklar states that if F12...n(x1, x2,
..., xn) is a multivariate distribution function of n correlated random variables X1,
X2, ..., Xn with respective marginal distributions F1(x1), F2(x2), ..., Fn(xn), then
there exists a copula C such that:
F12...n(x1, x2, ..., xn) = C(F1(x1), F2(x2), ..., Fn(xn)), (2.6)
where C is the copula function: [0, 1]n → [0, 1]. C has to satisfy the following
properties (Nelsen, 2006):
(1) Boundary conditions: C(u1, ..., uj−1, 0, uj+1, ..., un) = 0 and
C(1, ..., 1, uj , 1, ..., 1) = uj ;
(2) n-Increasing property: for very u,v ∈ [0, 1]n such that u ≤ v, the C-volume
VC([u,v]) of the box [u,v] is non-negative. For a detailed mathematical background
of the n-Increasing property, we refer to Nelsen (2006).
Conversely, for whatever univariate marginal distributions F1(x1), F2(x2), ...,
Fn(xn) and any copula C, the function F12...n(x1, x2, ..., xn) is a joint distribution
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function with marginal distribution functions F1(x1), F2(x2), ..., Fn(xn). For more
theoretical details, we refer to Sklar (1959) and Nelsen (2006).
Copulas have already been used widely in hydrological and meteorological research,
however due to the complication in model construction for high-dimensional copula
families, most research focused on two variables (Vandenberghe, 2012). The
next section will focus on a limited number of popular bivariate copulas and the
2-dimensional frequency analysis.
2.2.1. Bivariate copulas
Several bivariate copula families have been proposed in literature which are able to
describe different types of dependence structures. A theoretical copula, also known
as a parametric copula, with a specific parameter set usually describes a specific
dependence structure. The parametric copulas can be categorized as symmetrical
or asymmetrical copulas.
Most copula families are symmetrical, which means that the random variables U1
and U2 are exchangeable: C(u1, u2) = C(u2, u1) or the copula is symmetrical with
respect to its diagonal. Examples of popular symmetrical copulas are meta-elliptical
copulas (Fang et al., 2002; Favre et al., 2004; Genest et al., 2007a; Nazemi and
Elshorbagy, 2012), extreme value copulas (Salvadori et al., 2007; Genest and Favre,
2007) and Archimax copulas (Cape´raa` et al., 2000).
Data collected from the real world may often exhibit an asymmetric nature and
using symmetric copulas may therefore not be able to capture the nature of such
data. This necessitates developing asymmetric copulas, i.e. C is characterised with
at least one point for which C(u, v) is not equal to C(v, u). Different approaches
for the construction of asymmetric copula has been proposed, e.g. in the works of
Khoudraji (1995); Alfonsi and Brigo (2005) and Liebscher (2008).
2.2.1.1 Archimedean copulas
Archimedean copulas are the well-known class of symmetrical bivariate copulas.
They have been used in a wide range of applications due to a number of reasons
(Nelsen, 2006): (1) they are easily constructed; (2) they offer a great variety of
copula families; (3) there are many nice properties offered by the members of this
class (Salvadori et al., 2007); and (4) they allow to model multivariate dependences
with only one parameter, i.e. θ. Their expression can always be written as:
C(u1, u2) = ϕ
[−1](ϕ(u1) + ϕ(u2)) (2.7)
with ϕ is a continuous strictly decreasing convex function [0, 1]→ [0, 1] satisfying
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Figure 2.1: Example of 500 pairs (Ui, Vi) generated from Clayton (left) and Gumbel
(right) copulas with parameter θ = 5.
ϕ(1) = 0. ϕ is called the additive generator of the copula C and ϕ[−1] is the
pseudo-inverse of ϕ given as ϕ[−1](x) = ϕ−1(min(ϕ(0), x)) (Baciga´l et al., 2010).
In the case of strict copulas, i.e. copulas with a generator satisfying ϕ(0) = +∞,
ϕ[−1] equals the usual inverse ϕ−1. Generators ϕ of some popular Archimedean
copula families are given in Table 2.1, while their corresponding copula C and
domain of their parameter θ are listed in Table 2.2. A lot of Archimedean families
are described in detail by Nelsen (2006) and Salvadori et al. (2007).
It is worth noting that Clayton and Gumbel copulas are popular among Archimedean
copula families due to their ability of modelling different types of tail dependences
(Trivedi and Zimmer, 2007). For the Clayton copula, the dependence is stronger in
the left tail so it is best suited for capturing lower tail dependence. On the other
hand, the Gumbel copula exhibits stronger dependence at the right tail, therefore it
is good at modelling strong upper tail and weak lower tail dependences (Salvadori
et al., 2007; Trivedi and Zimmer, 2007). Examples of dependence structures of
these copula family are shown in Figure 2.1.
Another attractive feature of Archimedean copulas is that they are easily related
to two popular dependence measures, i.e. Spearman’s rho, ρ, or Kendall’s tau,
τK. Spearman’s rho and Kendall’s tau are non-parametric measures of statistical
dependence between two variables based on the ranks of the data. They can be








C(u1, u2)dC(u1, u2)− 1 (2.9)
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Gumbel-Hougaard (− ln u)θ
Frank − ln (e
−θ u − 1
e−θ − 1 )
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A14 (u−1/θ − 1)θ
Table 2.2: Selected copulas and their domain of dependence parameter θ .

























































These measures are extremely useful because they can be used for estimating the
parameter θ in the mathematical expression of the copula (see Table 2.2). Details
of this approach are presented in Section 2.2.2.
2.2.1.2 Asymmetric copulas
Compared to symmetric copulas, asymmetric copulas may cover a wider range of
dependencies (Liebscher, 2008) and provide a better modeling of the dependence
structure (Vandenberghe, 2012). Several methods for constructing asymmetrical
copulas have been proposed in literature, for example Alfonsi and Brigo (2005)
describe a method based on periodic functions and Liebscher (2008) introduced two
methods based on the product of copulas and a generalization of the Archimedean
copulas. A well-known method based on Khoudrajis device (Khoudraji, 1995;
Genest et al., 1998; Liebscher, 2008) that can transform any symmetric copula
C different from the product copula into an asymmetric copula in case of two
variables with two parameters is given by:









where α, β ∈ ]0, 1[ and α 6= β. In particular, if β = 1−α and α 6= 0.5, it becomes a
one-parameter family:









Another example of an asymmetrical copula family is shown in Durante (2009):









where α, β ∈]0, 1[, α 6= 0.5 or β 6= 0.5, and C1 and C2 are two symmetrical
copulas.
2.2.1.3 Empirical copulas
Along with parametric copulas, the empirical copulas play an important role for
statistical inference on copulas, e.g. they can be used as a tool to estimate the
parametric copula or as a goodness-of-fit test (Genest and Favre, 2007). The most
















where n is the number of data points, I(A) is the indicator function of set A, and
R1k and R2k are the ranks of x1k and x2k among the events.
It is worth mentioning that Cn is not truly a copula since it does not fulfil all
properties of a copula. The empirical copula Cn is considered to be the best
sample-based representation of the copula C, which is itself a characterization of
the dependence structure of the pair (U1, U2) (Genest and Favre, 2007). It is also
applied in more sophisticated copula inference procedures, such as the estimation
of copula densities (Chen and Huang, 2007; Omelka et al., 2009), measuring
dependence structures (Schmid et al., 2010; Genest and Segers, 2010), testing
independence (Genest and Re´millard, 2004; Genest et al., 2007b; Kojadinovic and
Holmes, 2009), testing shape constraints (Denuit and Scaillet, 2004; Scaillet, 2005;
Kojadinovic and Yan, 2010b), and resampling (Re´millard and Scaillet, 2009; Bu¨cher
and Dette, 2010).
2.2.2. Parameterization of a copula
Several techniques can be used for estimating the copula parameter θ. They can
be grouped into three types (Salvadori et al., 2007; Genest and Favre, 2007): (1)
semi-parametrical rank-based methods, e.g. the Canonical Maximum Likelihood
(CML) method also known as the pseudo maximum likelihood method (Genest
et al., 1995) and the method-of-moment approaches based on the inversion of
Spearman’s rho or Kendall’s tau; (2) parametric methods, e.g. maximum likelihood
estimator (MLE) and the inference function for margins (IFM) method (Joe, 2005);
and (3) non-parametric estimators or kernel techniques (Gijbels and Mielniczuk,
1990; Fermanian and Scaillet, 2003).
In this section, we focus on the two most popular methods that belong to the
semi-parametrical rank-based group, i.e. the estimation method via Kendall’s tau
τK and the Canonical Maximum Likelihood (CML) method (Genest et al., 1995).
It should be noted that basically the method via Kendall’s tau is similar to the
estimation method via Spearman’s rho ρ where both are based on the inversion
of a consistent estimator of a moment of the copula C (Genest and Favre, 2007;
Kojadinovic and Yan, 2010a). For both methods, the calculation procedure will be
simple if the moment is in a closed form, i.e. a mathematical expression that can be
evaluated in a finite number of operations. However, the Spearman-based method
is less popular because the expression for the copula parameter based on ρ is rarely
available in closed form; while the closed form of the parameter estimation based on
τ is available for many copula families (Genest et al., 2011). Furthermore, results
from Kojadinovic and Yan (2010a) showed that, in general, the Kendall’s tau-based
method is significantly better than the Spearman-based method. Therefore, the
method via Spearman’s rho is not discussed in this dissertation.
It is worth mentioning the copulas are constructed based on the ranks of values,
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it is very critical to solve the problem of “ties” before fitting copulas to the data.
The problem refers to the presence of events with identical values in the time series
which has a large impact on the copula-fitting result (De Michele et al., 2007). For
example, with time series of precipitation, “ties” commonly occurred during the
period without or with little rain. More information about this problem can be
found in Salvadori and De Michele (2006, 2007). The problem of “ties” can be
solved by applying a threshold (De Michele and Salvadori, 2003) or introducing a
small noise to the data (Vandenberghe et al., 2010b).
2.2.2.1 Estimation via Kendall’s tau
The estimation method via Kendall’s tau is a rank-based method in which the
copula parameter θ is calculated as a function of Kendall’s tau τK. This method
is popular because it is simple and straightforward to apply. It is proven to be
robust in describing variable correlation and outlier effects (Li et al., 2012). While
Kendall’s tau τK is defined in Eq. (2.9), the estimator τn of τK can be expressed as






I(X1,i ≤ X1,j , X2,i ≤ X2,j)− 1 (2.14)
where I(A) is the indicator function of set A. As τK = g(θ) is available in closed
form, in which g() is a function that relates the copula parameter θ to the Kendall’s




Table 2.3 presents this function for some Archimedean copula families.
2.2.2.2 Canonical Maximum Likelihood method
The CML method is developed based on the well-known classical log-likelihood




log[c {F1(x1,i), F2(x2,i)}] (2.16)
where c is the density of copula C, given by:
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Table 2.3: The expression of Kendall’s tau as a function of the copula parameter for
selected copulas and their domain of Kendall’s tau.
Copula τK = g(θ) Range of τK




Hougaard 1 − θ−1 [0, 1]







et − 1 dt
 [−1, 1]\{0}
AMH 1 − 2
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The CML is obtained by simply replacing the F1(x1) and F2(x2) with their empirical
















An estimation θn of the copula parameter, θ, is calculated as (Genest et al.,
1995):














which means the method seeks the parameter θ which maximises the normalized
rank-based log-likelihood `(θ).
This method seems to be less attractive than the estimations via the inversion of
Kendall’s tau or Spearman’s rho because it involves numerical calculations and
requires the existence of a copula density (Genest and Favre, 2007). However, it is
much more generally applicable than the other methods due to the fact that it does
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not require the dependence parameter to be scalar (Genest et al., 1995; Genest and
Favre, 2007). These three methods have been compared in the work of Kojadinovic
and Yan (2010a), showing that CML is the best method in terms of mean square
error in all situations except for small and weak dependent samples.
2.2.3. Sampling from a bivariate copula
This section describes a general algorithm for sampling pairs (x1, x2) for which
the random variables (X1, X2) have the marginals F1, F2, and a joint distribution
F12 with corresponding bivariate copula C12. Basically, the algorithm consists of
two steps, i.e. (1) the generation of a pair (u1, u2) from the bivariable copula C12
and (2) the transformation of (u1, u2) into (x1, x2) by using the inverse marginal
distribution functions. In order to generate the pair (u1, u2) in the first step,
the conditional cumulative distribution function (CCDF) of U2 given U1 = u1 is
employed, i.e.
G2|1 = P [U2 ≤ u2 |U1 = u1 ] = ∂
∂u1
C12(u1, u2) (2.20)
Then, the algorithm is as follows:
1. Generate random sample (t1, t2) which are uniformly distributed on I2 and set
u1 = t1,
2. u2 is then derived as u2 = G
−1
2|1(t2|u1).
3. (u1, u2) is then transformed into (x1, x2) by means of the inverse marginal









In order to decide which copula model provides the best fit for the data, it is rec-
ommended to use both goodness-of-fit (GOF) numerical and graphical approaches.
This section gives a brief introduction of some popular approaches, i.e. the two
GOF test statistics Sn and Tn and the root mean square error (RMSE) of the
numerical approach; and the simple rank scatter plot, the K-plot, the QQ-plot
and the Chi-plot belong to the graphical approach. More details on these GOF
techniques can be found in the works of Genest et al. (2006); Genest and Favre
(2007) and Salvadori et al. (2007). It is worth mentioning that these tests may
tend to accept many copula models when the sample size is small and vice versa to
accept few models when the sample size is big.
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2.2.4.1 Numerical methods
The two GOF test statistics, Sn and Tn, are proposed by Genest et al. (2006) are
based on the works of Genest and Rivest (1993) and Wang and Wells (2000). Basi-
cally Sn and Tn are respectively based on the Crame´r-von Mises and Kolmogorov-
Smirnov statistics taken the Kendall process (Genest and Favre, 2007). Both
approaches measure the difference between the theoretical and empirical Kendall
function, therefore the smaller their values the better the accuracy achieved. Sn












in which K(w) is the theoretical distribution of W = C(U1, U2); and (U1, U2)
are sampled from the copula C with estimated parameter θ (Genest and Favre,
2007):





K(w) for an Archimedean copula C with generator ϕ can be easily calculated as
(Genest and Rivest, 1993; Genest and Favre, 2007):
K(w) = w − ϕ(w)
ϕ′(w)
, for 0 < w ≤ 1 (2.27)
where ϕ′(t) is the right derivative of the generator ϕ (Nelsen, 2006).
Kn is the empirical distribution of W1, ...,Wn which are pseudo-observations
computed from (X1, X2) (Genest and Favre, 2007). Pseudo-observations are values
computed from the observations in which the pseudo-observation value of each
observation depends on one or some summary statistic (e.g. the rank assumed in













1(Wi ≤ w), w ∈ [0, 1] (2.29)





















































The p-values associated with Sn and Tn are calculated by means of a bootstrap
method of Wang and Wells (2000) (Genest et al., 2006). In general, it consists of
two steps:
1. Under the assumption of a true null-hypothesis that the data are described
by the copula C with parameter θ, N random samples of size n are generated
from C. For each sample k, estimating θk in the same way as for θ and
calculating the corresponding Sn,k and Tn,k.
2. An estimation of the p-value is then obtained by counting the number of times
that Sn,k and Tn,k out of N samples are larger than the original statistics
Sn and Tn and dividing this number by N .
More mathematical details of the calculation of Sn, Tn and their corresponding
p-values are provided by Genest et al. (2006). Comparing different GOF tests,
Genest and Favre (2007) found that Sn is more accurate than Tn, which means
during the evaluating process, the results based on Sn should be considered more
important than the those obtained with Tn (Vandenberghe, 2012).
2.2.4.2 Graphical methods
In order to have a comprehensive evaluation of a copula-fit to the data, the GOF
tests should also include graphical techniques. This dissertation considers four
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methods, namely (1) the rank scatter and contour plots, (2) the K-plot, (3) the
QQ-plot and (4) the Chi-plot.
Rank scatter plot and contour plots
The first method is considered the simplest and the most natural way of checking
the adequacy of a copula model (Genest and Favre, 2007). In this approach, a
scatter plot of the ranked pairs associated with the observations, i.e. (R1i/(n +
1), R2i/(n + 1)), where n is the number of data points and R1i and R2i are the
ranks of variables x1i and x2i among the data set, is plotted with an artificial data
set sampled from the theoretical copula C. Evaluations are made based on how
similar the distribution of the artificial points is to the one of the observations. It
is recommended to use a large sample from C to avoid arbitrariness induced by
sampling variability (Genest and Favre, 2007).
Examples of the rank scatter plot are given in Figure 2.2(a-c). Figure 2.2(a)
displays the information of the duration (h) and depth (mm) of 54 storms which
have an intensity larger than 10 mm/h at Uccle, Belgium from 1989 - 2002. Figure
2.2(b) shows 54 ranked pairs derived from the observed storms (red filled cycle) and
500 pairs (U1,i, U2,i) generated from a Frank copula with parameter θ = 9.8 (black
cycle). The same plot is repeated in Figure 2.2(c) but using a Gumbel-Hougaard
copula with θ = 2.9. From the figure, it seems that both copulas are able to model
the dependence structure between the storm duration and depth.
The fitted copulas can also be checked using a contour plot in which the contours
of the empirical copula Cn are plotted together with those of the fitted copula.
In this figure, the contours are plotted through variables U1 and U2 which are
the normalized ranks of the variables X1 and X2, respectively. A good fit is
considered when there is a good coincidence between the contours of the empirical
copula and those of the fitted copula. Examples of the contour plot are given in
Figure 2.2(d,e) where the contours of the empirical copulas (red dotted line) are
compared with those of fitted Frank copulas (full black line) (Figure 2.2(d)) or of
fitted Gumbel-Hougaard copulas (full black line) (Figure 2.2(e)). In this case, the
Gumbel-Hougaard copula seems to provide a slightly better fit for the observed
storms.
K-plot
In a K-plot, the empirical distribution Kn of the pseudo-observations W1, ...,Wn
(Eq. (2.29)) is compared with the theoretical distribution K of W = C(U, V ) (Eq.
(2.27)) (Genest and Favre, 2007). A good fit is considered when there is a good
coincidence between the curves of K and Kn. Figures 2.3 shows the K-plots for
different copula fits, i.e. (a) the Frank copula and (b) the Gumbel-Hougaard copula,
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Figure 2.2: Example of the rank scatter and contour plots: (a) rank scatter plots of
observed storms at Uccle; (b) rank scatter plots of observed storms at Uccle (red) and
artificial storms by Frank copula (black); (c) rank scatter plots of observed storms at
Uccle (red) and artificial storms by Gumbel-Hougaard copula (black); (d) contour plots
of empirical copula (red dotted line) and fitted Frank copula (full black line); and (e)
contour plots of empirical copula (red dotted line) and fitted Gumbel-Hougaard copula
(full black line).
on the storm duration and depth in Uccle. From the K-plots, both copulas seem
to provide good fits for the observed storms.
QQ-plot
The QQ-plot, also called the extended version of the K-plot (Genest and Favre,
2007), is derived by plotting the pairs (W(i),Wi:n) in which the variable W(i) is
the order statistic of the random variable Wi for i ∈ {1, ..., n} and Wi:n is the
expected value of the ith order statistic from a random sample of size n from K(w).





1(X1,j ≤ X1,i, X2,j ≤ X2,i) = nWi − 1
n− 1 (2.32)
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Figure 2.3: K-plots for different fitted copulas: (a) Frank copula and (b) Gumbel-
Hougaard copula. The theoretical distribution K and the empirical distribution Kn are
presented by the full line and dotted line, respectively.














is a binomial coefficient. A good fit is obtained when the points are
close to the bisector.
Examples of the QQ-plot are given in Figure 2.4. In the figure, the observed storms
are fitted to the Frank copula (Figure 2.4(a)) and the Gumbel-Hougaard copula
(Figure 2.4(b)), respectively. From the figure, the better fit seems to be provided
by the Gumbel-Hougaard copula.
Chi-plot
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Figure 2.5: Chi-plots for different data: (a) Observed storms in Uccle, (b) simulations
from Frank copula and (c) simulations from Gumbel-Hougaard copula.
The Chi-plot (Fisher and Switer, 1985; Fisher and Switzer, 2001) is a popular
graphical representation of mutual local dependence based on the chi-square statistic
for independence in a two-way table (Genest and Favre, 2007). By comparing
the chi-plots of the observed data and sampled data from copula models, we can
evaluate the ability of the copula in preserving the dependence structures. The
chi-plot is given as the scatter-plot of pairs (λi, χi) where
λi = 4 sgn
(











in which sgn(.) is the sign function that extracts the sign of a real number; the
sign function of a real number x is defined as follows:
sgn(x) =

−1 if x < 0
0 if x = 0














1(X2,j ≤ X2,i) (2.38)
To avoid outliers, it is recommended to plot only the pairs for which (Fisher and
Switzer, 2001):
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Figure 2.5 displays the Chi-plots for (a) observed storms in Uccle, (b) simulations
from the Frank copula and (c) simulations from the Gumbel-Hougaard copula. It is
clear that the Chi-plot of the Gumbel-Hougaard simulations looks more similar to
those of the observed data, assuming that in this case the Gumbel-Hougaard copula
can preserve the duration-depth dependence better than Frank copula.
2.2.4.3 Root Mean Square Error
The simple measurement Root Mean Square Error (RMSE) can also be employed
to evaluate how well a copula fits to the data. It is the most popular measure which
is based on the differences between values predicted by a model or an estimator






(C (u1i, u2i) − Cn (u1i, u2i))2 (2.40)
where n is the number of data points, C the fitted copula based on parameters
estimated via Kendall’s tau, and Cn the empirical copula. The smaller its value
the better the fit achieved.
2.3. Bivariate copula-based frequency analysis
Different from the univariate case, several types of bivariate return periods have
been proposed and applied in the literature. A theoretical framework for copula-
based frequency analysis of extreme events was initially developed in the studies of
Salvadori (2004); Salvadori and De Michele (2004, 2007); Salvadori et al. (2007,
2011). Generally bivariate return periods can be grouped into two main types,
i.e. primary and secondary return periods. The latter, also known as Kendall
return period, was first proposed for the bivariate case by Salvadori (2004) and has
recently been extended to the multidimensional case by Salvadori et al. (2011). In
the following sections, an ”event” is referred to as any hydrological event, e.g. storm
or drought, that is extracted from a time series. In the bivariate case, an event
can be described using two random variables X1 and X2, e.g. a rainfall event can
be described by two variables, e.g. rainfall duration (minutes or hours) (X1) and
rainfall depth (mm) (X2) which can be obtained from rainfall time series.
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2.3.1. Primary return periods
Bivariate events can be categorized as joint and conditional events (Shiau, 2003).
Joint events can be defined in two cases: AND
( {X1 > x1 and X2 > x2} ) and
OR
( {X1 > x1 or X2 > x2} ). Both cases are popular in design studies, e.g. people
may be interested in storm events in which rainfall duration is longer than a certain
period and/or total rainfall amount exceeds a certain level. The return period
TAND and TOR, respectively, for AND and OR events are defined as
TAND =
ωT
1 − F1(x1) − F2(x2) + F12(x1, x2)
=
ωT




1 − F12(x1, x2) =
ωT
1 − C12(u1, u2) (2.42)
where ωT is the mean inter-arrival time of the event considered. It can be approxi-
mately estimated from the time series as (Shiau, 2003, 2006):
ωT =
Total duration
Total number of events
(2.43)
In practical applications, one may also be interested in conditional situations,
e.g. the return period of a drought duration given that the drought severity exceeds
a certain threshold or the joint return period of peak rainfall intensity given a
duration, etc. The following are two popular conditional types which are referred to
as COND1
( {X2 > x2|X1 > x1} ) and COND2( {X2 > x2|X1 ≤ x1} ) (Salvadori
et al., 2007; Vandenberghe et al., 2011). The return periods TCOND1 and TCOND2



















The rightmost expressions of Eqs. (2.41) - (2.45) are presented in terms of u1, u2
and the copula C12, therefore, it is easy to see that the marginal distributions
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do not need to be known for the calculation of these return periods, as they are
expressed in terms of u1 and u2. It is also clear that there may exist combinations
of u1 and u2 for which the return period is the same. For Archimedean copulas, the
mathematical expressions for obtaining the isolines of the primary return periods,
i.e. lines that connect all couples (u1, u2) that have the same primary return period,
can be found in the works of Salvadori and De Michele (2004) and Salvadori et al.
(2007).
2.3.2. Secondary return period
For design purposes, one usually chooses a critical event, e.g. a storm with certain
(primary) return period. A more extreme event with a higher return period than
the critical event is called a super-critical event. The second return period (denoted
by TSEC), or Kendall return period, corresponds to the mean inter-arrival time of
the super-critical events and is defined as follows:
TSEC =
ωT
1 − KC(t∗) (2.46)
where t∗ is a given critical probability level and KC is the Kendall distribution
function of the random variable Z = C(u1, u2) (Gra¨ler et al., 2013).
The secondary return period based on KC shows a large advantage because it allows
projecting multivariate information into a single dimension (Kao and Govindaraju,
2010). More mathematical details and discussions of these primary and secondary
return period calculation functions are provided by Salvadori (2004), Salvadori and
De Michele (2004, 2007), Salvadori et al. (2007), Vandenberghe et al. (2011), and
Gra¨ler et al. (2013). In practice, it is advised to use the secondary return period
for design purposes because it focuses on the probability of super-critical events
(Salvadori and De Michele, 2004; Salvadori, 2004; Salvadori et al., 2007; Kao and
Govindaraju, 2010).
2.3.3. Other types of multivariate return periods
Recently, two types of return periods are introduced in the works of Salvadori et al.
(2013) and Volpi and Fiori (2014). The former which is called Survival Kendall
return period (Salvadori et al., 2013) is proposed to overcome limitations of un-
boundedness of the Kendall return period. The latter is a so-called structure-based
return period (Volpi and Fiori, 2014) based on the idea of projecting multivariate
distribution of hydrological loads, e.g. peak and volume of discharge into a reservoir,
to an actual design variable. For full details of these return periods, we refer to
the literature mentioned.
36
2.4. Coupling bivariate copulas into higher dimen-
sional copulas
2.4.1. Introduction
The construction of higher-dimensional copulas is not an easy task; apart from
the elliptical (Fang et al., 2002) and the exchangeable multivariate Archimedean
copulas (EAC), a very limited number of higher-dimensional copula models has
been proposed in the literature (Aas and Berg, 2009). However, both elliptical and
EAC copulas have some drawbacks that make them very difficult to use in practical
setting. For instance, for the elliptical copulas, the number of parameters increases
quadratically with the number of variables and the dependences must be symmetric
(Okhrin et al., 2013). Furthermore, the EACs are very restrictive because they
are only able to model positive dependences and allow the specification of only
one generator for all dimensions, therefore requiring all the marginal distributions
to be identical (Aas and Berg, 2009). To circumvent these shortcomings, one
may think of coupling simple bivariate copulas to construct higher dimensional
copulas. Because the class of Archimedean copulas is the most popular among
all bivariate copula families (see Section 2.2.1), several attempts have been made
to construct more flexible multivariate models based on Archimedean copulas
(Aas et al., 2009). Among these studies, the most noticeable is a work of Joe
(1997) in which three approaches were proposed to build a multivariate copula
from Archimedean copulas, i.e. (1) the fully nested Archimedean construction
(FNAC), (2) the partially nested Archimedean construction (PNAC) and (3) the
hierarchically nested Archimedean construction (HNAC). For the n-dimensional
case, all these methods allow for the modelling of up to (n-1) bivariate Archimedean
copulas, i.e. the free specification of up to (n-1) parameters (Aas and Berg, 2009).
However, these methods have some restrictions, e.g. all the generators have to be
strict with completely monotone inverses and if all the generators are of the same
copula, then the degree of dependence expressed by the copula parameter must
decrease with the level of nesting, i.e. θ11 ≥ θ21 ≥ ... ≥ θ(n−1)1, etc. (Whelan,
2004; McNeil, 2008; Aas and Berg, 2009).
Recently, a flexible construction method for high-dimensional copulas has been
introduced, which is known as the vine copula (or pair-copula) construction (Kurow-
icka and Cooke, 2007; Aas et al., 2009; Aas and Berg, 2009; Hobæk Haff et al.,
2010). This method has shown a large potential for several hydrological applications
(e.g. Gra¨ler et al., 2013; Vernieuwe et al., 2015). The advantage of the method is
that it allows for constructing a multivariate copula model based on the mixing of
(conditional) bivariate copulas. The following sections elaborate on the vine copula
construction, the fitting and the simulation processes.
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Figure 2.6: Examples of 4-dimensional regular vine copulas
2.4.2. Regular vine copulas
The vine copula construction has been introduced in the work of Bedford and
Cooke (2001a, 2002), in which multivariate parametric copulas are built by the
decomposition of the multivariate density into a product of bivariate copula densi-
ties. In other words, bivariate copulas are building blocks for higher-dimensional
distributions and also determine all the dependence structures. The vine copulas
constitute a large improvement compared to most previous approaches. Firstly,
they are simple and straightforward to apply. Secondly, they are also very flexible
in construction and have the ability to model all types of dependences because
the bivariate copulas for modelling pairwise dependences can be selected from a
wide range of copula families (Kurowicka and Cooke, 2007; Aas et al., 2009; Czado,
2010; Vandenberghe, 2012).
The class of regular vine copulas is still very general and embraces a large number
of possible pair-copula decompositions. For example, there are 3, 24 and 240
different constructions respectively for a three-, four- and five-dimensional vine
copula (Aas and Berg, 2009). Figure 2.6 presents two possible decompositions of
four-dimensional vines copulas. Most of the studies focus on two special cases
of regular vine copulas, i.e. the Canonical vine copula (C-vine) and the D-vine
copula (Kurowicka and Cooke, 2007). If all mutual dependences involve the same
variable, the construction is called a C-vine copula. If all mutual dependences are
considered one after the other, i.e. the first with the second one, the second with
the third one, third with the fourth one, etc., a D-vine copula is obtained. For
the 3-dimensional case, there are 3 possible decompositions and each of them is
both a C-vine copula and a D-vine copula. In the 4-dimensional case, there are
24 different possible pair-copula decompositions, among which 12 C-vine and 12
D-vine copulas. There are 60 D-vine and 60 C-vine copulas in the five-dimensional
case. The following sections describe the principle of constructing C-vine and
D-vine copulas, considering the three- and four-dimensional cases.
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2.4.3. Construction of a vine copula model
Consider a vector X = (X1, ..., Xn) of random variables with joint density function
f(x1, ..., xn). This density can be factorised as (Aas et al., 2009):
f(x1, ..., xn) = f(xn) · f(xn−1|xn) · f(xn−2|xn−1, xn) · · · f(x1|x2, ..., xn) (2.47)
The joint density function f can be represented in terms of an n-dimensional copula
density c1···n as (Aas et al., 2009)
f(x1, ..., xn) = c1···n
(
F1(x1), ..., Fn(xn)
) · f1(x1) · · · fn(xn) (2.48)
In the bivariate case, Eq. (2.48) simplifies as
f(x1, x2) = c12
(
F1(x1), F2(x2)
) · f1(x1) · f2(x2) (2.49)





) · f1(x1) (2.50)
The second factor in the right-hand size of Eq. (2.47) can be expressed in terms of




) · fn−1(xn−1) (2.51)
In case of three variables, f(xn−2|xn−1, xn) can be decomposed in two ways as
(Bedford and Cooke, 2001b; Aas et al., 2009):










where G(·|·) is the conditional cumulative distribution function (CCDF).
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Continuing decomposing f(xn−2|xn) and f(xn−2|xn−1) as in Eq. (2.51), the joint
density for three variables becomes a function of the two pair-copulas and the
marginal distribution as







) · fn−2(xn−2) (2.53a)









It is now clear that any factor in the right-hand size of Eq. (2.47) can be decomposed
into a bivariate copula and a conditional marginal distribution as (Joe, 1996, 1997;
Aas et al., 2009):
f(x|υ) = cx,υj |υ−j
(
G(x|υ−j), G(υj |υ−j)
) · f(x|υ−j) (2.54)
where υ is an n-dimensional vector, υj is one chosen component of υ and υ−j
denotes the υ-vector excluding the component υj .
In conclusion, under appropriate regularity conditions, a multivariate density can be
expressed as a product of bivariate copulas and conditional probability distributions
(Bedford and Cooke, 2001b; Aas and Berg, 2009; Aas et al., 2009; Czado, 2010). It
is also clear that there are different ways to decompose a multivariate distribution.
The n-dimensional density f(x1, ..., xn) corresponding to two special cases of
regular vine copulas, i.e. C-vine and D-vine copulas, are given respectively as
follows (Bedford and Cooke, 2001b):










G(xj |x1, ..., xj−1), G(xj+i|x1, ..., xj−1)
)










G(xi|xi+1, ..., xi+j−1), G(xi+j |xi+1, ..., xi+j−1)
)
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The vine copula construction requires the calculation of conditional cumulative
distribution functions (CCDF) in the form of G(x|υ) which is given as (Joe,
1996)





where Cx,υj |υ−j is a bivariate copula. As stated above, there are different ways to
decompose a multivariate distribution. The vine copula construction depends on
the choice of υj (Aas et al., 2009). For C-vine copulas, the CCDF has the following
form:
G(xj |x1, ..., xj−1) =
∂Cj,j−1|1,...,j−2
(




while for the D-vine copulas, it is given as
G(xj |x1, ..., xj−1) =
∂Cj,1|2,...,j−1
(
G(xj |x2, ..., xj−1), G(x1|x2, ..., xj−1)
)
∂G(x1|x2, ..., xj−1) (2.59)
For a special case where υ is univariate, Eq. (2.57) becomes identical with Eq. (2.20)
for the bivariate case (Aas et al., 2009)
G(x|υ) = ∂Cx,υ
(
F (x), F (υ)
)
∂F (υ)
= g(x, υ, θ) (2.60)
The function g(.) in Eq. (2.60) is a representation of the conditional distribution
function G(.) proposed by Aas et al. (2009), in which the second parameter υ
corresponds to the conditional variable and θ represents the parameter vector for
the copula of the joint distribution function of x and υ. Then, the inverse of the
g-function with respect to the first variable u is denoted as g−1(u, υ, θ). These
notations are used to well present the sampling algorithms for C- and D-vine
copulas in the work of Aas et al. (2009).
The sampling algorithms for C-vine and D-vine copulas are simple to implement
(Aas and Berg, 2009; Aas et al., 2009). The general algorithm for sampling n
dependent variables uniformly distributed on [0,1] for the C- and the D-vine copulas
is given as (Aas and Berg, 2009):
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Algorithm 1: Simulation algorithm for sampling x1, ..., xn from a C-vine
copula.
Sample t1, ..., tn uniformly distributed on [0, 1]
x1 = υ1,1 = t1
for i ← 2, ..., n do
υi,1 = ti





if i < n then
for j ← 1, ..., i− 1 do














where G(·|·) for C- and D-vine copulas are respectively given by Eq. (2.58) and
Eq. (2.59).
The procedures for sampling from a C- or D-vine copula in terms of functions g
and g−1 proposed by Aas et al. (2009) are given in Algorithms 1 and 2, respectively.
More explanations about the simulation process from vine copula models can be
found in Bedford and Cooke (2001a,b, 2002); Kurowicka and Cooke (2007); Aas
and Berg (2009) and Aas et al. (2009). The details of constructing C-vine and
D-vine copulas for the three- and four-dimensional cases is provided in the following
sections.
2.4.3.1 3-dimensional C-vine and D-vine copulas
As mentioned above, a C-vine copula is identical to a D-vine copula in case of three
variables. The general expression of the joint density for both the C- or the D-vine
copula structures in this case is
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Algorithm 2: Simulation algorithm for sampling x1, ..., xn from a D-vine
copula.
Sample t1, ..., tn uniformly distributed on [0, 1]
x1 = υ1,1 = t1
x2 = υ2,1 = g
−1(t2, υ1,1, θ1,1)
υ2,2 = g(υ1,1, υ2,1, θ1,1)
for i ← 3, ..., n do
υi,1 = ti







if i < n then
υi,2 = g(υi−1,1, υi,1, θ1,i−1)
υi,3 = g(υi,1, υi−1,1, θ1,i−1)
if i > 3 then
for j ← 2, ..., i− 2 do
υi,2j = g(υi−1,2j−2, υi,2j−1, θj,i−j)
υi,2j+1 = g(υi,2j−1, υi−1,2j−2, θj,i−j)
end
end
υi,2i−2 = g(υi−1,2i−4, υi,2i−3, θi−1,1)
end
end














The principle of constructing the 3D C-vine copula is presented within the red
marked area in Figure 2.7. In the first tree, three uniform random variables
U1, U2, U3 (on I) are given, and their pairwise dependences are modelled by the
bivariate copulas C12 and C13. These bivariate copulas can be conditioned for
a specific value of the first variable U1 by means of a partial differentiation (see
Eq. (2.60)), resulting in the conditional cumulative distribution functions F2|1 and
F3|1 in the second tree; the CCDF values calculated for all triplets (u1,i, u2,i, u3,i)
(i = 1...n, where n is the number of data points) are then fitted to another bivariate
copula C23|1.
Thus, in order to derive the building blocks of the 3D vine copula, the three



















   













Figure 2.7: 3D and 4D C-vine copulas. 3D C-vine copula is within red dash area
C12, C23 and C13|2 need to be estimated. These bivariate copula fittings are
straightforward where one can choose any of the available estimation methods in
literature, e.g. the estimation via the inversion of Kendall’s tau, the maximum
likelihood method, etc.
A general algorithm for sampling (x1, x2, x3) from the random variables (X1, X2, X3)
with the marginals F1, F2 and F3, and the vine copula C23|1 is performed as
follows:
1. Generating (t1, t2, t3) of random variables (T1, T2, T3) which are uniformly
distributed on I3 and setting u1 = t1,
2. u2 = G
−1(t2|u1), we have
G2|1 = g(u2, u1, θ12) (2.63)
⇔ u2 = g−1(t2, x1, θ12) (2.64)
3. u3 = G
−1(t3|u1, u2), we have
t3 = G3|12 = g(G3|1, G2|1, θ23|1) = g
(
g(u3, u1, θ13), g(u2, u1, θ12), θ23|1
)
(2.65)










4. Once (u1, u2, u3) is simulated, (x1, x2, x3) can be calculated using the inverse












2.4.3.2 4-dimensional C-vine copula
The joint density for n-dimensional C-vine copula is shown in Eq. (2.55); in case
of four variables, it is generally expressed as























G(x3|x1, x2), G(x4|x1, x2)
)
(2.68)
The construction of the 4D C-vine copula consists of three trees (see Figure 2.7).
In the first tree, four variables U1, U2, U3 and U4 are given, and their pairwise
dependencies are captured by the bivariate copulas C12, C13 and C14. These
bivariate copulas can be conditioned under the variable U1 through partial dif-
ferentiation and results in the conditional cumulative distribution functions G2|1,
G3|1 and G4|1. In the second tree, for all (u1,i, u2,i, u3,i, u4,i) the three CCDF
values are calculated (i = 1, ..., n, with n the number of data points) and to these
’conditioned observations’, which are again approximately uniformly distributed
on [0,1], two other bivariate copulas C23|1 and C24|1 are fitted. These copulas can
also be conditioned by partial differentiation under the variable U2 to obtain G3|12
and G4|12 in the third tree. Finally, another bivariate copula C34|12 is fitted to the
values of these two CCDFs.
Fitting a C-vine copula might be advantageous when a particular variable is known
to be a key variable that governs interactions in the data set (Aas et al., 2009). In
such a situation one may decide to locate this variable at the root of the C-vine
copula, as we have done with variable U1 in Figure 2.7. Similar to 3D vine copulas,
the simulation algorithms for 4D C-vine copulas are straightforward and simple to
implement:
1. First, generate a random sample (t1,t2,t3,t4) each independent uniformly dis-
tributed on I; these t values are served as random probability levels of the CCDFs
in the following steps. Setting u1 = t1,
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2. u2 = G
−1(t2|u1) = g−1(t2, x1, θ12)
3. u3 = G








4. u4 = G
−1(t4|u1, u2, u3). From Figure 2.7, we have
G4|1 = g−1(G4|12, G2|1, θ24|1)
= g−1[g−1(G4|123, G3|12, θ34|12), G2|1, θ24|1]
in which G4|123 = t4, and G2|1 and G3|12 are calculated using Eqs. (2.63) and
(2.65), and u4 = g
−1(G4|1, u1, θ14). Therefore
u4 = g
−1[g−1[g−1(t4, g(g(u3, u1, θ13), g(u2, u1, θ12), θ23|1),
θ34|12), g(u2, u1, θ12), θ24|1], u1, θ14
]
(2.69)
5. Once (u1, u2, u3, u4) is simulated, (x1, x2, x3, x4) can be calculated using the















Note that the first three steps are identical to the 3D C-vine copula simulation. This
is one of the advantages of this conditional mixture approach, i.e. if an additional
variable is introduced, the simulation algorithm extends in a comprehensible way
(De Michele et al., 2007).
2.4.3.3 4-dimensional D-vine copula
The joint density for a n-dimensional D-vine copula is shown in Eq. (2.56); for 4
variables, it is generally expressed as























F (x1|x2, x3), F (x4|x2, x3)
)
(2.71)
The construction of the 4D D-vine copula consists of three trees (see Figure 2.8).
In the first tree, four variables U1, U2, U3 and U4 are given, and their pairwise
















Figure 2.8: The principle of the hierarchical nesting of bivariate copulas in the con-
struction of a 4D vine copula through conditional mixtures. Adapted from Copula-based
Models for Generating Design Rainfall (p. 53) by Vandenberghe, S.(2012). PhD disser-
tation, Ghent University, Faculty of Bioscience Engineering, Ghent, Belgium. Adapted
with permission.
bivariate copulas can be conditioned under specific values of the second variable
through partial differentiation and results in the conditional cumulative distribution
functions G1|2, G3|2, G2|3 and G4|3 in the second tree. The values of these four
CCDFs are calculated for all (u1,i, u2,i, u3,i, u4,i) (i = 1, ..., n, with n the number
of data points). These values are then fitted to two new bivariate copulas C13|2
and C24|3. These copulas can also be conditioned by partial differentiation with
respect to the variable U3 for C13|2 and U2 for C24|3, such that G1|23 and G4|23
are respectively obtained in the third tree. Then another bivariate copula C14|23 is
fitted to the values of these two CCDFs.
The simulation algorithm for a 4D C-vine copula is simple to implement as fol-
lows:
1. First, generate a random sample (t1,t2,t3,t4) which is independent uniformly
distributed on I4; these t values are served as random probability levels of the
CCDFs in the following steps. Setting u1 = t1,
2. u2 = G
−1(t2|u1) = g−1(t2, x1, θ12)
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3. u3 = G
−1(t3|u1, u2), we have
t3 = G3|12 = g(G3|2, G1|2, θ13|2) = g
(












4. u4 = G
−1(t4|u1, u2, u3), from Figure 2.8, we have
G4|3 = g−1(G4|23, G2|3, θ24|3)
= g−1[g−1(G4|123, G1|23, θ14|23), G2|3, θ24|3]
in which
G4|123 = t4
G2|3 = g(u3, u2, θ23)
G1|23 = g(G1|2, G3|2, θ13|2) = g
(
g(u3, u2, θ23), g(u1, u2, θ12), θ13|2
)
and u4 = g
−1(G4|3, u3, θ34) therefore
u4 = g
−1[g−1[g−1(t4, g(g(u3, u2, θ23), g(u1, u2, θ12), θ13|2),
θ14|23), g(u2, u3, θ23), θ24|3], u3, θ34
]
(2.74)
5. Once (u1, u2, u3, u4) is simulated, (x1, x2, x3, x4) can be calculated using the
inverse marginal distribution functions (see Eq. (2.70)).
2.4.4. Vine copula selection
In order to select an appropriate vine copula model for the data, it is necessary to
determine which is the most important bivariate relationship needed to be correctly
modelled, and then determine the decomposition(s) based on this relation (Aas
et al., 2009). Fitting a C-vine copula seems to make sense when a particular variable
is known to be a key variable that has influences on other variables or governs
interactions in the data set (Aas et al., 2009). In such a situation, it is logical to
set this variable as the root of the C-vine copula (as variable U1 in Figure 2.7). For
other cases, D-vine copulas may be more appropriate as we can freely select which
pairs to model. Because the bivariate copulas within the vine copula structure do
not have to belong to the same family, the next step is to specify the copula model
for each pair of variables. It is obvious that we should choose the copula models
providing best fits to the data. A simple selection procedure for n− 1 trees of an
n-dimensional vine copula, proposed by Aas et al. (2009), is given as below:
(1) Determine which copula types to use in tree 1 by using one or several GOF
tests (see Section 2.2.4).
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(2) Estimate the parameters of the selected copulas using the original data.
(3) Generate the conditioned observations for tree 2 using the conditional cumulative
distribution functions.
(4) Iterate steps 1-3 to determine the copula types for remain trees, i.e. 2 to
(n− 1).
It is obvious that the observations used to select the copulas at a specific level
depend on the choices of the specific pair-copulas and the variables to be conditioned
up-stream in the decomposition, therefore each choice has a specific impact to the
overall system. Although one can try to give the best fit for each pair of variables,
it does not guarantee that a globally optimal fit for the data is obtained (Aas et al.,
2009).
After the construction, it is necessary to evaluate whether the vine copula provides
a good fit to the data. An simple approach is to compare several artificial data sets
sampled from the vine copula (see Eq. 2.61) with the original data. In this approach,
evaluations are made based on how well the simulated data sets can preserve the
original statistical properties, e.g. mutual dependence between variables, frequency
and cumulative distributions.
2.5. Conclusion
This chapter gave a brief overview of the copula theory, bivariate frequency analysis
and vine copulas. First, the theory of copulas and a comprehensive overview
of the different practical steps involved in the use of copulas were given, i.e. the
introduction of popular bivariate copulas families, copula estimation techniques, the
GOF tests and simulation algorithms. Then a copula-based multivariate frequency
analysis framework was discussed, considering the two-dimensional case. Attention
is paid to different types of multivariate return periods, such as the primary return
periods and the second or Kendall’s return period. Finally, the chapter presented a
flexible way for constructing multivariate copulas with bivariate copulas as building
blocks, known as the vine copula construction. Basic theory of a vine copula
construction is given and attention is paid to different steps of the vine copula
constructions and simulation algorithms for two special types, i.e. C-vine and D-
vine copulas, considering the cases of three- and four-variables. It is demonstrated
that vine copulas are fairly simple and easy to apply. We, therefore, suggest the







Of all natural disasters, droughts have among the highest economic and environmen-
tal consequences because of their longevity and widespread spatial extent (Wilby
and Wigley, 2000). It is often stated that drought is one of the most complex
natural hazards, and that it affects more people than any other hazard (Wilhite
et al., 2007). Understanding drought statistics, therefore, is essential for hydro-
logical/agricultural designs and water resource management. There are two main
challenges with respect to the statistical analysis of droughts. The first challenge
concerns the characterization of the dependence between the different variables
that define a drought. Droughts are generally characterized by multiple attributes
(Shiau and Modarres, 2009; Wong et al., 2010), of which drought duration and
severity are the two most important variables in the majority of the reported
drought research. Generally, traditional univariate analysis does not account for
any correlation between variables. However, the description of the extremity of an
event depends upon the combination of duration as well as severity. A multivariate
frequency analysis of droughts can be explored using copulas (Shiau and Shen, 2001;
Shiau, 2003, 2006; Kim et al., 2006a; Shiau and Modarres, 2009; Wong et al., 2010).
Unlike extreme rainfall or flood problems, droughts may last from several months
to years; therefore, the second challenge consists in retrieving a historical climate
data set that is sufficiently long for analysis. Precipitation data, constituting the
most important variable for drought investigation, are not always available from
observations for such a long period. In the latter case, one may consider the use of
stochastic point process rainfall models, which allow for generating extremely long
rainfall time series with similar statistics to what was observed (Verhoest et al.,
2010).
This chapter has two main objectives. The first objective is to implement a copula-
based drought frequency analysis which makes use of a time series of 105 year
This chapter is based on: Pham, M. T., Vanhaute, W. J., Vandenberghe, S., De Baets, B., and
Verhoest, N. E. C., An assessment of the ability of Bartlett-Lewis type of rainfall models to
reproduce drought statistics, Hydrology and Earth System Sciences, 17(12), 5167-5183, 2013.
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(1898–2002) of 10 min rainfall observed at Uccle, located near Brussels, Belgium.
The second objective aims at investigating whether rainfall series simulated by
the Bartlett–Lewis (BL) models can be used for drought analysis, as it can be
questioned whether those models are able to reproduce drought statistics. These
BL models have already extensively been validated for general statistics, such as
mean, variance, auto-covariance and zero depth probability as well as for extreme
precipitation events (Cameron et al., 2000, 2001; Kaczmarska, 2011; Vandenberghe
et al., 2011; Verhoest et al., 1997; Wheater et al., 2005). However, an assessment on
whether the statistics of the alternative extreme behaviour (i.e. low precipitation
or drought), to the author’s knowledge, has been only reported in a study of Pham
et al. (2013) which is used as a basis for this chapter. In this chapter, drought
events are selected based on an investigation of a drought index, i.e. the EDI index
(Byun and Wilhite, 1999). Then drought events are characterized by two variables,
namely drought duration (D) and severity (S), whose dependence is modelled
using a copula. Finally, several types of copula-based return periods for drought
are calculated for both the observed and simulated time series.
The structure of the chapter is as follows. Section 3.2 introduces historical time
series of precipitation, temperature and evapotranspiration at Uccle and the five
BL models used in this research. These historical records have been used for
almost all parts of this dissertation, e.g. for constructing the copula-models, for the
calibrations and validations of stochastic rainfall models and within a rainfall-runoff
model. Section 3.3 describes the drought index used for the drought identifications.
A copula-based investigation of drought statistics at Uccle is presented in Sec-
tion 3.4. Further, the ability of the BL models for preserving drought statistics for
Uccle, evaluated using the copula-based approach, is given in Section 3.5. Finally,
conclusions are drawn in Section 3.6.
3.2. The rainfall time series and stochastic rainfall
models
3.2.1. The Uccle series
The study makes use of observed time series measured in the climatological park
of the Royal Meteorological Institute (RMI) at Uccle, near Brussels, Belgium.
They include the time series of observed rainfall, mean daily temperature T
and daily reference evapotranspiration E. The time series of E is derived from
the Penman-Monteith method and has the same length (72 years, from 1931 to
2002) as T . The precipitation data consists of records with a time resolution of
10 min from 1 January 1898 to 31 December 2002 measured by a Hellmann–Fuess
pluviograph (De´mare´e, 2003). This data set is quite unique in hydrology due to
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its extraordinary length with a 10-minute frequency of sampling and the quality
is ensured consistently and strictly at high level by using the same method of
processing and measuring at the same location since 1898 (Ntegeka and Willems,
2008). This time series has been subjected to a large number of studies (Verhoest
et al., 1997; Vaes and Berlamont, 2000; De Jongh et al., 2006; Ntegeka and Willems,
2008; Vandenberghe et al., 2010a; Vanhaute et al., 2012; Pham et al., 2013) and
is used here as observations for calibrating rainfall models for Uccle (see next
sections). In Chapter 4, this time series will be reprocessed to daily total rainfall,
further referenced to as P , and dry fraction per day D for the constructions of
different copula models.
3.2.2. Stochastic rainfall models
Several types of rainfall models have been proposed in literature. Onof et al. (2000)
grouped all continuous rainfall models into four types: (1) meteorological models;
(2) stochastic multi-scale models; (3) statistical models and (4) stochastic process
models. Meteorological models are capable to describe the physical processes of
all weather variables, including rainfall, by making use of very large and complex
sets of equations. Numerical Weather Prediction (NWP) and General Circulation
Models (GCM) are two common examples of this type. Stochastic multi-scale
models describe the spatial evolution of the rainfall process regardless of scale
factors. In general, these models involve an assumption of temporal invariance of
rainfall over a range of scales (Bernardara et al., 2007). Statistical models, which
can be used for simulating the precipitation trends, usually treat the occurrence
and the amount of precipitation separately (Wilks and Wilby, 1999). The rainfall
occurrence is represented by a sequence of dry and wet periods, usually simulated by
Markov chains or Alternating Renewal Models (ARM). The precipitation amounts
can be arbitrarily generated by making use of some popular distributions, e.g.
the exponential (Todorovic and Woolhiser, 1975), the Gamma (Stern and Coe,
1984; Viglione et al., 2012), or the mixed exponential distribution (Woolhiser and
Rolda´n, 1982; Wilks, 1998; Mason, 2004), etc. Stochastic process models make use
of simple assumptions of physical processes to simulate the hierarchical structure
of the rainfall process. By this approach, only a limited number of parameters is
needed (Verhoest et al., 2010). The Bartlett-Lewis (BL) (Rodriguez-Iturbe et al.,
1987a) and the Neyman-Scott (NS) (Kavvas and Delleur, 1981) models are the
most common models of this type.
Stochastic rainfall models can be used to produce indefinitely long time series or to
compensate for missing data from finite historical records (Wilks and Wilby, 1999),
thus they have been used extensively in hydrological and agricultural designs, in
ecosystem and hydrological impact studies. It is necessary to comprehensively
investigate the performance of such models before using them for a design study.
However, it is extremely difficult to figure out which one is the best out of several
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models. In literature, there are only very few studies conducting the comparison
of different models. Yet those studies have some limitations: (1) they are only
comparing some models of the same type; (2) they are limited to specific areas:
and (3) they are using different criteria for evaluation and comparison. In this
study, we only focus on the BL models. These models have been fitted to different
areas, such as Great Britain (Onof and Wheater, 1993; Onof et al., 1994; Cameron
et al., 2000), Ireland (Khaliq and Cunnane, 1996), Belgium (Verhoest et al., 1997;
Vandenberghe et al., 2010a), United State (Rodriguez-Iturbe et al., 1987b; Velghe
et al., 1994), New Zealand (Cowpertwait et al., 2007), Australia (Gyasi-Agyei, 1999;
Heneker et al., 2001), South-Africa (Smithers et al., 2002), etc. The BL models are
chosen in this study for three main reasons: (1) having a good performance in all
recent studies; (2) being capable of generating a sufficient fine time scale (less than
1 hour); (3) calibration is easy to carry out with a limited number of parameters;
and (4) the good fit to the historical time series at Uccle (Verhoest et al., 1997;
Vanhaute et al., 2012). One of the objectives of this dissertation is applying the
advanced copula-based frequency analysis to investigate whether rainfall series
simulated by the BL models can be used for drought analysis (Section 3.5). The
following sections are dedicated to describe the five BL models used in this research.
The models consist of the original Bartlett–Lewis (OBL) model (Rodriguez-Iturbe
et al., 1987a), the modified Bartlett–Lewis (MBL) model (Rodriguez-Iturbe et al.,
1988), the modified Bartlett–Lewis Gamma (MBLG) model (Onof and Wheater,
1994), the truncated Bartlett–Lewis (TBL) model (Onof et al., 2013) and the
truncated Bartlett–Lewis Gamma (TBLG) model (Onof et al., 2013).
3.2.3. The Bartlett-Lewis rainfall models
3.2.3.1 Original Barlett-Lewis model
The OBL model was first proposed by Rodriguez-Iturbe et al. (1987a). In this
model, storm events are generated randomly according to a Poisson process with
parameter λ. Each storm origin is followed by a sequence of cell origins, modelled
by a second Poisson process characterized by parameter β. Cells can be generated
during a time interval having a duration that is exponentially distributed with
parameter γ. For each cell origin, a rectangular cell is generated with random
depth and duration, both exponentially distributed, respectively with parameters
1/µx and 1/η. Rodriguez-Iturbe et al. (1987a) introduced dimensionless parameters
κ=β/η and φ= γ/η to ensure that the number of cell origins associated with one
storm arrival follows a geometrical distribution with mean µx = 1 +κ/φ. As such,
the OBL model has five parameters (λ, β, γ, µx, η).
54
3.2.3.2 Modified Barlett-Lewis models
As the OBL model showed some shortcomings with respect to the preservation
of the zero depth probabilities (Rodriguez-Iturbe et al., 1987a,b), the modified
Bartlett–Lewis (MBL) model was introduced (Rodriguez-Iturbe et al., 1988). In
this model version, the average cell duration was allowed to vary between storms
by modifying the exponentially distributed cell duration through randomizing the
parameter η according to a gamma distribution with shape parameter α and scale
parameter ν. The mean cell inter-arrival time, β−1, and the mean storm duration
time, γ−1, can be varied randomly by keeping κ and φ constant while varying η.
The MBL model thus has six parameters (λ, µx, α, ν, κ, φ). Since the MBL model
poorly reproduced the extreme behaviour of rainfall, Onof and Wheater (1994)
introduced the modified Bartlett–Lewis Gamma (MBLG) model as an updated
version of the MBL model, in which the cell depth follows a two-parameter gamma
distribution, with shape parameter p and scale parameter δ, resulting in a model
with seven parameters (λ, α, ν, κ, φ, p, δ).
A problem that remained unnoticed by many users of the aforementioned models
is that very unrealistic events of excessively large cells are occasionally generated
when sampling a large number of mean cell duration values during long simulations
(Verhoest et al., 2010). To surpass this issue, the Gamma distribution for the
sampling of η is truncated to inhibit the sampling of extremely large mean cell
durations (Onof et al., 2013). The truncation parameter ε can be handled as an
extra parameter during calibration. As with the MBL and MBLG models, the
truncated model can use either an exponential or gamma distribution to represent
rainfall depth; these will be referred to as the TBL and TBLG models, respectively.
The TBL and TBLG models respectively have seven (λ, µx, α, ν, κ, φ, ε) and
eight (λ, α, ν, κ, φ, p, δ, ε) parameters.
Different rainfall characteristics can be represented in terms of the model parameters.
In case of the OBL model, the mean storm inter-arrival time (h) and the mean cell
inter-arrival time in a storm (h) are given by 1/λ and 1/β, respectively; the mean
storm duration (h) equals 1/γ; cells have a mean duration (h) of 1/η and a mean
intensity (mm h−1) of µx. The same physical interpretation of the parameters can
be given for the other models. For the MBL and MBLG models, η can be calculated
as α/ν. For the TBL and TBLG models, the calculation of η is more complicated
since it is sampled from a truncated Gamma distribution; a detailed calculation of
η for these models can be found in Onof et al. (2013). For the MBL, MBLG, TBL
and TBLG models, β and γ can be calculated as κ · η and φ · η, respectively. In
the MBLG and TBLG models, µx equals p/δ.
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3.2.3.3 Model calibrations for the Uccle time series and parameter
sets
The models are calibrated using the Generalised Method of Moments (GMM) in
which model parameters are chosen to minimize the difference between the model
values calculated for some statistics, such as mean and variance, and the empirical
values of these statistics obtained from observed data and at different aggregation
levels. The fitting procedure is subject to a certain level of subjectivity. There
are no general guidelines about the choice of moments or aggregation levels in the
objective function, nor is there a general consensus about the weights used during
fitting (Vanhaute et al., 2012). Several approaches exist, each exhibiting certain
advantages and disadvantages, which make it hard to select one particular method
for calibration. For example, attributing a greater weight to the mean rainfall
intensity during fitting will lead to a better reproduction of mean rainfall intensity,
whereas other properties may be reproduced less accurately, as a result. Evidently,
this extends to the choice of the included moments and their aggregation levels
during fitting. Several authors have attempted to address some of these issues
empirically which has led to differing conclusions, making it particularly hard to
assess the merit of a certain method, since the inferred conclusions are obviously
influenced by the chosen evaluation criteria (Burton et al., 2008; Cowpertwait et al.,
2007; Vanhaute et al., 2012).
There are three different types of objective functions that are used for the calibration
of BL models that has a general form (Vanhaute et al., 2012):
f(x) = (M0 −M(x))2W (M0 −M(x)) (3.1)
where x is the parameter vector, M0 is a (1× k) vector of observed values for a set
of k properties, M(x) is a (1× k) vector of their expected values under the model,
and W is a (k × k) positive definite matrix of weights.
The choice of W is fairly subjective and many different approaches have been
reported in literature (Vanhaute et al., 2012). For example, Hansen (1982) suggested
using W as the inverse of the covariance matrix of the observed properties which is
theoretically an optimal starting point for the parameter identification (Kaczmarska,
2011). However, W is usually chosen to be a diagonal matrix for simplicity, then




wi (M0,i −Mi(x))2 (3.2)
in which wi is commonly set equal to ai/M
2
0,i, where ai is an arbitrary value defined
by the user (Entekhabi et al., 1989; Cowpertwait, 1991, 2004; Velghe et al., 1994;
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Verhoest et al., 1997; Smithers et al., 2002). The division of the squared model
error by the sample estimate helps to prevent the risk of the domination of large
values during the minimization procedure (Cowpertwait et al., 2007). Velghe et al.
(1994) and Verhoest et al. (1997) set a = 1 for all fitting properties. The following







Another composition of the objective function is suggested by Cowpertwait et al.
(2007) which makes use of an additional term containing the inverse of the fraction
given in the first term (Eq. (3.4)). This set-up helps to avoid bias in the optimal
















Finally, an alternative configuration of the objective function is proposed in the
work of Vanhaute et al. (2012) based on a simplification of the theory of Hansen
(1982) in which wi is set equal to 1/Var [M0,i]. It seems to be sensible because “in
least squares problems with unequal variances, observations should be weighed
according to the inverse of their variances” (Chandler, 2003). In this case, the







The performances of the different objective functions have been compared in the
work of Vanhaute et al. (2012) for the calibration of MBL model for Uccle; in general,
the objective function given in Eq. (3.3) is considered to have the best performance.
Therefore, this approach is taken for the calibration of BL models in this study.
In order to avoid the seasonal effects and to ensure temporal homogeneity, the
calibration process is implemented on a monthly basis, i.e. 12 different parameter
sets have to be calibrated and one for each month. The chosen fitting properties in
the current work include the hourly mean, and the variance, lag-1 auto-covariance
and proportion of dry intervals or Zero Depth Probability (ZDP) at time scales
of 10 min, 1 and 24 h. The lag-1 autocovariance is the autocovariance of rainfall
intensity with lag-1 time step where the time step equals the aggregation time.
ZDP is the proportion of dry intervals within the time series calculated for a
given aggregation level. These chosen fitting properties are similar to those by
Cowpertwait et al. (2007). The aforementioned calibrations are realised using
the Shuﬄed Complex Evolution algorithm (Duan et al., 1994). This method has
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Table 3.1: Parameter set used for the OBL model.
Parameter λ β γ µx η
January 0.023 0.299 0.069 1.103 1.552
February 0.021 0.303 0.070 1.094 1.565
March 0.020 0.333 0.074 1.154 1.595
April 0.020 0.346 0.073 1.362 1.999
May 0.021 0.305 0.093 2.282 2.304
June 0.021 0.358 0.102 2.638 2.630
July 0.022 0.306 0.098 3.531 2.737
August 0.021 0.329 0.104 3.324 2.844
September 0.019 0.289 0.076 2.354 2.296
October 0.019 0.289 0.064 1.627 1.700
November 0.024 0.286 0.071 1.262 1.496
December 0.024 0.264 0.067 1.190 1.406
Table 3.2: Parameter set used for the MBL model.
Parameter λ κ φ µx α ν
January 0.028 0.215 0.047 1.156 4.000 1.434
February 0.025 0.218 0.046 1.150 4.000 1.396
March 0.024 0.238 0.050 1.226 4.000 1.323
April 0.024 0.195 0.036 1.509 4.000 0.967
May 0.024 1.443 0.035 2.627 4.000 0.811
June 0.024 0.150 0.034 3.060 4.202 0.755
July 0.025 0.113 0.029 4.347 4.275 0.705
August 0.024 0.129 0.030 4.181 4.000 0.560
September 0.023 0.135 0.030 2.698 4.000 0.831
October 0.022 0.188 0.038 1.743 4.000 1.250
November 0.027 0.204 0.046 1.319 4.000 1.533
December 0.028 0.206 0.049 1.242 4.000 1.622
shown to be a reliable and easy-to-use method, when compared to other heuristic
optimization algorithms (Vanhaute et al., 2012). The parameter sets for the 5 BL
models are presented in Tables 3.1 - 3.5.
3.3. EDI Drought index
Different forms of drought can be identified, including meteorological drought, which
is defined on the basis of the severity and the duration of the dry spell, agricultural
drought, which accounts for the agricultural impact of the drought event, and
hydrological drought, in which the impact of reduced precipitation on surface or
subsurface water supply is taken into account. Given the fact that agricultural and
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Table 3.3: Parameter set used for the MBLG model.
Parameter λ κ φ α ν p δ
January 0.029 0.194 0.046 4.000 1.373 2.217 1.633
February 0.026 0.188 0.046 4.000 1.351 2.816 2.023
March 0.025 0.206 0.049 4.000 1.272 2.251 1.533
April 0.025 0.166 0.036 4.000 0.987 2.015 1.151
May 0.024 0.165 0.036 4.000 0.748 0.695 0.281
June 0.024 0.166 0.034 4.632 0.837 0.648 0.230
July 0.024 0.150 0.029 5.664 0.984 0.425 0.123
August 0.025 0.162 0.031 4.000 0.499 0.629 0.166
September 0.023 0.144 0.030 4.000 0.795 0.792 0.306
October 0.022 0.177 0.037 4.000 1.241 1.351 0.722
November 0.028 0.185 0.044 4.000 1.474 1.878 1.246
December 0.029 0.185 0.046 4.000 1.523 1.965 1.364
Table 3.4: Parameter set used for the TBL model.
Parameter λ κ φ µx α ν ε
January 0.030 0.217 0.048 1.160 3.000 0.882 1.988e-15
February 0.028 0.242 0.045 1.219 2.803 0.610 5.505e-14
March 0.027 0.256 0.047 1.293 3.000 0.679 7.716e-17
April 0.027 0.214 0.034 1.638 3.098 0.492 1.716e-13
May 0.024 0.146 0.034 2.715 3.600 0.637 2.141e-13
June 0.020 0.128 0.040 2.259 4.847 3.259 1.657
July 0.019 0.107 0.037 2.561 3.534 2.142 1.438
August 0.019 0.102 0.038 2.618 5.297 4.069 1.539
September 0.024 0.133 0.030 2.743 2.998 0.488 9.622e-6
October 0.023 0.182 0.035 1.804 3.000 0.713 1.927e-16
November 0.029 0.207 0.044 1.357 3.000 0.879 2.981e-15
December 0.028 0.174 0.043 1.257 3.000 1.064 4.911e-15
hydrological droughts also include effects of land use, soil management, hydrological
characteristics of a catchment and water management, we do not focus on these
types of drought as comparing their drought statistics may not merely be attributed
to shortcomings in the rainfall time series. As such, we focus on meteorological
drought indices that are solely based on the rainfall time series.
Several types of meteorological drought indices have been proposed in literature,
including the Rainfall Anomaly Index (RAI) (Rooy, 1965), the Bhalme and Mooly
Drought Index (BMDI) (Bhalme and Mooley, 1980), the Standardized Precipitation
Index (SPI) (McKee et al., 1993), the National Rainfall Index (NRI) (Gommes
and Petrassi, 1994), the Effective Drought Index (EDI) (Byun and Wilhite, 1999),
and the Drought Frequency Index (DFI) (Gonza´lez and Valds, 2006). In this
study, we opt for the EDI proposed by Byun and Wilhite (1999), as this index
can be calculated on a daily time basis (Morid et al., 2006), whereas most of the
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Table 3.5: Parameter set used for the TBLG model.
Parameter λ κ φ α ν p δ ε
January 0.032 0.200 0.046 3.000 0.769 2.304 1.631 6.35E-16
February 0.028 0.193 0.044 3.000 0.759 2.663 1.865 9.26E-16
March 0.027 0.223 0.044 3.000 0.642 1.463 0.992 5.74E-16
April 0.027 0.157 0.030 3.000 0.470 2.525 1.261 2.50E-15
May 0.024 0.167 0.035 3.788 0.658 0.696 0.277 1.70E-13
June 0.023 0.162 0.035 5.292 1.098 0.654 0.240 0.252
July 0.024 0.149 0.030 5.893 1.074 0.429 0.125 0.461
August 0.028 0.217 0.046 3.000 0.362 0.716 0.218 1.22E-14
September 0.025 0.176 0.035 3.000 0.429 0.923 0.349 4.26E-15
October 0.023 0.166 0.038 3.000 0.824 1.523 0.817 1.59E-15
November 0.029 0.190 0.040 3.000 0.822 1.519 1.000 7.16E-15
December 0.030 0.180 0.043 3.000 0.896 1.936 1.299 9.39E-16
other drought indices are calculated at a monthly scale, which renders them less
interesting for assessing the temporal behaviour of BL models.
Basically, the EDI is an index that expresses the standardized deficit or surplus of
precipitation with respect to a mean calculated over a user-defined time period.
The first step in the calculation procedure of EDI is to calculate the Effective
Precipitation (EP). The EP is a measure that reflects the antecedent precipitation
volume. It is calculated as a cumulative daily precipitation with a time-dependent
reduction function (Kim et al., 2009); in other words, the EP for any day j is a
weighted sum of the precipitation of the l previous days with decreasing weights
(Morid et al., 2006) where j is the number of the days since the beginning of the












where P (j − m) is the precipitation at the mth day before day j.
The duration l is usually chosen as 365 days (Dogan et al., 2012; Byun et al., 2008;
Kim et al., 2009; Morid et al., 2006, 2007; Pandey et al., 2008; Yu-Won and Byun,
2006), as a representative value of the total water resources stored for a long period
(Morid et al., 2006) or the most common precipitation cycle (Kim et al., 2009).
The same value for l is also taken in this study. Since l is chosen as 365 days, the
first year of all data sets is used to calculated the EP for the second year, therefore
the EDI values are only available for the last 104 year data.
Once the EP is obtained for each day, its deviation, DEP, with respect to a mean
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EP (i.e. MEP) is calculated:
DEP(j) = EP(j) − MEP(j), (3.7)
where MEP(j) is the mean value of the EP values of the days j′≡ j (mod 365)
(e.g. 15 May) of all years in a “standard period”. The ideal standard period should
represent average climatological variables and therefore it should be long enough,
for example, 30 years or more (Byun and Wilhite, 1999; Kim et al., 2009; Morid
et al., 2006; Pandey et al., 2008). In this study, the standard period of 30 years
from 1971 to 2000 is applied for Uccle observations and from year 71 to 100 for BL
simulations.





in which SD (DEP(j)) is the standard deviation of DEP of the days j′≡ j (mod 365)
of all years over the standard period.
The classification of the drought severity by the EDI is presented in Table 3.6. For
easier calculation of the drought index, all years are considered to have 365 days;
for the leap years, 29 February is excluded and the rainfall on 28 February is
recalculated as the average rainfall observed on 28 and 29 February. For a more
detailed explanation of the EDI calculation procedure, we refer to Byun and Wilhite
(1999) and Kim et al. (2009).
Table 3.6: Drought severity classification by the EDI index (Morid et al., 2006).
Extremely wet ≥ 2.50
Very wet 1.50 to 2.49
Moderately wet 0.70 to 1.49
Normal −0.69 to 0.69
Moderately dry −0.70 to −1.49
Severely dry −1.50 to −2.49
Extremely dry ≤−2.50
In this research, based on the classification propsed by Morid et al. (2006) (Ta-
ble 3.6), a drought event is defined as an extremely dry to moderately dry period
during which the EDI index is continuously less than −0.70. Each drought is
characterized by two dependent attributes: duration, D, and severity, S, where the







where T is the value of j at the onset of a drought event (i.e. the day at which the
EDI value becomes less than −0.70).
From a practical point of view, this study only takes into account the droughts with
a duration of at least 7 days in the frequency analyses. Droughts with a duration
smaller than 7 days are not easily detected in reality and may not cause any serious
effects. The threshold duration of 7 days, which is much smaller than the minimum
drought duration identified by other drought indices (usually a month), still allows
for investigating the temporal behaviour of BL models with respect to predicting
minor drought events (Section 3.5). This choice also helps to remove a problem
of “ties” in the data. This problem refers to the presence of events with identical
values for both D and S which may cause difficulties in distribution fitting and
copula-based statistical analysis. For more information about this problem, we
refer to Salvadori and De Michele (2006, 2007).
We also use the Yearly Accumulated negative EDI (YAEDI365) proposed by Kim








where t= 2, 3, . . . , 105.
In this study, based on the classification in Table 3.6, a year which had a YAEDI365
less than −1.5 is considered as a “seriously dry year”.
3.4. A copula-based investigation of drought char-
acteristics with the Uccle series
In this section, copulas are used to calculate different types of bivariate return
periods of drought events in Uccle. First, drought events in Uccle, identified
using the EDI index, are fitted to an appropriate copula model, then five types of
copula-based return periods for drought are calculated.
3.4.1. Fitting of copulas for Uccle droughts
From observed rainfall time series at Uccle, drought events are identified using the
EDI drought index (Byun and Wilhite, 1999) and characterized by two variables,
namely drought duration (D) and severity (S), whose dependence is modelled using
a copula. Before calculating the drought return periods, the marginal cumulative
distribution functions of D and S need to be modelled separately as these are needed
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Table 3.7: ADn statistic tests and their corresponding p-values for some distribution
functions fitted to drought duration D and drought severity S in Uccle. (p-values larger
than 0.05 indicating an appropriate fit of the distribution are displayed in bold).
GP GEV WBL EXP Gamma Kernel
Duration (D)
ADn 7.556 1.541 Inf 15.368 12.845 4.590
pADn 0.000 0.018 0.000 0.000 0.000 0.402
Severity (S)
ADn 5.958 0.646 Inf 33.370 15.456 3.336
pADn 0.000 0.058 0.000 0.000 0.000 0.424
in order to transform these values from R2 to I2 or vice versa when conducting
a copula-based frequency analysis. Different commonly used parametric models
such as Generalized Pareto (GP), Generalized Extreme Value (GEV), exponential,
Weibull and gamma distribution functions, and a nonparametric Kernel model
are considered in this fitting test. The Kernel distribution is a nonparametric
representation of the PDF of a random variable. The function is defined by a
smoothing function and a bandwidth value that controls the smoothness of the
resulting density curve. The reason for also conducting a non-parametric model fit is
that such model may avoid the typical problems of under- or overestimating extreme
events when fitting a parametric model (Vandenberghe, 2012). All considered
distributions are fitted to the data using built-in functions in Matlab program. The
parameters of the theoretical distributions are estimated using MLE method.
In order to assess the significance of the fit and identify the appropriate distribution
for D and S, the Anderson–Darling statistic ADn (Anderson and Darling, 1954) is
calculated as follows:




(2i− 1)[lnFt(x(i)) + ln(1− Ft(x(n−i+1)))] (3.11)
where Ft is the CDF of the tested distribution and x(i) are the ordered data, i.e.
x(1) < x(1) < . . . < x(n).
Table 3.7 lists the values of the ADn statistics and p-values for these ADn tests
for the five parametric and the one non-parametric distribution functions fitted
to the duration D and the severity S of the droughts in Uccle. Note that smaller
ADn values express a better distribution fit. As can be seen from the table, the
best fits for both D and S are provided by the GEV distribution. The second
best fits for D and S are obtained with the Kernel distribution. However, p-values
indicate that for D only the Kernel distribution is chosen, while all the parametric
distributions are clearly rejected. For S, the GEV and the Kernel distributions
can have an appropriate fit.
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Figure 3.1: GEV and Kernel cumulative distribution functions of drought duration D
and drought severity S in Uccle.
Table 3.8: RMSE, Sn and Tn of different fitted copulas for Uccle data. Values between
brackets are p-values of respectively Sn or Tn.
A12 A14 Frank Clayton Gumbel
RMSE 0.010 0.010 0.010 0.011 0.010
Sn 0.014 0.016 0.018 0.016 0.016
(0.024) (0.006) (0.340) (0.005) (0.003)
Tn 0.289 0.284 0.413 0.345 0.284
(0.399) (0.428) (0.308) (0.128) (0.438)
To avoid the problems of under- or overestimation of marginal distribution fitting
for D and S, the distributions should be investigated by a graphical presentation.
Figure 3.1 displays the GEV and Kernel cumulative distribution functions of D
and S for the data set, respectively. As can be seen for both cases, the Kernel
distribution (red line) is better in simulating the extreme values while the GEV
(black line) overestimates the extremes. Based on the above analysis, the Kernel
distribution for both D and S is selected in further analysis.
To model the dependence structure between D and S, we restricted the copulas to
the most common one-parameter families, such as Clayton, Gumbel, Frank, Ali-
Mikhail-Haq (AMH), A12 and A14 (Table 2.2). The copula parameter estimation
method makes use of the estimation of Kendall’s tau (τK). As Kendall’s tau
value for Uccle data is equal to 0.960 which is out of range for the AMH copula
(Table 2.3), the AMH copula is no longer considered in the study.
In order to decide what copula model provides the best fit for the data, the study
makes use of the RMSE and two GOF tests, i.e. Sn and Tn. Table 3.8 presents the
RMSE, Sn, Tn and their respective p-values obtained for different copulas tested
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for the Uccle data. Similar results of RMSE are obtained for all copulas which
make it difficult to conclude which is the best copula. For the Tn test, the p-values
show that all copulas can be used; according to Tn values, the best copulas are
A14 and Gumbel. In case of Sn, the p-values indicate that only the Frank copula
(p=0.340) is found to be appropriate at the 5 % significance level. Therefore, only
the Frank copula is considered for the frequency analysis.
To have a visual evaluation of the copula fit, a comparison between empirical
copulas (red dotted line) and fitted Frank copulas via Kendall’s tau (full line) for
drought in Uccle is shown in Figure 3.2. In this figure, the plotted variables U and
V are the normalized ranks of the variables D and S, respectively. In general, the
Frank copula is considered to provide a good fit with the Uccle droughts. This
appropriate fit is also confirmed in the K- and QQ-plots in Figure 3.3.
3.4.2. Copula-based frequency analysis for Uccle droughts
Having fitted the Uccle drought events with a Frank copula, five types of primary
and secondary return periods can be calculated using Eqs (2.41)-(2.46). Different
from the return period defined by a single random variable, the joint return periods
can be expressed using various combinations of the two random variables which can
be illustrated using the contour lines. Figure 3.4 presents the contours of five types
of bivariate return period of the drought events with a return period of 5, 10 and
20 years. Based on the contours of the joint return periods, given a return period,
one can obtain various combinations of D and S, and vice versa. These various pairs
provide more information on different drought events that have the same return
period can be very useful for engineers to carry out effective water management
and hydraulic designs, such as spillways and control reservoirs. It is clear that each
of the joint return periods exhibits different shapes and characteristics (Yue and
Rasmussen, 2002; Shiau, 2003), therefore it is very difficult to decide which types
of return periods should be used for design purposes. For example, comparison
between TAND and TOR, it is easy to see that the chance that an event occurs
with both D > d and S > s is much less than that of an event with D > d or
S > s (Yue and Rasmussen, 2002). And for a given return period, e.g. T = 20
years, the contour of TAND is below the one of TOR (see Figure 3.4); in other words,
at the same level of T , in general, drought events of the OR type seem to be
more extreme than those of the AND type. The contours of the secondary return
period (SEC) seem to have the same shape as those obtained with the primary
return TOR.
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Figure 3.2: Good fit between the fitted Frank copula (via Kendall’s tau) (full black
lines) and empirical copulas Cn (red dashed line) for droughts in Uccle.
Figure 3.3: Graphical GOF tests for the fitted Frank copula (via Kendall’s tau) for
droughts in Uccle: (a) K-plot: Good fit between the theoretical distribution K (full black
line) and empirical distribution Kn (red dotted line); (b) QQ-plot: appropriate fit when
the pairs (W(i),Wi:n) (red plus) are close to the bisector.
3.5. A copula-based assessment of the ability of
Bartlett–Lewis rainfall models to reproduce
drought statistics
Evaluation of rainfall models has an important role for the improvements of
existing models and for practical applications. Often they are evaluated using the
traditional univariate approach which cannot account for the mutual dependence
of random variables of a storm event. Recently, with the development of a flexible
multivariate approach based on copulas, it has been used as an effective tool
for assessing the ability of a rainfall model; for example, Vandenberghe et al.
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Figure 3.4: Primary and secondary return periods for droughts in Uccle.
(2011) used the copula-based method to evaluate differences between the return
periods of several types of observed storms in Uccle and modelled storms by BL
models. In this section, a copula-based multivariate method is used to investigate
whether rainfall series simulated by BL models can be used for drought analysis
for Uccle. Before implementing the multivariate frequency analysis, a general
comparison between rainfall and drought characteristics of the observation and
simulations is presented (Section 3.5.1). The copula fits for the observed and
simulated droughts are presented in Section 3.5.2. Then five types of copula-based
return periods for drought are calculated for both the observed and simulated time
series (Section 3.5.3). Through a comparative analysis of the results, the ability of
the BL models for preserving drought statistics is assessed.
3.5.1. General evaluations of BL models
To assess the general performance of the Bartlett–Lewis models, the models’ ability
to reproduce general historical rainfall characteristics is first considered. Table 3.9
compares general historical rainfall characteristics to simulated rainfall, at different
levels of aggregation, i.e. 10 minutes, 1 hour and 24 hours. For the purpose of
comparison, the percentage deviation of the simulated values from the observations
is also listed in the table.
Several differences between the models can be discovered from the table. Generally,
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Table 3.9: Comparison of general historical rainfall characteristics with simulation
results. Values between brackets are percentage deviations of the simulated characteristic
with respect to the observation.
Mean (mm) Variance (mm2) Autocovariance (mm2) ZDP (−)
Level of aggregation: 10 min
Observed 0.015 0.013 0.007 0.940
OBL 0.015 (0.86 %) 0.010 (−24.29 %) 0.008 (9.66 %) 0.936 (−0.47 %)
MBL 0.015 (−0.27 %) 0.010 (−17.85 %) 0.008 (9.65 %) 0.937 (−0.30 %)
MBLG 0.016 (1.70 %) 0.011 (−10.42 %) 0.008 (15.88 %) 0.939 (−0.13 %)
TBL 0.014 (−5.96 %) 0.009 (−31.58 %) 0.007 (−2.63 %) 0.938 (−0.25 %)
TBLG 0.015 (−1.86 %) 0.010 (−19.44 %) 0.007 (4.19 %) 0.940 (−0.04 %)
Level of aggregation: 1 h
Observed 0.092 0.222 0.092 0.874
OBL 0.093 (0.86 %) 0.221 (−0.34 %) 0.085 (−7.66 %) 0.879 (0.49 %)
MBL 0.091 (−0.27 %) 0.221 (−0.59 %) 0.087 (−5.70 %) 0.874 (−0.05 %)
MBLG 0.091 (1.70 %) 0.232 (4.52 %) 0.086 (−6.91 %) 0.875 (0.12 %)
TBL 0.091 (−5.96 %) 0.201 (−9.37 %) 0.087 (−5.55 %) 0.877 (0.31 %)
TBLG 0.100 (1.86 %) 0.209 (−6.06 %) 0.083 (−10.10 %) 0.876 (0.17 %)
Level of aggregation: 24 h
Observed 2.206 18.819 3.885 0.450
OBL 2.225 (0.86 %) 16.572 (−11.94 %) 3.172 (−18.35 %) 0.479 (6.42 %)
MBL 2.200 (−0.27 %) 18.134 (−3.64 %) 3.487 (−10.26 %) 0.455 (1.22 %)
MBLG 2.244 (1.70 %) 18.292 (−2.80 %) 3.461 (−10.92 %) 0.455 (1.12 %)
TBL 2.075 (−5.96 %) 17.485 (−7.09 %) 3.470 (−10.69 %) 0.456 (1.40 %)
TBLG 2.165 (−1.86 %) 17.531 (−6.84 %) 3.444 (−11.36 %) 0.440 (−2.23 %)
the mean is reproduced quite well by all models. However, the TBL model shows a
slightly higher deviation from the observations than the other models. All models
underestimate the variance at the 10 min level of aggregation. They are more
accurate at the hourly and daily level. The TBL model seems to produce poorer
results than the other models at all levels of aggregation. The autocovariance at the
10–min level, however, is reproduced very well by the truncated models (TBL and
TBLG), while at the hourly and daily level, this is less the case. The reproduction
of ZDP is comparable for all models. However, it can be seen that the OBL model
fails to reproduce this property at the daily level. The modest analysis above shows
that, in general, certain differences exist between the models. However, it is not
possible to conclude that one model performs better than the other, based on these
general characteristics. It can be concluded that each of the parameterized BL
models are well calibrated and the performances of the considered variants of the
BL models are comparable.
For investigating the drought statistics, the EDI index is calculated for all rainfall
series simulated by BL models. In order to unveil any patterns in drought occurrence
behaviour in the observed and simulated data, EDI values are plotted in function
of the year (x axis) and the day of the year (y axis) (Figure 3.5). This way, a
qualitative assessment of any seasonal pattern as well as the inter-annual variability
can be made. From the plots, droughts seem to occur more often and more severely
in the Uccle observations than in the BL simulations, except for the MBL simulation.
This figure reveals that drier (low EDI) and wetter (high EDI) periods seem to span
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Figure 3.5: Evolution of the EDI index of observed and simulated rainfall records for
104 yr. The y axis corresponds to the day of the year (DOY), while the x axis displays
the year.
over multiple years. The evidence of some very dry years and certain remarkably
wet years can be found in the EDI figures of Uccle and the MBL and TBL models.
No clear seasonal trends can be witnessed for both observed and simulated data.
It can also be seen that the OBL, MBLG and TBLG simulations produce less
extreme events than the other models; therefore, based solely on these plots, it
seems that these three models do not represent well long-term dry conditions in a
realistic manner.
A comparison between frequency distributions of EDI values of observed and
simulated data (Figure 3.6) shows that the OBL and MBLG models simulate less
lower EDI values and slightly overestimate higher EDI values. In other words,
these models seem to produce more wetter long-term spells than the other models
and the Uccle observations.
In this study, only the droughts with a duration of at least 7 days are taken into
account in the frequency analyses. Table 3.10 gives some basic statistics for all
observed and simulated drought events from which it can be seen that all models
overestimate the numbers of drought events while generally they underestimate
the drought duration.
Figure 3.7 presents YAEDI365 of all data during 104 years; for observed data, the
years are numbered from 1899 to 2002, while they range between 2 and 105 for
synthetic data. For Uccle, we may identify three seriously dry years, being 1921,
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Figure 3.6: Comparison between frequency distributions of EDI values of observed and
simulated data: Uccle (red), BL models (blue).
Table 3.10: Basic drought statistics of observed and simulated data.
Data Numbers of Total drought Average drought Longest drought E(L)
droughts∗ duration (days) duration (days) event (days) (yr)
Uccle 211 10 168 48.19 498 0.49
OBL 276 7154 25.92 409 0.38
MBL 330 10 966 33.23 591 0.32
MBLG 208 6178 29.70 269 0.50
TBL 299 9778 32.70 388 0.35
TBLG 252 9331 37.03 369 0.41
∗ Drought with duration of at least 7 days.
1949 and 1976; this agrees with the findings of De Jongh et al. (2006). From these
data, one may infer that a seriously dry year occurs every 27 to 28 years, however,
this statistic should be treated with care given the limited length of the time series.
All models, except the MBL model, seem to underestimate dry conditions and fail
to simulate the extreme events. Two seriously dry years were detected for the MBL
model in years 42 and 64. Only one seriously dry year was observed for the OBL
and TBLG models, while there is not a single one observed for the MBLG and TBL
models. YAEDI365 values simulated by the OBL, MBLG and TBL models seem to
be smaller and less variable than those by the other models. The underestimations
of all BL models, except the MBL model, are also confirmed in Figure 3.8 in which
the empirical cumulative distribution functions for YAEDI365 are presented for all
data sets.
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Figure 3.7: Annual dryness of observed and modelled data represented by YAEDI365.
Figure 3.8: Comparison of empirical cumulative distribution functions of YAEDI365 of
observed and modelled data.
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Figure 3.9: Scatter plots of pairs (D,S) for and simulated data: (a) observed data;
(b) observed (red cycle) and simulated data from OBL (black triangle); (c) observed
(red cycle) and simulated data from MBL (black triangle); (d) observed (red cycle) and
simulated data from MBLG (black triangle); (e) observed (red cycle) and simulated data
from TBL (black triangle); and (f) observed (red cycle) and simulated data from TBLG
(black triangle).
3.5.2. Fitting of the marginal distribution functions and cop-
ula models for simulated time series by BL models
A similar bivariate frequency analysis as done for Uccle observations is performed
on simulated time series obtained from different types of Bartlett–Lewis models.
First, all pairs (D,S) of the observed and simulated droughts are plotted in Figure
3.9. It can be seen that, although all the models fail at reproducing the extreme
events, they seem to maintain the dependence structure between D and S. This is
also confirmed by the fact that the values of Kendall’s tau calculated for simulated
data are very close to that of the observed data (see Table 3.13). Then D and S
for all simulated data are tested with different distributions, such as Generalized
Pareto (GP), Generalized Extreme Value (GEV), exponential, Weibull, Gamma
distributions and a nonparametric Kernel distribution.
The significance of the fit is assessed based on the Anderson–Darling statistics ADn
(Anderson and Darling, 1954). Table 3.11 lists the values of the ADn statistics
for the five parametric and the one non-parametric distribution functions fitted to
the duration D and the severity S of the Uccle observed, OBL-, MBL-, MBLG-,
TBL-and TBLG-modelled droughts and Table 3.12 presents the p-values for these
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Table 3.11: Values of the ADn test statistic for some distribution functions fitted to
drought duration D and drought severity S.
Variable GP GEV WBL EXP Gamma Kernel
distribution Duration (D)
ADn Uccle 7.556 1.541 Inf 15.368 12.845 4.590
OBL 19.343 2.345 Inf 19.317 20.115 13.457
MBL 14.962 3.072 Inf 16.169 17.026 9.620
MBLG 11.255 0.732 Inf 10.584 10.244 7.728
TBL 10.853 2.705 Inf 10.373 10.450 7.572
TBLG 8.424 3.035 Inf 9.599 10.384 5.765
Severity (S)
ADn Uccle 5.958 0.646 Inf 33.370 15.456 3.336
OBL 15.306 0.387 Inf 24.756 22.332 9.802
MBL 10.823 1.104 Inf 27.421 20.198 6.694
MBLG 8.748 0.422 Inf 11.193 11.542 5.739
TBL 8.156 1.657 Inf 12.604 12.212 5.519
TBLG 6.063 1.879 Inf 14.469 11.272 4.174
ADn tests. As can be seen from the table, the results are similar to those from
the previous study, in which the best fits for both D and S are given by the GEV
distribution and the second best fits for both variables are obtained with the Kernel
distribution. These results are different from some previous studies in which the
distribution function for D is generally considered to be a geometric distribution
(Kendall and Dracup, 1992; Mathier et al., 1992) or an exponential distribution
(Shiau, 2006; Zelenhasic´ and Salvai, 1987), and the distribution function for S is
considered to be a Gamma distribution (Mathier et al., 1992; Shiau and Shen, 2001;
Shiau, 2006; Zelenhasic´ and Salvai, 1987). However p-values indicate that only for
the Kernel distribution, an appropriate fit for all data sets is obtained. In contrast,
all the parametric distributions are clearly rejected.
The marginal distribution fitting for D and S is further assessed though a graphical
presentation. Figures 3.10 and 3.11 display the GEV and Kernel cumulative
distribution functions of D and S for all data sets, respectively. Similarly as in
Section 3.4, the Kernel distribution (red line) is better at simulating the extreme
values while the GEV (black line) overestimates the extremes. Based on that, the
Kernel distribution for both D and S is selected in further analysis.
Figure 3.12 shows the comparison of the Kernel cumulative distribution functions
of D and S for all data sets; it is clear that the cumulative probability of D or S
calculated from the observed Uccle data (black line) is always smaller than what
is found for the different BL models, which means that all BL models generally
underestimate D and S.
The copula parameter estimation method for D and S of simulated droughts also
makes use of the estimation of Kendall’s tau (τK). As Kendall’s tau values of all
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Table 3.12: p-values for the ADn test statistic (p-values larger than 0.05 indicating an
appropriate fit of the distribution are displayed in bold).
Variable GP GEV WBL EXP Gamma Kernel
distribution Duration (D)
pADn Uccle 0.000 0.018 0.000 0.000 0.000 0.402
OBL 0.000 0.007 0.000 0.000 0.000 0.347
MBL 0.000 0.013 0.000 0.000 0.000 0.400
MBLG 0.000 0.007 0.000 0.000 0.000 0.390
TBL 0.000 0.007 0.000 0.000 0.000 0.493
TBLG 0.000 0.003 0.000 0.000 0.000 0.360
Severity (S)
pADn Uccle 0.000 0.058 0.000 0.000 0.000 0.424
OBL 0.000 0.267 0.000 0.000 0.000 0.283
MBL 0.000 0.007 0.000 0.000 0.000 0.297
MBLG 0.000 0.203 0.000 0.000 0.000 0.350
TBL 0.000 0.007 0.000 0.000 0.000 0.307
TBLG 0.000 0.013 0.000 0.000 0.000 0.310








data sets (Table 3.13) are out of range for the AMH copula (Table 2.3), it is no
longer considered in the study.
Table 3.14 presents the RMSE values obtained for different copulas tested for the
observed and simulated data. As can be seen, similar results are obtained for all
copulas, therefore it is difficult to decide which copula is the best for all data sets
if only the RMSE is used. The results of Sn, Tn and their respective p-values are
presented in Tables 3.15 and 3.16. In case of Sn, the p-values indicate that only the
Frank copula is found to be an appropriate copula at the 5 % significance level for
all data sets. The p-values for Tn from Table 3.16 also result in the same conclusion.
Based on these statistics, the Frank copula is considered for the frequency analysis
for all data sets.
A comparison between empirical copulas (red dotted line) and fitted Frank copulas
via Kendall’s tau (full line) for all data sets is shown in Figure 3.13. In this figure,
the plotted variables U and V are the normalized ranks of the variables D and
S, respectively. It is clear that the copula fits for data of the MBL and MBLG
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Figure 3.10: GEV and Kernel cumulative distribution functions of drought duration D.
Table 3.14: RMSE of different fitted copulas.
A12 A14 Frank Clayton Gumbel
Uccle 0.010 0.010 0.010 0.011 0.010
OBL 0.015 0.015 0.015 0.017 0.015
MBL 0.011 0.011 0.011 0.013 0.011
MBLG 0.011 0.011 0.011 0.012 0.011
TBL 0.010 0.010 0.010 0.011 0.010
TBLG 0.011 0.011 0.011 0.012 0.011
models are slightly worse than for the others; however, the fits are still considered
to be acceptable. The fits are also checked with K- (Figure 3.14) and QQ-plots
(Figure 3.15); overall, it can be concluded that the Frank copula is able to provide
good fits for both observed and simulated data.
3.5.3. Copula-based evaluation of BL models
After fitting the Frank copula to the data, five types of return period are derived and
investigated; this study focuses on drought events with a return period of 5 years
(Figure 3.16) and 10 years (Figure 3.17). In case of TAND, TOR and TSEC return
periods, for both 5- and 10-year drought return periods, it is clear that all models
underestimate the magnitude of drought properties. In other words, an observed
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Figure 3.11: GEV and Kernel cumulative distribution functions of drought severity S.
Table 3.15: Sn and p-values for D and S for different copulas. The best fit is indicated
in bold.
Data A12 A14 Frank Clayton Gumbel
Sn p Sn p Sn p Sn p Sn p
Uccle 0.014 0.024 0.016 0.006 0.018 0.340 0.016 0.005 0.016 0.003
OBL 0.027 0.003 0.029 0.000 0.026 0.907 0.056 0.000 0.030 0.013
MBL 0.025 0.013 0.025 0.007 0.033 0.807 0.052 0.000 0.025 0.013
MBLG 0.016 0.060 0.018 0.020 0.023 0.377 0.023 0.003 0.018 0.020
TBL 0.017 0.033 0.022 0.000 0.033 0.373 0.026 0.000 0.023 0.007
TBLG 0.016 0.020 0.018 0.003 0.024 0.363 0.022 0.000 0.019 0.003
drought event having a return period of 5 or 10 years will have a lower frequency of
occurrence if it were modelled by the five BL models. The underestimations seem
to become more pronounced for more extreme events. However, drought statistics
from the MBL simulation still remain closest to those by the Uccle data in all cases,
followed by the TBLG and TBL simulations.
For COND1 type, the MBL, TBL and TBLG models slightly overestimate the
magnitude of 5 year drought events, but slightly underestimate in case of 10 year
drought events. Remarkable underestimations are witnessed for the OBL and
MBLG models for both 5- and 10-year droughts. The MBL model produces the
closest 5-year drought statistics compared to those of Uccle observations, while
the TBLG model best represents the 10-year drought statistics. For the COND2
type, truncated models (TBL and TBLG) show the best performance of both 5-
and 10-year drought return periods. There is a slight overestimation witnessed for
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Figure 3.12: Comparison of Kernel cumulative distribution functions of D and S of
observed and simulated data.
Table 3.16: Tn and p-values for D and S for different copulas. The best fit is indicated
in bold.
Data A12 A14 Frank Clayton Gumbel
Tn p Tn p Tn p Tn p Tn p
Uccle 0.289 0.399 0.284 0.428 0.413 0.308 0.345 0.128 0.284 0.438
OBL 0.395 0.247 0.413 0.207 0.621 0.113 0.614 0.000 0.423 0.123
MBL 0.406 0.197 0.419 0.123 0.550 0.663 0.627 0.000 0.418 0.173
MBLG 0.318 0.443 0.341 0.327 0.347 0.993 0.413 0.057 0.341 0.247
TBL 0.419 0.043 0.395 0.060 0.405 0.987 0.494 0.007 0.392 0.087
TBLG 0.336 0.213 0.340 0.197 0.378 0.923 0.399 0.063 0.340 0.197
the MBL model, and a slight underestimation for the OBL and MBLG models. It
should be noted from the figure that lines presenting results for all Bartlett–Lewis
models are shorter than those of observed data in case of OR and COND2, which
should be attributed to the lack of severe drought events generated by the models
(see Table 3.10 and Figure 3.12).
Overall, it is difficult to conclude which model has the best performance. The
MBL model seems to be the best in simulating droughts with a high frequency
for the TAND, TOR, TSEC and TCOND1 types. The truncated models show the best
results for the COND2 type for both 5- and 10-year return periods. The OBL
and MBLG models fail in almost all cases. The shortcomings of all BL models
in simulating extreme drought events can be partly explained by the fact that
the BL models simulate longer and more severe drought events with a too low
pace which can be attributed to several reasons. First, as the models use the
same parameter sets throughout the simulation period, these models thus cannot
foresee any non-stationarity. This could explain why the variability in, for example,
YAEDI365 values calculated from BL simulations is too small compared to those of
the observed time series. Furthermore, the temporal variability assured through
the stochastic process within the BL models is insufficient to allow for generating
the extreme drought events. The simulating process in all BL models also does
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Figure 3.13: Fitted Frank copulas (full black line) and empirical copulas (dotted red
line) for all data set.
not assume any temporal autocorrelation between successive storms which may
be needed to model longer drought periods. Finally, the model problem of over-
clustering (Vandenberghe et al., 2011) may have greater impacts during severe
drought periods than during the remaining simulation period.
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Figure 3.14: K-plots for fitted Frank copulas for all data sets: good fits between the
theoretical distribution K (full black line) and empirical distribution Kn (red dotted line).
Figure 3.15: QQ-plots for fitted Frank copulas for all data sets: good fits obtained when
the pairs (W(i),Wi:n) (red plus) are close to the bisector.
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Figure 3.16: 5 year return period for droughts simulated by Uccle (black), OBL (blue),
MBL (red), MBLG (pink), TBL (cyan) and TBLG (green) with TAND (left, above panel);
TOR (right, above panel); TCOND1 (left, below panel); TCOND2 (middle, below panel); and
TSEC (right, below panel).
Figure 3.17: 10 year return period for droughts simulated by Uccle (black), OBL (blue),
MBL (red), MBLG (pink), TBL (cyan) and TBLG (green) with TAND (left, above panel);
TOR (right, above panel); TCOND1 (left, below panel); TCOND2 (middle, below panel); and
TSEC (right, below panel).
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3.6. Results and conclusions
In this chapter, a copula-based bivariate frequency analysis is performed in order
to derive several types of bivariate return periods for Uccle droughts and to
assess whether rainfall series simulated by Bartlett–Lewis (BL) models are able
to reproduce drought statistics. For drought identification, a daily drought index,
i.e. the EDI index, was chosen and drought events were defined as extremely dry
to moderately dry periods during which the EDI is continuously less than −0.7.
Each drought event is characterized by two variables, i.e. drought duration (D)
and severity (S).
First, in order to implement the drought frequency analysis for Uccle, it was
necessary to identify the marginal distributions of D and S. It was demonstrated
that D and S could be modelled by a GEV distribution in contrast to what is
generally considered, i.e. a geometric or an exponential distribution for D and a
gamma distribution for S (Mathier et al., 1992; Shiau and Shen, 2001; Shiau, 2006;
Zelenhasic´ and Salvai, 1987). However, in this research context the non-parametric
Kernel distribution was selected as it allowed for a better representation of the
upper tail of the distribution. The Frank copula was selected based on results of
RMSE, Sn and Tn. Five types of copula-based return periods were derived for
Uccle droughts. The results showed that different return periods exhibit different
characteristics.
Second, the BL models were analyzed for their ability to preserve drought statistics.
Therefore the daily EDI time series of both observed and simulated data is analyzed.
From this study, it was clear that droughts seem to occur more often and more
severely in the observations and in the MBL simulation than for the simulations
of the other BL models. However, no clear seasonal trends could be witnessed for
both observed and simulated data. The analysis of marginal distribution functions
showed that in general all models underestimate D and S. This may lead to the
underestimation of the probability of extreme events by all models. The application
of the yearly accumulated negative EDI, i.e. YAEDI365, also allowed for identifying
dry conditions in the time series for all data; all BL models tested, except the MBL
model, seem to underestimate these dry conditions and fail in simulating similar
extreme events. A frequency analysis was performed using bivariate copula-based
return periods of droughts, expressed in term of D and S. Similar to the previous
study, based on RMSE, Sn and Tn, the Frank family of copula that fits best the
simulated data. Five types of copula-based drought return periods are conducted
for all data sets. The comparison of five types of drought return periods indicated
that all BL models seem to underestimate the drought severity compared with
those observed in Uccle in almost cases and it is therefore difficult to conclude
which model best reproduces drought statistics. However the MBL model produces
the drought statistics that are closest to those of the Uccle observations in case
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of 5-year event for TAND, TOR, TCOND1 and TSEC return periods and of 10-year
event for TAND and TOR return periods. The TBL and TBLG models perform
very good in case of COND2 type for both 5- and 10-year droughts. The OBL
and MBLG models show disappointing results in most cases. In general, the BL
models seem to simulate longer and more severe drought events at a too low pace.
The shortcomings of all rainfall models in simulating extreme drought events may
be attributed to two main reasons: (1) the model itself does not foresee any non-
stationarity and maintains the same parameters throughout the simulation period;
and (2) the problems of inducing over-clustering by model structure (Vandenberghe
et al., 2011) which may result in generating more and shorter dry periods. One
solution is to investigate whether temporally changing parameter sets would allow
to better reproduce the droughts while still ensuring the other characteristics of
rainfall (such as moments, extreme rainfall or zero depth probabilities). It can be
obtained by including a dependence between models parameters or cluster variables
through, for example, introducing copulas in the BL structure. The limitations of
the BL models could also be attributed to the fact that a Poisson process might be
insufficient to simulate the storm arrivals; in that case modifying the structure of
the BL model by replacing the exponential distribution modeling the inter-storm
arrival times with a longer-tail distribution, could be investigated. Finally, even
though the model is well calibrated, it is undeniable that stochasticity in the
generated time series may still have an impact on the final results. Therefore, it is






Evapotranspiration, i.e. the water lost due to the transpiration from plants and
the evaporation from the land and water surface to the atmosphere, has a great
influence on the water balance of a catchment, and thus on its discharge. From a
physics point of view, evapotranspiration is determined by several climatological
variables, including net radiation, wind speed, air temperature, air humidity and
air pressure. As all of these variables are stochastic by nature, evapotranspiration
therefore also is a stochastic variable. However, as commented by Srikanthan
and McMahon (2001), the stochastic modelling of climate data should preserve
the cross-correlation between variables. In this sense, the correlation structure
between evapotranspiration and precipitation should be maintained when gen-
erating both time series as input to a hydrological model. Jones et al. (1972)
already hypothesized that daily evaporation is related to the day of the year and
the precipitation of the day in question and the preceding day. At large time
scales (yearly) evapotranspiration has been shown to be related to precipitation,
as expressed by the Budyko curve (Arora, 2002; Gerrits et al., 2009). However, at
the daily time scale, this correlation is generally not explicitly taken into account
for modelling evapotranspiration. Yet, most stochastic evapotranspiration models
relate evapo(transpi)ration with net radiation, or other variables, such as minimum
and maximum temperature, dew point temperature and wind speed, where these
variables are obtained by conditioning them on the preceding day and the rainfall
amount of the day considered (Lall et al., 1996; Srikanthan and McMahon, 2001).
However, through conditioning the different input variables (net radiation, temper-
ature, etc.) on the rainfall amount of the day considered, the correlation structure
between evapotranspiration and precipitation is implicitly taken into account in
these models. Alternative stochastic models of evapotranspiration make use of
This chapter is based on: Pham, M. T., Vernieuwe, H., De Baets, B., Willems, P., and Verhoest,
N. E. C., Stochastic simulation of precipitation-consistent daily reference evapotranspiration using
vine copulas, Stochastic Environmental Research and Risk Assessment, in press, 2015.
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autoregressive models (AR) (e.g. Alhassoun et al., 1997; Pandey et al., 2009)) or
autoregressive moving average (ARMA) models (e.g. Raghuwanshi and Wallender,
1997), and do not account for precipitation. Furthermore, these time series models
are used at a monthly to yearly scale making them inappropriate for the envisaged
application.
The overall objective of this chapter is to develop a stochastic evapotranspiration
model that generates evapotranspiration time series that are in agreement with
accompanying rainfall time series, such that it can be used in hydrological impact
analysis. Based on stochastically generated rainfall and corresponding evapotran-
spiration time series, discharge series can be computed from a rainfall-runoff model.
Hydrological impact analysis can then be based on the statistics of the extremes of
the obtained discharge series. This new model should thus maintain the statistical
properties of the evapotranspiration time series and respect the dependence struc-
ture between precipitation and evapotranspiration. Furthermore, the model should
be as simple as possible with respect to model input. Therefore, precipitation and
daily temperature, two variables that are easy to measure or model, are selected
as constraining variables for the evapotranspiration. However, the model set-up
should allow for replacing variables or adding other variables that may influence
evapotranspiration.
In order to develop a stochastic model, time series of 72 years of data (precipitation,
temperature and evapotranspiration) available for Uccle (Belgium) will be employed.
As copulas model the dependence structure between different stochastic variables
and have already proven their usefulness in hydrology, different copulas will be fitted,
and their performance evaluated. Recently, vine copulas have been introduced
(Bedford and Cooke, 2001a, 2002), i.e. multivariate parametric copulas built by the
decomposition of the multivariate density into a product of bivariate copula densities.
Given their properties, these copulas are preferred for describing the multivariate
dependence structure between the aforementioned variables. Once the copulas are
fitted, they will be used to generate time series of daily evapotranspiration values,
given the recorded time series of rainfall records and daily temperature values, and
their statistics will be compared with those of the observed evapotranspiration
series to assess their modeling capacity.
The chapter is structured as follows. First Section 4.2 introduces the observed time
series that will be used in this study and the statistical dependence between the
different variables considered. Sections 4.3.1 and 4.3.2 describe different copulas
that will be used and how they are constructed. The copula-based simulation of
evapotranspiration is explained in Section 4.3.3. Section 4.3.4 illustrates differ-
ent ways to evaluate the simulated evapotranspiration. Finally, conclusions and
recommendations for further investigations are given in Section 4.4.
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4.2. Data set
At the Royal Meteorological Institute at Uccle near Brussels, Belgium, a 72-year
time series (from 1931 to 2002) of daily reference evapotranspiration E is avail-
able which is derived from the Penman-Monteith method using on-site measured
variables. Given the objective of the chapter to develop a model for stochastic
evapotranspiration generation based on rainfall and temperature data, time se-
ries of observed rainfall and mean daily temperature T are used as explanatory
variables, while E is the response variable. It should be stated, however, that
other variables, if available, could be used as well as explanatory variables. The
precipitation data were extracted from the 105-year 10-minute rainfall time series
observed at Uccle (see previous chapter for a description of this time series). These
data have been reprocessed to daily total rainfall, further referred to as P and
fraction of dry instances per day D, as both variables were believed to be correlated
to daily evapotranspiration: a wet day with a negligible fraction of dry instances
will show less evapotranspiration than another day having the same total rainfall
amount but a high portion of dry periods (for instance due to a heavy intensity
thunderstorm).
As already discussed in Section 2.2.2, it is necessary to solve the problem of ties
before fitting copulas to the data. In this study, this problem commonly occurred
during the period without rain or evapotranspiration. In order to remove ties, we
used the method of adding “noise” as proposed by Vandenberghe et al. (2011).
Values drawn uniformly at random from [−0.001 , 0.001] were added to the values
of the variables. When P = 0 or D = 0 occurred, values drawn uniformly at
random from [0 , 0.001] were added, whereas values drawn uniformly at random
from [−0.001 , 0] were added when D = 1. Adding noise only results in negligible
changes to the marginal distributions, yet resolving the problem of ties.
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Table 4.1: Kendall’s tau, τK, and Spearman’s rho, ρ, for all variables in each month.
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
EvsT τK 0.530 0.522 0.329 0.405 0.527 0.455 0.467 0.433 0.371 0.246 0.191 0.514
ρ 0.714 0.706 0.467 0.573 0.722 0.643 0.657 0.613 0.533 0.360 0.272 0.684
EvsP τK 0.140 0.045 -0.280 -0.411 -0.403 -0.434 -0.427 -0.419 -0.382 -0.272 -0.116 0.124
ρ 0.195 0.062 -0.386 -0.558 -0.544 -0.581 -0.569 -0.562 -0.513 -0.375 -0.162 0.173
EvsD τK -0.123 -0.026 0.298 0.430 0.434 0.465 0.460 0.447 0.402 0.293 0.136 -0.110
ρ -0.173 -0.039 0.405 0.576 0.576 0.609 0.603 0.590 0.534 0.399 0.187 -0.155
TvsP τK 0.290 0.212 0.041 -0.157 -0.194 -0.243 -0.261 -0.249 -0.151 -0.005 0.150 0.281
ρ 0.407 0.297 0.056 -0.221 -0.268 -0.333 -0.354 -0.340 -0.208 -0.006 0.213 0.394
TvsD τK -0.281 -0.200 -0.028 0.165 0.219 0.271 0.290 0.275 0.165 0.015 -0.144 -0.274
ρ -0.394 -0.280 -0.040 0.231 0.301 0.371 0.394 0.374 0.226 0.019 -0.203 -0.384
PvsD τK -0.932 -0.938 -0.941 -0.931 -0.922 -0.913 -0.914 -0.914 -0.924 -0.939 -0.933 -0.933
ρ -0.990 -0.991 -0.992 -0.990 -0.986 -0.984 -0.983 -0.983 -0.987 -0.991 -0.990 -0.990
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To develop a stochastic model, the dependences between the rainfall characteristics,
temperature and evapotranspiration will first be described. Table 4.1 presents the
values of two common rank correlation coefficients that reflect the dependence
between two variables, Kendall’s tau and Spearman’s rho, calculated for all variable
combinations. In order to avoid the seasonal effects in the data, the dependence
structures for each month are investigated separately. The significance of the
obtained values for Kendall’s tau and Spearman’s rho are tested as explained
in Genest et al. (2007a). All but 3 p-values were smaller than 0.05, which indicates
a dependence between the variables. From the table, it is clear that generally there
is a strong correlation between E and T except for the months March, October and
November. As can be expected, evapotranspiration is likely to be less during wet
days (and decreasing with increasing rainfall volumes) as such days are generally
characterized by cloudy conditions and thus less energy (net radiation) that is
available for evapotranspiration. The expected negative dependence between E
and P is found for all months, except for the winter months December-January-
February (DJF) for which a small positive correlation is obtained. Exactly the
opposite was noticed for the relations between E and D: during spring, summer
and autumn, evapotranspiration is positively correlated with the fraction of dry
instances during the day, while during winter (DJF), small negative correlations
were obtained.
4.3. Copula-based evapotranspiration generators
4.3.1. Model selection
The stochastic evapotranspiration model that is developed in this chapter makes
use of a copula, such that, given a time series of rainfall and temperature data, a
corresponding time series of evapotranspiration values can be generated by sampling
the copula. In this study, we have restricted the explanatory variables to P , D and
T (at day i) to predict E (at the same day i). As including the precipitation of the
previous day (i− 1) in the analysis did not show any improvements in the model
results (data not shown), it was therefore not further considered as additional
explanatory variable in the remainder of the chapter. It is clear that a large number
of copula models can be constructed from four variables. We can also chose the
number of variables to be included in the model, e.g. a selection of two, three or
four variables for a two-, three- or four-dimensional copula, respectively. A decision
of copula model to be used should be made based on the correlations between
variables.
From Table 4.1, there are negative as well as positive dependences between E
and the other explanatory variables. However, as it is clear that E generally has
a strong dependence with T , we propose to construct a C-vine copula having T
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Table 4.2: Selected copula models for evapostranspiration generators.
Copula model Name
4D-Cvine VTPDE
3D-Cvine VTPE , VPDE
Bivariate CTE , CPE
as a core variable (as variable U1 in Figure 2.7). In order to randomly draw an
evapotranspiration value that is conditioned on the explanatory variables T , P and
D, a four-dimensional C-vine copula, referred to as VTPDE (i.e. U1, U2, U3, and
U4 are derived from the marginal distributions of T , P , D, and E, respectively),
is constructed. The alternative four-dimensional C-vine copula VTDPE was also
assessed, but showed similar results to VTPDE , and was therefore not further
considered in this chapter. To account for situations in which less data would be
available, more simplified models are built as well. In case no sub-daily precipitation
data are available from which D can be calculated, a three-dimensional C-vine
copula, referred to as VTPE , can be fitted that relates E to daily temperature T
and daily precipitation P . Alternatively, if no temperature data would be available,
E could be generated based on P and D data. In this case, a three-dimensional
C-vine copula, referred to as VPDE , is constructed. Also the bivariate copula CPE
is assessed, which could be used if only daily precipitation data would be available
to relate E with. The three-dimensional C-vine copula VTDE (relating E to D and
T ) is not considered in this chapter as it is unlikely to have time series of D, while
daily precipitation data are not available. Nevertheless, this copula was tested and
showed to behave similarly to VTPE . Also, a bivariate copula CTE will be included
in the analysis in order to show the potential of this simple copula to simulate
values of E based on daily temperatures. However, as will be shown, this copula
does not allow for generating values of E that are consistent with the occurring
rainfall. Nevertheless, such a copula may be of use in applications where only time
series of evapotranspiration are required or analysed regardless of precipitation. To
show its performance, CTE will be included even though simulations cannot be
conditioned on precipitation. All selected copula models in this study are listed in
Table 4.2.
4.3.2. Model constructions
Once the explanatory variables have been identified and the core variable is selected,
a C-vine copula can be constructed. The general construction procedure of vine
copulas is given in Section 2.4. Here, we demonstrate this construction procedure for
VTPDE (see Figure 4.1(a)), since the other C-vine copulas follow the same method.
In the first tree, UT , UP , UD and UE , derived from the marginal distributions of
respectively T , P , D and E, were fitted to the bivariate copulas CTP , CTD and
88




P(j) T(j) D(j) 
GD|T GP|T 
CPD|T
















UP UT UD 
CTP CTD 












Figure 4.1: Copula-based evapotranspiration generator VTPDE : (a) Construction of
C-vine copula; and (b) Simulation of evapotranspiration.
CTE with corresponding parameters are θTP , θTD and θTE , respectively. These
bivariate copulas can be conditioned to the core variable (in this case T ) through
partial differentiation, resulting in the conditional cumulative distribution functions
GP |T , GD|T and GE|T . In the second tree, the three conditional CDF values are
then calculated for all data points. On these values, which are also uniformly
distributed on [0,1], the bivariate copulas CPD|T and CPE|T are selected and fitted;
their corresponding parameters are θPD|T and θPE|T . These copulas are then
conditioned by partial differentiation to GP |T to obtain GD|TP and GE|TP in the
third tree. Finally, a bivariate Frank copula CDE|TP with a parameter θDE|TP is
selected and fitted, from which the partial derivative to FD|TP can be computed
to obtain GE|TPD.
As these dependences should be respected within the model to be developed, a
copula family should be selected that can describe positive as well as negative
dependences. However, the most common single-parameter bivariate copula fami-
lies can only model positive dependence (Nelsen, 2006), while only a few families
allow for modeling negative dependences. In this study, we first compare vine
copulas determined by two different selection strategies. In a first strategy, we
restrict ourselves to the Frank copula family as it allows for modeling the full
range of dependences, and only requires one parameter that can easily be esti-
mated. Furthermore, this copula family has been used frequently in hydrological
applications (Pan et al., 2013). Also for the copula used in the bivariate CPE
and CTE models (see further), we only use the Frank copula family in this first
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strategy.
In a second strategy, the copulas used within the C-vine copulas are selected on
the basis of Akaike’s information criterion (AIC) (Akaike, 1973) from 6 different
copula families, i.e. the Gaussian, the t, the Clayton, the Gumbel, the Frank and
the Joe family, hence allowing for a more flexible dependence structure. The AIC
is defined as:
AIC = 2k − 2 ln(L) (4.1)
where k is the number of parameters of the model and L is the maximized value of
the likelihood function for the model. The smaller the AIC value, the better the
model fitted.
These vine copulas are further referred to as the ‘optimal’ vine copulas, although
one must bear in mind that they do not necessarily represent a globally optimal
fitted model (Aas and Berg, 2009; Nikoloulopoulos et al., 2012). In order to select
the copula family to be used in the bivariate PE and TE models, the Clarke
test (Clarke, 2007) was applied. This test was first employed by Belgorodski (2010)
to calculate a goodness-of-fit score such that a copula family can be selected out
of different families under consideration. For both strategies, the bivariate copula
parameters are estimated using the Canonical Maximum Likelihood (CML) method.
Table 4.3 illustrates which copulas were obtained in the ‘optimal’ bivariate and
vine copulas as identified in the second selection strategy. This table shows that
the Frank and Gaussian copulas are often selected. In order to find out whether
the dependence present in the data is captured by the Frank C-vine copulas, i.e.
the first strategy, the White goodness-of-fit test (Schepsmeier, 2015) was applied
to all these C-vine copulas. It should be stated that the testing and development
of goodness-of-fit tests for vine copulas are still in its infancy. To our knowledge,
only Schepsmeier (2015) investigated the performance of different goodness-of-fit
tests for vine copulas. He concluded that the White test performed very well.
Application of this test to all Frank C-vine copulas determined in this research,
yields p-values ≥ 0.05, indicating that the dependence structure of the data can
be described by Frank copulas. As this goodness-of-fit test yields good results for
the copulas obtained by the first strategy, and the copulas identified in the second
strategy better fit the data in terms of AIC, the dependence in the data will also
be preserved by these ‘optimal’ copulas.
4.3.3. Simulations of evapotransiration
Different copulas are constructed to model the dependences between evapotranspi-
ration and other explanatory variables. These models can be used as stochastic
models for generating evapotranspiration time series. The general idea is that
with the given historical observations of temperature and precipitation data, a
copula-based simulation of values of E can be performed as the inverse of the
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conditional distribution function of the copulas. This can be done by using one of
the sampling algorithms (see Eq. (2.61)), i.e. only Eq. (2.66) is needed in case of
a three-dimensional C-vine copula, and Eq. (2.69) for a four-dimensional C-vine
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in which t is drawn from a uniform distribution on [0, 1], uT , uP and uD are
obtained from the historical data of T , P and D through their empirical cumulative
distribution functions (see Figure 4.1(b)).
With this process, a simulation constitutes only a single realization of a stochastic
process that is limited to the length of the time series (i.e. 72 years). Hence, the
statistics of several simulations will show some variability. To account for these
stochastic effects, the simulation is repeated 100 times for each model.
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Table 4.3: Copulas obtained in the ‘optimal’ bivariate and vine copulas as identified in the second selection strategy.
month CTE CPE VTPE VPDE VTPDE
CTP CTE CEP |T CPD CPE CDE|P CTP CTD CTE CPD|T CPE|T CDE|TP
Jan F F F F F F C t F F F F F F
Feb F F F F F F C t F F F F F F
Mar t C C t F F F F C F t F F F
Apr F F F G F F F F F Ga G F F F
May F F F Ga F F F F F Ga Ga F F F
Jun F F F Ga F F F F F C Ga F F t
Jul F F F Ga F F F C F C Ga F F C
Aug F F F G F F F F F F G F F C
Sep F F Ga Ga F F Ga F Ga t Ga F F F
Oct F F Ga Ga F F F F Ga C Ga F F F
Nov t t F t Ga F t t F F t F Ga t
Dec F F Fa t Ga F F F F F t F Ga F
F=Frank copula, t=t copula, Ga=Gaussian copula, G=Gumbel copula, C=Clayton copula
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Figure 4.2: Comparison between Kendall’s tau for the relation between E and T of
observed and simulated data for Frank copulas (top panel) and ‘optimal’ copulas (bottom
panel): Uccle (blue point), 100 simulated ensembles (box plot) for VTPDE , VTPE , CTE ,
VPDE and CPE .
4.3.4. Model evaluations
4.3.4.1 Dependence structures
For each of the 100 simulations, the mutual dependences between the variables were
assessed via Kendall’s tau. Figures 4.2 and 4.3 show box plots of the obtained values
of Kendall’s tau, where E is estimated from observed data and its dependence
with the observed T or the observed P is evaluated. These figures show that,
generally, similar values of Kendall’s tau are obtained for the Frank copula models
and the ‘optimal’ copula models. Furthermore, it can be seen from these figures
that excluding P from the models causes that the observed dependence between
E and P is not preserved. Therefore, the CTE models are not suited to generate
time series of E as forcing data for rainfall-runoff models since these data are
not consistent with the precipitation data that are also used to force the model.
The impact of using these data in order to model discharge, however, is outside
the scope of this chapter. Nevertheless, the CTE model is further included in the
chapter to assess its potential for stochastic generation of evapotranspiration time
series for cases where the relation with precipitation is not required.
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Figure 4.3: Comparison between Kendall’s tau for the relation between E and P of
observed and simulated data for Frank copulas (top panel) and ‘optimal’ copulas (bottom
panel): Uccle (blue point), 100 simulated ensembles (box plot) for VTPDE , VTPE , CTE ,
VPDE and CPE .
4.3.4.2 Frequency distribution
Figure 4.4 displays the comparisons between frequency distributions of observed
and simulated evapotranspiration for the different months obtained by the VTPDE
model. Similar figures showing minimal differences compared to those in Figure 4.4
were found for the other models (i.e. VTPDE , VPDE , CTE and CPE), and are
therefore not shown. From the different plots, it can be seen that the frequency
distribution of the reference evapotranspiration in Uccle (red line) is very similar
to those obtained with the different models, i.e. the models do not show a clear
pattern of over- or underestimation of evapotranspiration, although one individual
ensemble member could show some discrepancies for certain time frames (which
is due to the stochastic nature of the model and the fact that the simulated time
series has a limited length).
4.3.4.3 Model deviation












Figure 4.4: Comparison between the frequency distributions of E of observed and
simulated data: Uccle (red), 100 ensembles simulated using the Frank vine copulas VTPE
(grey).
where Em(i) and Eo(i) are respectively the modeled and observed evapotranspira-
tion value at instant i and n is the number of values considered to calculate the
RMSD upon.
The results of the 100 realizations of each model are summarized as box plots in
Figure 4.5. For all models, the largest deviations occur during the period from
April to September. However, during these months (spring to autumn), larger
evapotranspiration values are found and deviations compared to the observed time
series should be interpreted relative to the mean E during the month considered.
Figure 4.6 shows these relative deviations as relative RMSD (RRMSD) values that
equal the RMSD divided by the average value of E for the month considered. As
can be seen during winter months, the deviations are of the same order or larger
than the average evapotranspiration, while in summer months, these deviations
reduce to less than 40% of the average value (in case of the VTPDE model). It
should be stated that the RMSD cannot be interpreted as an error as the model
does not try to predict the observations. The RMSD merely formulates how a
model realization deviates from the observations. Given that both the observations
and the model realization result from stochastic processes, it cannot be expected
that they are exactly the same. However, smaller values of RMSD (or RRMSD)
can be interpreted as models that behave more similar to the observations than
model realizations with higher values of both statistics. The difference in RMSD
values between the different models can, however, be used to rank the models with
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Figure 4.5: Box plots of RMSD of E simulated by VTPDE , VTPE , CTE , VPDE and CPE
for the Frank copulas (top panel) and ‘optimal’ copulas (bottom panel).
respect to performance. It can be seen that the VTPDE and VTPE models perform
better than the other models, yet, there is no major difference between VTPDE
and VTPE models, which indicates that adding D as explanatory variable does not
improve the model performance. Figure 4.5 shows that all models that include
temperature as an explanatory variable perform better than those that are only
based on precipitation, and that, including less explanatory variables enlarges the
deviations of the individual model realizations with respect to the observed time
series. The worst model developed is the CPE model. Including fraction drought
into this model (resulting in the VPDE model) improves the model performance,
though the VPDE model is still worse than any other copula model that uses daily
temperature as input. Furthermore, one can see that the performance of models
using the Frank copulas and the ‘optimal’ copulas cannot be distinguished visually.
On this basis, and given the result of the goodness-of-fit tests on the Frank vine
copulas, one can conclude that for this case study, there is no major improvement
of working with more flexible vine copulas. For reasons of ease and simplicity, we
opted to exclude the ‘optimal’ bivariate and vine copulas for the remainder of this
chapter.
Figures 4.7 and 4.8 display spaghetti-plots of the 100 model realizations for respec-
tively the VTPDE , VTPE , CTE , VPDE and CPE model for a simulation of 5 years
(1998-2002) of evapotranspiration during the months of January (characterized
by the smallest RMSD) and June (having the largest RMSD), respectively. Also
included in these figures is the observed evapotranspiration time series (black line).
It is clear from these figures that the observations always fall within the ensemble
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Figure 4.6: Box plots of RRMSD of E simulated by VTPDE , VTPE , CTE , VPDE and
CPE for the Frank copulas (top panel) and ‘optimal’ copulas (bottom panel).
range and that the average of the ensembles is close to the observed time series,
except for the CPE and VPDE models. The latter models are not able to estimate
trends in E: periods characterized by low or high values of evapotranspiration are
not captured by the model, and for the month of January (but also other winter
months – data not shown), a too low temporal variability is generated. Comparing
the different figures, it is clear that smaller ensemble ranges are obtained for
the T -based model (the VTPDE model with the smallest range), while the VPDE
and CPE models show large ensemble ranges that hardly follow the trend in the
observed time series. This behavior reveals that, at all times, the latter models
generate values that may be very different from the observations. The reason for
this improper behavior should be sought in the fact that the dependence between
E and precipitation-related variables (P and D) is too small to constrain the
evapotranspiration-generating process.
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Figure 4.7: Comparison between the observed and simulated time series of E: Uccle (black), 100 ensembles simulated using the different vine
copulas (gray), a random simulation ensemble for each vine copula (cyan), mean of 100 simulated ensembles for the month of January during
the last 5 years (1998-2002).
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Figure 4.8: Comparison between the observed and simulated time series of E: Uccle (black), 100 ensembles simulated using the different vine
copulas (gray), a random simulation ensemble for each vine copula (cyan), mean of 100 simulated ensembles for the month of June during the
last 5 years (1998-2002).
9
9
Figure 4.9: Box-plots of the daily mean evapotranspiration for the different months.
The green line represents the average daily evapotranspiration observed at Uccle, Belgium.
Conclusions cannot solely be made based on the ensemble width of the spaghetti-
plots and the temporal behavior of the ensemble mean as both do not fully allow
for evaluating the model behavior. To get a better insight, we randomly highlighted
one realization (in cyan) to show how its temporal variability compares to that of
the observed time series. Based on a visual appreciation of these figures (and this
can be confirmed from the RMSD values discussed above), the VTPDE model shows
a similar temporal behavior as the observations, while decreasing the number of
explanatory variables causes rapid temporal changes in modeled evapotranspiration.
In this respect, the VPDE and CPE models behave the worst.
4.3.4.4 Other statistics
To further assess the models, the mean daily evaporation for each month was
calculated for each ensemble member and compared to the mean daily evaporation
at Uccle. Figure 4.9, displaying these results, shows that all models are capable of
well preserving the long-term mean monthly mean (i.e. calculated from 72 year of
data), and that very small differences are found between the ensemble members.
In order to assess the variability in the modeled series, the standard deviation of
the daily evapotranspiration, calculated for the different models and each ensemble
member, was compared to that of the observations (cfr. Figure 4.10). As can be
seen from Figure 4.10, all models show similar standard deviations at the daily
level. However, when the standard deviations of the monthly total evaporation
are compared to those of the observations, we find that all models underestimate
this monthly variability (cfr. Figure 4.11). For the T -based models (i.e. VTPDE ,
VTPE , CTE), these underestimations are fairly small, while for the PE and PDE
models, the variability is much too small. The latter models insufficiently capture
the annual variability of the evapotranspiration, as this variability is insufficiently
reflected in the precipitation data. Daily temperature allows for introducing this
interannual variability, though larger variabilities are still needed, signifying that
the information content in daily temperature may not be sufficient. Other data that
give more information on the temperature during the period of evapotranspiration
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Figure 4.10: Box-plots of the standard deviation of daily evapotranspiration for the
different months. The green line corresponds to the observations at Uccle, Belgium.
Figure 4.11: Box-plots of the standard deviation of total monthly evapotranspiration for
the different months. The green line corresponds to the observations at Uccle, Belgium.
(i.e. daytime), such as maximum temperature or mean daytime temperature, might
lead to better models. Further extending the models with variables that directly
influence the evaporation process, such as net radiation and wind speed, may
further improve the modeling. However, it might be difficult to obtain such data
sets from observations or from stochastic models.
The different models are further evaluated by comparing the ensemble average total
annual evapotranspiration to the annual reference evapotranspiration observed at
Uccle (see Figure 4.12). Taking into account the smoothing effect when averaging,
it can be concluded that all T -based models seem to be able to well preserve
the annual evapotranspiration. Again, the model that uses most information for
constraining the evapotranspiration simulations, i.e. the VTPDE model, remains
closest to the reference data, followed by the VTPE and CTE simulations. The
VPDE and CPE models are not able to mimic the yearly variability in total
evapotranspiration.
Finally, Figure 4.13 presents the comparison between observed E and the ensemble
mean for the different models considered for two years (i.e. 1931-1932). The
results from the T -based models seem to be very similar and close to the reference
evapotranspiration. From this figure, it is clear that the CPE and VPDE models
show too small a variability in the winter months. During the other months, these
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Figure 4.12: Comparison between the total annual reference evapotranspiration of Uccle
(black) and the average annual evapotranspiration of simulated data by the VTPDE (red),
VTPE (magenta), CTE (blue), VPDE (brown) and CPE models (green).
models show a larger variability, though they are not very consistent with the
observations (e.g. during the period of high evaporatranspiration in April 1932, the
different ensembles do not consistently follow these higher observed values, while
for the T -based models, all ensemble members simulate larger values of E).
4.4. Conclusions
Along with precipitation, evapotranspiration is a very important component in the
water balance and therefore has a large impact on the catchment discharge. In order
to assess extreme statistics of the discharge for water management planning and
decision making, extremely long time series of precipitation and evapotranspiration
may be required as inputs to hydrological models. One can make use of stochastic
point process rainfall models to obtain the rainfall time series, however, a stochastic
evapotranspiration model that provides evapotranspiration time series that are
not in conflict with the rainfall time series, has not been developed yet. In this
chapter, copulas are proven to be very useful for describing the dependences
between evapotranspiration and other climatological variables such as precipitation
or temperature. Based on a record of 72 year (1931-2002) daily temperature T ,
precipitation P , dry fraction D and reference evapotranspiration E for Uccle in
Belgium, different copula models were developed in which besides precipitation data
also temperature data were used to constrain the evapotranspiration values. A four-
dimensional C-vine copula, VTPDE , two three-dimensional C-vine copulas, VTPE
and VPDE , and two bivariate copulas CTE and CPE were considered. Given time
series of T , P and D, VTPDE provides stochastic values of E that are constrained
by the T , P and D values, while for VTPE , E is generated conditional to T and P .
For the VPDE , E is constrained by P and D. For both bivariate copulas CTE and
CPE , evapotranspiration is generated conditional to respectively T and P .
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Figure 4.13: Comparison between the observed and simulated time series of E: Uccle (black), mean of 100 TPDE- (red), 100 TPE-(magenta),




Regarding the choice of copula families to be used, two strategies were followed. In
a first strategy, only Frank copulas were selected. In a second strategy, optimal
copulas were selected from six different copula families on the basis of the AIC in order
to obtain more flexible dependence models. Results showed that the dependence
structure of the data is supported by models originating from both strategies. Also,
no visual difference in terms of RMSD and RRMSD could be observed between both
strategies which led to the decision to only include the simpler Frank copulas for
the remainder of the study. From the analyses, it was furthermore found that all
copulas involving T (i.e. VTPDE , VTPE and CTE) provide acceptable simulations,
where including more explanatory variables provide better models. Still, as no major
difference in performance between simulations using VTPDE and VTPE was observed,
the benefit of adding D to the copulas can be questioned. The copulas involving P
(i.e. VPDE and CPE) showed not to be able to preserve certain trends (periods of
high or low evapotranspiration). However, the bivariate copula CTE cannot be used
for applications where a simultaneous use of both evapotranspiration and precipation
time series are required, as it cannot guarantee a correct dependence between the
modelled evapotranspiration and the precipitation time series. Only in cases where
only evapotranspiration time series are required and no precipitation data are available,
modeling E based on the bivariate copula CTE through conditioning it on observed
temperature values is a worthy alternative. From the results, it can be argued that, in
order to generate long-term evapotranspiration time series that correctly accompany
stochastic rainfall series, one should rely on both a stochastically generated rainfall
series and a temperature generator. However, the copulas developed can still be
extended with other data that show correlations with the evapotranspiration (e.g.
maximum daily temperature, net radiation, wind speed, etc.). Through adding
more explanatory variables, copula-based models could be obtained that even better
preserve the evapotranspiration statistics.
It is important to stress that theoretically the copula theory assumes the random
variables to be independent identically distributed (i.i.d). In other words, all random
variables must belong to the same probability distribution while are mutually inde-
pendent. However, in practical applications of statistical modelling, this assumption
may not be realistic because the observed time series of a variable in reality is often
interdependent, e.g. the time series of daily average temperature is often autocorre-
lated. To fit daily observations to a copula, most studies assume these observations
to be i.i.d, e.g. in Ba´rdossy and Pegram (2009), Gyasi-Agyei (2011), Erhardt et al.
(2015) and Ben Alaya et al. (2016). Furthermore, a study on the potential problems if
a copula is fitted non-i.i.d data, to the author’s knowledge, has not been reported in
literature. Only Fermanian and Scaillet (2004) warned that the fit of the copula may
be suboptimal if maximum likelihood methods are used. In this study, the data is
assumed to be i.i.d and we accept a possible bias due to the presence of auto-correlation.
However, based on the results of model evaluations, the performance of constructed
copula-based models can be considered to be acceptable.
104




Precipitation is the most important variable in the studies of water balance and
water management. As these studies often concern the occurrence of extreme
events, e.g. storms or droughts, which have very low frequency, very long time
series of precipitation are needed. Because this kind of data is not always available,
one may think of using a stochastic rainfall time series (Boughton and Droop,
2003). The water balance is also influenced by the amount of water that is lost
due to evapotranspiration. Several water management methods, such as irrigation
scheduling and hydrological impact analysis, rely on an accurate estimation of
evapotranspiration rates. Often, daily reference evapotranspiration is modelled
based on the Penman, Priestley–Taylor or Hargraeves equation. However, each
of these models requires extensive input data, such as daily mean temperature,
wind speed, relative humidity and solar radiation. Yet, in design studies, such
data may be unavailable and therefore, another approach may be needed that is
based on stochastically generated time series. More specifically, when rainfall-runoff
models are used, these evapotranspiration data need to be consistent with the
accompanying (stochastically generated) precipitation time series data. In this case,
we can make use of the copula-based approach introduced in the previous chapter
in which the statistical dependence between evapotranspiration, precipitation and
temperature is described by three- and four-dimensional vine copulas. Using both
stochastic precipitation and evapotranspiration models prior to a rainfall-runoff
model has not been performed yet. The objective of this chapter aims at answering
a question whether stochastic Barlett-Lewis generated rainfall and consistent
evapotranspiration time series can be used for hydrological impact analyses.
In this chapter, different ways to apply stochastically modelled time series as
forcing data needed to simulate the catchment discharge are evaluated and the
impact of adding more stochastically generated input to this model is investigated.
Section 5.2 first introduces all the considered situations to simulate discharge from
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Figure 5.1: Different situations for discharge simulation
stochastic data. Section 5.3 describes all the models used within the study. The
discharge simulations from different scenarios are then evaluated in Section 5.4
allowing for assessing the impacts of stochastic data on the simulation of discharge.
Finally conclusions and recommendations for further improvements are given in
Section 5.5.
5.2. Discharge simulation scenarios
Many modelling approaches exist for simulating catchment discharge. The sim-
plest models are conceptual in which several (non-)linear reservoirs are put in
series and/or parallel. Well-known examples of such conceptual models are: the
Hydrologiska Byra˙ns Vattenbalansavdelning model (HBV) (Bergstro¨m, 1995), the
NedborAfstromnings model (NAM) (Nielsen and Hansen, 1973) and the Probability-
distributed model (PDM) (Moore, 2007). Alternatively, physically-based models are
based on scientific knowledge of different hydrological processes and their interac-
tions. Generally, these models consist of many more parameters than the conceptual
ones and require more input data, such as soil type, vegetation-related information,
etc. Well-known examples of such models are the Soil and Water Assessment Tool
(SWAT) (Arnold et al., 1998), Syste`me Hydrologique Europe´en (SHE) (Abbott
et al., 1986) and Common Land Model (CLM) (Dai et al., 2003).
In this dissertation, we do not intend to search for the best hydrological model
to assess our objective, but we opt for a model that is used in operational water
management. More specially, we will use PDM, as this model is used by Flemish
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Environmental Agency (Cabus, 2008), and apply it to a catchment in Flanders,
Belgium. The catchment discharge calculated by the PDM makes use of the
precipitation and evapotranspiration data as inputs. In order to assess the impact
of each stochastic variable on the modelling of discharge, three cases have been
developed that can be compared to a reference situation (cfr. Figure 5.1). The
reference situation is obtained by running the PDM with the observed time series
of precipitation and evapotranspiration.
The first case supposes that no evapotranspiration data would be available, the
stochastic evapotranspiration can then be generated using the three-dimensional C-
vine copula, i.e. VTPE (see Chapter 4), given the observed rainfall and temperature.
In case 2, where only precipitation data are available, thus the process starts with
the simulations of temperature, then evapotranspiration data can be modelled
using the observed precipitation and stochastically generated temperature using
the VTPE copula. Temperature will be generated by a three-dimensional C-vine
copula, referred to as VTpPT , that relates T to daily precipitation P and the daily
temperature of the previous day Tp. The last case accounts for a situation in
which no sufficiently long time series would be available. In this case, P could be
generated using the MBL rainfall model which has proven to be the best model
among BL models (Chapter 3), then the time series of T and E can be obtained
using the same approach in the second case. In order to construct copula models
and evaluate discharge simulations in all cases, the study makes use of the same time
series of precipitation, evapotranspiration and temperature at Uccle as described
in Section 4.2. In all cases, the discharge is simulated using the PDM model that
is calibrated for the Grote Nete catchment in Belgium (see Section 5.3.1). By this
approach, the uncertainty due to the PDM model can be partly excluded from
the study, i.e. we study the change in performance with respect to the reference
situation. It makes sense because the three cases use exactly the same PDM model,
a similar uncertainty due to the model is assumed for all cases as for the reference
situation. Therefore the change in performance for all cases with respect to the
reference situation can be attributed to the differences in inputs to the model. The
discharge simulations in three cases are denoted as Qs1, Qs2 and Qs3, respectively,
while the reference discharge is denoted by Qob. The simulation is repeated 100
times for each case in order to account the stochastic effects.
5.3. Model contructions and simulations
5.3.1. The PDM rainfall-runoff model
In this study, the PDM model (Moore, 2007) is calibrated for the Grote Nete
catchment. The catchment, covering about 385 km2 in the north of Belgium,





























Figure 5.2: General model structure of the PDM (adapted from Moore, 2007).
mm/year (Vrebos et al., 2014). A time series of more than 6 years (from 13/8/2002
to 31/12/2008) at hourly time-step (precipitation, evapotranspiration and dis-
charge) available for the catchment is employed, in which the observations recorded
during the period of 13/8/2002 - 31/12/2006 are used for the model calibration
while the remaining data (from 1/1/2007 -31/12/2008) are utilized for the model
validation.
5.3.1.1 Model description
The PDM is a lumped rainfall-runoff model which basically conceptualizes the
absorption capacity of soil in the catchment as a collection of three different storages
(Moore, 2007; Cabus, 2008) (see Figure 5.2): i.e. (1) a Probability-distributed soil
moisture storage (S1) based on a Pareto distribution of soil moisture capacity to
separate direct runoff and subsurface runoff; (2) a Surface storage (S2) to transform
direct runoff into surface runoff; and (3) a Groundwater storage (S3) to convert
subsurface runoff to baseflow.
The input for S1 is the net precipitation (P − Ea), in which P and Ea are the
precipitation and actual evapotranspiration respectively (De Vleeschouwer and
Pauwels, 2013). Further water loss from S1 may be due to the direct runoff Qdr or
the recharge to groundwater Qgr. The former is then converted to surface runoff
Qro though Surface storage S2, a fast response system involving a sequence of two
linear reservoirs with small storage time constants k1 and k2. The direct runoff flow
only happens when there is too much rain, the S1 is filled and spilled. The recharge
to the groundwater, controlled by drainage time constant kg, is transfered into
baseflow Qbf through groundwater storage S3, a slow non-linear response system
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Table 5.1: PSO algorithm parameters (De Vleeschouwer and Pauwels, 2013)
Parameter Desciption Value
Ni Particle population size 30
Nk Iterations 36
c1 Cognitive parameter {0.8, 1.0, . . . , 1.8}
c2 Social parameter {1.0, 1.2, . . . , 2.2}
w Inertia weight {0.2,0.4,0.6}
δ Velocity limiter {0.2,0.4,0.6}






cmax (mm) Maximum soil moisture storage 160 5000
cmin (mm) Minimum soil moisture storage 0 300
b (-) Exponent of Pareto distribution control-
ling spatial variability of storage capacity
0.1 2
be (-) Exponent in actual evaporation function 1 2
k1 (h) Time constant of the first linear reservoir 0.9 40




2) Baseflow time constant 0 5000
kg (h) Groundwater drainage time constant 700 25000
St (mm) Soil tension storage capacity 0 150
bg (-) Exponent of recharge function 1 1
tdly (h) Time delay 0 10
qconst (m
3/s) Constant flow representing additional in-
flow or outflow
-4.08 0.03
with large storage time constants kb. The sum of Qro and Qbf equals the total
discharge Qt. Additional inflow or outflow from or to the catchment is represented
by qconst. For a more detailed theoretical explanation and mathematical description
of the model, we refer to Moore (2007).
5.3.1.2 Model calibration
In order to calibrate the model, the Particle Swarm Optimization algorithm (PSO)
(Kennedy and Eberhart, 1995) is used. The efficiency of the algorithm in hydro-
logical modeling has been proven through several recent studies (Gill et al., 2006;
Scheerlinck et al., 2009; Tolson et al., 2009; Zhang and Chiew, 2009; Mousavi and
Shourian, 2010; Liu and Han, 2010; Pauwels and De Lannoy, 2011). Without
going into detail into the PSO algorithm (we refer to the mentioned literature),
we characterized the PSO by a vector of six parameters [Ni Nk c1 c2 w δ]
T . The
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descriptions and values of the parameters are given in Table 5.1. Ni and Nk are
set at the value of 30 and 36 respectively; this setup allows for the reduction of
the dimension of the parameter vector to be optimized (Pauwels and De Lannoy,
2011). The values of the remaining parameters in the forms of discrete intervals
are also selected according to Pauwels and De Lannoy (2011).
In the implementation of PSO, the model parameters have to be positioned in
a particular parameter space. In this research, the PDM model makes use of
12 parameters of which 11 parameters are to be calibrated as bg is set equal to
one given that this parameter is considered to be quite insensitive (Pauwels and
De Lannoy, 2011); the values of the lower and upper boundaries for all parameters
used in the search algorithm are set based on Cabus (2008) and De Vleeschouwer
and Pauwels (2013) which particularly focus on calibration of PDM for catchments
in Flanders, Belgium (Table 5.2). The selection of the optimal parameter vector is
based on the RMSE between the observed and simulated discharge. The calibrated
parameter set for the discharge of the Grote Nete is presented in Table 5.3.
5.3.1.3 Model validation
Figures 5.3 illustrates the comparison between the observed and the simulated
discharge at the Grote Nete catchment during the validation period (from 1/1/2007
to 31/12/2008). It can seen from the figure that the simulated discharge is close
to the observations. Figure 5.4 displays the ability of PDM model to regenerate
extreme statistics, such as maximum discharge and minimum baseflow at monthly
basis. It seems that these statistics are not well preserved by the PDM model.
However, with a small value of the RMSE, i.e. 0.9 m3/h, is obtained for the period,
we thus can conclude that the PDM model is well calibrated to the catchment
and can be used for further study within this dissertation. It is worth noting that
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Figure 5.3: Model validation at mean daily discharge of the Grote Nete catchment:
Observations (black) and simulations with PDM (red).
Figure 5.4: Model validations at maximum monthly discharge (a) and minimum monthly
baseflow (b) of the Grote Nete catchment: Observations (black) and simulations with
PDM (red).
even if the model would not be optimal, this has no implications on the research
described in the remainder of this chapter as the uncertainties introduced by the
rainfall-runoff model are filtered out as we will study changes in performances
between cases and the reference situation (see Section 5.2).
5.3.2. Copula-based stochastic simulation of temperature
Temperature data are required for the stochastic modelling of evapotranspiration.
However, in a situation where the time series of temperature is inaccessible, e.g. in
cases 2 and 3, it is necessary to make use of a stochastic modelled temperature time
series. The objective of this section is to develop a stochastic temperature model
based on copulas. This stochastic temperature model is based on the dependence
structures between the temperature and the precipitation of the same day (i.e. at
day j) and the temperature of the previous day (i.e. at day j-1). The dependence
between the temperature and precipitation at the same day has been demonstrated
in the previous chapter. In a similar manner, a correlation between the temperature
at day j (Tj) and the temperature at the previous day, i.e. at day j-1, (Tj−1) is
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investigated by the Pearson correlation coefficient. Given the high correlation,
i.e. 0.94, we thus can conclude that there is a strong dependence between Tj and
Tj−1. The model is then constructed by the same approach as taken for stochastic
evapotranspiration model, in which Tj−1 is chosen as the core variable in a C-Vine
copula model. The model is referred to as VTpPT . As discussed previously in
Section 4.4, the time series of temperature and precipitation used to construct
VTpPT in this study are assumed to be i.i.d. In order to avoid the seasonal effects,
the study investigated the dependence structures and constructed a copula model
separately for each month.
A construction procedure of VTpPT is given as follows. In the first tree, U1, U2
and U3, derived from the marginal distributions of respectively Tp, P and T , were
fitted to the bivariate copulas CTpP and CTpT whose corresponding parameters are
θTpP and θTpT , respectively. These bivariate copulas can be conditioned to the core
variable Tp through partial differentiation, resulting in the conditional cumulative
distribution functions GP |Tp and GT |Tp . The two conditional CDF values are then
calculated for all data points. Finally, the bivariate copula CPT |Tp is fitted to these
conditional values.
The temperature model is different from the evapotranspiration model, in the sense
that it requires a modelled input from the previous time step (i.e. Tp) in order to











t, h(xP , xTp , θTpP ), θPT |Tp
)
, xTp , θTpT
]
(5.1)
In order to maintain the dependence structures between variables but still keep the
model simple and easy to construct, the best bivariate copulas for the C-vine copula
are chosen using the Akaike’s information criterion (AIC) from 5 one-parameter
copula families, i.e. the Gaussian, the Clayton, the Gumbel, the Frank and the Joe
family. Table 5.4 illustrates which copulas were selected. This table shows that the
Frank copula is often selected for CTpP and CPT |Tp , while the Gaussian copula is
often chosen for CTpT . To keep the copula-based simulation procedure simple in
the further study, we restrict to use only a combination of Frank-Gaussian-Frank
for the VTpPT vine copula. Further, the White goodness-of-fit test (Schepsmeier,
2015) is applied to check whether the dependence present in the data is captured by
the Frank-Gaussian-Frank C-vine copulas. With the p-values larger than 0.05 for
all months, we find that the dependence structure of the data can be described by
the selected copulas. These copulas are then employed for generating temperature
given the time series of precipitation in case 2 and 3.
To assess the performance of the model, the statistics of 100 stochastic time series of
temperature using the observed daily precipitation from 1931 to 2002 are compared
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Jan F Ga F
Feb F Ga Ga
Mar F Ga F
Apr F Ga F
May F Ga F
Jun F Ga F
Jul F Ga F
Aug F Ga F
Sep F Ga Ga
Oct C Ga Ga
Nov C Ga F
Dec F Ga F
F=Frank, Ga=Gaussian, G=Gumbel
C=Clayton, J = Joe
Figure 5.5: Comparison between the frequency distributions of T of observed and
simulated data in case 2: Uccle (red), 100 ensembles simulated using C-vine copula VTpPT
(grey).
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Figure 5.6: Comparison between the empirical cumulative distributions of the mean of
T for each month of observed and simulated data in case 2: Uccle (red), 100 ensembles
simulated using C-vine copula VTpPT (grey).
Figure 5.7: Comparison between between the return periods of extremes of the observed
and simulated temperature in case 2 for each month: Uccle (red), 100 ensembles simulated
using C-vine copula VTpPT (grey).
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to those of the observations. The frequency distributions of 100 ensembles of
the simulated temperature are shown in Figure 5.5. The simulations seem to be
relatively similar to the observations. The good performances of simulated T are
also confirmed by comparing the empirical cumulative distribution of the mean of
temperature for each month during 72 years of the time series and those of the
observations at Uccle (see Figure 5.6). Figure 5.7 shows the maximum rainfall
depths of the ensemble and of the observed rainfall series related to empirical return
periods for each month. This figure shows that the extrema are well modelled for
all months. These simulated temperature will be used as the stochastic data in
case 2.
5.3.3. Simulated precipitation by the MBL model
The MBL model is selected to generate the precipitation time series in case 3 as it
was shown in Chapter 3 to be the best version of the different BL models tested
on the Uccle data set. In this study, we consider two different parameter sets
for the MBL model. The first set, given in Table 3.2 in Chapter 3, proved to be
able to preserve general historical rainfall characteristics, such as mean, variance,
auto-covariance and ZDP at different levels of aggregation, i.e. 10 minutes, 1
hour and 24 hours, at Uccle, Belgium (Table 3.9). With this parameter set, the
MBL model is considered to be the best in simulating drought statistics for Uccle
compared to other BL models (see Section 3.5). The second parameter set, given
in Table 5.5, is obtained by a change in the set-up during the calibration, in which
the model is calibrated based on the mean, variance, lag-1 auto-covariance and
ZDP at the aggregation levels of 24 h, 48 h and 72 h instead of 10 min, 1 h and 24
h as for the first set. The reason for only selecting aggregation levels of at least one
day is to consider the approach of case 3 if only daily precipitation data would be
available. From now, they are referred to as the MBLs1 and MBLs2 models using
respectively parameter sets 1 and 2. In order to assess the performances of these
models, an assessment is made of the abilities of the models to reproduce some
general historical statistics, such as mean, variance, autocovariance and ZDP, at
the aggregations of 10 min, 1 h, 12 h, 24 h and 48 h. The investigation is based on
100 simulated ensembles for each model. These ensembles are also used as inputs
for the discharge simulations in case 3.
Figure 5.8 illustrates the comparisons between the MBLs1 and MBLs2 models
for some general statistics at different levels of aggregation. These values are
calculated for the complete time series. Two models seem to well produce the
mean, variance and autocovariance at the low aggregations, i.e. 10 min, 1 h and
12 h. High deviations from the observations are seen for both models in case of
variance and autocovariance at 24 h and 48 h, however the MBLs2 model produces
less outliers and remain closer to the observations than the MBLs1 model. The
reproduction of ZDP shows certain differences between two models in which the
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Table 5.5: The second parameter set of the MBL model.
Parameter λ κ φ µx α ν
January 0.021 0.009 0.002 11.037 12.042 0.833
February 0.014 0.008 0.001 15.000 4.041 0.143
March 0.018 0.009 0.001 15.000 5.393 0.219
April 0.017 0.151 0.032 0.823 20.000 19.029
May 0.023 1.130 1.000 0.371 4.000 14.420
June 0.016 0.089 0.059 1.190 10.064 20.000
July 0.012 0.012 0.004 7.676 20.000 5.715
August 0.010 0.003 0.001 15.000 19.963 2.729
September 0.014 0.199 0.100 0.417 4.000 14.039
October 0.013 8.949 0.096 0.095 4.000 2.488
November 0.023 0.121 0.026 1.061 4.000 2.486
December 0.014 0.005 0.001 14.998 20.000 1.792
Figure 5.8: Comparisons between observed and simulated precipitation data for some
general statistics: Uccle (blue triangle), 100 simulated ensembles (box plot) for MBLs1
and MBLs2
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Figure 5.9: Comparisons between the mean calculated for the observed and simulated
precipitation data at different aggregation levels for each year: Uccle (red), 100 simulated
ensembles (grey) for MBLs1 and MBLs2.
Figure 5.10: Comparisons between the variance calculated for the observed and simulated
precipitation data at different aggregation levels for each year: Uccle (red), 100 simulated
ensembles (grey) for MBLs1 and MBLs2.
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Figure 5.11: Comparisons between the autocovariance calculated for the observed and
simulated precipitation data at different aggregation levels for each year: Uccle (red), 100
simulated ensembles (grey) for MBLs1 and MBLs2.
MBLs1 model is more accurate at the sub-hourly hourly level, while the MBLs2
model produces better results at higher levels of aggregation.
In order to unveil the behaviour of each model, the general statistics are calculated
at different aggregation levels for each year and presented in the form of empirical
cumulative distribution functions (Figures 5.9 - 5.12). The mean is generally
reproduced well by both models, however the MBLs2 model is slightly more
accurate than the MBLs1 model in reproduction of the low values at all levels of
aggregation. Both models fail to preserve the variance at sub-hourly level. The
variance seems to be well modelled at other aggregation levels, but the MBLs1
model tends to reproduce more extreme values at the aggregation levels of 12 h,
24 h and 48 h. The autocovariance is well simulated by all models, except for the
MBLs2 model at 10 min. However, the MBLs1 model tends to reproduce more
extreme autocovariance values. It seems that the MBLs1 model fails to simulate
the ZDP at all aggregation levels. Generally, the ZDP is only well preserved by
the MBLs2 model at 12 h, 24 h and 48 h.
Figure 5.13 shows the empirical univariate return periods of the annual maximum
rainfall depths of the observed and simulated series, considering five different
aggregation levels. Compared to the observation, it seems that all the models are
able to preserve this statistic, except for the underestimations of the MBLs1 model
for the two smallest aggregation levels. In general, the extrema are better modelled
by the MBLs2 model at all aggregation levels. Overall, it seems that the MBLs2
model is better in reproducing of the general historical statistics than the MBLs1
model at all aggregation levels. From this analysis, we can thus conclude that the
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Figure 5.12: Comparisons between the ZDP calculated for the observed and simulated
precipitation data at different aggregation levels for each year: Uccle (red), 100 simulated
ensembles (grey) for MBLs1 and MBLs2.
MBL is capable of maintaining sub-daily statistics even though the calibration
only included daily and multi-day statistics. Given this finding, we opted for only
considering the MBLs2 model for assessing case 3 in the next study.
5.4. Evaluations of discharge simulations
5.4.1. Case 1
The catchment discharge can be simulated by means of the PDM model which
makes use of precipitation and evapotranspiration data. In case 1 (cfr. Figure 5.1),
where only the daily precipitation and temperature data are available, 100 stochastic
evapotranspiration time series are generated using the three-dimensional C-vine
copula VTPE . As shown in Chapter 4, the performance of VTPE is very good
and the simulations seem to be very close to the reference evapotranspiration.
Figure 5.14 displays the comparisons between frequency distributions of Qob and
Qs1 for the different months. It can be seen from the figure that the distributions
of Qs1 are quite similar to those of the reference discharge in Uccle in all months.
Further analyses of mean discharges and annual extremes of Qs1 together with
those of Qs2 and Qs3 are given later in Section 5.4.3. However, we may conclude
that in this case the discharge can be well simulated using the observed rainfall
and modelled evapotransipiration.
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Figure 5.13: Comparisons between the return periods of extremes of the observed and
simulated precipitation data at different aggregation levels: Uccle (red), 100 simulated
ensembles (grey) for MBLs1 and MBLs2.
5.4.2. Case 2
In case 2 (cfr. Figure 5.1), only a time series of rainfall is available, the temperature
data are simulated using the C-vine copula VTpPT that is based on the dependence
between the temperature and the precipitation of the same day and the temper-
ature of the previous day. The observed precipitation and stochastic modelled
temperature data are then used for reproducing the evapotranspiration by mean of
the C-vine copula VTPE . Through comparing the results of this case with that of
case 1, we can assess the impact of introducing a stochastic temperature model on
the modelled evapotranspiration time series and the modelled discharge.
As shown in Section 5.3.2, the stochastic temperature data generated by the VTpPT
model are acceptable and can be used together with the recorded precipitation
to simulate 100 time series of evapotranspiration in the next step. The frequency
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Figure 5.14: Comparison between the frequency distributions of Q of observed and
simulated data in case 1: Uccle (red), 100 ensembles simulated using observed precipitation
and simulated evapotranspiration (grey).
Figure 5.15: Comparison between the frequency distributions of E of observed and
simulated data in case 2: Uccle (red), 100 ensembles simulated using the vine copulas
VTPE (grey).
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Figure 5.16: Comparison between the frequency distributions of Q of observed and
simulated data in case 2: Uccle (red), 100 ensembles simulated using observed precipitation
and simulated evapotranspiration (grey).
distributions of 100 ensembles of the simulated E are shown in Figure 5.15; it
can be seen from the figure that these distributions are similar to those of the
observations in Uccle and those of the modelled evapotranspiration in case 1
(Figure 4.4 in Section 4.3.4) for all months. Figure 5.16 displays a comparison
between the frequency distributions of the simulated discharge (Qs1) and the
reference discharge (Qob); Here the obtained frequency distributions of discharge
are very similar to those in case 1; thus we may infer that the introduction of
stochastic modelled temperature does not provide any considerable deviations in
the simulation of evapotranspiration and discharge.
5.4.3. Case 3
This case accounts for a situation in which no time series of sufficient length are
available as shown in Figure 5.1. The first step consists of generating P by means of
the MBLs2 rainfall model which proved to be the best model among BL models (see
Chapter 3 and Section 5.3.3). Then the stochastic rainfall time series is employed
for modelling stochastic time series of T and E using the same approach in the
previous case. Finally, the catchment discharge is calculated using the stochastic
time series of P and E. This case will allow for assessing the potential of the BL
model for generating precipitation data as input to a rainfall-runoff model.
The comparisons between frequency distributions of observed and simulated pre-
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Figure 5.17: Comparison between the frequency distributions of P of observed and
simulated data in case 3: Uccle (red), 100 ensembles simulated by MBLs2 (grey).
cipitation for the different months obtained by the MBLs2 model are displayed in
Figure 5.17. From the figure and the results presented in Section 5.3.3, it seems that
the model is able to preserve some general historical statistics. After aggregating
the obtained time series to daily values, the simulated rainfall time series are used
as inputs for the the VTpPT model to generate time series of temperature. The
modelled copula-based temperature data is compared with the observed temper-
ature in Uccle in terms of the empirical frequency and cumulative distributions,
respectively, in Figures 5.18 and 5.19. From these figures, it is again found that
the distributions of the simulations follow those of the observations. With respect
to the frequency distributions, the simulated evapotranspiration (Figure 5.20) in
this case is very similar to those in the previous cases. The modelled time series of
P and E are then used for reproducing the discharge. The frequency distributions
of the simulated discharge for the different months are displayed in Figure 5.21.
From the different plots, it can be seen that the simulations follow the distribution
of the observed discharge in Uccle (red line). However, compared to the simulated
discharge in cases 1 and 2, in general the grey areas representing 100 modelled
ensembles are wider which indicates that the stochastic P and E have introduced
some additional variation into the discharge simulations.
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Figure 5.18: Comparison between the frequency distributions of T of observed and
simulated data in case 3: Uccle (red), 100 ensembles simulated using using C-vine copula
VTpPT (grey).
Figure 5.19: Comparison between the empirical cumulative distributions of the mean of
T for each month of observed and simulated data in case 3: Uccle (black), 100 ensembles
simulated using C-vine copula VTpPT (grey).
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Figure 5.20: Comparison between the frequency distributions of E of observed and
simulated data in case 3: Uccle (red), 100 ensembles simulated using the vine copulas
VTPE (grey).
Figure 5.21: Comparison between the frequency distributions of Q of observed and
simulated data in case 3: Uccle (red), 100 ensembles simulated using stochastic modelled
precipitation and evapotranspiration (grey).
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Figure 5.22: Comparison between the empirical cumulative distributions of the mean of Q for Jan - Jun of observed and simulated data in




Figure 5.23: Comparison between the empirical cumulative distributions of the mean of Q for Jul - Dec of observed and simulated data in




Figure 5.24: Comparison between the empirical return periods of annual extremes of
observed and simulated discharge for all cases: Uccle (red), 100 ensembles simulated using
stochastic modelled precipitation and evapotranspiration (grey).
Figure 5.25: Comparison between the empirical return periods of annual minimum
baseflows of observed and simulated discharge for all cases: Uccle (red), 100 ensembles
simulated using stochastic modelled precipitation and evapotranspiration (grey).
In order to further investigate the quality of the simulated discharge for all cases,
Figures 5.22 and 5.23 present the comparisons between the cumulative distributions
of the daily averages of the modelled and reference discharge for each month. For
all cases, the daily mean seems to be preserved by the modelled discharge. However
through investigating the width of the grey areas of the 100 simulated ensembles,
we can conclude that the best results are observed in case 1, followed by case 2 and
case 3. Similar situations are witnessed for the univariate return period of annual
extreme discharge (Figure 5.24) in which the least and largest variations between
Qob and simulated discharge are seen for Qs1 and Qs3, respectively. Figure 5.25
displays the univariate return period of annual minimum baseflow or extreme low-
flow; it seems that the underestimation of the extreme low-flow (i.e. the modelled
low-flows are less severe as those of the reference data) tends to increase if more
stochastic data are used in the simulation process. It is clear that each stochastic
component, e.g. modelled P , T or E, added variabilities to the ensemble of modelled
discharge. The differences between the simulated discharge from different cases are




In this chapter, three cases are proposed to assess the impacts of the stochastic
precipitation and evapotranspiration to the simulation of the catchment discharge.
Case 1 supposes that no evapotranspiration data would be available, the stochastic
evapotranspiration then can be generated using the observed precipitation and
temperature data by means of a copula. In case 2, where only precipitation
data are available, the temperature and evapotranspiration are each reproduced
by copula models. Case 3 addresses the situation where no or too short time
series of observations are available. In this case, the rainfall time series could
be generated using the MBL model and then the time series of temperature and
evapotranspiration are obtained using the copula-based models. In all cases, the C-
vine copulas VTPE and VTpPT are used for the reproductions of evapotranspiration
and temperature, respectively. From the comparison between the simulations with
the observations, the vine copulas seem to well reproduce the time series of E and
T . It is clear that each stochastic component has a certain impact on the discharge
simulations, and each additional stochastic variable will contribute an additional
variation, and thus uncertainty. As expected the most accurate simulations of the
discharge are obtained in case 1, while the discharge reproduced in case 3 presents
the largest variability. However, as no major differences are observed between
the simulations and observations in all cases, the historical characteristics of the
discharge seems to be preserved through the process for all cases studied. From this
study, we may thus conclude that in situations that suffer the lack of observations,
one could rely on the stochastically generated series of precipitation, temperature
and evapotranspiration to reproduce time series of discharge.
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6Discharge simulation under climate
change scenarios: a methodological
approach based on quantile mapping and
vine copulas
6.1. Introduction
The assessment of climate change impacts mainly relies on the climate projections
derived from General Circulation Models (GCMs). Unfortunately, the applications
of GCMs in local studies are rather limited due to two main reasons, i.e. their
coarse spatial resolutions and insufficient description of several important local
features, e.g. the presence of clouds and local topography (Wilby et al., 2002).
A popular approach to relate the large-scale climate variables from GCMs to
the local-scale variables is to use Regional Climate Models (RCMs). Using the
time-dependent atmospheric features and surface boundary conditions derived
from GCMs, RCMs are able to dynamically simulate the sub-grid climate features,
e.g. local precipitation and temperature, which can be used in regional studies.
In recent years, much effort has been dedicated to improve the performances of
the outputs from GCMs and RCMs. However, these outputs remain suffering
from bias due to the fact that many important small-scale processes, e.g. the
representations of clouds and convection, are not represented explicitly within
the models (Christensen et al., 2008). Therefore it is recommended to use a bias
correction technique to solve this problem (Seneviratne et al., 2012). The bias
correction is a popular post–processing technique to adjust the raw outputs from
GCMs or RCMs to agree with the local observations (Wang and Chen, 2013). Bias
correction has been used in hundreds of studies (Chen et al., 2015) and is considered
a standard procedure in climate change impact studies (Ehret et al., 2012). Several
bias correction methods have been developed in recent years, ranging from simple
rescaling, e.g. monthly mean correction (Fowler and Kilsby, 2007), delta change
(Hay et al., 2000) and multiple linear regression (Hay and Clark, 2003), etc, to more
advanced approaches, such as fitted histogram equalization (Piani et al., 2010) and
quantile mapping methods (Wood et al., 2004; Maurer and Hidalgo, 2008; Li et al.,
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2010; Wang and Chen, 2013). Recently, comparing seven different bias correction
techniques, Sunyer et al. (2015) concluded that there is a large variability of the
correction results from different methods, thus recommended the use of several
bias correction techniques along with an ensemble of climate model projections in
a climate change study.
The second problem of climate change studies is the availability of projected data.
In order to study the impacts of climate change on the catchment discharge, beside
precipitation, it is extremely important to account for the amount of water that is
lost due to evapotranspiration. Still, evapotranspiration in climate change studies
is usually calculated using the Penman, Priestley–Taylor or Hargraeves equation
which require extensive downscaled inputs, such as daily mean temperature, wind
speed, relative humidity and solar radiation. However, these data are not often
available. A simple solution would be to make use of the copula-based approach
presented in previous chapter, in which the evapotranspiration under climate change
is generated based on its correlations with future temperature and/or precipitation.
This approach also ensures the consistency between the evapotranspiration with
the precipitation time series during the discharge simulation.
This chapter presents two cases for assessing the impacts of climate change on
future discharge based on bias correction techniques and the vine-copula-based
evapotranspiration generator (Figure 6.1). In the first case, future runoff is cal-
culated using rescaled precipitation and evapotranspiration obtained by a bias
correction technique for the future climate (2071-2100). In the second case where
evapotranspiration data are not available, stochastic time series of evapotranspira-
tion can be obtained via a copula-based model in which the statistical dependence
between evapotranspiration, temperature and precipitation is described by a three-
dimensional vine copula. Section 6.2 first describes two bias correction approaches
that will be applied. Section 6.3 introduces the outputs from four GCMs that
will be used for the case study in central Belgium. Finally, the results of two case
studies of assessing the impacts of climate change on discharge are presented in
Section 6.4. To validate, the observations of daily precipitation, temperature and
evapotranspiration during 1961-1990 in Uccle, Belgium are used.
6.2. Bias correction
Quantile mapping, or cumulative distribution function matching (CDF-matching),
is a relatively simple and popular bias correction technique which has been used
widely in several climate impact studies (Li et al., 2010; Piani et al., 2010; Wang
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Figure 6.1: A methodological approach for assessing the impacts of climate change on
future water resources based on equiratio CDF-matching and vine copulas
where OC stands for the observation in the control period, F−1OC is the quantile
function (also called as the inverse CDF) corresponding to observations in the
control period and FG is the CDF of the GCM/RCM outputs.
The major advantage of the method is that it can adjust the distributions of
modelled data to match with those of the observations while preserving the rank
correlations between the simulations and observations (Li et al., 2010). Both
theoretical and empirical distributions can be used for the quantile function F−1.
However through comparisons of different distributions for statistical downscaling
of precipitation for Norway, Gudmundsson et al. (2012) recommend the use of
the empirical distribution. This method has been used in several studies for
correcting outputs from GCM/ RCM in both current and future periods (e.g.,
Wood et al. (2004); Hayhoe et al. (2004); Ines and Hansen (2006); Cayan et al.
(2008); Maurer and Hidalgo (2008)). By applying Eq. (6.1), it is assumed that the
distribution of the considered variables for future climate remain similar to those
of the observations of the current climate. Arguing that it may no true, Li et al.
(2010) proposed an advanced quantile mapping called Equidistant Cumulative
Distribution Function Matching (EDCDFM) that accounts for the change of the
distribution in the future. EDCDFM can be mathematically expressed as
xRGF = xOGF + F
−1
OC(FOGF (xOGF ))− F−1OGC(FOGF (xOGF )) (6.2)
where OGF stands for the original outputs from GCMs/RCMs in the future
projection period and OGC stands for the original outputs from GCMs/RCMs in
the control period; RGF represents for the rescaled GCM/RCM outputs in the
future period; FOGF is the CDF of the original outputs from GCMs/RCMs in the
future period; F−1OC and F
−1
OGC are quantile functions for observations and original
GCM/RCM outputs in the control period, respectively; xOGF and xRGF are the
original and the rescaled GCM/RCM variable for future period, respectively.
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Figure 6.2: Dry-day frequency in the future climate remains similar to that of the
observations in the current period.
In this method, it is assumed that the bias between the values of the observations






, will be preserved in the future climate.
This bias value is called an quantile mapping factor. Then the bias between real
values of the considered variable and the GCM/RCM projections in future climate
have the same probability FOGF (xOGF ) is covered by this quantile mapping factor,
i.e.
(
F−1OC(FOGF (xOGF ))− F−1OGC(FOGF (xOGF ))
)
. EDCDFM is considered to be
superior to the traditional method given in Eq. (6.1) (Li et al., 2010; Srivastav
et al., 2014).
However, a shortcoming of EDCDFM when applying it for bias-correcting precipi-
tation has been highlighted in the work of Wang and Chen (2013). The problem
relates to a generation of the numerous negative values of xRGF when the term
F−1OGC(FOGF (xOGF )) is larger than the sum of xOGF and F
−1
OC(FOGF (xOGF )). To
avoid this shortcoming, Wang and Chen (2013) proposed a method called Equiratio
Cumulative Distribution Function Matching (ERCDFM) which makes use of a
multiplicative factor instead of an additive factor. ERCDFM is defined as:





The assumption of ERCDFM is that the ratio between the observations and the
model outputs, i.e. F−1OC(FOGF (xOGF ))/F
−1
OGC(FOGF (xOGF )), will remain the
same in the future. However, we found a shortcoming of ERCDFM when applying
for correcting the daily precipitation (or evapotranspiration) on a monthly basis.
The problem relates to the fact that the frequency of non-rainy day (or dry-day) in
a given month in the future climate remains similar to that of the observations in
the current period (Figure 6.2), which may not be true in reality. More specifically,
xRGF will take the values of zero when the numerator of the multiplicative factor,
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i.e. F−1OC(FOGF (xOGF )), equals to zero. It occurs for values of xOGF that have
FOGF (xOGF ) ≤ f∗ = FOC(xOC non−rainy).
To provide a solution for this shortcoming, we use a process of frequency correction
to adjust the frequency of dry days. It should be noted that the outputs from
climate models consist not only zeros but also very small values, thus in this study,
a day having rainfall intensity smaller than 0.1 mm is defined as a dry day. The
process relates to the correction of the dry day frequency in the future climate based
on the ratio of the dry day frequency of the observations to those of GCM/RCM
outputs in the control period. The dry day frequency is simply considered as the
ratio of the number of the dry days to the total days of the considered period. The
future dry day frequency, fFDF , is calculated as
fFDF = fOGF × fOC
fOGC
(6.4)
where fOC , fOGC and fOGF are the dry day frequency of the observation (thus
in current climate), original GCM/RCM outputs in current and future climates,
respectively.
The process ends up with adding or removing a number of dry days, i.e. ∆n, from
the time series of the GCM/RCM outputs based on the difference between fFDF
and fOGF :
∆n = nOGF (fFDF − fOGF ) (6.5)
where nOGF is the total days of the considered period in the future climate.
Adding dry days is required when ∆n is positive, while dry days should be removed
in case of a negative ∆n. The processes of adding and removing dry-days are given
as below.
Adding dry days
If ∆n (see Eq. (6.5)) is positive, we need to replace a number of rainy days, i.e. ∆n,
with dry days. In order to ensure that extreme events are not removed, different
approaches can be used, e.g. a threshold approach in which the replacement is only
applied for values that are smaller than the threshold or the modified-threshold
approach in which a certain percentage of extreme events are exempted from the
correction process (Ntegeka et al., 2014). In this study, we use a statistical selection
process based on a triangular distribution to favor the rain days with a low intensity
from being removed and ensure that days with a rainfall depth above a desired
threshold (xthr) are not removed. The triangular distribution consists of three





















(a) (b) (c) 
Figure 6.3: Dry day adding process: (a) CDF of original GCM/RCM outputs for
future scenarios, (b) CDF of the triangular distribution, and (c) PDF of the triangular
distribution.
the values of these parameters are set as:{
a = c = 0
b = FOGF
(




xthr |x > 0.1
)
is the CDF of the precipitation in rainy days (i.e. for
which x > 0.1).





if 0 ≤ x < b
1 if b ≤ x
(6.7)
The dry day adding process is given as below (see also Figure 6.3):
1. Choose randomly day t with precipitation xt > 0.1 with a corresponding
probability ξ = FOGF (xt |x > 0.1
)
from the time series, and sample k from
a uniform distribution on [0, 1],
2. If T (ξ) < k, then set xt random uniform in [0, 0.1], i.e. a rainy day is replaced
by a dry day with a value in [0, 0.1]. This approach accounts for the fact that
in the GCM/RCM time series zero values hardly occur, thus this property of
the time series is maintained.
3. If T (ξ) > k, then redo from step 1.
The satisfaction of the condition T (ξ) < k ensures that the low-intensity days have
more chance to be replaced than days having a larger intensity. The procedure for
adding dry days is given in Algorithm 3.
Removing dry days
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Algorithm 3: Adding dry days.
b = FOGF (xthr)
i = 1
while i ≤ ∆n do
Random choose day t with precipitation xt (> 0.1) of the time series










Sample xt uniformly distributed on [0, 0.1]
i = i+ 1
end
end
In case ∆n (Eq. (6.5)) is negative, we need to add rainfall to |∆n| dry days. We
use an approach based on the triangular distribution to ensure that adding small
values of rainfall is favored while restricted the values that can be added to a
maximum threshold value (xthr). The triangular distribution in this case also takes
the same parameter set as in the dry day adding process.
From Eq. (6.7), for any value of ξ we have:
T (ξ) = 1− (b− ξ)
2
b2
⇒ ξ = b(1−
√
1− T (ξ)) (6.8)
The dry day removing process is given as below (see also Figure 6.4):
1. Randomly choose a dry day t from the time series (i.e. xt < 0.1 ), and sample
k from a uniform distribution on [0, 1],
2. Set T (ξ) = k, and thus ξ = b(1−√1− k),
3. Assign xt = F
−1




b(1−√1− k) |x > 0.1).
Algorithm 4 presents this procedure for removing dry days. After correcting the
dry day frequency, EQCDF is applied for all rainy days.
Modified ERCDFM
In this chapter, we also propose a quantile mapping technique based on the idea of
ERCDFM that can be called the modified ERCDFM (mERCDFM) (see Figure 6.5).
The assumption of mERCDFM is that the ratio of the current model variable to
the future model variable equals to the ratio of the current observed variable to the
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Figure 6.4: Dry-day removing process: (a) CDF of original GCM/RCM outputs for
future scenarios, (b) CDF of the triangular distribution.
Algorithm 4: Removing dry days.
b = FOGF (xthr)
i = 1
while i ≤ |∆n| do
Random choose a dry day t from the time series (xt ≤ 0.1)






OGF (uk |x > 0.1)
end
future observed variable. The mathematical expression of mERCDFM for rainy
days (i.e. x > 0.1) is:





Basically, the difference between ERCDFM and mERCDFM is the time series to
be modified. While in ERCDFM the GCM/RCM outputs in future climate are
corrected corresponding to the ratio between the observations and the model outputs
in current climate, mERCDFM will generate the future time series by modifying
the observations in current climate based on the ratio between the GCM/RCM
outputs in current climate and those in future climate. The mERCDFM can be
categorized as a quantile perturbation method, as referenced in literature, in which
the perturbation factor for a wet-day is calculated as the ratio of rainfall intensity
of the GCM future scenario over the rainfall intensity of the GCM control run
for the same empirical exceedance probability (Willems and Vrac, 2011; Willems,















POGF, EOGF, TOGF: original precipitation, evapotranspiration and temperature data from GCMs/RCMs for future climate
PRGF, ERGF,TRGF: rescaled precipitation, evapotranspiration and temperature data from GCMs/RCMs for future climate
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Figure 6.5: A methodological approach for assessing the impacts of climate change on
future water resources based on equiratio CDF-matching and vine copula
The number of dry-days needs to be corrected, when mERCDFM is applied, is
calculated based on the difference between fFDF and fOC as
∆n′ = nOC(fFDF − fOC) (6.10)
A similar bias correction process is applied for the evapotranspiration data projected
from GCMs/RCMs. The time series of evapotranspiration are first processed
with the frequency corrections to adjust the number of days during which the
evapotranpiration less than 0.1 mm. Then either ERCDFM or mERCDFM is used
to correct the intensity of the evapotranspiration values larger than 0.1 mm.
It is worth noting that the frequency correction of wet or dry days should be
handled with care because the correction may disturb the temporal structure of
the series. For such problems, several approaches have been proposed in literature.
For example, instead of random selections of time moments to be rescaled, Willems
(2013a) and Ntegeka et al. (2014) assume that wet days or dry days may tend
to cluster, and thus the selections should based on the wet conditions of the
preceding and following days. However, a comprehensive study on evaluations and
comparisons of these methods is lacking, making it difficult to assess which method
is the best. Therefore, it is recommended for future research to include: (1) the
investigation of the temporal dependence of the time series before and after being
corrected; and (2) the comparisons of different bias corrections techniques.
6.3. GCM projections for central Belgium
To assess the impacts of climate change on future runoff in central Belgium, the
outputs from four different GCMs, i.e. CNRM-CM5, GFDL-ESM2M, MIROC-
ESM and MRI-CGCM3, are used (Table 6.1). These data are collected from




Centre National de Recherches Me-
teorologiques (France)
CNRM–CM5 Voldoire et al. (2012)
Geophysical Fluid Dynamics Labo-
ratory (USA)
GFDL–ESM2M Dunne et al. (2013)
University of Tokyo (Japan) MIROC–ESM Watanabe et al. (2011)
Meteorological Research Institute
(Japan)
MRI–CGCM3 Yukimoto et al. (2012)
Figure 6.6: Empirical distribution functions of mean discharge on monthly basis of
Uccle (1961-1990) and GCMs outputs (2071-2100).
database of the Coupled Model Intercomparison Project Phase 5 (CMIP5) (Taylor
et al., 2012) are projected for the late 21st century (2071–2100) in the central of
Belgium. The CMIP5 simulations consist of 4 future emission scenarios called
Representative Concentration Pathways (RCPs), i.e. RCP8.5, RCP6.0, RCP4.5,
and RCP2.6, representing different situations of the greenhouse gas concentration
trajectory and the corresponding radiative forcing in 2100 (Moss et al., 2010; Tabari
et al., 2015). RCPs are named based on the radiative forcing reached in 2100, e.g.
RCP8.5 represents the highest emissions that correspond to the radiative forcing
of 8.5 W/m2.
The four GCMs are chosen following an approach proposed by Ntegeka et al. (2014)
in which some representative climate scenarios are selected based on the analyses
of the future climate change signals of rainfall and evapotranspiration derived from
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Figure 6.7: Empirical distribution functions of mean discharge during summer (Jun, Jul,
August) and winter (Jan, Feb, Dec) of Uccle (1961-1990) and GCMs outputs (2071-2100).
the climate model simulations (Tabari et al., 2015). The selected scenarios represent
high, mean and low hydrological impact found in the full range of all CMIP5 GCMs
on central Belgium. We refer to Tabari et al. (2015) for more information on the
selected GCMs.
The output of each GCM consists of daily time series of temperature, precipitation
and evapotranspiration in two projected periods, i.e. current (or control) period
(1961-1990) and future projection (2071-2100). The time series of evapotranspiration
are not directly obtained from the GCMs, but computed using the Penman-Monteith
method from other GCMs outputs, such as temperature, solar radiation, relative
humidity and wind speed, etc. The ECDF of mean daily discharge for each month
and seasons (summer and winter) of all GCMs are obtained for the Grote Nete
catchment using PDM, i.e. the same rainfall-runoff model was used in Chapter 5,
are displayed in Figures 6.6 and 6.7, respectively. It can be seen from these figures
that for all months the runoff simulations using the outputs from CNRM-CM5 and
MIROC-ESM are always, respectively, the lowest and highest; while those of the
other models, i.e. GFDL-ESM2M and MRI-CGCM3, are located in between.
141
Table 6.2: Frequency corrections for precipitation
Month Uccle
CNRM-CM5 GFDL-ESM2M MIROC-ESM MRI-CGCM3
(1) (2) (3) (4) (5) (1) (2) (3) (4) (5) (1) (2) (3) (4) (5) (1) (2) (3) (4) (5)
Jan 372 295 260 328 68 -44 122 110 335 225 -37 126 79 233 154 -139 170 151 330 179 -42
Feb 415 263 208 328 120 -87 147 99 279 180 -136 152 97 265 168 -150 169 154 378 224 -37
Mar 404 280 260 375 115 -29 210 163 314 151 -90 195 119 247 128 -157 233 225 390 165 -14
Apr 405 220 228 420 192 15 213 232 441 209 36 211 235 451 216 46 293 346 478 132 73
May 459 235 282 551 269 92 345 323 430 107 -29 254 358 647 289 188 392 402 471 69 12
Jun 459 309 265 394 129 -65 293 320 501 181 42 332 341 471 130 12 404 426 484 58 25
Jul 508 314 349 565 216 57 296 401 688 287 180 305 304 506 202 -2 470 436 471 35 -37
Aug 502 364 334 461 127 -41 277 371 672 301 170 241 225 469 244 -33 390 382 492 110 -10
Sep 491 376 366 478 112 -13 135 235 855 620 364 144 181 527 346 126 318 380 587 207 96
Oct 482 326 294 435 141 -47 94 140 718 578 236 114 128 541 413 59 316 304 464 160 -18
Nov 357 230 272 422 150 65 113 91 287 196 -70 94 59 224 165 -133 163 225 493 268 136
Dec 396 321 252 311 59 -85 98 79 319 240 -77 78 43 218 175 -178 160 166 411 245 15
(1) Number of dry days in control period, (2) Number of dry days in future scenarios, (3) Number of dry days after correction
(4) Number of events to be corrected with ERCDFM, (5) Number of events to be corrected with mERCDFM
Table 6.3: Frequency corrections for evapotranspiration
Month Uccle
CNRM-CM5 GFDL-ESM2M MIROC-ESM MRI-CGCM3
(1) (2) (3) (4) (5) (1) (2) (3) (4) (5) (1) (2) (3) (4) (5) (1) (2) (3) (4) (5)
Jan 333 42 27 214 187 -119 90 70 259 189 -74 230 41 59 18 -274 4 0 329 329 -329
Feb 244 10 3 73 70 -171 16 19 290 271 46 70 0 174 174 -174 0 1 245 245 245
Mar 74 2 2 74 72 72 8 11 102 91 28 36 0 38 38 -38 0 0 74 74 74
Apr 2 0 0 2 2 2 0 0 2 2 2 6 0 0 0 0 0 0 2 2 2
May 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
Jun 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0
Jul 0 0 0 0 0 0 0 2 0 0 2 20 0 0 0 0 0 0 0 0 0
Aug 0 0 0 0 0 0 0 0 0 0 0 24 0 0 0 0 0 0 0 0 0
Sep 0 0 0 0 0 0 3 4 1 -3 1 32 0 0 0 0 0 0 0 0 0
Oct 19 7 2 5 3 -14 30 36 23 -13 4 64 1 0 -1 -19 0 0 19 19 19
Nov 217 37 27 158 131 -59 96 107 242 135 25 242 51 46 -5 -171 6 0 211 211 -211
Dec 309 54 27 155 128 -155 101 118 361 243 52 298 57 59 2 -250 9 0 300 300 -300
(1) Number of dry days in control period, (2) Number of dry days in future scenarios, (3) Number of dry days after correction




6.4. A case study of climate change impacts on
runoff for the Grote Nete, central Belgium
Two cases (cfr Figure 6.1) for assessing the impacts of future climate on discharge
based on bias correction techniques and the vine-copula evapotranspiration genera-
tor are presented in this section. In the first case, the future discharge is estimated
using the bias-corrected precipitation and evapotranspiration from GCMs/RCMs.
The second case accounts for a situation that evapotranspiration data are not
available, and stochastic time series of evapotranspiration can be obtained via a
copula-based generator; thus the future discharge is modelled using these stochastic
generated evapotranspiration data and the bias-corrected precipitation. In fact,
one could also stochastically model precipitation and temperature using the MBL
model and a vine-copula based generator, respectively, for future climate scenarios
but given the results from Chapter 5 in which case 1, 2 and 3 (cfr Figure 5.1) were
very similar, we restrict ourselves to the situation where only evapotranspiration
should stochastically be generated. Based on the results from Chapter 5, it is
expected that the conclusions with respect to discharge in future climate scenarios
are not significantly different depending on the input series used.
6.4.1. Case 1 - Discharge simulations using rescaled data
The outputs from GCMs need to be corrected before using for the discharge
simulations. The bias correction procedure consists of two steps, i.e. the fre-
quency correction and the quantile mapping (Figure 6.5). The first step relates
to the corrections of the number of dry days for precipitation and days without
evapotranpiration. The frequency correction results for the precipitation and evap-
otranspiration are given in Tables 6.2 and 6.3, respectively. Columns (4) and (5)
of both tables display the number of events need to be corrected with, respectively,
ERCDFM and mERCDFM, in which the positive values indicate the number of
dry days to be added while negative values represent the number of dry days to be
removed. For precipitation, ERCDFM generally tends to add more dry days to
the rainfall time series while an opposite situation is witnessed for mERCDFM.
The number of dry days during summer of the rescaled data from GCMs for future
scenarios is quite similar to that of the observations in the control period, except
for a significant increase for GFDL-ESM2M. During winter seasons, the frequency
correction results show a decrease in dry days for all GCMs, especially for the
outputs of MIROC-ESM with a decline of nearly 40%, which suggests wetter
winters for central Belgium during 2071-2100. In case of evapotranspiration, the
number of days to be corrected is quite similar for both approaches. There are
very minor to no frequency corrections needed for evapotranspiration from April
to September for all GCMs.
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Figure 6.8: Impacts of bias correction techniques on precipitation from CNRM-CM5
in July: (a) ECDF of daily precipitation, and (b) ECDF of mean precipitation on
monthly basis. Uccle (black line), original CNRM-CM5 current precipitation (red line),
rescaled CNRM-CM5 current precipitation (red dashed line), original CNRM-CM5 future
precipitation (blue line), 100 ensembles of rescaled precipitation by ERCDFM (grey) and
by mERCDFM (brown).
After frequency corrections, the quantile mapping techniques are applied for all rainy
days in the rainfall time series, while for evapotranspiration data, the transformation
is implemented for days where the volume of evapotranspiration is higher than
0.1 mm. Figure 6.8 displays the impacts of the bias correction techniques on the
precipitation from CNRM-CM5. In this case, the increases of precipitation are seen
for both techniques. After being corrected, the ECDF of the daily precipitation
from CNRM-CM5 in control period (red dash line) matches with the one of
observed time series (black line) as shown in Figure 6.8(a). Figure 6.9 displays
the ECDF of rescaled rainy days for CNRM-CM5. From this figure, based on the
ensemble widths, it seems that ERCDFM tends to generate more variations than
mERCDFM. It can be partly explained by the fact that the number of dry days
needs to be corrected in ERCDFM is often larger than those in mERCDFM (see
Table 6.2). Similar situations are witnessed for the three other GCMs. Figures
6.10 - 6.13 display the change of rainfall amount in terms of ECDF of the daily
mean precipitation in each month for all GCMs. For all GCMs, based on the mean
daily precipitation, it seems that more rainfall is generated in ERCDFM compared
to mERCDFM.
It is clear that the bias corrections have different impacts on the GCMs outputs.
The bias modifications also vary from month to month. To account for the potential
changes for each bias correction approach, the changing factors (CF ) for ERCDFM







OGC(x)), where x = 0.005, ..., 1 with a step of 0.005. The changing of
CF for all GCMs in June, July and August are given in Figure 6.14. The CF value
of ERCDFM for CNRM-CM5 seems to increase with the increasing of cumulative
frequency, which means the ERCDFM tends to generate more extreme events with
the outputs from CNRM-CM5. There are clear decreases of the rainfall intensity
144
Figure 6.9: Empirical CDF of rescaling precipitation from CNRM-CM5: Uccle (black),
original CNRM-CM5 future precipitation (blue), 100 ensembles of rescaled precipitation
by ERCDFM (grey) and by mERCDFM (brown).
Figure 6.10: Empirical CDF of the mean of rescaled precipitation from CNRM-CM5:
Uccle (black), original CNRM-CM5 future precipitation (blue), 100 ensembles of rescaled
precipitation by ERCDFM (grey) and by mERCDFM (brown).
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Figure 6.11: Empirical CDF of the mean of rescaled precipitation from GFDL-ESM2M:
Uccle (black), original GFDL-ESM2M future precipitation (red), 100 ensembles of rescaled
precipitation by ERCDFM (grey) and by mERCDFM (brown).
Figure 6.12: Empirical CDF of the mean of rescaled precipitation from MIROC-ESM:
Uccle (black), original MIROC-ESM future precipitation (green), 100 ensembles of rescaled
precipitation by ERCDFM (grey) and by mERCDFM (brown).
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Figure 6.13: Empirical CDF of the mean of rescaled precipitation from MRI-CGCM3:
Uccle (black), original MIROC-ESM future precipitation (magenta), 100 ensembles of
rescaled precipitation by ERCDFM (grey) and by mERCDFM (brown).
of GFDL-ESM2M and MRI-CGCM3 with mERCDFM in summer; while opposite
trends are seen with the other GCMs. Table 6.4 shows how the bias correction
approaches modified the GCMs outputs on a monthly basis. Only for CNRM-CM5,
the results show an increase of rainfall in all months by both correction approaches.
The MIROC-ESM outputs seem to be less modified with ERCDFM. Except for
May to July, the precipitation from MIROC-ESM and MRI-CGCM3 is reduced in
mERCDFM.
The changes of the mean precipitation for all GCMs during summer and winter are
displayed in Figure 6.15. The rescaled outputs of GFDL-ESM2M and MRI-CGCM3
are quite similar to the observations in Uccle during summer. The highest increase
of precipitation compared to the observations is provided by the rescaled outputs
from MIROC-ESM, followed by those of CNRM-CM5. For winter, all the rescaled
GCM outputs show a considerable increase of the mean precipitation compared
to the rainfall in Uccle. Figure 6.16 presents similar graphs but for the rescaled
evapotranspiration. It can be seen that both approaches produce no variations
and generate very similar results for summer, as there are no frequency corrections
needed during that period. During summer and winter seasons, except for MIROC-
ESM outputs, the evapotranspiration from all GCMs is decreased after being
processed by both bias correction approaches. The rescaled evapotranspiration of
GFDL-ESM2M and MRI-CGCM3 is quite close to the observations, in other words,
there is minor change of the mean evapotranspiration between the current and
future climate based on the rescaled GFDL-ESM2M and MRI-CGCM3 outputs. In
general, comparing with the observations, an increasing trend of evapotranspiration
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Figure 6.14: Changing factors (CFs) of the two bias correction techniques for all
GCMs in summer: CNRM-CM5 (blue), GFDL-ESM2M (red), MIROC-ESM (green) and
MRI-CGCM3 (black).
Table 6.4: Impacts of bias corrections on the mean precipitation
Model 
Approach 1 Approach 2 









                         
 
 Increase   Decrease  Similar   
 
      
 
is projected for both winter and summer seasons.
One may wonder how the mutual dependences between variables change after
rescaling the time series. In this case, the correlations between the rescaled
precipitation and evapotranspiration on the monthly basis via Kendall’s tau for
different GCMs are given in Figure 6.17. In this figure, the box-plots represent
the Kendall’s tau values for 100 ensembles obtained through either ERCDFM or
mERCDFM. With ERCDFM, there is a big change of the dependences for all the
models, but only the P-E correlations of MRI-CGCM3 come closer to those of the
observations. While in mERCDFM, the P-E dependences of rescaled data from
CNRM-CM5, GFDL-ESM2M and MRI-CGCM3 have very similar structures with
the observations. It can mainly be explained by the fact that in mERCDFM, the
rescaled data is regenerated from the observed time series in Uccle (see Eq. (6.9)),
and the bias corrections seem to have less impacts on the ranks of variables in the
complete time series. For both approaches, the P -E correlations of MIROC-ESM
rescaled outputs have a big change in five months, i.e. from May to September.
The generations of these values may be due to change of the distribution of
evapotranspiration obtained by the bias correction techniques during that period.
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Figure 6.15: Empirical distribution functions of mean rescaled-precipitation for all
GCMs during summer and winter
.




Figure 6.17: Kendall’s tau for the relation between rescaled precipitation and evapo-
transpiration - case 1.
Figure 6.18: Empirical CDF of mean rescaled-evapotranspiration of MIROC-ESM
during May to Aug.
This can be partially explained by the fact that the shape of the empirical CDF of
evapotranspiration from MIROC-ESM in the control period is completely different
from those of the observations and the future projected evapotranspiration of
during these months (see Figure 6.18). It is also worth to mention that in these
months, there is not any frequency correction for the evapotranspiration (see Table
6.3) and the results obtained by both quantile mappings techniques, i.e. ERCDFM
and mERCDFM, are nearly identical.
In the final step, the future discharge is simulated by means of PDM using the
rescaled precipitation and evapotranspiration from different GCMs. Figure 6.19
displays the ECDF of mean simulated discharge during summer and winter periods
in the future climate. There are significant increases of the mean discharge obtained
with ERCDFM for all GCMs in which the highest discharge obtained with the
rescaled outputs from CNRM-CM5 and MIROC-ESM respectively for summer and
winter seasons. The discharge simulations using rescaled data from mERCDFM
for GFDL-ESM2M and MRI-CGCM3 are very similar to those of the observations;
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Figure 6.19: Empirical CDF of mean discharge using rescaled data during summer and
winter
Figure 6.20: Impacts of bias corrections on the univariate return periods of extreme
discharge in the future scenario.
only a minor increase of the discharge is recorded for CNRM-CM5 and MIROC-
ESM. In general, the results from ERCDFM show a considerable increase of
discharge for both summer and winter, while little changes are seen for those from
mERCDFM. To assess the behavior of extreme events, Figure 6.20 presents the
comparisons between the univariate return period of annual maximum discharge
of the observation with those of the simulated data. An increase of the extreme
events is found by rescaled data by both bias correction approaches, especially for
CNRM-CM5 and MIROC-ESM using the ERCDFM.
Water management is not only focusing on the extremes that cause floods but
also low flow regimes. Both the total discharge during low flow events and the
length of the period of low flows are important features that may require mitigating
measures to be taken by the water manager. These low flows typically correspond
to baseflow. Baseflow, also called drought flow, is thus an important component
of the river flow as it represents the contributions of the groundwater and other
delayed shallow subsurface flow to the river discharge (Hall, 1968; Smakhtin, 2001).
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Figure 6.21: Empirical CDF of mean baseflow using rescaled data during summer and
winter
Figure 6.22: Impacts of bias corrections on the univariate return periods of annual
minimum baseflow in the future scenario.
In this study, baseflow is separated from the river flow using a local minimum
filtering method (LMFM) (Pettyjohn and Henning, 1979) on a daily basis. To assess
the impacts of climate change scenarios on the future baseflow during summer and
winter, the mean daily baseflow values in summer and winter for each year are
calculated for all GCMs; Figure 6.21 presents these values in terms of the ECDFs.
In general, comparing with the baseflow obtained with the observed data at Uccle,
the increasing trends of the baseflow are seen for all GCMs for both bias correction
approaches, but the significant increases are only obtained by ERCDFM-rescaled
outputs. Figure 6.22 displays the comparisons of univariate return period of annual
minimum baseflow. Increases of minimum baseflow are witnessed with results
from ERCDFM for all GCMs, except MIROC-ESM. The most extreme events are
produced by outputs from CNRM-CM5. Only for MIROC-ESM, generally lower
minimum baseflows are seen for both ERCDFM or mERCDFM.
In general, the simulations show an increase of discharge in central Belgium for
both summer and winter seasons during 2071-2100. It can be seen from the results
of rescaled data and simulated discharge that the bias correction techniques have
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different impacts on the GCM/RCM outputs, and thus on the discharge simulations,
e.g. after being corrected, the projections from GFDL-ESM2M and MRI-CGCM3
show only a small increase of discharge, on the other hand, those from CNRM-CM5
which represented the lowest scenarios of discharge have become the most extreme
data.
6.4.2. Case 2 - Discharge simulations using rescaled precip-
itation and stochastic evapotranspiration
Case 2 accounts for situations in which the time series of evapotranspiration
derived from GCM/RCM are not sufficient for future scenarios. In this situation,
stochastic time series of evapotranspiration can be obtained using the copula model
as was developed in Chapter 4. By sampling the copula, the evapotranspiration
is generated conditional to given rainfall and temperature data in the daily basis.
In this study, we only make use of the three dimensional C-Vine copula VTPE in
which the Frank copula is selected to describe the mutual dependences between
variables. VTPE has proven to be better than several other copula models and can
provide good simulations as the higher-dimensional C-Vine copula VTPDE . More
details on the construction and testing of this copula model are given in Chapter
4.
In order to sample evapotranspiration, the time series of rainfall and temperature
are required as inputs. For precipitation, we employ the rescaled rainfall time
series from case 1. The temperature data also needs to be rescaled by the bias
correction approaches. Because the temperature data are not intermittent, a
quantile mapping can be applied straight forward without performing frequency
corrections as explaned in Section 6.2. An example of the ECDF of rescaled
temperature for CNRM-CM5 by two quantile mapping techniques, i.e. ERCDFM
and mERCDFM, is shown in Figure 6.23. It can be seen than the results from
ERCDFM are nearly identical to those of mERCDFM in terms of ECDF. For all
months, the rescaled data shows an increase in the daily temperature for the late
21st century in the central Belgium. Similar situations are obtained for the other
GCMs outputs.
Figure 6.24 shows the ECDFs of mean stochastic evapotranspiration simulated
via the copula model VTPE using the rescaled GCM simulations as inputs. For
all durations, the evapotranspiration time series simulated using the rescaled data
based on ERCDFM are slightly higher than those by mERCDFM. Compared to
the ECDF of observed data in Uccle during current climate, only a significant
increase of evapotranspiration simulated from MIROC-ESM outputs is recorded
during summer; the stochastic evapotranspiration for other models is either very
similar (i.e. for GFDL-ESM2M and MRI-CGCM3) or slightly higher (i.e. for
CNRM-CK5) than the observations for both summer and winter. In general, the
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Figure 6.23: Empirical CDF of rescale temperature data on monthly basic
Figure 6.24: Empirical CDF of mean stochastic evapotranspiration during summer and
winter for different GCMs and bias correction methods.
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Figure 6.25: Kendall’s tau for the relation between rescaled precipitation and stochastic
evapovatranspiration for all GCMs - case 2.
ECDFs of stochastic evapotranspiration seem to behave similar to the rescaled data
in case 1. Similar to the previous case, the mutual dependences between the rescaled
precipitation and stochastic evapotranspiration via Kendall’s tau are validated
(Figure 6.25). The correlations of the rescaled data by ERCDFM seem to be more
similar to the reference correlations in Uccle than those by mERCDM.
Using the rescaled precipitation and stochastic modelled evapotranspiration data,
the future discharge is then simulated. Figure 6.26 displays the ECDF of mean
simulated discharge during summer and winter periods in the future climate while
Figure 6.27 presents the univariate return period of annual maximum discharge of
the simulated data. Similar plots are presented in Figures 6.28 and 6.29, however
now displaying the baseflow. It can be seen that the results of the river discharge
and baseflow in this case are very similar to those in case 1. Using the same
precipitation data, no major change of the discharge simulations are found if either
the rescaled or stochastic evapotranspiration data are used.
155
Figure 6.26: Empirical CDF of mean discharge using rescaled precipitation and stochas-
tic evapotranspiration during summer and winter- case 2
Figure 6.27: Annual maximum discharge using rescaled precipitation and stochastic
evapotranspiration - case 2
Figure 6.28: Empirical CDFs of mean baseflow during summer and winter - case 2
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Figure 6.29: Univariate return periods of the annual minimum baseflow - case 2
6.5. Conclusions
This chapter presented different cases of simulating the discharge under climate
change. Because the outputs from GCMs/RCMs are suffering from bias at regional
scales, it is thus necessary for any local study to process the data from GCMs/RCMs
using a bias correction technique. In this study, the bias correction process consists
of two steps, i.e. a frequency correction and an intensity correction. The latter step
involves the application of one of two advanced quantile mapping techniques, i.e.
ERCDFM or mERCDFM. Of these two approaches, ERCDFM seems to generate
more variations and higher results. The correlations between variables are also
modified during the bias corrections, in which the dependence structures from
mERCDFM seem to similar to those of the observations. This finding should be
attributed to the fact that this bias correction method transforms the observed time
series while the other is applied to GCM/RCM time series. The discharge in future
climate is simulated for two different cases, i.e. by using the rescaled GCM data in
case 1 and by using the rescaled precipitation and stochastic evapotranspiration
in case 2. Comparing the discharge simulations in both cases, there is no major
difference found if either the rescaled or stochastic evapotranspiration data are
used.
The bias correction techniques have different impacts on the GCM/RCM outputs,
e.g. after corrections, the projections from CNRM-CM5 representing the lowest
scenarios of discharge have become the most extreme data. In general, for both
cases, the simulations from ERCDFM show a considerable increase of discharge
volume in central Belgium for both summer and winter, while very little changes
are seen for those from mERCDFM. These results are slightly different from the
works of Tabari et al. (2015) in which the discharge for the central Belgium is





During the last decides, copulas (Sklar, 1959) have already proven their advantages
in describing multivariate extreme events, such as storms, floods and droughts,
within a hydrological context. However, most of the copula applications are
limited in modelling dependence structures of extreme events or frequency analysis
in bivariate cases. The aim of the dissertation was to propose new potential
applications of copulas in hydrology, e.g to assess the ability of a rainfall model for
preserving historical statistics or to construct a stochastic multivariate-copula-based
weather generator. For this, several research objectives have been addressed in
Chapter 1 and presented in different chapters throughout this dissertation. For a
clear review, they are repeated here:
 Objective 1: Overview of copula theory and basic concepts.
 Objective 2: Review of constructions and application of vine copulas.
 Objective 3: Copula-based approach for stochastic evapotranspiration gener-
ators.
 Objective 4: Applications of copula in climate change studies
Chapter 2 was dedicated to the introduction of copula theory and a literature
review on the application of copulas in hydrological studies. The first two objectives
(Objective 1 and 2) were mainly addressed in this chapter. This chapter first
introduced the copula theory and different steps for the application of copulas, e.g.
estimations of copula parameters, goodness-of-fit (GOF) tests and simulations. It
was suggested that the selection of a best-fit copula for the data should be based
on both GOF numerical and graphical approaches. Attention was then paid to
different types of multivariate return periods, such as the primary return periods
and the second or Kendall’s return period for the two-dimensional case. Finally, the
chapter presented a flexible way for constructing multivariate copulas with bivariate
copulas as building blocks, known as the vine copula construction (Bedford and
Cooke, 2001a, 2002). Basic theory of a vine construction was given and different
steps of the vine construction and simulation algorithms for two special types, i.e.
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C-vine and D-vine copulas, considering the cases of three- and four-variables, were
discussed.
A part of Objective 1, related to the practical applications of copula-based frequency
analysis, was given throughout two studies in Chapter 3 in which a bivariate
frequency analysis was implemented to study the meteorological drought return
period for Uccle (study 1) and to evaluate the abilities of Bartlett–Lewis (BL)
models (Rodriguez-Iturbe et al., 1987a, 1988; Onof and Wheater, 1994; Onof et al.,
2013) for reproducing drought statistics (study 2). In the first study, the drought
events were extracted from the record of the 105 year period of 1898–2002 of 10 min
rainfall observed at Uccle using the Effective Drought Index (EDI) (Byun and
Wilhite, 1999). This index is the only one that allows for the calculation of dry
conditions on a daily time basis. Each drought event is characterized by two
variables, i.e. drought duration (D) and severity (S). In this research, the non-
parametric Kernel distribution was selected to describe the marginal distribution
of D and S because it allowed a better representation of the upper tail of the
distribution. The Frank copula seemed to provide the best fit for the drought
data based on results of different GOF tests. Five types of copula-based return
periods are calculated for 5 and 10 year droughts in Uccle. It was clear that each
type of return periods exhibits different characteristics, therefore a selection of one
multivariate return period for design purposes should be handled with care. In the
second study, the daily EDI time series were obtained from five BL models. From
the EDI results, all BL models tested, except the MBL model (Rodriguez-Iturbe
et al., 1988), failed in simulating similar extreme events. The comparison of five
types of drought return periods indicated that all models underestimated the
drought severity. In general, the MBL model produced the drought statistics that
were closest to those of the Uccle observations. All BL models seemed to simulate
longer and more severe drought events at a too low pace. The shortcomings of all
rainfall models in simulating extreme drought events may be attributed to several
reasons, i.e. the problems in the model structure leading to the over-clustering
issues and the stationarity by using the same parameter sets during the simulation
period. Further research should focus on the solutions for this problem, for example,
by temporally changing parameter sets or including a dependence between models
parameters or cluster variables.
Assessing extreme statistics of the discharge is a prerequisite for water management
planning and decision making. Along with precipitation, long time series of
evapotranspiration are required as inputs to hydrological models, however these
evapotranspiration data are not always available. To solve this problem, a stochastic
evapotranpiration generator based on copulas is proposed in Chapter 4 (Objective
3). In this approach, stochastic time series of evapotranspiration (E) can be
obtained via a copula-based model in which the statistical dependences between
evapotranspiration, temperature and rainfall data are described by a vine copula
(Pham et al., 2016). Different types of copula models have been tested, i.e. a four-
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dimensional C-vine copula, two three-dimensional C-vine copulas, and two bivariate,
based on a record of 72 year (1931-2002) daily temperature (T ), precipitation (P ),
dry fraction (D) and reference evapotranspiration E for Uccle in Belgium. From the
results, copulas proved to be very useful for describing the dependences between
evapotranspiration and other climatological variables such as precipitation or
temperature. It was found that copulas involving only rainfall data (i.e. VPDE and
CPE) showed to be unable to estimate the trends of evapotranspiration. On the
other hand, all copulas involving T (i.e. VTPDE , VTPE and CTE) provide acceptable
simulations in which the models including more explanatory variables seemed to
generate better simulations. Still, as no major difference in performance between
simulations using VTPDE and VTPE was observed, the benefit of adding D to the
copulas can be questioned. Therefore in case of lack of observed evapotranpiration
data, the use of stochastic time series from the copula-based generators containing
T − E dependences can be considered as a reliable alternative.
Chapter 5 presented three different cases to assess the impacts of the stochastic time
series of precipitation and evapotranspiration to the simulation of the catchment
discharge. Case 1 supposes that no evapotranspiration data would be available, the
stochastic evapotranspiration then can be generated using the observed precipitation
and temperature data by means of a copula. In case 2, where only precipitation
data are available, the temperature and evapotranspiration are then reproduced
by different copula models. Case 3 addresses the situation where insufficient
observations are available, therefore the rainfall time series could be generated using
the MBL model and then the time series of temperature and evapotranspiration are
obtained using the copulas. The stochastic temperature model developed in cases
2 and 3 is based on the dependence structures between the temperature and the
precipitation of the same day (i.e. at day j) and the temperature of the previous day
(i.e. at day i-1). From the comparison results, it seemed that the stochastic time
series of E and T can be well generated by the copula-based generators. It is clear
that each stochastic component has a certain impact on the discharge simulations,
and an additional stochastic variable will contribute more uncertainties. However,
as no major differences were observed between the simulations and observations
in all cases, the historical characteristics of the discharge seems to be preserved
through the process. From this study, we may thus conclude that in situations that
suffer from a shortage of observations, one can rely on the stochastically generated
series of precipitation, temperature and evapotranspiration to reproduce time series
of the discharge that can be used for statistical analysis.
Chapter 6 presented the application of copula-based evapotranspiration and two bias
correction techniques for simulating the discharge for climate scenarios (Objective 4).
To correct the bias of GCMs/RCMs outputs at regional scales, the bias correction
process consists of two steps, i.e. the frequency correction and the intensity
correction via quantile-mapping (Equiratio Cumulative Distribution Function
Matching (ERCDFM) (Wang and Chen, 2013) or modified Equiratio Cumulative
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Distribution Function Matching (mERCDFM)). Of both approaches, ERCDFM
seems to generate more variations and higher results. The correlations between
variables are also modified during the bias corrections, while the dependence
structures from mERCDFM seem to similar to those of the observations. The
discharge in future climate is simulated in two different cases, i.e. by using the
rescaled GCM data in case 1 and by using the rescaled precipitation and stochastic
evapotranspiration in case 2. Comparing the discharge simulations in two cases,
there is no major difference between using the rescaled and stochastic modelled
evapotranspiration. It means that the stochastically copula-based generated series
of evapotranspiration is reliable and can be used in case of lack of projected
data from GCMs/RCMs. Based on the findings, it can be concluded that further
attention should be paid to the application of bias correction techniques as they
have different impacts on the GCM/RCM outputs. In general, for both cases, the
simulations from ERCDFM show a considerable increase of discharge in central
Belgium for both summer and winter, while very little changes are seen for those
from mERCDFM.
7.2. Future research challenges and opportunities
It is undeniable that since the introduction of copulas in hydrology, they have
contributed to a great improvement in researching and understanding hydrological
extremes. The applications however are still limited to bivariate cases. Due to
several theoretical difficulties in the construction of higher-dimensional copula
models (Vandenberghe, 2012), only a few research been found with multivariate
cases (number of dimensions > 2). Recently, a more flexible multi-dimensional
construction based on the mixing of bivariate copulas, known as the vine copula,
has been introduced which may offer several advantages. This section will discuss
about the potential of the applications of copulas and especially vine copulas in
hydrological researches and design studies.
The applications of copula for multivariate cases are very scarce in literature. As a
consequence, researches on frequency analysis or estimations of return periods for
multivariate-extreme events are even more rare in literature. To our knowledge,
there are only four studies providing a trivariate frequency analysis, i.e. Zhang
and Singh (2007), Grimaldi and Serinaldi (2006b) and Serinaldi and Grimaldi
(2007) who made use of multivariate Archimedean copulas, and Wong et al. (2010)
who used both the multivariate Archimedean and t-copulas. However, as already
discussed in Section 2.4.1, the application of these popular multivariate copulas
has some limitations in practical exercises. In this case, vine copulas may be very
useful. With a vine copula, a multivariate joint density can be expressed as a
combination of various bivariate copulas and conditional probability distributions
(see Section 2.4). Therefore it may be theoretically straightforward and simple to
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obtain the joint cumulative distribution function for any multivariate case that
makes the calculation of any type of return periods more convenient.
With the advantages of easy construction and flexibility in describing multivariate
dependence, vine copulas can be very useful in hydrological studies. For example,
they can be used for analysing multivariate hydrological events, e.g. storm and
floods, or for modelling the dependence structures between different components
of water resources, e.g. discharge, baseflow and groundwater. Vine copulas may
also have a large potential in the framework of stochastic weather generators. As
shown in Chapters 4 and 5, simple stochastic evapotranspiration and temperature
generators based on C-vine copula models proved to be able to reproduce similar
statistics compared to the observations while maintaining the dependence structure
between different variables. The performance of these copula-based stochastic
models can still be improved, for example, by adding more explanatory variables,
e.g. net radiation and wind speed, or fitting the mutual dependences between
random variables to different bivariate copula families. The applications of vine
copulas in rainfall modeling are also very promising. For example, Vernieuwe
et al. (2015) have recently proposed a rainfall model based on 3- and 4-dimensional
D-vine copulas to model the different storm variables, i.e. the volume, the duration,
the after-storm dry duration and the fraction dry within the storm. However these
stochastic generators only focused on a point scale, further research may extend
the use of vine copulas in spatio-temporal models.
The impacts of stochastic evapotranspiration on the discharge simulations under
climate change scenarios were studies in Chapter 6. Further research can focus on
an investigation of the impacts of adding additional stochastically modelled time
series, i.e. precipitation using BL models and temperature using a vine-copula
based generator, on the future discharge. It is also necessary to have a study on the
sensitivity analysis of the performance of stochastic modelling results based on the
length of each input time series. With respect also to climate change studies at local
scales, the downscaling and bias correction processes that relate to the development
of relationships between the outputs from climate models to the local variables are
needed. These relationships can be obtained by means of the copula-approaches.
Some studies have used the bivariate copula families for downscaling, such as
Van den Berg et al. (2011), Ben Alaya et al. (2014) and Verhoest et al. (2015).
Further research could focus on the incorporations of copulas in bias correction
techniques or the including of multivariate dependences by vine copulas within the
downscaling processes.
Analysis of spatial and temporal characteristics of rainfall is also extremely im-
portant for water management. Although rain gauges can provide fairly accurate
measurements of rainfall, they are limited at their locations, and thus cannot
capture the spatial variability of rainfall for a large area. Bivariate copulas have
been used to describe the spatial interdependence between rainfall observed from
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two different gauges (Thompson et al., 2007; Ba´rdossy and Pegram, 2009; Seri-
naldi, 2009a,b; Ghosh, 2010; Razmkhah et al., 2016). The introduction of vine
copulas may allow for a simpler and more flexible modelling of spatial relations of
observed rainfall from three or more gauges in future research. In places where no
or too short time series of precipitation are available, one may consider the use
of remote sensing which can offer rainfall estimates at lower temporal and higher
spatial resolutions. However, these remotely sensed precipitation estimates often
contain uncertainties from several sources, e.g. measurement methods, estimation
algorithms and random errors from physical processes (Villarini and Krajewski,
2010). One can attempt to correct for these uncertainties based on an investigation
of the relations between the rainfall measured by rain gauges and the remotely
sensed rainfall (Ciach et al., 2007). Some attempts to analysis these relations based
on copulas in a bivariate case have been reported in literature, e.g. Gebremichael
and Krajewski (2007), Villarini et al. (2008), AghaKouchak et al. (2010a,b) and
Dai et al. (2014). It is also generally believed that the accuracy of remote sensed
rainfall estimates can be improved if they involve a combination of the rainfall
information from different sources, such as radar, satellite and precipitation gauges.
Again, vine copulas can be very useful in case rainfall data from more than two
rain gauges or remote sensing techniques are employed. Once a vine copula is
fitted, one can generate an ensemble of rainfall estimates, given the time series
from rainfall gauges and remote sensing techniques. And if a relation between the
rainfall from a local gauge and the remote sensed rainfall of a place is assumed to
be preserved in the surrounding area, we can use the vine-copula-based approach
to model the rainfall estimates for these areas, given the rainfall data from remote
sensing techniques. A similar approach can be applied to other variables, e.g.
temperature, humidity and evapotranspiration.
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