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CONNECTEDNESS AND ISOMORPHISM PROPERTIES OF THE
ZIG-ZAG PRODUCT OF GRAPHS
DANIELE D’ANGELI, ALFREDO DONNO, AND ECATERINA SAVA-HUSS
Abstract. In this paper we investigate the connectedness and the isomorphism prob-
lems for zig-zag products of two graphs. A sufficient condition for the zig-zag product
of two graphs to be connected is provided, reducing to the study of the connectedness
property of a new graph which depends only on the second factor of the graph product.
We show that, when the second factor is a cycle graph, the study of the isomorphism
problem for the zig-zag product is equivalent to the study of the same problem for the
associated pseudo-replacement graph. The latter is defined in a natural way, by a con-
struction generalizing the classical replacement product, and its degree is smaller than
the degree of the zig-zag product graph.
Two particular classes of products are studied in detail: the zig-zag product of a
complete graph with a cycle graph, and the zig-zag product of a 4-regular graph with
the cycle graph of length 4. Furthermore, an example coming from the theory of Schreier
graphs associated with the action of self-similar groups is also considered: the graph
products are completely determined and their spectral analysis is developed.
Mathematics Subject Classification (2010): 05C60, 05C76, 05C78.
1. Introduction
The fruitful idea of constructing new graphs starting from smaller factor graphs is very
popular in Mathematics and it has been largely studied and developed in the literature
for its theoretical interest, as well as for its numerous applications in several branches like
Combinatorics, Probability, Theoretical Computer Science, Statistical Mechanics.
This paper is devoted to the study of the connectedness and isomorphism properties of
zig-zag products of graphs. This combinatorial construction, which applies to regular
graphs, was introduced in [25] by O. Reingold, S. Vadhan and A. Wigderson, in order
to provide new sequences of constant degree expanders of arbitrary size. Informally, a
graph is expander if it is simultaneously sparse, i.e., it has relatively few edges, and
highly connected. What is mostly fascinating about expander graphs, is the fact that the
expansion property can be described from several points of view - combinatorial, algebraic
and probabilistic. Expander graphs have many interesting applications in different areas
of Computer Science, such as design and analysis of communication networks and error
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correcting codes, as well as in many computational problems, by playing a crucial role
also in Statistical Physics, Computational Group Theory, and Optimization [20, 22].
The zig-zag product is strictly related to a simpler construction, called replacement prod-
uct of graphs. The replacement and the zig-zag product play an important role in Geo-
metric Group Theory, since it turns out that, when applied to Cayley graphs of two
finite groups, they provide the Cayley graph of the semidirect product of these groups [2].
Further results about the relationship between graph products and group operations are
given in [14].
The structure of the paper is as follows. In Section 2 we recall the definition and the basic
properties of the replacement and zig-zag product of graphs. In Section 3, we attack the
connectedness problem for zig-zag products of regular graphs. In Section 4, we focus our
attention on the classification of the isomorphism classes of zig-zag products in the case
where the second factor graph is a cycle graph of even length. In this context, we prove
that the connected components of the zig-zag product are in one-to-one correspondence
with the so-called parity blocks, introduced in Subsection 4.1. These are subgraphs of
the first factor of the zig-zag product, considered together with the bi-labelling of its
edges. The isomorphism problem is treated by associating with any parity block (and
so with any connected component of the zig-zag product) a new simpler graph, that we
call pseudo-replacement graph. The pseudo-replacement graph contains, in general, less
vertices and edges, and has a smaller degree than the corresponding connected component
of the zig-zag product. Nevertheless, it completely encodes the isomorphism properties
of each connected component (see Subsection 4.2). In the case where the cycle graph has
length 4, we show that the structure of the zig-zag product is very regular: it consists
of highly symmetric graphs that we call double cycle graphs (see Subsection 5.2). In
particular, this implies that the zig-zag product of graphs is not injective, as two non
isomorphic graphs can produce isomorphic zig-zag products. In this setting, we are also
able to perform a complete spectral analysis, by using the fact that the adjacency matrices
of the double cycle graphs are circulant.
Interesting sequences of increasing regular graphs can be obtained by considering the
Schreier graphs of the action of groups generated by finite automata. In Section 6, we
describe an application of the zig-zag product to this setting. The class of automata
groups became very popular after the introduction of the Grigorchuk group, that was
the first example of a group with intermediate growth (see [16] for the definition and
further references). Surprising deep connections between groups generated by automata,
complex dynamics, fractal geometry have been discovered, and they constitute a very
exciting topic of investigation in modern mathematics [23, 24]. In particular, sequences of
finite Schreier graphs represent a discrete approximation of fractal limit objects associated
with such groups. This point of view can also be exploited in the study of models coming
from Statistical Mechanics [8, 9, 4, 15].
The main results achieved in the current paper can be summarized as follows.
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• A sufficient condition for the connectedness of the zig-zag product G1 z©G2 is given
in terms of the connectedness of a new graph N , called the neighborhood graph of
G2. The construction of N depends only on the structure of G2 and the number
of vertices equals the number of vertices of G2 (Theorem 3.1).
• There exists a one-to-one correspondence between the parity blocks in the parity
block decomposition of G1, and the connected components of the graph G1 z©G2
(Theorem 4.1).
• There exists a one-to-one correspondence between the isomorphism classes of the
connected components of the zig-zag product and the isomorphism classes of the
corresponding pseudo-replacement graphs (Theorem 4.2).
• In the case G2 ≃ C4, the connected components of the zig-zag product are iso-
morphic to double cycle graphs DCn, for some n (Proposition 5.3).
• If {Γn}n≥1 is the sequence of Schreier graphs associated with the action of the
Basilica group, then, for each n ≥ 1, the graph Γn z©C4 is connected and isomorphic
to the double cycle graph DC2n+1 (Proposition 6.1); the spectral analysis of the
graphs Γn z©C4 is explicitly performed (Theorem 6.1).
2. Preliminaries
In this section we introduce the replacement and the zig-zag product of two regular graphs.
For this, we recall first some basic definitions and properties of regular graphs, and we fix
the notation for the rest of the paper.
Let G = (V,E) be a finite undirected graph, where V and E denote the vertex set and the
edge set of G, respectively. In other words, the elements of the edge set E are unordered
pairs of type e = {u, v}, with u, v ∈ V . If e = {u, v} ∈ E, we say that the vertices u and v
are adjacent in G, and we use the notation u ∼ v. We will also say that the edge e joins u
and v. Loops and multi-edges are also allowed. A path in G is a sequence {u0, u1, . . . , ut}
of vertices of V such that ui ∼ ui+1. The graph G is connected if, for every u, v ∈ V ,
there exists a path u0, u1, . . . , ut in G such that u0 = u and ut = v. The degree of a vertex
v ∈ V of G is defined as deg(v) = |{e ∈ E : v ∈ e}|. We assume that a loop at the vertex
v counts twice in the degree of v. We say that G is a regular graph of degree d, or a
d-regular graph, if deg(v) = d for every v ∈ V .
Let |V | = n and denote by AG = (au,v)u,v∈V the adjacency matrix of G, that is, the square
matrix of size n indexed by V , whose entry au,v equals the number of edges joining u and
v. Note that au,u = 2k if there are k loops at the vertex u. As the graph G is undirected,
AG is a symmetric matrix, so that it admits n real eigenvalues λ1 ≥ λ2 ≥ . . . ≥ λn.
One has deg(u) =
∑
v∈V au,v: in particular, the d-regularity condition can be rewritten as∑
v∈V au,v = d, for each u ∈ V . For a d-regular graph G, the normalized adjacency matrix
is defined as A′G =
1
d
AG. It is known [5, 11] that, if G = (V,E) is a d-regular graph, with
|V | = n, and AG is its adjacency matrix, then d is an eigenvalue of AG. Its multiplicity
as an eigenvalue of AG equals the number of connected components of G, and any other
eigenvalue λi satisfies the condition |λi| ≤ d, for each i = 1, . . . , n.
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2.1. Replacement product of graphs. The replacement product of two graphs is a
simple and intuitive construction, which is well known in the literature, where it was
often used in order to reduce the vertex degree without losing the connectivity property. It
has been widely used in many areas including Combinatorics, Probability, Group theory,
in the study of expander graphs and graph-based coding schemes [20, 21]. It is worth
mentioning that Gromov studied the second eigenvalue of an iterated replacement product
of a d-dimensional cube with a lower dimensional cube [18].
Let us introduce some notation. Let G = (V,E) be a finite connected d-regular graph
(loops and multi-edges are allowed). Suppose that we have a set of d colors (labels), that
we identify with the set of natural numbers [d] := {1, 2, . . . , d}. We assume that, for
each vertex v ∈ V , the edges incident to v are labelled by a color h ∈ [d] near v, and
that any two distinct edges issuing from v have a different color near v. A rotation map
RotG : V × [d] −→ V × [d] is defined by
RotG(v, h) = (w, k), ∀v ∈ V, h ∈ [d],
if there exists an edge joining v and w in G, which is colored by the color h near v and
by the color k near w. We may have h 6= k. Moreover, it follows from the definition that
the composition RotG ◦RotG is the identity map. Since an edge of G joining the vertices
u and v is colored by some color h near u and by some color k near v, we will say that
the graph G is bi-labelled.
Definition 2.1. Let G1 = (V1, E1) be a connected d1-regular graph, and let G2 = (V2, E2)
be a connected d2-regular graph, satisfying the condition |V2| = d1. The replacement
product G1 r©G2 is the regular graph of degree d2 + 1 with vertex set V1 × V2, that we can
identify with the set V1 × [d1], and whose edges are described by the following rotation
map:
RotG1 r©G2((v, k), i) =
{
((v,m), j) if i ∈ [d2] and RotG2(k, i) = (m, j)
(RotG1(v, k), i) if i = d2 + 1,
for all v ∈ V1, k ∈ [d1], i ∈ [d2 + 1].
One can imagine that the vertex set of G1 r©G2 is partitioned into clouds, which are
indexed by the vertices of G1, where by definition the v-cloud, for v ∈ V1, consists of
vertices (v, 1), (v, 2), . . . , (v, d1). Within this construction, the idea is to put a copy of
G2 around each vertex v of G1, while keeping edges of both G1 and G2. Every vertex
of G1 r©G2 will be connected to its original neighbors within its cloud (by edges coming
from G2), but also to one vertex of a different cloud, according to the rotation map of G1.
Note that the degree of G1 r©G2 depends only on the degree of the second factor graph
G2.
Remark 2.1. Notice that the definition of G1 r©G2 depends on the bi-labelling of G1.
In general, there may exist two different bi-labellings of G1, such that the associated
replacement products are non isomorphic graphs [1, Example 2.3].
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2.2. Zig-zag product of graphs. The zig-zag product of two graphs was introduced in
[25] as a construction which produces, starting from a large graph G1 and a small graph
G2, a new graph G1 z©G2. This new graph inherits the size from the large graph G1, the
degree from the small graph G2, and the expansion property from both graphs. The most
important feature of the zig-zag product is that G1 z©G2 is a good expander if both G1
and G2 are; see Reingold, Vadhan, Wigderson [25, Theorem 3.2]. There it is explicitly
described how iteration of the zig-zag construction, together with the standard squaring,
provides an infinite family of constant-degree expander graphs, starting from a particular
graph representing the building block of this construction.
Definition 2.2. Let G1 = (V1, E1) be a connected d1-regular graph, and let G2 = (V2, E2)
be a connected d2-regular graph such that |V2| = d1 (as usual, graphs are allowed to have
loops or multi-edges). Let RotG1 (resp. RotG2) be the rotation map of G1 (resp. G2). The
zig-zag product G1 z©G2 is a regular graph of degree d22 with vertex set V1 × V2, that we
identify with the set V1 × [d1], and whose edges are described by the rotation map
RotG1 z©G2((v, k), (i, j)) = ((w, l), (j
′, i′)),
for all v ∈ V1, k ∈ [d1], i, j ∈ [d2], if:
(1) RotG2(k, i) = (k
′, i′),
(2) RotG1(v, k
′) = (w, l′),
(3) RotG2(l
′, j) = (l, j′),
where w ∈ V1, l, k′, l′ ∈ [d1] and i′, j′ ∈ [d2].
Observe that labels in G1 z©G2 are elements of [d2]
2. As in the case of the replacement
product, the vertex set of G1 z©G2 is partitioned into clouds, indexed by the vertices of
G1. By definition the v-cloud consists of vertices (v, 1), (v, 2), . . . , (v, d1), for every v ∈ V1.
Two vertices (v, k) and (w, l) of G1 z©G2 are adjacent in G1 z©G2 if it is possible to go
from (v, k) to (w, l) by a sequence of three steps of the following form:
(1) a first step “zig”within the initial cloud, from the vertex (v, k) to the vertex (v, k′),
described by RotG2(k, i) = (k
′, i′);
(2) a second step jumping from the v-cloud to the w-cloud, from the vertex (v, k′) to
the vertex (w, l′), described by RotG1(v, k
′) = (w, l′);
(3) a third step “zag”within the new cloud, from the vertex (w, l′) to the vertex (w, l),
described by RotG2(l
′, j) = (l, j′).
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(3) Zag-step in G2
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⇒ in G1 z©G2
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From the definition of the replacement and the zig-zag product it follows that the edges
of G1 z©G2 arise from paths of length 3 in G1 r©G2 of type:
(1) a first step within one cloud (the zig-step);
(2) a second step which is a jump to a new cloud;
(3) a third step within the new cloud (the zag-step).
In other words, G1 z©G2 is a regular subgraph of the graph obtained by taking the third
power of G1 r©G2. This fact can be explicitly expressed in terms of normalized adjacency
matrices. More precisely, let A′1 (resp. A
′
2) be the normalized adjacency matrix of the
graph G1 (resp. G2), and suppose that |V1| = n1. Then the normalized adjacency matrix
of G1 z©G2 is M z© = A˜2A˜1A˜2 (see [25]), with A˜2 = In1 ⊗A
′
2, where the symbol ⊗ denotes
the tensor product, or Kronecker product, and A˜1 is the permutation matrix on V1 × [d1]
associated with the map RotG1 , i.e,
A˜1 (v,k),(w,l) =
{
1 if RotG1(v, k) = (w, l)
0 otherwise.
The matrix A˜1 has exactly one entry 1 in each row and each column and 0’s elsewhere.
Note that A˜1 and A˜2 are both symmetric matrices, due to the undirectedness of G1 and
G2. On the other hand, it is easy to check that the normalized adjacency matrix of
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G1 r©G2 is M r© =
A˜1+d2A˜2
d2+1
, and that the following decomposition holds:
M3r© =
d22
(d2 + 1)3
M z© +
(
1−
d22
(d2 + 1)3
)
C,
where C is the normalized adjacency matrix of a regular graph.
Remark 2.2. Note that the replacement productG1 r©G2 and the zig-zag productG1 z©G2
are defined for finite connected regular graphs G1 and G2. It follows from the definition
of replacement product that the graph G1 r©G2 is connected; on the other hand, the con-
nectedness of G1 and G2 does not ensure the connectedness of the graph G1 z©G2. One of
the goals of the current work is to investigate this property for the zig-zag construction.
Recall that a complete bipartite graph G = (V,E) is a graph whose vertex set can be
partitioned into two subsets U1 and U2 such that, for every two vertices u1 ∈ U1, u2 ∈ U2,
one has {u1, u2} ∈ E, but there is no edge joining two vertices belonging to the same
subset Ui. A complete bipartite graph is usually denoted by Km,n, if |U1| = m and
|U2| = n.
The following basic result will be very useful for the rest of the paper. It shows that
the graph G1 z©G2 consists of unions of special “elementary blocks”, each isomorphic to
a complete bipartite graph.
Lemma 2.1. Let G1 be a d1-regular graph, and let G2 be a d2-regular graph on d1 vertices.
Suppose that the vertices v and w are adjacent in G1, with RotG1(v, k) = (w, l), and
k, l ∈ [d1]. Let {k1, . . . , kd2} be the set of vertices adjacent to k in G2; similarly, let
{l1, . . . , ld2} be the set of vertices adjacent to l in G2. Then the edge connecting v and w
in G1 produces in G1 z©G2 the following subgraph isomorphic to Kd2,d2:
• • •
• • •
❙
❙
❙
❙
❙
❙
❙
PPPPPPPPPPPPPPPPPPPPPPP
✓
✓
✓
✓
✓
✓
✓
❛❛❛❛❛❛❛❛❛❛❛❛❛❛❛❛❛❛
✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏✏
✦✦✦✦✦✦✦✦✦✦✦✦✦✦✦✦✦✦
(v, k1) (v, k2) (v, kd2)
(w, l1) (w, l2) (w, ld2)
· · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · ·
Proof. The hypothesis ensures that the graphs G1 and G2 contain the subgraphs depicted
below.
• • • •❚
❚
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❚
✔
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✔
✔
❚
❚
❚
❚
✔
✔
✔
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❚
✔
✔
✔
✔
❚
❚
❚
❚
✔
✔
✔
✔
v w
k l
k
k1
k2
kd2
l
l1
l2
ld2
in G1 in G2
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Now it suffices to apply the definition of the zig-zag product in order to get the assertion.

Remark 2.3. In the case where G2 is a 2-regular graph, for instance, if G2 is a cy-
cle graph, we call the graph K2,2 the papillon graph. We will say that the vertices
(v, k1), (v, k2), (w, l1), (w, l2) form the papillon graph depicted below.
(v, k1)
(w, l1)
(v, k2)
(w, l2)
•
•
•
•
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
 
Example 2.1. Let G1 = (V1, E1) be the 3-dimensional Hamming cube, so that V1 =
{0, 1}3 is the set of binary words of length 3, and two words u = x0x1x2 and v = y0y1y2
are adjacent if and only if xi = yi for all but one index i ∈ {0, 1, 2}. Observe that G1
can be interpreted as the Cayley graph of the group Z32 with respect to the generating
set E3 = {e0, e1, e2}, where ei denotes the triple with 1 at the i-th coordinate and 0
elsewhere. Now let G2 = (V2, E2) be the cycle graph of length 3, which can be interpreted
as the Cayley graph of the cyclic group Z3 = {0, 1, 2}, with respect to the generating set
{±1} (see Figure 1).
001
000
010 110
111
101
100
011
1 2
0
•
• •
•
••
•
•
••
•
 
 
 
 
 
 
 
 
 
 
 
 
❚
❚
❚
❚
❚
❚✔
✔
✔
✔
✔
✔
Figure 1. The graphs Cay(Z32,E3) and Cay(Z3, {±1}).
Having these interpretations in our mind, we label the edges of G1 as follows: the edge
connecting two vertices u and v is labelled by i both near u and v, if the corresponding
words u = x0x1x2 and v = y0y1y2 differ in the i-th letter (this corresponds to moving by
using the generator ei in the Cayley graph of Z
3
2). Similarly, we label the edges of G2
in such a way that RotG2(u,±1) = (u ± 1,∓1), where the integers u, u ± 1,±1,∓1 are
taken modulo 3 (this corresponds to moving by using the generators ±1 in the Cayley
graph of Z3). In the replacement product, every vertex of Z
3
2 is replaced by a cloud of
3 vertices representing a copy of Z3. Moreover, each vertex of any cloud is connected to
exactly one vertex of a neighboring cloud according with the following rule: the vertex
(v, i) is connected to the vertex (v+ei, i). The replacement product is depicted in Figure
2. It is worth mentioning that the replacement product Cay(Z32,E3) r©Cay(Z3, {±1}) is
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isomorphic to the Cayley graph of the semidirect product Z32 ⋊ Z3, with respect to the
generating set {(000,±1), (e0, 0)} (see [13]).
000, 0
000, 1 000, 2
010, 0
010, 1 010, 2
100, 0
100, 1100, 2
110, 0
110, 1110, 2
001, 1
001, 0
001, 2
011, 2
011, 0
011, 1
111, 2
111, 0
111, 1
101, 2
101, 0
101, 1
•
•
• •
•
•
•
•
•
•
•
•
•
•
•
•
• •
•
•
•
•
••
 
 
 
❅
❅
❅  
 
 
❅
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
Figure 2. The graph Cay(Z32,E3) r©Cay(Z3, {±1}).
The zig-zag product G1 z©G2 is represented in Figure 3. It is known that it can be
regarded as the Cayley graph of the group Z32 ⋊ Z3, with respect to the generating set
{(e1, 2), (e1, 0), (e2, 0), (e2, 1)} (see [13]). Observe that one edge in this graph is obtained
as a sequence of three steps in the graph G1 r©G2 in Figure 2: the first step within some
initial cloud, the second step jumping to a new cloud and finally a third step within the
new cloud. For instance, the three steps (111, 1)→ (111, 2)→ (110, 2)→ (110, 0) produce
the edge connecting the vertices (111, 1) and (110, 0) in G1 z©G2. The papillon subgraphs
structure of G1 z©G2 is well-rendered in Figure 3.
3. Connectedness
In this section we discuss the connectedness problem of the zig-zag product of graphs.
We will see (Example 5.3), that in general such graph product is not connected. The
upcoming result relates the investigation of the connectedness properties of the graph
G1 z©G2 to the study of a new graph that one constructs starting from G2, independently
of G1.
Like before, let G1 = (V1, E1) be a d-regular connected graph and G2 = (V2, E2), with
d = |V2|. For any h ∈ V2, we put Nh = {h′ ∈ V2 : h ∼ h′}. Now we associate with G2 a
new graph N = (V, E), called the neighborhood graph of G2.
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Figure 3. The graph Cay(Z32,E3) z©Cay(Z3, {±1}).
The neighborhood graph N = (V, E) of G2 is defined by:
• V = {Nh, h ∈ V2};
• E =
{
{Nh, Nk} : Nh ∩Nk 6= ∅, h 6= k
}
.
In other words, two vertices Nh, Nk of N are adjacent if h and k have at least a common
neighbor in G2. We do not put any label on the edges of N .
Theorem 3.1. Let G1 = (V1, E1) be a d-regular graph and let G2 = (V2, E2), with d = |V2|.
If the neighborhood graph N of G2 is connected, then G1 z©G2 is connected as well.
Proof. It is enough to show that for all h, h′ ∈ V2 and v ∈ V1, the vertices (v, h) and
(v, h′) are in the same connected component of G1 z©G2. In fact, if v 6= v′ are adjacent
vertices in G1, there exist k, k
′ ∈ V2 such that RotG1(v, k) = (v
′, k′). This implies that the
vertices (v, k˜) and (v′, k˜′) are connected in G1 z©G2, for all k˜ ∈ Nk and k˜′ ∈ Nk′. Hence,
if two vertices v and w are connected by a path in G1, there exists a path in G1 z©G2
connecting (v, h) and (w, k), for suitable h, k ∈ V2. By combining this property with
the fact that (v, h) and (v, h′) are in the same connected component of G1 z©G2 for every
v ∈ V1, h, h′ ∈ V2, we get the assertion.
So, let us show now that (v, h) and (v, h′) belong to the same connected component.
Since N is connected, there exists a sequence Nh1, . . . , Nhi such that h ∈ Nh1 , h
′ ∈ Nhi
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and Nhj ∩ Nhj+1 6= ∅, for j = 1, . . . , i − 1. Let kj ∈ Nhj ∩ Nhj+1. Notice that (v, h)
and (v, k1) are connected in G1 z©G2, since they have the common neighbor (w, s), where
RotG1(v, h1) = (w, s
′) and s ∈ Ns′. The same can be said for (v, k1) and (v, k2), as they
share a neighbor of the form (u, t) where RotG1(v, h2) = (u, t
′) and t ∈ Nt′ . By using the
same argument, we can say that (v, ki−1) and (v, h
′) are in the same connected component
of G1 z©G2. This ensures that (v, h), (v, k1), . . . , (v, ki−1), (v, h′) (and in particular (v, h)
and (v, h′)) are in the same connected component of G1 z©G2 and this concludes the
proof. 
From now on, the complete graph on n vertices will be denoted by Kn, and the cycle
graph on n vertices will be denoted by Cn.
Corollary 3.1. Let G = (V,E) be a d-regular graph. Then for every d ≥ 3, the graph
G z©Kd is connected. If d ≥ 3 is odd, then the graph G z©Cd is connected.
Proof. It suffices to observe that the neighborhood graph associated with Kd is isomor-
phic to Kd itself; similarly, it is straightforward to check that the neighborhood graph
associated with Cd is isomorphic to Cd. 
Remark 3.1. Notice that the condition of the previous theorem is not a necessary condi-
tion. In the case of the Schreier graphs {Γn}n≥1 of the Basilica group discussed in Section
6, the zig-zag product Γn z©C4 is connected, for every n ≥ 1, even if the neighborhood
graph N associated with the cycle graph C4 consists of two connected components.
4. Isomorphism properties
In what follows we focus our attention on the case when the factor graph G2 in the zig-zag
product G1 z©G2 is a cycle graph. This assumption allows us to give precise results about
the structure of the connected components of G1 z©G2.
We have seen in Corollary 3.1 that if d ≥ 3 is an odd integer, then the zig-zag product
G z©Cd is always connected, independently of the bi-labelling of the edges of G. For this
reason, our analysis will be restricted to the case G z©Cd, with an even d.
4.1. Parity blocks. Let G = (V,E) be a d-regular bi-labelled graph, where d is an even
natural number; recall that an edge joining two vertices u and w in G is colored by some
color i near u and by some color j near w. As usual, we identify the set of colors with
the set [d]. Let [de] (resp. [do]) be the subset of [d] consisting of the even (resp. odd)
numbers from 1 to d, so that [d] = [de] ⊔ [do]. Given v ∈ V , and chosen one of the sets
[di], i ∈ {e, o}, the parity block P (v, i) = (V (v, i), E(v, i)) is the subgraph of G defined as
follows:
• V (v, i) is the set of all vertices w ∈ V with the property that there exists a path
P = {v = v0, v1, . . . , vn−1, w = vn} in G such that the following parity properties
are satisfied:
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(1) RotG(vk, ik) = (vk+1, jk), for k = 0, . . . , n− 1;
(2) i0 ∈ [di];
(3) ik+1 ≡ jk (mod 2);
• E(v, i) consists of the edges joining two consecutive vertices vk and vk+1 in P, and
bi-labelled according with the bi-labelling of G, described by the rotation map
RotG(vk, ik) = (vk+1, jk).
A vertex w ∈ P (v, i) is said to be even or with parity e (resp. odd or with parity o) in
P (v, i) if the path {v = v0, v1, . . . , vn−1, w = vn} is such that jn−1 ∈ [de] (resp. jn−1 ∈ [do]).
If a vertex w is both even and odd, we will say that w is odden or with parity e− o. In
other words, the vertex w is odden if and only if P (w, e) and P (w, o) coincide.
Since G is finite, G decomposes into a finite number of P (v, i)’s, in the sense that every
edge in E belongs to some graph P (v, i) for some v ∈ V and i ∈ {e, o}. We write
G = ∪jP (vj , ij) where j runs over an opportune finite index set. Notice that a vertex
which is either even or odd in a parity block has degree d/2 in that parity block, whereas
an odden vertex has degree d in the parity block.
Lemma 4.1. Let P (v, i) be a parity block of G = (V,E). If w is a vertex in G with parity
iw in P (v, i), then P (v, i) = P (w, iw).
Proof. By definition w has parity iw in P (v, i) if there exists a path {v = v0, v1, . . . , vn−1, w
= vn} in P (v, i), with RotG(vk, ik) = (vk+1, jk), such that i0 ∈ [di] and jn−1 ∈ [diw ]. In
order to prove our statement, it is enough to show that v ∈ P (w, iw). Notice that
the inverse path {w = w0, w1, . . . , wn−1, v = wn}, with wi = vn−i, satisfies the parity
conditions, with the property that v ∈ P (w, iw) with parity iv = i, as RotG(wn−1, j0) =
(v, i0). 
This result ensures that, given a bi-labelled graph G, a decomposition of G into parity
blocks is uniquely determined, and we are allowed to use the notation G = ∪jPj , without
explicitly expressing the dependence of the parity blocks on the particular vertices. Given
a bi-labelled graph G, we will refer to its decomposition into parity blocks as its parity
block decomposition. We will often write |Pj| to denote the number of vertices belonging
to the parity block Pj.
Example 4.1. Consider the graph K5 endowed with the bi-labelling in the figure below.
Its parity block decomposition consists of two parity blocks P1 and P2, with
P1 = P (0, e) = P (0, o) = P (1, o) = P (2, o) = P (3, e) = P (4, e)
P2 = P (1, e) = P (2, e) = P (3, o) = P (4, o),
and so K5 = P1 ∪ P2. Observe that the vertex 0 is odden, the vertices 1, 2 are odd, and
the vertices 3, 4 are even in P1; the vertices 1 and 2 are even and the vertices 3 and 4 are
odd in P2.
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In what follows, we will use the convention that the sum of two elements i, j ∈ [d] is given
by
i+ j =
{
i+ j, if i+ j ≤ d;
i+ j − d, if i+ j > d.
(1)
The interest in the parity block decomposition is justified by the following result.
Theorem 4.1. Let G = (V,E) be a regular graph of even degree d ≥ 3, with parity block
decomposition G = ∪j∈JPj. Let Cd be the cycle graph of length d, with vertex set [d].
Then there is a one-to-one correspondence between the set of parity blocks {Pj}j∈J and
the set of connected components {Sj}j∈J of the zig-zag product G z©Cd.
Proof. Let P be a parity block in the parity block decomposition of G and let v ∈ P with
parity i, where i ∈ {e, o}. Notice that P contains all edges issuing from v and labelled by
j ∈ [di] near v. Given j ∈ [di], let w ∈ P with RotG(v, j) = (w, h). Lemma 2.1 implies
that the vertices (v, j − 1), (v, j + 1) and (w, h− 1), (w, h+ 1) form a papillon subgraph
in G z©Cd, so that these vertices belong to the same connected component of G z©Cd.
Moreover, one has that all vertices of the type (v, k), with k ∈ [d]\ [di], belong to the same
connected component in G z©Cd. To see that, it is enough to observe that (v, k) belongs
exactly to two papillon subgraphs, which connect (v, k) to (v, k− 2) and to (v, k+2): by
iteration, this implies that there is a path connecting all (v, k)’s with k ∈ [d]\ [di]. Hence,
we have shown that, if there exists in P a path from v (with parity i) to w (with parity
j not necessarily different from i), then the vertices (v, i′), for every i′ ∈ [d] \ [di], and
(w, j′), for every j′ ∈ [d] \ [dj], belong to the same connected component of G z©Cd. In
order to complete the proof, we show that, if v has parity i in Pi and w has parity j in
Pj, and Pi 6= Pj, then the vertices of type (v, i′), i′ ∈ [d] \ [di] and (w, j′), j′ ∈ [d] \ [dj]
belong to distinct connected components Si and Sj of G z©Cd. If this is not the case,
so that (v, i′) and (w, j′) are in the same connected component, then there is a path
P = {(v, i′) = (v0, i′0), (v1, i
′
1), . . . , (w, j
′) = (vn, i
′
n)} in G z©Cd. The vertices (vk, i
′
k) and
(vk+1, i
′
k+1) are connected if and only if they belong to a papillon graph, corresponding
to the edge {vk, vk+1} in G, such that RotG(vk, ik) = (vk+1, jk) with ik ∈ {i
′
k ± 1} and
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jk ∈ {i′k+1 ± 1}. We want to show that the path P in G z©Cd can be projected onto
G, giving rise to a path connecting v and w satisfying the parity properties: this will
give a contradiction. In other words, we claim that for each k = 0, 1, . . . , n, the vertex
vk has parity tk, with i
′
k ∈ [d] \ [dtk ], in the parity block Pi. This follows by observing
that any (vk, i
′
k) ∈ P exactly belongs to two papillon subgraphs, containing the vertices
(vk, i
′
k), (vk, i
′
k−2) and (vk, i
′
k), (vk, i
′
k+2), respectively. The corresponding edges {vk−1, vk}
and {vk, vk+1} in G satisfy RotG(vk−1, ik−1) = (vk, jk−1) and RotG(vk, ik) = (vk+1, jk).
Since ik, jk−1 ∈ {i′k ± 1}, we have jk−1 ≡ ik (mod 2) and the proof is completed. 
Remark 4.1. We have shown in the proof of Theorem 4.1 that, if a vertex v in a parity
block P is even (resp. odd), so that the elements in [de] (resp. [do]) label the edges issuing
from that vertex in P , then in the connected component of G z©Cd associated with that
parity block we find all vertices (v, j), with j ∈ [do] (resp. [de]). Analogously, if a vertex
v in a parity block P is odden, then in the connected component of G z©Cd associated
with that parity block we find the vertices (v, j), with j belonging to both the sets [do]
and [de].
4.2. Isomorphism classification via pseudo-replacement graphs. Once we have
described a method for distinguishing the connected components of the zig-zag product,
it is straightforward to investigate the isomorphism classes problem. As before, G is a
regular graph of even degree: in order to simplify the exposition, we put the degree of G
equal to 2d, where d is a positive integer.
We introduce now new graphs, called the pseudo-replacement graphs, which are in a one-
to-one correspondence with the parity blocks of a parity block decomposition of G (and
so with the connected components of G z©C2d by virtue of Theorem 4.1). We will see that
the isomorphism problem for the connected components of G z©C2d is equivalent to the
analogous problem for such graphs.
Let P be a parity block in the block decomposition of G. The pseudo-replacement graph
R associated with P in G z©C2d is the graph obtained as described below. We distinguish
two cases.
(1) Suppose that each vertex vi ∈ P is either even or odd, so that the degree of vi in P
is d. Let Ced (resp. C
o
d) be the cycle graph of length d with vertex set [(2d)e] (resp.
[(2d)o]). Then the pseudo-replacement graph associated with the parity block P
is the graph R in which every even (resp. odd) vertex vi is replaced by a copy of
the graph Ced (resp. C
o
d): this implies that R has d|P | vertices. The vertex j of
Ced (resp. C
o
d) belonging to the copy associated with vi will be denoted by (vi, j);
therefore, the vertex (vi, j) is joint to (vk, h) in R if either RotG(vi, j) = (vk, h) or
i = k and h = j ± 2.
(2) If v is odden, one associates with v two vertices ve, vo and two disjoint copies C
e
d
and Cod , and for each of them we proceed as in the case (1).
Example 4.2. The picture below represents the pseudo-replacement graph R1 corre-
sponding to the parity block P1 of Example 4.1. Recall that the vertex 0 is odden; the
vertices 1, 2 are odd; the vertices 3, 4 are even.
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Remark 4.2. The name pseudo-replacement is justified by the fact that, if P contains
no odden vertex (so that P is a d-regular graph) and C ′ is a graph isomorphic to Ced (or
Cod), then R is isomorphic to P r©C
′. Notice that the number of vertices of R is
2d · |{odden vertices in P}|+ d · |{non odden vertices in P}|.
The next result shows that it is enough to consider the graphs R in order to study the
isomorphism classes of the connected components S of the zig-zag product.
Theorem 4.2. Let G = (V,E) be a 2d-regular graph and C2d be the cycle graph of length
2d. Let G = ∪k∈JPk be the parity block decomposition of G. For each k ∈ J , let Sk be the
connected component of G z©C2d associated with Pk, and let Rk be the pseudo-replacement
graph associated with Pk. Then Sk ≃ Sk′ if and only if Rk ≃ Rk′.
Proof. Let φ : Sk → Sk′ be an isomorphism. By Lemma 2.1, Sk is the union of a finite
number of papillon graphs. In particular, let (v, i), (v, i + 2) and (w, j), (w, j + 2) be
joint in a papillon graph, corresponding to an edge connecting v and w in Pk, such that
RotG(v, i + 1) = (w, j + 1). The image of such a papillon graph under φ will consist
of the four vertices (v′, i′), (v′, i′ + 2) and (w′, j′), (w′, j′ + 2). Let ψ : Rk → Rk′ such
that ψ(v, i + 1) = (v′, i′ + 1). Let us show that the map ψ is indeed a bijection. The
injectivity follows from the fact that a pair of vertices (v, i), (v, i+ 2) in a papillon graph
uniquely determines the vertex (v, i+1) in Rk. The map ψ is surjective by the hypothesis
on φ. Hence, it is enough to prove that ψ preserves adjacency. We have that (v, i + 1)
and (w, j + 1) are joint by an edge in Rk if and only if the vertices v, w in Pk satisfy
RotG(v, i + 1) = (w, j + 1). By Lemma 2.1, this is equivalent to saying that there is
a papillon graph in Sk containing (v, i), (v, i + 2) and (w, j), (w, j + 2). Since φ is an
isomorphism, this is true if and only if there is a papillon graph consisting of vertices
(v′, i′), (v′, i′ + 2) and (w′, j′), (w′, j′ + 2) in Sk′. This fact is equivalent to saying that in
Rk′ there is an edge connecting (v
′, i′ + 1) and (w′, j′ + 1). We have proven in this way
that ψ preserves the adjacency.
Conversely, suppose that there exists an isomorphism ψ : Rk → Rk′ and let v ∈ Pk,
i ∈ [2d] such that ψ(v, i + 1) = (v′, i′ + 1), for some v′ ∈ Pk′, i
′ ∈ [2d]. Notice that the
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vertices (v, i+1) and (v′, i′+1) univocally correspond to the sets of vertices (v, i), (v, i+2)
in Sk and (v
′, i′), (v′, i′+2) in Sk′, and each of these pairs of vertices univocally determine
two papillon graphs in Sk and Sk′, respectively. Since ψ is an isomorphism, one has
ψ(v, i + 3) ∼ ψ(v, i + 1) and ψ(v, i − 1) ∼ ψ(v, i + 1), as (v, i + 3) ∼ (v, i + 1) and
(v, i− 1) ∼ (v, i+ 1) in Rk. We define a map φ : Sk → Sk′ such that
φ(v, i) =
{
(v′, i′) if ψ(v, i+ 3) = (v′, i′ + 3)
(v′, i′ + 2) if ψ(v, i+ 3) = (v′, i′ − 1).
As before, the bijectivity of ψ ensures the bijectivity of φ. Let us show now that φ
preserves the adjacency relation. We have that (v, i) and (w, j) are adjacent in Sk if and
only if there exists in Sk a papillon graph containing (v, i), (v, i∗2) and (w, j), (w, j ⋆2) for
some ∗, ⋆ ∈ {+,−}. Suppose, without loss of generality, that this papillon graph consists
of vertices (v, i), (v, i+2) and (w, j), (w, j+2). This is equivalent to stating that there is
an edge joining (v, i+1) and (w, j+1) in Rk; since ψ is an isomorphism, this implies that
there is an edge joining (v′, i′+1) and (w′, j′+1) in Rk′. Therefore, in the corresponding
papillon graph of the connected component Sk′ associated with Rk′, there exists an edge
joining (v′, i′) and (w′, j′). This gives the assertion. 
We have proven in Theorem 4.2 that the isomorphism classes of the connected components
{Si} of G z©C2d are characterized by the isomorphism classes of the replacement graphs
{Ri}. On the other hand, it is not true, in general, that the isomorphism classes of
the connected components {Si} of the zig-zag product G z©C2d are characterized by the
isomorphism classes of the parity blocks {Pi}, regarded as non bi-labelled graphs, in the
parity block decomposition of G.
Example 4.3. The following parity blocks in K9 are isomorphic as non-labelled graphs;
however, one can show that the associated pseudo-replacement graphs are not isomorphic.
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On the other hand, in the particular case d = 4, one has that two pseudo-replacement
graphs are isomorphic if and only if they are associated with two parity blocks of the same
size, as the following corollary shows.
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Corollary 4.1. Let G be a 4-regular graph, with parity block decomposition G = ∪j∈JPj,
and let {Sj}j∈J be the set of connected components of G z©C4. If |Pi| = |Pj| then Si ≃ Sj.
Proof. Consider the vertex v in P (v, i), with i ∈ {e, o}. Since the degree of G is 4,
the set [4i] contains only two indices, let they be j1, j2 (actually, one has [4e] = {2, 4}
and [4o] = {1, 3}) satisfying RotG(v, j1) = (w, h) and RotG(v, j2) = (u, k), for some
w, u ∈ P (v, i) and h, k ∈ [4]. Therefore, the path {u, v, w} is contained in the parity
block P (v, i). The same argument applies to any other vertex in the same block, and
we can construct in this way an ordered sequence of vertices v1, v2, . . . of P (v, i). Since
G is finite, there exists n such that v1+i = vn+i for all i ≥ 0. In fact, if this is not the
case, there exists j > 1 such that vj+i = vn+i for each i ≥ 0, which is absurd since vj
would have degree 3, but the vertices of P (v, i) must have degree 2 or 4. Observe that, if
vk is an odden vertex, then it occurs twice in the sequence. On the other hand, if vk is
either odd or even, then it appears only once. Hence, any parity block P is determined
by a sequence of vertices {v = v1, . . . , vn = v} in G. In particular, R is constituted by
an alternate sequence of simple edges and cycles of length 2 (as in the figure of Example
4.2), whose number is equal to twice the number of odden vertices plus the number of
non odden vertices. As a consequence, the structure of R depends only on the size of P ,
and this concludes the proof. 
Note that the sequence of vertices {v1 = v, v2, . . . , vn = v} constitutes an Eulerian circuit
in the parity block P (v, i), satisfying the further property that RotG(vi, hi) = (vi+1, ki),
with ki ≡ hi+1 (mod 2), for every i = 1, . . . , n−2, and with kn−1 ≡ h1 (mod 2). Moreover,
a vertex which is either odd or even is visited once by the cycle, whereas an odden vertex
is visited twice. We will call such a circuit a spanning path of the parity block P (v, i).
Remark 4.3. It is known that every connected 2d-regular graph G = (V,E) admits an
Eulerian circuit; this ensures that, given a connected 2d-regular graph G, there exists at
least a bi-labelling of the edges of G such that the graph G z©C2d is connected. We will
see an explicit application of this property in Proposition 5.2, where G is the complete
graph.
4.3. Explicit description of isomorphisms of pseudo-replacement graphs. In this
section we describe the isomorphisms between pseudo-replacement graphs associated with
two isomorphic (as non-labelled graphs) parity blocks. We have seen in Example 4.3 that
two parity blocks which are isomorphic as non-labelled graphs can be associated with
two non isomorphic pseudo-replacement graphs (and so with non isomorphic connected
components). Therefore, in what follows, given a 2d-regular graph G, and considering the
zig-zag product G z©C2d, we focus on a parity block P , and the natural question arising in
this context is the following. Given two distinct bi-labellings L,L′ of P (and the relative
pseudo-replacement graphs R, R′ associated with P ), under which conditions on L and L′
are the corresponding connected components S and S ′ of G z©C2d isomorphic?
In order to answer this question we need to fix some notations. In what follows, Dd =
〈a, b| ad = b2 = 1〉 denotes the dihedral group with 2d elements. Notice that Dd can
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be identified with the automorphism group of the cycle graphs Ced and C
o
d , with vertices
given by [(2d)e] or [(2d)o], respectively. Observe that there exists a natural bijection
θ : [(2d)o]→ [(2d)e] defined by θ(i) = i+ 1, for each i ∈ [(2d)o]. Given an automorphism
φ ∈ Dd ≃ Aut(Ced) ≃ Aut(C
o
d), we put
φ(i) =
{
φ
(
θ(i)
)
, if i ∈ Cod
φ
(
θ−1(i)
)
, if i ∈ Ced.
We recall that if w is an odden vertex in a parity block P , so that its degree is 2d in P , then
in the corresponding pseudo-replacement R, w is replaced by two subgraphs isomorphic
to Cod and C
e
d, respectively. The vertices of C
o
d and C
e
d are denoted by (w, i) and (w, j),
with i ∈ [(2d)o] and j ∈ [(2d)e], respectively.
Let V and W be the subsets of vertices of P having degree d and 2d, respectively. Any
automorphism f of P bijectively maps V into V , and W into W . For each vertex w ∈ W ,
let us introduce a permutation εw ∈ Sym({e, o}) that will enable us to take into account
the possibility of switching the subgraphs Ced and C
o
d associated with an odden vertex.
Now for any v ∈ V with parity i, let gv ∈ Aut(C id), and for any w ∈ W let g
e
w ∈ Aut(C
e
d)
and gow ∈ Aut(C
o
d). Finally, for each w ∈ W , we put:
g˜εw(i)w (h) =

giw(h), if h has parity i and εw = id,
g
εw(i)
w (h), if h has parity i and εw 6= id.
Theorem 4.3. Let G be a 2d-regular graph. With the above notations, let us define the
map F : R→ R′ as
F (u, k) =
{ (
f(u), gu(k)
)
, if u ∈ V , u and f(u) have parity i;(
f(u), gu(k)
)
, if u ∈ V , u and f(u) have different parities
and
F (u, k) =
(
f(u), g˜εu(i)u (k)
)
, if u ∈ W and k ∈ [(2d)i].
If the conditions
(1) RotG(u, h) = (v, k) =⇒ RotG(f(u), gu(h)) =
(
f(v), gv(k)
)
, if u, v ∈ V ;
(2) RotG(u, h) = (v, k) =⇒ RotG(f(u), g˜
εu(i)
u (h)) =
(
f(v), gv(k)
)
if u ∈ W, v ∈ V, h ∈ [(2d)i];
(3) RotG(u, h) = (v, k) =⇒ RotG(f(u), g˜
εu(i)
u (h)) =
(
f(v), g˜
εv(j)
v (k)
)
if u, v ∈ W,h ∈ [(2d)i], k ∈ [(2d)j]
hold, then F is an isomorphism between R and R′.
Proof. It is clear that, once fixed f ∈ Aut(P ), together with the automorphisms giu for
u ∈ W , and the automorphisms gu for u ∈ V , the map F is a bijection between the set of
vertices of R and R′.
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Let us prove that F preserves the adjacency relations. Let u ∈ V and suppose, without
loss of generality, that u is even. In particular, since f is an automorphism of P , one has
f(u) ∈ V . We can suppose that also f(u) is even. Take a pair of adjacent vertices in
R. We have two possibilities. The first one is that the vertices have the form (u, h) and
(u, h ± 2): therefore (f(u), gu(h)) and (f(u), gu(h ± 2)) = (f(u), gu(h) ± 2) are adjacent
vertices in R′. The second possibility is that the adjacent vertices in R are (v, h) and
(v˜, h˜), with v 6= v˜, and v, v˜ ∈ V , so that the vertices f(v) and f(v˜) are adjacent in P ,
with f(v) 6= f(v˜). Moreover, by the definition of R, it must be that RotG(v, h) = (v˜, h˜).
Condition (1) implies that RotG(f(v), gv(h)) =
(
f(v˜), gv˜(h˜)
)
, and so F (v, h) and F (v˜, h˜)
are adjacent in R′.
Consider now the case when the adjacent vertices in R have the form (w, h) and (v, k),
with w ∈ W and v ∈ V . By the construction of R, it must be RotG(w, h) = (v, k),
with h ∈ [(2d)i], for some i ∈ {e, o}. Moreover the definition of F gives F (w, h) =(
f(w), g˜
εw(i)
w (h)
)
and F (v, k) =
(
f(v), gv(k)
)
. By condition (2), the vertices F (w, h) and
F (v, k) are adjacent in R′, and so F preserves the adjacency relation also in this case.
The case of two adjacent vertices (w, h) and (w′, k) in R, with w,w′ ∈ W , can be similarly
discussed by using condition (3), and this completes the proof. 
5. Special cases
For a better understanding of the results on zig-zag product G1 z©G2 obtained in the
previous sections, we consider here two particular cases.
(1) G1 = K2d+1 and G2 = C2d.
(2) G2 = C4.
5.1. The case of the complete graph. Theorem 4.1 shows that, fixing a bi-labelling
of K2d+1, the connected components of K2d+1 z©C2d are in bijection with the set of parity
blocks {Pj} in the parity block decomposition of K2d+1. Here, one has a constraint on
the size of the parity blocks. First of all, recall that if P is a parity block of the graph
K2d+1, then all its vertices have degree either d or 2d. The following proposition holds.
Proposition 5.1. Consider the complete graph K2d+1 on 2d + 1 vertices, endowed with
a bi-labelling of its edges, and let P be a parity block in the parity block decomposition of
K2d+1. Let p be the number of vertices in P , and let i be the number of vertices of degree
2d in P . Then:
• if i > 0, then p = 2d+ 1 and i satisfies
(i− 1)(d− 1) ≡ 0 (mod 2);
• if i = 0, then p satisfies
p ≥ d+ 1 and pd ≡ 0 (mod 2).
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Viceversa, given a positive integer i satisfying (1 − i)(d − 1) ≡ 0 (mod 2), there exists
a bi-labelling of the edges of K2d+1 such that the associated parity block decomposition
contains a parity block of 2d + 1 vertices, with i vertices of degree 2d; similarly, given
an integer p ≥ d + 1 satisfying pd ≡ 0 (mod 2), there exists a bi-labelling of the edges
of K2d+1 such that the associated parity block decomposition contains a parity block of p
vertices, all having degree d.
Proof. Let i > 0 be the number of vertices of degree 2d in P . We must have p = 2d+ 1,
so that there are p − i = 2d + 1 − i vertices of degree d in P . We want to establish for
which value of i such a configuration is allowed. First of all, it is easy to check that it
must be either i ≤ d or i = p = 2d + 1. In fact, if i > d, then necessarily it must be
i = 2d+1 (since the remaining 2d+1− i vertices of P would have degree at least d+1).
The configuration i = 2d+ 1 is allowed, as shown in Example 5.1 in the case of K5.
Let us restrict now to the case 0 < i ≤ d. The problem of establishing for which values of
i this situation can occur, is equivalent to the problem of the existence of a (d− i)-regular
graph on 2d+ 1− i vertices. On the other hand, it is known that there exists a k-regular
graph on m vertices if and only if m ≥ k + 1 and mk is an even integer [27, Exercise
8.8]. In our case, these conditions become 2d − i + 1 ≥ d − i + 1 (always verified) and
(2d+ 1− i)(d− i) ≡ 0 (mod 2). We can summarize what we said above, by stating that
a parity block of the complete graph K2d+1 has i vertices of degree 2d, and 2d + 1 − i
vertices of degree d, with 0 < i ≤ d, if and only if the integer i satisfies the condition
(1− i)(d− i) ≡ 0 (mod 2).
Now consider the case i = 0 and let p be the number of vertices of P . Observe that in
this case, the problem of establishing which values of p are allowed is equivalent to the
problem of the existence of a d-regular graph on p vertices. The argument above says
that such a configuration is possible if and only if
p ≥ d+ 1 and pd ≡ 0 (mod 2).

Example 5.1. In the picture below the graph K5 has a bi-labelling such that its parity
decomposition consists of only one parity block: therefore, we have in this case d = 2 and
p = i = 5. In other words, all the vertices of the unique parity block are odden.
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The following pictures represent: the case d = 4, i = 1, p = 9; the case d = 4, i = 0,
p = 7; the case d = 4, i = 2, p = 9.
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We recall now the classical definition and the basic properties of circulant and block
circulant matrices, which will play a special role in the description of the adjacency matrix
of the graphs in Proposition 5.2 and in the investigation of the spectral properties of a
particular sequence of zig-zag product graphs studied in Section 6.
Definition 5.1. A circulant matrix C of size n is a square matrix of the form
C =

c0 c1 c2 · · · · · · cn−2 cn−1
cn−1 c0 c1 · · · · · · cn−3 cn−2
cn−2 cn−1 c0 · · · · · · cn−4 cn−3
...
...
. . .
...
...
...
...
. . .
...
...
c2 c3 · · · · · · cn−1 c0 c1
c1 c2 c3 · · · · · · cn−1 c0

,(2)
with ci ∈ C, for every i = 0, 1, . . . , n− 1.
The spectral analysis of circulant matrices is well known [12]. More precisely, it is known
that the eigenvectors of the matrix C are the vectors vj =
(
1, wj, w2j, . . . , w(n−1)j
)
, for
j = 0, 1, . . . , n− 1, where
w = exp
(
2πi
n
)
, i2 = −1.
The associated eigenvalues are the complex numbers
λj =
n−1∑
k=0
ckw
jk, j = 0, 1, . . . , n− 1.
More generally, a block circulant matrix of type (n,m) is a matrix of the form (2), where
ci is a square matrix of size m with entries in C, for every i = 0, 1, . . . , n − 1. For the
spectral analysis of a block circulant matrix one can refer, for instance, to the paper [26].
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In the following proposition, we explicitly describe a particular bi-labelling of the graph
K2d+1 such that K2d+1 z©C2d is connected for each d ≥ 1. We will use the notation
V (K2d+1) = {0, 1, . . . , 2d} and V (C2d) = {1, . . . , 2d}. The vertices of K2d+1 z©C2d will be
pairs of type (i, j), with i ∈ V (K2d+1) and j ∈ V (C2d), with the convention that the sum
in the first coordinate is mod 2d + 1, and in the second component the sum is given by
equation (1), where d is now replaced by 2d.
Proposition 5.2. Let L be the bi-labelling of K2d+1 such that, with the above notation:
RotK2d+1(i, j) = (i+ j, 2d− j + 1).
Then K2d+1 z©C2d is connected and there exists an ordering of the vertices of K2d+1 z©C2d
such that the associated adjacency matrix is a block circulant matrix.
Proof. By using the symmetry of our construction and the fact that the graph K2d+1 is
complete, we have just to prove, by Theorem 4.1, that the parity block decomposition
of K2d+1 consists of only one parity block P such that deg(i) = 2d in P , for every
i ∈ V (K2d+1). Without loss of generality, we can suppose that the vertex i is odd in P .
Furthermore, by the construction of L, we have that the condition RotK2d+1(i, j) = (i
′, j′)
implies j + j′ = 2d + 1, and so j, j′ have different parities. Note that in K2d+1 the
path {v = i, v1 = i + 3, v2 = i + 2, i = v} described by RotK2d+1(i, 3) = (i + 3, 2d − 2),
RotK2d+1(i+3, 2d) = (i+2, 1), RotK2d+1(i+2, 2d−1) = (i, 2) satisfies the parity conditions.
This implies that i is also even, so that i is odden. We can repeat the same construction for
every other vertex, possibly reversing the path for vertices with even parity, so that every
vertex of P has degree 2d. The second statement follows by observing that RotK2d+1(i, j) =
(i+j, 2d−j+1) implies RotK2d+1(i+1, j) = (i+j+1, 2d−j+1), and so the lexicographic
order of the vertices {(i, j) : i ∈ V (K2d+1), j ∈ V (C2d)} of K2d+1 z©C2d produces a block
circulant adjacency matrix. More precisely, there are 2d+1 blocks, indexed by the vertices
of K2d+1, each of size 2d. 
Example 5.2. In the following picture, the bi-labelling L is represented in the case of
K5. Observe that the labels around each vertex of the graph, regarded as integer numbers
in {1, 2, 3, 4}, increase in anticlockwise sense.
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The adjacency matrix of the graph K5 z©C4, with the lexicographic order of its vertices,
is given by 
C0 C1 C2 C3 C4
C4 C0 C1 C2 C3
C3 C4 C0 C1 C2
C2 C3 C4 C0 C1
C1 C2 C3 C4 C0
 ,
where
C1 = C3 =

0 0 0 0
1 0 1 0
0 0 0 0
1 0 1 0
 C2 = C4 =

0 1 0 1
0 0 0 0
0 1 0 1
0 0 0 0

and C0 is the zero matrix of size 4.
5.2. The case of a 4-regular graph. In this subsection we are interested in the special
case of the zig-zag product G z©C4, where G is a 4-regular graph. This particular choice
forces the structure of the zig-zag product G z©C4 to be highly regular. Actually, one can
order the vertices of G z©C4 in such a way that the graph is a disjoint union of connected
components, whose adjacency matrices are all circulant; therefore, a complete spectral
analysis can be performed in this case. We will see an application to the case of Schreier
graphs associated with group actions in Section 6.
Notice that Corollary 4.1 implies that the isomorphism classes of the connected compo-
nents of G z©C4 are determined by the size of the corresponding parity blocks of G. We
recall that the pseudo-replacement graphs are given by an alternate sequence of simple
edges and cycles of length 2.
In what follows, a double cycle graph DCn of length n is a 4-regular graph with 2n vertices
in which any vertex belongs exactly to two papillon graphs. The picture below represents
the graph DC16.
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The following proposition shows that the connected components of the zig-zag product
G z©C4 are isomorphic to double cycle graphs.
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Proposition 5.3. Let G be a 4-regular graph and let {v = v0, v1, . . . , vn = v} be a path
spanning a parity block P of the parity block decomposition of G. Then the corresponding
connected component S in G z©C4 is isomorphic to the double cycle graph DCn. More
precisely, if RotG(vi, hi) = (vi+1, ki), then (vi, hi±1) and (vi±1, hi±1±1) form two adjacent
papillon graphs in DCn.
Proof. Two consecutive edges {vi−1, vi} and {vi, vi+1} in the path spanning P
• • •
vi−1 vi vi+1
hi−1 ki−1 hi ki
produce the following papillon subgraphs, respectively:
❍❍❍❍❍❍❍✟✟
✟✟
✟✟
✟ ❍❍❍❍❍❍❍✟✟
✟✟
✟✟
✟•
• •
• •
• •
•
(vi−1, hi−1 + 1)
(vi−1, hi−1 − 1)
(vi, ki−1 + 1)
(vi, ki−1 − 1)
(vi, hi + 1)
(vi, hi − 1)
(vi+1, ki + 1)
(vi+1, ki − 1)
Notice that the sets {hi±1} and {ki−1±1} coincide, since the spanning path must satisfy
the parity properties. Therefore, we can identify the pair of vertices (vi, ki−1±1) with the
pair of vertices (vi, hi ± 1), getting in G z©C4 the following subgraph obtained by gluing
together two single papillon subgraphs.
❍❍❍❍❍❍❍✟✟
✟✟
✟✟
✟ ❍❍❍❍❍❍❍✟✟
✟✟
✟✟
✟•
• •
•
•
•
Since the path spanning P contains n vertices, the assertion follows from Corollary 4.1. 
Example 5.3. In this example, we consider the graphG = K5 endowed with a bi-labelling
L such that K5 = P1∪P2. The corresponding connected components S1 and S2 of K5 z©C4
are given as well.
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P1 S1 ≃ DC6
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P2 S2 ≃ DC4
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6. Schreier graphs: an application
Let X = {0, 1} be a binary alphabet. Denote by X0 the set consisting of the empty word,
and by Xn = {w = x1 . . . xn : xi ∈ X} the set of words of length n over the alphabet X ,
for each n ≥ 1. Put X∗ =
⋃
n≥0X
n and let X∞ = {w = x1x2 . . .} be the set of infinite
words over X .
Consider the so-called Basilica group B acting on the set X∗ ∪ X∞, which is the group
generated by the following three-state automaton:
a✍✌
✎☞
b✍✌
✎☞
id✍✌
✎☞⑦
1|1
✒
1|0
⑥
0|0, 1|1
✇
0|0
♦
0|1
The states a and b of the automaton are the generators of the group, whereas id represents
the identity action: therefore, it can be read from the automaton that the action of a and
b is given by
a(0w) = 0b(w) a(1w) = 1w
b(0w) = 1a(w) b(1w) = 0w,
for every w ∈ X∗ ∪X∞. In particular, B maps Xn into Xn, for each n ≥ 1, and X∞ into
X∞. Furthermore, it is easy to check that the action of B on Xn is transitive for every n.
The Basilica group belongs to the important class of self-similar groups and was introduced
by R. Grigorchuk and A. Z˙uk [17]. It is a remarkable fact due to Nekrashevych [23]
that it can be described as the iterated monodromy group IMG(z2 − 1) of the complex
polynomial z2 − 1. Moreover, B is the first example of an amenable group (a highly
non–trivial and deep result of Bartholdi and Vira´g [3]) not belonging to the class SG
of subexponentially amenable groups, which is the smallest class containing all groups
of subexponential growth and closed after taking subgroups, quotients, extensions and
direct unions. In [6], the action of the Basilica group on the set X∗ ∪X∞ is studied from
the point of view of Gelfand pairs theory.
For each n ≥ 1, let Γn be the (orbital) Schreier graph associated with the action of B on
Xn. By definition, the vertices of Γn are the elements of X
n, and two vertices u, v are
connected by an edge labelled by s close to u and by s−1 close to v if s(u) = v (so that
s−1(v) = u). Here, we are assuming s ∈ {a, b}. Observe that Γn is a connected graph
on 2n vertices, since B acts transitively on each level; moreover, there are 4 edges issuing
from every vertex, so that Γn is a 4-regular graph, and the labels near v are given by
a±1, b±1, for every v ∈ Xn.
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Similarly, one can consider the action of B on X∞ and define the (orbital) infinite Schreier
graph Γξ, describing the orbit B(ξ) of the element ξ ∈ X∞ under the action of the
generators of B. Note that, even though the group acts transitively on Xn, for each
n ≥ 1, there exist uncountably many orbits in X∞ under the action of B. The infinite
Schreier graph Γξ can be approximated (as a rooted graph) by finite Schreier graphs Γn,
as n→∞, in the compact space of rooted graphs of uniformly bounded degree endowed
with pointed Gromov-Hausdorff convergence [19, Chapter 3]: if ξ = x1x2 . . . ∈ X∞ and
ξn = x1 . . . xn is its prefix of length n, then one has
lim
n→∞
(Γn, ξn) = (Γξ, ξ),
where we denote by (Γn, ξn) the graph Γn regarded as a graph rooted at the vertex ξn,
and by (Γξ, ξ) the graph Γξ regarded as a graph rooted at the vertex ξ.
In [7], finite and infinite Schreier graphs of the Basilica group are investigated. Precise
substitutional rules allowing to construct recursively the sequence of finite Schreier graphs
are provided, and a topological (up to isomorphism of rooted graphs) classification of the
infinite Schreier graphs is given there. In the following pictures, the graphs Γ1,Γ2,Γ3 are
depicted.
Γ1 Γ2
0 1 10 00 01 11
• • • • • •
a−1
a
a−1
a
a−1
a
a−1
a
b b−1
b−1 b
b b−1
b−1 b
a a−1
a−1 a
b b−1
b−1 b
• • •
•
•
• • •Γ3
 
 
❅
❅  
 
❅
❅
b b
−1
b−1 b
b b−1
b−1b
a−1
a
a−1
a
a−1 a
a−1 a
110 010 000
100
101
001 011 111
b b−1
b−1 b
a a−1
a−1a
a a−1
a−1 a
b b−1
b−1 b
For instance, the fact that the edge connecting 000 and 101 in Γ3 is labelled by b near
000 and by b−1 near 101 means that b(000) = 101, so that b−1(101) = 000. The graphs Γ4
and Γ5 are represented below (the bi-labelling of the edges and the words corresponding
to each vertex are omitted in order to simplify the picture).
Γ4 • • •
•
•
•
•
•
•
•
•
• • •
•
•
  ❅
 ❅
  ❅
 ❅
  ❅
 ❅
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Γ5
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As the graph Γn is a 4-regular graph, for each n ≥ 1, it is natural to construct the sequence
{Γn z©C4}n≥1. We label the graph C4 as follows:
•
• •
•
a
a−1 b
b−1
A
A
B B
A
A
B B
We identify in a natural manner the ordered set {a, a−1, b, b−1} with the ordered set
[4] = {1, 2, 3, 4}. Then the following result holds.
Proposition 6.1. Let Γn be the Schreier graph of the action of the Basilica group on
{0, 1}n. Then the parity block decomposition of Γn consists of only one parity block, so
that the graph Γn z©C4 is a connected graph, isomorphic to the double cycle graph DC2n+1.
Proof. Take an arbitrary vertex v ∈ Γn: by the construction of Γn, we have
RotΓn(v, b
−1) = (b−1(v), b) and RotΓn(b
−1(v), a) = (ab−1(v), a−1).
Observe that the vertices a and b in C4 have been identified with the integers 1 and
3, respectively: this ensures that if we move in Γn by using the generators b
−1 and a
alternately, we do not leave our parity block, since the parity properties are satisfied.
By iterating this argument, we describe a path in Γn, consisting of the vertices that one
obtains starting from v and applying alternately b−1, a, b−1, a and so on. On the other
hand, it is not difficult to prove, by induction on n, that the action of the product ab−1 on
Xn has order 2n, so that the construction produces a spanning path of Γn, of length 2
n+1,
where each vertex of Γn occurs twice. Therefore, we get a unique parity block coinciding
with Γn; by Proposition 5.3, we conclude that the zig-zag product Γn z©C4 consists of only
one connected component isomorphic to DC2n+1. 
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Corollary 6.1. Let Γ be the Schreier graph of the action of a group G, generated by the
symmetric set S = {a±1, b±1}, on a set X with |X| = n, so that RotΓ(x, s) = (s(x), s−1),
with s ∈ S. Let C4 be the cycle graph whose vertices are labelled as above. Then the graph
Γ z©C4 is connected if and only if the action of ab−1 is transitive on X. If this is the case,
one has Γ z©C4 ≃ DC2n.
Example 6.1. The zig-zag product Γ1 z©C4 gives rise to the following graph:
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Γ1 z©C4 ≃ DC4
(0, b)
(0, b−1) (1, b)
(1, b−1)
(0, a)
(0, a−1) (1, a)
(1, a−1)
For n = 2, 3, we get the double cycle graphs DC8 and DC16, respectively (labels are
omitted in the pictures below).
Γ2 z©C4 ≃ DC8 Γ3 z©C4 ≃ DC16
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Remark 6.1. Observe that we get a connected zig-zag product Γn z©C4 for every n, even
though the neighborhood graph N associated with C4 is disconnected, according with
the fact that the condition in Theorem 3.1 is only sufficient but not necessary in order to
have the connectedness property.
Theorem 6.1. For every n ≥ 1, the spectrum of the graph Γn z©C4 ≃ DC2n+1 is given by
Σn =
 0, . . . , 0︸ ︷︷ ︸
2n+1 times
, 4 cos
(
πj
2n
)
, j = 0, 1, . . . , 2n+1 − 1
 .
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Let u0 = (1,−1), u1 = (1, 1) and vj = (1, wj, w2j, . . . , w(2
n+1−1)j). Then for each j =
0, 1, . . . , 2n+1− 1, u0 ⊗ vj is an eigenvector associated with the eigenvalue 0, and u1 ⊗ vj
is an eigenvector associated with the eigenvalue 4 cos
(
pij
2n
)
.
Proof. It can be deduced from the structure of the graph DC2n+1 that the adjacency
matrix of the graph Γn z©C4 is a circulant matrix of size 2n+2. More precisely, we choose
the following order of the vertices of Γn z©C4:
(0n, a); (b−1(0n), a−1); (ab−1(0n), a); (b−1ab−1(0n), a−1); . . . ; ((ab−1)2
n−1(0n), a);
(b−1(ab−1)2
n−1(0n), a−1); (0n, b); (b−1(0n), b−1); (ab−1(0n), b); (b−1ab−1(0n), b−1); . . .
. . . ; ((ab−1)2
n−1(0n), b); (b−1(ab−1)2
n−1(0n), b−1).
In other words, we are applying alternately b−1 and a to the word 0n (observe that the
2n-iteration of ab−1 is the identity on {0, 1}n), with an alternation of a, a−1 in the second
coordinate of the first 2n vertices (the inner cycle) and of b, b−1 in the second coordinate
of the second 2n vertices (the outer cycle). It is straightforward to check that, with this
ordering of the vertices, the adjacency matrix Mn of the graph Γn z©C4, for each n ≥ 1, is
given by U ⊗ M˜n, where U =
(
1 1
1 1
)
and M˜n is the square matrix of size 2
n+1 of type
M˜n =

0 1 0 . . . 0 1
1 0 1 0 0
0 1 0 1
1 0
. . .
...
...
. . .
. . . 1
1 0 1 0
0 0 1 0 1
1 0 . . . 0 1 0

.
The matrix M˜n is a circulant matrix, according with Definition 5.1. More precisely, M˜n
is a circulant matrix of size 2n+1, satisfying
ck =
{
1, if k = 1, 2n+1 − 1
0, otherwise.
We deduce that, for every j = 0, 1, . . . , 2n+1 − 1, the vector
vj = (1, w
j, w2j, . . . , w(2
n+1−1)j),
where w = exp
(
2pii
2n+1
)
, and i2 = −1, is an eigenvector of M˜n with associated eigenvalue
λj = (−1)
j · 2 cos
(
πj −
πj
2n
)
.
On the other hand, we have
cos
(
πj −
πj
2n
)
= cos(πj) cos
(
πj
2n
)
+ sin(πj) sin
(
πj
2n
)
= (−1)j cos
(
πj
2n
)
,
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so that the j-th eigenvalue of M˜n, for j = 0, 1, . . . , 2
n+1 − 1, is
λj = 2 cos
(
πj
2n
)
.
Notice that the eigenvalues of the matrix U are µ0 = 0, with eigenvector u0 = (1,−1), and
µ1 = 2, with eigenvector u1 = (1, 1). AsMn = U⊗M˜n, the eigenvectors of the matrix Mn
are given by ui⊗vj, with associated eigenvalue µiλj, for i = 0, 1 and j = 0, 1, . . . , 2n+1−1.
This gives the assertion. 
Observe that in [25] the authors defined the zig-zag product G1 z©G2 of two finite con-
nected regular graphs G1 = (V1, E1) and G2 = (V2, E2). The definition can be naturally
extended to the case where G1 is an infinite regular graph, and the degree of G1 is equal
to |V2|. The analysis of zig-zag products of infinite graphs will be considered in the up-
coming paper [10]. In the following example, we will consider the infinite case, where G1
is the infinite Schreier graph of a word in {0, 1}∞ under the action of the Basilica group,
and G2 is the cycle graph of length 4.
Example 6.2. It is not difficult to see that the zig-zag product Γξ z©C4, where Γξ is
the infinite 4-regular graph describing the orbit of the vertex ξ, with ξ ∈ {0, 1}∞, and
ξ 6∈ B(0∞), is an infinite connected 4-regular graph isomorphic to the following graph:
• • • • • • • •
• • • •
DC∞
• • • •
❅
❅
❅
❅  
 
 
  ❅
❅
❅
❅  
 
 
  ❅
❅
❅
❅  
 
 
  ❅
❅
❅
❅ 
 
 
  ❅
❅
❅
❅  
 
 
  ❅
❅
❅
❅  
 
 
  ❅
❅
❅
❅  
 
 
 
Incidentally, this also shows that the graphs Γξ z©C4 and Γη z©C4 may be isomorphic, even
if the graphs Γξ and Γη are not isomorphic. More precisely, we have that the uncountably
many graphs Γξ z©C4 are all isomorphic, for every ξ 6∈ B(0∞). This property implies that
the zig-zag construction is not injective even in the infinite context.
On the other hand, it is easy to check that the zig-zag product of the graph Γ0∞ with the
cycle graph of length 4 consists of two infinite connected components, each isomorphic to
the graph DC∞.
We can summarize these results as follows. Choose a root in the graph C4, and let us
denote it by v0. As usual, denote by (Γn, v) the graph Γn rooted at the vertex v. Let
ξ = x1x2x3 . . . ∈ {0, 1}∞, and let ξn = x1x2 . . . xn, then:
(1) if ξ 6∈ B(0∞), then
lim
n→∞
(Γξn , ξn) z©(C4, v0) = (DC∞, (ξ, v0));
(2) if ξ ∈ B(0∞), then
lim
n→∞
(Γξn , ξn) z©(C4, v0) = (DC∞, (ξ, v0)) ∪ (DC∞, (ξ, v0 + 1)).
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