We study the problem of scheduling jobs whose processing times are decreasing functions of their starting times. We consider the case of a single machine and a common decreasing rate for the processing times. The problem is to determine an optimal combination of the due-date and schedule so as to minimize the sum of due date, earliness and tardiness penalties. We give an O(n log n) time algorithm to solve this problem.
Introduction
Machine scheduling problems with start-time dependent job processing times have received increasing attention from the scheduling community in recent years [1, 2, 3, 6, 12, 13, 14] . Researchers have formulated different models for this phenomenon and solved different versions of the problem for various criteria. A survey of scheduling research with start-time dependent processing times can be found in Cheng et al. [7] . Generally, there are two groups of models to describe this kind of scheduling processes. The first group is devoted to the problems in which the job processing times are characterized by non-decreasing functions of their starting times, and the second group concerns the problems in which the job processing times are non-increasing functions of their processing times. In this paper, we study the latter group of problems.
Application examples of the non-decreasing model of job processing time are quite intuitively different from its non-increasing counterpart. The latter model can be used to describe the process by which aerial threats are to be recognized by a radar station. In this case, a radar station has detected some objects approaching it. The time required to recognize the objects decreases as the objects get closer. Thus, the later the objects are detected, the smaller is the time for their recognition. Another example refers to the so-called 'learning effect'. Assume that a worker has to assemble a large number of similar products. The time required by the worker to assemble one product depends on his knowledge, skills, organization of his working place and others.
The worker learns how to produce over time. After some time, he is better skilled, his working place is better organized and his knowledge is increased.
As a result of his learning, the time required to assemble subsequent products decreases.
Problem formulation
There are given a single machine and a set J = {1, 2, . . . , n} of n independent and non-preemptive jobs, which are immediately available for processing. The processing time p i of job i is given as a linear decreasing function of its starting time s i :
where a i > 0 denotes the normal processing time of job i and b denotes its decreasing rate, which is assumed to be common for all jobs. It is further assumed that the decreasing rate b satisfies the following conditions:
The first condition ensures that the decrease in job processing time is less than one unit for each unit of delay in its starting moment. The second condition ensures that all job processing times are positive in non-delay schedules. The paper only considers cases where non-delay schedules are optimal.
In addition, we cast the problem as the Common Due-Date Problem (CDDP), which deals with job scheduling on a single machine in a just-intime production environment [4, 8, 9, 10, 14] . Prescribing a common due-date might represent a situation where several items constitute a single customer's order, or it might reflect an assembly environment in which the components should all be ready at the same time in order to avoid staging delays.
For any given schedule σ, let
, total penalty function, where α, β, γ are the unit earliness, tardiness and due-date penalty, respectively.
In this paper, we consider the problem of finding the optimal combination of the schedule σ * and the common due date d * that leads to the minimum value of
Using the three field notation α|β|γ of Graham et al. [11] , the problem can
Preliminary analysis
We first present some elementary results. For any given schedule σ, we will use σ(j) to denote the job in position j of σ, for j = 1, · · · , n. Define σ(0) = 0 and C 0 = 0 The following property is easy to see.
Property 1.
There exists an optimal schedule in which the machine is not idle between the processing of the jobs. Proof. We first show that for any specified schedule σ, d * is equal to the completion time of some job.
Consider a given schedule σ and d with
, and let F be the corresponding objective value. Define
respectively. Then,
and
Thus, we have It is easy to see
If β > γ, applying (1) and (2) to the situation
, respectively, we conclude that
The result follows.
Due to Properties 1 and 2, we see that the total penalty for any given
For notational convenience, we define the following:
It is easy to see from (2) and (3) that
Proof.
(1). We proceed by induction on i.
, the result follows. Assume that the result holds for the case i < k.
For the case i = k, by the induction hypothesis,
Combining this with
we have
The result of (1) follows.
(2) and (3). Similar to the proof of (1).
Proof. (1). Assume that the schedule σ in which a
Let σ be the schedule derived from σ by swapping i and i + 1. Then,
Combining this with (1), the difference in the value of f (d, s) between the two schedules is as follows:
a contradiction to the optimality of σ. This completes the proof of (1).
(2). Assume that the schedule
is optimal. Let σ 1 be the schedule obtained from σ 1 by swapping i and i + 1.
Then,
So, σ 1 is an optimal schedule. Proceeding as above, we can get an optimal
Proof. (1). We proceed by induction on i.
, the result follows. Assume that the result holds for the case K + 1 ≤ i < k < n. We consider the case i = k. By the induction hypothesis,
Let σ be the schedule derived from σ by swapping i and
a contradiction. The result of (1) follows.
is optimal. Let σ 1 be the schedule derived from σ 1 by swapping i and i + 1.
So, σ 1 is an optimal schedule. Proceeding as above, we can get an optimal schedule σ such that
This completes the proof.
This completes the proof of (1).
The following theorem is easily seen from Property 4 and Property 6. 
(2). If g 1 (b) > 0 and g 2 (b) ≥ 0, then there exists an optimal schedule σ such
. If g 1 (b) ≤ 0 and g 2 (b) < 0, then there exists an optimal schedule σ such 
A polynomial-time algorithm
We first sort and re-label the n jobs so that they are in non-increasing order of their normal processing times, namely a 1 ≥ a 2 ≥ . . . ≥ a n . In the following,
Algorithm A.
Step 1: Initialization.
Step 2: Compute the values of m j+1 , m j+2 , m j+K+2 , and
Step Step Step 5:
otherwise, set:
Step 6: i := i + 1
Step Step 8:
Step 9:
Step 10: i := i + 1
Step 11: If j = K +1, set S 2 := J −S 1 . Let σ be the schedule obtained by arranging the jobs in non-increasing order of their normal processing times in S 1 , followed by arranging the jobs in non-increasing order of their normal processing times in S 2 , and d * = C σ(K) . STOP.
If k = n + 1, set S 1 := J − S 2 . Let σ be the schedule obtained by arranging the jobs in non-increasing order of their normal processing times in S 1 , and followed by arranging the jobs in non-increasing order of their normal processing times in S 2 , and d * = C σ(K) . STOP. Otherwise, go to Step 9.
Step 12: i := n.
Step 13:
Step 14: i := i − 1
Step 15 Step 16:
Step 17:
, S 2 := S 2 ∪ {i}; otherwise, set:
Step 18: i := i − 1
Step 19 To determine the computational complexity of Algorithm A, we note that
Step 5, Step 9, Step 13 and Step 17 can be completed in O(n) time, while
Step 7, Step 11, Step 15 and Step 19 can be completed in O(n log n) time.
Hence, the overall time complexity of the algorithm is O(n log n).
Property 10. Let σ be an optimal schedule and
Proof. If L i,j > 0, suppose to the contrary that a σ(i) > a σ (j) . Let σ be the schedule derived from σ by swapping i and j. Then,
For notational convenience, we define the following properties:
The next property is easily seen from Algorithm A.
Property 11. Let σ be a schedule produced by Algorithm A.
(1) If g 1 (b) > 0 and g 2 (b) ≥ 0, then σ satisfies properties (P 1 ), (P 2 ) and (P 6 ).
(2) If g 1 (b) > 0 and g 2 (b) < 0, then σ satisfies properties (P 1 ), (P 3 ) and (P 6 ). schedule that satisfies properties (P 1 ), (P 2 ), (P 6 ).
(2). If g 1 (b) > 0 and g 2 (b) < 0, then there exists an optimal schedule that satisfies properties (P 1 ), (P 3 ), (P 6 ). an optimal schedule. By repeating the above procedure, we eventually obtain an optimal schedule σ with properties (P 1 ), (P 2 ) and (P 6 ). 
Conclusions
This paper studies a single machine due-date scheduling problem of jobs with decreasing start-time dependent processing times. Our objective is to minimize the sum of earliness and tardiness. We show that the optimal schedule can be found in O(n log n) time. Future research may consider more general deterioration types.
