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Introduction
Over the past three decades, most of the world economies have undertaken marketoriented liberalization reform policies in order to boost economic performance. As a result, firms are more exposed to competition, which may motivate them to enhance research and development (R&D) expenditures. Since innovation is a major factor that determines the competitiveness of firms and economies, the extent of R&D expenditure has important bearing on the trade performance of any economy. Growth of R&D helps to modernize the tradable goods production, attracting domestic buyers away from imports and attracting foreign buyers to increase exports.
Several earlier studies suggest that the international price of a domestically produced trade good consists of two factors: the domestic price of good and the foreign exchange rate. R&D plays a major role in affecting the former factor through technological innovation that reduces the domestic relative price of the good (Caves et al. 1992; Gray 1987) . It has been observed that the R&D expenditure has been increasing in Australia over the years. Similarly, both exports and imports in this country have been rising consistently though imports still outweigh exports. This paper examines the existence of short-run and long-run dynamic association between R&D expenditure and trade performance in Australia and assesses the direction and magnitudes of causality using the vector autoregressive error-correction models.
The importance of R&D to international trade performance has been of ongoing interest to researchers. Many authors have investigated the temporal relationship between R&D expenditures and trade performance (export and import) in recent years. Wakelin (1998) examines the role of innovation on bilateral OECD trade performance and finds, innovation proxied by R&D expenditure is the key variable in explaining the competitiveness of OECD countries in world trade, particularly for the US and Japan. Gruber et al (1967) and Mansfield et al (1979) examine firm and industry-level R&D behavior with respect to foreign markets. In general, they find that firms and industries have significant ongoing R&D activity because of the foreign markets they have to serve. A study by Franko (1989) concludes that R&D intensity is a good predictor of corporate growth and the primary engine for increasing market share in global competition. His study shows that the decline in U.S. world market share of five industries during the 1970s could be attributed to a larger R&D intensity commitment on the part of European and Japanese counterparts. Cameron, et al. (2005) maintain that R&D plays a very significant role in raising productivity growth in UK manufacturing industries for the past the three decades . However, Engelbrecht (1998) argues that technology alone will not be able to overcome Australia's trade balance problems at least in the short and medium term. R&D intensive imports still dominate exports in Australia, which implies a revealed comparative disadvantage in R&D intensive products.
Traditional analysis posits that persistent trade deficits are a consequence of macroeconomic phenomena. However, it is also argued that the deficits reflect the relative decline in Australia's global competitiveness. The popular press and some academics frequently attribute the success of several high performing Asian countries to microeconomic factors. The commitment by Japan to R&D via government approved consortiums is considered a major reason for its rapid technological development and export-led growth.
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Business expenditure on R&D is considered an important determinant of an economy's international competitiveness and specialization patterns. These expenditures are vital to create, maintain, and improve product and process innovations. In particular, such expenditures are viewed as improving existing products, creating new products and /or rationalizing production process. These factors reduce the effective costs of internally traded goods and services and thus improve the cost competitiveness of the economy, which in turn improves the trade performance.
Previous studies, such as Landermann, and Pfaffermayer (1997), Engelbrecht (1998) , Basile (2001) and Aiello and Cardamone (2005) , examine the role of R&D from micro perspective (within firms and industries in relation to their foreign trade). In contrast, our research takes an alternative route by investigating from macro perspective:
whether there is any short-run and long-run inter-temporal effect of business R&D expenditures on aggregate trade performance (exports as well as imports) of Australia.
While this is theoretically sound, an empirical linkage should be investigated and established. This paper proceeds in the spirit of Kouassi, et al. (1999) and Narayan and Smyth (2005) , who test for temporal causality between terms of trade and current account deficit in the former case and among democracy, emigration and real income in the latter case.
The rest of the paper is organized as follows. The next section provides an overview of R&D expenditure in Australia, followed by a description of the econometric methodology employed in this paper. Section 4 reviews data and their time- 
Econometric Methodology
A voluminous studies has evolved after the seminal works of Granger (1969) and Sims (1972) on determining causality among macro variables such as money, income and interest rates; money, output and inflation; output, exports and exchange rates; output, consumption and prices; etc. However, the causal chain among trade variables and R&D expenditure has received less attention and still remains relatively unexplored.
Economic theory provides limited guidance for the modeling of the short-run and long-run dynamics of R&D outlays and the components of trade balance. Hence, we adopt a modeling strategy that emphasizes the information provided by the time-series properties of the data. Recent developments in the theory of cointegration by provide new techniques of testing dynamic linkages between variables. Granger (1988) claims that a prerequisite for two variables to establish a long-run equilibrium relationship is the existence of a dynamic causal relationship between them. Such a dynamic causal association of variables is a reflection of their short-run relationship. showed that if two variables are cointegrated then the variables follow a well-specified error-correction model. The error-correction term in this model stands for the short-run adjustment to long-term equilibrium trends. Therefore, the error-correction model provides a means of testing the dynamic relationship between the two variables. Hence, an econometric definition by dynamic association or causality between variables, as suggested by Granger (i.e. Granger causality), will be the major point of this empirical investigation. Vector Autoregressive Model (VAR), popularized by Sims (1980) will be applied in this study. Given the presence of potential two-way relationships between R&D expenditures and trade variables, the estimation of a VAR model to test causality hypotheses is more reliable than that of a single equation model.
VAR systems treat all variables as endogenous avoiding thus infecting the model with false identifying restrictions (Sims, 1980) . Beyond Granger causality tests, this study explores the effects shocks in each variable beyond the sample period through variance decomposition and impulse response functions.
The decomposition of variance analysis offers a sophisticated technique for examining the VAR system dynamics that helps to determine the relative strength of the Granger causality. The advantage of using variance decomposition lies in its ability to provide information about the relative importance of random innovations. In particular, it is able to provide information on the percentage of variation in the forecast error of a variable explained by its own innovations and the proportion explained by innovations in other variables in the system through the dynamic structure of the VAR. Sims (1980) notes that if a variable is truly exogenous with respect to the other variables in the system, own innovations will explain all of the variables' forecast error variance. Finally, impulse response functions are introduced here to trace out the responsiveness of the dependent variables in the VAR to shocks to each of the variables. the variables are first differenced. Thus, the null hypothesis of the presence of a unit root in these variables is rejected, which imply that these variables are stationary in first differences and therefore integrated in order 1, i.e. I(1).
Data and Time-Series Properties

Analysis of Empirical Results
The empirical analysis reported here is based on two-stage estimation. In the first stage, cointegration analysis is used to identify conintegrating relationships among these variables. This is important because if two nonstationary variables are cointegrated, a VAR model in the first difference is misspecified. If cointegration relationship is identified, the model should include residuals from the vectors (lagged one period) in the dynamic VECM system.
Identification of Cointegration Relationship
Tests for cointegrating relationship between variables are conducted using the Johansen Table 2 .
In order to carry out the cointegration test, the Schwartz information criterion is used to select the optimal lag length i.e. the order of the VAR model. This criterion suggests a VAR of order of 4, but since there is flexibility in the selection criteria and due to the nature of data used in this study a VAR of order 7 is used for exports (LEXP) and business R&D (LBR&D) as well as imports (LIMP) and business R&D (LBR&D), while a VAR of 3 for exports-imports ratio (LNEXP) and business R&D (LBR&D) is used. respectively. Moving on to test the null of at most 1 cointegrating vectors, the trace statistic is 3.86, while the 5% critical value is 3.76, so the null is just rejected at 5% (and not rejected at 1%). Therefore, there is at least one cointegrating vector between exports and business R&D.
The maximal eigenvalue test for LIMP and LBR&D of the null hypothesis that there are no cointegrating vectors against the alternative of 1 and at most 1 against the alternative of more than 1 cointegrating vectors are rejected both at 1% and 5% level of significance. However, the Johansen test suggest that the null hypothesis of no cointegrating vector is just rejected at 5% level (not at 1% percent level). The other null hypothesis cannot be rejected. This indicates that there is at most one cointegrating vector between imports and business R&D. Similarly, the Johansen trace statistic for LNEXP and LBR&D the null hypothesis of no cointegrating vector is rejected both at 5% and 1% level of significance suggests that there is at least 1 cointegrating vector (reference Table 2 ).
Vector Error-correction Model and Granger Causality Test
We find that the variables in question are stationary and there is at least one cointegrating vector for each pair-wise relationship. However, cointegration does not detect the direction of Granger causality among variables. Therefore, vector error-correction models (VECM) are estimated in order to find the direction of causality. The included lagged errorcorrection term in the VECM provides an additional channel of Granger causality. To test the effects of independent variables including all lagged variables, the F-test framework is used. These tests are referred to as Granger causality tests.
The summary of the pair-wise Granger causality tests are reported in Table 3 .
These results indicate that business R&D Granger-causes exports, imports and exportimport ratio, as the null hypotheses are rejected at least at the 5% level of significance in each of these cases. The test results also indicate a non-rejection of the null hypothesis at 5% level of significance in the case of export, import and export-import ratio suggesting that business R&D is not Granger caused by exports, imports or the export-import ratio. Note: The vector error-correction model (VECM) is based on an optimally determined (Schwartz Information Criterion) lag structure and a constant.
Test of Source of Variability
The Granger causality tests suggest that business R&D has significant impact on exports, imports and export-import ratio. However, the F-tests fail to explain the sign of the relationship between variables (such as export and business R&D) or how long these effects require to take place. In other words, F-test results do not reveal whether the change in any given variable has a positive or negative effect on other variables in the system. Neither do the F-test results indicate how long it would take for the effect of that variable to work through the system. The variance decomposition and VAR impulse response functions provide such information.
Variance Decomposition
The variance decomposition provides the proportion of the movement in the dependent variables that is due to their 'own' shocks versus shocks to the other variables. The results of the variance decomposition over a 40-quarter time horizon are presented in Tables 4-6.
The results indicate that disturbances originating from exports lead to the greatest variability to future exports; they contribute about 75% for the 12 quarters (3 years) ahead while business R&D contributes only 25% to the variation of exports. The proportion of variance in future exports due to its own innovation declines gradually, but it remains about 33% until 40 quarters (10 years). This implies that business R&D contributes about 67% to the future exports after 10 years. The results ( Table 6 ) also show that a substantial portion of the variances of business R&D is explained by its own innovations, such as 92% in 10-quarter, 84% in 20-quarter and about 80% in 40-quarter periods respectively.
This implies that exports explain very little portion of variation in business R&D even in the long-run. Note: The decompositions are reported for one-, ten-, twelve-, twenty-, thirty-and forty-quarter horizons. Ordering used here is LEXP LBR&D. However, changing the order did not alter the results to any substantial degree. This is because Choleski decomposition is used in order to orthogonalize the innovations across equations.
The results reported in Table 5 show that even after 10-quarter horizon about 92% of the variation in imports is explained by its own shocks and the rest 8% is explained by the innovations of business R&D. As time elapses into the long run, say 40-quarter horizon, about 48% of the forecast error for import is explained by its own innovations and about 52% is explained by the innovation of business R&D. In case of business R&D, even after 20-quarter horizon, about 96% variation in the forecast error for is explained by its own innovations and only 4% is explained by the innovation of imports. As time elapses into the long run, about 92% of the variation in the forecast error for business R&D is explained by its own innovations and only about 8% is explained by the innovation of import. Note: The decompositions are reported for one-, ten-, twelve-, twenty-, thirty-and forty-quarter horizons. Ordering used here is LIMP LBR&D. However, changing the order did not alter the results to any substantial degree. This is because Choleski decomposition is used in order to orthogonalize the innovations across equations. The results presented in Table 6 show that about 99% of the shocks in export-import ratio at the 12-quarter horizon are accounted for by its own shock and the remaining 1% is explained by business R&D. As time elapses into long-run, say up to 40-quarter horizon the variation in the forecast error for export-import ratio is substantially explained by its own innovations and only about 2% is explained by the innovation of bus R&D. By similar fashion, about 98% of the variation in the forecast error for business R&D is explained by its own innovations and only about 2% is explained by the innovation of export-import ratio for the 12 quarter period. As time elapses into the long run, about 93%
of the variation in the forecast error for business R&D is explained by its own innovations and only about 7% is explained by the innovation of export-import ratio.
Impulse Response Function
The orthogonalized impulse response functions provide a slightly different method for examining the VAR system dynamics. Basically, they trace out the responsiveness of the 
Horizons
LEXP LBR&D
In response to a unit standard error (SE) shock in exports (Figure 3 ), future exports increase just over 2% and then decline gradually until dying out after the 23 rd period.
However, the response of exports to a unit SE shock in business R&D has persistence effects and does not generally die out. Exports' response to a unit SE shock in business R&D increases up to the 26 th period horizon and then decreases, remaining positive throughout. A unit shock originating from business R&D (Figure 4 ) produces up to 7% increase in exports in the first quarter and, while declining quickly, persists in the long run. However, a unit shock of business R&D in itself is negative until 26 th quarter, remaining at zero thereafter. 
Horizons
LIMP LBR&D
The results reported in Figure 5 indicate that the response of imports to a unit standard error shock in itself is 1.5% in the first quarter, rising to 4% in the 7 th quarter and then gradually declining until dying out. This implies that the speed of adjustment is very fast. The response of business R&D to a unit SE shock in imports has persistence effects and does not generally die out. 
Horizons
LIMP LBR&D
In Figure 6 , the response of business R&D to a unit SE shock in imports is positive throughout and, although declining, does not die out. The response of business R&D to a unit SE shock to itself is negative up to 80 th quarter and then reaches to zero for the rest of the period of horizons considered for this test.
A one unit SE shock originating from export-import ratio itself (Figure 7 ) results in an approximately 1.5% increases in the first quarter, rising to 3.5% in the 5 th quarter. The adjustment, however, undergoes reversal (-1%, almost 2%) between the 8 th and 15 th quarter. The response of business R&D to a unit SE shock in the export-import ratio is very small and dies out in the long-run. Finally, a unit SE shock originating from business R&D to export-import ratio results in an approximately 7% rise (Figure 8 ) in the first quarter and then steadily declines while persisting up to the long run. However, the responses of business R&D to a unit SE shock in itself (Figure 8 ) is small, starting from zero in the first quarter reaches to just over 1% in the 7 th quarter, and then fluctuates a little between the 10 th and 40 th quarter before dying out in the long-run. 
Horizons
LNEXP LBR&D
The test results of the variance decomposition and impulse response functions, with the exception of the results for the export-import ratio and business R&D, are consistent with the results of Granger causality test. The impulse response functions in this study gradually decline, but do not die out in the cases of exports to itself, business R&D to exports and imports, imports to business R&D and the export-import ratio to business R&D. Rather, the effect of shocks for these cases persist into the long-run.
Conclusions and policy implications
This paper applies cointegration and vector error-correction models to explain the causal relationship between business R&D expenditure and trade performance in Australia. The main contribution of this paper is to address the issue of short-run dynamics of business expenditure on R&D and trade performance within a long-run framework. The results of the cointegration analysis show that R&D expenditures, exports, imports and exportimport ratio are cointegrated, indicating that there is a stable long run relationship between them. The results of causality analysis show that business R&D Granger causes exports, imports and net exports, which suggests that business R&D has important consequences for trade performance in Australia. Furthermore, the effects to shocks in business R&D in exports, imports and net exports are shown have strong persistence, so that they cannot be dismissed as purely short-run phenomena.
We find that innovations in business R&D expenditure have positive and persistently impact on both exports and imports, so that trade activity is enhanced in both the short and long run. Such impacts are positive for economic well being when increased integration into the world economy is viewed as promoting competition and increased choice of product varieties. Further, we find that the impacts are not totally offsetting, with net exports also positively and persistently impacted by shocks to business R&D. Thus, government policies that lift expenditures on business R&D are shown to contribute to the narrowing of Australia's chronic trade deficits.
