Using the Spencer-Goldschmidt version of the Cartan-Kähler theorem, we give conditions for (local) existence of conservation laws for analytical quasi-linear systems of two independent variables. This result is applied to characterize the recursion operator (in the sense of Magri) of completely integrable systems.
Introduction
A conservation law for a (1-1) tensor field h on a manifold M is a 1-form θ which satisfies dθ = 0 and dh * θ = 0, where h * is the transpose of h : (h * θ)(X) := θ(hX).
Conservation laws arise, for example, in the following classical problem. Consider a system of n quasi-linear equations in two independent variables :
∂x j ∂v = 0 (i = 1, ..., n) ( * ) (repeated indices being summed from 1 to n). If θ := λ i (x) dx i is a conservation law with respect to the (1-1) tensor field defined by the matrix h i j , there exist locally two functions f and g so that θ = df and h * θ = dg, i.e. λ i = ∂f ∂x i and h i j λ i = ∂g ∂x j , and we have
Then for any solution x i (u, v) of the system (*), we have ∂f (x(u, v)) ∂u + ∂g(x(u, v)) ∂v = 0, and it contains a conservation law in the sense of Lax [9] . Many interesting properties have been developed for systems of partial differential equations which contain conservation laws, and in particular for systems which can be expressed entirely in terms of conservation laws. It is therefore of interest to know when these conditions are satisfied.
More recently, conservation laws have been employed by Magri in his classical paper concerning Hamiltonian completely integrable systems [11] : h is the recursion
where h = (P −1 •Q) * . Then dK is a conservation law for h.
One can easily prove that the compatibility condition for P and Q is equivalent to the fact that the Nijenhuis bracket [h, h] vanishes, and it is not difficult to show that h * θ, h * 2 θ, ..., h * i θ, ... are conservation laws for h if θ is a conservation law. Then we have (locally) a sequence of first integrals for the system, which, since [h, h] = 0, are in involution. If these first integrals are functionally independent and their number is equal to the number of degrees of freedom, then the system is completely integrable in the sense of Liouville. It is natural to ask when these conditions for h are satisfied.
Locally, giving a conservation law is equivalent to giving a function f such that
Thus the study of the local existence of conservation laws is equivalent (in an analytic context) to the study of the formal integrability of the differential operator d • h * • d. This problem has already been studied by Osborn, who, using Cartan's theory of exterior differential systems, showed the existence of conservation laws when h has constant coefficients in a suitable coordinate system [13] . For a generalization of this result, as Osborn [14] has already noted, it is useful to decompose h on cyclic subspaces. In a previous paper [2] we proved, using the Spencer-Goldschmidt version of the Cartan-Kähler theorem, that there are no obstructions to solving the problem when h is cyclic.
In the general case further difficulties arise. In fact, the differential operators which appear naturally in the construction of the exact sequence for the first prolongation of the symbol, i.e. d and d h , do not suffice to characterize the obstruction space, because the dimension of this space is too big. However, using the fact that the iterations of a conservation law by h are also conservation laws, we are able to determine supplementary obstructions.
The main result of the present paper, whose essential ideas were given in Mehdi's thesis in 1991 [12] , can be expressed as follows. Let h be an analytic (1-1) tensor field with [h, h] = 0, and suppose that its "algebraic type" is constant. For any eigenvalue λ of h whose multiplicity is p in the minimal polynomial, we introduce the following notation: g := (h − λid), C s ∈ ∧ 2 (Kerg s ) * ⊗ T M (with s = (1, ..., p)) Thus in the analytic context the 1-forms at x o which can be lifted to a germ of conservation laws are just the forms ω o satisfying C * s (ω o ) = 0, if the differential operator is formally integrable.
If we consider the particular case of the existence of a "complete" system of conservation laws, that is, every 1-form at x o can be extended to a germ of conservation laws (this being the case for "completely integrable systems"), a geometrical interpretation of this result can be given. The obstructions express the integrability of the "characteristic flags" Kerg s (s = 1, 2, ..., p) and the invariance of the eigenvalues on the "maximal leaves" Kerg p or on the "maximal proper leaves" Kerg p−1 . They can be described by saying that h can be written, in suitable coordinates, with affine coefficients. More precisely, we have:
Corollary. The following two statements are equivalent: a) There exists a neighborhood U of x o which admits a complete system of germs of conservation laws (i.e. each ω o ∈ T * xo can be extended to a germ of conservation laws on U ). b) Let λ be an eigenvalue of h with multiplicity p in the minimal polynomial. If p = 1, then the characteristic leaves are 1-dimensional; if p ≥ 2 then either λ is constant on the maximal leaves, or λ is constant on the maximal proper leaves, which, in this case, are necessarily 1-codimensional in the maximal leaves.
Note. Recently, F. J. Turiel [17] , using a completely different technique, obtained a nice generalization of this last result in the C ∞ case (the essential ideas appeared in a different context in his earlier paper [16] ). His result agrees with our normal form in Theorem 3.4.
1.
Involutivity of the symbol and characterization of the obstruction space 1.1. Conservation laws. We use the same notations as in [2] . In particular, M being a differentiable manifold, we denote by T and T * the tangent and the cotangent bundles and by Λ k T * and S k T * the bundles of the skew-symmetric and symmetric k-forms. Let E −→ M be a vector bundle; E will denote the sheaf of germs of the sections of E, and J k (E) the vector bundle of the k-jets of the sections of E. If L is a field of vector valued forms (L ∈ ∧T * ⊗ T ), then we denote by i L and d L the derivations of type i * and d * associated to L (cf. [5] ). We recall here briefly only what is needed in this paper.
If h is a (1-1) tensor field, one defines
is the so-called "Frölicher-Nijenhuis torsion", which will play a central role in our paper. As is well known, one has d 2 h = 0 if and only if [h, h] = 0 We shall use the Spencer-Goldschmidt version [7] [15] of the Cartan-Kähler theorem [3] [10] . For a complete exposition see [1] ; a very accessible presentation is given in [6] . In Appendix 2 we give some basic elements in the linear case in order to explain our notation and to help the reader to follow the demonstration. Definition 1.1. Let h ∈ T * ⊗ T ; a conservation law for h is a field of 1-forms θ ∈ T * which satisfies dθ = 0 and d h θ = 0.
In this paper we suppose that h has a constant algebraic type. This means that if P h (X) := (X − λ 1 ) α1 ...(X − λ p ) αp is the characteristic polynomial of h, then the dimensions of the spaces Ker (h − λ i ) r i (for i = 1, ..., p and r i = 1, ..., α i ) and the α i are locally constant.
Locally, to give a conservation law is equivalent to giving a function f such that
The following proposition is crucial for the rest of the paper:
Then for every θ ∈ T * one has
In particular, every conservation law for h is a conservation law for h i (i ≥ 1), and the identity
Proof. One has
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It is easy to prove by induction the following identity, which holds when [h, h] = 0:
Then
1.2. Involutivity of the differential operator dd h . Proposition 1.2. The differential operator dd h is involutive.
Proof. Since the degree of dd h is 2, its symbol is a map σ o : S 2 T * −→ ∧ 2 T * . As in [2] we have
Its prolongation is a map σ i : S 3 T * −→ T * ⊗ ∧ 2 T * , and
In order to calculate the dimension of these spaces at a point x ∈ M , consider a decomposition of T x M into cyclic subspaces:
We let q i := dimV i and suppose that V i are arranged in such a way that q 1 ≥ q 2 ≥ · · · ≥ q s , where q i are the degrees of the elementary divisors.
Let v 1 i be a generator of V i (for i = 1, · · · , s) and denote v α
form a basis of T x M which is called "adapted" to the decomposition into cyclic subspaces. We shall show that, up to a permutation, this is a quasi-regular basis.
, whose number is jq j . Therefore dimg o = s j=1 jq j .
In the same way let ψ ∈ g 1 ; ψ is symmetric and the
Therefore
Let B = {v 1 1 , v 1 2 , · · · , v 1 s , · · · } be a basis of T x M obtained from an adapted basis after transpositions putting the generators v 1 1 , · · · , v 1 s in the first s places. We shall show that this basis is quasi-regular.
One has
and, more generally,
Then, if we denote by {e 1 · · · e n } the basis B (n = dimM ), we have
which shows that B is quasi-regular.
1.3. The obstruction space. Let P = dd h ; we have the following diagram of exact sequences:
Since P is involutive, proving the formal integrability is equivalent to proving that π 3 is onto. For that, we need a "good interpretation" of the obstructions space K. Let us introduce the following notations.
being a basis adapted to a decomposition of T x M in cyclic subspaces, we set
Let n α := dim E α (cf. T able 1) Table 1 dimension
Note that n 1 = s = number of cyclic subspaces and that n 1 ≥ n 2 ≥ · · · ≥ n q1 , and q1 α=1 n α = n. When s = 1, n 1 = n 2 = · · · = n q1 = 1 and q 1 = n, we have the cyclic case.
Indeed,
On the other hand, let ϕ( ) be the number of subspaces E i whose dimension is . If one computes the number of skew-symmetric matrices built on every space
If one computes the columns of Table 1 , it is not difficult to prove that q α = ϕ(α) + ϕ(α + 1) + · · · + ϕ(s). Thus:
Taking into account Proposition 1.3 and the identity n = s j=1 q j , a standard computation proves that
From this one can easily deduce:
2. The nilpotent case 2.1. The exact sequence of the symbol. In this section, we suppose that h is nilpotent of order p , p ≥ 2, the case p = 1 being trivial. According to the notations of paragraph 1.3 , q 1 = p is the degree of the minimal polynomial of h. Table 1 that the vectors v q1 1 , · · · , v qs s (the last of each line) span Ker h; in the same way the last two of every line span Ker h 2 , and so on. Then if we set
One has dimF α = n α , and therefore
and a basis of F α by the nonzero vectors v qi−α+1
Thus the bases E α and F α have the same cardinality.
Proposition 2.1. Suppose that h is nilpotent of order p (p = q 1 ) and let, for α = 1, · · · , p, ρ α :
Proof. One can easily see that
Let S be the system defined by ρΩ = 0, and S the subsystem defined by ρ α Ω Fα∧Fα = 0 (α = 1, · · · , p).
One has rkS ≤ rkS. On the other hand, if we use a basis adapted to the decomposition T M = F 1 ⊕ · · · ⊕ F p , S can be written as
Noting that the variables B rs ij do not appear formally in the system if and only if v r i = 0 or v s j = 0 (that is: if and only if r ≤ 0 or s ≤ 0), it is not difficult to show (cf. Table 1) that n α ≥ i implies q i ≥ α. Therefore, in each equation all the variables appear, and then each equation appears in the system. Hence S contains Remark 1. In particular, we showed that
In the same way, it can be shown that
2.2. The space of second order formal solutions.
It can be easily shown that C h ∈ ∧ 2 (Ker h) * ⊗ Im h (that is: C h is a tensor), and it is obvious that C h = 0 if and only if Kerh is involutive.
We denote by K i the subspace of Im h i spanned by the image of
Suppose that h is nilpotent of order p, and let R 2 be the space of second order formal solutions of the differential operator dd h at a point
In other words, a form ω ∈ T * xo can be lifted to a second order solution if and only if
Proof. A straightforward calculation shows that
holds for every functions f , where ∇ is a linear connection without torsion on M and A is the alternation operator :
Let f be a germ of a function at x o such that ω xo = (df ) xo and θ xo = (∇df ) xo (which exists, as can be verified easily in a normal coordinate system). We have
This proves that ω xo can be lifted to a second order solution.
The opposite assertion is obvious from the identity
can be lifted to a second order formal solution at x o . In particular
Corollary 2.2. Let h p = 0. Then every form in T * can be lifted to a second order formal solution if and only if Kerh, Kerh 2 , · · · , Kerh p−1 are involutive.
Remark. There exist nilpotent tensor fields h of type (1-1) satisfying [h, h] = 0 for which Kerh is not involutive. Consider, for example, the field h on R 6 defined by
One can easily verify that h 3 = 0, [h, h] = 0, and K 1 is spanned by ∂ ∂x 3 ; thus 
. Then τ • σ 1 = 0 and K Im τ. In other words, if τ : T * ⊗ ∧ 2 T * → K, ω → τ (ω), then the sequence
Proof. It is a straightforward verification that τ 1 • σ 1 = τ 2 • σ 1 = 0 (cf. [2] ). On the other hand τ α
We have to prove that the rank of the system τ (ω) = 0 is equal to the dimension of K. Consider the system S defined by τ (ω) = 0. Lemma 2.1. The system S is equivalent to the system
Indeed τ r 3 ω = 0 if and only if ∀X 1 ∈ E 1 ρ r (i X1 ω) = 0, which is equivalent to ρ r (i X1 ω) Fr ∧Fr = 0 according to Remark 1. Note that the system S contains 1.4) we have only to prove that there are exactly s j=1
be a basis adapted to the decomposition into cyclic subspaces, and note that v β j ∈ F r (r = 1, · · · , q 1 ) and v β j = 0 if and only if β = q j + 1 − r. Let us set
Let θ be an integer such that 3 ≤ θ ≤ q i + q j + q k + 1. It is not difficult to show that the variables C αβγ ijk with α + β + γ = θ appear only in the following equations:
Then, if B θ ijk denote the subsystem of these equations, all these subsystems are independent. Hence, the rank of the system S is the sum of the ranks of the blocks B θ ijk .
Lemma 2.2. The equations in each block B θ ijk are all independent, except for those in the blocks B θ ijk such that
whose equations are related exactly by one linear relation.
The proof of this lemma is very technical; we give it in Appendix 1. According to this lemma, the corank of S is equal to the number of blocks B θ ijk satisfying the condition ( * ) of the lemma. Now, for every fixed i, j, k such that
On the whole there are s =1 (a + b )q independent linear relations, where: a = number of(i, , k)
Then the number of linear independent relations of the system S is
(j−1)(2s−j−2) 2 q j , and this completes the proof of Proposition 2.3.
2.4.
Formal integrability of dd h in the nilpotent case. In this section we prove the following theorem: (U, V ) ).
Then the differential operator dd h is formally integrable at x o if and only if for every second order solution
According to the results of the preceding sections, we have to show that for any linear connection ∇ on M , one has τ (∇dd h f ) xo = 0 when (dd h f ) xo = 0. As in [2] one can see easily that τ 1 
On the other hand,
A particular case is when every 1-form on a open set can be extended in a germ of conservation laws (this is the case of "completely integrable systems"). One has: Indeed, these conditions are required in order to lift arbitrary initial conditions to second order solutions (cf. 2.2). On the other hand, if they hold, then second order solutions can be lifted to formal solutions (because C h α = 0 for any α = 1, ..., p − 1) which actually are analytic according to the convergence theorem (cf. Appendix 2, Theorem 1).
Corollary 2.4. (Normal form for h).
Let h be nilpotent of order p, analytic, satisfying [h, h] = 0, and suppose that Kerh, Kerh 2 , · · · , Kerh p−1 are involutive. If x o ∈ M , then there exist local coordinates (x 1 · · · x n ) in a neighborhood of x o for which h has the form 
where the J q k are q k -dimensional Jordan blocks.
In particular, the G-structure associated to h is integrable.
Indeed, let T * xo = W 1 ⊕ · · · ⊕ W s be a decomposition into cyclic subspaces associated to h * , and consider a generator ω 1 of W 1 . According to Corollary 2.2 there exists a conservation law ω 1 for which ( ω 1 ) xo = ω 1 , and then a function x 1 such that ω 1 = dx 1 . Since h * ω is a conservation law, there exists (locally) a function x 2 such that h * ω = dx 2 . Now
In the same way h * 2 ω 1 , · · · , h * q1−1 ω 1 are conservation laws (q 1 = dimW 1 ); then there exist functions x 3 , · · · , x q1 such that dx j = t h j−1 ω 1 . Clearly,
Repeating this construction on the other cyclic subspaces, we obtain the matrix of h * in the local coordinates (x 1 · · · x n ); its transpose is the matrix of h in this coordinate system.
Reduction to the nilpotent case
3.1. The case where the minimal polynomial is (X − λ) p . In this subsection we suppose that h has only one eigenvalue λ, of multiplicity n. Let (X − λ) p be the minimal polynomial of h. The case p = 1 being trivial 1 , we suppose that p ≥ 2. Note that the endomorphism g := h−λid is nilpotent. Since dd g f = dd h f −dλ∧df , dd g and dd h differ by a first order differential operator. It follows that if σ λ o and σ λ 1 denote the symbols of dd g = dd h−λid , and its first prolongation, and K In particular, if λ is a constant (this is the so-called "0-deformable" case) one has 1 2 [g, g] = 0, and then dd h = dd g . Therefore all the results of preceding sections can be applied immediately and, in particular, one has:
In order to generalize the result to the case where the eigenvalue is not constant we need the following lemma. 
If we put t := r + s, we obtain
and then ρ λ
Let us set
and let K λ α be the subspace of Im g α−1 ∪ Kerg α spanned by the image of C λ α . The following proposition can be proved in the same way as Proposition 2.2. Proposition 3.1. Suppose that [h, h] = 0 and that the minimal polynomial of h is (X − λ) p , p ≥ 2. If R 2 denotes the space of second order formal solutions of the operator dd h at x o ∈ M and π r : R 2 −→ T * xo is the restriction π 2 = π |R 2 , then
The following corollary can be deduced in the same way as Proposition 2.1 and Proposition 2.2 : In order to check the formal integrability of dd h , we only have to prove that for any linear connection ∇ on M one has τ α,λ
, then under the hypotheses of Proposition 3.1 we have the following theorem: 
Geometrical interpretation of the obstruction. Definition 3.1. Let h be an endomorphism field of T M and λ an eigenvalue of h whose multiplicity in the minimal polynomial is p. We say that the characteristic flag associated to λ is integrable if the distributions Ker(h − λid), Ker(h − λid) 2 , · · · , Ker(h − λid) p are involutive. The leaves of the integrable distribution Ker(h− λid) p (respectively, Ker(h− λid) p−1 ), are called "maximal leaves" of the characteristic flag (respectively :"maximal proper leaves" of the characteristic flag). Proposition 3.2. The following two statements are equivalent:
1. C λ α = 0 for any α = 1, · · · , p. 2. The characteristic flag is involutive and dλ∧g p−1 = 0. This last condition is equivalent to the following: either λ is constant, or the codimension of the maximal proper leaves is 1 and λ remains constant on these leaves.
Indeed, if λ is constant, C λ α = 0 for any α = 1, · · · , p is equivalent to C g α = 0, which means that the characteristic flag is involutive.
Suppose that dλ = 0. For α = p the condition 1 is dλ ∧ g p−1 = 0, which means that Kerdλ = Kerg p−1 (in particular, λ is constant on the leaves and the rank of
that is, C g p−1 = 0, because Kerdλ = Kerg p−1 . By induction one can easily see that C λ α = 0 for all α = 1, · · · , p is equivalent to the integrability of the characteristic flag.
Finally, we have Theorem 3.2. Let h ∈ T * ⊗ T be an endomorphism field with [h, h] = 0, and suppose that the minimal polynomial of h is (X − λ) p (p > 1). If the characteristic flag is integrable and dλ ∧ (h − λid) p−1 = 0 (that is, either λ is constant, or the codimension of the maximal proper leaves is 1 and λ remains constant on these leaves), then dd h is formally integrable.
Theorem 3.3. (Normal form of h). Let h be an analytic endomorphism with
[h, h] = 0, and suppose that its minimal polynomial is (X − λ) p (p ≥ 2). Fix a point x o ∈ M .The following two statements are equivalent 1. There exists a neighborhood U of x o such that every x ∈ U admits a complete system of conservation laws (i.e. every ω o ∈ T * x can be prolonged in a germ of conservation laws).
2. The characteristic flag is involutive and dλ ∧ g p−1 = 0 (i.e., either λ is constant, or the codimension of the maximal proper leaves is 1 and λ remains constant on these leaves).
If the above statements hold, then for suitable local coordinates in a neighborhood of x o , h takes the form
where q 1 , q 2 , · · · , q s are the degrees of the elementary divisors,
is the block corresponding to the elementary divisor (X − λ) qj , and
(If p = 1, condition 1 is satisfied if and only if the dimension of M is 1.)
The general case.
We suppose now that the minimal polynomial of h is m h (X) = (X − λ 1 ) p1 · · · (X − λ r ) pr .
Taking into account the identity g pi , g pi = 2pi−1 k=0 a k d g k λ ∧ g 2pi−k−1 , where a k ∈ R are appropriate constants, it is not difficult to prove the following property: Our main theorem can now be proved by restricting to the characteristic subspaces. Namely, let us suppose first that in the minimal polynomial p i ≥ 2 for every i = 1, ..., r and that condition 2 in Theorem 3.3 is satisfied for every G i and for every h i . Let ω o ∈ T * xo and consider its decomposition on the dual spaces of G i :
Then ω o can be prolonged to a conservation law.
Conversely, suppose that there exists a neighborhood U of x o such that, for any y ∈ U , every ω ∈ T * y can be prolonged to a conservation law. Let us decompose U = U 1 × · · · × U r as above, and write y = (y 1 , ..., y r ). Considering a form α 1 ∈ T * y1 U 1 as a form of T * y U , we can construct a conservation law df on U such that (df ) y = α 1 . It is not difficult to see that the function f 1 on U 1 defined by f 1 (x 1 ) = f(x 1 , y 2 , ..., y r ) gives rise to a conservation law df 1 on U 1 such that (df 1 ) y1 = α 1 (this is due to the fact that G i is integrable: consider, for example, the expression of dd h f in local coordinates adapted to the decomposition U = U 1 × · · · × U r ). Then h i satisfies condition 2 of Theorem 3.3. Therefore, taking into account the remark in footnote 1 of section 3.1 for the case where an eigenvalue has multiplicity 1 in the minimal polynomial, and noting that the vector space spanned by the image of C λi s is included in G i for any s, we can state: 
Then: Remark. The above theorem remains true in the case when h has complex eigenvalues, and the proofs are the same. Indeed if ω xo is a real 1-form, the real part of the complex conservation law whose existence is ensured by Theorem 3.4 will be the real conservation law which takes the value ω xo at x o .
Appendix 1. Proof of Lemma 2.2
We shall use the technique of successive separations of equations, which is explained in [2] . For more details cf. [12] .
The demonstration can be divided into three steps, according to the number of cyclic subspaces which arise. STEP 1. Each block B θ iii contains only independent equations. The statement is proved in [2] , because, for each i the subspace V i is cyclic. STEP 2. Each block B θ jii , with i = j, contains only independent equations. Suppose that i < j (the proof in the case i ≥ j is similar: for more details cf. [12] property satisfied for C 1βγ
The proof follows Schema 1, which summarizes the following induction argument. For every β and γ, C 1βγ j i i is a pivot for equation L 1βγ j i i : therefore these equations are separable. On the other hand C α+1 β γ j i i appears only in L 1 γ α+1 j i i (this equation has just been separated) and in M 1γα j i i (which becomes separable). Therefore the block B 1 is separable and contains only independent equations. Suppose that the property is satisfied at order α. C α+1 β γ j i i appears only in L α+1 β γ j i i and in M αβγ j i i , which has been separated by the induction hypothesis. Then L α+1 β γ (r > 1) .The argument is slightly different depending on whether r + q i is even or odd.
For r + q i = 2p + 1 the proof follows Schema 2 (which should be read in the same way as Schema 1):
property satisfied for
For r + q i = 2p one follows Schema 3: property satisfied for
a) Case θ < 2+q i . We have to prove that the equations of B θ ijk are independent. If θ < 2 + q j , B θ ijk contains only the blocks B α of Lemma 2 and in this case the property follows from Lemma 2. We set R k+l := Ker p l (P ). R k+l is called the space of formal solutions of order k +l.
Definition. The operator P is formally integrable if the restrictions π k+l : R k+l → R k are surjective for all l ≥ 1.
In the analytic context formal integrability guarantees the existence of genuine local solutions "for any initial data". The following theorem is due to Ehrenpreis, Guillemin and Sternberg [4] and Malgrange [10] :
Theorem. Let P be an analytic linear differential operator which is formally integrable; then In order to prove the formal integrability of P , according to the definition we should verify an infinite number of conditions. The Cartan-Kähler theorem permits us to establish the formal integrability by a proof involving only a finite number of steps. In order to state this theorem, we introduce first the notion of involutivity (for simplicity we give here, as definition, a necessary and sufficient condition due to Serre).
The A differential operator is called involutive if at every point there exists a quasiregular basis.
One has:
Theorem. (Cartan-Kähler-Spencer-Goldschmidt). Let P be a k-order linear differential operator. Suppose that the ranks of fiber bundles R k and R k+1 are constant, and that the following conditions are satisfied.
1. P is involutive. 2. π k+1 : R k+1 −→ R k is surjective. Then P is formally integrable.
The involutivity insures that there are no more obstructions to extending formal solutions of order k to formal solutions of higher orders.
In practice, the surjectivity of π k+1 is shown in the following way. One has the diagram of exact sequences
By a standard diagram-chasing argument, we obtain a map ϕ : R k −→ K, and it is a straightforward verification that π k+1 : R k+1 −→ R k is surjective if and only if ϕ = 0. K is called the obstruction space.
In order to calculate ϕ, one makes use of an arbitrary connection ∇ on the bundle F , ∇ : F −→ T * ⊗ F , that is, in jet notation,
With a slight abuse of notation one can write ϕ(j k (s)(x)) = τ (∇P (s)) x for x ∈ M and every s ∈ E with P (s) x = 0.
To summarize, in order to prove the formal integrability, and consequently the existence of genuine local solutions in the analytic case, one needs to I. prove involutivity, II. construct the map τ and, for that, give a "good interpretation" of K, and III. show that τ (∇P (s)) x = 0 ∀s ∈ E for which P (s) x = 0,
where ∇ is a connection on F .
