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Abstract
The well known Warren-Averbach theory of diffraction line profile broadening is shown to be applicable to time of flight data
obtained from a neutron spallation source. Without modification, the method is applied to two very different examples; a cold
worked ferritic steel and a thermally stressed alumina-30% SiC composite. Values of root mean square strains averaged over a
range of lengths for the ferritic steel were used to estimate dislocation densities; values were found to be in good agreement with
geometrically necessary dislocation densities independently measured from similarly orientated grains measured from electron
backscatter diffraction analysis. An analytical model for the ceramic is described to validate the estimate of root mean square
strain.
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1. Introduction
The seminal theory by Warren and Averbach [1, 2, 3] to
describe the plastic deformation of metals provides a method
to quantify crystallite size and strain from broadened diffrac-
tion line profiles. Size broadening can arise from both coher-
ent and incoherently diffracting domains, as discovered ear-
lier by Scherrer [4]. Such domains are microstructural fea-
tures that may comprise grains, twins, stacking faults, second
phase particles, subgrain or deformation mosaicity structures.
Strain broadening results from imperfections in the diffracting
lattice that, themselves, generate inhomogenous crystalline dis-
tortions. These typically arise from point or line defects. As
the broadening nature is different for size and strain, the simul-
taneous effects can be quantified independently. The method
is hence a powerful characterisation tool that yields a com-
pendium of information from bulk specimens that has the gen-
erality to be valid for various material classes including ceram-
ics, polymers, composites as well as metals.
Separation of size and strain broadening components has
long been known to be obtainable from X-ray diffraction line
profile analysis, but has not been extended to time-of-flight neu-
tron diffraction. This paper adopts the original Warren and
Averbach line broadening methodology to demonstrate that suit-
ably high resolution time of flight data are also well suited to
such analysis. A derivation of the powder theory for time of
flight diffraction is given, followed by example applications of
the Warren-Averbach methodology to time of flight data ob-
tained from (1) a cold worked steel in which line broadening is
caused by dislocation generation, and (2) an alumina-30% SiC
ceramic with spatially varying thermal residual microstresses
resulting from the thermal expansion mismatch between the
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phases during cooling after sintering. To demonstrate the va-
lidity of the results, comparisons are made to geometrically
necessary dislocation (GND) densities obtained from electron
backscatter diffraction (EBSD) analysis for the steel and an an-
alytical model for the ceramic.
2. Theory
We follow the Warren-Averbach analysis [1, 3] adapting it
where appropriate for use with a neutron time-of-flight diffrac-
tometer. The analysis considers the 00l reflection of an or-
thorhombic material [5]. This simplifies the analysis, but it
can be shown that the results apply to any set of planes in any
crystal structure [6, 7]. A single distorted crystal is considered
in which the position Rm1m2m3 of each unit cell is specified in
terms of the (undistorted) orthorhombic lattice vectors a1, a2,
a3, plus a displacement δm1m2m3 from the ideal position in the
undistorted crystal:
Rm1m2m3 = m1a1 + m2a2 + m3a3 + δm1m2m3 (1)
where m1, m2 and m3 are integers specifying a particular cell.
If the diffraction vector is represented in terms of the recip-
rocal lattice vectors b1, b2, b3:
s − s0
λ
= h1b1 + h2b2 + h3b3 (2)
where h1, h2 and h3 are continuous variables and s and s0 are
unit vectors parallel to the incident and diffracted beams respec-
tively, then the total scattered intensity I relative to that from the
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reference scattering length is:
I(h1h2h3) = F2S
∑
m1
∑
m2
∑
m3
∑
m′1
∑
m′2
∑
m′3
exp
[
2pii
{
h1(m1 − m′1)
+ h2(m2 − m′2) + h3(m3 − m′3) +
( s − s0
λ
)
· (δm1m2m3 − δm′1m′2m′3 )
}]
(3)
where FS is the structure factor.
A single small element of a neutron detector array in a time-
of-flight diffractometer measures the intensity of scattered neu-
trons with a fixed 2θ and azimuthal angle, and varying λ. The
corresponding diffraction vector therefore has varying length
along a fixed direction. The interference function given in Eq.
3 represents the spreading of the reciprocal lattice point of an
individual crystal in reciprocal space. To obtain the measured
intensity, it is necessary to sum the contributions from all the
crystals in the sample. It is assumed in what follows that the
extent of the spreading is small compared with the length of the
diffraction vector and that the effects of any crystallographic
texture or other source of anisotropy are insignificant over the
small range of orientations concerned.
Figure ?? shows a scattering vector of length h3b3 whose
direction has minimum distance r from the centre of a 00l re-
ciprocal lattice point a crystal. The number of crystals with
h3b3 passing through an annulus centred on the scattering vec-
tor direction, with thickness dr and radius r is:
M
2pirdr
4pih23b
2
3
= M
rdr
2h23b
2
3
(4)
where M is the product of the total number of crystals and the
multiplicity of the reflection. The average intensity contributed
by each of the crystals with all possible rotations ω around a
line joining the lattice point to the origin is:
1
2pi
∫ 2pi
0
I(r, ω, h3) dω . (5)
The total intensity sampled at the tip of the diffraction vector is
therefore obtained by summing over r to include all crystals:
I(h3) =
∫∫
I(rwh3)Mr dω dr
4pih23b
2
3
=
∫∫
I(h1h2h3)Mb1b2dh1dh2
4pih23b
2
3
=
∫∫
I(h1h2h3)Mdh1dh2
4pivah23b
3
3
(6)
where va is the volume of the unit cell.
Using the de Broglie relation, the length of the reciprocal
lattice vector for a neutron can be written:
h3b3 =
2 sin θ
λ
=
2mL sin θ
hpt
(7)
where m is the neutron mass, hp, is Planck’s constant, L is the
neutron path length and t is the time-of-flight. Substituting for
I(h1h2h3) and h3 in Eq. 6 using Eqs. 3 and 7 gives:
I(h3) =
Mh2pt
2F2S
16pivam(L sin θ)2b3
× 1
F2S
∫∫
I(h1h2h3) dh1 dh2
= K
∫∫ ∑
m1
∑
m2
∑
m3
∑
m′1
∑
m′2
∑
m′3
exp
[
2pii
{
h1(m1 − m1′)
+ h2(m2 − m′2) + h3(m3 − m′3) +
( s − s0
λ
)
· (δm1m2m3 − δm′1m′2m′3 )
}]
dh1dh2 .
(8)
where K =
Mh2pt
2F2S
16pivam(L sin θ)2b3
. The important result of this analysis
is that K is approximately constant for a time of flight diffrac-
tometer. This is because t and FS vary little close to the re-
flection and the measured intensities are normalised to account
for the variation in incident intensity with wavelength. For a
single elemental neutron detector, L sin θ is obviously constant,
but in practice, extended detector banks covering a range of 2θ
and L are used to increase the total neutron count. These detec-
tors are “focused”, however, either geometrically or electroni-
cally, such that L sin θ remains constant, and Eq. 7 shows that
t is also constant for a given diffraction vector (or d-spacing).
The Warren-Averbach analysis can therefore be used without
significant modification for extended detector banks providing
that anisotropic effects in the specimen remain small over the
additional range of lattice plane orientations sampled.
Eq. 8 gives the intensity measured by a perfect (i.e. free
from instrumental broadening) neutron time-of-flight diffrac-
tometer as a function of h3, which can be calculated easily for a
particular diffraction peak from the time-of-flight or equivalent
d-spacing data provided at neutron sources as:
h3 =
t0l
t
=
d0l
d
(9)
where d is the interplanar spacing which would give a Bragg
peak at a particular t, and t0 and d0 are the values of t and d
respectively for the centroids of the peak being analysed. In
reality, instrumental broadening is significant and needs to be
removed from the results as described in Section 3.2.
With the exception of K, the right hand side of Eq. 8 con-
cerns only the distorted crystal and is identical to the right hand
side of Eq. 5 in [1]. Warren [3] goes on to show that, with rea-
sonable approximations, this can be written as a Fourier series:
I(h3) = KN
∞∑
n=−∞
{
An cos 2pinh3 + Bn sin 2pinh3
}
(10)
where N is the total number of unit cells per crystal. The cosine
and sine coefficients An and Bn are given by:
An =
Nn
N3
〈cos 2pilZn〉 (11)
Bn =
Nn
N3
〈sin 2pilZn〉 (12)
2
in which N3 is the average number of unit cells per crystal in
a column normal to the diffracting planes, Nn is the average
number of cells possessing an nth nearest neighbour cell in the
same column, and the displacement along the column length
between nth nearest neighbours due to the distortion is Zna3.
Only the cosine coefficients An are used in the Warren-Averbach
analysis; the information obtainable from the sine coefficients
Bn is less useful and in any case the broadening is usually close
to being symmetrical so that analysis around the peak centre
gives Bn values close to zero.
The Fourier coefficients of the physically broadening profile
are a product of size, ASn , and distortion, A
D
n coefficients, giving
An = ASn A
D
n (13)
where ASn = Nn/N3 and A
D
n = 〈cos 2pilZn〉. If n and l are small,
Znl must also be small and the first two non zero terms from a
Maclaurin series provide the following approximation
〈cos 2pilZn〉 → 1 − 2pi2l2〈Z2n〉 . (14)
In logarithm form, ln〈cos 2pilZn〉 = −2pi2l2〈Z2n〉, so that Equa-
tion 13 becomes
ln An(l) = ln ASn − 2pi2l2〈Z2n〉 . (15)
As the domain size coefficient is independent of the order, l,
and strain is dependent on l, the coefficients can be easily sep-
arated by plotting lnAn(l) against l2 with constant n for 2 or
more orders l of the same reflection. The intercept gives the
strain coefficient ASn and the gradient gives 〈Z2n〉.
The Zn and ASn values can be related to more conventional
physical quantities as follows. The Zn values relate to pairs of
unit cells separated by a distance L = na3. The relative dis-
placement of the unit cells due to the distortion, ∆L = a3Zn.
The corresponding strain L = ∆LL =
Zn
n . It is therefore possible
to use the Zn values to calculate the rms strain (1/2) normal to
the diffracting planes and averaged over a distance L. As
〈ε2L〉
1
2 =
〈Z2n〉 12
n
(16)
L can be found by recognising that a3 is the interplanar spacing
for the relevant reflection. For the size coefficients Warren [3]
shows that
−
(
dASn
dn
)
n=0
=
1
N3
. (17)
Having obtained N3 from the initial gradient of the graph of
ASn versus n, the mean crystallite size normal to the diffracting
planes can therefore be calculated as N3a3.
3. Method
3.1. Materials Studied
Two materials have been studied; (1) a low carbon ferritic
steel and (2) an alumina-30vol% SiC composite. Their details
are as follows:
A single phase ferritic steel ‘DX56’ was studied with nomi-
nal composition Fe-0.12C-0.5Si-0.6Mn-0.1P-0.045S-0.3Ti. The
material had an initially weak crystallographic texture inherited
from prior rolling during its processing and a mean grain size
of 15µm. The material was studied in an annealed, strain-free
reference condition and in a deformed state. The latter was de-
formed via cold rolling parallel to the initial rolling direction to
an engineering strain in the rolling direction of 0.5.
An alumina-30 vol% SiC composite was made by ball milling
Sumitomo AES-11C α-alumina and F800 α-SiC powders (d50
= 6.5 µm) together in water using Mg-PSZ media with the aid
of a dispersant (Allied Colloids Dispex A40) and spray dried.
The powders were then hot pressed in a graphite die under Ar-
gon at 1700 ◦C to form a disc 30 mm diameter × 4 mm thick-
ness. The surface layers on both sides of the disc were ground
off using diamond abrasives and the resulting disc had a relative
density of >99%. Microstructural examination showed similar
features to the composites reported previously [8], in which the
approximately equiaxed and angular SiC particles were essen-
tially unchanged by incorporation in the composite. An alu-
mina reference specimen was produced using the same methods
but without the SiC addition.
3.2. Time-of-flight diffraction
All measurements were made using a 15 mm × 15 mm neu-
tron beam. The neutrons sampled by the backscattered detec-
tors measured direct strains at angles between 2◦ and 10◦ to the
incoming beam. The steel specimens each had a cubic geom-
etry of 8 × 8 × 8 mm3. As the samples were prepared from
thin sheets, this volume was achieved by layering successive
coupons and affixing them with cyanoacrylate adhesive. Sam-
ples were placed with the incoming beam direction parallel to
the rolling direction of the sample. This sample orientation rel-
ative to the backscatter detectors provided diffraction data from
planes with normals approximately parallel to the rolling direc-
tion, providing results that can be related to this deformation
axis. The alumina-30% SiC sample was positioned with its sur-
face plane normal at 45◦ to the incoming beam. The specimen
was positioned such that all parts of the beam passed through it.
The inclination of the specimen to the beam ensured the mea-
surement of strain values between the extremes of the small
amount of anisotropy caused by the alignment of slightly elon-
gated SiC particles during hot pressing [8].
From the measured diffraction data, several preparatory steps
were applied to obtain line profile information suitable for the
Warren-Averbach analysis. Time-of-flight/d-spacings from the
raw data were firstly converted to h3 space (Eq. 9). Next, indi-
vidual line profiles were extracted from the diffraction spectra.
These had a h3 range of l−∆h3 to l +∆h3 where l is the order of
refection studied (i.e. 1, 2, ...) and ∆h3 is the interval. The size
of these intervals corresponded to 4 times the full width at half
maximum (FWHM) as recommended by Schwartz and Cohen
[9].
Prior to the deconvolution procedure, some practical steps
were taken: (1) a uniform h3 data point spacing was set; a
constant spacing was determined and corresponded to interpo-
lated intensities, here using a 1-dimensional linear interpolation
3
Figure 1: Raw data collected from HRPD instrument showing a ferritic steel and alumina-30% SiC in the reference and deformed state, with (a) & (d) full spectra,
(b) & (e) first order line profiles, and (c) & (f) second order line profiles.
scheme, (2) any background intensity was removed; a linear
function was fitted here to a number of data points at the ex-
tremes of the range (∼0.05 × ∆h3), then deducted from the line
profile intensity, and (3) the background corrected intensity data
were normalised.
Each experimentally measured diffraction line profile, h(h3)
is described by the convolution of the specimen line profile,
f (h3), and instrumental line profile, g(h3). This is written as
h(h3) = f (h3) ⊗ g(h3) (18)
where ⊗ is the convolution operator. As it is essential to interro-
gate information only from the sample, f (h3) must be separated.
Equation 18 may be solved for f (h3) using the convolution the-
orem. Using the Stokes method [10], the Fourier coefficients of
f (h3) are given by
An =
Hc(n)Gc(n) + Hs(n)Gs(n)
G2c(n) + G2s(n)
(19)
Bn =
Hs(n)Gc(n) − Hc(n)Gs(n)
G2c(n) + G2s(n)
(20)
where H(n) and G(n) are the Fourier coefficients of the uncor-
rected sample peak and the instrumental line profiles, respec-
tively, for a given harmonic number, n, and subscripts c and
s refer to cosine and sine components, respectively. In princi-
ple, the true sample profile f (h3) = I(h3) can be reconstructed
using Equation 10, though this is not necessary for the Warren-
Averbach analysis.
In the studies here, h(h3) is a deformed sample, (the cold-
rolled ferritic steel or the alumina-30 vol% SiC composite) and
g(h3) is an undeformed sample (annealed ferritic steel or alu-
mina reference). The Fourier components were calculated by:
Hc(n) =
∫ l+∆h3
l−∆h3
h(h3) cos(2pinh3) dh3 (21)
Hs(n) =
∫ l+∆h3
l−∆h3
h(h3) sin(2pinh3) dh3 (22)
Gc(n) =
∫ l+∆h3
l−∆h3
g(h3) cos(2pinh3) dh3 (23)
Gs(n) =
∫ l+∆h3
l−∆h3
g(h3) sin(2pinh3) dh3 . (24)
These components were normalised with respect to H0 and G0
which were obtained by setting n = 0 in Equations 21 and 23,
respectively. All integrations were performed using Simpson’s
rule. These coefficients were calculated only for values of n for
which the approximation of ln〈cos 2pilZn〉 in Equation 15 led to
an error of less than 10% in the second order peak.
3.3. EBSD-based dislocation density validation
The ferritic steel in the reference and deformed states was
characterised using EBSD to obtain spatially resolved crystal-
lographic orientations. Data were obtained using a JEOL6500F
(FEG) scanning electron microscope operating at an accelerat-
ing voltage of 20 kV with a probe current of ∼15 nA. Diffrac-
tion patterns were acquired with a TSL Digiview II camera at a
1000×1000 pixel2 resolution at a ∼1 s acquisition time.
Geometrically necessary dislocation (GND) density estimates
can be obtained via measurement of EBSD pattern shifts [11] to
obtain lattice curvatures that can be subsequently solved through
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analysis of the Nye tensor [12]. The process of acquiring an
EBSD map will typically obtain information from a finite patch
of microstructure. If multiple grains lie within this finite patch,
all crystals, irrespective of orientation will be identified. This
is not equivalent to information obtained from time of flight
diffraction; only a subset of an EBSD-analysed grain set will
have orientations that would obey Bragg’s law. A simple method
is described here to extract the EBSD estimates of dislocation
densities from the orientations equivalent to those measured
from time of flight diffraction.
The crystal orientation from the EBSD measurements is de-
scribed through the rotation matrix G = Rx(φ1)Rz(Φ)Rx(φ2)
where φ1, Φ, φ2 are the Euler angular operations. The plane
normal to each reflection (hkl) observed from neutron diffrac-
tion, from the crystal reference frame, can be described in the
global reference frame via
r = G
hkl
 . (25)
The HRPD backscatter detector comprises eight octets that
are positioned radially about the incident neutron beam. Each
octet is out of plane, accepting a diffraction angle of 160◦ <
2θ < 176◦. Assuming the incident beam is in the z direction, the
radial positions have coordinates x, y. From the vector, r, this
corresponds to components rx and ry. For any diffraction vector,
Q, detected, the component in the beam direction is given by
Qz =
√
r2x + r2y
sin 2θ
. (26)
The diffraction vector, Q, is given by
Q =
 rxryQz
 . (27)
If the vector r is within the range of vectors allowed for Q (for
the allowed 2θ range), the crystal will diffract. Practically, this
enables each data point within an EBSD map to be analysed,
to deduce whether this location has an orientation that would
permit time-of-flight diffraction, for a given reflection (hkl).
4. Results
The experimental raw data are shown in Fig. 1a for the fer-
ritic steel and Fig. 1d for the alumina-30% SiC. Traces are shown
in the reference state (black) and with deformation (red). The
first and second order reflections used for line broadening anal-
ysis are also given, comprising the {211} & {422} (Fig. 1b &
Fig. 1c) for the steel and {102} & {204} (Fig. 1e & Fig. 1f) for
the alumina composite. The normalised intensities of these in-
dividual reflections have been plotted with respect to the dimen-
sionless parameter, h3.
The corrected Fourier coefficients, An for the sample were
calculated using Equation 19. This is shown in Fig. 3a & e
for the steel and ceramic samples, respectively. For each value
of n, a plot of ln An(l) versus l2 yields ln ASn at the intercept
and the gradient is −2pi2〈Z2n〉, as shown in Equation 15. These
are shown in Fig. 3b & f. To deduce the crystallite size from
the line broadening, ASn is plotted against L, enabling the mean
column length, N3, to be obtained at the intercept of the ini-
tial slope on the axis of abscissa. This is shown in Fig. 3c
& g for the steel and composite samples, respectively. In both
cases the ASn vs. L plots are essentially horizontal, with all val-
ues close to 1. This shows that the crystallite sizes were so
large that their effect did not contribute significantly to the peak
breadth. Meaningful crystallite sizes cannot therefore be ex-
tracted. This was confirmed by reconstructing the deconvoluted
sample peaks, using Equation 10. When plotted as a function
of h3/l, the peaks from the first and second order peaks were
coincident.
Using the calculated −2pi2〈Z2n〉 terms, the strain contribu-
tion to broadening was calculated. The relationship between
this term and distance squared (L2) is shown in Fig. 2d & (h)
for the steel and ceramic samples, respectively. The steel sam-
ple shows a distinct concave −2pi2〈Z2n〉 - L2 trend whereas the
ceramic has a near perfect proportional −2pi2〈Z2n〉 - L2 relation-
ship.
Using Equation 16, the rms (root mean squared) strain, 〈ε2L〉
1
2 ,
was next calculated with respect to averaging distance, L. The
results are shown in Fig. 3. The magnitude of 〈ε2L〉
1
2 for the fer-
ritic steel is shown to decrease as a function of increasing av-
eraging distance indicating that the strains caused by the dislo-
cations vary significantly over the range of lengths, L sampled.
This will be used in Section 5.1 to estimate the dislocation den-
sity.
The rms strain in the alumina-SiC composite remains ap-
proximately constant at ∼ 1.3 × 10−3 over the full range of av-
eraging distance, L. This is because the thermal residual strains
vary on the scale of the microstructure i.e. several micrometres,
which is much greater than the length scales of ∼ 10 nm acces-
sible to the Warren-Averbach analysis. The large grain size is
also the reason that the particle size broadening is negligible for
this specimen.
5. Discussion
5.1. Analysis and validation of results: steel
A measurement of rms strain with respect to increasing av-
eraging distance can be used to estimate the dislocation density
[13, 14]; this has been performed for the steel sample exam-
ined in this study. A dislocation density estimate that assumes
straight, parallel, randomly distributed screw dislocations was
proposed by Krivoglaz and Ryaboshapk [15]:
〈ε2L〉 
ρCb2
4pi
ln
(Re
L
)
(28)
where ρ is the dislocation density, C is a contrast factor, b is
the Burgers vector and Re is the dislocation cutoff radius. The
expression assumes Re > L. The contrast factor is dependent on
the diffraction vector, dislocation line vector and Burgers vec-
tor and may be calculated numerically [13]. For a cubic system,
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Figure 2: Calculated Fourier coefficients for the deconvoluted f (h3) line profiles for the first order (l = 1) and second order (l = 2) reflections, for ferritic steel (a)
and alumina-30% SiC (b). Particle size and strain effects can be separated with the logarithmic plots shown in (b) and (f) for multiple orders. Data used for particle
size calculation are shown in (c) & (g) and strain calculations can be calculated from the relationship between −2pi2〈Z2n 〉 and L2, (d) & (h).
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Figure 3: Root mean squared strain for ferritic steel and alumina composite
samples.
an average contrast factor, C¯ can be used in a simpler formula-
tion [16]; this method accounts for the elastic anisotropy of the
material and the diffraction vector relative to the slip systems,
assumed to be {110}〈1¯11〉 slip alone for the ferritic steel. For
steel, the average contrast factor calculated for the {211} re-
flection was 0.1040 assuming screw dislocations only. As the
ferritic steel studied has a BCC crystal structure, deformation
is typically mediated by screw dislocations due to the availabil-
ity of multiple slips planes ({110}, {112} or {123}) onto which
the characteristic non-planar cores dislocations cores can exist
whilst preserving the slip direction, 〈111〉 [17]. Therefore, as-
suming all dislocations are of screw type is deemed appropriate
as an estimate. This may be extended to account for edge/screw
dislocation ratio [18]. Further details of the Equation 28 ap-
proximation including a comprehensive description of the rele-
vant supporting literature is available elsewhere (e.g. [19]).
If one plots 〈ε2L〉 versus ln L the gradient is − ρCb
2
4pi and Re can
be calculated from the intercept. An example fit for the ferritic
steel is shown in Fig. 4. The measured dislocation density is
1.78 × 1015 ± 0.05 × 1015 m−2 and Re is 27 ± 18 nm (errors
calculated from 95% confidence of fit).
-19.6 -19.4 -19.2 -19.0
10-6
1.6
1.5
1.4
1.7
1.8
1.9
Figure 4: Fitted ferritic steel data for dislocation density calculation.
Williamson and Smallman [20] presented an alternative dis-
location density estimation with no L dependency;
ρ =
k
F
ξ2
b2
(29)
where k is a crystal structure dependent constant; this is 14.4 for
the BCC crystal structure [20] and F is an interaction factor of
6
order 1 for widely distributed dislocations. This value assumes
an idealised organisation of dislocations; the metal comprises
a set of blocks with a single dislocation located at each block
boundary. ξ is the strain distribution integral breadth. Assum-
ing a Gaussian strain distribution this corresponds to
√
2pi〈ε2L〉
1
2
when n = 1. This method gives a dislocation density estimate
in the ferritic steel of 3.3 × 1015 m−2.
A validation test is given here for the dislocation density
measurement of the steel sample. The undeformed and de-
formed states of the ferritic steel examined with time of flight
neutrons were characterised with EBSD. Inverse pole figure
plots with respect to the Z-direction (normal direction, ND) are
shown in Fig. 5a & Fig. 5b. Grain boundaries of misorienta-
tion >10◦ are shown with continuous black lines. The corre-
sponding GND density maps are shown in Fig. 5c & Fig. 5d.
The undeformed sample possesses GND densities in the 1012 -
1013 m−2 region, which is several orders of magnitude smaller
than the deformed specimen (1014 - 1016 m−2). The regions
of these maps that have crystal orientations that would diffract
from the {211} lattice planes using the method proposed earlier
are shown in Fig. 5e & Fig. 5f. To aid a comparison of this data
to dislocation density estimates made via line profile broaden-
ing, histograms of the GND densities (for the subset of grains
that satisfy the HRPD {211} reflection diffraction condition),
for each of the deformation states, are shown in Fig. 5g. The
dislocation density estimates obtained from time of flight line
broadening are superimposed. These values sits within the dis-
tribution of the deformed specimen, and are both slightly higher
than the mean GND density of 1.2 × 1015 m−2. A higher value
is expected from Warren-Averbach analysis because this will
sample statistically stored as well as geometrically necessary
dislocations. The neutron results are therefore good estimators
for the mean dislocation density of plastically deformed metals.
Data presented in this manner emphasise that a single value for
the dislocation density may be a good estimator of the mean
dislocation density, but neglects the dislocation density range,
or indeed dislocation density hotspots which may be of greater
interest in a structural metallic material.
Although the dislocation density estimates from time of flight
diffraction show good agreement to the GND results, the GND
analysis from EBSD data shows that the ferritic steel can ex-
hibit highly inhomogeneous deformation (Fig 6d), with cer-
tain grains accumulating much higher dislocation densities than
neighbours. This was evident from the the bimodal distribution
of the estimated GND density obtained (shown in Fig. 5g). Both
models relating rms strain to dislocation density assume a uni-
form dislocation distribution and such results should therefore
be treated as approximate.
5.2. Analysis and validation of results: alumina-SiC composite
In order to test the validity of the strain analysis for the
alumina-SiC composite, we estimate an approximate relation-
ship between the mean strain in the alumina matrix of the com-
posite, which can be measured straightforwardly from diffrac-
tion peak shifts relative to the pure alumina reference specimen,
and the rms strain measured using the Warren-Averbach anal-
ysis. Using the mean field approximation of Tanaka and Mori
[21], the thermal residual stress in the vicinity of a particle in a
composite consisting of a finite volume fraction f of particles
dispersed in a matrix can be approximated by the stress which
would result from the presence of a single particle in an infinite
matrix, plus a background stress which arises due to the actual,
finite volume fraction of particles, and which acts as though ap-
plied externally to maintain the force balance within the com-
posite. Assuming the particles to be spherical, the stress σp∞
within a single particle in an infinite matrix is hydrostatic. A
simplification can be introduced by noticing that the bulk mod-
uli of alumina and SiC are the same to within a few % (248 GPa
and 244 GPa using data in ref [22]). The background stress is
therefore uniform and hydrostatic with magnitude − fσp∞. This
gives principal stresses in the matrix at its interface with the par-
ticle [23]:
σmr(int) = σp∞(1 − f ) (30)
σmθ(int) = σmφ(int) = σp∞
(
−1
2
− f
)
(31)
where r, θ, φ are spherical polar coordinates. The difference
between the corresponding principal strains gives an estimate of
the maximum range of normal strains sampled during neutron
diffraction:
∆εmax = −3σp∞(1 − νm)2Em (32)
where Em and νm are the Young’s modulus and Poisson’s ratio
of the matrix. The mean strain in the matrix is:
〈ε¯m〉 = − fσp∞(1 − 2νm)Em (33)
and combining Equations 32 and 33 gives an estimate of the
maximum half width of the strain distribution around a central
position:
± ∆εmax
2
=
3〈ε¯m〉(1 + νm)
4 f (1 − 2νm) . (34)
〈ε¯m〉 was measured from the diffraction peak shift between the
composite specimen and the alumina reference, and was equal
to 3.4 ± 0.5 × 10−4. With f = 0.3 and νm = 0.23, equation
5 gives ∆εmax/2 = 1.9 × 10−3. This maximum half width is
expected to be of the same order, but a little larger than the
rms strain 〈ε2L〉
1
2 . The value obtained is about 50% larger than
the rms strain, 〈ε2L〉
1
2 of 1.3 × 10−3 measured using the Warren-
Averbach analysis, giving strong support to the validity of the
method.
5.3. Experimental considerations
The Warren theory applies in principle to any set of planes.
However, not all reflections were found to be suitable for anal-
ysis in this study. For the ferritic steel, selecting the {110}
reflection was unsuitable as the background was highly non-
uniform. Accounting for this with confidence was deemed to
be too difficult. Evidence of thermal diffuse scattering (TDS) in
the vicinity of low index reflections was apparent. In particu-
lar these scattering artefacts were seen to flank the shoulders of
the {200} reflection in the ferritic steel, labelled (?) in Fig.1a.
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Figure 5: EBSD IPF-Z plots for ferritic steel in the (a) annealed and (b) cold-rolled states. The corresponding GND density maps are shown in (c) & (d). In (e) &
(f), the GND density maps are plotted only for regions that satisfy the HRPD geometry for diffraction from the {211} lattice planes. GND density histograms of the
annealed and cold-rolled steels are also shown (g) together with peak-broadening estimates of dislocation density.
Whilst the intensity of such scattering increases with smaller d-
spacing [24], for a polycrystalline sample this incoherent scat-
tering becomes less structured, becoming more like a uniform
background, as the volume of reciprocal space over which in-
tegration occurs increases. For the {211} & {422} reflections
used, there was no clear evidence of TDS in the vicinity of the
line profiles. Considering higher index reflections is valid, but
their use becomes increasingly difficult as (1) the line profiles
do not decay to the background level before encroaching on a
neighbouring reflection in close proximity, and (2) noisy (low
signal to noise ratio) line profiles provide unreliable values of
the Fourier coefficients, An, making subsequent analysis less ac-
curate. The methodology adopted in this study, does, however
include strategies to judiciously select appropriate reflections to
obtain valid results.
For the {211} type reflections chosen in this study the Schwartz
and Cohen [9] recommendation of ∼ 4 FWHM for the tails
could be achieved without encroaching on the neighbouring
peaks and the above validation indicates that meaningful results
were obtained. However, the 〈ε2L〉
1
2 estimates for low n showed
sensitivity to variations in the h range used in the analysis, indi-
cating the validity can only just be achieved within the conflict-
ing requirements described above. For a range of more than
FWHMs it was evident that tails of neighbouring peaks were
being included in the analysis. Variations in the low n strain val-
ues were also found for tail widths of less than 4 FWHM, this
indicates that the tails were being truncated. This indicates that
low L values of rms strain are less reliable and the dislocation
analysis, using Equation 28, cannot be reliably obtained if the
corresponding rms values are included. Rothman and Cohen
[25] found that strains around dislocations must yield a linear
decrease in mean-square strains, 〈ε2L〉, with averaging distance,
L. In practice, this was not observed for the steel sample for
low L values, owing to the longs tails, and thus the dislocation
density approximation from Equation 28, with results shown in
Fig. 5, used values only where a linear 〈ε2L〉 - L relationship
exists.
6. Conclusions
The line profile broadening measured from high resolution
time-of-flight neutron diffraction data has been quantified from
deformed samples of a single phase ferritic steel and an alumina-
30% SiC ceramic composite. The following conclusions can be
drawn:
1. The Warren-Averbach theory for analysing peak broad-
ening from X-ray diffraction data has been shown to be
suitable for time of flight data.
2. The data analysis method was capable of describing the
root mean square strain, 〈ε2L〉
1
2 , of two materials deform-
ing in different ways. The plastically deformed steel ex-
hibits a rapid decay of strain with averaging distance,
characteristic of plastic deformation. A composite ce-
ramic exhibited an Al2O3 phase subjected to thermal resid-
ual strains varying on the scale of the microstructure,
gave a near uniform 〈ε2L〉
1
2 with distance over the mea-
sured range.
3. Obtaining an appropriate estimate of the dislocation den-
sity and rms strain requires a best practice methodology
of selecting an appropriate h3 interval that is both suffi-
ciently wide to capture the line profile shape, but not too
wide that neighbouring reflections or other background
artefacts are included. The analysis should also consider
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the sensitivity of low L rms strain values due to the tails
of the broadened line profile.
4. A method to compare the dislocation density estimated
from the Warren-Averbach method and lattice curvatures
measured from EBSD characterisation has been devised
that accounts for grains in each case that are similarly
orientated. Good agreement was seen between the dis-
location density estimated between the two methods for
deformed ferritic steel.
5. A numerical estimate of the uniform elastic strain in an
Al2O3 - SiC composite provides good agreement with
the rms strain measured by the time of flight Warren-
Averbach analysis method.
7. Data Statement
An open-source Matlab version of the time of flight Warren-
Averbach analysis code is freely available for download via
GitHub (https://github.com/d-m-collins/ToF-WarrenAverbach).
The ferritic steel raw data presented in this paper is made avail-
able as an example.
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