Abstract. Calculation of Greeks by Malliavin weights has proved to be a numerically satisfactory procedure for usual Ito-diffusions. In this article we prove existence of Malliavin weights for jump diffusions under Hörmander conditions and hypotheses on the invertibility of the linkage operators. The main result -in the hypo-ellitpic case -is the invertibility of the covariance matrix, which enables -by usual methods -the construction of the relevant Malliavin weights. The message is that in fairly general jump-diffusion cases one should proceed such as in pure diffusion cases. In contrast to Davis et al. we do not need any separability assumptions.
Introduction
We shall provide expectation formulas for the calculation of greeks even in the case of non-Lipschitz claims (see for instance [2] , [4] and [3] for jump-diffusion, diffusion and pure jump cases). We apply methods from Malliavin Calculus, but we do not consider Malliavin Calculus on Poisson space, since it is not necessary for our calculations. Instead we shall rely heavily on the fact that integration with respect to Poisson processes can be regarded as ordinary Lebesgue-Stieltjes integration. Furthermore, we calculate under general hypo-ellipticity assumptions.
Our results generalize and simplify the results of [2] : not only that we can deal with hypo-elliptic diffusion terms, the results also do not need any separability assumptions (see [2] ). The message of the article is that one should do what one is used to do in the diffusion case.
We also want to point out the belief that our first main result seems to be stated in the article [9] , however, this article is very densely written and unfortunately no good translation from chinese is available. Our approach seems to simplify also the approach of [9] in this pure jump case. However, we did not find formulas for weights in [9] .
We furthermore believe, that due to continuous dependence on the jumping times of the Poisson process, we should be able to apply the nice results of [3] in our jump-diffusion setting, which will be worked out elsewhere.
Monte-Carlo calculation of Greeks relies on the existence of logarithmic derivatives of densities (see [2] and [4] ). In the case of jump-diffusions, the following facts hold:
• between two jumps of the jump-diffusion, we are given an ordinary diffusion, hence a logarithmic derivative exists, but the variance might be very small.
• at a jump we add to the left limit the jump size (which usually depends on the left limit, too). In [8] this operation is done by the so called linking operators. We shall apply this notation.
Hence the following picture arises:
• in order to obtain a diffusion with density between two jumps, we need Hörmander conditions to be in force.
• in order to save the already obtained (possibly with small variance) density we need the linkage operators to be nicely invertible.
We shall consider several instructive cases of jump-diffusions, where the "reduction" of variance is shown, if we do not have conditions on the linkage operators.
First we fix the general setting of this article (see [8] for all necessary details on existence and uniqueness of solutions). We shall deal with Levy processes of finite type as drivers of the stochastic differential equations, even though we believe that one should be able to prove similar results in the case of many little jumps.
Too large jumps seems difficult to deal with. Let (Ω, F , P, (F t ) t≥0 ) be a filtered probability space and let (B t ) t≥0 be a d-dimensional Brownian motion and (C j t ) t≥0 be m independent compound Poisson processes with jump intensity λ j > 0 and jump distribution µ j for j = 1, . . . , m, such that each µ j admits all moments for j = 1, . . . , m, and such that the filtration (F t ) t≥0 is the natural filtration with respect to (B t , C 1 t , . . . , C m t ) t≥0 . Fix a time horizon T > 0. We also fix -for convenience in the following examples -the notation (N j t ) t≥0 for the point processes counting the jumps associated to (C j t ) t≥0 . Now, let V, V 1 , . . . , V d , the diffusion vector fields, and δ 1 , . . . , δ m the jump vector fields be C ∞ -bounded on R M and consider the cadlag solution (X x t ) 0≤t≤T of a stochastic differential equation
We are interested in the existence of densities and Malliavin weights π, and the possibility to obtain partial integration formulas of the type 
where (B t ) t≥0 is a Brownian motion and (N t ) t≥0 a Poisson process with intensity λ = 1. The driving processes are assumed to be independent. We certainly obtain
as unique cadlag solution, where 
holds true for bounded measurable f . Since
we could obtain the desired partial integration result. The distribution of t − τ n under the condition N t = n has the required property, since
for n ≥ 1 (for n = 0 the result is simply
, hence the result holds and we obtain the following weight formula: 
Here the situation is more delicate, since
for n ≥ 1, which means that there is certainly no Malliavin weight π.
We already know that we might obtain diffi-
see example 2). Assuming that
id + E j is regular for all 1 ≤ j ≤ m, we obtain a Gaussian process with jumping drift. Most compact the solution can be written through variation of constants
At every jump τ we renew the equation and obtain
until the next jump. It is the purpose of this paper to show that in this case we are able to calculate nice Malliavin weights.
Decomposition Theorem on Jump-Diffusions
In order to understand well how to apply Malliavin Calculus, we state the following rather obvious Structure Theorem on jump-diffusions, which simply takes the fact seriously that stochastic integration with respect to the Poisson process is Lebesgue-Stieltjes integration (see [1] or [8] for further information on jumpdiffusions). 
Take a piecewise constant, cadlag trajectory η : [0, T ] → R m with finitely many jumps and η(0) = 0. We consider
s,t ) 0≤s≤t≤T depends continuously on the jumping times 0 < t 1 < · · · < t n ≤ T of η and we can define recursively
by inserting the compound Poisson process
Proof. For the proof we refer to [8] , in particular with respect to the conditioning on the jump part. 
The previous theorem only clarifies the jump-diffusion structure of the dependence on Ω 2 , i.e. between jumps we have ordinary diffusions.
Malliavin Calculus for Y x,η T
We now consider Malliavin Calculus for the process Y x,η T , which leads to satisfying solutions of the problem how to calculate the Greeks (for details on Malliavin Calculus see [5] and [7] . We first consider how we can calculate the Malliavin derivative at a cadlag path η and then we consider the composed problem. We shall assume a uniform Hörmander condition and a condition on the jumps:
(1) We assume that the inverse of x → x + δ j (x) exists and is C ∞ -bounded for
(2) We assume that
for all x ∈ R M in a uniform way, i.e. there exists a finite number of vector fields X 1 , . . . , X M generated by the above procedure through Lie-bracketing and c > 0 such that
for all x ∈ R M . Here we apply Stratonovich notation, i.e.
In this case we are able to prove the existence (and smoothness) of densities along Poissonian trajectories. Here dV i also denotes the derivative of the vector , which follows -except one step -the usual pattern. We introduce the first variation process, i.e.
for t ≥ s. A similar equation is satisfied by the Malliavin derivative itself, however, the equation for the inverse of J s→t (y, η) looks different due to the presence of jumps (see [8] , Th. 63), namely
where we apply the notions of [8] . This is due to the well-known equation for matrix valued cadlag trajectories with finitely many jumps,
Calculating the semi-martingale decomposition of (J 0→t (y, η)) −1 J 0→t (y, η) yields the result, namely
hence the statement on invertibility is justified. Furthermore, we are able to write the Malliavin derivative (Poissonian trajectory-wise),
Consequently, the covariance matrix can be calculated in the usual way via the reduced covariance matrix
We denote by t 0 = 0 < t 1 < · · · < t n ≤ t the sequence of jumping times of η. We denote for convenience the last point in time t by t n+1 . Hence we can decompose,
Each of the summands can be interpreted as a reduced covariance matrix coming from a diffusion between t i and t i+1 . As usual, we have to calculate the smallest eigenvalue of C t in order to guarantee invertibility and p-integrability of the inverse:
for each 0 ≤ l ≤ n − 1, and consequently
) (see the Appendix for a detailed exposition).
This result implies all the necessary integrability conclusions and hence the smoothness of the density by Lemma 2.3.1 in [7] ). 
t). Due to invertibility
we obtain the existence of a smooth density by change of variables.
Calculating the Greeks
First we show that the inverse of the Malliavin covariance matrix exists uniformly with respect to the Poisson measure, then we show how to calculate the Greeks with efficient algorithms. Furthermore the covariance matrices are invertible with p-integrable inverse for all p ≥ 1.
Remark 5. This is the second core theorem of the article telling that even though the time between two consecutive jumps is not bounded from below (for more and more jumps occuring), the integration (with respect to the jump parts) of the bounds
for the p-norm of the inverse of the covariance matrix remains finite.
Proof. We write the Malliavin derivative of
and calculate the reduced covariance matrix
We now apply the result from Theorem 1 and condition on the trajectories of the compound Poisson process,
m).
Taking now the sequence of jumping times, we obtain
where ρ 0 = 0 < ρ 1 < · · · < ρ n ≤ . . . denotes the sequence of jumping times of (N t ) 0≤t≤T . So we obtain,
(after all we only have n jumps, so the maximal distance between two consecutive jumps is bigger than t n ), we finally obtain
due to the calculations in the Appendix. Observe here that we can apply the calculations from the Appendix, since J 0→s (x) −1 is well-defined and well-bounded due to boundedness of (id + zdδ j (x)) −1 for z ∈ supp(µ j ) and j = 1, . . . , m. Hence integration with respect to the measures µ j is possible and yields finite bounds. Recall also that µ j has moments of all orders, hence X x t is L p and so is J 0→s (x) −1 (see [8] for all details on SDEs).
Following the steps of [7] , Lemma 2.3.1, we know that
, where the constant depends on the p-norm of C s . Consequently
, and hence by the previous decomposition,
by n = l 1 + · · · + l m and the Poisson distribution: the result follows from the fact that the sum l1,...,lm≥0
Once we are given an invertible Malliavin covariance matrix with p-integrable inverse, we can easily calculate derivatives with respect to initial values (and also other derivatives). (3.2) . Fix t > 0 and x ∈ R M and assume that the inverse of
exists and is C ∞ -bounded for z ∈ supp(µ j ) and j = 1, . . . , m. Fix a direction
We define a set of Skorohod-integrable processes
The following Theorems can be understood Poissonian trajectory-wise, since we can -by the following constructions -find solutions of the respective equations.
The Skorohod integrals are understood with respect to Brownian motion. 
Then A t,x,v = ∅ and there exists a real valued random variable π (which depends linearly on v) such that for all bounded random variables f we obtain
Proof. Here the proof is particularly simple, since we can take a matrix σ(x) := (V 1 (x), . . . , V M (x)), which is uniformly invertible with bounded inverse. We define
for 0 ≤ s ≤ t and obtain that a ∈ A t,x,v . Furthermore -as in [4] and [2] (see also the proof of the following theorem) -
since the Skorohod integrable process a is in fact adapted, left-continuous and hence Ito-integrable. 
reduced covariance matrix is invertible -an element, namely
This is a consequence of the following reasoning,
due to symmetry of C t .
Remark 6. As is visibly demonstrated the calculations do not differ from the diffusion case as soon as one knows that the covariance matrix is invertible in a nice
way.
Appendix
We cite the necessary prerequisites for the following theorem: 
Assume uniform Hörmander condition (3.1) . Then for any p ≥ 1 we find numbers ǫ 0 (p) > 0 and an integer K(p) ≥ 1 such that for each 0 < s < T
The result holds uniformly in x.
The proof of the theorem is a careful re-reading of Norris' Lemma and the classical proof of Hörmander's theorem in probability theory (see [5] or [7] ). We shall sketch this path in the sequel (see [7] , pp.120-123):
(1) Consider the random quadratic form
Following the proof presented in [7] , we define
for n ≥ 1. Then we know that there exists j 0 such that
(2) We define m(j) := 2 −4j for 0 ≤ j ≤ j 0 and the sets
We consider the decomposition
and proceed with P (F ) ≤ Cǫ 
where n(j) = #Σ ′ j . Since we can find the bounded variation and the quadratic variation part of the martingale ( J 0→u (x) −1 V (X x u ), ξ ) 0≤u≤s in the above expression, we are able to apply Norris' Lemma (see [7] , Lemma 2.3.2). We observe that 8m(j + 1) < m(j), hence we can apply it with q = m(j) m(j+1) . (4) We obtain for p ≥ 2 -still by the Norris' Lemma -the estimate P (E j ∩ E (5) Putting all together we take the minimum of ǫ 1 and ǫ 2 to obtain the desired dependence on s. 
