Abstract-In this paper, we propose an efficient algorithm Support Vector Machines with multiple kernels based on Isometric feature mapping(Isomap) in the process of breast cancer classification. We use Wisconsin Diagnostic Breast Cancer (WDBC) as our original data set. The first step, we use Isomap to project high dimensional breast cancer data into a much lower dimensional space. Second , we use SVM with multiple kernels to classify the lower dimensional breast cancer data. Finally, the experimental results illustrate that the proposed algorithm has a better performance than traditional SVM for breast cancer classification.
I. INTRODUCTION
The world health organization (WHO) [1] investigation shows that there are about 76 million people die of cancer. Breast cancer is the most common tumor-related disease all over the world, breast cancer is one of the diseases that can cause greatly high rate mortality ,seriously threatening women health. Breast cancer cells can be divided into benign tumor and malignant tumor. But, due to the different characteristics of malignant tumors, professional doctors always rely on their experience to judge whether the cancer is a malignant or a benign tumor. [3] So , it is very necessary to introduce a kind of technology that can help doctors accurately diagnose the breast cancer.
In recent years, Support Vector Machine (SVM) proposed by Vapnik has become a kind of very important classification techniques in the field of pattern recognition. SVM can solve the linear and nonlinear problems, and has showed very good performance in classification. Different from the traditional classification algorithm which is based on empirical risk minimization, the SVM is a kind of technology based on the principle of structure risk minimization [4] [5] . SVM classifier can map the inseparable input vector into high-dimensional space by kernel function, and construct an optimal separating hyperplane in the high-dimensional space to solve the classification problems. when the dimensionality of the samples is very high, the efficiency of constructing separating hyperplane will degrade greatly. Many approaches have been proposed for dimensionality reduction, such as the well-known methods of principal component analysis (PCA) [8] , independent component analysis (ICA) [6] , and multidimensional scaling (MDS) [7] . In PCA, the main idea is to find the projection that restores the largest possible variance in the original data. ICA is similar to PCA except that the components are designed to be independent. Finally, in MDS, efforts are taken to find the low-dimensional embeddings that best preserve the pair wise distances between the original data points. All of these methods are easy to implement. At the same time, their optimizations are well understood and efficient. Because of these advantages, they have been widely used in visualization and classification. Unfortunately, they have a common inherent limitation: They are all linear methods while the distributions of most real-world data are nonlinear.
Recently, two novel methods have been proposed to tackle the nonlinear dimensionality reduction problem, namely Isomap [10] and LLE [11] . Both of these methods attempt to preserve as well as possible the local neighborhood of each object while trying to obtain highly nonlinear embeddings. So they are categorized as a new kind of dimensionality reduction techniques called local embeddings [12] . The central idea of local embeddings is using the locally linear to solve the globally nonlinear problems, which is based on the assumption that data lying on a nonlinear manifold can be viewed as linear in local areas. And both of these two methods can solve nonlinear dimensionality reduction. However, kernel functions of support vector machine are divided into two categories: local kernel function and global kernel function. Local kernel function has a good learning ability, while global kernel function has a good prediction ability [9] . Choosing different kernel functions of SVM has great influence on the performance of SVM model. So, we have to choose a good SVM model which has both better learning ability and prediction ability.
In this paper, we propose an algorithm combining Isomap and support vector machine with multiple kernel functions for breast tumor classification. Firstly , Isomap is implemented to reduce the dimension of the breast cancer data . we reduce the dimension of the original data into a lower dimension .Then, a SVM model with multiple kernels is provided to classify the lower dimensional data. The results of the experiment are shown in Receiver Operating Characteristics(ROC) curve [13] and area under ROC curve(AUC )which illustrates that the performance is better than traditional SVM model.
The paper is organized as follows. The basic theory of the Isomap is simply introduced in section2, we describe briefly the algorithm of support vector machine and construct multiple kernel functions in section 3,4. We focus on results and analysis of the experiment in section5, finally, conclusion 
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II. ISOMAP
The main purpose of Isomap is to find the intrinsic geometry of the data, as captured in the geodesic manifold distances between all pairs of data points. The approximation of geodesic distance is divided into two cases. In case of neighboring points, Euclidean distance in the input space provides a good approximation to geodesic distance. In case of faraway points, geodesic distance can be approximated by adding up a sequence of "short hops" between neighboring points. Isomap shares some advantages with PCA,LDA, and MDS, such as computational efficiency and asymptotic convergence guarantees, but with more flexibility to learn abroad class of nonlinear manifolds [12] . The detailed steps of Isomap are listed as follows.
Step I: Construct neighborhood graph: Define the graph G over all data points by connecting ny two points 
Step II: Compute shortest paths: 
III. SVM
Supposing that we have a sample data set 
Below we write the inequalities in the form ：  
The optimal hyperplane can separate the training data with a maximal margin. The decision function is as follows: Then, in the case of linear separation, the linear SVM for optimal separating hyperplane is equal to solve the following optimization problem:
Using the Lagrange multiplier method to solve the Quadratic programming problem:
Where β i is the Lagrange multiplier, according to the classical Lagrangian duality, (7) can be transformed to its dual problem [12] : 
 
Where C is Penalty parameters.
B. nonlinear case
When the training set is nonlinear, training samples will be mapped into a higher dimensional linear space from input space by a nonlinear mapping function ). (  The optimal separating hyperplane will be constructed in the higher dimensional space, so the function of the separating hyperplane is:
the problem of the optimal separating hyperplane can be described as follows:
Similar to the linear case, the problem of the optimal 397 separating hyperplane can be transformed to its dual problem:
is called kernel function which satisfies the Mercer's conditions. The final decision function is as follows:
IV. MUTIPLE KERNELS FOR SVM
The type of kernel function is directly determines many properties of SVM model, different kernel function of SVM for the same data set can produce different classification results. In local kernels only the data that are close or in the proximity of each other have an influence on the kernel values, while in the global kernels only the data that are far way from each other have an influence on the kernel values [9] . A typical representation of the global kernel function is polynomial kernel function:
A typical representation of the local kernel function is Radial Basis kernel function(RBF):
(12) The quality of SVM is not only determined by its learning ability, but also determined by its generalization ability.
Global kernel function has better generalization performance than local kernel functions,. However, in terms of learning ability , local kernel function is much better. And SVM with single kernel rarely has these two properties. So ,we consider that by combining the good characteristics of two kernels, the SVM will have better perpormance in classification. So we use the combination of RBF and Polynomial as our kernel function
V. EXPERIMENTS AND ANALYSIS
A. Experimental data
In this paper, we use the data set that can be obtained from UCI [2] , to show how our algorithm works. The data set has 569 samples . Each sample represents a real patient and has 30 medical features. 357 samples are Benign tumors , 212 samples are Malignant tumors. Ten real-valued features are computed for each cell nucleus: radius (mean of distances from center to points on the perimeter), texture, perimeter, area, smoothness, compactness, concavity, concave points, symmetry , fractal dimension. Step I: First of all ,in order to get better accuracy ,input set are normalized to the range of [0,1]. StepII:Then Isomap is used to simplify the data set by reducing dimension, and the dimension of the original data is reduced into 5 dimension.
Step III: we design the SVM models based on RBF kernel function . Then construct SVM models with multiple kernels with combination of RBF and polynomial kernel function and use these models to classify the data set , the results are recorded.
C. Analysis of the experimental results .
In this experiment , ten times ten-fold cross validation is run. That is, in each time, the original data set is randomly divided into ten equal-sized subsets while keeping the proportion of the instances in different classes. Then, in each fold, one subset is used as testing set and the union of the remaining ones is used as training set. After ten folds, each subset has been used as testing set once. The average result of these ten folds is recorded.
Isomap with 10  K is used to reduce the original data into 5 dimension and we use SVM and SVM with combination of RBF and Ploy kernel to classify the lower dimensional data . In SVM model the parameters of RBF kernel are 100 ,
And in multiple kernel model the parameters are set 05
curve is used to illustrate the performance , the result is shown in figure 1 . we also implement the AUC to contrast the performance, and the results are shown in figue2. And the dimension of the original data is reduced from 1 to 5 and the AUC varies . if the dimension equals to 1, SVM is better than other two models, and when the dimension of the data is reduced to 5, We can see that AUC of our proposed algorithm is larger than ISOMAP-SVM and SVM. According to the results of the experiment, the AUC of the model and the accuracy of the testing data show that ISOMAP-SVM model with combination kernels of Poly and RBF has better performance than traditional SVM model with single kernel for Breast Cancer classification.
VI. CONCLUSION
SVM is a very good method to solve the nonlinear and high dimensional data classification problems. Isomap can reduce the high-dimensional data into a much lower dimension space. In this paper, fist we use Isomap to reduce the dimension of the breast cancer data into a lower space and then use SVM to classify the data , and the performance of the algorithm is shown in ROC curve and AUC. The experiment results show that the ISOMAP-SVM with combination kernels has a higher classification correct rate than traditional SVM with single kernel.
