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1. Let R and C denote the fields of real and complex numbers respectively, 
let M, denote the algebra of complex n x 12 matrices, and let I denote 
the identity matrix in M,. For A E M,, we denote by cl(A) the spectrum 
of A and by r(A) the spectral radius of A. An eigenvalue I of A such that 
lil = r(A) is called a dominant eigenvalue of A. The multiplicity of an 
eigenvalue in the minimal polynomial of A is called the index of that 
eigenvalue. A norm ,u on M, is said to be a matrix norm if ,u(AB) < 
p(A),u(B) for all A, B EM, [8]. For example, the mapping (a,J -+ 
maxi C&i Ia/ ((acj) E M,) is a matrix norm on M,, called the maximum 
absolute YOW sum norm [14]. If p is a matrix norm on M, and G is an 
invertible matrix in M,, then the mapping A -+ p(GAG-l) (A EM,) is 
also a matrix norm on M,, called the G-transform of ,U (G-l-transform in 
[71). 
Let v be a norm on Cn and let x, y E 0. We say that x is v-orthogonal 
to y if v(x) < v(x + ay) for all a E C [4, lo]. The dual norm of v will be 
denoted by vD [8] and the matrix norm subordinate to v by lub, [14]. 
For a given norm v on 0 and a given A E M,, we denote by @,(A) 
the numerical range of A (field of values in [l, 21, Bauer field of values ‘n 
[13], spatial numerical range in [5]), i.e., 
@,(A) = {y*Ax: v(x) = vD(y) = y*x = I}, 
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and by w”(A) the ?zztm,erl:caJ Tad&s of A, i.e., 
w,(A) = sup{llj : 5 E @,(A)). 
It is known [5] that the mapping A --f W,(A) (A E M,) is a norm on M, and 
r(A) < W”(A) < lub,A < em”(A) 
for all A E M,. A matrix A E M, is said to be Y-Hermitian if QV(A) C R. 
A matrix norm p on M, is said to be minimal on a set d C M, if 
r(A) = p(A) for all A EL& [12]. It is well known that there may be no 
matrix norm which is minimal on a set consisting of a single matrix A 
(for example, if A is a nonzero nilpotent matrix). A subset ~2 of M, is 
said to be relatively bozcnded if there exists a matrix norm ,u on M, and a 
positive number K such that p(A) < KY(A) for all A E d [12]. Clearly, 
if such an inequality holds for one matrix norm, then it holds for all 
matrix norms on M,. 
If u E C and S c C, then d(a, S) will denote the distance from a to 
S and co S will denote the convex hull of S. 
The purpose of this paper is to investigate several properties of matrices 
related to the concepts listed in the title. 
2. For a given A EM,, we denote 
Y(A) = {Ak: k = 1, 2,. . .}; 
B(A) = {B E M, : B is a polynomial in A); 
B,(A) = {B E M, : B is a polynomial in A without constant term) 
If A is invertible, we denote 
B(A) = {A”:K = 0,f 1, f2 ,... }. 
Finally, let 9 denote an arbitrary subalgebra of M,. 
Mott and Schneider [12] have proved that for each of the sets Y(A), 
B(A), B,(A), B(A), ~3, the property of being relatively bounded is 
equivalent to the existence of a matrix norm minimal on that set. They 
have also given an intrinsic characterization of these properties. For 
example, Y(A) is relatively bounded if and only if every dominant eigen- 
value of A has index equal to one (see also [S]), while each of the sets 
B(A) and PO(A) is relatively bounded if and only if A is diagonalizable. 
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In this section we give a unifying constructive proof for the existence 
of a minimal matrix norm on any given relatively bounded commutative 
multiplicative semigroup in M,. 
PROPOSITION 1. If d is a relatively bounded commutative multiplicative 
semigroup in M,, then there exists a matrix norm on M, which is minimal 
on JJ. 
Proof. Let 11 I/ b e any norm on Cn and let us define for each x E C” 
where ~2’ = SS? U {I}. Since &’ is relatively bounded, we have 
(I( 1 II / is the matrix norm subordinate to 11 (I). It is easy to verify that 
Y is a norm on C”. If A E s;l, then 
II-4 Y(AX) = sup -__ = sup --- ~ 
T~_M’ r(T) 
ilTAx\l ‘tTA) < y(X)y(A) 
Ted’ +‘-A) V-) 
where we have made use of the inequality r(TA) < r(T)r(A) which holds 
whenever A and T commute. Now 
lub,A = sup ** < r(A) < lub,A, 
X#O 44 
which gives lub,A = r(A). w 
3. Let A E M, and denote B?(A) = {(A - x1)-l : tc E C \_4(A)}. In this 
section we find necessary and sufficient conditions for the existence of a 
matrix norm which is minimal on B(A). 
PROPOSITION 2. Let A E M,. The following statements are equivalent: 
(a) there exists a matrix norm minimal on W(A); 
(b) W(A) is relatively bounded; 
(c) A is diagonalizable. 
Proof. (a) 3 (b) : This implication is obvious. 
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(b) + (c) : Assume W(A) is relatively bounded, i.e., there exists a matrix 
norm ,u on M, and K > 0 such that 
p[(A - CCI)-~] < Kr[(A - c.cI)-~] 
for all cc E C \/l(A). Let A(A) = {A,,. . . , A,}, let mj denote the index of 
Aj (j = 1,. . .) s), and let Zj, (1 < j < s, 0 < 4 < mi - 1) denote the 
components of A [ll]. We have 
z, = & 5 (5‘ - W(U - AY dC 
rj 
where rj is the circumference of a circle with center 
contains no other eigenvalue of A [ll, p. 1871. Hence 
at A9 and which 
AZj,) < $pjq+‘maxp[(U - A)-11 
I:--s’I=Pj 
where pj is the radius of rj. If pj is sufficiently small, then we have for all 
5 E C such that I[ - jl,l = pj, 
,u[((I - A)-l] 6 Kr[(cl- A)-11 = K- = K. 
45J4A)) pj 
Thus 
p(Zjq) < Kp'" 
4! 
from where, letting pj ---t 0, we obtain Zjq = 0 whenever q # 0. Con- 
sequently, A is diagonalizable. 
(c) =S (a): If A is diagonalizable, then there exists a matrix norm 
minimal on the set B(A) of all polynomials in A [12]. But W(A) C B(A). 
4. Let v be a norm on Cn and let A E M,. In this section we give a 
necessary and sufficient condition in order that @,(A) = co cl(A). First 
we prove two lemmas. 
LEMMA 1. Let v be a nmn on C* and let A E M,. Then 
6) [d(cr, A(A))]-l < lub,[(A - crl)-l] Va E C \/l(A); 
(ii) lub,[(A - al)-1] < [d(a, @,(A)]-’ Vcr E C \@,(A). 
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Proof. (i) IfIEA(A)andcrEC\A(A),then(A--a)-’EA[(A -al)-‘] 
and so l;i - a/-l < lub,[(A - aI)-I]. 
(ii) Let X, y E C” be such that V(X) = yD(y) = y*x = 1 and let 
a E C \@,(A). Then a 4 A(A) and 
ly*Ax - a\ = ly*(A - al)xl < y[(A - al)%] 
whence 
d(a, @,(A)) < inf v[(A - a+] = (lub,[(A - al)-ll)-l. n 
v(x)=1 
The proof of the next lemma is an adaptation of the proof of Theorem 2 
of [16]. 
LEMMA 2. Let Y be a norm on 0, let A E M,, and let K be a closed 
convex subset of C. Then co @,(A) c K if and only if 
lub,[(A - al)-‘] < [d(cr, K)]-l Va E C \K. (1) 
Proof. (i) If co @,(A) c K, then (1) follows at once from Lemma 1. 
(ii) Now we assume that (1) holds. It is sufficient to show that every 
half-plane H which contains K contains also co @,(A). Performing a 
translation and a rotation, we may assume that H = {c E C : re c < O}. 
Let tc > 0. Then lub,[(A - a-lI)-1] < [d(a-l, K)]-l < a, whence 
lub,[(l - aA)-l] < 1. If x and y are vectors in 0 such that V(X) = 
yD(y) = y*x = 1, then 
re[y*(l - aA)-%] < ly*(I - aA)-% < lub,[(l - aA)-‘] < 1, 
whence re y*[I - (I - aA)-l]x 3 0. But 
I - (I - aA)-l = - aA(I - aA)-l, 
and so re y*A(I - aA)-% < 0. Letting a + 0, we obtain re y*Ax < 0, 
whence dry(A) c H and so co @,(A) C H. n 
PROPOSITION 3. Let v be a norm on 0 and let A E M,. Then @,(A) = 
co rl(A) if and only if 
lub,[(A - al)-1] < [d(a, CO n(A))]-l Va E C \CO cl(A). (2) 
Proof. By Lemma 2, statement (2) is equivalent to co@,(A) c 
coA(A). But this, by virtue of the inclusion co cl(A) c @,(A) [17], is 
equivalent to @,(A) = cocl(A). w 
