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Abstract
The first chapter of this thesis draws on newly collected archival data 
from colonial India to estimate the impact of India’s vast railroad net­
work on real income there from 1870 to 1930. Guided by four predictions 
from a general equilibrium trade model I find that railroads: (1) reduced 
trade costs and interregional price gaps; (2) expanded interregional and 
international trade; (3), raised real income levels (but harmed neighbour­
ing regions without railroad access); and (4), that a sufficient statistic 
for the impact of railroads on welfare in the model accounts for virtually 
all of the estimated reduced-form impact of railroads on real income.
The second chapter examines the role tha t openness to trade, as 
brought about by railroads in colonial India, affected the extent to which 
real incomes in the agricultural sector were exposed to variation in rain­
fall (an input to agricultural production). This relationship is theoreti­
cally ambiguous, but I find strong empirical support for trade openness 
reducing the exposure of real income to rainfall (prices become less re­
sponsive and nominal incomes more responsive to local rainfall, but real 
incomes are on net less responsive). I find analogous effects on mortality 
rates, implying that the responsiveness of consumption to rainfall may 
have fallen as well. These results suggest tha t openness can reduce real 
income volatility, and that railroads did much to rid India of famine.
The final chapter extends the above investigation of the role that 
weather fluctuations play in Indian citizen’s lives into the modern period, 
from 1957-2000. A first set of results document large effects of excess 
temperature and surfeit rainfall on both adult and infant mortality— 
further, these effects are only present in the growing periods of the year 
and are entirely absent among urban citizens. A second set of results
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documents an analogous pattern of deleterious effects of adverse weather 
on agricultural yields, wages and prices.
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Preface
This thesis investigates determinants of economic welfare in India from 
1861 to the present. A central theme is the potential for transportation 
infrastructure improvements to improve economic welfare in the agricul­
tural sector, both through raising real incomes and by mitigating the 
dependency of real incomes on the supply of rainfall.
Chapter 1 focuses on an analysis of the effect of India’s colonial-era 
railroad system on real agricultural income growth. I start by estimating 
the extent to which railroads actually reduced the costs of trading, and 
then examine how much new trade was generated by these trade cost 
reductions. The elasticity of trade flows to trade costs says a great deal in 
the theoretical model tha t I work with about how large one could expect 
the static gains from trade, brought about due to lower trade costs, to 
be. I estimate this elasticity and compute the model’s predicted real 
income gains due to new static gains from trade. These predicted gains 
are highly correlated with the observed real income gains attributable to 
railroads in the data. This is suggestive evidence of an im portant role 
for transportation infrastructure in promoting development by allowing 
regions to trade with one another at lower costs.
Chapter 2 then extends Chapter 1 by looking at a second poten­
tial welfare improvement due to railroads, their role in reducing real 
income volatility. I look at the extent to which agricultural productivity 
shocks, due to rainfall extremes, affect agricultural incomes in both the 
pre-railroad and post-railroad eras. When railroads arrive in an aver­
age district of India they significantly reduce the responsiveness of real 
agricultural income—and the mortality rate—to the vagaries of India’s 
monsoon rains. Chapter 2 presents further results tha t aim to better
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understand the genesis of this result, beginning with price volatility and 
working up. The findings with respect to dampened mortality responses 
to rainfall attributable to railroads speak to the question of whether rail­
roads were responsible for ridding India of peacetime famine from 1906 
onwards.
Chapter 3 continues the investigation of the  relationship between 
weather and death taken up in Chapter 2, by extending this work into 
the post-independence era in India. I also extend the  analysis to include 
both temperature and rainfall variation and show that temperature ex­
tremes have a particularly pernicious effect on m ortality in India, but 
that this effect is concentrated entirely in rural areas, and is confined to 
extremes that occur only during the agricultural growing months of the 
year. The remainder of Chapter 3 attempts to be tte r understand the 
mechanisms behind this finding.
A final contribution of this thesis is the creaition of a new dataset 
on the evolution of India’s economy, and the heal th  of its citizens, from 
1861 to 2000. India is unique among developing countries—and even 
developed ones—in presenting researchers with a legacy of high quality 
data on a variety of variables of interest, for fine geographic units, over 
the extremely long-run. While this has not been a feature of any of 
the analysis in this thesis, these geographic units *can be traced through 
time as their borders are largely invariant. It is hoped tha t the creation 
of this new resource will generate further research on questions of eco­
nomic development—and long-run development in particular—that India 
is uniquely positioned to answer.
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Chapter 1
Railroads of the Raj: 
Estimating the Impact of 
Transportation Infrastructure
1.1 Introduction
In 2007, almost 20 percent of World Bank lending was allocated to trans­
portation infrastructure projects, a larger share than th a t of education, 
health and social services combined (World Bank 2007). These projects 
aim to reduce trade costs. In prominent models of international and in­
terregional trade, reductions in trade costs will increase the level of real 
income in trading regions.1 Unfortunately, despite an emphasis on reduc­
ing trade costs in both economic theory and contemporary aid efforts, 
we lack a rigorous empirical understanding of the extent to which trans­
1Workhorse trade models featuring trade costs include Dornbusch, Fischer, and 
Samuelson (1977), Krugman (1980), Eaton and Kortum (2002) and Melitz (2003). 
In all of these theories, two trading regions will both gain when the (iceberg) cost 
of trading goods between them falls symmetrically. However, there are theoretical 
settings in which symmetric trade cost reductions can harm one of two trading regions; 
for example, if increasing returns to scale production technologies mix with factor 
mobility, as in Krugman (1991), or traded intermediate goods, as in Krugman and 
Venables (1995), then one of two trading regions can experience a welfare loss.
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portation infrastructure projects actually reduce the costs of trading, and 
how the resulting trade cost reductions affect welfare.
In this chapter I exploit one of history’s great transportation infras­
tructure projects—the vast network of railroads built in colonial India 
(India, Pakistan and Bangladesh; henceforth, simply ‘India’)—to make 
three contributions to our understanding of transportation infrastructure 
improvements. In doing so I draw on a comprehensive new dataset on the 
colonial Indian economy that I have constructed. First, I estimate the ex­
tent to which railroads improved India’s trading environment (ie reduced 
trade costs, reduced interregional price gaps, and increased trade flows). 
Second, I estimate the reduced-form welfare gains (higher real income 
levels) that the railroads brought about. Finally, I assess, in the context 
of a general equilibrium trade model, how much of these reduced-form 
welfare gains could be plausibly interpreted as newly exploited gains from 
trade.
The railroad network designed and built by the British government 
in India (then referred to as ‘the R aj’) brought dramatic change to the 
technology of trading there. Prior to  the railroad age, bullocks carried 
most of India’s commodity trade on their backs, traveling no more than 
30 km per day along India’s sparse network of dirt roads (Deloche 1994). 
By contrast, railroads could transport these same commodities 600 km in 
a day, and at much lower per unit distance freight rates. As the 67,247 km 
long railroad network expanded (from 1853 to 1930), it penetrated inland 
districts (local administrative regions), bringing them out of near-autarky 
and connecting them with the rest of India and the world. I use the arrival 
of the railroad network in each district to investigate the economic impact 
of this striking improvement in transportation infrastructure.
This setting is unique because the British government collected de­
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tailed records of economic activity throughout India in this time period— 
remarkably, however, these records have never been systematically dig­
itized and organized by researchers. I use these records to construct 
a new dataset with almost seven million observations on district-level 
prices, output, daily rainfall and interregional and international trade in 
India, as well as a digital map of India’s railroad network in which each 
20 km segment is coded with its year of opening. This dataset allows 
me to track the evolution of India’s district economies before, during and 
after the expansion of the railroad network. The records on interregional 
trade are particularly unique and important here. Information on trade 
flows within a country is rarely available to researchers, yet the response 
of these trade flows to a transportation infrastructure improvement says 
a great deal about the potential for gains from trade (as I describe ex­
plicitly below).
To guide my empirical analysis I develop a Ricardian trade model with 
many regions, many commodities, and where trade occurs at a cost. Be­
cause of geographical heterogeneity, regions have differing productivity 
levels across commodities, which creates incentives to trade to exploit 
comparative advantage. A new railroad link between two districts low­
ers their bilateral trade cost, allowing consumers to buy goods from the 
cheapest district, and producers to sell more of what they are best at 
producing. There are thousands of interacting product and factor mar­
kets in the model. But the analysis of this complex general equilibrium 
problem is tractable if production heterogeneity takes a convenient but 
plausible functional form, as shown by Eaton and Kortum (2002).
I use this model to assess empirically the importance of one particu­
lar mechanism linking railroads to welfare improvements—that railroads 
reduce trade costs and thereby allow regions to gain from trade. The
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model makes four predictions that drive my four-step empirical analysis:
1. Inter-district price differences are equal to trade costs (in special 
cases): That is, if a commodity can be made in only one district 
(the ‘origin’) but is consumed in other districts (‘destinations’), 
then that commodity’s origin-destination price difference is equal 
to its origin-destination trade cost. I use this result to infer trade 
costs (which researchers never fully observe) by exploiting widely- 
traded commodities that could only be made in one district. Using 
inter-district price differentials, along with a graph theory algo­
rithm embedded in a non-linear least squares routine, I estimate 
the trade cost parameters governing traders’ endogenous route de­
cisions on a network of roads, rivers, coasts and railroads. This 
is a novel method for inferring trade costs in networked settings. 
My resulting parameter estimates reveal that railroads significantly 
reduced the cost of trading in India.
2. Bilateral trade flows take the ‘gravity equation’ form: That is, hold­
ing constant exporter- and importer-specific effects, bilateral trade 
costs reduce bilateral trade flows. I find that railroad-driven reduc­
tions in trade costs (estimated in Step 1) increase bilateral trade 
flows, and show that the parameters estimated from the gravity 
equation identify my model.
3. Railroads increase real income levels: That is, when a district is 
connected to the railroad network its real income rises; however, 
improvements in the railroad network that by-pass a district reduce 
the district’s real income (a negative spillover effect). Empirically, 
I find that own-railroad access raises real income by 18 percent, 
but a neighbor’s access reduces real income by 4 percent. However,
CHAPTER 1. RAILROADS OF THE RAJ 15
these are reduced-form estimates that could be due to a number of 
mechanisms. A key goal of Step 4 below is to assess how much of 
the reduced-form effect of railroads can be attributed to gains from 
trade due to the trade cost reductions found in Step 1.
4. There exists a sufficient statistic for the welfare gains from rail­
roads: That is, despite the complexity of the model’s general equi­
librium relationships, the impact of the railroad network on welfare 
in a district is captured by one variable: the share of tha t district’s 
expenditure tha t it sources from itself. A prediction similar to this 
appears in a wide range of trade models but has not, to my knowl­
edge, been tested before.2 I test this prediction by regressing real 
income on this sufficient statistic (as calculated using the model 
estimated in Steps 1 and 2) alongside the regressors from Step 3 
(which capture the reduced-form impact of railroads).3 When I do 
this, the reduced-form coefficients on railroad access estimated in 
Step 3 fall to a level that is close to zero. This finding provides 
support for prediction 4 of the model and suggests tha t decreased 
trade costs account for virtually all of the real income impacts of 
the Indian railroad network.
These four results demonstrate tha t India’s railroad network improved 
the trading environment (Steps 1 and 2), generated welfare gains (Steps 
3), and that these welfare gains arose predominantly because railroads 
allowed regions to exploit gains from trade (Step 4).
2Arkolakis, Klenow, Demidova, and Rodriguez-Clare (2008) show that this predic­
tion applies to the Krugman (1980), Eaton and Kortum (2002), Melitz (2003), and 
Chaney (2008) models of trade, but these authors do not test this prediction in their 
empirical application.
3 This procedure is similar in spirit to the “sufficient statistic approach” proposed 
by Chetty (2008) as a compromise between reduced-form and structural methods of 
welfare analysis.
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Because railroads were not randomly assigned to districts, I pursue 
three strategies to mitigate concerns of bias due to a potential corre­
lation between railroad placement and unobserved changes in the local 
economic environment. First, I estimate four placebo specifications using 
over 40,000 km of railroad lines that reached advanced stages of costly 
surveying but were never actually built, but find no spurious effects from 
these unbuilt lines. Second, I estimate instrumental variable specifica­
tions in which I instrument for railroad construction post-1884 with rain­
fall shortages in the 1876-78 agricultural years (because the 1880 Indian 
Famine Commission recommended tha t railroad lines be built in regions 
tha t experienced drought in the 1876-78 famine), and find IV results that 
are very close to my OLS results. Finally, in a bounds check, I find sim­
ilar results among railroad lines whose estimates are likely to be biased 
upwards and lines whose estimates are likely to be biased downwards.
This chapter contributes to a growing literature on estimating the 
economic effects of large infrastructure projects,4 as well as a literature 
on estimating the ‘social savings’ of railroad projects.5 A distinguish­
ing feature of my approach is that, in addition to estimating reduced- 
form relationships between infrastructure and welfare as in the existing 
literature, I fully specify and estimate a general equilibrium model of 
how railroads affect welfare. The model makes auxiliary predictions and 
suggests a sufficient statistic for the role played by railroads in raising 
welfare—all of which shed light on the economic mechanisms that could
4For example, Dinkelman (2007) estimates the effect of electrification on labor force 
participation in South Africa, Duflo and Pande (2007) estimate the effect of dam 
construction in India on agriculture, Jensen (2007) evaluates how the construction 
of cellular phone towers in South India improved efficiency in the fish market, and 
Michaels (2008) estimates the effect of the US Interstate Highway system on the skilled 
wage premium. An older literature, beginning with Aschauer (1989), pioneered the 
use of econometric methods in estimating the benefits of infrastructure projects.
5Fogel (1964) first applied the social savings methodology to railroads in the United 
States, and Hurd (1983) performed a similar exercise for India. In section 1.6.7 I 
compare my estimates to those from using a social savings approach.
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explain my reduced-form estimates. Using a model also improves the ex­
ternal validity of my estimates because the primitive in my model—the 
cost of trading—is specified explicitly, and is portable to a range of set­
tings in which the welfare benefits of trade cost-reducing polices might be 
sought.6 By contrast, my reduced-form estimates are more likely to be 
specific to the context of railroads in colonial India. Finally, the model 
suggests a general equilibrium treatment externality of railroads that, if 
ignored, would bias estimates of the effects of this infrastructure project 
by almost 20 percent.7 This point has not, to my knowledge, been incor­
porated before in the infrastructure literature.
This chapter also contributes to a rich literature concerned with esti­
mating the welfare effects of openness to trade, because the reduction in 
trade costs brought about by India’s railroad network rapidly increased 
each district’s exposure to trade.8 My chapter adds to this literature 
in two ways. First, I explicitly connect my empirical approach to an 
estimable, general equilibrium model of trade. One advantage of doing 
so is that the model suggests an appropriate way to measure ‘openness’. 
This has been an object of significant debate in this literature but the 
measurement of openness suggested by my model (the share of a region’s 
expenditure it sources from abroad) has not been used before in an esti­
6For example, Raballand and Macchi (2008) find in surveys of African trucking 
firms that transportation costs are relatively high in Africa because of a number of 
policy-relevant features (e.g. poor roads, expensive inputs, and underutilized payload 
capacity). Similarly, Djankov, Freund, and Pham (2006) survey freight forwarding 
firms in 126 countries to measure wider, policy-relevant costs of trading (e.g. inspec­
tions, technical clearance, mandatory storage, port handling, and customs clearance).
7Most of the policy evaluation literature assumes that policy treatments received 
by one unit of observation do not affect outcomes for any other units (the “stable 
unit treatment value assumption,” in the language of Rubin (1978).) Heckman and 
Abbring (2007) survey the recent literature on general equilibrium policy evaluation.
8Frankel and Romer (1999), Rodriguez and Rodrik (2001), Irwin and Tervio (2002) 
and Alcala and Ciccone (2004) use cross-country regressions of real GDP levels on 
‘openness’ (defined in various ways) to estimate the effect of openness on welfare. 
Topalova (2005), Trefler (2004) and Pavcnik (2002) instead analyze trade liberal­
izations within one country by exploiting cross-sectional variation in the extent of 
liberalization across either industries or regions.
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mation approach.9 Second, I pursue an approach that treats openness to 
both internal and external trade as similar phenomena, while previous 
work has focused only on the gains from external openness.10
The next section describes the historical setting in which the Indian 
railroad network was constructed and the new data tha t I have collected 
from that setting. In section 1.3, I outline a model of trade in colonial 
India and the model’s six predictions. Sections 1.4 through 1.7 present 
six empirical steps that test the model’s six predictions qualitatively and 
quantitatively. Section 1.8 concludes.
1.2 H istorical Background and D ata
In this section I discuss some essential features of the economy in colonial 
India and the data that I have collected in order to analyze how this 
economy changed with the advent of railroad travel. I go on to describe 
the transportation system in India before and after the railroad era, and 
the institutional details that determined when and where railroads were 
built.
1.2.1 N ew  D ata  on th e Indian Econom y, 1870-1930
In order to evaluate the impact of the railroad network on economic wel­
fare in colonial India I have constructed a new panel dataset on 239 Indian 
districts. The dataset tracks these districts annually from 1870-1930, a 
period during which 98 percent of British India’s current railroad lines 
were opened. Table 1.1 contains descriptive statistics for the variables
9Waugh (2007), however, uses Eaton and Kortum (2002), and hence the defini­
tion of ‘openness’ employed here, to inform a development accounting approach to 
estimating the contribution of trade to growth.
10 An exception is Poncet and Wei (2005), who estimate the effect of trade costs on 
growth at the provincial level in China.
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that I use in this chapter and describe throughout this section. Appendix 
A contains more detail on the construction of these variables.
During the colonial period, India’s economy was predominantly agri­
cultural, with agriculture constituting an estimated 66 percent of GDP 
in 1900 (Heston 1983).11 For this reason, district-level output data was 
only collected systematically in the agricultural sector. D ata on agricul­
tural output was recorded for each of 17 principal crops (which comprised 
93 percent of the cropped area of India in 1900). Retail prices for these 
17 crops were also recorded at the district-level. I use these price fig­
ures to construct a nominal agricultural GDP series for each district and 
year and then a real agricultural income per acre figure by dividing by 
a consumer price index and district land area.12 The resulting real agri­
cultural income per acre variable provides the best available measure of 
district-level economic welfare in this time period.
Real incomes were low during my sample period, but there was 22 
percent growth between 1870 and 1930.13 Real incomes were low because 
crop yields were low, both by contemporaneous international standards 
and by Indian standards today.14 One explanation for low yields, which 
featured heavily in Indian agricultural textbooks of the day (such as
11 Factory-based industry—which Chandler (1977) and Atack, Haines, and Margo 
(2008) argue benefited from access to railroads in the United States—contributed only 
1.6 percent of India’s GDP in 1900.
12The use of real income, rather than real GDP, in open-economy settings is advo­
cated by Diewert and Morrison (1986), Feenstra (2003) and Kehoe and Ruhl (2008). 
As the latter authors argue, real income captures the gains from trade in a wide range 
of trade models, but real GDP does not.
13For comparison, Heston (1983) estimates that in 1869, on the basis of purchasing 
power exchange rates, per capita income in the United States was four times that in 
India. This income disparity rises to ten if market exchange rates are used instead of 
PPP rates.
14For example, the yield of wheat in India’s ‘breadbasket’, the province of Punjab, 
was 748 lbs/acre in 1896. By contrast, for similar types of wheat, yields in Nevada (the 
highest state yields in the United States) in 1900 were almost twice as high (see plate
15 of United States Census Office (1902)) and yields in (Indian) Punjab in 2005 were 
over five times higher than those in 1896 (as calculated from the Indian District-wise 
Crop Production Statistics Portal, h ttp ://d a cn e t.n ic .in /a p y /cp s .a sp x ).
Number of Beginning of End of
Observations Available Data Available Data
Value of agricultural output per acre, all crops (current rupees) 14,340 27.3 111.3
(10.4) (40.8)
Agricultural prices (average over all crops, current rupees 14,340 2.37 5.07
per maund) (1.37) (2.35)
Real agricultural income per acre (1870 rupees) 14,340 27.3 38.0
(10.4) (13.8)
Price of salt, all sources (current rupees per maund) 7,329 5.19 3.45
(1.96) (0.465)
Total annual rainfall (meters) 14,340 1.011 1.145
(0.798) (1.302)
Crop-specific rainfall shock (meters) 73,000 0.638 0.662
(0.614) (0.602)
Exports per trade block (millions of 1870 rupees) 6,581,327 0.711 3.581
(0.649) (2.444)
T able  1.1: S u m m ary  S ta tis tic s  Notes: Values are sample means over all observations for the year and question, with standard 
deviations in parentheses. Beginning and end of available data are: 1870 and 1930 for agricultural output and real agricultural 
income; 1861 and 1930 for agricultural prices and salt prices; 1867 and 1930 for all rainfall variables; and 1880 and 1920 for trade 
data. A ‘maund’ is equal to 37.3 kg and was the standardized unit of weight in colonial India. Data sources and construction are 
described in full in Appendix A.
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Leake (1923), Mollison (1901) and Wallace (1892)), was inadequate water 
supply. Only 12 percent of cultivated land was irrigated in 1885; while 
this figure had risen to 19 percent in 1930, the vast majority of agriculture 
maintained its dependence on rainfall.15
Because rainfall was important for agricultural production, 3614 me­
teorological stations (plotted in Figure 1.1) were built throughout the 
country to record the amount of rainfall at each station on every day 
of the year. Daily rainfall data was recorded and published because 
the distribution of rainfall throughout the year was far more important 
to farmers and traders than total annual or monthly amounts. In par­
ticular, the intra-annual distribution of rainfall governed how different 
crops (which were grown in distinct stretches of the year) were affected 
by a given year’s rainfall. In sections 1.5 through 1.7, I use daily rain­
fall data from each of India’s 3614 meteorological stations to construct 
crop-specific measures of rainfall and use these as a source of exogenous 
variation in crop-specific productivity.
Commensurate with the increase in the level of real agricultural in­
come in India was a dramatic rise in interregional and international trade. 
The final component of the dataset that I have constructed on colonial 
India is data on these internal and external trades.
A great deal of change in internal trade volumes appears to have oc­
curred in India, though this is difficult to measure accurately due to only 
limited amounts of available data on road trade (data on trade by rail, 
river and coastal shipping, by contrast, are well recorded throughout the 
period). The average Indian trade block (a geographical unit containing 
approximately 5 districts) saw its real exports along all non-road means
15These figures encompass a wide definition of irrigation, including the use of tanks, 
cisterns, and reservoirs as well as canals. See the Agricultural Statistics of India, 
described in Appendix A. 1885 is the first year in which comprehensive irrigation 
statistics were collected.
CHAPTER 1. RAILROADS OF THE RAJ 22
Figure 1.1: Meteorological stations in colonial India: Dots represent the 
3914 meteorological stations with rain gauges collecting daily rainfall 
in the period from 1891-1930. District borders are also shown. Source: 
Global Historical Climatological Network an author’s calculations; see 
Appendix A for full details.
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of transportation (ie along rail, river, and coastal routes) grow by a factor 
of 5 between 1870 and 1920. In particular two regions, however, it is pos­
sible to say more about the nature of trade along all available modes of 
transportation. First, in the Bengal Presidency, for example, trade to and 
from the port of Calcutta rarely took place on roads, because river trans­
port was so plentiful. Total real exports (along both rivers and railroads) 
in Bengal, from inland regions to Calcutta, grew by a factor of 6.2 from 
1876 to 1920. A second example comes from the Chhattisgarh region 
of the Central Provinces (a landlocked region with no navigable rivers), 
where data were collected in 1870 on the region’s imports/exports via 
road, before the railroad network entered the region. This region’s real 
exports grew by at least a factor of 7 between 1870 and 1920 (though 
this figure is an underestimate of total trade growth because the 1920 
trade data excludes road trade).
India’s economy became increasingly engaged in international trade 
from 1870 to 1930, with international trade flows roughly doubling (as 
a share of national income) over the period (Chaudhuri 1983). India’s 
dominant exports in 1860 were opium, raw cotton and food grains, but 
by 1930 the opium trade had collapsed, and jute and tea had taken its 
place. Almost 80 percent of these exports went to Great Britain and 
China in 1860, but by 1930, while Britain was still predominant (with 25 
percent of exports), Japan and the United States also important. While 
exports, both in 1860 and 1930, were primarily agricultural and other 
primary commodities, processed textiles (cotton piecegoods) and met­
als/machinery made up the bulk of imports. These imports came almost 
entirely (85 percent) from Britain in 1860, though by 1930 this share 
had fallen to 23 percent with the United States and Japan contributing 
approximately 10 percent of India’s imports each.
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1.2.2 Transportation in Colonial India
Prior to the railroad era, goods transport within India took place on 
roads, rivers, and coastal shipping routes. The bulk of inland travel was 
carried by bullocks, along the road network.16 Bullocks were employed 
either as ‘pack bullocks’ (which carried goods strapped to their backs 
and usually traveled directly over pasture land), or ‘cart bullocks’ (which 
pulled a cart containing goods and traveled along improved roads). On 
the best road surfaces and during optimal weather conditions, cart bul­
locks could cover 20-30 km per day. However, high-quality roads were 
extremely sparse and the roads that did exists were virtually impassable 
in the monsoon season (Deloche 1994). Pack bullocks were more versa­
tile than cart bullocks, but their freight rates were three times higher per 
unit distance and weight (Derbyshire 1985).
Water transport was far superior to road transport, but it was only 
feasible on the Brahmaputra, Ganges and Indus river systems.17 In op­
timal conditions, downstream river traffic (with additional oar power18) 
could cover 65 km per day; upstream traffic needed to be towed from the 
banks and struggled to cover 15 km per day. Extensive river travel was 
impossible in the rainy monsoon months, or the dry summer months, and 
piracy was a serious hazard (Deloche 1995). Coastal shipping, however, 
was perennially available along India’s long coastline. This form of ship­
ping was increasingly steam-powered post-1840. Steamships were fast, 
covering over 100 km per day, but they could only service major ports. 
The bulk of this trade, both before and after the railroads, therefore
16 Camels were also used in sandy areas. Horses, ponies, donkeys, mules and ele­
phants were less common forms of animal-powered transportation.
17Navigable canals either ran parallel to sections of these three rivers or were ex­
tremely localized in a small number of coastal deltas (Stone 1984, Whitcombe 1983).
18Steamboats had periods of success in the colonial era, but were severely limited 
in scope by India’s seasonal and shifting rivers (Derbyshire 1985).
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consisted of shipments between the major ports (Naidu 1936).
Against this backdrop of costly and slow internal transportation, the 
appealing prospect of railroad transportation in India was discussed as 
early as 1832 (Sanyal 1930)—though it was not until 1853 that the first 
track was actually laid. From the outset, railroad transport proved to be 
far superior to road, river or coastal transport (Banerjee 1966). Railroads 
were capable of traveling up to 600 km per day and they offered this 
superior speed on predictable timetables, throughout all months of the 
year, without any risk of piracy (Johnson 1963). Railroad freight rates 
were also considerably cheaper: 4-5, 2-4, and 1.5-3 times cheaper than 
road, river and coastal travel, respectively (Deloche 1994, Deloche 1995, 
Derbyshire 1985, Hurd 1975).
1.2.3 Railroad Line P lacem ent D ecisions
Throughout the history of India’s railroads, all railroad line placement 
decisions were made by the Government of India. It is widely accepted 
tha t the Government had three motives for building railroads: military, 
commercial, and humanitarian—in that order of priority (Thorner 1950, 
Macpherson 1955, Headrick 1988). In 1853, Lord Dalhousie (head of 
the Government of India) wrote an internal document to the East India 
Company’s Court of Directors that sketched railroad policy in India for 
decades to come.19 Military motivations for railroad-building appeared 
on virtually every page of this document,20 and these motivations gained
19The Government’s policy on how best to operate railroads, however, changed from 
decade to decade. In times of private ownership, companies were enticed to build the 
Government’s desired lines by a guarantee scheme. In exchange for building a line 
of their specification (and allowing free military and postal traffic), the Government 
would guarantee the company a minimum five percent return on capital (and half of 
any returns over five percent).
20For example, from the introduction: “A single glance...will suffice to show how 
immeasurable are the political advantages to be derived from the system of internal 
communication, which would admit of full intelligence of every event being transmit­
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new momentum when the 1857 ‘mutiny’ highlighted the importance of 
military communications (Headrick 1988). Dalhousie’s minute described 
five ‘trunk lines’ tha t would connect India’s five major provincial capitals 
along direct routes and maximize the “political advantages” of a railroad 
network.
Between 1853 and 1869, all of Dalhousie’s trunk lines were built—but 
not without significant debate over how best to connect the provincial 
capitals. Dalhousie and Major Kennedy, India’s Chief Engineer, spent 
over a decade discussing and surveying (at great cost) their competing, 
but very different, proposals for a pan-Indian network (Davidson 1868, 
Settar 1999). This debate indicates the vicissitudes of railroad planning 
in India and it was repeated many times by different actors in Indian 
railroad history. I have collected planning documents from a number of 
railroad expansion proposals that, like Kennedy’s proposal, were debated 
and surveyed at length, but were never actually built. As discussed in 
section 1.6.4,1 use these plans in a placebo strategy to check th a t unbuilt 
lines display no spurious ‘impact’ on the district economies in which they 
were nearly built.
By 1876, railroad expansion had slowed significantly in India. But 
railroads benefited from new enthusiasm in the wake of the 1880 Famine 
Commission, which recommended railroads as a means for future famine 
prevention. (Chapter 2 of this thesis investigates the merits of this rec­
ommendation by evaluating the extent to which railroads reduced the 
volatility of prices, real incomes, and the incidence of death due to 
drought.) The Commission’s recommendations for specific railroad lines 
formed the bedrock on which more detailed plans over the ensuing 15
ted to the Government...and would enable the Government to bring the main bulk of 
its military strength to bear upon any given point in as many days as it would now 
require months, and to an extent which at present is physically impossible.” (House 
of Commons Papers 1853).
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years were built. In section 1.6.5 I describe how this motivates an instru­
mental variable for railroad construction. A second consequence of the 
1880 Famine Commission report, from the perspective of my identifica­
tion strategy in section 1.6.6, is that all railroad proposals from 1883 to 
1904 were required to be designated according to their intended purpose. 
I use this feature to motivate a set of bounds on my estimates of the 
average effect of railroads.
As is clear from Figure 1 .2 , the railroad network in place in 1930 
(by and large, the same network that is open today) had completely 
transformed the transportation system in India. 67,247 km of track were 
open for traffic, constituting the fourth-largest network in the world. 
From their inception in 1853 to their zenith in 1930, railroads were the 
dominant form of public investment in British India . 21 But influential 
observers were highly critical of this public investment priority—the Na­
tionalist historian, Romesh Dutt, argued that they did little to promote 
agricultural development,22 and Mahatma Gandhi argued simply that 
“there can be little doubt that they [railroads] promote evil. ” 23 In the 
remainder of this chapter I use new data to assess quantitatively the effect 
of railroads on India’s trading environment and agricultural economy.
21Kumar (1983) summarizes government revenues and expenditure in India. Pub­
lic investment (which included railroads, roads, irrigation, buildings, health and ed­
ucation) accounted for around 20 percent of total expenditure (the largest category 
behind defense) and railroads accounted for over 40 percent of this category.
22For example, on page 174 of his textbook on Indian economic history: “Rail­
ways...did not add to the produce of the land.” (Dutt 1904)
23From Chapter IX of the 1938 English translation of Gandhi’s 1909 Hind Swaraj 
[Indian Home Rule], his influential newspaper columns. Other passages are equally 
polemic: “...but for the railways, the English could not have such a hold on India as 
they have. The railways, too, have spread the bubonic plague...Railways have also 
increased the frequency of famines, because, owing to facility of means of locomotion, 
people sell out their grain, and it is sent to the dearest markets....They [railways] 
accentuate the evil nature of man. Bad men fulfill their evil designs with greater 
rapidity.” (Gandhi 1938)
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Figure 1.2: The evolution of India’s railroad network, 1860-190: These 
figures display the decadal evolution of the railroad network (railroads 
illustrated with thick lines) in colonial India (the outline of which is 
illustrated with thin lines). Source: Author’s calculations based on 
official publications. See Appendix A for full details.
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1.3 A M odel of Railroads and Trade in Colo­
nial India
In this section I develop a general equilibrium model of trade among many 
regions in the presence of trade costs. The model is based on Eaton and 
Kortum (2002), extended to a setting with more than one commodity; 
this extension allows me to generate cross-commodity predictions tha t 
exploit the full richness of my commodity-level data . 24 The model serves 
two purposes. First, it delivers four predictions about the response of 
observables to trade cost reductions. Second, I estimate the unknown 
parameters of the model and use the estimated model to assess whether 
the observed reduction in trade costs due to the railroads can account, 
via the mechanism stressed in this model, for the observed increase in 
welfare due to railroads. Both of these features inform our understanding 
of how transportation infrastructure projects can raise welfare.
1.3.1 M odel Environm ent
The economy consists of D  regions (indexed by either o or d). There 
are K  commodities (indexed by k ), each available in a continuum (with 
mass normalized to one) of horizontally differentiated varieties (indexed 
by j) . In my empirical application I work with data on prices, output and 
trade flows that refer to commodities, not individual varieties. While my 
empirical setting will consider 70 years of annual observations, for sim­
plicity the model is static; I therefore suppress time subscripts until they 
are necessary.
24While Eaton and Kortum (2002) use a continuum of varieties (j  in the notation I 
use below), these are all varieties from one commodity (k in the notation I use below). 
The main predictions of their model, and the model that I present here, are at the 
level of commodities rather than varieties.
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Consumer Preferences:
Each region o is home to a mass (normalized to one) of identical agents, 
each of whom owns L 0 units of land. Land is geographically immobile 
and supplied inelastically. Agents have Cobb-Douglas preferences over 
commodities (k ) and constant elasticity of substitution preferences over 
varieties (j) within each commodity; that is, their (log) utility function 
is
ticity of substitution), and =  1- Agents rent out their land at the
rate of rQ per unit and use their income r0L0 to maximize utility from 
consumption.
Production and Market Structure:
Each variety j  of the commodity k can be produced using a constant 
returns to scale production technology in which land is the only factor 
of production . 25 Let z*(j) denote the amount variety j  of commodity k 
that can be produced with one unit of land in region o. I follow Eaton 
and Kortum (2002) in modeling z%(j) as the realization of a stochas­
tic variable Z% drawn from a Type-II extreme value distribution whose 
parameters vary across regions and commodities; tha t is,
( i . i )
where C%(j) is consumption, Sk = (where is the (constant) elas-
F?(z) =  Pr(Z* < z )  = exp(~ A k0z~ ^ ) ( 1 .2)
25It is straightforward to extend this setting to an arbitrary number of immobile 
factors (provided that the stochastic productivity term remains Hicks-neutral) by 
replacing the land rental rate rQ with a general unit cost function ck (wQ), where w„ 
is the vector of factor payments in region o.
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where A k >  0 and Ok > 0. These random variables are drawn inde­
pendently for each variety, commodity and region. 26 The exogenous pa­
rameter A kQ increases the probability of high productivity draws and the 
exogenous parameter Ok captures (inversely) how variable the productiv­
ity of commodity k in any region is around its average.
There are many competitive firms in region o with access to the above 
technology; consequently, firms make zero profits . 27 These firms will 
therefore charge a pre-trade costs price of pk0(j) =  rQ/ z k(j), where rQ is 
the land rental rate in region o.
Opportunities to Trade:
W ithout opportunities to trade, consumers in region d must consume 
even their region’s worst draws from the productivity distribution in 
equation (1.2). The ability to trade breaks this production-consumption 
link. This allows consumers to import varieties from other regions in or­
26The assumption of within-sector heterogeneity characterized by a continuous 
stochastic distribution of productivities is a standard feature in the literature on trade 
with heterogeneous firms (eg Melitz (2003)). It is common in that literature to assume 
that the productivity distribution is Pareto (to which the upper tail of a Type-II ex­
treme value distribution converges) and that productivities are drawn independently 
across varieties (firms), commodities, and countries (eg Melitz and Ottaviano (2007), 
Chaney (2008) and Helpman, Melitz, and Rubinstein (2008).) An attraction of the 
Type-II extreme value distribution is its plausible micro-foundations: Kortum (1997) 
applies the extremal types theorem to show that the distribution of productivities 
among producers who use only the highest draws from any iid process of ‘ideas’ will 
converge to an extreme value distributional form. Nevertheless, Costinot and Ko- 
munjer (2008) show that the key features of the Eaton and Kortum (2002) model 
hold locally around a symmetric distribution of exogenous productivity terms A* for 
any continuous productivity distribution.
27My empirical application is primarily to the agricultural sector. This sector was 
characterized by millions of small-holding farmers who were likely to be price-taking 
producers of undifferentiated products (varieties j  in my model). For example, in 
the 1901 census in the province of Madras, workers in the agricultural sector (67.9 
percent of the almost 20 million strong workforce) were separately enumerated by 
their ownership status, and 35.7 percent of these workers were owner-cultivators (ex­
tremely small-scale farms) (Risley and Gait 1903). Nevertheless, Bernard, Eaton, 
Jensen, and Kortum (2003) and Eaton, Kortum, and Kramarz (2005) extend the 
Eaton and Kortum (2002) framework to allow for Bertrand and monopolistic com­
petition, respectively. While in principle it is possible to estimate these alternative 
models, the most natural way to do so uses firm-level trade data, which is unavailable 
in my setting.
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der to take advantage of the favorable productivity draws available there, 
and allows producers to produce more of the varieties for which they re­
ceived the best productivity draws. These two mechanisms constitute 
the gains from trade in this model.
However, there is a limit to trade because the movement of goods is 
subject to trade costs (which include transport costs and other barriers 
to trade). These trade costs take the convenient and commonly used 
Samuelson (1954) ‘iceberg’ form. That is, in order for one unit of com­
modity k to arrive in region d , T ^  >  1  units of the commodity must be 
produced and shipped in region o; trade is free when T*d = 1. (Through­
out this chapter I refer to trade flows between an origin region o and a 
destination region d\ all bilateral variables, such as T£d, refer to quanti­
ties from o to d.) Trade costs are assumed to satisfy the property that 
it is always (weakly) cheaper to ship directly from region o to region d, 
rather than via some third region m: that is, T*d < T ^ T ^ .  Finally, I 
normalize T£0 =  1. In my empirical setting I proxy for T^d with measures 
calculated from the observed transportation network, which incorporates 
all possible modes of transport between region o and region d. Railroads 
enter this transportation network gradually over time, reducing and 
creating more gains from trade.
Trade costs drive a wedge between the price of an identical vari­
ety in two different regions. Let Pod{j) denote the price of variety j  of 
commodity k produced in region o, but shipped to region d for con­
sumption there. The iceberg formulation of trade costs implies that any 
variety in region d will cost T%d times more than in region o; that is,
p£j(j) =  pkooU) =  r» T^ t / zoU)-
Equilibrium Prices and Allocations:
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Consumers have preferences for all varieties j  along the continuum of 
varieties of commodity k. But they are are indifferent about where a 
given variety is made—they simply buy from the region tha t can provide 
the variety at the lowest cost. I therefore solve for the equilibrium prices 
tha t consumers in a region d actually face, given tha t they will only buy 
a given variety from the cheapest source region (including their own).
The price of a variety sent from region o to region d, denoted by 
is stochastic because it depends on the stochastic variable z%(j). Since 
z%(j) is drawn from the CDF in equation (1.2), Pod(j)  the realization 
of a random variable P£d drawn from the CDF
GkJ p )  =  P r ( J $  <  p) =  1 -  e x p I - X ^ r ^ - V * ] .  (1-3)
This is the price distribution for varieties (of commodity k ) made in 
region o that could potentially be bought in region d. The price distribu­
tion for the varieties that consumers in d will actually consume (whose 
CDF is denoted by Gd(p)) is the distribution of prices tha t are the lowest 
among all D  regions of the world:
GkM  =  1 -  f [ l i  -  ° kM ’
0 = 1
=  1  — exp ( —
V Lo=i
Given this distribution of the actual prices paid by consumers in re­
gion d , it is straightforward to calculate any moment of the prices of 
interest. The price moment tha t is important for my empirical anal­
ysis is the expected value of the equilibrium price of any variety j  of
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commodity k  found in region d , which is given by
= pki  = a?
D
0 = 1
- 1/ 0*
(1.4)
where Aj =  T ( 1  +  j ^ ) 28 In section 2.4.1 I treat these expected prices as 
equal to the observed prices collected by statistical agencies. 29
Given the price distribution in equation (1.3), Eaton and Kortum 
(2 0 0 2 ) derive two important properties of the trading equilibrium that 
carry over to the model here. First, the price distribution of the varieties 
that any given origin actually sends to destination d (ie the distribution 
of prices for which this origin is region d’s cheapest supplier) is the same 
for all origin regions. This implies that the share of expenditure that 
consumers in region d allocate to varieties from region o must be equal 
to the probability tha t region o supplies a variety to region d (because 
the price per variety, conditional on the variety being supplied to d , 
does not depend on the origin). That is X ^ j X d =  7rJd, where X ^  is 
total expenditure in region d on commodities of type k  from region o, 
X d = Y l0 X od is total expenditure in region d on commodities of type k , 
and 7r^ d is the probability that region d sources any variety of commodity 
k  from region o. Second, this probability 7 is given by
x ~
^od
28r(.) is the Gamma function defined by T(z) =  tz~1e~tdt.
29 A second price moment that is of interest for welfare analysis is the exact price 
index over all varieties of commodity k for consumers in region d. Given CES pref-
r 1 -I 1/1 —
erences, this is =  I f 0 (Pd( j ) )1~ (7kdj  I , which is only well defined here for
cr*; < 1 +  0*; (a condition I assume throughout). The exact price index is given by 
Pd =  A2Pd, where A2 =  and j k =  [r(gfc4e1fc~CTfc )]1/(1~<Tfc). That is, if statistical 
agencies sampled varieties in proportion to their weights in the exact price index, as 
opposed to randomly as in the expected price formulation of equation (1.4), then this 
will not jeopardize my empirical procedure because the exact price index is propor­
tional to expected prices.
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where A3 =  (Af)_0fc, and this equation makes use of the definition of the 
expected value of prices (ie p^) in equation (1.4).
Equation (1.5) characterizes trade flows conditional on the endoge­
nous land rental rate, rQ (and all regions’ land rental rates, which appear 
in p%). It remains to solve for these land rents in equilibrium, by impos­
ing the condition that each region’s trade is balanced. Region o’s trade 
balance equation requires tha t the total income received by land owners 
in region o (r0L 0) must equal the total value of all commodities made in 
region o and sent to every other region (including region o itself). That 
is:
r(,L„ = L E ^  = E E ,r^ ‘ r‘‘i * t1-6)
d k d k
where the last equality uses the fact that (with Cobb-Douglas prefer­
ences) expenditure in region d on commodity k (X j) will be a fixed 
share of the total income in region d (VdLd). Each of the D  regions 
has its own trade balance equation of this form. I take the rental rate 
in the first region (r\) as the numeraire good, so the equilibrium of the 
model is the set of D -1 unknown rental rates r& that solves this system 
of D-1 (non-linear) independent equations.
1.3.2 Four Predictions
In this section I state explicitly four of the model’s predictions. These 
predictions are presented in the order in which I test for them in my 
empirical analysis (ie Steps 1-4).
Prediction 1: Price Differences Measure Trade Costs (in Special Cases):
In the presence of trade costs, the price of identical commodities will dif­
fer across regions. In general, the cost of trading a commodity between
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two regions places only an upper bound on their price differential. 30 How­
ever, in the special case of a homogeneous commodity tha t can only be 
produced in one origin region, equation (1.4) predicts tha t the (log) price 
differential between the origin o of this commodity and any other region 
d will be equal to the (log) cost of trading the commodity between them. 
That is:
ln p 3 - ln p “ =  lnT ^, (1.7)
where the commodity label k is replaced by o to indicate that this equa­
tion is only true for commodities that can only be made in region o. 
This prediction is important for my empirical work because it allows 
trade costs (T^), which are typically unobserved, to be inferred . 31 But it 
is important to note tha t this prediction—essentially just free arbitrage 
over space, net of trade costs—is common to many models of spatial 
equilibrium . 32
30This can be easily seen in two simple settings where bilateral trade costs are 
infinite, but bilateral inter-regional price differences are zero: (i) two identical autarkic 
economies will have a price differential of zero, but infinite trade costs vis-a-vis each 
other; (ii) two regions that have infinite trade costs vis-a-vis each other could both 
buy a commodity from some common third region from which they are both separated 
by the same trade cost (meaning that they face the same price for this commodity 
and therefore have a price difference of zero).
31 There are two obstacles to using inter-regional price differentials to infer trade 
costs in wider settings than that employed here. First, the commodity whose price is 
being compared over space must be identical in the two regions—for example, Broda 
and Weinstein (2007) use barcode data to illustrate the misleading inferences that have 
been drawn from comparing prices of commodities that are similar, but not identical, 
across the Canada-US border. Second, even with a homogeneous commodity, only 
if two regions actually trade the commodity will their inter-regional price difference 
be equal to their bilateral trade cost. Restricting attention to a commodity that is 
only made in one region but is consumed elsewhere, as I do in this chapter, helps to 
ensure that the commodity is homogeneous and guarantees that the commodity was 
actually traded between regions.
32A class of exceptions is those with some forms of imperfect competition and in 
which producers can charge separate prices in separate markets, as in Brander and 
Krugman (1983) or Melitz and Ottaviano (2007). However, my empirical application 
of this prediction will be to salt, which was produced under strict government license 
at a small number of locations and then had to be sold (under conditions of the 
license) to an unrestricted trading community at the ‘factory’ gate (United Provinces 
of Agra and Oudh 1868). That is, in this setting, producers only charged one factory 
gate price.
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Prediction 2: Bilateral Trade Flows Take the ‘Gravity Equation’ Form: 
Equation (1.5) describes bilateral trade flows explicitly, but I re-state it 
here in logarithms for reference: (log) bilateral trade of any commodity 
k from any region o to any other region d is given by
In X kd =  In \ k +  In A k -  $k In r„ -  $k In1% + 6k In pkd + ln X k. (1.8)
This is the gravity equation form for bilateral trade flows: bilateral trade 
costs reduce bilateral trade flows, conditional on importer- and exporter- 
specific terms .33
Prediction 3: Railroads Increase Real Income Levels:
My focus here is on real income (which, as prediction 4 shows explicitly, 
is equal to welfare in this model). To simplify notation, let WQ represent 
real income per unit land area (ie WQ =  where PQ is the aggregateo
price index in region o, defined explicitly in Prediction 4).
Unfortunately, the multiple general equilibrium interactions in the 
model are too complex to admit a closed-form solution for the effect of 
reduced trade costs on agricultural prices. To make progress in gener­
ating qualitative predictions (to guide my empirical analysis) I therefore 
assume a much simpler environment for the purpose of obtaining predic­
tion 3 only. I assume: there are only three regions (called X, Y and Z); 
there is only one commodity (so I will dispense with the k superscripts
33A number of theoretical trade frameworks also predict a gravity equation for 
trade flows. Examples include Anderson (1979), Deardorff (1998), Helpman, Melitz, 
and Rubinstein (2008) and Chaney (2008). In a traditional gravity equation, bilateral 
trade flows (for each commodity) are proportional to the expenditure of the importing 
region, the output of the exporting region, and inversely proportional to the bilateral 
cost of trading between the two regions. Equation (1.5) can be easily manipulated 
to take this form. However, what matters for my empirical procedure is simply that, 
conditional on importer and exporter fixed effects, bilateral trade costs reduce bilateral 
trade flows—as in equation (1.5) and in a traditional gravity equation.
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on all variables); the regions are symmetric in their exogenous character­
istics (ie L 0 = L  and A a = A  for all regions o); and the three regions have 
symmetric trade costs with respect to each other. 34 I consider the com­
parative statics from a local change around this symmetric equilibrium, 
where it is straightforward to show that:
1. <  0: Real income in a region (say, X) rises when the cost of
trading between that region and any other region (say, Y) falls.
2. > 0 : Real income in a region (say, X) falls when the cost of
trading between the two other regions (ie Tyz) falls.
These results suggest that a reduction in trade costs in one part of the 
network is not good for all regions. A railroad project that reduces trade 
costs between two regions will raise welfare in these two regions; but 
this project will reduce welfare in the third, excluded region whose trade 
costs were unaffected by the project. This negative effect on excluded 
regions arises because of two effects: first, the excluded region’s trading 
partners’ land rental costs have increased (because these partners’ own 
trade costs have fallen), which raises the prices of the commodities that 
the partners ship to the excluded region; and second, the excluded re­
gion loses demand for its exports because its trading partners now have 
a cheaper supplier (in each other).
Prediction 4: A Sufficient Statistic for Railroad Impact on Welfare: 
Given the utility function in equation (1.1), the indirect utility function
34An alternative means of obtaining analytical predictions would be to invoke the 
commonly-used assumption that one commodity can be traded at zero trade cost, and 
is important enough to be produced in positive quantities everywhere and always. 
(This equates rQ to the nominal productivity in this zero trade cost sector). It is 
difficult to imagine a commodity that satisfies these conditions in colonial India.
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per unit of land (denoted by WQ as in prediction 3) in region o is
W0 = ------—_____= —  (19)
Y l t M Y *  Po
The numerator of this expression is nominal income (per unit land area) 
in region o relative to the numeraire, and the denominator is the exact 
consumer price index across all commodities k denoted by PQ. That is, 
welfare is equal to real income. Using the bilateral trade equation (1.5) 
evaluated at d = o, (log) real income per unit of land (defined as WD as 
in prediction 3) can be re-written as
l n W ^ n  +  J ^ l n ^ - ^ f c l n * * ,  (1.10)
k k
where Q = — ^2k /Zfcln7 fc. This result states that welfare is a function 
of only two terms: local productivity (A£), and a term tha t I will refer 
to as ‘autarkiness’ (ie 7rj0), the fraction of region o’s expenditure that 
region o buys from itself). Because of the complex general equilibrium 
relationships in the model, the full vector of trade costs (between every 
bilateral pair of regions), the full vector of productivity terms in other 
regions, and the sizes of every region all influence welfare in region o. But 
these terms (that is, every exogenous variable in the model other than 
local productivity) affect welfare only through their effect on autarkiness. 
Put another way, autarkiness (the appropriately weighted sum of 7rJ0 
terms over goods k) is a sufficient statistic for welfare in region o, once 
local productivity is controlled for. If railroads affected welfare in India 
through the mechanism in the model (by reducing trade costs, giving rise 
to gains from trade), then prediction 4 states that they did so only by 
changing ttJ0.
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1.3.3 From T heory to  Empirics
To relate the static model in section 1.3 to my dynamic empirical set­
ting (with 70 years of annual data) I take the simplest possible approach 
and assume that all of the goods in the model cannot be stored, and 
that inter-regional lending is not possible. Furthermore, I assume that 
the stochastic production process described in section 1.3.1 is drawn in­
dependently in each period. These assumptions imply tha t the static 
model simply repeats every period, with independence of all decision­
making across time periods. Throughout the remainder of the chapter I 
therefore add the subscrip t‘t ’ to all of the variables (both exogenous and 
endogenous) in the model, but I assume that all of the model parameters 
(6k, Gk and fik) are fixed over time.
The four theoretical predictions outlined in section 1.3.2 take a nat­
urally recursive order, both for estimating the model’s parameters, and 
for tracing through the impact of railroads on welfare in India. I follow 
this order in the four empirical sections that follow (ie Steps 1-4). In 
Step 1, I evaluate the extent to which the railroads reduced trade costs 
within India. To do this I use Prediction 1 to relate the unobserved trade 
costs term in the model (T^dt) to observed features of the transportation 
network. In Step 2, I use Prediction 2 to measure how much the reduced 
trade costs found in Step 1 increased trade in India. This relationship 
allows me to estimate the unobserved model parameter 6k, and to relate 
the unobserved productivity terms (Ajt ) 35 to rainfall, which is an exoge­
nous and observed determinant of agricultural productivity. Steps 1 and 
2  therefore deliver estimates of all of the model’s parameters.
35 The productivity terms A t^ are unobserved because they represent the location 
parameter on region o’s potential productivity distribution of commodity k, in equa­
tion (1.2). The productivities actually used for production in region o will be a subset 
of this potential distribution, where the scope for trade endogenously determines how 
the potential distribution differs from the distribution actually used to produce.
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In Step 3, I test Prediction 3 by estimating how the level of a dis­
tric t’s real income is affected when the railroad network is extended to 
that district, and when it is instead extended to other nearby district. 
However, the empirical findings in Step 3 is reduced-form in nature and 
could arise through a number of possible mechanisms. 36 Therefore, in 
Step 4 I use the sufficient statistic suggested by Prediction 4 to  compare 
the reduced-form effects of railroads on the level of real income (found in 
Step 3) with the effects predicted by the model (as estimated in Steps 1 
and 2 ).
1.4 Empirical Step 1: Railroads and Trade 
Costs
In the first step of my empirical analysis I estimate the extent to which 
railroads reduced the cost of trading within India. Because this chapter 
stresses a trade-based mechanism for the impact of railroads on welfare, 
it is important to establish that railroads actually reduced trade costs. 
Further, the relationship between railroads and trade costs, which I esti­
mate in this section, is an important input for the three empirical steps
that follow this one.
36For example, railroads could have: reduced the cost of technology transfer be­
tween regions, or the monitoring costs of multi-regional enterprises (as in the model 
of Ramondo and Rodriguez-Clare (2008), who construct a model similar to that here 
in which there is diffusion of technology and multinational production); encouraged 
factor mobility, potentially giving rise to efficiency gains if factors are heterogeneous, 
or increasing the elasticity of labor supply (as Jayachandran (2006) found in post- 
Independence India); increased the size of the market, encouraging innovation (as 
Sokoloff (1988) found in the case of US canals and patenting behavior) or allowing 
economies of scale to be exploited (as found in Ades and Glaeser (1999)); or even 
altered the political environment in favor of a commercial class that favored growth- 
enhancing institutions (as Acemoglu, Johnson, and Robinson (2005) argue explained 
the growth of European port cities with access to the new trade opportunity of At­
lantic trade post-1500).
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1.4.1 Em pirical Strategy
Researchers rarely observe trade costs.37 But Prediction 1 suggests an 
instance under which trade costs can be inferred: If a homogeneous com­
modity can only be made in one region, then the difference in retail prices 
(of that commodity) between the origin region and any other consuming 
region is equal to the cost of trading between the two regions. 38
Throughout Northern India, several homogeneous types of salt were 
consumed, but each of these varieties could only be made in one unique 
location. Traders and consumers would speak about ‘Kohat salt’ (which 
could only be produced at the salt mine in the Kohat region) as a dif­
ferent commodity from ‘Sambhar salt’ (which could only be produced at 
the Sambhar Salt Lake) . 39 I have collected data on salt prices in North­
ern India, in which the prices of eight regionally-differentiated types of 
salt are reported in 124 districts. Crucially, because salt is an essential 
commodity, it was consumed throughout India both before and after the 
construction of railroads.
I use this salt price data, with the help of Prediction 1, to estimate 
how Indian railroads reduced trade costs. To do this I estimate equation
37Even when shipping receipts are observed, as in Hummels (2007), these may fail 
to capture other barriers to trade, such as the time goods spend in transit (a focus of 
Evans and Harrigan (2005)), or the risk of damage or loss in transit (a major concern 
in colonial India). In lieu of direct measures of trade costs, a large literature, surveyed 
by Anderson and van Wincoop (2004), uses a proxy variable strategy (similar to that 
I employ in this section) to estimate trade costs.
38Anderson and van Wincoop (2004) suggest (on p. 78) the solution I pursue here: 
“A natural strategy would be to identify the source [region] for each product. We are 
not aware of any papers that have attempted to measure trade barriers this way.”
39 The leading (nine-volume) commercial dictionary in colonial India, Watt (1889), 
describes the market for salt in this manner, as do Aggarwal (1937) and the numerous 
provincial Salt Reports that were brought out each year.
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(1.7) of Prediction 1 as follows:40
ln Pdt — +  pod +  € d t  +  ^ lnTC(Kt)odt +  e°odt^ . (1-H)
= ln Pot = l n T odt
In this equation, p°dt is the price of type-o salt (that is, salt tha t can only 
be made in region o) in destination district d in year t. I estimate this 
equation with an origin-year fixed effect41 ((3^) to control for the price of 
type-o salt in its region of origin o (ie p°t) because I do not observe salt 
prices exactly at the point where they leave the source. (My price data is 
at the district level and was recorded as the average price of goods over 
10-15 retail markets in a district.)
The remainder of equation (1.11) describes how I model the relation­
ship between trade costs T°dt, which are unobservable, and the railroad 
network (denoted by R*), which is observable.42 I use two different proxy 
variables, denoted by TC'(Rf)0dt and explained in detail below, that relate 
trade costs to the railroad network. This specification includes an origin- 
destination fixed effect (/3°d) which controls for all of the time-invariant
40The model in section 1.3 underpinning prediction 1 assumes that trade costs take 
an ad valorem (that is, per unit value) form, which is inconsistent with the evidence 
in Hummels and Skiba (2004). To test for a non-ad valorem trade cost specification I 
have estimated equation 1.11 with an additional interaction term between lnTC(Rt) 
and the level of an excise tax charged on salt as it left the ‘factory’ gate. This was 
a very high tax (in the range of 100-300 percent of the value of salt), that initially 
varied across provinces, but which fell precipitously in 1874, 1878 and 1883 so that all 
provinces had the same tax rate (I take the data on excise rates from Aggarwal (1937)). 
However, the coefficient on this interaction term is never statistically significant. This 
is consistent with my assumption that, regardless of the factory gate price of salt, trade 
costs took a form that was proportional to the price of the commodity shipped.
41 That is, each salt origin o has its own fixed effect in each year t. I use this notation 
when referring to fixed effects throughout this chapter.
42 An alternative empirical strategy would be to estimate trade costs directly from 
equation (1.11), by simply equating trade costs to observed price differences. However, 
this method faces two drawbacks when compared to the method I follow here. First, 
it would only uncover trade cost estimates for the o-d-t observations for which salt 
prices are observed separately for each region of origin (that is, no estimates would 
be available in Southern India). Second, it would be vulnerable to the concern that 
p°t is not measured exactly at the point where type-o salt leaves the source in region 
o.
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determinants of the cost of trading salt between districts o and d (such 
as the distance from o to d, or caste-based or ethno-linguistic differences 
between o and d that may hinder trade ) . 43 The specification also includes 
a separate trend term (<f)°dt) for each origin-destination pair; these trend 
terms control for any trade costs between o and d tha t vary over time 
in a (log) constant way. Finally, e°odt is an error term th a t captures any 
remaining unobserved determinants of trade costs (or measurement error 
in InpJj) . 44
I use two different measures for T C (R t)odt, the proxy for the unob­
servable trade costs between the origin o and destination d districts in 
any year t:
1. Bilateral railroad dummy variable: I denote this variable by R A IL odt. 
This dummy variable is equal to one in all years when it is possi­
ble to travel from district o to district d by railroad (and zero 
otherwise) . 45 This proxy variable has the advantage of simplicity. 
But the coefficient on this variable is likely to be biased down­
wards because the spread of the railroad network will potentially 
reduce trade costs between o and d in years before they are fully 
connected by a railroad line. Furthermore, this variable ignores 
any heterogeneity in the effect of railroads on trade costs between 
two districts, such as that due to the distance between them, the 
directness of their railroad connection, or the local non-railroad 
transportation system.
43Rauch (1999) and Anderson and van Wincoop (2004) document a series of findings 
that are consistent with large communication-based barriers to trade in contemporary 
international trade data.
44 In this specification and all others in this chapter I allow this error term to be 
heteroskedastic and serially correlated within districts (or trade blocks, in section 1.5) 
in an unspecified manner.
45Andrabi and Kuehlwein (2005) and Keller and Shiue (2007b) use this dummy 
variable approach when studying the effect of railroads on price differences in 19th 
Century India and Europe, respectively.
CHAPTER 1. RAILROADS OF THE RAJ 45
2. Lowest-cost route distance: I denote this variable by LC R(H t, oc)a(it- 
This measure models the cost of trading goods between any two 
locations under the assumption that agents take the lowest-cost 
route—using any mode of transportation—available to them .46 Two 
inputs are needed to calculate the lowest-cost route between dis­
tricts o and d in year t. The first input is the network of available 
transportation routes open in year t , which I denote by R*. A net­
work is a collection of nodes and arcs. In my application, nodes 
are finely-spaced points in space, and arcs are available means of 
transportation between the nodes (hence an arc could be a rail, 
river, road or coast connection). In modeling this network I al­
low agents to travel on navigable rivers, the coastline, the road 
network (which I take to be continuous over space and hence con­
necting any two nodes along the straight line between them), and 
the railroad network open in year t. The second input is the rela­
tive cost of traveling along each arc, which depends on which mode 
of transportation the arc represents. I model these costs as being 
proportional to distance ,47 where the proportionality, the relative 
per unit distance cost, of using each mode is denoted by the vector 
of parameters a  =  {arai1 ,a road,a Tlver,OLcoast). I normalize arai1 = 1
so the other three elements of a  are costs relative to the cost of
46T o  the best of my knowledge, this is a new method for measuring trade costs over 
multiple modes of transportation over a network, where users are free to choose their 
route over the network. Houde (2008) is related, as he uses Dijkstra’s algorithm to 
find the likely commuting paths of automobile drivers over a road network (in order 
to define retail gasoline markets). But unlike my procedure, he treats the parameters 
that govern these users’ path choices as known.
47This rules out any fixed costs of switching modes of transportation (such as 
handling charges), or other economies of scale in the transportation sector either 
internal to trading firms or external to them (such congestion effects). It is difficult 
to know whether these features were applicable to non-rail transportation in colonial 
India, but the simple freight rates charged by the railroads did not feature either a 
fixed handling charge or a bulk discount for large shipments, the trading sector was 
characterized by a large mass of small-scale traders (Bayly 1983, Yang 1999), and 
congestion effects on the railroads were rarely a deterrent to trade (Sanyal 1930).
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using railroads. Because of this normalization, L C R (H t,a )ocit is 
measured in units of railroad-equivalent kilometers; in this sense, a 
finding tha t all of the non-rail elements of a  are greater than one 
implies that railroads effectively shrunk distance, as measured in 
railroad-equivalent units. The parameter ol is unknown, so I treat 
it as a vector of parameters to be estimated .48 Conditional on a 
value of a ,  it is possible to calculate LC R(H t, ot)0dt—a calculation 
that is made computationally feasible by Dijkstra’s shortest-path 
algorithm (Ahuja, Magnanti, and Orlin 1993). But since a  is un­
known, I estimate it using non-linear least squares (NLS). That is, 
I search over all values of a ,  recomputing the lowest-cost routes 
at each step, to find the value that minimizes the sum of squared 
residuals in equation (1 .1 1 ).
1.4.2 D ata
I use data on retail prices of 8  types of salt, observed annually from 
1861-1930 in 124 districts of Northern India (the region in which salt 
prices were reported broken down by region of origin). Further details 
on the data I use in this and other sections of this thesis are provided in 
Appendix A.
1.4.3 R esu lts
Column 1 of Table 1.2 presents results from estimating equation (1.11) by 
OLS using the bilateral railroad dummy (R A IL ocit ) as the proxy for trade
48As discussed in section 1.2, relative freight rates for each mode of transport are 
available from a number of historical sources. However, as with overall trade costs, 
the cost of using railroads relative to another mode of transport may include elements 
(such as increased certainty or time savings) that are not included in observed freight 
rates. Consistent with this idea, I find in table 1.2 that my estimates of a  are higher 
(for road, river and coastal travel relative to rail travel), than the relative freight rates 
observed in these historical sources.
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costs. The coefficient on this proxy variable is negative and statistically 
significant, indicating that when two regions are connected by a railroad 
line the cost of trading between them falls by approximately 1 0  percent. 
However, as argued above, this measure is likely to be biased toward zero 
and to ignore significant heterogeneity in the effect of railroads on trade 
costs.
To address these shortcomings of the bilateral railroad dummy vari­
able, columns 2-5 present estimates of equation (1.11) using my alterna­
tive proxy variable for trade costs, the lowest-cost route (LCR(Tlt, «)<,<&). 
In column 2 I estimate the effect of the lowest-cost route distance on trade 
costs when the relative costs of each mode (a )  are set to observed his­
torical relative freight rates (in 1900). I use the relative per unit distance 
freight rates described in section 1.2 (at their midpoints): a road =  4.5, 
ariver _  g ancj a coast _  2  2 5  (all relative to the freight rate of railroad 
transport, normalized to 1 ). Column 2 demonstrates that the elasticity 
of trade costs with respect to the lowest-cost route distance, calculated 
at observed freight rates, is 0.135.
However, as argued above, it is possible that these observed relative 
freight rates do not capture the full benefits of railroad transport rel­
ative to alternative modes of transportation. For this reason the NLS 
specifications in columns 3-5 estimate the relative freight rates (ie the 
parameters a )  tha t minimize the sum of squared residuals in equation 
(1.11). In column 3 I estimate equation (1.11) without district-source 
specific trends included and find an elasticity of salt prices with respect 
to the lowest-cost route distance 0.255.
A potential concern with the specification in column 3 is tha t the 
lowest-cost route distance may be trending over time because an ap­
proaching railroad line will steadily reduce trade costs. Unobserved de-
Dependent variable: Log salt price at destination (1) (2) (3) (4) (5)
Source connected to destination by railroad -0.112
(0.046)***
0.023
(0.342)
Log distance to source, along lowest-cost route 
(at historical freight rates)
0.135
(0.038)***
Log distance to source, along lowest-cost route 
(at estimated mode costs)
0.255
(0.059)***
0.247
(0.063)***
0.233
(0.074)***
Estimated mode costs:
Railroad (normalised to 1) 1
N/A
1
N/A
1
N/A
Road 7.341
(1.687)***
7.880
(1.913)***
7.711
(2.032)***
River 3.396
(0.760)***
3.821
(1.034)***
4.118
(1.381)***
Coast 3.213
(1.893)*
3.942
(2.581)
3.612
(2.674)
Salt type x Year fixed effects YES YES YES YES YES
Salt type x Destination district fixed effects YES YES YES YES YES
Salt type x Destination district trends YES YES NO YES YES
Observations 7329 7329 7329 7329 7329
R-squared 0.841 0.960 0.953 0.974 0.975
oo
Table 1.2: Railroads and Trade C osts (Step 1) Notes: Regressions estimating equation (1.11) using data on 8 types of salt (listed in 
Appendix A), from 124 districts in 5 Northern Indian provinces (listed in Appendix A), annually from 1861 to 1930. Columns 1 and 2 are OLS regressions, 
and columns 3-5 are NLS regressions (with block-bootstrapped standard errors). ‘Source connected to destination by railroad’ is a dummy variable equal 
to one in all years when it is possible to travel by railroad from any point in the district containing the salt source to any point in the destination district. £  
The ‘distance to source, along lowest-cost route’ variable is a measure of the railroad-equivalent kilometers (because railroad freight rate is normalized to 
1) between the salt source and the destination district, along the lowest-cost route given relative mode costs per unit distance. ‘Historical freight rates’ 
used are 4.5, 3.0 and 2.25 respectively for road, river and coastal mode costs per unit distance, all relative to rail transport. Data sources and construction 
are described in full in Appendix A. Heteroskedasticity-robust standard errors corrected for clustering at the destination district level are reported in 
parentheses. *** indicates statistically significantly different from zero at the 1 % level; ** indicates 5 % level; and * indicates 10 % level.
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terminants of trade costs (such as a steadily improving institutional en­
vironment conducive to interregional trade) may also be trending over 
time, and there is a risk that these unobserved determinants may be 
attributed to the railroad network. I therefore allow each district-salt 
source pair to have its own (log) linear trend term in column 4. This re­
duces the coefficient on the lowest-cost route measure by a small amount, 
but this coefficient is still economically and statistically significant. Col­
umn 4 is my preferred specification. Even when controlling for all unob­
served, time-constant and trending determinants of trade costs between 
all salt sources and destinations, reductions in trade costs along lowest- 
cost routes (estimated from time variation in these routes alone) have a 
large effect on salt prices.
The non-linear specification in column 4 also estimates the relative 
trade costs by mode that best explain observed salt price differentials. 
Each of the three alternative modes of transport is larger than one, imply­
ing that these alternative modes are more expensive (per unit distance) 
than rail travel. Further, each of these non-rail modes has higher esti­
mated costs, relative to railroads, than historically observed freight rates. 
This suggests tha t the advantages of railroads to encouraging trade were 
significant, but not entirely reflected in observed freight rates.
To summarize the results in column 4: the coefficient on the lowest- 
cost route distance (£) is positive, which implies that trade costs increase 
with effective distance (in railroad-equivalent kilometers); and the es­
timated mode-specific per-unit distance costs (a )  are all much greater 
than one, implying tha t railroads were instrumental in reducing effective 
distance when compared to alternative modes of transportation (espe­
cially when compared to roads, which I find were almost eight times 
more costly to use per unit distance than railroads).
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Finally, in column 5 I include both the bilateral railroad dummy vari­
able, and the lowest-cost route variable. The bilateral railroad dummy 
is no longer statistically significantly different from zero, and its point 
estimate is much smaller than in column 1. By contrast, the lowest-cost 
route trade costs variable is still large and statistically significant, and 
its magnitude is similar to that in column 4. This suggests that the 
lowest-cost route measure is explaining genuine features of the railroad 
network as it impacted on salt prices. I use the estimates in column 4, 
my preferred specification, in the next stages of my empirical strategy.
1.5 Empirical Step 2: Railroads and Trade 
Flows
The first step of my empirical strategy demonstrated tha t railroads re­
duced trade costs. I now estimate the extent to which the reduction in 
trade costs brought about by India’s railroad network (estimated in Step 
1) affected trade flows within India, and trade flows between India and 
its international trade partners. This step is important for two reasons. 
First, an expansion of trade volumes as a result of the railroad network is 
a necessary condition for the mechanism linking railroads to  welfare gains 
in the model. Second, as I show below, estimating the model’s gravity 
equation allows all of the model’s parameters to be inferred. Equipped 
with these parameter estimates I am better able to test prediction 4 
below.
1.5.1 Em pirical S trategy
Prediction 2 of the model suggests a particular relationship between bilat­
eral trade flows and bilateral trade costs—a gravity equation describing
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trade between any two regions. Substituting the empirical specification 
for T^dt introduced in equation (1 .1 1 ) into equation (1 .8 ) yields
In =  +  +  lnA* -f l* ln r ot-(9 il51nrC'(RtU
+  fclnpfc +  lnX ^ +  eS*. (1.12)
Here, X%dt refers to the value of exports of commodity k from region o 
to region d in year t (and the other variables were defined in section 1.3.
I estimate two versions of this bilateral exports equation, each with 
a different goal in mind. The first version investigates whether the con­
struction of India’s railroad network increased trade in India. To do this 
I estimate the equation
In Xoit = &  + Pit + P h  + A *  +  P ln rC 7 (R ,U  +  ej*. (1.13)
In this specification, the term /3%t is an origin-year-commodity fixed effect 
and (3dt is a destination-year-commodity fixed effect (the inclusion of 
these two fixed-effects are suggested by the model in equation (1 .1 2 )); (3^ d 
is an origin-destination-commodity fixed effect and the term (f)^ dt allows 
for each origin-destination-commodity to have its own trend term (these 
two terms were motivated in section 1.4 by the concern tha t some costs of 
trading may be unobservable). The coefficient p on the trade costs proxy 
variable \nTC (Tlt)0dt is therefore estimated purely from time variation in 
the railroad network that affects an exporter differently across its trading 
destinations. Prediction 2 is tha t the coefficient p will be negative—that, 
conditional on importer and exporter fixed effects (for each commodity), 
the lower trade costs brought about by railroads increase trade . 49
49The coefficient p is not the general equilibrium elasticity of trade flows with re­
spect to trade costs. This is because equation (1.12) also contains the endogenous 
variables, land rental rates r0*, goods prices pdt, and aggregate expenditure X dt. I
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In following sections of this chapter I assume that the trade cost pa­
rameters for salt (which I estimated in Step 1 ) apply to other commodities 
as well. One potential concern with this assumption is tha t the param­
eter S, which relates the lowest-cost route variable (LCR(H t, a ) 0dt) to 
trade costs, may vary across commodities. To explore this possibility 
while estimating equation (1.13) (which is pooled across commodities), 
I use LCR(THt,a)0dt as a proxy for the trade cost term TC(Rt)odt and 
also include interaction terms between LCR(1Ht,a)odt and commodity- 
specific characteristics . 50 The characteristics I include are weight per 
unit value and the ‘freight class’ in which each commodity was placed 
by railroad companies—both measured at the start of the period. If the 
effect of L C R {H t,a )0dt on trade flows does not vary across commodities 
according to these characteristics (which capture the most obvious rea­
sons why per unit distance trade costs could differ by commodity) then 
this would be consistent with the assumption that trade costs for salt are 
representative of trade costs for other commodities. A second concern 
with this assumption is tha t the relative per unit distance cost of using 
each mode of transportation (a )  may also vary across commodities, so 
that my parameter estimates of a ,  also obtained from salt, do not carry 
over to other commodities. I discuss evidence that is inconsistent with 
this second concern below.
control for these endogenous variables (by the use of fixed effects) in my estimating 
equation (1.13), so they do not present a risk of bias to the estimation of p; however, 
comparative statics exercises (such as the general equilibrium elasticity of trade costs 
with respect to trade flows) must allow these endogenous variables to adjust. Fol­
lowing Anderson and van Wincoop (2003), the coefficient p is best thought of as a 
partial equilibrium elasticity, which holds constant all of these necessary adjustments 
in other goods markets and the factor market. However, as these authors note, the 
sign of the true (general equilibrium) elasticity will be of the same sign as the partial 
equilibrium elasticity estimated here.
50In this specification In LC R (a, R  t)0dt is a generated regressor because the pa­
rameter a  was estimated in Step 1. I therefore correct the standard errors in this 
regression to account for the presence of a generated regressor using a two-step boot­
strap procedure.
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The second version of equation (1.12) tha t I estimate takes the model 
more seriously in order to estimate unknown parameters of the model. 
Two sets of parameters remain unknown: the technology parameter Ok 
(for each commodity), and the productivity parameters A kt (for each 
district, year and commodity). I first estimate the parameters Ok by sub­
stituting the lowest-cost route distance proxy for trade costs estimated 
in Step 1 (ie S\nLCR(dt,'R^)0dt^  where J and a  were estimated in Step 
1 ) into equation (1 .1 2 ) to obtain
= f a  + f a  + f a  + f a t  ~  M ln iC J l f R , , a f a  +  f a .  (1.14)
In this specification, the coefficient on the lowest-cost route distance vari­
able (6 In L C R (a , R t)odt) is exactly Ok- Intuitively, the scope for compar­
ative advantage (the inverse of Ok) governs how much a reduction in trade 
costs translates into an expansion of trade. I therefore estimate this equa­
tion separately for each of the 85 commodities in my trade flows dataset, 
in order to estimate 85 values of Ok (one for each commodity k).
Armed with the parameter estimates Ok it is then possible to estimate 
the other unknown variable in the model, the unobserved productivity 
term, A kt (though this is only possible for agricultural commodities). I 
relate A kot to observables by assuming that A kt is a function of a crop- 
specific rainfall shock, denoted by R A IN kt . As argued in section 1.2, 
rainfall was an important determinant of agricultural productivity in 
India because irrigation was uncommon. However, a given distribution 
of annual rainfall would affect each crop differently because each crop 
has its own annual timetable for sowing, growing and harvesting, and 
these timetables differ from district to district. To shed light on these 
crop- and district-specific agricultural timetables, I draw on the 1967
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publication, the Indian Crop Calendar (Directorate of Economics and 
Statistics 1967), which lists sowing, growing and harvesting windows for 
each crop and district in my sample . 51 To construct the variable R A IN  
I use daily rainfall data  to calculate the amount of rainfall in year t  that 
fell between the first sowing date and the last harvest date listed for crop 
k in district o.
It is then possible to estimate the relationship between rainfall and 
productivity by noting that the exporter-commodity-year fixed effect 
(Pi#) in equation (1.14) can be interpreted in the model as (3*t = In A%t — 
6k\nrot, by comparing equations (1.12) and (1.14).52 I model the rela­
tionship between productivity (A^t) and rainfall (RAIN*t) in the simplest 
possible semi-log manner: In =  kR A IN *t . 53 Guided by this relation­
ship, I estimate the parameter n in the following estimating equation:
51 This publication describes the technology of agricultural practice (related to 
scheduling of activities) in each district. This particular aspect of agricultural tech­
nology is unlikely to have changed between my sample period and 1967 because the 
optimal sowing date for a crop depends on the amount of water in the soil on that 
date, which is governed by the type of soil and the local climate (Mukerji 1915), both 
of which are unlikely to change over this time frame. Nevertheless, to test for this 
stability of agricultural scheduling I use the earliest Crop Calendar that I was able 
to access, which is from 1908. This volume presents data at larger geographic areas 
than the district. However, when I calculate crop-specific sowing and growing rain­
fall amounts for these larger geographic areas the correlation between these and the 
(area-weighted average) 1967 district-level amounts is 0.78. This is a strong corre­
lation, especially given that the district-level data is aggregated, indicating that the 
timing of agricultural activities has not changed dramatically (from 1908 to 1967 at 
least).
52Intuitively, higher productivity in commodity k (A t^ ) will increase region o’s 
propensity to export to any location, leading to a higher exporter fixed effect A ;  
however, higher productivity will also raise the land rental rate (r0*), decreasing the 
propensity to export, and a lower exporter fixed effect.
53It is also possible that the marginal productivity of rainfall is diminishing, becom­
ing detrimental to production at some point. With such effects in mind I have also 
estimated a specification where I include both RAIN%t and (RAIN%t)2. However, 
in this alternative specification, the coefficient on the squared amount of rainfall is 
actually positive (implying increasing marginal productivity of rainfall), but never 
statistically significant. This finding appears to contradict the findings of a statisti­
cally significant diminishing effect from rainfall found in Chapter 3 (using post-1956 
data). An important distinction between the results here and those in Chapter 3, 
however, is that here I use crop-specific rainfall variation while in Chapter 3 I pool 
across crops. It is possible that the diminishing effect of rainfall found on the pooled 
regressions reflects an aggregation issue rather than a true technological relationship.
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0* +  6k In = (5k +  $  +  (lot +  K R A IN kt +  skodt. (1.15)
In this equation, /5jf is the estimated exporter-commodity-year fixed 
effect, and 0k is the estimated technology parameter, both of which are 
estimated in equation (1.14) above. The terms flk, (3k , and (3ot represent 
exporter-commodity, commodity-year and exporter-year fixed effects, re­
spectively. I include these terms to control for unobserved determinants 
of exporting success that do not vary across regions, commodities and 
time. For example, the exporter-commodity fixed effect (/3k) controls for 
all time-invariant factors tha t make region o successful at exporting com­
modity k (such as the region’s altitude). As a result, the coefficient k is 
estimated purely from the variation in rainfall over space, commodities 
and time. The final term in equation (1.15) is an error term (£od«) that 
includes any determinants of exporting success, other than rainfall, that 
vary across regions, commodities and time.
In summary, the method described in this second version of estimating 
equation (1.12) estimates the parameter 9k for each of the 85 goods k for 
which I have trade data. This method also estimates the relationship 
between the unobserved productivity terms A kt and crop-specific rainfall 
R A IN kt (governed by the parameter k).
1.5.2 D ata
I estimate equations (1.13), (1.14) and (1.15) using over six million obser­
vations on Indian trade flows tha t I have collected. The trade flow data 
relate to both internal trade data (between 45 trade blocks of India) and 
external trade data (between each of these 45 internal trade blocks and 
23 foreign countries), over rail, river and coastal transport routes, for
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85 commodities, annually from 1880 to 1920. When estimating equation 
(1.15), I use the crop-specific rainfall measure (R A IN J )  described briefly 
above (and in more detail in Appendix A) and, lacking reliable data on 
land rental rates, I use nominal agricultural GDP per acre as a measure 
of rot (since in my model these two measures are equivalent).
1.5.3 R esu lts
Table 1.3 presents results from this section. Column 1 contains esti­
mates of equation (1.13) using OLS, where the trade costs proxy used is 
the bilateral railroad dummy variable. 54 The coefficient on the railroad 
dummy variable is positive and statistically significant—even though, as 
argued in section 1.4, the coefficient on this trade costs proxy is likely 
to be biased downwards, very precisely estimated. This suggests that 
railroads significantly boosted trade, and provides support for prediction 
2 .
In column 2 of table 1.3 I estimate equation (1.13) again, this time 
with the lowest-cost route variable used to proxy for trade costs instead 
of the railroad dummy variable. The lowest-cost route distance proxy 
depends on the unknown parameters a ,  the per unit distance trade costs 
along each mode of transportation, relative to rail transport. In order 
to compute the lowest-cost route distance in estimating equation (1.13), 
I use the estimated value of the parameters a  presented in column 4 of 
table 1.2. This requires the maintained assumption tha t the relative cost 
of transporting any commodity by rail (relative to other modes) is the 
same as that for salt; that is, the per-unit distance trade cost may differ
across commodities, but in a way such that the relative cost of using
54Because my trade flow data is available for trade blocks, which are larger than 
districts, I define the ‘bilateral railroad dummy’ variable here (RAIL0dt) as the share 
of district pairs between trade block o and trade block d that are connected by the 
railroad network.
Dependent variable: Log value of exports (1) (2) (3)
Fraction of origin and destination districts connected by railroad
Log distance beween origin and destination along lowest-cost route
(Log distance beween origin and destination along lowest-cost route) 
x (Weight per unit value of commodity in 1880)
(Log distance beween origin and destination along lowest-cost route) 
x (High-value railroad freight class of commodity in 1880)
1.482
(0.395)***
-1.303
(0.210)***
-1.284
(0.441)***
-0.054
(0.048)
0.031
(0.056)
Origin trade block x Year x Commodity fixed effects YES YES YES
Destination trade block x Year x Commodity fixed effects YES YES YES
Origin trade block x Destination trade block x Commodity fixed effects YES YES YES
Origin trade block x Destination trade block x Commodity trends YES YES YES
Observations 6,581,327 6,581,327 6,581,327
R-squared 0.943 0.963 0.964
T able  1.3: R ailro ad s  an d  T rad e  Flow s (S tep  2) Notes: Regressions estimating equations (1.13) and (1.14), using data on 85 
commodities, 45 trade blocks, and 23 foreign countries, annually from 1880 to 1920. ‘Fraction of origin and destination districts 
connected by railroad’ is the share of the district pairs between trade block o and traded block d tha t for which it is possible 
to travel entirely by railroad from any point in one district to any point in the other district. The ‘distance between origin and 
destination along lowest-cost route’ variable is a measure of the railroad-equivalent kilometers (due to the normalized railroad 
freight rate to 1 ) between the centroid of the origin and destination trade blocks in question, along the lowest-cost route given 
relative freight rates for each mode of transport (as estimated in table 1.2). ‘Weight per unit value in 1880’ is the weight (in 
maunds) per rupee, as measured by 1880 prices. ‘Railroad freight class in 1880’ is an indicator variable for all commodities that 
were classified in the higher (more expensive) freight class in 1880; salt was in the omitted category (low-value commodities). Data 
sources and construction are described in full in Appendix A. Standard errors are reported in parentheses. In column 1 these are 
heteroskedasticity robust standard errors adjusted for clustering at the exporting block level. In columns 2-3 these are bootstrapped 
standard errors (using a two-stage block bootstrap at the exporting block level) to correct for the generated regressor. *** indicates 
statistically significantly different from zero at the 1 % level; ** indicates 5 % level; and * indicates 10 % level.
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non-rail transport relative to rail transport is the same for all commodi­
ties . 55 The results in column 2 provide further support for prediction 2, 
as the lowest-cost route measure is estimated to reduce bilateral trade 
(conditional on the fixed effects used) with a statistically significant elas­
ticity of (minus) 1.3. This result is in line with a large body of work on 
estimating gravity equations . 56
In column 3 of table 1.3 I investigate the possibility tha t the elasticity 
of trade flows with respect to lowest-cost route distance routes varies by 
commodity. I do this by including interaction terms between the lowest- 
cost route distance variable and two commodity-specific characteristics: 
weight per unit value (as observed in 1880 prices, averaged over all of 
India), and ‘freight class’ (an indicator used by railroad companies in 
1880 to distinguish between ‘high-value’ and ‘low-value’ goods). The 
results in column 3 are not supportive of the notion that commodities had 
trade flow elasticities with respect to trade costs that depend on weight, 
or freight class; tha t is, neither of these interaction terms is significantly 
different from zero (nor are they jointly significantly different from zero). 
This lends support to the maintained assumption throughout this chapter 
that trade cost parameters for the shipment of salt can be applied to other
55One piece of evidence consistent with this assumption comes from data on district- 
to-district trade flows (for each of 15 goods, one of which is salt) in Bengal from 1877 to 
1881, along each of the three modes of transport available in that area (rail, river and 
road). I regress log bilateral exports by road relative to exports by rail on exporter- 
importer-year fixed effects, and a fixed effect for each commodity. The F-test that 
these commodity-level fixed effects are all equal to each other has a p-value of 0.34, 
so it cannot be rejected at the 5 percent level. A similar test for a regression with 
exports by river relative to exports by rail has a p-value of 0.28. These results are 
consistent with the view that, within an exporter-importer-year cell, goods do not 
have systematically different trade costs.
56Head and Disdier (2008) conduct a meta-study of 103 papers estimating the 
coefficient on bilateral distance in a gravity equation. They find a mean estimate of 
this coefficient of 0.9 (with 90 percent of estimates lying between 0.28 and 1.55). That 
my result is higher than the mean estimate in these 103 papers is unsurprising because 
they were estimated primarily on post-1960 data. Technological improvements in 
transportation (ocean shipping and air freight) and telecommunications are likely 
to have reduced the trade-impeding effects of distance, when compared to railroad 
transportation and communication in 1880-1920 India.
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commodities, without doing injustice to the data.
Finally, I estimate equation (1.14) in a manner that allows me to 
estimate all of the remaining unknown parameters of the model. I begin 
by estimating equation (1.14), one commodity at a time (for each of the 
85 commodities in the trade flows data), in order to obtain estimates of 
the comparative advantage parameters 6k for each commodity. The mean 
across all of these 85 commodities is 5.2 (with a standard deviation across 
commodities of 2.1). This is slightly lower than the preferred estimate of 
8.28 in Eaton and Kortum (2002) obtained from intra-OECD trade flows 
in 1995, treating all of the manufacturing sector as one commodity. 57  
However, the mean value of 6k across only the 17 principal agricultural 
commodities for which I have output and price data (and therefore use 
heavily below) is 3.8 (with a standard deviation of 1.2). This suggests a 
greater scope for comparative advantage based gains from trade among 
agricultural goods than among manufacturing goods, at least in colonial 
India.
I then estimate equation (1.15) to obtain an estimate of n, the pa­
rameter tha t relates crop-specific rainfall to (potential) productivity (A ^ 
in the model). I estimate a value of 0.441 for n (with a standard error 
of 0.082), implying tha t a one standard deviation (0.605 m) increase in 
crop-specific rainfall causes a 27 percent increase in agricultural produc­
tivity (as defined by in the model). This suggests tha t rainfall has 
a positive and statistically significant effect on productivity, as expected 
given the importance of water in crop production and the paucity of 
irrigated agriculture in colonial India (as discussed in section 1.2).
In summary, the results from this section demonstrate tha t railroads 
significantly expanded trade in India. This finding is in line with Pre­
57Using two alternative methods Eaton and Kortum (2002) also obtained estimates 
of 3.60 and 12.86.
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diction 2  and suggests that the expansion of trade brought about by the 
railroad network could have given rise to welfare gains due to increas­
ingly captured gains from trade. A second purpose of this section was to 
use the empirical relationship between trade costs (estimated in Step 1) 
and trade flows to estimate the remaining unknown model parameters, 
0k and Arf. These parameters are important inputs for Step 4 below.
1.6 Empirical Step 3: Railroads and Real 
Income Levels
Steps 1 and 2  above have established that Indian railroads significantly 
reduced trade costs, expanded trade, and reduced price responsiveness. 
These findings suggest that railroads dramatically changed the trading 
environment in India. I now go on to investigate the welfare consequences 
of railroad expansion in India by estimating the effect of railroads on real 
income levels.
1.6.1 Em pirical S trategy
Prediction 3 of the model states that a district’s real income will increase 
when it is connected to the railroad network, but tha t its real income will 
fall as one of its neighbors is connected to the railroad network (hold­
ing its own access constant). These predictions motivate an estimating 
equation of the form
In ( j* )  - P 0 + Pt + ^RAIL^ + -0(^) Y ,  RAIL* + e<*- (L16)
d£N 0
In this estimating equation, represents real agricultural income per
Pot
acre in district o and year t. In my model, r^  is the nominal land rental
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rate, but I have been unable to find systematic data on land rents in 
this time period. However, in my model, nominal land rents are equal 
to nominal output per unit area, on which data was collected in the 
agricultural sector (the dominant sector of the colonial Indian economy), 
so I use this to measure ro t . 58 The denominator, Pot, is a consumer price 
index . 59
The first regressor in equation (1.16) is R A IL 0t, a dummy variable 
that is equal to one in all years t in which some part of district o is on the 
railroad network. The summation term captures the effect of railroads in 
other, neighboring districts on the level of real income in the district of 
observation o. 60 Finally, I estimate equation (1.16) using fixed effects at
58Real income per acre is equal to welfare (for a representative agent) in my model, 
but may not be in my empirical setting because output per acre may diverge from 
output per capita if the population of each district is endogenous, and related to 
railroad expansion. Population could be endogenous for two reasons. First, fertil­
ity and mortality may have been endogenous in the setting of colonial India—in a 
Malthusian limit, fertility and mortality would adjust to any agricultural productiv­
ity improvements (due to railroads) and hold output per capita constant. However, 
the potential for endogeneous fertility and mortality responses is likely to vary from 
setting to setting so while an effect of railroads on output per acre is transferable 
to alternative settings, an effect on output per capita is potentially less so. Second, 
migration could respond to differential productivity improvements over space. Mi­
gration, however, was extremely limited in colonial India when compared to other 
countries in the same time period (a feature that is still true today, and that Munshi 
and Rosenzweig (2007) argue is due to informal insurance provided by localized caste 
networks), and the little migration that occurred was vastly skewed toward women 
migrating to marry (Davis 1951, Rosenzweig and Stark 1989). Nevertheless, to test 
the hypothesis that the limited migration was correlated with railroad construction I 
have collected data on district-to-district bilateral migration as revealed from birth­
places, recorded in the decadal censuses in colonial India. I find (in OLS regressions 
that control for district pair fixed-effects) that there is no statistically significant net 
migration into districts receiving a railroad line from neighboring districts left off the 
railroad network (so migration is unlikely to have been strong enough to act to equal­
ize output per capita), and that bilateral railroad connections between districts do 
not statistically significantly correlate with bilateral migration between districts (so 
the railroads do not seem to have facilitated migration). However, I do not observe 
intra-district migration, which may have been significant.
59In the model this price index is given in equation (1.9). However, it would be 
unsurprising if a price index calculated in the manner suggested by my theory fits 
my model well. To perform a more powerful test of the model I therefore use a 
flexible price index (the Fisher ideal price index) of the sort that is commonly used 
to construct real GDP measures from national income statistics.
60As in section 2.4.1, I take the neighborhood of district o (denoted by N 0, and 
containing N0 districts) to consist of any districts for which any part of the district 
lies within a 250 km radius of the centroid of district o.
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the district ((30) and year ($ )  levels, so tha t the effect of railroads is iden­
tified entirely from variation within districts over time, after accounting 
for common macro shocks affecting all districts. The district fixed effect 
is particularly important because it controls for permanent features of 
districts tha t may have made them both agriculturally productive, and 
attractive places to build railroads.
Prediction 3 states that the coefficient 7  on district o’s own railway 
access will be positive, but the coefficient 'ip on district o’s neighbors’ ac­
cess will be negative. A number of alternative theories (whether stressing 
trade mechanisms or otherwise) could make similar predictions about the 
signs of these coefficients (especially about 7 ). For this reason, in Step 4 
I go beyond the qualitative test of my model provided by the signs of 7  
and ip and assess the quantitative performance of the model in predicting 
real income changes due to the expansion of the railroad network.
I begin below (in section 1.6.3) by estimating equation (1.16) using 
OLS. Unbiased OLS estimates require there to be no correlation between 
the error term (sot) and the regressors (R A IL ot and ( ^ )  R A IL  at),
conditional on the district and year fixed effects. This requirement would 
fail if railroads were built in districts and years that were expected to ex­
perience real agricultural income growth, or if railroads were built in 
districts tha t were on differing unobserved trends from non-railroad dis­
tricts. For this reason I pursue three strategies to assess the potential 
magnitude of bias in my OLS results due to non-random railroad place­
ment: four placebo specifications (section 1.6.4), instrumental variable 
estimates (section 1.6.5) and a bounds check (section 1.6.6).
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1.6.2 D ata
I estimate equation (1.16) using annual data on real agricultural income 
(per acre of land) in 239 districts, from 1870 to 1930. This variable (cal­
culated as nominal agricultural GDP calculated from 17 crops, deflated 
by a consumer price index and then divided by the district’s land area) 
was described briefly in section 1.2 and in more detail in Appendix A. 
The variables R A IL ot and RAILdt were described in section 1.5.
1.6.3 R esu lts
Column 1  of table 1.4 presents OLS estimates of equation (1.16), with 
only the own-district regressor included. The coefficient estimate is 0.164, 
implying that in the average district, the arrival of the railroad network 
raised real agricultural income by over sixteen percent.
Prediction 3, along with the customs union literature in international 
trade theory, predicts that a district can suffer from trade diversion when 
one or more of its trade partners gains improved access to a third re­
gion’s market. Because the arrival of the railroad network is spatially 
correlated, the specification in column 1 may confound the positive ef­
fects of a district’s own access to the railroad network with the negative 
effect of access by its neighbors. Column 2 of table 1.4 checks for this 
negative effect of railroads by including as an additional regressor the 
extent to which a district’s neighbors are connected to the railroad net­
work (as in equation (1.16)). The coefficient on this additional variable 
is negative and statistically significant, indicating that losses from trade 
diversion are at work when a district’s trading partners reduce trade 
costs between them but not the district of observation. In addition, the 
coefficient on own-district railroad access is higher in column 2  than in 
column 1 —the point estimate (which is still statistically significant) now
D ependent variable: Log real agricultural incom e per acre (1) (2)
Railroad in district 0 .164 0.182
(0.056)*** (0.071)**
Railroad in neighboring district -0 .042
(0.020)**
District fixed effects YES YES
Year fixed effects YES YES
O bservations 14,340 14,340
R-squared 0 .744 0 .758
T able  1.4: R a ilro ad s  an d  R ea l Incom e Levels (S tep  3) Notes: OLS Regressions estimating equation (1.16) using real income 
constructed from crop-level data on 17 principal agricultural crops (listed in Appendix A), from 239 districts in India, annually 
from 1870 to 1930. ‘Railroad in district’ is a dummy variable whose value is one if any part of the district in question is penetrated 
by a railroad line. ‘Railroad in neighboring districts’ is the variable ‘railroad in district’ averaged over all districts within a 250 km 
radius of the district of observation. Data sources and construction are described in full in Appendix A. Heteroskedasticity-robust 
standard errors corrected for clustering at the district level are reported in parentheses. *** indicates statistically significantly 
different from zero at the 1 % level; ** indicates 5 % level; and * indicates 10 % level.
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suggests that railroad access increases real agricultural income per acre 
by over 18 percent.
The results from including, in column 2, neighbors’ railroad access 
highlight that railroad projects had a treatment externality on untreated 
districts. It is important to control for this treatment externality to pre­
vent bias in estimates of the effect of railroad access. This result also 
highlights potential distributional consequences of railroad construction, 
whereby a project tha t is good for one region may be bad for its neigh­
bors . 61
The OLS results described here are in line with Prediction 3 and 
suggest that railroads has a large effect on real income in India. In the 
following three sections I pursue three strategies to explore the robustness 
of these findings to concerns over the non-random placement of railroads.
1.6.4 Four P lacebo Specifications
Empirical Strategy:
The first strategy I use to mitigate concerns of bias due to non-random 
railroad placement is to estimate the effects of ‘placebo’ railroad lines: 
over 40,000 km of railroad lines that went through various stages of the 
planning process, but were never actually built. 62 I group these placebo
61 My estimates suggest that the districts where railroads are built could feasibly 
make transfers to their neighbors that would compensate neighbors while leaving the 
constructing district better off. Unfortunately, I have been unable to find any data 
that would shed light on the extent of such transfers. Duflo and Pande (2007) use 
data from a household consumption survey to measure the effect of dam construc­
tion on consumption and poverty; the use of consumption data, which was recorded 
after any potential compensating transfers, allows these authors to argue that com­
pensation of districts harmed by dam construction appears to be incomplete (and 
especially incomplete in districts with a history of relatively more extractive institu­
tions). Unfortunately, such household consumption surveys only began in India in 
1950.
62This strategy is similar in spirit to that in Greenstone and Moretti (2004), who 
study the welfare impact of large industrial plants in the United States. They compare 
economic outcomes in the counties where these plants were built to outcomes in the 
plant’s second-choice county (where the plant was not built).
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lines into four categories:
1. Four-stage planning hierarchy: From 1870-1947, India’s Railways 
Department used one constant system for the evaluation of new 
railroad projects . 63 Line proposals received from the Indian and 
provincial governments would appear as proposed in the Depart­
ment’s annual Railway Report. This invited further discussion, and 
if the proposed line survived this criticism it would be reconnoitered. 
Providing this reconnaissance uncovered no major problems, every 
meter of the proposed line would then be surveyed, this time in 
painstaking and costly detail (usually taking several years to com­
plete) . 64 These detailed surveys would provide accurate estimates 
of expected construction costs, and lines whose surveys revealed 
modest costs would then be passed on to the Government to be 
sanctioned, or given final approval. The railroad planning process 
was therefore arranged as a four-stage hierarchy of tests that pro­
posed lines had to pass . 65 I estimate equation (1.16), but addition­
ally include regressors for railroad lines abandoned at each of these 
four planning stages (with separate coefficients on each). If line 
placement decisions were driven by unobservable determinants of 
agricultural income, it is likely that unbuilt lines would exhibit spu­
rious effects (relative to the excluded category, areas in which lines
were never even discussed) on agricultural income in OLS regres-
63Strachey and Strachey (1882) review the early history of the Railways Department 
(part of the Department of Public Works until 1878). The Railway Department’s 
annual Railway Reports describe the planning system in each year through to 1947.
64Reconnaissance was a form of low-cost survey of possible track locations (typically 
within 100 m of their eventual location), along with a statement of all necessary 
bridges, tunnels, cuttings and embankments. As Davidson (1868) and Wellington 
(1877) make clear, surveying was much more detailed, as its end goal was to identify 
the exact position of the intended lines, and a precise statement of all engineering 
works (down to the number of bricks required to build each bridge).
65 This process of sequentially more detailed investigation is echoed in Wellington 
(1877), the standard textbook for railroad engineers and surveyors, in all English- 
speaking countries, in its day (which ran to six editions by 1906).
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sions. Further, it is likely that the lines that reached later planning 
stages would exhibit larger spurious effects than the lines aban­
doned early on (because higher expected benefits would be required 
to justify the increasingly costly survey process). The absence of 
such a pattern would cast doubt on the extent to which India’s 
Railways Department was selecting districts for railroad projects 
on the basis of correlation with the error term in equation (1.16).
2. Lawrence’s proposal: In 1868, Viceroy John Lawrence (head of the 
Government of India) proposed and had surveyed a 30-year expan­
sion plan, broken into 5-year segments, that would begin where Dal- 
housie’s trunk lines (described in section 1.2.3) left off. 66 Lawrence 
consulted widely about the optimal routes for this railroad expan­
sion, and drew upon his twenty-six years of experience as an ad­
ministrator in India. Upon his retirement (from his fixed, five-year 
term) in 1869, construction on Lawrence’s plan had just begun. But 
Lawrence’s successor, the Earl of Mayo, immediately halted con­
struction and vetoed Lawrence’s proposal. Mayo was an outsider 
(who had never been to India before his appointment) and a fiscal 
conservative, and he wasted no time in criticizing the high costs 
of railroad construction in India. Instead, Mayo followed a more 
cautious approach to railroad expansion and Lawrence’s plan was 
never built. However, Lawrence’s plan provides a useful window on 
the trajectory that he and his Government expected in the districts 
where they planned to expand the railroad network. If anyone was 
capable of forecasting developments in each district’s trading envi­
ronment, developments that may be correlated with the error term
66These segments appear in the plan (published in 1868) as “to be built over the 
next 5 years”, “to be built between 6 and 10 years from now”, etc.
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in equation (1.16), it was likely to be Lawrence. To check for this, 
I estimate equation (1.16) and additionally include lines that were 
part of Lawrence’s proposal. Because Lawrence’s proposal was bro­
ken into six, five-year segments, I allow for separate coefficients on 
each of these segments and assume that the stated lines in a given 
five-year period would have opened at the beginning of the period. 
This provides an additional check: lines that Lawrence proposed 
to be built in relatively early time segments were presumably more 
attractive, higher priority proposals, that in addition were made 
under a shorter forecast horizon. Therefore, to the extent that 
Lawrence was able to forecast district-level developments, larger 
spurious effects should be found on these segments.
3. Bombay and Madras Chambers of Commerce proposals: In 1883, 
the Bombay and Madras Chambers of Commerce (bodies represent­
ing commercial interests) were invited to submit railroad expansion 
proposals. Their proposals recommended railroad expansion into 
areas with unrealized commercial potential (where the Chambers’ 
interests lay). However, the Chambers’ proposals were dismissed 
for paying too little attention to the potential costs of building 
these lines (costs that the Chambers would not incur). Because it 
is plausible that the Chambers possessed a great deal of expertise 
in the identification of commercial opportunities ,67  the Chambers’ 
expansion proposals provide a unique window on the expected com­
mercial trajectory in the regions where the Chambers recommended 
construction. I estimate equation (1.16) and additionally include 
lines tha t were mentioned in the Bombay and Madras Chambers
67The potential for such expertise is clear in histories of the Bengal, Madras, Upper 
India, and Indian Chambers of Commerce in Tyson (1953), Times of India (1938), 
Tirumalai (1986), and Namjoshi and Sabade (1967), respectively.
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of Commerce proposals. If the expected commercial trajectories 
identified by these Chambers are correlated with the error term 
in equation (1.16), then unbuilt lines in the Chambers’ proposals 
should display spurious effects on real agricultural income. If no 
such effects are observed then this would call into question the abil­
ity for less commercially-interested agents, such as the Government 
of India (which planned India’s railroad network) to systematically 
forecast commercial developments in India’s districts.
4. Kennedy’s proposal: India’s early line placement followed the sug­
gestions of Lord Dalhousie (then head of the Government of In­
dia), but only after Dalhousie’s decade-long debate with Major 
Kennedy (then India’s Chief Engineer, who was charged with plan­
ning India’s first railroad lines) over optimal route choice. Kennedy 
was convinced that railroad construction would be extremely ex­
pensive in India (Davidson 1868). He therefore sought to connect 
Dalhousie’s chosen provincial capitals with a network of lines that 
followed the gentlest possible gradients, along river gradients and 
the coastline wherever possible. 68 Kennedy’s proposal is useful for 
my identification strategy because it identifies districts with low 
railroad construction costs. Geographical features tha t favor low 
construction costs (such as topography, vegetation, and climate) 
may also favor agricultural production, and may result in differen­
tial unobservable trends in the real agricultural income of districts 
with favorable construction conditions; if favorable construction
68The network that was built, by contrast, took straight lines in almost all cir­
cumstances, requiring in many cases (such as the Thai and Bhor Ghats) some of the 
most advanced railroad engineering works the world had ever seen (Andrew 1883). 
By 1869 it was clear that Kennedy’s anticipated construction costs were, if anything, 
underestimates. These high construction costs were a major factor in Mayo’s decision 
to abort Lawrence’s plan, as described in my second placebo variable.
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conditions drove railroad placement decisions then OLS estimates 
of equation (1.16) would erroneously attribute unobserved trends 
to railroad construction. I therefore estimate equation (1.16) in­
cluding a variable that is an interaction between an indicator vari­
able tha t captures districts that would have been penetrated by 
Kennedy’s proposed network and a time trend .69 If this variable 
predicts real agricultural income then this would be a concern for 
my identification strategy as it would suggest tha t the features 
that Kennedy found favorable for railroad construction (features 
that are presumably just as favorable to his successors) are cor­
related with real agricultural income growth. Because Kennedy’s 
subdivided his proposal into high and low priority lines I also look 
for differential trends across these designations.
Results:
Table 1.5 presents estimates of the four placebo specifications described 
above. Column 1 compares the effect of railroad lines tha t were actually 
built to unbuilt railroad lines that were abandoned at various stages 
of the four-stage planning hierarchy. The coefficients on unbuilt lines 
are never statistically significantly different from zero, or of the same 
order of magnitude as built lines. Importantly, the coefficients on each 
hierarchical stage of the approval process do not display a tendency to 
increase as they reach advanced stages of the planning process.
Column 2 looks for spurious effects from lines identified in Lawrence’s 
proposal. The coefficients on the lines tha t he proposed are all close to 
zero, an order of magnitude smaller than the coefficient on built lines,
and never statistically significant. Further, the estimated coefficients on
69Since Kennedy’s proposal was first submitted in 1848, but my real agricul­
tural income data begins in 1870, I cannot estimate the contemporaneous impact 
of Kennedy’s proposed lines in the same manner as my other three placebo specifica­
tions.
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Dependent variable: log real agricultural income per acre (1) (2) (3) (4)
Railroad in district 0.172 0.190 0.167 0.188
(0.099) (0.099)* (0.083)** (0.075)**
Railroad in neighboring district -0.031 -0.028 -0.058 -0.047
(0.039) (0.031) (0.029)** (0.034)
Unbuilt railroad in district, abandoned after proposal stage 0.008
(0.021)
Unbuilt railroad in district, abandoned after reconnoitering stage -0.002
(0.048)
Unbuilt railroad in district, abandoned after survey stage 0.014
(0.038)
Unbuilt railroad in district, abandoned after sanction stage 0.010
(0.082)
(Unbuilt railroad in district, included in Lawrence Plan 1869-1873) 0.010
x (post-1869 indicator) (0.056)
(Unbuilt railroad in district, included in Lawrence Plan 1874-1878) -0.054
x (post-1874 indicator) (0.067)
(Unbuilt railroad in district, included in Lawrence Plan 1879-1883) 0.008
x (post-1879 indicator) (0.051)
(Unbuilt railroad in district, included in Lawrence Plan 1884-1888) 0.068
x (post-1884 indicator) (0.104)
(Unbuilt railroad in district, included in Lawrence Plan 1889-1893) -0.092
x (post-1889 indicator) (0.087)
(Unbuilt railroad in district, included in Lawrence Plan 1894-1898) 0.041
x (post-1894 indicator) (0.058)
(Unbuilt railroad in district, in Bombay Chamber of Commerce plans) 0.003
x (post-1883 indicator) (0.033)
(Unbuilt railroad in district, in Madras Chamber of Commerce plans) -0.063
x (post-1883 indicator) (0.098)
(Unbuilt railroad in district, included in Kennedy plan, high-priority) 0.0005
x (year-1848) (0.038)
(Unbuilt railroad in district, included in Kennedy plan, low-priority) -0.001
x (year-1848) (0.026)
District fixed effects YES YES YES YES
Year fixed effects YES YES YES YES
Observations 14,340 14,340 14,340 14,340
R-squared 0.769 0.769 0.770 0.770
T able  1.5: R ailro ad s  an d  R eal Incom e Levels (S tep  3)— P laceb o  
S pecifications Notes: OLS regressions similar to those in Table 1.4. 
‘Railroad in district’ and ‘Railroad in neighboring districts’ are defined 
in the notes to Table 1.4. ‘Unbuilt railroad in district, abandoned after 
X stage’ is a dummy variable whose value is one if a line that was 
abandoned after ‘X’ stage penetrates a district, in all years after then 
line was first mentioned as reaching stage ‘X’ in official documents. 
Stages ‘X’ are: ‘proposal’, where line was mentioned in official doc­
uments; ‘reconnoitering’, where line route was explored by surveyors 
in rough detail; ‘survey’, where the exact route of the line and nature 
of all engineering works were decided on after detailed survey; and 
‘sanction’, where the surveyed line was given official permission to be 
built. Heteroskedasticity-robust standard errors corrected for clustering 
at the district level are reported in parentheses.
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Lawrence’s early proposals are no larger on average than those on his 
later proposals.
Column 3 performs a similar exercise using lines chosen by the Bom­
bay and Madras Chambers of Commerce. The coefficients on the two 
Chambers’ proposed lines are positive but very close to zero and not 
statistically significantly different from zero. And, as in column 2, these 
coefficients are an order of magnitude smaller than the (statistically sig­
nificant) coefficients on built railroad lines.
Finally, column 4 examines the extent to which districts identified in 
Major Kennedy’s proposal, as inexpensive districts in which to construct 
railroads, display different real agricultural income trends from other 
districts. The coefficients on Kennedy’s two types of identified lines (high 
and low priority) are both close to zero and not statistically significantly 
different from zero. Crucially, the inclusion of this variable does not 
change appreciably the coefficient on built railroads.
These four sets of results display a consistent pattern. Regardless 
of the expert choosing potential railroad lines (India’s public works de­
partment, India’s most senior administrator at the height of his 26-year 
career, commercial interest groups, or India’s chief engineer), or the moti­
vation for doing so (lines attractive to the government for many potential 
reasons, commercially attractive lines, or low costs of construction) un­
built lines identified by these experts are uncorrelated with time-varying 
unobservable determinants of real agricultural income growth. These re­
sults cast doubt on the extent to which the Government of India was will­
ing or able to allocate railroads to districts on the basis of their expected 
evolution (or factors correlated with this evolution) in real agricultural 
income.
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1.6.5 Instrum ental Variable E stim ates
Empirical Strategy:
After the 1876-78 famine in India, an official UK parliamentary commission— 
the 1880 Indian Famine Commission—met in London to inquire into the 
causes of this famine, and how future famines might be prevented. Of 
the 11 commissioners, nine were Members of Parliament, and no commis­
sioner possessed particular expertise in Indian railroads (Bhatia 1967). 
Nevertheless, the Commission was unique among previous and subse­
quent famine commissions in recommending tha t railroads could prevent 
famine. Regions that received inadequate rainfall (and therefore suffered 
from famine) in the 1876-78 agricultural years were highlighted for rail­
road construction . 70
This Commission’s recommendation motivates my instrumental vari­
able (IV) approach. I instrument for railroad construction in a district 
with a variable that is an interaction between the deviation of rainfall in 
the district in the 1876-78 agricultural years (May 1876 to April 1878) 
from its long-run (1870-1930) mean (over pairs of agricultural years) , 71 
and an indicator for the post-1884 period . 72 I demonstrate below that 
this variable has significant predictive power for railroad construction in 
a district.
The exclusion restriction required for this instrument to provide con­
sistent estimates of the coefficient 7  in equation (1.16) is tha t rainfall 
shortages in the 1876-78 agricultural year affect real agricultural income
roThe 1880 Commission argued that the 1876-78 famine had been exacerbated by 
slow transportation of food into famine-stricken districts.
71For simplicity, I use the total amount of rainfall that fell in this period. However,
I obtain similar results when I instead use a weighted average over the 17 crop-specific 
rainfall variables introduced in Chapter 2, with weights suggested by the model.
72I allow four years for the Commission’s recommended lines to be constructed 
because the average length of time between a line first being proposed and being 
opened for traffic in my sample was 4.3 years.
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six years later only because of their effect on railroad construction (due 
to the 1880 Famine Commission). There are two potential concerns with 
this exclusion restriction. The first potential concern is tha t rainfall may 
affect real agricultural income directly, because rainfall is an important 
input for rain-fed agriculture (I find direct evidence for this in Chapter 
2  below, and indirect evidence for this as revealed in trade flows in Step 
2 above). For this reason, I control for rainfall and rainfall lagged up 
to 10 years in my IV regressions. As I show below, there is no evidence 
for statistically significant effects of rainfall after a lag of more than one 
year, which casts doubt on the concern tha t rainfall shortages in 1876-78 
have a direct effect on real agricultural income post-1884.
A second potential concern with this IV strategy is tha t famines (or 
the official inquiries that followed them) may have long-lived effects on 
real income by potentially changing policies, institutions, demographics 
(through mortality, fertility, or out-migration), or (animal and human) 
capital stocks. For this reason, I examine whether rainfall deviations 
(from long-run means) in the ten other years in which famine was offi­
cially declared (and official inquiries were conducted) in India appear to 
affect either railroad construction or real agricultural income six years 
later . 73 First, I find that rainfall in non-1876-78 famine years does not 
predict railroad construction six years later; this is an important falsifi­
cation exercise because, of all the ten non-1880 famine inquiries, it was 
only the 1880 inquiry that mentioned railroad construction. Second, I 
find that in no other (ie non-1876-78) famine year do rainfall anomalies 
affect real agricultural income six years later. To the extent tha t all 
famines and their inquiries had the same potential for long-lived effects
73There were official parliamentary famine commissions after the 1896-97 and 1899- 
1900 famines, in addition to that after the 1876-78 famine. Official government in­
quiries were also commissioned after the 1866-67, 1868-70, 1873-74, 1888-89, 1905-06, 
1906-07, 1907-08 and 1911-12 famines.
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on agriculture, this suggests that it was not the famine or its inquiry per 
se tha t caused rainfall shortages in 1876-78 to have long-lived effects on 
real agricultural income.
In the light of these checks, a remaining concern with my instrumen­
tal variable’s exclusion restriction is tha t the 1876-78 famine, or its 1880 
Commission, was unique in some way other than its effect on railroad con­
struction . 74 While the exclusion restriction is fundamentally untestable, 
it is comforting that the most obviously unique feature of the 1880 Com­
mission was its recommendation of railroad construction (Bhatia 1967).
Results:
Table 1.6 presents instrumental variable estimates of equation (1.16), 
beginning with first-stage estimates for the 1880 Famine Commission 
instrumental variable in column 1. These estimates demonstrate tha t 
the instrumental variable has a strong and statistically significant effect 
on railroad location (even after controlling for contemporaneous rainfall, 
lagged rainfall, of up to 3 lags, and district and year fixed effects). As this 
instrument has a high t-statistic, and the model is just-identified, stan­
dard concerns over weak instruments are unlikely to arise here (Stock, 
Wright, and Yogo 2 0 0 2 ) . 75 Column 1  also demonstrates tha t contempo­
raneous and lagged rainfall variables (up to three years of lags) do not 
predict railroad construction in general—these four variables are indi­
74This seems unlikely. For example, Visaria and Visaria (1983) summarize (in their 
Appendix Table 5.2) the famines in my sample period in tabular form along four 
dimensions: the number of people killed, and the geographic regions (ie districts), 
land area, and number of people “affected”. The 1876-78 famine is not an outlier in 
any of these dimensions. Lengthier treatments of famines in this time period, such as 
Bhatia (1967), McAlpin (1983), and Maharatna (1996), do not see the 1876-78 famine 
as particularly unique among India’s colonial-era famines, especially when compared 
to the more severe 1896-97 and 1899-1900 famines.
75The (herteroskedasticity and serial correlation robust) F-statistic on the excluded 
instrument in the first stage is 7.91 (ie the square of this variable’s t-statistic).
CHAPTER 1. RAILROADS OF THE RAJ 76
vidually and jointly insignificant. 76 However, rainfall anomalies in one 
particular period, the 1876-78 agricultural years that were under the re­
mit of the 1880 Famine Commission, do predict railroad construction 
after 1884.
Column 2 checks whether rainfall anomalies in ten other famine years 
that were officially declared as famines by the Government of India, other 
than 1876-78, predict railroad construction. After each of these famine 
years, official reports were commissioned to recommend policies for fu­
ture famine, just as after the 1876-78 famine. To avoid estimating ten 
coefficients (one for each of the ten famines) I estimate only two differ­
ent effects from these non-1876-78 famines: one for the five famines that 
were relatively more extreme (as defined by the number of people “af­
fected” ) , 77 and one for the five that were relatively less extreme. The 
report on the 1876-78 famine was unique in strongly recommending rail­
road construction for famine prevention, and the results in column 2  are 
consistent with this view: I find that rainfall anomalies in other officially- 
declared famine years do not predict railroad construction, but anomalies 
in 1876-78 do.
The second-stage results, using the instrument to predict the rail­
road dummy variable (‘railroad in district’), are presented in columns 3 
and 4 of table 1.6. Column 3 includes the own-railroad and neighbor­
ing district railroad dummy variables; these IV estimates are statistically 
significantly different from zero, and of a very similar magnitude to the 
OLS results presented in table 1.4. This suggests that railroad line place­
ment decisions were unlikely to have been driven by unobservable and
76An F-test for their joint significance has a p-value of 0.78 implying that the null 
hypothesis that their coefficients are all zero cannot be rejected.
77I take this measure from Visaria and Visaria (1983), Appendix 5.2. This is a 
more reliable measure of famine intensity than the number of people killed because 
of the difficulty of measuring deaths in these instances. The five most severe famines 
were those in 1868-70, 1873-74, 1896-97, 1899-1900 and 1907-08.
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Railroad in Railroad in Log real ag. Log real ag.
D ependent variable:
district district incom e incom e
(First Stage) (First S tage) (Second
Stage)
(Second
Stage)
Estimation method: OLS OLS IV IV
(1) (2) (3) (4)
(Rainfall in 1876-78 ag. year minus long-run mean) -0.051 -0.047
x (Post-1884 indicator) (0.018)*** (0.019)**
Railroad in district 0.184
(0.104)
0.193
(0.122)
Railroad in neighboring district -0.056
(0.034)
-0.052
(0.031)
Rainfall in district 0.013 1.123 1.118
(0.089) (0.518)** (0.429)**
Rainfall in district (lagged 1 year) -0.003
(0.048)
0.328
(0.294)
Rainfall in district (lagged 2 years) 0.009
(0.064)
0.024
(0.182)
Rainfall in district (lagged 3 years) -0.001
(0.058)
-0.043
(0.195)
(Rainfall in sev e re  famine ag. year m inus long-run m ean) 0.015 0.010
x (Indicator for 6 years after famine year) (0.034) (0.025)
(Rainfall in mild famine ag. year minus long-run mean) -0.003 0.006
x (Indicator for 6 years after famine year) (0.027) (0.021)
District fixed effects YES YES YES YES
Y ear fixed effects YES YES YES YES
O bservations 14,340 14,340 14,340 14,340
R -squared 0.651 0.650 0.733 0.743
T able 1 .6 : R a ilroads and  R eal Incom e Levels (S tep  3)—
In s tru m e n ta l V ariab le  E stim ates  Notes: Regressions estimating
equation (1.16) using real income constructed from crop-level data on 
17 principal agricultural crops (listed in Appendix A), from 239 districts 
in India, annually from 1870 to 1930. ‘Railroad in district’ is a dummy 
variable whose value is one if any part of the district in question is 
penetrated by a railroad line. ‘Rainfall in 1876-78 agricultural year 
minus long-run mean’ is the amount of rainfall (in metres) in a district 
from 1 May 1876 to 31 April 1878, minus the district’s average annual 
rainfall in agricultural years from 1870 to 1930. ‘Railroad in neighboring 
districts’ is the variable ’railroad in district’ averaged over all districts 
within a 250 km radius of the district of observation. ‘Rainfall in 
district’ is a measure (in meters) of the amount of crop-specific rainfall 
that fell in the district, averaged over all 17 crops using the appropriate 
weighting given in the text. Rainfall in severe/mild famine agricultural 
year minus long-run mean’ is similar to the variable defined above for the 
1876-78 famine, but for five other famines designated as either ‘severe’ 
or ‘mild’ as in the text. Data sources and construction are described in 
full in Appendix A. Heteroskedasticity-robust standard errors corrected 
for clustering at the district level are reported in parentheses. *** 
indicates statistically significantly different from zero at the 1 % level; 
** indicates 5 % level; and * indicates 10 % level.
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time-varying determinants of real agricultural income, other than those 
already controlled for. Importantly, in column 3 I find tha t while contem­
poraneous rainfall has a large and statistically significant effect on real 
agricultural income (in line with OLS results in table 1.4), lagged values 
of rainfall (up to three lags) appear to have no effect. 78 This is reassuring 
from the perspective of the exclusion restriction for the use of rainfall in 
1876-78 as an instrument for railroad construction post-1884. Finally, in 
column 4 I check whether rainfall anomalies in officially-declared famine 
years (other than 1876-78) have an effect on real agricultural income. 
I find no statistically significant coefficients on these variables (individ­
ually or jointly), which suggests that there are no long-run effects of 
rainfall anomalies in famine years, other than in 1876-78. This is likely 
to be due to the unique feature of the 1880 Famine Commission—that it 
recommended railroad construction.
1.6.6 B ounds Check
Empirical Strategy
A concern when estimating equation (1.16) is that of indeterminate bias 
due to either positive or negative selection on time-varying unobserv­
ables: some railroad projects may have targeted districts where growth 
was expected and infrastructure would earn higher returns (which would 
introduce positive bias due to selection on unobservables); other railroad 
projects may have targeted lagging districts that were nonetheless politi­
cally important (which would introduce negative bias due to selection on 
unobservables). The final strategy I employ to mitigate concerns about 
non-random placement explores the empirical relevance of this positive 
and negative bias due to potential selection on unobservables.
78I find that the same is true for rainfall lags up to 10 years.
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All lines built between 1883 and 1904 were required to be placed 
in one of four categories: ‘productive’ (expected to be commercially re­
munerative), ‘protective’ (intended to promote development in poorer, 
famine-prone regions), ‘productive and protective’, or ‘military’ (built 
for strategic motives). These categories were used for administrative 
purposes, but did not have any bearing on how a line could be used . 79 I 
interpret the lines that were categorized as ‘productive’ as being expected 
to earn high returns (and lead to positive bias), and the lines catego­
rized as ‘protective’ as being targeted towards lagging regions (leading 
to negative bias). Therefore, a comparison of the effects of lines that 
are designated as ‘productive’ and ‘protective’ will reveal bounds on the 
true effect of railroads . 80 If these bounds are tight then bias due to non- 
random railroad placement is unlikely to be quantitatively important. 
As a further check on this procedure, the effect of lines designated as 
‘protective and productive’ should lie in between those from ‘protective’ 
and ‘productive’ lines. Finally, the lines designated as ‘military’ could 
be biased in either direction.
To implement this strategy I estimate equation (1.16) with five sepa­
rate coefficients on the own-railroad regressor (R A IL ot): one coefficient 
on each of the four categories of lines built between 1883 and 1904 inclu­
sive, and a fifth coefficient on lines built before 1883 or after 1904 (during 
which the categorization of railroad lines did not occur).
Results:
79The annual Railway Reports reported railroad projects according to these cate­
gories. The initial motivation for this categorization scheme first appeared in House 
of Commons Papers (1884).
80An alternative interpretation of differential effects would be that different types 
of railroad projects have heterogeneous treatment effects. As long as protective lines 
have lower treatment effects than productive lines, the average treatment effect will 
still be bounded by the OLS estimates from these two different types of lines. This 
concern simply widens the bounds.
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Table 1.7 contains the results of the bounds check tha t I use to assess the 
magnitude of potential bias due to non-random placement. For purposes 
of comparison with earlier results, column 1 replicates column 2 of Table 
1.4.
Column 2 of Table 1.7 presents OLS estimates from five different types 
of railroad lines used in equation (1.16)—four from the four different cat­
egories in which lines were placed between 1883 and 1904, and one for all 
lines built before 1883 or after 1904. The point estimates on these five 
types of lines are all similar to each other. As anticipated by the argu­
ment above, lines categorized as ‘productive’ have the highest estimated 
coefficients, reflecting a potential upward bias on these estimates (due to 
selection on unobservables). Likewise, the coefficient on lines categorized 
as ‘protective’ is the lowest of the five coefficients, reflecting bias due 
to negative selection on unobservables. However, the difference between 
these two coefficients is very small in comparison with the magnitude of 
the effect of an average line. This suggests that the scope for positive 
or negative bias due to endogenous selection is small. Pu t another way, 
the coefficient on ‘protective’ lines—which is likely to be an underesti­
mate of the effect of railroads on real agricultural income—is still almost 
17 percent, suggesting an important role for railroads in increasing real 
income.
Two further points are of note in table 1.7. First, the lines categorized 
as ‘productive and protective’ have a coefficient that lies between those 
on ‘productive’ and ‘protective’ lines. This is sensible, but was in no way 
preordained, so it provides a check on the logic of the bounds procedure. 
Second, the lines categorized as ‘military’ have a coefficient that is similar 
in magnitude to tha t on all other types of lines. This coefficient is difficult 
to interpret without a clear prior on the direction of its bias. Nevertheless,
Dependent variable: log real agricultural income per acre (1) (2)
Railroad in district 0.182
(0.071)***
Railroad in neighboring district -0.042
(0.020)**
-0.037
(0.031)
Railroad in district, built pre-1883 or post-1904 0.174
(0.100)*
Railroad in district, line labelled as 'productive' 0.212
(0.119)
Railroad in district, line labelled as 'protective' 0.168
(0.144)
Railroad in district, line labelled as 'productive and protective' 0.173
(0.138)
Railroad in district, line labelled as 'military' 0.204
(0.197)
District fixed effects YES YES
Year fixed effects YES YES
Observations 14,340 14,340
R-squared 0.758 0.760
T able  1.7: R a ilro ad s  an d  R ea l Incom e Levels (S tep  3)— B ounds C heck Notes: OLS regressions estimating equation (1.16) 
using real income constructed from crop-level data on 17 principal agricultural crops (listed in Appendix A), from 239 districts 
in India, annually from 1870 to 1930. ‘Railroad in district’ is a dummy variable whose value is one if any part of the district in 
question is penetrated by a railroad line (calculated over all years in the sample). ‘Railroad in neighboring district’ was defined 
in Table 1.4. ‘Railroad in district, built pre-1883 or post-1904’ is a similar variable defined in these time periods only, because 
in these time periods lines were not designated according to primary intended use. ‘Railroad in district, line labelled as X ’ is a 
dummy variable whose value is one if any part of the district in question is penetrated by a line tha t whose primary intended use 
was designated (between 1883 and 1904, when all lines required such a designation) as ‘X’. The intended primary uses ‘X ’ are: 
‘productive’, where line was expected to be commercially remunerative; ‘protective’, where line was intended to be redistributive 
towards lagging regions; ‘productive and protective’, where the line was intended to have both of the previous primary uses; and 
‘military’ if the line was built for military/strategic reasons. Heteroskedasticity-robust standard errors corrected for clustering at 
the district level are reported in parentheses. *** indicates statistically significantly different from zero at the 1  % level; ** indicates 
5 % level: and * indicates 10 % level.
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it is reassuring that this coefficient is similar to that on other types of 
lines (though I cannot rule out the case that military lines had both a 
different treatment effects from other types of lines, and a countervailing 
bias due to selection on unobservables).
1.6.7 Sum m ary and Interpretation
Taken together, the results from my placebo, instrumental variable, and 
bounds procedures suggest tha t my earlier OLS results in Table 1.4 can 
be interpreted as close approximations to unbiased estimates of the ef­
fect of railroads on real agricultural income in India. The impression 
left by these three procedures is that administrators in colonial India 
allocated railroads to districts at times that were not related to unob­
servable, time-varying determinants of real agricultural income. This is 
perhaps unsurprising given the strong military motivations for building 
railroads in India outlined in section 1.2, and the difficulty in forecast­
ing the attractiveness of competing railroad plans (as evidenced by the 
stark disagreements among top-level Indian administrators described in 
section 1.6.4).
The results from this section suggest that railroads caused a large 
(18 percent) increase in real agricultural income in India. This estimate 
is slightly larger than the estimate I would obtain from using a social 
savings methodology, of 14.8 percent . 81 The social savings approach is
known to suffer from indeterminate bias, so my results here suggest that
81The social savings approach (Fogel 1964) seeks to estimate the decrease in na­
tional income that would have resulted had railroads not existed, and if the factors of 
production used in the railroad sector had instead been employed in their next-best 
substitute (O’Brien (1977) and Fishlow (2000) review this literature). Hurd (1983) 
performs a social savings calculation for India, which I adapt here. Hurd uses a trans­
portation price reduction of a factor of four due to railroads; my results from Table
1.2 suggest that this was an underestimate, so I instead us a reduction of a factor of
5.3 (the average reduction between any pair of districts in my sample). Using this 
reduction of 5.3 rather than four leads to a social savings of 9.7 percent of aggregate 
GDP; expressed as a fraction of real agricultural income this is 14.8 percent.
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the net bias to social savings estimates, in the case of India, is negative . 82
As a final note, both the results in this section and those obtained 
from a social savings calculation ignore any welfare effects from changes 
in the volatility of real income due to railroads. In Chapter 2  of this thesis 
I look for evidence of such additional welfare effects due to railroads.
1.7 Empirical Step 4: A Sufficient Statistic  
for Railroads
Steps 1 and 2 of this chapter have argued that railroads significantly 
improved the trading environment in India. Step 3 demonstrated that 
railroads also raised the level of real agricultural income. These two sets 
of results are qualitatively consistent with each other, in the context of 
the model in Section 1.3 above. In this section I explore whether these 
two sets of results are also quantitatively consistent with each other in 
the context of my model. Because the reduced-form impact could arrive 
through a number of mechanisms, the exercise in this section can also be 
thought of as determining the share of the observed reduced form impact 
of railroads that can be explained by the trade-based mechanism in my 
model.
82Bias arises from two sources. First, because he was arguing against the ‘indis­
pensability’ of railroads, Fogel (1964) chose to evaluate social savings in a manner 
(assuming that the demand for transportation was perfectly inelastic) that was delib­
erately biased upwards. Second, as Fishlow (1965), David (1969), Williamson (1974), 
and Fogel (1979) have argued, the social savings methodology ignores several poten­
tial effects of railroads (and hence arrives at an underestimate). For my analysis, the 
most relevant of these uncounted effects is that, by reducing trade costs, railroads may 
have given rise to aggregate efficiency gains due to reallocations in transport-using 
sectors. This is the mechanism stressed in the trade model that I develop (and find 
empirical support for) here.
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1.7.1 Em pirical S trategy
In order to compare the reduced-form impact of the railroad network on 
each district’s real agricultural income (estimated in Step 3 above) to 
the impact that is predicted by my model, I exploit prediction 4. This 
prediction is equation (1 .1 0 ), restated here for convenience:
lnf e )  = E ^ ln^ - E ^ ln^ -  t1-17)
k k
Prediction 4 thus states that real agricultural income (§*-) is a function
P ot
of only two terms: technology {A^t) and ‘autarkiness’ (71^ ,  the share of 
district o’s expenditure that it buys from itself), appropriately summed 
over all commodities k.
To estimate this equation I need to substitute in observable variables 
for the unobserved terms A^t and 7rJo i , 83 and the unobserved parameters 
6k and pk- I estimated the function In A^t =  kRAIN%t (where RAIN%t is 
observable) and the parameters 6k in Step 2  (using trade data), and the 
parameter pk is simply the consumer’s budget share . 84 Finally, I compute 
the autarkiness term that emerges in equilibrium in my model when it 
is evaluated at the parameters k,, 6k, and pk, and 6 and a  (estimated in 
Step 1 using salt price data). I refer to the computed autarkiness term 
as 7r^,t (0 , R A IN f, Rt, L) to denote its dependence on the full vector of 
estimated model parameters 0  =  (6, /x, a ,  S, k,), as well as the full vector 
(across districts, commodities and years) of exogenous variables, rainfall
83While it would be possible in principle to use trade data to observe 7r^ ot in the 
data, this faces two limitations: first, as the model makes clear, 7r£ot is endogenous 
to the error term in equation (1.17), so an instrumental variables methodology would 
be necessary; and second, the only internal trade data available from colonial India 
are presented at a more aggregated level, and begin in a later year, than the data on 
all other variables in equation (1.17).
84I estimate these Cobb-Douglas weights as the average (over trade blocks and 
years) expenditure share for commodity k, where expenditure is calculated as output 
minus trade.
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(R A IN t), the transportation network (Rt), and land sizes (L).
Prediction 4 (ie equation (1.17)) states that, once rainfall (ie A^t) is 
controlled for (and weighted over commodities k in the manner suggested 
by this equation), autarkiness (7r^ ot) in year t is a sufficient statistic for 
the impact of the entire railroad network open in year t on real income 
in year t. To test prediction 4 I estimate equation (2.2), but additionally 
include the sufficient statistic variable, autarkiness { ^ ot):
In (ff^) = Po + Pt + 7RAILot + ^i(j^) ^  RAILdt
+  ipsRAILot x
d£ N<
kE t k R A I N «
L k
+  v ^ ^ l n 7 4 t(6 ,R A IN t,R t,L) +  eot. (1.18)
k
If autarkiness is truly a sufficient statistic, as predicted by my model, 
then when autarkiness is included in equation (1.18) all other railroad 
variables should lose predictive power. That is, prediction 4 states that 
the coefficients 7 , i/j\ and ^ 3  should be zero in this regression. Further, 
taking the model equation (1.17) literally, prediction 4 also states that 
the coefficients and 77 will equal one and minus one, respectively. 85
1.7.2 R esu lts
Table 1.8 presents OLS estimates of equation (1.18) in order to test 
Prediction 4 and shed light on the role for a trade-based mechanism,
85The computed autarkiness term, 7ToOt(0 , RAIN*, R f, L) is a generated regressor, 
so conventional standard errors obtained when using it will be incorrect. In principle, 
it is possible to obtain correct standard errors by using a bootstrap procedure (as 
in Step 2), but this is computationally expensive here because this is the third step 
of an estimation procedure (and hence a three-step bootstrap procedure would be 
required). Adding to the difficulty, the first step is non-linear and the second step 
involves 85 separate regressions. I have not calculated bootstrapped standard errors 
for the regressions in this section because of the computation time required. However, 
the empirical procedure in this section is concerned primarily with the magnitude of 
point estimates rather than statistical inference about these estimates.
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such as that highlighted in my model, to account for the reduced-form 
impact of railroads on real income levels and volatility.
Column 1  restates column 2 of table 1.4 (discussed in the previous sec­
tion) as a point of departure. This specification makes it clear tha t there 
is a large reduced-form impact of railroads on both the level and volatility 
of real agricultural income in the average district in India. While these 
results could reflect the increased opportunities to trade that railroads 
brought about (an effect for which I found evidence in Step 1), other 
possible mechanisms could also be at work.
Following the strategy laid out in equation (1.18), column 2  of table 
1.8 adds a variable, ‘autarkiness’ (which I compute in my model using 
parameter estimates from Steps 1  and 2 ), to the regression in column 1 . 
Consistent with prediction 4 of the model, the coefficients on own-railroad 
access and neighboring districts’ railroad access—both of which were 
statistically and economically significant in column 1 —have all fallen 
to a level tha t is close to zero (and whose 95 percent confidence intervals 
include zero). This is consistent with the idea that autarkiness is a 
sufficient statistic for the impact of railroads on real agricultural income 
(and its responsiveness to rainfall), as predicted by the model.
In further agreement with prediction 4, the coefficient on the au­
tarkiness term is close to minus one, implying that autarkiness, when 
measured in a model-consistent manner, is a strong determinant of real 
agricultural income. Notably, the model parameters that enter the au­
tarkiness term were not estimated using data that enters the current 
estimating equation, so the impressive fit of the autarkiness term was 
not preordained. Reassuringly, the last part of prediction 4, tha t the co­
efficient on the rainfall measure should be one, is now also corroborated 
in a statistical sense; the coefficient on rainfall has fallen (when compared
Dependent variable: Log real agricultural income per acre (1) (2)
Railroad in district 0.252 0.021
(0.132)* (.0096)
Rainfall in district 2.434 1.044
(0.741)*** (0.476)**
(Railroad in district) x (Rainfall in district) -1.184 0.042
(0.482)** (0.64)
Railroad in neighboring district -0.022 0.003
(0.027) (0.041)
"Openness", as computed in model -0.942
(0.152)***
District fixed effects YES YES
Year fixed effects YES YES
Observations 14,340 14,340
R-squared 0.770 0.788
T able  1.8: A  Sufficient S ta tis tic  for R a ilro ad  Im p a c t (S tep  4) Notes: OLS Regressions estimating equation (1.18) in column 
1 and equation (21) in column 2, using real income constructed from crop-level data on 17 principal agricultural crops (listed in 
Appendix A), from 239 districts in India, annualy from 1870 to 1930. ‘Railroad in district’ is a dummy variable whose value is one if 
any part of the district in question is penetrated by a railroad line. ‘Rainfall in district’ is a weighted sum of a district’s crop-specific 
rainfall amounts (in meters), summed over all 17 crops with weights as suggested by my model (where for reasons explained in the 
text, the weights sum to 4.6). ‘Railroad in neighboring districts’ was defined in the notes to Table 1.4. ‘Openness’ is the share of a 
district’s expenditure tha t it buys from itself; this varible is computed in the equilibrium of the model, where the model parameters 
are set to those estimated in Steps 1  and 2 , and the exogenous variables (the transportation network, rainfall, and district land 
sizes) are as observed. D ata sources and construction are described in full in Appendix A. Heteroskedasticity-robust standard errors 
corrected for clustering at the district level are reported in parentheses. *** indicates statistically significantly different from zero 
at the 1 % level; ** indicates 5 % level; and * indicates 10 % level.
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to column 1 ) to a level that is close to one.
Finally, taking the point estimate of 0.021 on own-railroad access 
(R A IL ot) seriously, implies that only 1 2  percent (ie 0 . 0 2 1  divided by
0.186, expressed as a percentage) of the total impact of the railroads 
estimated in column 1 cannot be explained by the mechanism of enhanced 
opportunities to trade according to comparative advantage, represented 
in the model. That is, 8 8  percent of the total impact of the railroads on 
real income in an average district can be explained by the model.
The results in table 1.8 establish a firm, quantitative connection be­
tween the earlier results in this chapter—that railroads improved the 
ability to trade within India (Steps 1 and 2) and tha t railroads raised 
real incomes (Step 3). These results suggest that the important wel­
fare gains that railroads brought about can be well accounted for by the 
specific mechanism of comparative advantage-based gains from trade.
1.8 Conclusion
This chapter has made three contributions to our understanding of the ef­
fects of large transportation infrastructure projects, in the context of an 
enormous expansion in transportation infrastructure—the construction 
of India’s railroads. Using new district-level data tha t I have collected 
from archival sources, my first contribution is to estimate the effect of 
India’s railroads on the trading environment there. I find that railroads 
reduced the cost of trading, reduced inter-regional price gaps, and in­
creased trade volumes.
My second contribution is to estimate the effect of India’s railroads 
on welfare in colonial India. I find that tha t when the railroad network 
was extended to the average district, real agricultural income in that dis­
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trict rose by approximately 18 percent. While it is possible tha t railroads 
were deliberately allocated to districts on the basis of time-varying char­
acteristics unobservable to economists today, I find little evidence for this 
potential source of bias to my results in placebo, instrumental variable, 
or bounds checks. These reduced-form findings suggest th a t railroads 
brought welfare gains to colonial India, but say very little about the 
economic mechanisms behind these gains.
Finally, my third contribution is to shed light on the mechanisms at 
work by relating the observed railroad-driven reduction in trade costs 
to the observed railroad-driven increase in welfare. To do so requires a 
calibrated, general equilibrium model of trade with many regions, many 
goods, and unrestricted trade costs. I extend the work of Eaton and 
Kortum (2002) to construct such a model and estimate its unknown 
parameters using auxiliary model equations. The model identifies a suf­
ficient statistic for the effect of trade cost reductions on real income, 
which, when calibrated, accounts empirically for virtually all of the ob­
served real income effect of railroads. This suggests that railroads raised 
real income in India primarily because they reduced the cost of trading, 
and enabled districts to enjoy more of the static gains from trade due to 
comparative advantage.
The methods used in this chapter could be applied to other settings, 
contemporary and historical. However, in settings (unlike colonial India) 
in which the manufacturing sector is large, it may be important to allow 
for an increasing returns to scale production technology and tradable in­
termediate inputs. Under such assumptions, models such as Krugman 
and Venables (1995) predict that the lower trade costs brought about 
by transportation infrastructure projects can be detrimental to some re­
gions. Quantitative assessment of these additional effects, in settings
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where the transportation infrastructure improved rapidly, is an impor­
tan t area for future research.
The second chapter of this thesis provides a natural extension to the 
investigation contained in the present chapter: an inquiry into the extent 
to which railroads reduced the volatility of agricultural real income in 
India, and reduced the incidence of famines (as indeed the 1880 Famine 
Commissioners claimed they would.)
Chapter 2
Can Openness to Trade 
Reduce Income Volatility? 
Evidence from Colonial 
India’s Era of Famines
2.1 Introduction
Recent decades have seen an unprecedented integration of countries into 
the world economy as a result of trade liberalization and reductions in 
transportation costs. A large empirical literature—including the investi­
gation in Chapter 1 of this thesis—has sought to understand the conse­
quences of these trade cost reductions for the level of real incomes. Much 
less is known, however, about the effect of trade cost reductions on the 
volatility of real incomes. This shortcoming of the empirical literature on 
the connection between trade openness and economic welfare is especially 
serious because, as I discuss below, even some of the simplest models of 
trade yield ambiguous theoretical predictions regarding the relationship
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between trade cost reductions and the volatility of real incomes. 1
This chapter investigates the effect of trade openness on the volatil­
ity of real incomes by studying the extent to which local real incomes 
respond to local productivity shocks, and then comparing this respon­
siveness across regimes of high and low trade costs. I do this in the 
context of colonial-era India (from 1861 to 1930), where incomes were 
predominantly agricultural, and agriculture was predominantly rain-fed, 
so that the real incomes of the majority of citizens depended on the va­
garies of India’s monsoon rains. As a shifter of the trade costs regime I 
exploit the arrival of railroads in each district of India, as in Chapter 1 .
While the effect of productivity shocks on economic welfare can be 
significant in a broad range of settings, these shocks take on a special 
gravitas in the low-income context of colonial-era India. In many years, 
rainfall shortages in some localities were so severe as to lead to widespread 
death due to starvation—events commonly referred to as famines. In­
deed, the setting for this chapter is one of the worst strings of famine 
in recorded history, those that occurred in colonial India from 1861 to 
1906. Over this time period, India was visited by eleven officially declared 
famines, with an estimated total death toll in the range of 15-35 million 
people. Because of the dependence of agriculture on the vagaries of mon­
soon rainfall, India had suffered from recurrent famines for millennia. 
But widespread famines largely ceased after 1906.2
1In addition, Newbery and Stiglitz (1981) present a wide range of models in which 
openness to trade can either increase or decrease real income volatility.
2 A major exception to this statement is the 1943 famine in Bengal. But, as argued 
by O’Grada (2008), it is plausible that the war-time conditions that were commensu­
rate with this calamity were an extreme case. O’Grada (2008) argues, in particular, 
that because Bengal’s railroad lines and rolling stock were being diverted to the war 
effort, market integration withing Bengal suffered considerably. In addition, Burma, 
a major rice supplier to Bengal, was captured by Japan in early 1942 and all trade 
between the regions was suspended—though the plausibility of this claim is disputed 
by Sen (1981). Finally, the 1943 rice harvest fell victim to a rare infestation of brown 
spot disease, which Padmanabhan (1973) and Tauger (2003) argue was the extraneous 
circumstance that gave rise to this anomalous famine. Another potential exception
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This dramatic improvement in the incidence of famine occurred si­
multaneously with the dramatic reduction in trade costs brought about 
by India’s new railroad network (as outlined in Chapter 1 ). A number 
of commentators in the colonial era, and since, have argued tha t the re­
duction in trade costs brought about by railroads played a decisive role 
in ridding India of famine. Others are more sceptical and point to other 
forces, such as changes in the political environment, for an explanation 
of this sudden change.
In this chapter, in addition to examining the extent to which real 
incomes became less responsive to rainfall after the arrival of railroads, I 
investigate the claim that railroads weakened the lethal mapping behind 
famines in India—in which local rainfall shortages led to local mortality. 
Because mortality is likely to be a proxy for consumption in this low- 
income, poor-health setting, this additional step sheds light on the extent 
to which railroads reduced consumption volatility as well as real income 
volatility.
To guide the empirical analysis, I outline a simple, general equilibrium 
model of Ricardian-style trade among three regions based on the model 
in Chapter 1 . Climatic shocks are modeled as productivity shock in one 
region (‘home’). Railroads are modeled as a reduction in trade costs, 
building on the evidence in Chapter 1 that railroads did just this. A 
number of predictions emerge from this simple model, which drive the 
empirical approach followed in this chapter:
1. Railroads reduce the responsiveness of local prices to local productiv­
ity shocks: I find empirical support for this prediction. Specifically, 
I find tha t rainfall has an important effect on agricultural prices
occurred in the state of Maharashtra in 1972-73; O’Grada (2007) argues that this was 
a famine that killed 130,000 people.
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before the arrival of railroads in a region the dependency of lo­
cal prices on local rainfall falls to almost zero (even when focusing 
purely on rainfall variation across crops, within a district and year). 
This implies that railroads brought India’s district economies close 
to the small open economy limit where local conditions have no 
effect on local prices.
2. Railroads increase the responsiveness of local nominal incomes to 
local productivity shocks: In a closed economy, a negative produc­
tivity shock in one sector reduces the physical output from that 
sector, but local prices are likely to rise and thereby off-set the ef­
fect of the shock on nominal incomes. In a perfectly small and open 
economy, however, there can be no price adjustment. The effect of 
an equivalent shock, therefore, on nominal incomes is larger in an 
open economy than in a closed economy. If find empirical support 
for this logic, in that railroads increase the extent to which local 
nominal agricultural incomes respond to local rainfall shocks.
3. Railroads reduce the responsiveness of local real incomes to local 
productivity shocks: The net effect of railroads on the responsive­
ness of real incomes (ie nominal income divided by a consumer 
price index) to productivity shocks will depend on the strength of 
the weakened price responsiveness (result 1 ) relative to that of the 
heightened nominal income responsiveness (result 2). This is am­
biguous in a wider class of models, but in the model I work with 
real income responsiveness is predicted to fall with trade openness. 
I find empirical support for this, in that railroads reduce the re­
sponsiveness of local real agricultural income to local rainfall.
4. Railroads reduce the responsiveness of local mortality rates to lo-
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cal productivity shocks: The extent to which reduced real income 
responsiveness passes through to reduced consumption responsive­
ness will depend on rural residents’ abilities to borrow, save and 
insure. While these smoothing mechanisms are outside of my static 
model, what is clear is tha t if trade openness reduces real income 
responsiveness (as found in result 3) then it should also reduce con­
sumption responsiveness. I lack data on consumption, so I cannot 
test this prediction directly. But in this low-income, poor-health 
environment it is likely tha t mortality rates are correlated with con­
sumption levels and hence the mortality responsiveness to rainfall 
shocks should fall as regions open to trade. This is precisely what I 
find. Indeed, my results suggest that railroads brought the respon­
siveness of mortality to rainfall shocks from a very high level to 
one that is virtually non-existent. This is strong evidence consis­
tent with the argument that railroads dramatically mitigated the 
the scope for famine in India.
Overall these results suggest tha t trade openness can play an impor­
tant role in reducing the exposure of rural citizens’ livelihoods to the 
riskiness of their environments. Further, this set of results documents 
benefits of trade openness and transportation infrastructure that go be­
yond the traditional effects of higher income levels found in Chapter 1 
and work such as Frankel and Romer (1999).
These findings relate to several distinct literatures. One concerns the 
relationship between openness and real income volatility. The central 
theoretical mechanisms through which trade openness can alter price, 
nominal income and real income volatility was explored in depth by 
Newbery and Stiglitz (1981). Rodrik (1997) echoes these mechanisms— 
in particular, that relating to nominal income volatility—when stressing
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how (nominal) wage volatility may be higher in open economies than 
in closed ones due to higher equilibrium elasticities of labor demand in 
open economies. Hasan, Mitra, and Ramaswamy (2007) document em­
pirical evidence from post-independence India that is consistent with 
higher trade openness leading to larger elasticities of labor demand, and 
Krishna and Senses (2009) find tha t nominal labor incomes are indeed 
relatively more volaltile in the United States in sectors that are rela­
tively more open to trade. Finally, di Giovanni and Levchenko (2009) 
investigate, in a cross-section of countries, the reduced-form relationship 
between trade openness and real income volatility; in contrast to my re­
sults here, they find that more open countries have higher real income 
volatility.
One advantage of the present setting for investigating income volatil­
ity is that the dominant source of the volatility—rainfall fluctuations, in 
this agricultural environment—is both observable and exogenous. That 
is, rather than investigating the reduced-form relationship between trade 
openness and income volatility, as in the existing literature, I go one step 
further and ask how trade openness changes the mapping between a given 
stochastic input shock and equilibrium output. A second advantage of 
the setting I exploit here is that the change in trade costs brought about 
by railroads was large and differentiated over regions and time.
This chapter also contributes to  the empirical literature on famines. 
Empirical work on famines has been largely concerned with testing the 
relative empirical importance of the Sen (1981) view of famines (as changes 
in the distribution of purchasing power over food) against the ‘food avail­
ability decline’ view of famines (in which the aggregate stock of food 
falls). Lin and Yang (2000) is in this vein. Very little empirical or the­
oretical work has examined how openness to trade changes the nature
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of famine, or the economic mechanisms behind this change, as I do in 
this chapter. McAlpin (1983), however, is a closely related qualitative 
investigation into the changing nature of famines in Bombay—a region 
in my sample here—in the late colonial period.
Finally, this chapter documents the potential for improvements in a 
nation’s transportation infrastructure to improve not only the level of real 
incomes (as shown in Chapter 1 ) but also the volatility of real incomes. 
To the best of my knowledge, the magnitude of this channel has not been 
estimated before in the transportation infrastructure literature.
The remainder of this chapter proceeds as follows. The next section 
describes the setting of the colonial era in which the empirical exercises 
of this chapter are conducted; the emphasis here is on the elements of 
this setting—concerning volatility, mortality and famines—not covered 
in Chapter 1 . Section 2.3 outlines a simple general equilibrium trade 
theory that delivers four predictions about the responsiveness of observ­
able variables to rainfall shocks in India, and how this responsiveness 
is predicted to change when railroads arrive in India. Section 2.4 then 
reports on empirical results that are motivated by these four theoretical 
predictions. Finally, Section 2.5 concludes.
2.2 Background and D ata
In this section I describe some of the essential background features of 
colonial India’s era of famines, and the economic conditions that gave 
rise to these extreme events. I also describe the data I have collected 
in order to shed new empirical light on the relationship between trade 
openness and real income volatility from this unique setting. Additional 
notes on the data can be found in Chapter 1 and Appendix A.
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2.2.1 Rainfall and A gricultural Incom es in India
Rainfall in India was extremely volatile from year to year (a statement 
that is equally true in the 1956-2001 period considered in Chapter 3). 
And, as discussed in Chapter 1, only 12 % of cultivated land was irrigated 
in 1885. The volatility of rainfall and the rain-fed nature of the vast 
majority of agricultural production gave rise to the common description 
of colonial Indian agriculture as a “gamble in monsoons. ” 3
To shed light on this climatic volatility I use the measure of crop- 
specific rainfall (the amount of rainfall that fell in a district and year 
during which a given crop was under the soil) introduced in Chapter
1. Table 2.1 (which contains summary statistics relating to the data 
used in this chapter) documents the extent of this rainfall volatility, and 
demonstrates tha t there was no tendency for this climatic volatility to 
change significantly over time.
Like rainfall, prices, nominal agricultural incomes, and real agricul­
tural incomes were also volatile over time within districts. This reflected 
the fact that rainfall was an essential input to agricultural production 
in this predominantly rain-fed environment. However, as shown in Ta­
ble 2 .1 , there is some evidence that the volatility of these equilibrium 
economic variables—measured using the variables introduced in Chap­
ter 1—changed over time in a way that rainfall did not. That is, there 
was a tendency for the volatility of prices and real income to decrease 
over the time period under study in this chapter, but for the volatility 
of nominal incomes to rise. Below I explore the potential for the arrival 
of railroads to have changed the mapping between an exogenous and 
stochastic production input, rainfall, and these economic variables.
3See, for example, Gadgil, Rajeevan, and Francis (2007). The phrase is still used 
to refer to agriculture today—for example, in the state of Orissa’s 2005 Economic 
Survey, a state in which only 56 percent of cultivated land is irrigated.
Number of 
observations
Beginning of 
available data
End of 
available data
Crop-specific rainfall shock, coefficient of variation over past 5 years 68,821 0.520 0.541
(0.417) (0.480)
Agricultural prices, averaged over all crops, coefficient of variation over past 5 years 13,384 0.108 0.024
(0.114) (0.031)
Nominal agricultural output, coefficient of variation over past 5 years 13,384 0.110 0.135
(0.085) (0.106)
Real agricultural income, coefficient of variation over past 5 years 13,384 0.06 0.04
(0.04) (0.03)
Mortality rate due to all causes of death, per 1,000 population 14,672 31.8 35.4
(24.0) (21.2)
Mortality rate due to all causes of death, coefficient of variation over past 5 years 13,006 0.221 0.116
(0.236) (0.127)
T able  2.1: S u m m ary  S ta tis tic s : Notes: Values are sample means over all observations for the year and question, with standard 
deviations in parentheses. Beginning and end of available data are: 1870 and 1930 for real and nominal agricultural incomes, and 
mortality rates; and 1861 and 1930 for agricultural prices. Data sources and construction are described in full in Appendix A.
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2.2.2 M ortality  in Colonial India
The agricultural income volatility described in the previous section oc­
curred against a background of extremely low average agricultural in­
comes and subsistence living by many. In addition, the health infrastruc­
ture was poor, and only a very small minority of citizens had access to for­
malized health care of even the best Victorian standards (Arnold 1993).
In such a setting it is natural to expect high mortality rates and low 
life expectancies. I have collected the best available data on district- 
level death rates from 1870 onwards in order to examine how the death 
rate responds to rainfall variation throughout the period from 1870 to 
1930, and how railroads changed this responsiveness. The mortality rate 
estimates stem from a (compulsory) vital events registration system that 
most of British India’s provinces had in place by 1870. This system 
was the precursor to tha t which generates the mortality and births data 
used in the post-independence era analyzed in Chapter 3. Like the vital 
events data from many registration-based systems, the mortality rates 
used here are known to suffer from under-reporting, so the average death 
rate reported over time is almost surely an underestimate (Dyson 1991, 
Davis 1951). However, as Table 2.1 shows, even this underestimate is 
very high by both contemporary and historical standards.
Table 2.1 also documents the volatility of the mortality rate and its 
evolution over time. Under-reporting may have been particularly bad in 
times of crisis, such as famines, so the volatility is also likely to be under­
stated. Still, there is considerable volatility in these registration data. In 
this low-income and low-health environment it is natural to expect real 
income volatility to be particularly damaging to human survival, and to 
give rise to volatile death rates. But notably, like the series for agricul­
tural prices and real agricultural income, the volatility of the mortality
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rate is falling over time from 1870 to 1930.
2.2.3 C olonial India’s Fam ine Era
Famines were a recurrent blight on India prior to and throughout most 
of the colonial period—they were India’s “late Victorian Holocaust” in 
the words of historian Mike Davis. There is little doubt that the princi­
pal cause of these famines was a shortage of rainfall, giving rise to crop 
failure .4  In the low-income setting of colonial-era India, where almost 
three-quarters of citizens earned their incomes in the agricultural sector 
directly , 5 it is not surprising tha t rainfall shortages can lead to death, 
given the importance of rainfall in India’s rain-fed agricultural environ­
ment.
In times of extreme mortality in a district, India’s colonial govern­
ment would officially declare the district to be in a ‘famine’. The exact 
criteria for this declaration are unclear, potentially changing over time, 
and potentially endogenous to the arrival of railroads. For these reasons 
I deliberately do not use the official famine declarations in my analysis, 
and focus on the raw mortality data instead.
However, the official famine declarations, along with anecdotal sources, 
reveal four striking features of India’s 11 officially declared famines be­
tween 1860 and 1930. First, they were responsible for enormous amounts 
of death— 15 million people at extremely conservative estimates . 6 Natu-
4McAlpin (1979) argues: “There is not much dispute that India has been subject to 
periodic crop failures for centuries, nor that the proximate cause of these crop failures 
is the lack of adequate timely rainfall” (p. 143). This is echoed in the standard 
references on Indian famines such as Srivastava (1968) and Bhatia (1967).
5 Among the employed adult population, 69 % earned their incomes in the agri­
cultural sector in the 1901 census (and this share fell from only 73 % in 1872, the 
first census year in my sample, to 68 % in 1931). Of course, the rest of rural India 
(which comprised almost 85 % of Indian citizens in 1900) may also have been exposed 
to climatic variation through interlinkages between agriculture and non-agricultural 
activities.
6I calculate this figure from Appendix Table 5.2 of Visaria and Visaria (1983).
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rally, rainfall shortages may have been responsible for considerable loss of 
life during the many years that lay beneath the extreme ‘famine’ thresh­
old.
A second important feature of the officially declared famine districts 
and events, and even those tha t were widely agreed to be suffering from 
‘scarcity’, was their regional concentration in any given year. Srivastava 
(1968) plots India’s famines and ‘lesser scarcities’ (the latter according 
to his definition) from 1858 to 1918. While the location of the distressed 
regions occurred in different areas of the subcontinent from year to year, 
rarely did a given years’s famine or scarcity distress an area larger than 
the size of a single British Province—or approximately one fifteenth the 
area of colonial India. This limited spatial extent of famines and crop 
failures suggests a potential role for other regions, not suffering from 
crop failure, to ship food to famine-stricken districts, if trade costs are 
low enough to allow for these trades to occur.
A third feature of the officially declared famine events is their dimin­
ishing frequency over time during the late colonial era (and the period 
under study here, 1861-1930, in particular). Only one, in 1906, occurred 
after 1899—and as discussed in the introduction, to most observers the 
famine in 1906 was the last peace-time famine that India has seen.
As a final point about famines in colonial India it is important to con­
sider how food shortages might map into death in times of famine. The 
exact trajectory of death during a famine, whether those in colonial India 
or modern Africa, is an area of uncertainty and active research. Famines 
are often times of widespread starvation, accidental poisoning, epidemic 
disease, unsanitary temporary living conditions, dislocation from fami­
Davis (2001) argues that this is a gross underestimate and suggests an upper estimate 
of 34 million deaths. In particular, Visaria and Visaria (1983) do not include any 
deaths from the severe famine of 1899-1900, for want of data.
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lies and support networks, and violence, and all of these are contributing 
factors to the aggregate death toll of a famine. In India, epidemic dis­
ease seems to have been particularly important, while dislocation and 
migration was comparatively less so (Dyson 1991). But the fundamental 
cause of death due to epidemic disease during a famine is still regarded as 
inadequate nutrition, which leaves an individual’s immune system com­
promised and vulnerable to disease (Maharatna 1996). An implication 
of this is tha t the aggregate consumption-mortality elasticity is likely to 
be larger than the individual equivalent, because of the externalities of 
mortality due to disease.
2.2 .4  Fam ine P revention  in India and the R ole o f  
Railroads
Despite the enormous human tragedy posed by famine and ‘ordinary’ 
rainfall variation, the British colonial government in India was reluctant 
to  intervene. Stokes (1959) and McAlpin (1979) argue that the Indian 
civil service, educated in the laissez-faire tradition of Adam Smith, pre­
ferred to help market to prevent famine. First and foremost in this en­
deavour was the 1880 Famine Commission’s recommendation discussed in 
Chapter 1 —to build new railroad lines in a manner that might alleviate 
famine. In Chapter 1 I demonstrated evidence consistent with a signif­
icant contribution of railroads to the reduction of trade costs in India. 
W ith this in mind, it is likely that food was able to move from famine-free 
districts to famine-stricken districts at low cost and great speed. Indeed, 
contemporary observers quoted in Johnson (1963), argued as much (p. 
123):
“The contribution of railways in moving supplies and meeting
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the critical shortages in areas affected by famine was indeed 
considerable. Quite apart from the economy in the costs of 
carriage, the knowledge that in a few days at most, more sup­
plies would be arriving by railway trains, helped often to keep 
down the expensive rise in prices which increased demands 
produced. When, for example, a famine raged in northern 
India in 1884, railway stations in Coimbatore, hundreds of 
miles away, were crammed with grains for transportation and 
sale in north India. Even a hint of scarcity sufficed to at­
tract movement of goods by railways from areas of relative 
abundance.”
In the remainder of this chapter I explore the potential for this move­
ment of food brought about by railroads to mitigate the effect of rainfall 
shortages on death in colonial India. This investigation sheds light on 
the relationship between trade openness and real income volatility, and 
on the role played by railroads in ridding India of famine.
2.3 M odel
In this section I outline a theoretical framework in which multiple regions 
are able to trade with one another, at a cost, and explore the implica­
tions for real income volatility of reducing this trade cost. To simplify 
the presentation, and to ease connection with my empirical approach be­
low, I consider a purely static model. Of course, it is hard to consider 
issues of volatility in a static model. But in this static model I con­
sider how the level of an equilibrium variable (for example, the price of a 
good) responds to changes in the supply of a given productive input. If 
this productive input is stochastic (and uncorrelated with other shocks),
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then studying comparative statics relating to the responsiveness of any 
equilibrium economic variable to this productive input is isomorphic to a 
dynamic extension of the model in which the volatility of prices emerges 
as an equilibrium variable.
To shed light on the scope for trade openness to mitigate real income 
volatility—or equivalently, for railroads to mitigate the effects of pro­
ductivity shocks on real incomes—I draw on the same theoretical model 
introduced in Chapter 1 of this thesis. Unfortunately, the multiple gen­
eral equilibrium interactions in that model are too complex to admit a 
closed-form solution for the effect of reduced trade costs on agricultural 
prices and their responsiveness to productivity shocks. To make progress 
in generating qualitative predictions to guide my empirical analysis I 
therefore work in this chapter with a simplified version of the model 
environment outlined in Chapter 1 .
Specifically, throughout this section I assume that there are only three 
regions (called X, Y and Z), that there is only one commodity (so I will 
dispense with the k superscripts on all variables), tha t the regions are 
symmetric in their exogenous characteristics (ie L 0 = L  and A 0 = A  
for all regions o), and that the three regions have symmetric trade costs 
with respect to each other . 7 I consider the comparative statics of a local 
change around this symmetric equilibrium, where it is straightforward to 
show that the model makes the following predictions:
7An alternative means of obtaining analytical predictions would be to invoke the 
commonly-used assumption that one commodity can be traded at zero trade cost, 
and is important enough to be produced in positive quantities everywhere and al­
ways. (This equates rQ to the nominal productivity in this zero trade cost sector). 
Unfortunately, it is difficult to imagine a commodity that satisfies these conditions in 
colonial India.
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Prediction  1: Railroads R educe the R esponsiveness o f Prices 
to  Local P rodu ctiv ity  Shocks
This first prediction concerns the extent to which local prices respond to 
local productivity shocks, and how this responsiveness changes as trade 
costs fall. For a local change around the symmetric equilibrium consid­
ered in this chapter:
(a) Zzfc (z§ v ) < resPonsiveness °f prices in a region (say, X)
to productivity shocks in the same region (ie < 0 ) is weaker (ie
less negative) when the region has low trade costs to another region 
(say, Y).
(b) dTy^ x ( ^ v )  > r^ '^ le resPonsiveness °f prices in a region (say, X)
to productivity shocks in other any other region (say region Y, so
the price responsiveness of interest here is < 0 ) is stronger (ie 
more negative) when the cost of trading between these two regions 
(ie T yx)  is low.
Prediction  2: Railroads Increase the R esponsiveness o f N om inal 
Incom es to  Local P roductivity  Shocks
This prediction concerns the effect of an exogenous change in productiv­
ity on a region’s nominal income. If the exogenous productivity terms 
are stochastic (as in my empirical setting) then an increase in the respon­
siveness of nominal incomes to this stochastic production technology will 
increase nominal income volatility. Let rQ be the nominal income (the 
nominal land rental rate, per unit land area) of district o (relative to the 
numeraire good, taken in Chapter 1 to be the land rental rate of some 
reference region). Then around the three-region symmetric equilibrium:
(a) dTXY ( )  < ^1^ie e^ ec  ^ productivity (A x)  on nominal income
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in a region (say, X) rises when the cost of trading between this region 
and any other region (say, Y) falls.
P rediction  3: Railroads R educe the R esponsiveness o f R eal In­
com es to  Local P rodu ctiv ity  Shocks
This prediction is analogous to Prediction 2, but concerns a region’s real 
income rather than its nominal income. Let WQ be the real income of 
district o (per unit land area), which is equal to the nominal land rental 
rate divided by an appropriate consumer price index (ie WQ =  wherePo
P0 is the CPI). Then around the three-region symmetric equilibrium:
(a) >  0- The effect of productivity {Ax) on real income in
a region (say, X) falls when the cost of trading between this region 
and any other region (say, Y) falls.
P rediction  4: Railroads R educe the R esponsiveness o f th e  M or­
ta lity  R ate to  Local P roductivity  Shocks
In this static model, consumption equals income, and hence consump­
tion responsiveness is equal to income responsiveness. Absent data on 
consumption, my empirical analysis below exploits the mortality rate as 
a proxy for per-capita consumption (and a measure of economic welfare 
tha t is also of its own interest). This model does not specify how con­
sumption affects the probability of dying. But it is trivial to introduce a 
consumption-mortality relationship that is monotonically increasing, as 
in, for example, Ravallion (1997). This relationship is typically assumed 
to be concave. And it is plausible that, in the current setting of colonial 
Inda, the level of average consumption lies in a region of the consumption- 
mortality relation in which the slope of the relationship is particularly 
high. No distinction is made in Ravallion (1997) between individual and
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aggregate consumption-mortality relationships, though, as argued ear­
lier, it is plausible that the aggregate relationship is also monotonic and 
likely to be even stronger due to the scope for externalities (such as dis­
ease). W ith this sort of monotonic consumption-mortality relationship 
added to the model we would expect the mortality rate to respond to 
productivity shocks and trade costs in the same manner as real income 
above—but with opposite sign. That is, a positive productivity shock 
would reduce the mortality rate, but a reduction in trade costs would 
reduce the extent to which the mortality rate is sensitive to this positive 
productivity shock.
2.4 Empirical R esults
I now present a series of empirical results that are motivated by the theo­
retical analysis in the previous section, and that aims to shed new light on 
the relationship between trade openness and real income volatility. These 
results proceed in four steps, which trade through the four predictions 
in Section 2.3 sequentially. I illustrate how openness to trade, brought 
about by railroads, (i) dampens the responsiveness of local prices, (ii) 
raises the responsiveness of local nominal incomes, and reduces the re­
sponsiveness of (iii) local real incomes and (iv) mortality rates, to local 
productivity shocks.
2.4.1 R ailroads and Price R esponsiveness
Following prediction 1 of the model, I test the hypothesis tha t railroads 
reduced the responsiveness of local agricultural prices to local rainfall (an 
exogenous determinant of local productivity). In a small open economy 
(SOE), price responsiveness is zero since local prices are equal to the
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(exogenous) ‘world’ price level. However, as trade costs rise and an econ­
omy departs from the SOE limit, price responsiveness in tha t economy 
should rise (as in prediction 1). The extent of price responsiveness in a 
district is therefore a novel and powerful test of its openness to trade, 
which motivates the empirical exercise in this section . 8
Em pirical Strategy
Prediction 1 has two parts: (a) when a district is connected to the railroad 
network, agricultural goods prices in tha t district will be less responsive 
to productivity shocks in tha t district; and (b), when a railroad line 
connects two districts, agricultural goods prices in a district will be more 
responsive to productivity shocks in the other district.
I test this prediction by estimating the following linear specification 
(which can be interpreted as a linear approximation to the model to the 
model around a symmetric point):
l n p * = $  + f i  + pto + x iR A I N l  + x iR A I L a - x R A I N i  
+ » ( £ )  £  Hi4/A/£
oGNrf
+  X 4(£)  J 2 RAIN* XRAIL° * + £ df (2 1 )
oeNd
Here, p^t represents the retail price of agricultural crop k in district d and 
year t. RAIN%t is the amount of crop-specific rainfall that fell in district
8To my knowledge, this is a novel test for assessing a change in market integration. 
However, two papers are closely related. First, Shiue (2002) examines how the price 
correlation (over many years) between pairs of markets in 19th Century China is 
related to the weather correlation (over the same years) in these pairs, comparing 
this correlation in inland locations to that along rivers or the coast. Second, Keller 
and Shiue (2007a) estimate formally, in the same setting, how the spatial dependence 
of weather shocks (on prices) varies between inland and water-accessible regions. 
Neither of these papers focuses on the responsiveness of local prices to local rainfall, 
nor on whether the spatial transmission of weather shocks is different along some 
transportation links (such as railroads) than along others (such as roads), in the 
manner I do here.
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d in year t (this variable is described in full in section 1.5 where it was 
first used). The variable RAILdt is a dummy variable equal to one when 
the railroad network enters the boundary of district d , while the variable 
R A IL d t  is a dummy variable equal to one when it is possible to travel 
from district o to district d using only the railroad network. Finally, the 
variable R A IN ^  represents the amount of crop-specific rainfall in district 
o, where district o is a neighbor of district d—one of the the Nd districts 
(o 7  ^ d) in district d’s neighborhood (taken to be all districts that 
lie even partially inside a 250 km radius of district gTs  centroid) . 9 The 
summation terms in equation (2 .1 ) are divided by the number of districts 
Nd in the neighborhood to reflect an average effect.
I estimate equation (2.1) using fixed effects for each district-year (/?dt), 
which control for any unobservable variables affecting prices tha t are con­
stant across crops within a district and year. This means that I identify 
price responsiveness through variation in how a given amount of annual 
rainfall in a district affects each of that district’s crops differently. I also 
include fixed effects for each district-crop (/3d) to control for unobserv­
ables that permanently affect a district’s productivity of a given crop 
(such as the district’s soil type), and fixed effects for each crop-year (/?^) 
to control for country-wide shocks to  the price of each crop.
To the extent that rainfall is a significant determinant of productivity 
(as I found to be the case revealed in trade flows, in Chapter 1), the 
coefficients x i  and xz will be negative. Prediction 1 (a) states that the
9While in principle the rainfall in any district o could affect prices in district d, the 
model outlined in Chapter 1 suggests that these effects are likely to die out quickly 
over distance. In a partial equilibrium sense (that is, without allowing for the land 
rental rate r0 to adjust), this can be seen easily in equation (1.4). Here, each distant 
district’s productivity term A* affects local prices pd in a manner proportional to 
(T d^)~6k, where T^ d is the trade cost (proportional to distance) and $k was estimated 
in Step 2 as 3.8. I therefore restrict the effect of non-local rainfall on district d’s prices 
to that in a short (250 km) range, though my results are insensitive to using smaller 
(eg 100 km) or larger (eg 500 km) ranges.
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coefficient \ 2  is positive (prices in district d are less responsive to rainfall 
in district d if district d is on the railroad network). And prediction 
1  (b) states tha t the coefficient %4 is negative (lower transport costs 
should make prices in district d more responsive to rainfall shocks in 
neighboring districts to d). A positive coefficient X2 is consistent with 
railroads increasing the extent of market integration in India.
D ata
I estimate equation (2.1) using annual data on the retail price of 17 agri­
cultural commodities, in 239 districts, from 1861-1930. These prices were 
collected by district officers who visited the 10-15 largest retail markets 
in each district once every two weeks. India-wide instructions were issued 
to  each province to ensure tha t prices of each commodity were recorded 
in a consistent manner across the provinces. The other variables used to 
estimate equation (2 .1 ), concerning railroads and rainfall, were described 
in sections 1.4 and 1.5, respectively.
R esults
Table 2 . 2  presents results from OLS estimates of equation (2 .1 ). Col­
umn 1  begins by regressing (log) agricultural prices in a district on the 
district’s crop-specific local rainfall. The coefficient on local rainfall is 
negative and statistically significant, suggesting that rainfall has a pos­
itive impact on crop output, and this increase in supply transmits into 
local retail prices. This is indicative of imperfect market integration (ie, 
non-zero trade costs) in these agricultural commodities on average over 
the time period 1861-1930 in India. The coefficient estimate implies a 
large amount of price responsiveness on average over the period: a one 
standard deviation (ie 0.604 m) increase in a crop’s crop-specific rainfall
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decreases tha t crop’s prices by approximately 15 percent.
Column 2  of Table 2.2 then tests the first part of prediction 1 : that 
a district’s prices will be less responsive to local rainfall after the district 
is connected to the railroad network. In this specification the coefficient 
on local rainfall (xi in equation (2 .1 )) represents price responsiveness be­
fore railroads penetrate a district. The estimated coefficient is negative, 
statistically significant, and demonstrates a great deal of price respon­
siveness in the pre-railroad era. Further, in line with prediction 1, the 
coefficient X2 on rainfall interacted with a dummy for railroad access 
{RAILdt) is positive and statistically significant. The sum of the co­
efficients Xi and X2 represents the extent of price responsiveness after 
the district is brought into the railroad network. The estimated coeffi­
cients sum to -0.014 which implies that prices are still responsive to local 
rainfall, but in a dramatically reduced sense when compared to the co­
efficient of -0.428 tha t measures price responsiveness in the pre-rail era. 
However, I cannot reject the null of zero price responsiveness in the post­
rail era. These findings suggests that the imperfect market integration 
from 1861-1930 found in column 1 reflects an average of two extreme 
regimes separated by the arrival of a railroad line in a district: a first 
regime of imperfect integration before the railroad arrives (where local 
supply shocks have large effects on local prices), and a second regime 
of near-perfect integration after the railroad arrives (where local supply 
shocks have a negligible effect on local prices).
Column 3 repeats the specification in column 1, but with the inclu­
sion of average rainfall in neighboring districts. The effect of neighboring 
districts’ rainfall on local prices is negative and statistically significant, 
which implies that, on average over the period from 1861-1930, neigh­
boring districts’ supply shocks affected local prices, as is consistent with
Dependent variable: Log agricultural price (1) (2) (3) (4)
Local rainfall in sowing and growing periods -0.256
(0.102)**
-0.428
(0.184)***
-0.215
(0.105)**
-0.402
(0.125)***
(Local rainfall) x (Railroad in district) 0.414
(0.195)**
0.375
(0.184)**
Rainfall in neighboring districts -0.051
(0.023)**
-0.021
(0.018)
Average: (Rainfall in neighboring districts) x
(Connected to neighboring districts by railroad) -0.082
(0.036)***
Crop x Year fixed effects YES YES YES YES
Crop x District fixed effects YES YES YES YES
District x Year fixed effects YES YES YES YES
Observations 73,000 73,000 73,000 73,000
R-squared 0.891 0.892 0.894 0.899
T able  2.2: T h e  Effect o f R ailro ad s  on  A g ricu ltu ra l P rice  R esponsiveness: Notes: OLS Regressions estimating equation 
(2 .1 ) using data on 17 agricultural crops (listed in Appendix A), from 239 districts in India, annually from 1861 to 1930. ‘Local 
rainfall in sowing and growing period’ (abrev. ‘local rainfall’) refers to the amount of rainfall (measured in meters) in the district in 
question that fell during crop- and district- specific sowing and harvesting dates. ‘Railroad in district’ is a dummy variable whose 
value is one if any part of the district in question is penetrated by a railroad line. ‘Rainfall in neighboring districts’ is the variable 
‘local rainfall’ averaged over all districts within a 250 km radius of the district in question. ‘Connected to neighboring district’ is 
a dummy variable that is equal to one if the district in question is connected by a railroad line to each neighboring district within 
250 km. D ata sources and construction are described in full in Appendix A. Heteroskedasticity-robust standard errors corrected for 
clustering at the district level are reported in parentheses. *** indicates statistically significantly different from zero at the 1  % 
level; ** indicates 5 % level; and * indicates 10 % level.
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some degree of market integration.
However, the estimates in column 4 demonstrate tha t, as was the case 
in column 2, the average effect in column 3 is masking the behavior of two 
different regimes. Column 4 estimates equation (2.1) in its entirety by 
including an interaction term between each neighboring district’s rain­
fall and a dummy variable for whether that district is connected to the 
‘local’ district by railroad (ie R A ILdt)-  As is consistent with the second 
part of prediction 3, the coefficient on this interaction term is negative 
and statistically significant. Furthermore, the coefficient on neighbor­
ing districts’ rainfall (which is now the effect of rainfall in districts not 
connected by railroad to the local district) is not significantly different 
from zero. Column 4 therefore suggests that local prices do respond to 
neighboring districts’ supply shocks when those neighbors are connected 
to the local district by railroads; however, neighboring districts’ supply 
shocks are irrelevant to local prices when there is no railroad connection.
To summarize the results from this section, I find tha t railroads played 
a dramatic role in facilitating market integration, as revealed by price 
responsiveness, among the 17 agricultural goods in my sample. This is 
consistent with both parts of prediction 1  of the model, and suggests 
tha t railroads significantly aided the trade of agricultural items across 
districts in colonial India, so much so that local scarcities brought about 
by local rainfall shortages were rapidly filled by supply from surrounding 
regions.
2.4.2 R ailroads and N om inal Incom e R esponsive­
ness
The results in the preceding section suggest that prior to the arrival of 
railroads in a district, agricultural prices were considerably responsive to
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adverse rainfall shocks in that district. However, after railroads arrive in a 
district, the responsivenes of local prices to local rainfall shocks virtually 
disappears. As discussed above, this is to be expected if railroads reduced 
trade costs and allowed a district’s local prices to be determined by supply 
conditions in many regions, rather than just locally.
This finding implies that when a locality receives a negative produc­
tivity shock in agriculture, local quantities of agricultural goods produced 
will fall, but there will be no offsetting price effect. As a result, the effect 
of these shocks on the value of output—that is, on nominal agricultural 
incomes—should become more responsive to these shocks. In this sec­
tion I explore the extent to which this logic—the logic behind Prediction 
2—holds empirically in the case of colonial India.
Em pirical Strategy
Prediction 2 states that railroads will increase the responsiveness of nom­
inal agricultural income in a district to its own rainfall shocks. Since 
rainfall was a stochastic input to production, an increase in the respon­
siveness of nominal income to this input will increase nominal income 
volatility. To test prediction 2 I estimate the following specification:
In Tat = f30 - p t  +  'y R A IL  at +  R A IL dt
dGN0
+  ip2 R A I  N ot
+  faR A IL ot x RAINat Eat. (2-2)
The dependent variable here is the (log) land rental rate, rot, which 
is the measure of nominal income in the model, as discussed above. The 
results in Chapter 1  suggest tha t the presence of railroads in a district can 
raise incomes and that the presence of railroads in neighboring districts
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can harm incomes. These findings motivate the inclusion of the regressors 
RAILot (a dummy variable for railroad access) and -j^)^2devf0 RAILdt 
(the average of R A IL dt within district o’s ‘neighborhood’ of 250 km, N 0). 
This is in line the specification used in Chapter 1.
Prediction 2 suggests that rainfall will raise nominal incomes, and 
that railroad access will increase the extent to which nominal incomes 
depend on rainfall. This motivates the inclusion of the regressors rain­
fall, R A IN ot = Ylk ^ h R A I N a  , and the interaction of railroad access 
RAILot and rainfall in equation (2.2). The rainfall variable used here is 
the weighted sum of crop-specific rainfall measures (introduced in sec­
tion 2.4.1), where the weights are suggested by equation (1.10) of the 
model. Because the weights depend on the parameters 6 k, fik and k, I 
use the values of these parameters estimated in Chapter 1  to calculate 
the weights. (The weights sum to 0.1, not to one, because of the presence 
of k, and 6 k). Finally, equation (2.2) is estimated with the inclusion of 
district fixed effects (/3a) and year fixed effects ((3t)-
Earlier results in Chapter 1 suggested that rainfall is an important 
input to agricultural production; the coefficient is therefore expected 
to be positive. Prediction 2 states that the coefficient ips will also be 
positive, implying more responsiveness of nominal agricultural income to 
rainfall variation when a district has railroad access. Finally, in line with 
the results in Chapter 1 , the coefficients 7  and Vh are expected to be 
positive and negative, respectively.
D ata
The dependent variable in equation (2.2) is the nominal agricultural in­
come in a district, denoted by the land rental rate, rot. There are no 
available data on land rental rates in this setting, but in a perfectly com-
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petitive, constant-returns, one-factor setting such as the model used here, 
the land rental rate is equal to nominal agricultural output per unit land 
area. As discussed in Chapter 1, I have collected data on both nominal 
agricultural output (the price-weighted sum of physical output quantities 
over 17 principal agricultural crops) from 1870-1930. I then divide this 
measure of nominal output by the total land area under cultivation in a 
district to create a measure of nominal agricultural incomes accruing to 
the representative owner of one unit of cultivable land.
R esults
Table 2.3 presents the results of this test of prediction 2. Column 1 
confirms that rainfall is an important determinant of agricultural pro­
duction, and therefore nominal agricultural income. This is in line with 
my results from Chapter 1 (where high rainfall was found to promote ex­
porting success) and from the previous section (where high rainfall was 
found to decrease prices).
However, the results in column 2 demonstrate that rainfall is a stronger 
determinant of nominal agricultural income once a district gains railroad 
access than before. That is, the coefficient on rainfall (‘rainfall in dis­
tric t’) is smaller than in column 1 (and still statistically significant). This 
coefficient represents the responsiveness of nominal agricultural income 
to rainfall before the district is connected to the railroad network. By 
contrast, the effect of rainfall on nominal agricultural income after a dis­
trict gains railroad access (represented by the sum of the coefficients on 
the ‘rainfall in district’ term and the interaction term between railroad 
access and rainfall) is larger, indicating heightened nominal income re­
sponsiveness.. Further, the pattern of all four coefficients in column 2 is
Dependent variable: Log nominal agricultural income per acre
Log real agricultural income 
per acre Log total mortality rate
(1) (2) (3) (4) (5) (6)
Railroad in district 0.241 0.168 0.186 0.252 0.080 0.143
(0.114)** (0.082)** (0.085)** (0.132)* (0.061) (0.078)*
Rainfall in district 1.410 0.532 1.248 2.434 0.064 0.145
(0.632)*** (0.249)** (0.430)*** (0.741)*** (0.032)** (0.062)***
(Railroad in district) x (Rainfall in district) 0.901 -1.184 -0.123
(0.444)** (0.482)** (0.059)**
Railroad in neighboring district -0.056 -0.041 -0.031 -0.022 0.012 -0.003
(0.048) (0.052) (0.021)* (0.027) (0.015) (0.017)
District fixed effects YES YES YES YES YES YES
Year fixed effects YES YES YES YES YES YES
Observations 14,340 14,340 14,340 14,340 13,512 13,512
R-squared 0.771 0.775 0.767 0.770 0.642 0.647
Table  2.3: T h e  Effect o f R ailro ad s  on  N om inal an d  R eal A g ricu ltu ra l Incom e, an d  th e  M o rta lity  R a te : Notes: OLS 
Regressions estimating equation (2.2) using agricultural income constructed from crop-level data on 17 principal agricultural crops 
(listed in Appendix A), or the total (all-causes) mortality rate, from 239 districts in India, annually from 1870 to 1930. ‘Railroad 
in district’ is a dummy variable whose value is one if any part of the district in question is penetrated by a railroad line. ‘Rainfall 
in district’ is a weighted sum of a district’s crop-specific rainfall amounts (in meters), summed over all 17 crops with weights as 
suggested by my model, as in equation (2.2). ‘Railroad in neighboring districts’ was defined in the notes to Table 1.4. D ata sources 
and construction are described in full in Appendix A. Heteroskedasticity-robust standard errors corrected for clustering at the 
district level are reported in parentheses. *** indicates statistically significantly different from zero at the 1 % level; ** indicates 5 
% level; and * indicates 10 % level.
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in line with that predicted by prediction 2.10
The results in columns 1 and 2 of Table 2.3 are supportive of Predic­
tion 2. They suggest that the move to trade openness due to railroads 
in India made nominal agricultural incomes more vulnerable to the va­
garies of the monsoon rains. This may have been harmful to individuals 
who consume primarily non-agricultural goods. But for the majority of 
citizens in this low-income economy the heightened volatility of nomi­
nal incomes, while still harmful, will have been offset by the dampened 
volatility of the prices of the agricultural goods that they consume in 
large measure. That is, the net effect of railroads on the volatility of 
these poor consumers’ real income streams will reflect a combination of 
the nominal income responsiveness results seen in this section and the 
price responsiveness results from the previous section. In the following 
section I go on to explore the net effect of these two offsetting changes in 
the responsiveness of rainfall shocks due to India’s new railroad network.
2.4 .3  R ailroads and R eal Incom e R esponsiveness
I now turn  to the set of empirical results motivated by Prediction 3, that 
the effect of local productivity shocks on local real agricultural income 
should be lower in an open economy than in a closed economy. This is in 
contrast to the results of the previous section, where nominal agricultural 
incomes were found to become more responsive once districts opened to
10It is possible that while railroad access increased the responsiveness of a district’s 
nominal income to its own rainfall, railroad connections could also have altered the 
responsiveness to neighboring districts’ rainfall (as I found in the case of prices, in 
Table 2.2 above). I have estimated a specification similar to equation (2.2) but with an 
extension to include dependence on neighboring districts’ rainfall and an interaction 
term for neighboring districts that are bilaterally connected by rail to the district 
of observation. However, the coefficients on these two additional terms (neighbors’ 
rainfall and neighbors’ rainfall for railroad connected neighbors) are small and not 
statistically different from zero (jointly or individually) so I have not pursued this 
further. This result is perhaps unsurprising given the weak price spillover effects 
estimated in Table 2.2.
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rail trade.
As discussed above, the effect of openness on the responsiveness of 
real incomes to productivity shocks is in principle ambiguous. It is nat­
ural to expect openness to reduce the responsiveness of prices to pro­
ductivity shocks—as expected in Prediction 1 and found empirically in 
Section 2.4.1 above. Given this, it is then natural to expect trade open­
ness to increase the responsiveness of nominal incomes to productivity 
shocks—as expected in Prediction 2 and found empirically in Section 
2.4.2 above. However, the net effect of openness on the responsiveness 
of real incomes—the ratio of nominal incomes to a consumer-based price 
index—to productivity shocks will then depend on the relative strength 
of the counter-veiling nominal income and price index effects. Prediction 
3 was unambiguous about this net effect, predicting that real income re­
sponsiveness should be reduced by trade openness. But in a wider class 
of models it is likely tha t this result could be overturned.
In this section I therefore explore what the data from colonial In­
dia have to say about the relationship between trade openness and real 
income responsiveness to productivity shocks. That is, I examine the 
extent to which railroads altered the mapping from a given rainfall shock 
to the level of real agricultural income. As discussed in section 1.6.5, the 
1880 Famine Commission recommended railroad construction in exactly 
the hope that this mapping would change for the better.
Empirical Strategy
To test prediction 3 I estimate a specification that is identical to that in 
the previous section (ie equation (2.2)) but use real agricultural income
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as the dependent variable. That is, I estimate the following equation:
In ( • = £ ■ ) =  A, +  A  +  S^RAIL* +  £  RAIL*
'  T ot / de No
+ 3^ 'E'frkRAIN*
L fc
-t- 8 4R A IL 0t x J2tkRAIN*
. k
+  (2.3)
Prediction 3 suggests that the coefficients 5i, £ 2  and <53 will be of the 
same signs as in previous sections and in Chapter 1 (positive, negative 
and positive, respectively). However, the coefficient £ 4  is expected to 
be negative according to Prediction 3, indicating that real agricultural 
income is now less responsive to rainfall shocks once a district is able to 
trade by the use of railroads.
D ata
The data used here are identical to those used in the previous section, ex­
cept that the dependent variable is now real rather than nominal agricul­
tural income. I construct a measure of real agricultural income just as in 
Chapter 1—by dividing nominal agricultural income by a consumption- 
based price index, defined over the 17 main agricultural crops for which 
price data are available. To construct consumption weights I follow the 
procedure used in Chapter 1 (which uses trade data and output data to 
estimate consumption patterns at the trade block level, and then assigns 
each trade block’s consumption weights to all of the districts in the given 
trade block).
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R esults
The results from this test of Prediction 3 are presented in columns 3 and 
4 of Table 2.3. These columns are the analogues of columns 1 and 2 
respectively, but are based on the dependent variable of real agricultural 
income rather than nominal agricultural income.
Column 3 of Table 2.3 demonstrates that, on average, rainfall played 
a considerable role in determining the level of real agricultural income in 
colonial India. The results in column 4, however, illustrate how railroads 
mitigate the effect of agricultural productivity shocks on real agricultural 
income. That is, in line with Prediction 3, the coefficient on the inter­
action between rainfall and railroads is negative—which implies that an 
equivalent negative rainfall shock did less damage to real agricultural in­
comes after the arrival of railroads than before. Of course, a symmetric 
implication of the results from this symmetric specification is tha t a given 
positive shock did less to raise real income after the arrival of railroads 
as well. This result suggests that transportation infrastructure projects 
like India’s railroads can bring about significant real income insurance. 
In the next and final section of this chapter I investigate whether this real 
income insurance appears to have given rise to consumption insurance 
too.
2.4 .4  R ailroads and M ortality  R esponsiveness
The results in the previous section have demonstrated,that, in colonial 
India, railroads had an economically and statistically significant effect on 
reducing real income volatility, by reducing the extent to which a given 
productivity shock affected the real value of output in terms of what a 
consumer could buy with this output.
A natural follow-up to this investigation into real income volatility
CHAPTER 2. CAN OPENNESS REDUCE VOLATILITY? 123
would lead to real consumption volatility; unfortunately, however, there 
exist no district-level consumption series from this time period in colo­
nial India. But it is likely, in this setting, that a reduction in the volatil­
ity of real income may have passed through into consumption volatility, 
as most citizens had no access to formal insurance or banking facili­
ties. For example, Roy (2001) describes how even even the wealthiest 
members of society in colonial India (outside of major cities) resorted to 
money-boxes and jewelery as the only means to save. Rosenzweig and 
Binswanger (1993) and Rosenzweig and Wolpin (1993) document limited 
access to insurance in post-Independence India. The gains from reduced 
consumption volatility may have been even more important to poor con­
sumers due to subsistence concerns (or if risk aversion decreases with 
income more generally).
In this section I present results relating to the mortality rate—both 
because the mortality rate should provide a window on consumption in 
this low-income setting, and because the results relating to mortality are, 
I believe, important in their own right. They are especially relevant in 
the current setting where consumption volatility was apparently so severe 
as to give rise to eleven famines in just 46 years. In a sense, the results 
below relating to the mortality rate put a human face on earlier results 
which documented how lower trade costs reduced real income volatility.
Em pirical Strategy
I estimate a specification tha t is precisely analogous to tha t in equation 
(2.3), but with the log total (all-causes) mortality rate as the dependent 
variable rather than log real agricultural income. Prediction 4 suggests 
tha t the pattern of coefficient signs should be the same as in Prediction
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D ata
I use data on the total mortality rate for each district and year for which 
this measure is available post-1870. While the raw data list multiple 
separate causes of death, I aggregate over this information to create a 
measure of the number of deaths due to all causes. I then divide this 
figure by district population (interpolated exponentially between census 
decadal years) to construct a mortality rate per 1,000 inhabitants.
R esults
The results from this test of prediction 4 are reported in Table 2.3, 
columns 5 and 6. These two columns are analogous to the previous two, 
but use the log mortality rate as the dependent variable rather than log 
real income. A similar pattern of coefficient estimates exists in columns 
5 and 6 as in columns 3 and 4, suggesting that the death rate tracks real 
income reasonably closely.
The results in column 6 of Table 3.2 are particularly striking. They 
suggest tha t while local rainfall variation played a considerable role in de­
termining the local death rate prior to the arrival of railroads in a district, 
after the railroad’s arrival there is virtually no effect of local rainfall on 
local death. This suggests an important but novel insurance role played 
by railroads in this setting, and is, to the best of my knowledge, a first 
test of the claim that railroads did much to rid India of famine, as was 
hoped by the 1880 Famine Commission.
2.5 Concluding Remarks
This chapter has been modest in its aims. I have conducted a preliminary 
investigation into the extent to which railroads reduced the responsive­
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ness of real agricultural income to agricultural productivity shocks, and 
attem pted to trace this finding through from prices, to nominal incomes, 
to real incomes.
I have shown that railroads reduced the responsiveness of prices, and 
increased the responsiveness of nominal incomes, to productivity shocks. 
These findings are sensible and uncontroversial in the existing empirical 
and theoretical literatures. I have gone on to show, however, tha t real 
incomes respond less to a given productivity shocks in an open economy 
than in a relatively closed one, and this is in contrast to the existing ev­
idence from contemporary cross-country regressions in di Giovanni and 
Levchenko (2009). My setting is, of course, potentially very different 
from these authors’ and this may explain the discrepancy. But I be­
lieve tha t my results, which allow me to actually identify the source of 
income volatility, and which draw on the rich variation in trade costs 
brought about by railroads, allow me to go a step beyond di Giovanni 
and Levchenko (2009).
In a final set of results I have documented how railroads appear to 
have dramatically reduced the extent to which the mortality rate in colo­
nial India depended on the randomness of the monsoon rains. This is 
a novel finding, which sheds light on the remarkable disappearance of 
peace-time famine from India after 1906.
A central concern with the results of this chapter is in their interpre­
tation. Railroads may have brought many changes to a district (such as 
the ability to migrate at lower cost, to learn from distant districts, pub­
lic good provision, or the spread of disease), and cheaper goods trans­
portation is just one of these changes. Teasing apart these competing 
mechanisms is an important priority for future research.
The next and final chapter of this thesis examines the continued effect
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of rainfall on mortality in the modern, post-independence period in India. 
Consistent with the findings in this chapter that pertain to the post­
railroad period, I find very little evidence in Chapter 3 of a relationship 
between rainfall and death. Chapter 3 also extends the work in the 
present chapter by considering the role tha t temperature variation played 
in both mortality and agricultural variables. Temperature extremes, in 
contrast to rainfall, appear m atter a great deal today.
Chapter 3 
Weather and Death in India: 
Mechanisms and Implications 
of Climate Change
3.1 Introduction
The climate is a key ingredient in the earth’s complex system that sus­
tains human life and wellbeing. This is especially so in poor countries 
located in hot regions of the Earth. In these places, human wellbeing 
is doubly exposed to the weather—both directly, as weather extremes 
can place human physiological systems under stress, and indirectly, as 
weather extremes damage plant life and hence the economic livelihoods 
of the majority of citizens. Further, the low levels of income in these 
countries can limit opportunities for adaptation in response to weather 
shocks. The urgency of the challenges posed by the climate in these coun­
tries is underscored by the growing consensus that emissions of green­
house gases due to human activity are altering the earth’s climate, most
1This chapter is based on joint work with Robin Burgess, Michael Greenstone and 
Olivier Deschenes. I am grateful to these co-authors for their input into this work.
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notably by causing temperatures to increase (International Panel on Cli­
mate Change 2007).
This chapter estimates the impact of inter-annual variation in weather 
on well-being in India with newly collected data from 1957-2000 in order 
to quantify the extent to which households in developing countries such as 
India are exposed to the weather. It is the first such large-scale study for 
a developing country tha t I am aware of. My primary outcome variable is 
the mortality rate as this is the ultimate measure of individuals’ abilities 
to smooth consumption and more generally withstand health and income 
shocks.
Our main results indicate a striking relationship between daily tem­
peratures and annual mortality rates that is without comparison in the 
developed world. This is illustrated in Figure 3.1. This figure, which 
will be described in more detail below, plots coefficient estimates that 
correspond to the effect of an additional day in each of 10 temperature 
ranges on the extent of death with in a year, relative to a day in the 
reference category bin of 50° — 60° F (whose coefficient is normalized 
to zero). The solid line, representing coefficient estimates from India, 
demonstrates th a t hot days lead to significantly more death—for exam­
ple, one additional day with a mean temperature above 90° F, relative to 
a day with a mean temperature in the 50° — 60° C range, increases the 
annual mortality rate by roughly 0.5 %. (The coefficient on cold days 
between 10° — 20° F is high but not statistically significant, as I discuss 
below.)
By contrast, the coefficient estimates from a similar exercised per­
formed in the United States—shown with a dotted line in Figure 3.1— 
indicates tha t temperature extremes have very little effect on death in
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Estimated Impact of a Day in 9 Temperature Bins on Log Annual Mortality 
Rate Relative to a Day in the 50-60 F Bin
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<10/ 10-20 20-30 30-40 40-50 50-60 60-70 70-80 80-90 >90
-0.005
India United States
F ig u re  3.1: M o rta lity  Im p a c t o f T e m p e ra tu re  in  In d ia  an d
U n ite d  S ta te s : Note: The two plotted lines reports 10 coefficient 
estimates, representing the effect on annual mortality of a single day in 
each of the corresponding 10 temperature bins. The solid line reports 
these estimates for India, and the dotted line reports these estimates for 
the United States. The methodology used to estimate these coefficients 
is fully explained in Section 3.4.1.
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that country.2 Because these results from India are surprisingly large and 
have not, to the best of my knowledge, been documented before I repeat 
my analysis on a completely independent source of mortality data and 
find very similar coefficient estimates. It thus appears tha t the ambient 
air temperature plays an important role in determining the death rate in 
India.
I then go on to probe two potential mechanisms tha t might explain 
this large effect of weather on death in India. One potential explana­
tion is that high temperatures harm human health directly, by placing 
cardiovascular systems under stress. A second explanation is tha t tem­
perature and precipitation extremes place plants under stress and reduce 
agricultural yields-and that these reduced yields harm agricultural work­
ers’ incomes and possibly also their consumption levels; in the presence of 
poor background health, the malnutrition brought about by consumption 
shortfalls may be so severe as to cause death.
I document a cluster of results that are uniformly consistent with 
the second of these two potential mechanisms—that working through 
agricultural incomes-and seems inconsistent with the first. These results 
are:
1. There is no effect of weather on death in urban areas of India. This 
is true even among infants (those under the age of one) in urban 
areas, a population tha t is thought to be particularly vulnerable.
2. There is no effect of weather during the non-growing months of the 
year on death. This is true both in rural and urban areas, and even 
among rural infants.
3. There is a similar pattern of effects of weather on agricultural in­
2I obtain the coefficient estimates in Figure 3.1 for the United States from Desch- 
enes and Greenstone (2008).
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comes, but not urban incomes. That is, in hot or dry years, agri­
cultural yields fall, agricultural prices rise, agricultural wages fall, 
and agricultural labor appears not to adjust. Again, this is true of 
weather shocks that occur during the growing months of the year 
but not true for equivalent shocks that occur outside of the growing 
season. However, there is no effect of weather fluctuations (at any 
time of the year) on wages in the manufacturing sector in India.
In summary, I document a large effect of weather on death among 
India’s rural population and tha t this effect appears to stem from the 
fact tha t this population’s economic welfare is almost entirely drawn 
from agricultural income and is therefore highly exposed to inter-annual 
variation in weather.
These results suggest tha t the weather plays an important role in 
the economic lives and health status of India’s rural citizens. Because 
climatologists predict that the weather in India and elsewhere is likely 
to change in the coming decades—in particular, for there to be many 
more hot days during which human and plant physiology may suffer— 
in a final section of this chapter I use my estimated coefficients of the 
within-sample temperature-death relationship in India to investigate the 
mortality predictions implied by two leading climatological models of 
climate change. It is important to bear in mind that this chapter relies on 
inter-annual variation in temperature. This will produce an overestimate 
of the costs of climate change, because individuals can engage in a limited 
set of adaptation in response to inter-annual variation.
W ith this caveat in mind, my preferred mortality estimates suggest an 
increase in the overall Indian annual mortality rate of approximately 11% 
- 35% by the end of the century. The estimated increase in rural areas 
ranges between 52% and 69%. As a reference point, a similar exercise
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suggests that climate change will lead to a roughly 2% increase in the 
US by the end of the century (Deschenes and Greenstone 2008).
These mortality impacts are large. This is true regardless of whether 
one views them as the current impact of weather shocks on mortality in 
India or as informative about the costs of climate change.
The remainder of this chapter proceeds as follows. The next section 
outlines a conceptual framework that describes the mechanisms through 
which weather might be expected to lead to death either directly or indi­
rectly, as well as the trail of predictions tha t would emerge from these two 
views of the world. Section 3 describes the background features of India 
in my sample period from 1957-2000, as well as the data on weather, 
death and economic variables that I have collected in order to conduct 
my analysis. Section 4 outlines my empirical method and presents base­
line results of the weather-death relationship and on the mechanisms 
behind this relationship. Section 5 discusses what these estimates im­
ply for predicted climate change scenarios in India, and finally Section 6 
concludes.
3.2 Conceptual Framework
In this section I discuss the potential mechanisms through which extreme 
weather—in the form of high temperatures or insufficient rainfall—could 
lead to excess mortality in developing countries. I draw a distinction 
between two classes of causal channels relating weather to death: a ‘di­
rect’ channel, in which human health suffers because of extreme weather 
conditions that put human physiology under stress; and an ‘indirect’ 
channel, in which human health suffers because of the stress placed on
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agricultural physiology, on which real incomes may depend.3 The health 
of individuals in developing countries is therefore likely to be doubly ex­
posed to the weather relative to those in richer countries. First, they may 
lack the technology, wealth and public goods necessary to mitigate di­
rect effects. And second, they may earn their incomes in the agricultural 
sector and consume goods that are produced in this sector, and thereby 
be especially vulnerable to indirect effects.
3.2.1 D irect Effect o f W eather on D eath: H um an  
P hysiology
A large public health literature discusses the potential direct effects of 
extreme weather on human physiology. In this literature the effect of 
high temperatures on human health looms large (see, for example, Basu 
and Samet (2002) for a comprehensive review),4 while the effects of ex­
cess or surfeit rainfall on human health is thought to be of secondary 
consideration. Periods of excess temperature place additional stress on 
cardiovascular and respiratory systems due to the demands of body tem­
perature regulation. This stress is known to impact on the elderly and 
the very young with particular severity, and can, in extreme cases, lead
3A third potential channel relating weather to death works through the physiology 
of disease vectors, such as insects (or, in the case of plague and typhus, through rats). 
First and foremost among vector-borne diseases in India is malaria. Malaria, however, 
is rarely fatal in South Asia (because of the near-eradication of the particularly lethal 
version of the malarial parasite, plasmodium falciparum, which is endemic in much 
of Sub-Saharan Africa). In ongoing work I have assembled a district-level panel 
dataset on malarial incidence (rather than mortality) from India’s National Malaria 
Eradication Programme in order to study the role of weather fluctuations in affecting 
malarial morbidity. A fourth potential weather-to-death mechanism affecting humans 
via disease could work through the physiology of the bacteria or virus itself.
4Extremely cold temperatures can also affect human health adversely through car­
diovascular stress due to vasoconstriction and increased blood viscosity. Deschnes and 
Moretti (2009) find evidence for a moderate effect of extreme cold days on mortality 
(especially among the elderly) in the United States, though this effect is concentrated 
among days below 10° F (ie —12° C). Days in this temperature range are extremely 
rare in India.
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to death (Klineberg 2002, Huynen, Martents, Schram, Weijenberg, and 
Kunst 2001).
The timing of these direct mortality impacts of high temperature 
days, however, is less well understood. That is, while it is clear that 
mortality spikes on days of extreme temperature, the significance of 
these deaths for a reduction in life expectancy is much less clear. If 
extreme temperatures precipitate the death of individuals whose health 
systems are already compromised, then the extreme temperature shock 
may only temporally displace (or “harvest” , in the public health ter­
minology) the number of mortality events within a given time window. 
Deschnes and Moretti (2009) use daily weather and daily mortality data 
from the United States to shed light on the timing of these effects. They 
indeed find evidence for the harvesting effect of high temperature days on 
mortality, to the extent that over a 30-day window there is virtually no 
lasting impact of heat waves on mortality. For this reason in this chapter 
I follow Deschenes and Greenstone (2008) and use annual mortality data 
in order to aggregate over the vast majority of deaths due to a given 
shock during a year.
The public health and economic literatures that have examined the di­
rect temperature-mortality relationship in developing countries is partic­
ularly thin. One study (Hajat, Armstrong, Gouveia, and Wilkinson 2005) 
however, investigates the effect of heat waves on death in three different 
cities—Delhi, Sao Paulo and London. Among these, the largest effects 
(of a roughly equivalent heat wave) were seen in Delhi, but these effects 
were extremely small.
There are two implications of this direct mechanism that bear not­
ing here because they are at odds with the empirical results I document 
below. First, a direct effect of temperature on mortality would be ex­
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pected to work in equal force in both rural and urban areas of India, 
since these regions face the same weather (if anything, urban areas are 
hotter). By contrast, I find strong effects of weather on death in rural 
India and virtually no effect (not even among infants) in urban India. 
A second implication of this direct effect of temperature on mortality is 
tha t it would be expected to work equally (for a given weather shock) at 
all times of the year. By contrast, I document below that in my data the 
effect of weather on death is strong during the nine months of the year 
during which crops are in the soil and virtually non-existent during the 
three months of the year when they are not.
These two stark empirical failings of the ‘direct’ channel relating 
weather to death, coupled with the relatively small heat wave deaths 
found in Delhi by Hajat, Armstrong, Gouveia, and Wilkinson (2005), 
underscore the need to look beyond this channel and explore the empir­
ical implications of other channels. I turn to this now and discuss an 
agricultural income channel relating weather to death.
3.2.2 Indirect Effect o f W eather on D eath: P lant  
P hysio logy  and R eal Incom es
A second potential channel through which weather extremes can affect 
human health is through their effect on the productivity of the agricul­
tural economy. The climate is of course an essential input into agricul­
tural production, especially in unirrigated environments. This is likely to 
be especially important in developing countries, where agricultural pro­
duction is often unirrigated, where many households’ nominal incomes 
depend directly on agricultural productivity, where households’ consump­
tion bundles contain many agricultural food items, and where aggregate 
income shocks are likely to pass through significantly into consumption
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because of a difficulty in smoothing consumption from period to period.
Here I discuss this channel sequentially, as it would be expected to 
unfold from the agricultural production process through to human mor­
tality. I also discuss the trail of predictions that it would leave on ob­
servable variables for which data are available in India.
A gricultural yields
The starting point of an agricultural channel linking weather to death 
would work through agricultural yields. Both water and ambient temper­
ature are essential inputs to agricultural production. W ithin reasonable 
ranges, water and heat are conducive to plant growth, but extremes can 
be damaging. In the Indian context, the two relevant extremes are too 
much heat (that is, frost is rare), and either too little or too much wa­
ter (Kumar, Kumar, Ashrit, Deshpande, and Hansen 2004). I therefore 
expect tha t relatively hot, dry, or flooded years (measured in the ap­
propriate manner, as I discuss below) to be years with relatively low 
agricultural yields. Finally, heat and precipitation outside of the grow­
ing season, when crops are not in the soil, should have no effect on plant 
yields. This is helpful for identifying signs of the agricultural channel at 
work.
Agricultured Com m odity Prices
In a closed economy, if agricultural yields fall (and land use is limited, as 
it plausibly is in the short run) then the prices of agricultural commodi­
ties should rise. By contrast, in a small (that is, so small tha t it acts 
like a price taker relative to surrounding economies) and perfectly open 
economy, local agricultural yield shocks should have no bearing on local 
goods prices—but any departure from this small open economy limit,
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however, would generate an impact of local productivity shocks on lo­
cal commodity prices. Our empirical units of observation are districts 
in India. These are surely not closed economies, but to the extent that 
each district’s agricultural commodity market is imperfectly integrated 
with the market in neighboring districts (that is, there is a non-zero cost 
of trading between districts), there may be some effect of reduced local 
yields in raising local prices.5 With this in mind, I expect relatively hot 
or dry weather in a district to cause relatively high prices for agricultural 
commodities in that district. Again, the effects of non-growing season 
weather should be irrelevant for agricultural prices. Finally, it is natural 
to expect prices at urban markets to respond to a weaker extent than do 
rural market prices, as rural transportation infrastructures are relatively 
poor and most inter-district (or longer distance) trade will first occur 
between cities and then from city to ‘hinterland’.
R eal Rural W ages and Incom es
Rural incomes in India are predominantly determined by the agricultural 
sector, so the above effects of diminished agricultural yields will act to 
reduce nominal incomes accruing to those engaged in the agricultural sec­
tor. These can be expected to pass through into nominal wages for agri­
cultural laborers, to the extent that agricultural labor is supplied inelas- 
tically as one would expect in subsistence settings (Jayachandran 2006).
5One theoretical model where this can be seen very clearly (in a partial equilibrium 
setting) is the Ricardian model of trade due to Eaton and Kortum (2002). Here, the 
expression for equilibrium prices in district d is given by Pd =  []T)0 AQw~QT~®\~xle, 
where the summation is over all potential supplying regions o (including the home 
district d itself, A0 is a supplying region’s technology level, wQ a supplying region’s 
wage, T0d is the cost of trading between o and d, and 9 is a fixed technological 
parameter. This suggests that if region d can be reached at low trade costs (that is 
with low T0d) by many large (ie high A0 or low wQ) districts o, then there will be 
very little effect of local productivity shocks (ie Ad) on local prices. However, if all 
of district d’s potential trading partners are separated by high trade costs then the 
importance of Ad in determining pd in this equation will rise.
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Further, since rural households in India are known to devote a majority 
of their expenditure to food items (see, for example, a recent discus­
sion in Deaton and Dreze (2009)), I expect real incomes and wages to be 
even more diminished by adverse weather, to the extent tha t agricultural 
prices increase. Again, the effect of high temperatures and surfeit or ex­
cessive rainfall on real agricultural incomes and wages should be absent 
in non-growing seasons.
R eal U rban W ages and Incom es
The urban economy in India is primarily non-agricultural. If rural and 
urban factor markets are perfectly integrated then a productivity shock 
in the agricultural (ie rural) sector should affect rural and urban in­
comes equally. However, this is unlikely to be true in India (Foster and 
Rosenzweig 2008), especially in the short-run as is relevant to my analysis 
of inter-annual variation. To the extent that rural and urban factor mar­
kets are imperfectly integrated, and assuming that high temperatures and 
deficient rainfall have no effect on worker productivity in non-agricultural 
(ie urban) sectors, one would expect no effect of weather variation on 
wages or output in these sectors. Naturally, there should also be no dif­
ferential effect depending on whether the timing of a weather shock (in 
terms of the growing and non-growing seasons) within a year.
Infant and Total M ortality
Agricultural households in rural India may be unable to smooth con­
sumption perfectly in the face of income shocks due to the weather. The 
resulting consumption shortfalls in hot and dry years may be so severe, or 
occur against a background level of such poverty, that they affect house­
hold members’ health levels through malnutrition. These shocks may
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even be so severe, or occur against a background of such ill-health in 
average years, that the resulting health shocks lead to death. It is likely 
that especially vulnerable members of a household, such as infants, may 
be the first to die in the face of a household-wide income shock. A result 
of the above logic, from tracing through the agricultural channel relating 
weather to death, is that the effect of hot and dry weather on infant 
and total mortality in rural areas should be absent as a result of weather 
shocks outside of the agricultural growing season. Further, there should 
be no effect of weather on either infant or total mortality in urban ar­
eas; and naturally, the timing of these weather shocks (in terms of the 
agricultural growing season) should be irrelevant in urban India.
S u m m ary  o f P red ic tio n s  from  In d ire c t Effect o f W ea th e r on  
D e a th
For ease of reference I summarize here the predictions that emerge from 
an agricultural income channel relating weather to death in India. This 
mechanism would predict tha t weather that is adverse for agriculture 
in India (weather that is extremely hot, and either too dry or too wet) 
would lead to:
•  R ed u ced  a g ric u ltu ra l y ields: Bad growing season weather will 
reduce agricultural yields but bad non-growing season weather will 
be irrelevant for agricultural yields.
•  In c reased  a g ric u ltu ra l p rices: Bad growing season weather will 
raise agricultural prices but this effect should be moderated by the 
presence of irrigation. Bad non-growing season weather should be 
irrelevant for agricultural prices, irrespective of irrigation.
• R ed u ced  a g r ic u ltu ra l/ru ra l  rea l wages: Bad growing season
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weather will reduce real agricultural wages but bad non-growing 
season weather should be irrelevant for agricultural wages.
•  N o change in  u rb a n  rea l wages: Bad growing season or non­
growing season weather will have no effect on urban real wages.
•  In c reased  ru ra l  m o rta lity : Bad growing season weather will 
increase mortality rates in rural areas and these effects will be 
stronger for infants. But bad non-growing season weather will be 
irrelevant for both total and infant mortality.
• N o change in  u rb a n  m o rta lity : Bad growing season or non­
growing season weather will have no effect on either total or infant 
mortality rates in urban areas.
3.3 Background and D ata
To implement the analysis in this chapter, I have collected the most de­
tailed and comprehensive district-level data available from India on the 
variables that the above conceptual framework in Section 3.2 suggests are 
important. These variables include demographic variables (population, 
mortality and births), and variables that capture key features of India’s 
urban and rural economies (output, prices and wages). I then study the 
relationship between these data and high-frequency daily data on histor­
ical weather that I have assembled. In this section I describe these data, 
their summary statistics, and the essential features of the background 
economy they describe.
Throughout this chapter I draw heavily on the implications of the dif­
ferential weather-death relationship in urban and rural areas. I therefore 
begin with a short discussion of the essential differences between these
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regions. Despite the dramatic extent to which the world has urbanized in 
the last sixty years, the extent of urbanization in India has been relatively 
slow. 72.2 percent of Indians in 2001 lived in rural areas. The overriding 
distinction between economic life in rural and urban India is the source 
of residents’ incomes. 76 % of rural citizens belong to households that 
draw their primary incomes from employment in the agricultural sector, 
while only 7 % of those in urban areas do so. Another distinction be­
tween rural and urban areas lies in their consumption of food—that is, 
in their exposure to fluctuations in the prices of foodstuffs. Deaton and 
Dreze (2009) draw on consumption surveys to report tha t in 2001, 58 % 
of the average rural residents’ budget was spent on food, while only 45 % 
of the average urban budget was devoted to food. Naturally, these con­
sumption differences may represent differences in the level of household 
per capita incomes between rural and urban areas. Urban households 
are, on average, richer than rural households: in 2001 urban residents 
were 69 % richer on average than rural residents, according to Deaton 
and Dreze (2009).
3.3.1 M ortality  and P opulation  D ata
The cornerstone of my analysis is mortality data taken from the Vital 
Statistics of India (VSI) publications for 1957-2000, which were digi­
tized for this project. The VSI data represent the universe of registered 
deaths in each year and registration was compulsory in India through­
out my sample period. This source contains the most detailed possible 
panel of district-level mortality for all Indian citizens (though because 
this variable is so important for my analysis, I confirm the robustness 
of my analysis by performing it separately on an independent source of 
mortality data, which is discussed below).
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Death tallies in the VSI are presented for infants (deaths under the 
age of one) and all others (deaths over the age of one), and by rural 
and urban areas separately.6 From these I construct two measures of 
mortality: an infant mortality rate, defined as the number of deaths 
under the age of one per 1000 live births; and an ‘age 1+ ’ mortality rate, 
defined as the number of deaths over the age of one normalized by the 
population in 1000s.
Table 3.1 (which contains all of the summary statistics for data used 
in this chapter) summarizes the VSI data from the 1957-2000 period that 
I use in this chapter, which comprise 315 districts spanning 15 of India’s 
largest states (and account for over 85 % of India’s population).7 The 
table reveals that measured mortality rates are high throughout this pe­
riod. For example, the average infant mortality rate is 40.5 per 1,000 live 
births. Geographically, infant mortality rate ranges from 17.7 per 1,000 
in Kerala to 71.3 per 1,000 in Orissa, revealing the substantial hetero­
geneity. As a basis of comparison, the mean US infant mortality rate over 
these years was roughly 12 per 1,000. The Indian overall mortality rate 
was 6.6 per 1,000. It is important to stress that these mortality rates are 
almost surely underestimates of the extent of mortality in India. Despite 
compulsory registration of births and deaths, many areas of the country 
suffer from significant under-reporting.8
6The rural/urban assignment is based on the following criteria, used throughout 
official Indian statistics (and the DHS data I use in this chapter): “(a) all places with 
a Municipality, Corporation or Cantonment or Notified Town Area; and (b) all other 
places which satisfied the following criteria: (i) a minimum population of 5,000, (ii) 
at least 75% of the male working population was non-agricultural, and (iii) a density 
of population of at least 400 per sq. Km. (i.e. 1000 per sq. Mile).”
7These states are (in 1961 borders and names): Andhra Pradesh, Bihar, Gujarat, 
Himachal Pradesh, Jammu and Kashmir, Kerala, Madhya Pradesh, Madras, Maha­
rashtra, Mysore, Orissa, Punjab, Rajasthan, Uttar Pradesh, and West Bengal. These 
are the states with a consistent time series of observations in the VSI data. The 
results in this chapter are largely insensitive to the inclusion of all observations in the 
VSI data.
8According to the National Commission on Population of India, only 55 % of the 
births and 46 % of the deaths were being registered in 2000.
Rural Areas Urban Areas
1957-1969 1970-1979 1980-1989 1990-2000 1957-1969 1970-1979 1980-1989 1990-2000
Total Death Rate Per 1,000 Population 10.74 8.35 4.26 4.30 11.44 8.78 6.21 6.02
(6.70) (4.67) (2.73) (2.57) (5.21) (3.96) (2.96) (2.30)
Infant (<1) Death Rate Per 1,000 Live Births (VSI) 69.2 49.6 29.1 17.8 61.2 51.0 33.1 18.4
(55.6) (42.8) (16.2) (11.1) (41.9) (38.5) (17.2) (10.5)
Infant (<1) Death Rate Per 1,000 Live Births (DHS) 167.2 147.7 104.7 84.9 68.2 93.4 73.2 43.9
(252.8) (106.9) (67.7) (69.8) (205.6) (139.7) (90.2) (99.5)
Agricultural Yield Index (kg/hectare) 24.5
(11.6)
30.9
(16.3)
39.2
(22.7)
-- -- -- — —
Agricultural Price Index (Rs/kg) 8.0
(1-5)
7.8
(1.5)
7.1
(0.9)
— — — — —
Agricultural Real Wages (Rs/day) 24.80
(9.85)
27.22
(11.00)
(33.96)
(14.05)
— — — -- —
Agricultural Labor Supply (Million man-days) 90.48
(52.43)
106.08
(64.60)
116.42
(63.71)
— — — — —
Manufacturing Earnings Per Worker (Rs/annum) -- — — — 28,330
(4741)
29,982
(7597)
32,595
(6378)
24493
(6149)
Annual Degree-Days (over 32 C) 63.32 61.22 69.45 67.78 55.83 55.29 66.23 61.18
(57.21) (58.66) (61.97) (62.98) (57.87) (58.25) (62.63) (61.73)
Annual Total Precipitation (cm) 107.73 110.90 105.11 104.52 103.67 107.24 102.01 104.37
(37.94) (40.94) (41.68) (42.28) (37.18) (40.62) (41.40) (42.41)
T able  3.1: S u m m ary  S ta tis tic s : Note: All statistics are weighted by total district-area (ie rural/urban) population, with the 
exception of the Crop Productivity Index, which is weighted total crop area. Standard deviations in parentheses. Monetary values 
are in year 2000 Rs, deflated by urban/rural-specific deflators.
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Table 3.1 also documents the time variation in the two mortality rates. 
There is a remarkable decline in both mortality rates in rural and urban 
regions. For example, the overall mortality rate declines from roughly 
12 in 1957 to about 4 in rural areas and 6 in urban areas by 2000. The 
decline in the infant mortality rate is also impressive, going from about 
100 per 1,000 in 1957 to roughly 13.5 per 1,000 in 2000. In Section 3.4.1, 
I describe my strategy to avoid confounding these trends in mortality 
rates with any time trends in temperatures.
Because the mortality data form the centerpiece of my analysis, and 
because vital statistics are notoriously difficult to collect accurately in 
developing countries, I assess the robustness of my results to using an 
independently collected measure of mortality. This measure comes from 
the Demographic and Health Surveys (DHS) conducted in India in 1992- 
93 and 1998-99.9 The DHS is a nationally-representative survey of all 
mothers in India between the age of 15 and 49 at the age of the survey. 
Mothers are asked to report on the year and month of birth of each of 
the children to which they have given birth, as well as—if applicable— 
the year and month of death of any of these children. Following Young 
(2005) I exploit the birth history recall feature of this survey to construct 
a death rate for each district and year (separately by urban and rural 
areas). These death rates based on recall data will be unbiased estimates 
of their population analogues if mothers recall without systematic bias, 
mothers’ migration is orthogonal to death rates, and mothers alive at 
the time of the survey (1992-93 or 1998-99) are an unbiased sample of
9 This series of surveys are also referred to as the National Family Health Surveys 
(NFHS). The microdata from these surveys in India and many other countries are 
available at www.measuredhs.com. I are grateful to Vikram Pathania for providing 
us with a district code-name correspondence relevant to the DHS microdata. An 
additional round of surveys is available from India in 2004-05 but this survey does not 
report district identifiers for confidentiality concerns associated with new questions 
on HIV status added to the 2004-05 round.
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mothers alive at points in the past. I aggregate the two DHS surveys 
together in order to create a panel of district death rates running from 
1957 (the first birth reported in the 1992-93 survey) to 1999. Clearly, the 
death rates constructed from this source are subject to a very different 
type of sampling error from that in the VSI data, so I find it encouraging 
that these very independent and different types of sources of mortality 
data imply similar results in my analysis.
Table 1 also reports on the equivalent infant (under age one) death 
rates inferred from the DHS survey. The summary statistics from the 
DHS data concur reasonably well with those from the VSI data, which 
is reassuring but in no way preordained given the very different manners 
in which these two data sources are collected.
3.3.2 D ata  on India’s Rural and U rban E conom ies 
A gricultural Y ields
It is natural to expect that the weather plays an important role in the 
agricultural economy in India. In turn, the agricultural economy may 
play an important role in the health of rural citizens who draw their 
incomes from agriculture. To shed light on these relationships I draw 
on the best available district-level agricultural data in India. The data 
on agricultural outputs, prices, wages, and employment come from the 
‘India Agriculture and Climate Data Set’, which was prepared by the 
World Bank.10 This file contains detailed district-level data from the 
Indian Ministry of Agriculture and other official sources from 1956 to 
1987.11 From this source I utilize four distinct variables on the agricul­
10The lead authors are Apurva Sanghi, K.S. Kavi Kumar, and James W. McKinsey, 
Jr.
11 In ongoing work I am working to assemble the data required to extend this re­
source from 1988 to the present.
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tural economy: yields, prices, wages, and employment.
I construct a measure of annual, district-level yields by aggregating 
over the output of each of the 27 crops covered in the World Bank dataset 
(these crops accounted for over 95 percent of agricultural output in 1986). 
To do this I first create a measure of real agricultural output for each 
year (using the price index discussed below) and then divide this by the 
total amount of sown area in the district-year. Table 3.1 reports on the 
resulting yield measure for the 271 districts contained in the World Bank 
dataset, over the period from 1956 to 1987. All of the major agricultural 
states are included in the database, with the exceptions of Kerala and 
Assam. It is worth noting tha t there is significant geographical hetero­
geneity in yields across India. The average value of agricultural output 
(in 2000 Rs per hectare) is 5,218, but this measure of agricultural produc­
tivity varies dramatically across states, ranging from 10,764 in Punjab 
to 2,398 in Rajasthan. This variation reflects may reflect differences in 
cultivation practice, irrigation use, and climate.
Agricultural Prices
Because rural households spend so much of their budgets on food, food 
prices are an important determinant of rural welfare in India. I construct 
an agricultural price index for each district and year which attem pts to 
provide a simple proxy for the real cost of purchasing food in each district- 
year relative to a base year. Our simple price index weights each crop’s 
price (across the 26 crops in the World Bank sample) by the average 
value of district output of tha t crop over the period . 12 Table 3.1 reports 
on the level of this price index in rural India. (The price data used in 
the World Bank source are ‘farm harvest prices’, so I prefer to interpret
12Annual, district-level consumption data, which would be required to construct a 
more appropriate consumption-based price index, are not available in India.
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these as rural prices rather than urban prices.) These figures and their 
accompanying standard deviations show that prices are not as variable 
over space and time as the yield figures in Table 3.1, potentially reflecting 
a degree of market integration across India’s districts (so that a market’s* 
price is determined by supply conditions both locally and further afield).
R eal A gricultural W ages
A second important metric of rural incomes (in addition to agricultural 
productivity, discussed above) is the daily wage rate of agricultural la­
borers. The World Bank dataset contains information on the daily wage 
rate, as collected by government surveys of randomly chosen villages in 
each district and year. All figures are given in nominal wages per day, 
and are then converted into equivalent daily rate to reflect the small 
degree of variation in the number of hours worked per day across the 
sample villages. 13 I divide the reported, nominal wage rate by the agri­
cultural price index described above to construct an estimate of the rural 
agricultural wage in each district-year. 14 The resulting real agricultural 
wage measure is reported in Table 3.1. The level of real wages is low 
throughout the period—never rising above 33.96 (in 2000 Rupees).
A gricultural Labor Supply
A potentially important margin along which agricultural households may 
be able to adjust in the face of shocks to their real wages is in the amount 
of labor they choose to supply. Data on the number of hours of labor
13This variation in hours worked per day is too small to exploit as a measure of 
labor supply adjustment that might vary across space and time. In the data the vast 
majority of villages and years report an 8 hour day as standard.
14A better real wage measure would of course also incorporate price information 
on non-agricultural items in the rural consumption basket. Unfortunately, the price 
and quantity information that would be required to do this are unavailable annually 
at the district level in India.
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supplied in the agricultural sector (in each district and year) are not 
available. But the census, which reports the number of people who work 
in the agricultural sector (as their primary occupation), offers a series of 
decadal snapshots of agricultural labor supply as measured by the number 
of people who choose to work in that sector. The World Bank data then 
converts this measure of persons working in agricultural into a measure 
of annual man-days worked in the agricultural sector using a standard 
(and time-invariant) conversion factor of the number of working days per 
year. Table 3.1 documents the resulting measure, the number of reported 
number of man-days worked by agriculturally-engaged employees at three 
decadal intervals.
R eal U rban W ages
While exploring the possibility of an effect of weather on the rural econ­
omy, which works through the effect of weather on plant physiology, I 
also investigate the extent to which urban wages appear to be affected 
by the weather. To do this I draw on the best available measure of urban 
incomes, state-level reports of the nominal manufacturing wage, deflated 
by an urban-specific CPI. This has some justification as a measure of 
an urban income, as India’s manufacturing sector is almost entirely con­
centrated in urban regions throughout my sample period. Our measure 
of real manufacturing wages is taken from Besley and Burgess (2004), 
who collected the data from the annual Indian Labour Yearbook publi­
cation. Table 3.1 reports the average manufacturing earnings per worker 
throughout this period
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3.3 .3  W eather D ata
A key finding from Deschenes and Greenstone (2008) is tha t a careful 
analysis of the relationship between mortality and temperature requires 
daily temperature data. This is because the relationship between mor­
tality and temperature is highly nonlinear and the nonlinearities would 
be missed with annual or even monthly temperature averages. This mes­
sage is echoed in the agronomic and agricultural economics literatures 
(as emphasized, for example, by Deschenes and Greenstone (2007) and 
Schlenker and Roberts (2008)).
Although India has a system of thousands of weather stations with 
daily readings dating back to the 19th century, the geographic coverage 
of stations tha t report publicly available temperature readings is poor 
(and interestingly there are more of these stations prior to 1970). Fur­
ther, there are many missing values in the publicly available series so the 
application of a selection rule that requires observations from 365 days 
out of the year would yield a database with very few observations.
As a solution, I follow Guiteras (2008) and use data from a grid- 
ded daily dataset that uses non-public data and sophisticated climate 
models to construct daily temperature and precipitation records for 1 ° 
(latitude) x 1 ° (longitude) grid points (excluding ocean sites). This data 
set, called NCC (NCEP/NCAR Corrected by CRU), is produced by the 
Climactic Research Unit, the National Center for Environmental Predic­
tion /  National Center for Atmospheric Research and the Laboratoire de 
Mtorologie Dynamique, CNRS. These data provide a complete record for 
daily average temperatures and total precipitation for the period 1950- 
2000. I match these gridpoints to each of the districts in my sample by 
taking weighted averages of the daily mean temperature and total pre­
cipitation variables for all grid points within 100 KM of each district’s
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geographic center. The weights are the inverse of the squared distance 
from the district center. 15
To capture the distribution of daily temperature variation within a 
year, I use two different variables. The first of these temperature vari­
ables assigns each district’s daily mean temperature realization to one of 
fifteen temperature categories. These categories are defined to include 
daily mean temperature less than 10° C (50° F), greater than 36° C (96.8° 
F), and the thirteen 2° C wide bins in between. The 365 daily weather re­
alizations within a year are then distributed over these fifteen bins. This 
binning of the data preserves the daily variation in temperatures, which 
is an improvement over previous research on the relationship between 
weather and death tha t obscures much of the variation in temperature. 
Figure 3.2 illustrates the average variation in daily temperature readings 
across the fifteen temperature categories or bins over the 1957-2000 pe­
riod. The height of each bar corresponds to the mean number of days 
tha t the average person in the vital statistics data experiences in each 
bin; this is calculated as the weighted average across district-by-year real­
izations, where the district-by-year’s total population is the weight. The 
average number of days in the modal bin of 26°-28° C is 72.9. The mean 
number of days at the endpoints is 3.7 for the less than 1 0 ° C bin and 
3.4 for the greater than 36° C bin.
As a second approach to capturing the influence of temperature, I 
draw on a stark non-linearity in the relationship between daily temper­
atures and both human and plant physiology that is well known in the
15On average, there are 1.9 grid points within the 100 KM radii circles. The sub­
sequent results are insensitive to taking weighted averages across grid points across 
distances longer than 100 KM and using alternative weights (e.g., the distance, rather 
than the squared distance). After the inverse distance weighting procedure, 339 out 
of a possible 342 districts have a complete weather data record. The three districts 
that are dropped in this procedure are Alleppey (Kerala), Laccadive, Minicoy, and 
Amindivi Islands, and the Nicobar and Andaman Islands.
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F igure  3.2: D is trib u tio n  of D aily M ean T em p era tu re , 1957- 
2000: Note: Mean daily temperature for each district and year, averaged 
while weighting by population. Each of the 365 daily realizations of the 
mean temperature in a year are placed into one of 15 bins. This plot 
illustrates the number of days in a year on (weighted) average over my 
sample period.
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public health and agronomy literatures: temperatures above 32° C are 
particularly severe. I therefore construct a measure of the cumulative 
number of degrees-times-days that exceed 32° C in a district and year. 
This ‘degree-days’ measure has the advantage of collapsing a year’s 365 
daily temperature readings down to one single index, while still doing 
some justice to what is known about the non-linear effects of temper­
ature. Table 3.1 reports on summary statistics of this measure. The 
national average is approximately 62 degree-days per year over 32° C, 
which implies an average of two months during which the daily mean 
temperature is at 34°.
Our approach to precipitation is more parsimonious: I simply use the 
total amount of annual precipitation (and the square of this variable). 
This approach aggregates over the daily precipitation data in the simplest 
possible manner. Further, this approach is in line with the agronomic 
literature which stresses the fact that water, unlike heat, is storable in 
plants and soil (and in groundwater and reservoirs/tanks, through ir­
rigation). This implies that plants are significantly sheltered from the 
day-to-day variation in precipitation (but not temperature). Table 3.1 
reports average total annual precipitation (in centimeters). The national 
average is roughly 1  meter, and this measure ranges from 60.1 centimeters 
per year on average in Rajasthan to 171.5 centimeters in West Bengal.
3.4 M ethod and R esults
This section is divided into several subsections. I first describe the econo­
metric method tha t I use to analyze the weather-death relationship and 
accompanying relationships in this chapter. I then go on to present my 
results of the effects of weather on death and to dig into how these effects
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differ across age groups, across rural and urban areas, across different 
times of the year, and when using alternative sources of mortality data.
The set of results tha t emerges is more support of the ‘indirect’ mech­
anism relating weather to death (that is, a mechanism working through 
agricultural incomes) tha t the ‘direct’ mechanism (where human health 
suffers through heat stress or disease). I therefore in a final set of results 
explore the extent to which auxiliary predictions of the indirect, agricul­
tural income channel (outlined in Section 3.2.2) are consistent with the 
data.
3.4.1 E conom etric M ethod
This section describes the econometric models used to estimate the im­
pact of weather on mortality and other outcomes in India. I pursue 
two different approaches to modeling the temperature-death relationship, 
but my approach to the precipitation-death relationship is held constant 
throughout.
Our first estimating equation uses a flexible specification to model 
the temperature-death relationship:
Y* = Ysei™EAN*i + 5 ipRECdt + S2pREcl
3
4- a!d + 7* + A*£ 4 A2£2 4-A3t3 4 £<&, (3-1)
where Ydt is the log mortality rate (or an alternative outcome variable) 
in district d in year t. I use the log of the death rate (or of alternative 
outcome variables) in order to draw straightforward comparisons across 
different outcome variables, but my results are largely unchanged if I 
instead use the level of the death rate (or alternative outcome) rather 
than its log as my dependent variable. The r subscript refers to a ‘climatic
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region’ (explained below). The last term in the equation is a stochastic 
error term, £&■
The variables of interest here are the measures of temperature and 
precipitation. The variables TM EAN dtj denote the number of days in 
district d and year t where the daily mean temperature falls in the j th  
of the fifteen bins used in Figure 3.2. I estimate separate coefficients 
Qj for each of these temperature bins. Thus, the only functional form 
restriction on a day’s mortality impact is that it is confined to the im­
pact of the daily mean temperature, and this impact is on the annual 
mortality rate is constant within 2° C degree intervals. The choice of 
fifteen temperature bins represents an effort to allow the data, rather 
than parametric assumptions, to determine the mortality-temperature 
relationship, while also obtaining estimates tha t are precise enough that 
they have empirical content. This degree of flexibility and freedom from 
parametric assumptions is only feasible because of the use of district-level 
data from 44 years. The variable PRECdt denotes the total amount of 
annual precipitation in district d and year £, and PREC ^t is the square 
of this variable. As discussed earlier, I use a daily approach to modeling 
the effects of temperature, but an annual approach to modeling the effect 
of precipitation, because water is largely storable across days while heat 
is not.
The estimating equation includes a full set of district fixed effects, ad, 
which absorb all unobserved district-specific time invariant determinants 
of the mortality rate. So, for example, permanent differences in the 
supply of medical facilities will not confound the weather variables. The 
equation also includes unrestricted year effects, j 1. These fixed effects 
control for time-varying differences in the dependent variable tha t are 
common across districts (for example, changes in health related to the
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1991 economic reforms). The assumption that shocks or time-varying 
factors that affect health are common across districts is unlikely to be 
valid. Consequently, equation (3.1) includes separate cubic time trends 
for each of the five climatic regions r of India (groupings of states with 
similar climates according to India’s Meteorological Department.) Since 
the underlying weather data only varies for 1 ° (latitude) x 1 ° (longitude) 
squares, it isn’t possible to control for time-varying local determinants of 
health as flexibly as would be ideal.
Our second approach to modeling the temperature-death relationship 
estimates fewer parameters while still doing some justice to the non-linear 
nature of this relationship. This second approach, which I refer to as the 
‘single-index’ approach, estimates the parameters in:
Yfa =  f3CDD32df\-SiPRECdt3-S2PRECdt3rOid3-r)ft3-\l.t-\-X .^t2-\-X t^s-\-£(it:
(3.2)
where the variable CDDZ2dt is the number of cumulative degree-days in 
district d and year t that exceeded 32° C . 16 This is similar to the approach 
pursued in equation (3.1) except tha t it collapses the 15 temperature bin 
parameters 0j in equation (3.1) into one parameter, (3. Our assumptions 
in doing so are that: (i) on days during which the mean temperature 
is below 32° C, temperature is irrelevant for determining the outcome 
variable (eg mortality) Ydt\ and (ii), the effect of days whose mean tem­
peratures exceed 32° C is linearly increasing (at the rate (3) in the mean 
daily temperature. This is broadly in line with a large public health and 
agronomy literature that uses the cumulative degree-day approach, and 
as we shall see from plots of the 15 coefficient estimates, Qj, this does 
not appear to do a great injustice to reality in India. The advantage
16 For example, if a given district-year had only two days over 32° C, one at 34° C 
and the other at 36° C, its value of CDD32dt would be 6.
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of this single-index approach is that by estimating one coefficient rather 
than 15 I have more statistical power for teasing out the heterogeneous 
effects of temperature in order to learn more about the weather-death 
relationship.
The validity of this chapter’s empirical exercise rests crucially on the 
assumption tha t the estimation of equations (3.1) and (3.2) will produce 
unbiased estimates of the 6j, (3 and 5 parameters. By conditioning on 
the district fixed effects, year fixed effects, and cubic polynomial time 
trends specific to each climatic region, these parameters are identified 
from district-specific deviations in weather about the district averages 
after controlling for the portion of shocks that remains after adjustment 
for the year effects and cubic time polynomials. Due to the random­
ness and unpredictability of weather fluctuations, it seems reasonable to 
presume that this variation is orthogonal to unobserved determinants of 
mortality rates.
There are two further points about estimating equations (3.1) and
(3.2) tha t bear noting. First, it is likely that the error terms are cor­
related within districts over time. Consequently, the chapter reports 
standard errors that allow for heteroskedasticity of an unspecified form 
and that are clustered at the district level. Second, I fit weighted versions 
of equations (3.1) and (3.2), where the weight is the square root of the 
population in the district for two complementary reasons. The estimates 
of mortality rates from large population counties are more precise, so it 
corrects for heteroskedasticity associated with these differences in preci­
sion. Further, the results reveal the impact on the average person, rather 
than on the average district, which I believe is more meaningful.
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3.4.2 B asic R esults: The W eather-D eath  R elation ­
ship
R esults for A ll A ges and All-India
I begin by discussing my baseline estimates of the temperature-death 
relationship in India from 1957-2000. The 15 temperature bin regression 
coefficient estimates (ie 6 j )  obtained by fitting equation (3.1) are best 
presented graphically—as they were in Figure 3.1. To this end, Figure 
3.3 plots these regression coefficients from the estimation of a regression 
of a district’s total (log) mortality rate (regardless of age or rural/urban 
designation) on my weather variables. These coefficient estimates were 
obtained while controlling for the effects of precipitation (as in equation 
(3.1), but I defer discussion of the precipitation coefficient estimates to 
below). Since the number of days per year is always 365 (I dropped 
the 366 day in leaping years), I must normalize the coefficient for one of 
the bins. The bin associated with 22°-24° C was normalized to zero, so 
each measures the estimated impact of an additional day in bin j  on the 
log annual mortality rate, relative to the impact of a day in the 22°-24° 
C range. The figure also plots the estimated 6j coefficients and their 
associated 95 percent confidence intervals, so their precision is evident.
The coefficient estimates in Figure 3.3 demonstrate that mortality 
risk is highest at the hottest temperatures. Indeed, the response func­
tion shows a significant and increasing relationship between log mortality 
rates and temperature beginning with days that exceed 30° C. The largest 
coefficient is for the highest temperature bin (> 36° C). The magnitude 
is nearly 0 .0 1 , so exchanging a single day in the 22°-24° C range for one 
in the >  36° C range would lead to an increase in annual mortality rates 
of 1%. It is noteworthy that the null of equality with the base category
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F igure 3.3: T he Effect of D aily T em p era tu re  E xposure  on
th e  Log A nnual M o rta lity  R a te  (A ll-India, All Ages): Notes: 
Exposure window defined based on calendar year. The dependent vari­
able is the log annual all-age mortality rate calculated from VSI data. 
The model also includes controls for total precipitation and its square, 
and controls for unrestricted year effects, quadratic region-times-year 
trends and unrestricted district effects. Standard errors are clustered by 
district. Regressions weighted by census population. See the text for 
more details.
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can be rejected at the conventional significance levels for all bins above 
the reference category, with the exception of the 28°-30° C bin. Finally, 
the coefficients associated with the temperatures bins below the refer­
ence category are all smaller in magnitude and are estimated with less 
precision. That is, while an application of the present methodology to 
the United States by Deschenes and Greenstone (2008) has found tha t 
cold days lead to significantly more death, these effects do not appear to 
be salient in India (presumably because it is rarely old enough in India 
for these effects to take hold.)
Column 1 of Table 3.2 reports the coefficient estimates of and 
8 2 from equation (3.1), which describes the effect of precipitation on 
mortality (however, unlike in equation (3.1), I first estimate and S2 
without controlling for the effect of temperature). It is clear tha t the 
precipitation-death relationship is more nuanced than tha t between tem­
perature and death. Column 2  repeats this exercise while controlling 
for the effect of temperature via the inclusion of the 15 temperature bin 
regressors, as in equation (3.1). There is no dramatic change in the co­
efficient on rainfall, implying that there is very little correlation between 
temperature and rainfall. There is no statistically-significant effect of an­
nual precipitation or its square on total annual mortality. It thus appears 
tha t while the effect of temperature on death in India can be severe, the 
effect of rainfall is weak or non-existent. However, it is also possible tha t 
this specification is not capturing rainfall in the appropriate manner. In 
future work I am exploring alternative functional forms that do better 
justice to the timing and intra-annual distribution of rainfall, which may 
be important.
Dependent variable: Log Total Mortality Rate
Log Infant Mortality 
Rate
Total Infant Mortality 
Rate
(1) (2) (3) (4) (5) (6)
Total annual precipitation 0.00147
(0.0009)
0.00134
(0.00101)
0.00183
(0.00131)
0.00164
(0.00142)
-0.0451
(0.0582)
-0.0867
(0.122)
Total annual precipitation, squared [x 1000] -0.00429
(0.00481)
-0.00418
(0.00524)
-0.00689
(0.00751)
-0.00616
(0.00818)
Total annual precipitation, squared 0.000412 0.000310  
(0.000288) (0.000317)
Controlling for 15 temperature bins NO YES NO YES NO YES
Mortality data source VSI VSI VSI VSI DHS DHS
Number of observations 21,810 21,810 21,810 21,810 12,241 12,241
R-squared 0.63 0.64 0.58 0.59 0.18 0.20
T able  3.2: T h e  Effect o f P re c ip ita tio n  on  M o rta lity  in  Ind ia : Notes: Exposure window defined based on calendar year. The 
mortality data source ‘VSI’ refers to data in the Vital Statistics of India, while that referred to as ‘DHS’ refers to the data in India’s 
Demographic and Health Surveys. The model also controls for unrestricted year effects, cubic polynomial region*year trends and 
unrestricted district-times-area effects. Standard errors are clustered by district. Regressions weighted by census population. See 
the text for more details.
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R esults for Infants Only
I now present results tha t repeat the above analysis but for infant deaths 
(those before the age of one) only. Figure 3.4 plots the 15 temperature 
bin coefficients. A similar pattern to that for adult deaths (in Figure 3.3) 
emerges, but the coefficients on high temperature bins for infant deaths 
all lie above their counterparts for adult deaths. That is, as expected, 
infants appear to be especially vulnerable to the pernicious effects of 
extreme temperatures when compared to adults, as more of the high 
temperature coefficients (those over 26° C) are large and statistically 
significant than was the case for adults. And they are extremely vulner­
able: my results suggest that for every day tha t moves from the 22°-24° 
C range to anywhere in the C range, approximately 0.6 % more of 
these infants under the age of one will die. Columns 3 and 4 of Table 3.2 
demonstrate the effects of precipitation in a year—whether entered on 
its own (in column 3) or alongside the 15 temperature bin regressors (in 
column 4)—has little statistically significant bearing on infant mortality. 
This mirrors my results for adults.
R obustness o f R esults to  an Independent M ortality D ata Source
The results reported above regarding the effect of hot days on both adult 
and infant mortality are striking and have not, to the best of my knowl­
edge, been documented before in either the public health or economics 
literatures. It is important, therefore, to be sure tha t they reflect some­
thing true about reality in India rather than, say, spurious effects due 
to the way tha t the VSI mortality data were collected. For this reason, 
Figure 3.5 presents a similar plot to those in Figures 3.3 and 3.4—that 
is, a plot of the 15 temperature bin coefficients from estimating equation 
3.1, but using the death rate constructed from the DHS data as the de-
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F igu re  3.4: T he Effect of D aily T em p era tu re  E xposure  on th e  
Log A nnual In fan t M o rta lity  R a te  (A ll-India): Notes: Exposure 
window defined based on calendar year. The dependent variable is the 
log annual infant (under the age of one) mortality rate as calculated from 
VSI data. The model also includes controls for total precipitation and 
its square, and controls for unrestricted year effects, quadratic region- 
times-year trends and unrestricted district effects. Standard errors are 
clustered by district. Regressions weighted by census population. See 
the text for more details.
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Estimated impact of Day in 15 Temp. (C) Bins on Infant 
Mortality Relative to a Day in the 22-24 C Bin
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F igu re  3.5: T he Effect of Daily T em p era tu re  E xposu re  on th e  
A nnual In fan t M o rta lity  R ate  (A ll-India) using D HS m o rta lity  
d a ta : Notes: Exposure window defined based on calendar year. The 
dependent variable is the annual infant (under the age of one) mortality 
rate as calculated using DHS data. The model also includes controls 
for total precipitation and its square, and controls for unrestricted year 
effects, quadratic region-times-year trends and unrestricted district 
effects. Standard errors are clustered by district. Regressions weighted 
by census population. See the text for more details.
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pendent variable instead of that constructed from the VSI data. Because 
there are many zeroes in the DHS data (district-year cells during which 
no deaths were reported by mothers surveyed in 1992 or 1998) I use the 
death rate rather than the log death rate as the dependent variable here.
As discussed in Section 3.3, the VSI and DHS sources are both de­
signed to report representative district-level death rates, but both are 
likely to fall short of this goal; however, these two sources were collected 
in very different ways (universal registration and mother recall surveys, 
respectively). It is therefore reassuring that the pattern of coefficients in 
Figure 3.5 (which uses DHS data) is similar to that in Figures 3.3 and 3.4 
(which use VSI data). The coefficient estimates are also quantitatively 
similar once adjustment is made for the fact that the DHS data regres­
sions use the death rate, rather than the log of the death rate, as the 
dependent variable. For example, the coefficient on the 34 — 36° C bin is 
estimated at approximately 0.7; this implies that each additional day in 
this bin, relative to the reference bin, will lead to 0.7 more deaths (before 
the age of one) per 1,000 live births. The average infant death rate in 
the DHS data is 107.6, so this implies a proportional change in the death 
rate of approximately 0.7 %; by comparison, the infant death coefficients 
on high temperatures estimated in Figure 3.4 were in the region of 0.07 
% impacts.
Finally, columns 5 and 6  of Table 3.2 report the equivalent precipita­
tion effects obtained when using the DHS data to construct infant death 
rates rather than the VSI data. These are not similar, and of opposing 
signs, from their VSI data counterparts; but like their VSI counterparts 
these coefficients are imprecisely estimates to it is difficult to draw lessons 
from the coefficient estimates themselves. This is again suggestive of an 
inappropriately modeled precipitation regression.
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In summary, the results in this and previous sections—summarized 
in Figures 3.3 through 3.5 and Table 3.2—demonstrate tha t temperature 
extremes play an important role in determining the annual mortality 
rate in India, but tha t precipitation extremes, captured in the way I 
have measured them here, do not. Hot days appear to m atter especially 
among infants relative to among adults. And reassuringly, the pattern 
of temperature effects tha t I estimate is similar across the VSI and DHS 
data sources. The next section examines how these effects differ across 
rural and urban India and finds robust evidence that the effect of weather 
on death is essentially a purely rural phenomenon. Ensuing sections 
attem pt to understand why.
Differential Im pacts Across Rural and Urban Sectors
Figures 3.6 and 3.7 present estimated response functions between log 
annual mortality rate and temperature exposure, estimated separately 
for rural and urban sectors. Again, these results are estimated while 
controlling for the effects of precipitation. These models pool across age 
groups and pertain to the total population of an area (ie the urban or 
rural segment of a district).
Figure 3.6 shows the rural response function. This plot shows a sig­
nificant and increasing relationship between log mortality rates and tem­
perature beginning with days tha t exceed 24C. The largest coefficient is 
for the highest temperature bin (> 36° C), and the magnitude is 0 .0 1 2 , 
so exchanging a single day in the 22°-24° C range for one in the >  36° 
C range would lead to an increase in annual mortality rates of 1.2% in 
the rural sector. The statistical precision of the coefficients above the 
reference category is evidence as shown by the 95% confidence interval 
tha t is bounded away from zero. However, the coefficients associated
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F igure  3.6: T he Effect of D aily T em p era tu re  E xposure  on th e  
A nnual T otal M o rta lity  R a te  (R u ra l A reas O nly): Notes: Expo­
sure window defined based on calendar year. The dependent variable 
is the total mortality rate in rural areas as calculated using VSI data. 
The model also includes controls for total precipitation and its square, 
and controls for unrestricted year effects, quadratic region-times-year 
trends and unrestricted district effects. Standard errors are clustered by 
district. Regressions weighted by census population. See the text for 
more details.
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F igure 3.7: T he Effect of D aily T em p era tu re  E xposure  on th e  
A nnual T otal M o rta lity  R a te  (U rb an  A reas O nly): Notes: Ex­
posure window defined based on calendar year. The dependent variable 
is the total mortality rate in urban areas as calculated using VSI data. 
The model also includes controls for total precipitation and its square, 
and controls for unrestricted year effects, quadratic region-times-year 
trends and unrestricted district effects. Standard errors are clustered by 
district. Regressions weighted by census population. See the text for 
more details.
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F ig u re  3.8: T h e  Effect o f D aily  T e m p e ra tu re  E x p o su re  on
th e  A n n u a l In fan t M o rta lity  R a te  (R u ra l A reas O nly): Notes: 
Exposure window defined based on calendar year. The dependent 
variable is the infant (under age one) mortality rate in rural areas as 
calculated using VSI data. The model also includes controls for total 
precipitation and its square, and controls for unrestricted year effects, 
quadratic region-times-year trends and unrestricted district effects. 
Standard errors are clustered by district. Regressions weighted by 
census population. See the text for more details.
with the temperatures bins below the reference category are all smaller 
in magnitude and not statistically different from zero.
Figure 3.7 shows the response function estimated from the urban 
population. The results are remarkably different from those in the rural 
areas. The largest coefficient is for the highest temperature bin (> 36° 
C), and the magnitude is only 0.003—an order of magnitude smaller 
than its rural equivalent of 0.012. Further, it is notable that to none 
of the other temperature effects are statistically significant, and all are 
relatively small in magnitude.
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F igure  3.9: T he Effect of D aily T em p era tu re  E xposure  on
th e  A nnual In fan t M o rta lity  R ate  (U rban  A reas O nly): Notes: 
Exposure window defined based on calendar year. The dependent 
variable is the infant (under age one) mortality rate in urban areas 
as calculated using VSI data. The model also includes controls for 
total precipitation and its square, and controls for unrestricted year 
effects, quadratic region-times-year trends and unrestricted district 
effects. Standard errors are clustered by district. Regressions weighted 
by census population. See the text for more details.
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Differential Im pacts Across Rural and Urban Sectors
Figures 3.8 and 3.9 illustrate that the same is true for infant death rates— 
and that, as for the all-India results, rural infants appear to be more 
vulnerable than adults. It is remarkable that even India’s urban infants, 
a group that is widely though to be a fragile population and that is the 
concern of an enormous public health literature, are seemingly immune 
to temperature extremes. As such the estimates of the response function 
in urban areas, both for adults and infants, suggest either that urban 
citizens are better positioned to adapt to temperature shocks, or perhaps 
also to a weaker connection between extreme temperatures and economic 
welfare and consumption levels in these areas.
As a corroboration of these findings I again check their robustness 
to using an alternative source of mortality data, tha t from the DHS. 
Figures 3.10 and 3.11 plot the 15 temperature death coefficients (obtained 
using DHS data) separately for rural and urban infants, in the same 
manner as in Figures 3.8 and 3.9 (which used VSI data  to construct infant 
death rates). It is notable that even in the DHS data source, there is no 
significant (in magnitude or statistically) effect of extreme temperatures 
on death in urban areas, but a large and statistically significant effect in 
rural areas. That is, the distinct results in rural and urban areas does 
not appear to be driven by features of the manner in which the VSI data 
were collected.
Finally, Table 3.3 collects results relating to the effect of precipitation 
on death (while controlling for temperature) in rural and urban India 
separately. Like the all-India counterparts in Table 3.2, there is rarely 
evidence of statistically significant effects of rainfall on mortality in either 
rural or urban areas. One exception is among urban adults where both 
precipitation and its square are individually statistically distinguishable
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F igure  3.10: T he Effect of D aily T em p era tu re  E xposure  on th e  
A nnual In fan t M o rta lity  R ate  (R ural A reas Only) using DHS 
d a ta : Notes: Exposure window defined based on calendar year. The 
dependent variable is the infant (under age one) mortality rate in rural 
areas as calculated using DHS data. The model also includes controls 
for total precipitation and its square, and controls for unrestricted year 
effects, quadratic region-times-year trends and unrestricted district 
effects. Standard errors are clustered by district. Regressions weighted 
by census population. See the text for more details.
CHAPTER 3. WEATHER AND DEATH IN INDIA 172
0.5
-0.5
Estimated impact of Day in 15 Temp. (C) Bins on Infant 
Mortality Relative to a Day in the 22-24 C Bin
—o- - 2 std. err. —*■— Coefficient — n- + 2 std. err.
F igure  3.11: T he Effect of D aily T em p era tu re  E x posu re  on th e  
A nnual In fan t M o rta lity  R a te  (U rb an  A reas O nly) U sing D HS 
d a ta : Notes: Exposure window defined based on calendar year. The 
dependent variable is the infant (under age one) mortality rate in urban 
areas as calculated using DHS data. The model also includes controls 
for total precipitation and its square, and controls for unrestricted year 
effects, quadratic region-times-year trends and unrestricted district 
effects. Standard errors are clustered by district. Regressions weighted 
by census population. See the text for more details.
Dependent variable: Log Total Mortality Rate Log Infant Mortality Rate Total Infant Mortality Rate
Rural Urban Rural Urban Rural Urban
(1) (2) (3) (4) (5) (6)
Total annual precipitation 0.00101
(0.00091)
0.00206
(0.00078)
0.00156
(0.00121)
0.00254
(0.00110)
-0.0245
(0.0782)
0.0418
(0.0923)
Total annual precipitation, squared 
[x 1000]
-0.0026
(0.0037)
-0.00831
(0.00309)
-0.0038
(0.0039)
-0.00980
(0.00497)
Total annual precipitation, squared 0.00002
(0.00008)
-0.00043
(0.0014)
Mortality data source VSI VSI VSI VSI DHS DHS
Number of observations 10.869 10,941 10.869 10,941 12.769 10,854
R-squared 0.65 0.66 0.55 0.55 0.17 0.17
T able  3.3: T h e  Effect o f P re c ip ita tio n  on  M o rta lity  in  In d ia , by  R u ra l an d  U rb a n  A reas: Notes: Exposure window 
defined based on calendar year. The mortality data source ‘VSI’ refers to data in the Vital Statistics of India, while tha t referred to 
as ‘DHS’ refers to the data in India’s Demographic and Health Surveys. The model also controls for unrestricted year effects, cubic 
polynomial region*year trends and unrestricted district effects. Standard errors are clustered by district. Regressions weighted by 
census population. See the text for more details. i—1
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from zero at conventional levels. But the non-robustness of this result 
among urban infants (whether measured using the VSI or DHS data) 
suggest tha t these results be interpreted with caution.
To summarize, the results in this section demonstrate tha t those in the 
previous section—which referred to all-India averages—masked a striking 
heterogeneity between rural and urban India. In rural areas, ambient 
temperatures play an important role in determining the starkest aspect 
of health, the probability of dying. But in urban areas of India, this effect 
is largely absent, even among presumably vulnerable children under the 
age of one. That is, even though rural and urban residents experience 
the same weather extremes, these extremes have a dramatically different 
effect on these two populations.
The Tim ing o f W eather and Death: Growing vs Non-G row ing  
Seasons
Our analysis so far has documented a strong effect of a given years’s 
weather on a given year’s death rate. But it is natural to expect the effect 
of weather on mortality to differ according to the seasons. In particular, 
as argued in Section 3.2, if the weather causes mortality in rural areas 
because it harms rural residents’ agricultural incomes, then it is weather 
during the agricultural growing seasons that should m atter for death in 
rural areas while weather during non-growing seasons should be irrelevant 
for determining rural mortality. However, under this hypothesis, a simple 
but important falsification exercise is to  compare the effects of growing 
and non-growing season weather in urban areas; any difference would 
suggest tha t something other an an agricultural income mechanism may 
be at work.
To test this hypothesis I take a parsimonious approach to determin­
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ing the ‘growing’ and ‘non-growing’ seasons of Indian agriculture. The 
agricultural calendar in India is driven by the arrival of the southwest 
monsoon rains, on roughly June 1st of every year. Since over 90 % of 
annual rainfall arrives in June, July and August, June 1st defines the 
traditional start of the agricultural calendar. Prior to the monsoon’s 
arrival, there is little water with which seeds can germinate. Two crop­
ping seasons are possible in most of India, the first (the kharif) running 
from approximately June to October, and the second (the rabi) running 
from approximately November to February. By March 1st, therefore, 
most crops in most regions have been harvested. Based on this simple 
characterization of the agricultural calendar, I therefore define June 1st 
- February 28th as the growing season and March lst-M ay 31st as the 
non-growing season.
Using this definition, Table 3.4 presents results that demonstrate the 
differential effects of weather on death at these two distinct times of the 
year. Because this split (and further splits used below) of the data entail 
a loss of precision, I move to the single-index specification introduced 
in equation (3.2); as discussed above, this has the great advantage of 
estimating only one temperature coefficient rather than 15 coefficients 
while still capturing the essential features of non-linearity evident from 
the 15 coefficient estimates in Figure 3.2. Column 1 of Table 3.4 reports 
the simple single-index temperature coefficient estimate relating to the 
entire calendar year. This specification captures effects of temperature 
on death through the variable ‘cumulative degree-days over 32° C’, and 
continues to incorporate the effects of precipitation through a simple 
measure of total annual precipitation and its square. Unsurprisingly, 
given the pattern of temperature coefficients in Figure 3.3, the number 
of degree-days exceeding the 32° C threshold in a year has a strong effect
Dependent variable: log total mortality rate
All India_____________ Rural________ Urban_______ Rural________ Urban
(1) (2) (3) (4) (5) (6)
Cumulative degree-days over 32 C 0.011 0.013 0.0004
(0.0042) (0.0030) (0.0002)
Total annual precipitation 0.0013 0.0010 0.002
(0.0009) (0.0009) (0.0007)
Total annual precipitation, squared -0.0034 -0.0026 -0.0083
[x 1000] (0.0029) (0.0037) (0.0030)
Cumulative degree-days over 32 C, 
in growing season
0.0022
(0.004)
0.0026
(0.0004)
0.0008
(0.0004)
Cumulative degree-days over 32 C, 
in non-growing season
-0.00003
(0.0001)
-0.00009
(0.0004)
0.00007
(0.0003)
Total annual precipitation,
in growing season
0.0009
(0.0007)
0.0005
(0.0008)
0.0022
(0.0008)
Total annual precipitation,
in non-growing season
0.0023
(0.0029)
0.0011
(0.0034)
0.0070
(0.0035)
Total annual precipitation squared,
in growing season [x 1000]
0.0001
(0.0025)
0.0008
(0.0038)
-0.0114
(0.0039)
Total annual precipitation squared,
in non-growing season [x 1000]
-0.184
(0.105)
-0.171
(0.0789)
-0.271
(0.110)
Number of observations 10,869 10,869 10,869 10,941 10,869 10,941
R-squared 0.63 0.63 0.66 0.66 0.66 0.66
T able  3.4: T h e  E ffects o f T e m p e ra tu re  an d  P re c ip ita tio n  on  Log M o rta lity  in  In d ia , by  A g ric u ltu ra l Season: Notes: 
Mortality data are drawn from the Vital Statistics of India. The model also controls for unrestricted year effects, cubic polynomial 
region*year trends and unrestricted district effects. Standard errors are clustered by district. Regressions weighted by census 
population. See the text for more details.
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on the death rate in tha t year. This is consistent with the existing public 
health literature, as well as with the findings in Deschnes and Moretti 
(2009) and Deschenes and Greenstone (2008), that the ill effects of high 
temperatures on human health are particularly concentrated in the range 
over 32° C. Finally, turning to the results in column 1 relating to the 
effects of annual rainfall on death, it is reassuring that the coefficients 
estimated here are largely invariant to the manner in which temperature 
is included. That is, the coefficient estimated here is similar in magnitude 
to tha t in column 1 of Table 3.2.
I now go on to investigate the differential effects of weather on death 
throughout the agricultural year. Column 2  of Table 3.4 estimates the 
effect of weather on death in the growing and non-growing seasons sep­
arately, for all of India. It is clear that an equivalent weather shock 
(whether in the form of high temperatures or insufficient rainfall) has very 
different effects at different times of the agricultural cycle. Temperature 
shocks during the growing season have large and statistically significant 
effects on the death rate, but in contrast, equivalent shocks during the 
non-growing months of the agricultural cycle have small and statistically 
insignificant effects on death. It is important to note that, if anything, 
the most extreme temperatures (both daily average temperatures and the 
number of degree-days over 32° C) in an average year in India occur late 
in the non-growing season. So the particularly weak (and statistically 
insignificant) temperature effects seen in the non-growing season are not 
being driven by an absence of extremely hot days in the non-growing 
season.
To probe this result further, columns 3 through 6  of Table 3.4 re­
peat the specifications of columns 1  and 2  respectively, but by urban and 
rural areas separately. The resulting temperature coefficient estimates
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convey a stark contrast between rural and urban areas: in urban ar­
eas, neither growing nor non-growing season temperature extremes have 
any significant bearing on mortality; but in rural areas, growing season 
temperature is an important determinant of the mortality rates while 
non-growing season temperature is largely irrelevant for determining the 
rural death rate.
In summary, the results in Table 3.4 paint a coherent picture about 
the temperature-death relationship in India. This relationship is strong 
on adults, stronger on infants, confined (even among infants) to  the rural 
population, and within rural areas (even among rural infants), to weather 
shocks that occur when crops are in the soil. This is precisely the pattern 
of results tha t would emerge naturally from an agricultural income mech­
anism relating weather to death, as discussed in section 3.2. Further, it is 
difficult to interpret these results in the context of ‘direct’ human physio­
logical channels, since these would be expected to operate both in urban 
and rural areas tha t face the same shocks, on urban infants (who a large 
public health literature has identified as particularly vulnerable on aver­
age), and among rural adults and infants both during the growing and 
non-growing seasons of the calendar year. Yet none of these predictions 
of the ‘direct’ channel appear to be borne out in the data. The cluster 
of results presented thus far therefore provide supportive reduced-form 
evidence for an agricultural income channel relating weather shocks to 
death. I now go on to explore this potential channel further by looking 
directly at the extent to which agricultural incomes are indeed affected 
by weather fluctuations in India.
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3.4.3 M echanism s: W eather and A gricultural In­
com es
I now investigate the plausibility of a mechanism relating weather to 
death that works through the income and consumption stress of those 
who work in the agricultural sector. Section 3.2 outlined a set of pre­
dictions on agricutural variables (yields, prices and wages) tha t would 
be expected if weather extremes do harm agricultural incomes; I look at 
these variables in turn here. I also look at additional predictions from 
Section 3.2 that would be expected if income shocks lead to death in 
rural areas but not in urban areas, such as the lack of a weather-income 
relationship in urban areas.
Agricultural Y ields
An agricultural income channel relating weather to death in India would 
begin, as discussed in section 3.2, with an effect of weather shocks on agri­
cultural productivity. Using the data on agricultural yields introduced 
in Section 3.3, I estimate this weather-yields relationship in this section. 
I model temperature and precipitation in precisely the same manner as 
when estimating the weather-death relationship, as laid out in equations 
(3.1) and (3.2); tha t is, temperature is modeled using either 15 temper­
ature bins or the single-index approach (ie cumulative degree-days over 
32° C), and precipitation is modeled using the total annual amount and 
its square . 17
17One small difference here, when compared to the death regressions, is my adjust­
ment of the timing of the weather data when relating it to agricultural outcomes (that 
is, to yields in this section as well as to prices and wages in following sections). Our 
agricultural yield data are based on measures of the total amount of output produced 
during the agricultural year (defined as running from June 1st to May 31st). If the 
weather in ‘year £’ is to matter for agricultural output in ‘year t \  it is important to 
define ‘year t ’ in the same way across both the weather and agricultural output data. 
In the agricultural regressions in this and following sections, I therefore re-label the 
years in the weather data so that weather on dates from January 1st to May 31st are
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F igure 3.12: T he Effect of D aily T em p era tu re  E xposu re  on
Log A g ricu ltu ra l Y ields: Exposure window defined on agricultural 
year, June 1st through May 31st. The model also includes controls for 
monthly total precipitation and controls for unrestricted year effects, 
cubic polynomial region-year trends and unrestricted district effects. 
Standard errors are clustered by district. Regressions weighted by 
census population. See the text for more details.
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Figure 3.12 plots the 15 temperature bin coefficients when these vari­
ables (as well as total annual precipitation) are regressed on agricultural 
yields. The pattern of coefficients that emerges is strikingly similar to 
that between temperature and death presented in Figure 3.3, only it is 
inverted because high temperatures damage plants and therefore reduce 
yields. High temperature days reduce agricultural yields significantly— 
for example, the coefficient estimate for days with mean temperatures 
exceeding 36° C implies that every single day in this category (relative 
to a day in the 2 2 ° - 24° C reference category) reduces agricultural yields 
by 0.04 %. And the point estimates on each of these temperature bin 
coefficients are individually statistically different from zero above the 28° 
C mark.
Table 3.5 reports (in column 1 ) the corresponding rainfall effect that 
was established in the same regression as the 15 coefficients reported in 
Figure 3.12. As expected, this coefficient is positive—more rainfall pro­
duces more output per acre—and statistically significant, but the effect 
of rainfall is diminishing, as indicated by the negative and statistically 
significant rainfall squared term.
Column 2 of Table 3.5 repeats the baseline analysis between weather 
and agricultural yields but this time using the single-index measure of 
temperature (the cumulative number of degree-days in the year tha t ex­
ceed 32° C). As implied by the less parametric results in Figure 3.12, 
this single-index measure captures the significant negative impact of high 
temperature days on agricultural yields. And notably, the coefficients on 
rainfall are quite stable between columns 1 and 2 .
In column 3 I break up the calendar year, as in the previous section,
into the growing and non-growing seasons within an agricultural cycle.
lagged by a year. Put another way, when estimating equations (3.1) and (3.2) here, 
the year t is defined as the 365 days beginning on June 1st of any given calendar year.
Dependent variable: Log agricultural output per acre Log agricultural price index
(1) (2) (3) (4) (5) (6)
Cumulative degree-days over 32 C -0.00068
(0.00033)
0.00014
(0.00007)
Total annual precipitation 0.00984
(0.00211)
0.00929
(0.00160)
-0.00142
(0.0006)
-0.00161
(0.0003)
Total annual precipitation, squared 
[x 1000]
-0.0418
(0.00692)
-0.0347
(0.00686)
0.00548
(0.00211)
0.00617
(0.00110)
Cumulative degree-days over 32 C, 
in growing season
-0.00073
(0.00033)
0.00016
(0.00008)
Cumulative degree-days over 32 C, 
in non-growing season
0.00049
(0.00022)
-0.00014
(0.00006)
Total annual precipitation,
in growing season
0.00948
(0.00163)
-0.00166
(0.00027)
Total annual precipitation,
in non-growing season
0.00115
(0.00129)
0.00085
(0.00039)
Total annual precipitation squared,
in growing season [x 1000]
-0.0353
(0.0066)
0.00069
(0.00011)
Total annual precipitation squared,
in non-growing season [x 1000]
-0.0488
(0.0026)
-0.0224
(0.0094)
Control for 15 temperature bin effects YES NO NO YES NO NO
Number of observations 7,729 7,729 7,729 7,773 7,773 7,773
R-squared 0.87 0.86 0.87 0.77 0.76 0.76
T able  3.5: T h e  Effects o f T e m p e ra tu re  an d  P re c ip ita tio n  on  Log A g ricu ltu ra l P ro d u c tiv ity  an d  P rice s  in  In d ia , 
by  A g ric u ltu ra l Season: Notes: The model also controls for unrestricted year effects, cubic polynomial region*year trends and 
unrestricted district effects. Standard errors are clustered by district. Regressions weighted by rural census population. See the 
text for more details.
CH
APTER 
3. W
EATHER 
AND 
DEATH 
IN 
IN
D
IA
CHAPTER 3. WEATHER AND DEATH IN INDIA 183
0.010
0.005
0.000
16=18' 18-20 20-22 22-24 24-26 ‘ 26^28 28-30 30-32 32-34 34-36 36>
-0.005
-0.010
Estimated Impact of a  Day in 15 Tem perature (C) Bins on Log Agricultural Prices 
(Sum Weighted by Average Crop Production), Relative to  a Day in the 22°- 24°C Bin
■2 std  e rr  — ■—  coefficient - - - - +2 std err
F igure  3.13: T he Effect of D aily T em p era tu re  E xposure  on 
Log A gricu ltu ra l Prices: Exposure window defined on agricultural 
year, June 1st through May 31st. The model also includes controls for 
monthly total precipitation and controls for unrestricted year effects, 
cubic polynomial region-year trends and unrestricted district effects. 
Standard errors are clustered by district. Regressions weighted by 
census population. See the text for more details.
As was the case for my mortality estimates in Table 3.4, there is a strong 
effect of temperature on agricultural yields during the agricultural grow­
ing season but, reassuringly, no effect during the non-growing season (the 
three months of the year during which virtually no agricultural activity 
takes place).
A g ricu ltu ra l Prices
A natural implication of reduced agricultural yields in a locality—in any 
type of trading regime shy of the small open economy limit—is a rise in 
that locality’s agricultural prices. In this section I investigate the magni­
tude of this agricultural price response to weather shocks using the price 
data discussed in Section 3.3. I present these results in an analogous
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fashion to the previous results relating to agricultural yields. That is, 
Figure 3.13 begins by reporting the coefficients on 15 temperature bins. 
A familiar pattern emerges, which is broadly the inverse of that in Figure 
3.12 relating to agricultural yields, with hot days driving up agricultural 
prices. Notably, the point estimates I obtain here, from the hottest days, 
are smaller than those on agricultural yields or mortality. This is a natu­
ral result of either price- and income-inelastic demand for these essential 
agricultural food items, or of the presence of trade flows between regions 
tha t act to smooth the effects of a local productivity shock on local prices. 
Both are plausible explanations, but it is beyond the scope of this chap­
ter to disentangle them. Columns 4 through 6  of Table 3.5 repeat the 
specification in columns 1 through 3 of the same table, but using agri­
cultural prices as the dependent variable rather than agricultural yields. 
Again, a familiar pattern is on display (but with coefficient estimates of 
opposite signs to columns 1-3): rainfall shortages raise agricultural prices 
in a diminishing fashion (column 4); the effect of temperature on price 
is robust to the way in which it is modeled (column 5); and the effect 
of weather (both temperature and precipitation) on agricultural prices is 
largely confined to the agricultural growing season with no strong effects 
on prices from shocks during the non-growing season.
A gricultural W ages
I documented in Section 3.4.3 that weather fluctuations had strong and 
statistically significant effects on agricultural yields. It would would be 
natural to expect that when agricultural productivity falls, so too do real 
wages in the agricultural sector. I therefore pursue an analogous empiri­
cal specification on agricultural real wages to that on agricultural yields 
estimated above (in Figure 3.12 and columns 1-3 of Table 3.5). Figure
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Figure 3.14: T he Effect of D aily T em p era tu re  E xposure  on Log 
R eal A g ricu ltu ra l W ages: Exposure window defined on agricultural 
year, June 1st through May 31st. The model also includes controls for 
monthly total precipitation and controls for unrestricted year effects, 
cubic polynomial region-year trends and unrestricted district effects. 
Standard errors are clustered by district. Regressions weighted by 
census population. See the text for more details.
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3.14 plots the 15 temperature bin coefficients that result from doing this, 
and a now-familiar pattern continues to hold. Once again, there is a 
strong effect of weather on the agricultural economy, measured this time 
with real agricultural wages. Finally, Table 3.6 (columns 1-3) repeats 
the empirical specifications of Table 3.5 (columns 1-3), using agricultural 
wages as the dependent variable rather than agricultural. Reassuringly, 
the effect of weather on the measure of agricultural productivity used 
here, real wages, lines up with a second measure of agricultural produc­
tivity used earlier, yields (ie real output per acre). That is, hot years 
drive down agricultural wages, and rainfall drives up wages but in a di­
minishing manner—but these effects are only true for weather shocks 
during the growing season.
Agricultural Labor Supply
Agricultural workers—who count themselves among the poorest segments 
of India’s rural society—care of course about both their hourly wage 
(studied in the previous section) and their total wage bill. In this section 
I estimate the extent to which agricultural labor supply adjusts in the face 
of an agricultural productivity shock, in order to say something about 
the effect of these weather shocks on the wage bill. I are circumscribed 
in my ability to do so, however, by the lack of data on total hours of 
supplied labor in each district and year. As discussed in Section 3.3 
above, the best available data in this regard is a measure of the number 
of people who report their primary occupation as ‘agricultural worker’ 
(defined as anyone whose primary job is to earn an agricultural wage, 
rather than an owner-cultivator or sharecropper) in the year in question. 
This of course misses labor supply adjustment on the margins of days 
supplied per year and hours supplied per day. Further, this measure is
Dependent variable: log real agricultural wage (1) (2) (3)
Cumulative degree-days over 32 C -0.00032
(0.00015)
Total annual precipitation 0.00152
(0.00055)
0.00160
(0.00047)
Total annual precipitation, squared 
[x 1000]
-0.00581
(0.00247)
-0.00643
(0.00191)
Cumulative degree-days over 32 C, 
in growing season
0.00036
(0.00015)
Cumulative degree-days over 32 C, 
in non-growing season
0.00014
(0.00014)
Total annual precipitation,
in growing season
0.00169
(0.00049)
Total annual precipitation,
in non-growing season
-0.00174
(0.00108)
Total annual precipitation squared,
in growing season  [x 1000]
-0.00701
(0.00190)
Total annual precipitation squared,
in non-growing season  [x 1000]
0.00658
(0.03150)
Control for 15 temperature bin effects YES NO NO
Number of observations 7,733 7,733 7,733
R-squared 0.78 0.77 0.77
T able  3.6: T h e  Effects o f T e m p e ra tu re  an d  P re c ip ita tio n  on  Log R ea l A g ricu ltu ra l W ages in  In d ia , by  A g ric u ltu ra l oo 
Season: Notes: The model also controls for unrestricted year effects, cubic polynomial region*year trends and unrestricted district 
effects. Standard errors are clustered by district. Regressions weighted by rural census population. See the text for more details.
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F igure 3.15: T he Effect of Daily T em p era tu re  E xposure  on 
A gricu ltu ra l Labor Supply: Labor supply is measured as the number 
of workers who report their primary occupation to be an agricultural 
laborer; this measure if only available decadally, from the Census 
of India. Exposure window defined on agricultural year, June 1st 
through May 31st. The model also includes controls for monthly total 
precipitation and controls for unrestricted year effects, cubic polynomial 
region-year trends and unrestricted district effects. Standard errors are 
clustered by district. Regressions weighted by census population. See 
the text for more details.
only available decadally, and it would be inappropriate to interpolate 
this measure between decadal census year. This is a shortcoming that 
will affect the precision of estimates based on this variable but which 
should leave my coefficient point estimates unbiased and appropriately 
comparable (bearing in mind the above caveats about missing margins of 
adjustment) with my estimates in earlier sections that used annual data.
Figure 3.15 illustrates my estimated temperature bin coefficients when 
using this decadal agricultural employment variable as a measure of labor 
supply. As expected, the standard error bounds on the 15 coefficient es­
timates are considerably wider than those in the preceding figures, which 
drew on annual outcome variables. However, the key finding in Figure
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3.15 is that the 15 point estimates here are all close to zero, implying 
very little effect of high temperatures on the labor supply adjustment 
margin of a worker’s occupational choice between agriculture and non­
agriculture (or not working at all). It is important to stress, however, 
that I can say nothing about the extent of the labor supply response to 
weather shocks along other margins of adjustment. 18
One interpretation of the findings in Figures 3.12, 3.14 and 3.15 is tha t 
the labor supply curve in the agricultural sector is essentially vertical and 
so a change in labor demand induced by temperature and precipitation 
shocks leads to an adjustment only on the wage margin and not on the 
labor supply. As such increased exposure to extreme weather conditions 
is likely to cause agricultural income to decline substantially. This is in 
line with the findings of Jayachandran (2006) who argues that structural 
features of developing countries like India (such as subsistence living 
standards, credit constraints and high migration costs) give rise to low 
elasticities of labor supply in equilibrium.
Urban W ages and Incom es
I have documented in Sections 3.4.3 and 3.4.3 tha t adverse weather shocks 
in the agricultural growing seasons (but not those in non-growing sea­
sons) play a significant role in driving down agricultural productivity (as 
measured by yields or wages). These results suggest tha t the incomes of 
rural residents, those who draw their livelihoods from agricultural activ­
ities, are likely to suffer in periods of adverse weather. I now investigate
18I have also investigated the effects of the single-index temperature index, as well 
as precipitation (and its square), on agricultural labor supply. In regressions that 
parallel columns 1-3 of Table 3.6, but which use agricultural labor supply rather 
than real agricultural wages as the dependent variable, there is no evidence for any 
economically significant coefficient estimates relating temperature or precipitation to 
my measure of labor supply. (Naturally, the standard errors in these regressions are 
large relative to those in Table 3.6; but the key point is that point estimates are all 
uniformly small relative to those in Table 3.6.)
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Figure 3.16: T he Effect of D aily T em p era tu re  E xposure  on R eal 
M anufactu ring  W ages: The real manufacturing wage is measured as 
the total annual earnings of laborers in the registered manufacturing 
sector in India, deflated by an urban-specific CPI. This measure is 
only available at the state-level. The model also includes controls for 
monthly total precipitation and controls for unrestricted year effects, 
cubic polynomial region-year trends and unrestricted district effects. 
Standard errors are clustered by district. Regressions weighted by 
census population. See the text for more details.
whether there exist similar effects of weather on productivity or income 
among urban residents. As discussed in Section 3.3, there are no system­
atic district-level data on a representative ‘urban wage’. I therefore focus 
on wages in manufacturing, an activity that is almost entirely conducted 
in urban areas in India. In particular, I use the best available annual 
data on real manufacturing wages, which is presented at the state level.
Figure 3.16 plots the 15 temperature bin coefficient estimates that 
I obtain when regression state-level real manufacturing wages on state- 
level weather variables.19 The resulting coefficient estimates suggest that
19Our measures of state-level weather are population-weighted analogues of their 
district-level counterparts.
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temperature plays virtually no role in determining real wages in the man­
ufacturing sector in India. Point estimates are relatively small and only 
statistically significant from zero in one instance (though given that the 
measure of manufacturing wages is only available at the state-level, a 
comparative lack of precision is not surprising.) The key point, however, 
is tha t the point estimates on these 15 coefficient estimates are all very 
close to zero when compared to earlier estimates on agricultural vari­
ables, such as rural agricultural wages in Figure 3.14. If anything, the 
tendency is for manufacturing wages to increase on hot days—in stark 
contrast to the effects shown earlier in Figure 3.14 relating to wages in 
the agricultural sector.
This finding is important for several reasons. First, it increases my 
confidence in the fact that my earlier agricultural wage results were not 
spuriously driven by some feature of the weather data. For example, a 
natural concern might be that my region-specific cubic polynomial time 
trends are not controlling for enough of the background trends in temper­
ature th a t might be spuriously correlated with trending economic vari­
ables such as rural or urban wage rates; to the extent tha t these same 
spurious effects would be expected in urban areas, this does not seem 
to be the case. Second, this finding of a significant rural wage-weather 
relationship but no urban wage-weather relationship suggests that these 
are two separate labor markets, at least in the short run (though it is 
also possible tha t the agricultural labor market employs entirely differ­
ent types of workers than the manufacturing labor market). And third, 
this finding supports the hypothesis that rural residents—but not urban 
residents—die in the face of weather shocks tha t harm agricultural out­
put because their real incomes (and consumption levels) suffer, unlike 
urban residents whose incomes are not determined by the weather.
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3.5 Im plications of Climate Change
Our results in Section 3.4.2 above suggest that weather extremes, in the 
form of hot or dry years, have strong effects on mortality in rural ar­
eas. Likewise, my results in Section 3.4.3 above suggest that these same 
weather extremes leave a remarkably similar pattern of results on mark­
ers of economic welfare among the rural population, such as agricultural 
yields, real agricultural wages, and agricultural food prices. I believe 
that both of these sets of results are important in their own right as 
they suggest that weather fluctuations may m atter a great deal for poor 
citizens in developing countries. However, in an era when climatologists 
are increasingly confident that the world’s climate is changing and will 
continue to change, my estimates of the weather-death relationship ob­
tained above can also be used to provide—with considerable caution, as 
I stress below—upper-bound estimates of some of the health costs of this 
predicted climate change.
To shed light on this I have obtained data on the climate change in 
India’s climate that emerges from two leading global circulation models 
(GCMs), the models that climatologists use to make predictions about 
likely climate change scenarios. I refer to these models as ‘Hadley 3’ (the 
preferred model in use by the Hadley Centre, which provided all climate 
change predictions in the influential Stern Review), and ‘CCSM 3’ (the 
preferred model in use by the National Center for Atmospheric Research). 
These models were used in the most recent Intergovernmental Panel on 
Climate Change (IPCC) report. In the Data Appendix I describe the 
construction of these models in more detail.
These models make predictions about the evolution of daily weather 
at finely spaced gridpoints all over the world, on every day for the next 
100 years. I use these predictions (averaged over hundreds of simulations
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of the models) to construct a set of temperature predictions, one for each 
of the two GCM models, for each of India’s districts using a procedure 
detailed in the Data Appendix. In particular, in order to align the pre­
dicted climatic variation with the inter-annual climatic variation I used in 
Section 3.4.2 to estimate the within-sample weather-death relationship, I 
use the GCM models to predict the average number of days in which the 
mean temperature will fall into each of the 15 temperature bins between 
the years 2070 and 2099. (I choose to average over 30 years of predicted 
values in order to smooth out prediction error in these climate models). 
This generates a variable that I denote T M E A N ^970-2099, the climate 
change model’s prediction for the number of days on which the mean 
temperature in district d will fall into temperature bin j  on average over 
the 2070-2099 period.
These models also make predictions about changes to the distribution 
of rainfall in India. Because there is less agreement in the climatological 
literature about these changes (particularly in India, where the complex 
dynamics of the monsoon are not well understood), however, I focus my 
analysis on the increase in temperatures.
Before proceeding, it is important to underscore tha t the validity of 
the chapter’s estimates of the impacts of climate change depend on the 
validity of the climate change predictions. The state of climate modeling 
has advanced dramatically over the last several years, but there is still 
much to learn, especially about the role of greenhouse gases on climate 
(Karl and Trenberth 2003). Thus, the Hadley 3 A1FI and CCSM 3 A2 
predictions should be conceived of as two realizations from a superpop­
ulation of models and scenarios. The sources of uncertainty in these 
models and scenarios are unclear, so it cannot readily be incorporated 
into the below estimates of the impacts of climate change. Nevertheless,
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<10 10-12 12?
Predic ted  Change in Distribution of Daily Mean T e n p e ra tu re s  (C), 
C hange in Days Per Year in Each Interval
□  CCSM 3 A2 ■  Hadley 3 A1R, Corrected
F igure  3.17: P red ic ted  C hange in D is trib u tio n  of D aily Tem ­
p e ra tu re s  in  In d ia  to  2070-2099: Temperature distributions (daily 
averages) for two leading global circulation models under an increase 
in greenhouse gas emissions and a ‘business as usual’ scenario. Mean 
temperatures are weighted by average district population between 1957 
and 2000. See the text for more details.
the use of two sets of daily business as usual climate change predictions 
provides some sense of the variation.
Figure 3.17 provides an opportunity to understand how climate change 
is expected to change the full distributions of daily mean temperatures in 
India. In this figure I compare the predicted distribution of daily mean 
temperatures (across the 15 temperature bins), ie T  M  E  A N ^ 79~2099 av­
eraged over districts d, with the actual historical average equivalent over 
the observed period used in this chapter (ie 1957-2000). I denote the his­
torical average number of days in which the mean temperature in district 
d fell into temperature bin j  between 1957 and 2000 by T M E A N ^957~2000.
Figure 3.2, discussed earlier, plotted the distribution of daily tem­
peratures into 15 temperature bins T M E A N ^957~2000 averaged over all 
districts d. In Figure 3.17 I therefore plot the predicted change in
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the average daily temperature distribution going out to 2070-2099, ie 
A T M E A N dj = TM EA N ™ 70- 2099 -  T M E A N ] /57"2000, averaged over 
districts d. Since the two GCMs make different predictions about this 
distributional change I plot both of their predictions in Figure XX. The 
resulting plot reveals tha t there will be large reductions in the number 
of days in the 14° to 28° C range. These reductions are predicted to 
be offset by increases in days with temperatures exceeding 28° C. Thus, 
the mortality impacts of climate change rest on the impact of the days 
in the 14° to 28° C range, relative to days at higher temperatures. Due 
to India’s already warm climate, it is unlikely to get much benefit from 
reductions in the number of days in its left tail of the temperature dis­
tribution, which stands in stark contrast to Russia and other relatively 
cold countries. That is, under both predicted climate change scenarios, 
India will exchange days tha t I estimated (in Figure 3.3) to be relatively 
low mortality days for days that I have estimated (in Figure 3.3) to be 
high mortality ones.
I now turn to a more precise calculation of the predicted mortality 
impacts of climate change on India. Table 3.7 presents estimates based 
on the estimation of equation (3.1) for the various subsamples. The 
predictions are based on the Hadley 3 A1FI and CCSM 3 A2 models, 
and pertain to the years 2070-2099. The predicted impact in district d 
is based on district-level predictions calculated as:
A Y^ t =  OjATMEANtjj, (3.3)
j
where AY& is the predicted change in the log mortality rate, and 6j is 
the estimated coefficient on temperature bin j  obtained in Section 3.4.2, 
A TM E A N dj is the predicted (according to the Hadley 3 or CCSM 3 A2
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model) change in the number of days on which the mean temperature will 
fall into temperature bin j  by 2070-2099. This is the predicted impact of 
climate change, according to these models and an extrapolation of my es­
timated weather-death relationship, in district d. In order to construct a 
meaningful total impact for all of India, I report the population-weighted 
average of each district gTs predicted impact. The standard error of this 
prediction is calculated accordingly.
Columns 1-3 of Table 3.7 summarize this calculation for three daily 
mean temperature categories, those for < 16° C, 16° — 32° C, and > 32° 
C respectively. Column 4 then reports the total temperature impact 
obtained by summing the impacts in columns 1-3. Finally, the rows of 
Table 3.7 correspond to different statistical models and different climate 
change models.
For each climate change model, I calculate the predicted percentage 
change in annual mortality for rural areas, urban areas, and India as 
a whole. All models are based on the pooled age specification. The 
top panel reports the Hadley 3 A1FI results and suggests that climate 
change would lead to a 40.8% increase in the annual mortality rate in 
India. These estimates are precise and importantly the null hypothesis of 
a zero effect is rejected at conventional significance levels. Examination 
of column 3 shows tha t the increased mortality is entirely attributable to 
the increase in the number of very hot days (where the mean temperature 
exceeds 32° C).
The next columns break down the analysis by rural/urban area. As 
before, the results are sharply different for urban and rural areas. For 
rural areas, annual mortality rates are predicted to increase by 55.1% 
and this estimate is precise, with robust t-statistics in excess of 3. Again, 
the increased mortality is almost entirely attributable to the increase in
Impact of Change in Days with 
Temperature:
< 16 C 1 6 C -3 2 C  >32 C
(1) (2) (3)
Total
Temperature
Impact
(4)
A. Based on Hadlev 3. A1F1
Pooled -0.011 -0.144 0.671 0.516
(0.032) (0.047) (0.126) (0.127)
Rural Areas -0.029 -0.168 0.846 0.648
(0.039) (0.056) (0.154) (0.154)
Urban Areas 0.046 0.006 0.143 0.195
(0.032) (0.058) (0.111) (0.097)
B. Based on CCSM3. A2
Pooled -0.008 0.033 0.155 0.180
(0.014) (0.043) (0.029) (0.062)
Rural Areas -0.014 0.064 0.195 0.245
(0.017) (0.050) (0.035) (0.073)
Urban Areas 0.012 0.036 0.041 0.089
(0.014) (0.039) (0.023) (0.050)
T able  3.7: T h e  P re d ic te d  Im p a c ts  o f C lim ate  C hange on  Log A nnual M o rta lity  R a te s  in  In d ia , 2070-2099: Based on 
regression models that control for unrestricted year effects, region-specific cubic polynomials in time, and unrestricted district-area 
effects, and use coefficient estimates that are weighted by census population. Projections compare historical period average 
temperatures (averaged over 1957-2000) with the end of the century (averaged over 2070-2099). Reported numbers correspond to 
elements of equation (3.3), averaged over all districts (weighted by average population between 1957 and 2000). Standard deviations 
are based on regression standard errors tha t were are clustered by district. See text for more details.
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the number of very hot days (where the mean temperature exceeds 32° 
C). Taken alone, the change in precipitation predicts a significant 13% 
decline in annual mortality rates in rural areas. Column 3, which focuses 
on urban areas tells a completely different story. The predicted change 
in annual mortality is 17.9%, and is not statistically distinguishable from 
zero at the conventional level.
The lower panel shows the results derived from the CCSM 3 A2 model 
as opposed to the Hadley model. The predicted increases in annual mor­
tality are smaller than those from the Hadley model in Panel A, but still 
large and concentrated in the rural areas, ranging from 7.3% to 17.7%. 
The discrepancy between the Hadley and CCSM predictions reflects in 
part the fact that the A1FI scenario is associated with larger increases 
in temperature than the A2 scenario. The overall CCSM impacts are 
marginally significant, but like in Panel A, it is clear that the increase 
in annual mortality is caused by the predicted increase in exposure to 
extreme temperatures. It is noteworthy that the segment of the temper­
ature distribution that is predicted to increase the most (days above 16° 
C) is associated with large and significant increase in annual mortality 
rates.
These results suggest that the health costs of predicted climate change 
in India could be severe—when standard models of climate change are 
used in combination with my estimates of the weather-death relationship, 
these models predict strikingly large rises in the death rate in India by 
2080. Because my focus has been on mortality rather than on morbidity, 
the effects of weather on wider health indicators in India are likely to 
be understated by my estimates. Further, an analogous exercise based 
on my estimates of the weather-agricultural income relationship would 
suggest tha t predicted climate change in India could be economically
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harmful as well as damaging to health.
However, it is important to bear two caveats in mind when interpret­
ing these findings. First, I have estimated the effect of weather on death 
using inter-annual variation, so my estimates are best thought of as short- 
run impacts. As such they are likely to provide only an upper-bound to 
the impact of long-run climate change of the sort predicted by standard 
climatological models. This is because individuals are likely to be bet­
ter able to adapt to long-run change, for example through migration, 
technology adoption, or occupational change away from climate-exposed 
industries such as agriculture. Second, the climatological models whose 
climate change predictions I have used here do not incorporate any pos­
sibility of catastrophic change in India’s climate as a result of a rise in 
greenhouse gas emissions. That is, while some climatological models pre­
dict that modest rises in temperatures may have catastrophic knock-on 
effects (eg rises in ocean temperature, widespread melting of Himalayan 
glaciers, reversal of trade winds, or cessation of the Southwest monsoon), 
I have deliberately obtained my climate predictions from climatological 
models that ignore these catastrophic, but highly uncertain and contro­
versial effects.
3.6 Conclusion
This study has produced the first large-scale study of the impact of 
weather shocks on mortality and adaptations for a developing country 
of which I am aware. It is based on the finest geographical data available 
on mortality for India over the period 1957-2000, augmented with rich 
high-frequency data on historical daily weather realizations.
The results are striking and indicate a large and nonlinear relationship
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between daily temperatures and annual mortality rates. This is in stark 
contrast to a similar exercise performed on data from the United States, 
as shown in Figure 3.1. For example, I find that a single additional day 
with a mean temperature above 32° C, relative to a day with a mean 
temperature in the 22° - 24° C range, increases the annual mortality 
rate by roughly 0.5%. This effect is even larger in the rural regions of 
India where even now more than two thirds of the population lives—but 
the effect of weather on death is largely absent, even among infants, in 
urban India. Further, these differential results across rural and urban 
areas continue to hold when controlling for the wealth differences that 
distinguish rural and urban areas, and are entirely concentrated in the 
nine months of the year during which crops are in the soil in India.
One plausible explanation for this finding, which I pursue in detail, 
is that rural incomes are dependent on agricultural income—and hence 
the weather—in a way that urban incomes are not. I find a pattern of 
results that is uniformly consistent with this explanation, in the form 
of significant effects of growing season (but never non-growing season) 
weather on agricultural yields, prices and wages, but no effects of weather 
on manufacturing incomes.
Finally, the chapter uses the estimated response functions between 
temperature and mortality to provide some predictions on the impacts of 
climate change on mortality in India. The resulting estimates, while likely 
to be uppers bounds on the impact of a long-run change in India’s climate, 
suggest that standard climatological models of climate change predict an 
increase in the overall Indian annual mortality rate of approximately 12% 
- 41% by the end of the century.
These mortality impacts are large and they are likely to be accompa­
nied by income impacts (some of which I have estimated) and morbidity
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impacts (which I have been unable to investigate) too. These estimated 
impacts therefore imply a largely neglected role for health policy in de­
veloping countries such as India to assist citizens in mitigating the effects 
of weather variation on their well-being.
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Appendix A
Data Appendix
A .l  D ata From Colonial India for Chap­
ters 1 and 2
This section provides further information on the data used in Chapters 
1 and 2 of this thesis (which relate to the period from 1861 to 1930).
A . 1.1 Sam ple o f D istricts
The data I use in Chapters 1 and 2 of this thesis cover the areas of 
modern-day India, Pakistan and Bangladesh, most of the area known as 
British India. I work with a panel of 239 geographic units of analysis that 
I refer to as districts, for as much of the period 1861 to 1930 as possible. 
The majority of British India was under direct British control, and was 
divided into nine large, administrative units known as provinces. Each 
province was further sub-divided into a total of 223 districts, which are 
the units of analysis that I track from 1861 to 1930. Areas not under di­
rect British control were known as ‘Princely States’. For administrative 
purposes these were grouped into divisions similar to the provinces and 
districts described above, so in princely state areas I use the lower admin­
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istrative units as my units of analysis and refer to them as districts, fol­
lowing the Indian Administrative Atlas (Singh and Banthia 2004). There 
were 251 of these districts in my sample area, but data collection in the 
princely states was extremely incomplete and I include only 16 districts 
from the princely state regions in my final sample.
A . 1.2 Trade Cost P roxy Variables
I construct trade cost proxy variables using a newly constructed GIS 
database on the Indian transportation network, from 1851 to 1930. The 
database covers four modes of transportation: railroads, roads, rivers and 
coastal shipping. To construct this database, I begin with a GIS database 
that contains the locations of contemporary railroad, river and coast 
lines from the Digital Chart of the World. Each segment (approximately 
20 km long) of the railroad network is coded according to the year in 
which it was opened. To do this I use the publication History of Indian 
Railways, Constructed and in Progress (1918 and 1966 volumes), the 
1966 volume of which refers to railway lines in modern-day India only. 
To obtain years of opening for line segments in modern-day Pakistan and 
Bangladesh from 1919 to 19301 use the annual Railway Reports published 
by the Railways Department, which list all line section openings in each 
year. For river transport I keep only those rivers that are reported in 
Schwartzberg (1978) or Bourne (1849) as navigable in 1857. The final 
component of the colonial India GIS database that I construct is the 
location of each district and salt source. To calculate district locations I 
digitize a map of the district borders in India (as they existed in 1891). 
I use the maps in the Indian Administrative Atlas and Constable’s Hand 
Atlas of India (Bartholomew 1893) to create this digital map. I use 
this to calculate district centroids, which I take to be the ‘location’ of
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each district. Finally, I obtain the location of each salt source from 
contemporary maps.
I then convert the GIS database of transportation lines and dis­
tric t/sa lt source locations into a graph of nodes and arcs, as is common in 
the transportation literature (Black 2003). I work with a simplified graph 
representation of the Indian transportation network, where the number 
of nodes and the sparsity of arcs is low enough for network algorithms 
to be feasibly operated on it using a desktop computer (the resulting 
network has 7651 nodes). To do this, I use the ‘simplify’ command in 
ArcGIS. A line in ArcGIS is a series of vertices connected by straight 
lines. The ‘simplify’ command removes vertices in such a way as to min­
imize the sum of squared distances between the original line and a the 
simplified line. The original Digital Chart of the World railway layer, for 
example, consists of approximately 33,000 vertices; I simplify the railway 
layer to one of only 5616 vertices. Because the density of informal roads 
was extremely high (Deloche 1994), I allow road transport to occur along 
the straight line between any two nodes on the network, but only if the 
two nodes either represent districts or salt sources, or the two nodes are 
within 1000 km of each other. Allowing straight-line road travel between 
any two nodes would yield a network with over 58 million arcs. The 
shortest path between each of the nodes on such a dense network cannot 
be calculated using a desktop computer, so I restrict many of these arcs to 
be non-existent; the result is that the 7651-by-7651 matrix representing 
the network can be stored as a sparse matrix, and analyzed using sparse 
matrix routines (that increase computation speed dramatically) in Mat- 
lab. The result is a network with 7651 nodes, 5616 of which represent 
the railroad network, 660 of which represent the navigable river network, 
890 of which represent coastal shipping routes, 477 of which represent the
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centroids of the 477 districts in India (in 1891 borders), and 8 of which 
represent the locations of the sources of 8. different types of salt. Because 
the railroad arcs are coded with a year of opening indicator, this network 
can be restricted to represent the transportation network for any year 
from 1851 to 1930 by simply turning these arcs on or off.
Finally, I use this network representation of the Indian transporta­
tion system to calculate the two trade cost proxy variables described in 
section 1.4. One such proxy is a measure of the cost of traveling between 
any two points (where a point is either a district or a salt source) in 
a year using the lowest-cost route along the network (available in that 
year). The lowest-cost route depends on the value of the relative freight 
rates, a ,  and the available network, R*. Conditional on values of a ,  
I use a standard algorithm from graph theory and transportation sci­
ence (Dijkstra’s algorithm) to calculate the shortest path between every 
pair of points, along the transportation network available in each year 
from 1861 to 1930. The resulting measure, LC R 0dt(oi, R*), is in units 
of railroad-equivalent kilometers. The second proxy variable for trade 
costs is a dummy variable that indicates when it is possible to travel be­
tween two districts without leaving the railroad network. This is easily 
constructed using the transportation network representation and digital 
map of Indian districts described above.
A . 1.3 B ilateral Trade Flow s
The data I use on bilateral trade flows was collected from a variety of 
different sources, one for each mode of transportation. I describe each of 
these modes in turn, and then how they were combined into aggregate 
data on trade flows.
D ata on railroad trade within India were published separately for each
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province. The geographic unit of analysis in these records is the ‘trade 
block’, which spans between four and five districts. Trade blocks split 
into smaller blocks over time, but I aggregate over these splits to main­
tain constant geographic units. The trade blocks were always drawn 
so as to include whole numbers of districts. The railroad trade flow 
data, like tha t on all modes of transportation described below, repre­
sents final shipments between two regions (even if a shipment changed 
railroad companies). All bilateral block-to-block intra-provincial trade 
flows were published, except that from a block to itself (which was al­
ways unreported). Inter-provincial trade flows were published from each 
internal block to each external province (and vice versa), but not by 
trade block within the external province. I therefore create a full set of 
inter-provincial block-to-block flows by following an analogous procedure 
to that used to prepare bilateral trade data on provincial-state trade be­
tween Canada and the United States in McCallum (1995) and Anderson 
and van Wincoop (2003). This method assigns a province’s trade block’s 
imports from each of another province’s trade blocks in proportion to the 
exporting blocks’ stated exports to the entire importing province (and 
vice versa for exports). In order to match the internal block-level rail­
road trade data to international trade data (leaving via specified ports, as 
described below), I apply a similar proportionality method. This is pos­
sible because the railroad trade data differentiate railroad trade to/from 
principal ports (in each province) from trade bound for non-port con­
sumption. Only if a shipment was taken off the railroad system and 
re-shipped onwards would it be counted as two separate shipments. I 
collect this data from various annual, provincial publications from 1880 
onwards. The titles of these publications changed over time, from Re­
turns of the Rail [and River-borne] Trade of [Province] to Report on
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the trade carried by rail [and river] in [Province] to Report on Inland 
Trade of [Province]. In the province of Madras, these statistics were 
only published from 1909 onwards. Railroad trade statistics were not 
published by the princely states themselves, but each province’s exter­
nal trade to/from each of the large princely states were published. I 
therefore treat each large princely state (Central India Agency, Hyder­
abad, Mysore, Rajputana and Travancore) as a single trade block. Data 
on river-borne trade within India was published in a similar manner to 
the railroad trade data, for the Brahmaputra, Ganges and Indus river 
systems. I collecte the river-borne trade data from the railroad trade 
statistics publications for the provinces of Assam, Bengal, Northwestern 
Provinces, and Sind. D ata on trade within India that occurred via coastal 
shipping was published by each of the coastal provinces (Bengal, Bom­
bay, Madras and Sind) in a similar manner to the railroad trade data. I 
collected the coastal trade data from various annual, provincial publica­
tions. The coastal trade data were published in publications whose titles 
changed from Annual Statement of the Sea-borne Trade and Navigation 
of [Province] to Report on the Maritime Trade of [Province].
Data on international trade leaving India was published separately 
for trade by maritime shipping and by roads. Each province published 
its own maritime international trade statistics, with each reporting the 
trade to and from its major and minor ports. The maritime international 
trade data was published in the same publications as those containing 
the coastal trade data, described above. This international maritime 
trade data was presented disaggregated into over 30 foreign countries, 
but to maintain consistent geographic units over time I aggregate these 
30 countries into 24 foreign regions. Foreign trade by land occurred 
(in extremely small volumes) between Bengal, Northwest Provinces and
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Punjab provinces and neighboring foreign countries (modern-day Nepal, 
China, Afghanistan and Bhutan). This trade data was published by 
each of these provinces, disaggregated by the border post through which 
trade left or arrived. I collect this data from various annual, provincial 
publications. The overland international trade data was published in: 
Annual Report on the Trans-frontier Trade of Bihar and Orissa with 
Nepal, Bengal Frontier Trade: Trade of Bengal with Nepal, Tibet, Sikkim 
and Bhutan, Accounts Relating to the Trade by Land of British India with 
Foreign Countries, Annual Report on the Foreign Trade of the United 
Provinces, and Report on the External Land Trade of the Punjab. I 
assign each of these border posts to the internal trade block in which it 
is located, and assume that all of the foreign land trade came to/from  
these blocks only.
Trade data by all modes of transport discussed above was published 
disaggregated by commodities. The railroad and river-borne trade data 
reported 85-100 commodities (depending on the year and province), the 
coastal shipping data 200-400 commodities, and the international mar­
itime shipping data over 400 commodities. In order to compare com­
modities across these different levels of aggregation, I aggregate all data 
to the 85-commodity level. I use the commodity classification in the in­
ternational maritime shipping publications (used to organize the over 400 
commodities in these publications) to do this. Finally, I aggregate the 
trade data on each of the modes (for each commodity separately) into 
one trade dataset. Wherever relevant, I treat the regions of modern-day 
Afghanistan, Myanmar and Sri Lanka as foreign countries, since they are 
outside pf the region on which I have other data from India. All of the 
above trade data are available from (at least) 1861 to 1930 (and beyond), 
except for the railroad trade data. The railroad trade data only starts
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in a coherent manner in 1880, and was discontinued in 1920. I therefore 
use bilateral trade data from 1880 to 1920 only.
A . 1.4 Rainfall D ata
A thick network of 3614 rain gauges at metorological stations (illustrated 
in Figure 1.1) recorded daily rainfall amounts from 1891-1930. From 1901 
onwards, these records have been digitized by the Global Historical Cli­
matology Network (Daily) project; the GHCN dataset also provides the 
latitude and longitude of each station. For the years 1891-1900, I collect 
the data from the publication Daily Rainfall for India in the year.... In 
the years 1865 to 1890, very little daily rainfall data was published in 
colonial India, but monthly data from 365 stations (spread throughout 
India) was published by each province. These publications included the 
Administration Reports for each province, described in the agricultural 
price data section below. I use additional data (to increase the number 
of stations) that was published in selected provinces’ Sanitary Reports. 
I convert monthly station-level data to daily station-level data using a 
procedure that is common in the meteorological statistics literature (eg, 
Ngo-Duc, Polcher, and Laval (2005)). Using daily data from 1891 to 
1930, I estimate the district-specific relationship between the pattern of 
monthly rainfall in a year and the rainfall on any day of tha t year; I then 
use these estimated relationships to predict the rainfall on any day in 
a given district and year from 1865 to 1890, conditional on the pattern 
of monthly rainfall actually observed in tha t district and year. While 
these daily rainfall predictions are likely to be imprecise, much of the im­
precision is averaged over when I construct crop-specific rainfall shocks, 
which are measures of the total rainfall in a given period (a length rang­
ing from 55 to 123 days.) I convert station-level data to district-level data
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by simply averaging over the many stations in each district. If a given 
district-day has no reported rainfall observations I impute this missing 
observation by using an inverse distance-weighted average of that day’s 
rainfall in the 5 closest reporting stations (know as “Shepard’s method” 
in the meteorological literature (Shepard 1968).
A. 1.5 P rices o f Salt and A gricultural C om m odities
I use data on eight different types of salt for each of the six provinces in 
Northern India. These eight salt types are those from: the Bombay sea 
salt sources near the city of Bombay, salt from the UK distributed via 
Calcutta, the Didwana salt source in Punjab, the Kohat mines in Punjab 
(principally the Ja tta  mine, according to W att (1889)), the Mandi mine 
in Punjab, the Salt Range mines in Punjab (principally the Mayo mine, 
according to W att (1889)), the Sambhar Salt Lake in Rajputana, and 
the Sultanpur source in the Central India Agency. And I use data on 
17 agricultural commodities, namely: bajra, barley, bengal gram, cotton, 
indigo, jowar, kangni, linseed, maize, opium, ragi, rape and mustard seed, 
rice, sesamum, sugarcane, tur and wheat. The agricultural commodity 
price data, unlike the salt price data, are available throughout India. I 
collect this price data from various annual, provincial publications. These 
publications were: Prices and Wages in India; Administration Reports 
from all provinces; the Salt Report of Northern India; the Statistical Atlas 
of Andhra State with agricultural price data (for the Madras Presidency); 
the Season and Crop Reports from various provinces with agricultural 
price data; and the Sanitary Reports from various provinces with data 
on prices of food grains. Prices reported in these publication were an 
average of observations taken by district officers once per fortnight at 
each of 10-15 leading retail markets per district.
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A . 1.6 R eal A gricultural Incom e
I use data that present the area under each of 17 crops (the 17 for which 
price data are available), and the yield per acre for each of these crops, in 
each district and year. These data were published in Agricultural Statis­
tics of India from 1884 to 1930. For the years 1870-1883 I use data 
on crop areas and yields in the provincial Administration Reports, as de­
scribed in the agricultural prices data section above. D ata on agricultural 
output was published in each province’s Administration Report except for 
Punjab and Bengal. For supplementary data I use each province’s Season 
and Crops Report between 1904 and 1930. While Blyn (1966) and He­
ston (1973) have discussed the potential for measurement error in these 
sources, these authors have not been concerned with mechanisms through 
which measurement error might be correlated with the regressors I use in 
Chapters 1 and 2 of this thesis. I take the product of each area and yield 
pair to create a measure of real output for each crop, district and year. I 
then evaluate this bundle of 17 real output measures at the prices prevail­
ing for these crops (from the agricultural price data described above), in 
each district and year, to create a measure of total nominal agricultural 
output for each district and year. Finally, I divide nominal output by 
a consumer price index (the Fisher ideal index) to create a measure of 
real income. In order to compute this consumer price index I use dis­
trict and year specific consumption weights from the internal trade data, 
computing consumption as output minus net exports.
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A .2 Clim ate Change Prediction D ata for
Chapter 3
To obtain predictions on the manner in which India’s climate is predicted 
to change by the end of the century I use the output of two leading general 
circulation models. The first is the Hadley Centre’s 3rd Coupled Ocean- 
Atmosphere General Circulation Model, which I refer to as Hadley 3. 
This is the most complex and recent model in use by the Hadley Centre. I 
also use predictions from the National Center for Atmospheric Research’s 
Community Climate System Model (CCSM) 3, which is another coupled 
atmospheric-ocean general circulation model (NCAR 2007). The results 
from both models were used in the 4th IPCC report (IPCC 2007).
Predictions of climate change from both of these models are available 
for several emission scenarios, corresponding to ‘storylines’ describing the 
way the world (population, economies, etc.) may develop over the next 
100 years. I focus on the A1FI and A2 scenarios. These are “business-as- 
usual” scenarios, which are the appropriate scenarios to consider when 
judging policies to restrict greenhouse gas emissions.
I obtain daily temperature predictions for grid points throughout In­
dia from the application of A1FI scenario to the Hadley 3 model for 
the years 1990-2099 and the A2 scenario to the CCSM 3 for the years 
2000-2099. The Hadley model gives daily minimum and maximum tem­
peratures, while the CCSM model reports the average of the minimum 
and maximum. Each set of predictions is based on a single run of the 
relevant model and available for an equidistant set of grid points over 
land in India.
I calculate future temperature realizations by assigning each district 
a daily weather realization directly from the Hadley and CCSM pre-
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dictions. Specifically, this is calculated as the inverse-distance weighted 
average among all grid points within a given distance from the county’s 
centroid. These daily predicted temperature realizations are used to de­
velop estimates of predicted end of century climate. The Hadley 3 model 
has predictions for the years 1990 through 2099. I utilize the historical 
predictions to account for the possibility of model error. In particular, I 
undertake the following multiple step process:
1. For each Hadley 3 grid point, I calculate the daily mean tempera­
ture for each of the year’s 365 days during the periods 1990-2000 
and 2070-2099. These are denoted as 2070-2099  and T ^ 1990_2ooo> 
respectively, where the ‘H’ superscript refers to Hadley 3, g indi­
cates grid point and t references one of the 365 days in a year.
2. I calculate the grid point-specific predicted change in temperature 
for each of the 365 days in a year as the difference in the mean 
from the 2070-2099 and 1990-2000 periods. This is represented as
1990- 2000) •
3. I then take these grid-point specific predicted changes for all 365 
days and assign district-specific predicted changes by taking weighted 
averages within 250 KM of the district centers. Again, the weight 
is the inverse of the square of distance. This procedure yields a 
predicted change in the daily mean temperature for all 365 days 
for each district or ATjf, where d denotes district.
4. Using the NCC weather data, I calculate the grid-point specific 
daily mean temperature for each of the 365 days over the 1957- 
2000 period. I then take weighted averages of these daily mean 
temperatures for all grid points within 100 KM of each district’s
A rr H    C t H  r p H
LA1gt ~  \ 1 gt,2070-2099 1 gt,
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geographic center, with the same weights as above. This yields
rp N C C  
d t,1957—2000'
5. The predicted end of century climate for each day of the year is 
equal to T j ) ^ 7_2000 4- ATjf. To preserve the daily variation in 
temperature, I apply the fifteen temperature bins from above to 
these 365 daily means. The resulting distribution of temperatures is 
the Hadley 3 predicted end of century distribution of temperatures 
tha t is utilized in the subsequent analysis.
In the case of the CCSM 3 predictions, I am unable to account for 
model error because these predictions are only available for the years 
2000 through 2099, so there are no historical years available to remove 
model error.
