• The Burr III distribution is used in a wide variety of fields of lifetime data analysis, reliability theory, and financial literature, etc. It is defined on the positive axis and has two shape parameters, say c and k. These shape parameters make the distribution quite flexible. They also control the tail behavior of the distribution. In this study, we extent the Burr III distribution to the real axis and also add a skewness parameter, say ε, with epsilon-skew extension approach. When the parameters c and k have a relation such that ck ≈ 1 or ck < 1, it is skewed unimodal. Otherwise, it is skewed bimodal with the same level of peaks on the negative and positive sides of real line. Thus, ESBIII distribution can capture fitting the various data sets even when the number of parameters are three. Location and scale form of this distribution are also given. Some distributional properties of the new distribution are investigated. The maximum likelihood (ML) estimation method for the parameters of ESBIII is considered. The robustness properties of ML estimators are studied and also tail behaviour of ESBIII distribution is examined. The applications on real data are considered to illustrate the modeling capacity of this distribution in the class of bimodal distributions.
Introduction
It is widely accepted that using flexible and heavy-tailed distributions is important to fit the data sets for practitioners in application science. [17] proposed twelve different distributions which are quite flexible and useful to model the data sets. Especially, Burr XII distribution is generally used as a flexible distribution [17, 18, 19, 52, 7, 61] . However, Burr III distribution has a wider skewness and kurtosis region than that of Burr XII distribution [56] . Burr III distribution has two shape parameters c and k which give the flexibility to the distribution. Additionally, it has an ability that produces L-shaped or unimodal distribution when ck ≤ 1 or ck > 1 are satisfied, respectively [45] . Burr III distribution is defined on the positive axis, so it is widely used in reliability studies [62, 60, 58, 59] , in the forest study [36, 45] and in the hydrology study [39] . It is also used in the quality and control engineering, reliability analysis [55, 1, 16] .
In real life, most of the data sets are generally measured on the real axis and they may also have asymmetry as well. There are well known distributions in the literature such as normal, student t, Laplace. These are all symmetric distributions. Recently, many researchers have dealt with generalizing the existing distributions to capture the data sets having asymmetry. There are various generalization techniques which extent a symmetric distribution to asymmetric form. [10] proposed an approach to construct skewed distribution and introduced firstly skew normal (SN) distribution. Also [11] presented skew t distribution. One can refer to [33] for Azzalini type skew distributions. [48] introduced so-called epsilonskew method to generalize the symmetric distributions to asymmetric form with a skewness parameter, say ε such that |ε| < 1. In that study, they presented the epsilon-skew normal (ESN) distribution. If the skewness parameter ε is chosen as zero, it reduces to the normal distribution. From now on, this method has been applied to several well known distributions. [30] considered the epsilonskew extension of the exponential power (ESEP) distribution. Special cases of the ESEP distribution reduce the ESN distribution [48] and epsilon-skew Laplace (ESL) distribution [25] . The scale variant of ESEP distribution was considered by [34, 15] . [4] took into account epsilon-skew extension of the reflected gamma distribution. A comprehensive content about asymmetric distributions which include wide family of symmetric distributions as a special case can be found in [9] .
It should be noted that all the above distributions are unimodal skewed. However, one can encounter bimodal data sets in real life problems. So, modeling the bimodality is another challenging problem. For this purpose, one can use mixed distributions. However, there have been proposed bimodal distributions to model the bimodality directly. [2, 3, 8, 21, 23, 27, 24, 32, 37, 40, 41, 51, 20, 43, 54, 50, 26, 12, 35, 6, 53, 31, 29] proposed the distributions in the class of bimodality.
In this paper, we first reflect the Burr III distribution to real axis and 4Mehmet Niyazi Ç ankaya and Abdullah Yalçınkaya andÖmer Altındaǧ and Olcay Arslan consider its epsilon-skew extension. Anymore, we call it as the epsilon-skew Burr III (ESBIII) distribution. If the skewness parameter ε = 0, it can be unimodal skewed or bimodal skewed with same level of peaks, depending on the shape parameters. The new distribution is not only unimodal, bimodal and skew but also candidate for efficient modelling when compared with ESEP distribution, because of the two shape parameters in Burr III distribution. The scale version of ESEP is generalized t distribution proposed by [15] and it has three parameters, shape peakedness, tail and skewness parameters. In ESBIII, the number of parameters are three, however, it has the shape parameters c and k which help not only shape peakedness and tail behaviour but also the behaviour between peakedness and tail behaviour all together. The order statistics distributions from ESBIII can be explicitly defined as an another advantage due to having an exact form of cumulative distribution function. Since the skewed form of these two distributions are in same type, it is said that the the responsibility of parameter ε are same for these two distributions. The robustness property of this distribution is wide when compared with well known Student t and its generalized skew version considered by [15] . We also propose the location-scale transformation of ESBIII distribution.
Remainder of the paper is set up as follows. In Section 2, we present epsilon-skew extension of Burr III distribution. In Section 3, we study some basic properties of the ESBIII distribution. In Section 4, we obtain the maximum likelihood estimators (MLE) for the parameters of the ESBIII distribution. Section 5 investigates of the robustness property of MLE. In Section 6, some examples are given to show the performance of the ESBIII. The last section considers the conclusions.
The Epsilon Skew Burr III Distribution
Consider the random variable Z has a Burr III distribution with the density function
and the distribution function
where z > 0 and the shape parameters c > 0 and k > 0 are real-valued parameters that identify the characteristic of the distribution such as dispersion, peakedness, tail thickness. As noted earlier, when ck ≤ 1 the Burr III distribution is L-shaped, when ck > 1 the Burr III distribution is unimodal.
The following theorem states the epsilon skew extension of the Burr III distribution.
Theorem 2.1.
Let Z be a continuous random variable distributed as a Burr III with the parameters c and k. Let U be a discrete random variable with the following values with their probabilities,
where ε ∈ (−1, 1). Assume that Z and U are independent. Then, the distribution of the random variable
will have the following distribution function
and will have the following density function
with the shape parameters c > 0, k > 0 and the skewness parameter ε ∈ (−1, 1).
Proof:
Using the distribution function technique, the CDF of X for x < 0 is (2.7)
Taking the derivative of equation (3.7) with respect to x yields the density function of X given in equation 2.6.
The distribution of the random variable X with the density function in equation 2.6 is called a Epsilon Skew Burr III (ESBIII) distribution.
Definition 2.2.
Suppose that X ∼ ESBIII(c, k, ε). Then, the random variable Y = Xσ + µ, σ > 0, µ ∈ R will have ESBIII distribution with the following density function (Y ∼ ESBIII(µ, σ, c, k, ε)) (2.9)
, y ∈ R\0. The ESBIII distribution has five parameters; µ, σ, ε, c and k. The parameters µ and σ determine the location and the scale of the distribution, respectively. The parameter ε controls the skewness proportion on the left and right hand side of the location. The parameters c and k control the shape of the density together. It is noted that when ε = 0, it is symmetric unimodal or symmetric bimodal.
On the flexibility of ESBIII distribution
Choosing special cases of the values of shape parameters c and k gives the flexible probability density functions (PDF). For example, the shape of ESBIII distribution for some shape values can be similar to not only the epsilon skew Laplace distribution but also epsilon skew t distribution. In this context, it is considered that the new distribution can model data sets which cannot be precisely modelled by epsilon skew Laplace and epsilon skew t distributions, as exemplified by section 6. The ESBIII has the properties of both leptokurtic and platikurtic distributions. When ck ≈ 1 or ck < 1, the PDF is unimodal. For ck ≈ 1 or ck < 1 case, when the difference between c and k is extremely large, the shape of distribution is platikurtic, when the difference between c and k is extremely small, the shape of distribution is leptokurtic. The distributions proposed by [47] and the references in [21] are in platikurtic-leptokurtic family as well. When the values of ck are close to 1 from left hand side of 1, the distribution has a peak being a needle. When ck > 1, the PDF is bimodal. The new distribution has also a skewness parameter. Thus, the base length of each group in the negative and positive side of function becomes different. In Figure 1 , some graphs are given to understand the behavior of the newly defined function for the different values of parameters. The first and third columns in Figure 1 represent the role of skewness parameter ε.
In Table 1 , some values of the skewness and kurtosis are given for the different values of parameters. When the distribution is the positive side skew, the sign of skewness parameter is positive. For negative side skewness, the skewness parameter is negative. For both case, the kurtosis of distribution is positive. Since the skewness and kurtosis values are greater, it is obvious that the distribution is flexible.
Some Properties of ESBIII Distribution
The moments of X ∼ ESBIII(c, k, ε) are given by the following theorem.
The rth, r ∈ R, noncentral moments are given by
Proof:
The rth moment of X can be easily obtained making the transformation x = (1 + ε)u −1/c for negative part of integral and the transformation x = −(1 − ε)u −1/c for positive part of integral and using the following beta function
where c > r. 
The Taylor expansion of the function exp(itx) = ∞ r=0
(itx) r r! can be used to calculate the integral E(exp(itX)).
Corollary 3.3.
Let Y ∼ ESBIII(µ, σ, c, k, ε). The characteristic function (CF) for µ and σ is given by (3.6)
It is well known that r! = Γ(r + 1). Thus, the fractional form of CF will be proposed. It will be beneficial for the non integer order values for quantitative r, r > 0.
Since the CDF is tractable, it is easy to propose the quantile function x q of ESBIII.
It is commonly used the Rényi entropy for a random variable X with PDF f . It is defined to be
The following theorem is the Rényi entropy for the ESBIII distribution.
Theorem 3.3.
Let the random variable X have an ESBIII(0, 1, c, k, ε) distribution. The Rényi entropy of X is given by
where α > 0 and α = 1,
) .
Proof:
The positive side of PDF f with Rényi entropy can be written as
. To get the result of the integral, x 1+ε is taken to be u. After some straightforward calculation, the integral can be rewritten as following form,
The same procedure can be done for the negative side of PDF f . Let x 1 , x 2 , ..., x n be a random sample of size n from a ESBIII distributed population. We would like to estimate the unknown parameters µ, σ, c, k, ε. In this sense, we can prefer to use MLE and then the log-likelihood function is
sign(
where sign is the signum function and sign(0) = 1.
The maximum likelihood estimators of the parameters µ, σ, c, k and ε will be solution of the following equations
where s i = sign(
Since it is not possible to solve these equations analytically, the numerical methods should be used to obtain the M L estimators. Eqs. 
As it is seen from equation (4.7), the initial values of other parameters are provided. The function h representing the derivative of log-likelihood function with respect to parameter µ is solved according to parameter µ via the nonlinear solving techniques in MATLAB 2013a. The same procedure was conducted for the other parameters of ESBIII. While conducting procedure for solving, each step i in equation (4.7) is computed until the prescribed value provided to finalize the iterative algorithm is reached. The same procedure was conducted for the estimations of parameters of other distributions used to show the fitting competence of ESBIII distribution. Kolmogorov-Smirnov statistic (KS) is a good tool to test whether or not the initial values of parameters can be selected appropriately. The different initial values were tried until high value of KS is reached. The approach can be more preferable when the computational issue for solving the nonlinear equations simultaneously has been arose.
5.
On The Robustness Properties of ESBIII Distribution 5.1. Robustness of ML estimators of parameters in ESBIII distribution ML estimators will be robust if the norm of influence function (IF) of ML estimators is bounded. IF is defined to be a linear transformation of the score vector. As given in [38] , IF forθ is
It means that IF is proportional to the score functions, where θ = (µ, σ, c, k, ε) is a vector of parameters. ψ is derivative of − log(f ) with respect to the parameters and it is defined to be the score function. It is noted that − log(f ) can be regarded as an objective function ρ in the context of robustness. Here, the components of the local robustness of ML estimators are introduced. Let ψ be a score function derived by derivative of − log(f ) with respect to parameters estimated. If − log(f ) is differentiable, then the function ψ will be defined to be a score function of parameters [38] .
We will examine whether or not the score functions are bounded. When the limit of score function ψ θ with respect to x is bounded, ML estimators will be robust.
The functional forms of the score function corresponding to the parameters µ, σ, c, k, ε are
1+sign(x)ε ) −c log(
1+sign(x)ε . It is seen that the limit values of score functions for µ, k and ε are finite, but the limit value of ψ c (x) is infinite. Since the norm of influence function IF µ,σ,k,ε (x) of ML estimators for the parameters µ, σ, k and ε is bounded when c is fixed and finite, the ML estimators for them are locally robust. This shows us that the parameter c must be fixed and finite. [15, 5] and [46] give the same discussion on the boundness of score function.
Definition 5.2.
Let ψ be a score function. Suppose that there is a point x 0 . For 0 < x ≤ x 0 , ψ is (weakly) increasing. For x 0 < x < ∞, ψ is (weakly) decreasing. Then, ψ is defined to be a redescending function [42] . 
4.
For 0 < x ≤ x 0 , ψ is weakly increasing. For x 0 < x < ∞, ψ is weakly decreasing. There is a such a point x 0 [42] .
ρ ESBIII (x) = − log(f ). Let us show whether or not these conditions are satisfied.
1.
ρ ESBIII (0) = 0 is not satisfied.
lim
|x|→∞ ρ ESBIII (x) = ∞ is satisfied.
lim |x|→∞ ρ ESBIII (x) |x|
= 0 is satisfied.
This condition is satisfied for only the MLE of parameter µ.
The condition 4 is approved by the following lines.
It should be given some few comments. The derivatives of score functions with respect to x for the parameters s, c, k, ε can not be solved according to x. Thus, it is not possible to find an exact point x 0 . From this result, it is said that the score functions of parameters s, c, k, ε can not be in redescending function. Since a point x 0 can not be gotten, it is not possible to imply that these functions are redescending.
ψ µ is a score function for parameter µ. It can be possible to find a point x 0 at least for ψ µ .
Thus, it is possible to imply that the function ψ µ is redescending.
Tail behaviour of ESBIII distribution
To call a heavy-tailed distribution or tail behaviour of a distribution, some definitions are proposed in [28] :
is a heavy-tailed. Since ESBIII distribution can be considered as a heavy-tailed distribution, the informative behaviour can be sensible degree when the data set includes one or more outliers. In the following section, real data examples will be considered. Some useful comments can be given in the following lines.
As it is seen from Figure 1 , the platikurtic-leptokurtic property is hold for the ESBIII. Thus, ESBIII can be a good candidate for the data modelling when there is a comparison test between ESBIII and ESEP. When we look at the advantage of ESBIII, it is observed that ESBIII can be preferable in the context of CDF performance, because the CDF of ESEP distributions depends on the incomplete gamma function. For the CDF of ESBIII, we have an explicit analytical form, which does make that KS test statistic of ESBIII is free from the computational error occurred by the special function that is incomplete gamma function. The second derivative test is not examined for the parameters of ESBIII distribution, because the analytical form of PDF is not easy to get the Hessian matrix and its eigenvalues to check that the eigenvalues are negative for the parameters c > 0 and k > 0. However, there is a good way to overcome this problem, because ESBIII has an explicit analytical form for CDF, in other words, it is free from a special function such as incomplete gamma function. Thus, this explicit analytical form will help us to control the efficient fitting performance of the ESBIII via KS test statistic.
Real Data Application
In this section, two real data sets will be used to illustrate the modeling capability and robustness property of the proposed distribution.
The bimodal distributions having the CDF are considered. Some of them are the ε-skew exponential distribution, its bimodal version with different height (BEGG(α, β, δ 0 , δ 1 , η, ε, µ, σ) ) considered by [30, 21] , respectively. The special case of the ε-skew exponential power distribution is the ε-skew Laplace distributions (ESL). The detailed discussion about the special cases of BEGG distribution can be found in [21] . The generalized t distribution in the sense of ε−skew form considered by [15] (ESGT (p, q, ε, µ, σ) ), the α-skew Laplace distribution (ASL(α, µ, σ) ) considered by [54] and the exponentiated sinh cauchy distribution (ESC(λ, β, µ, σ)) considered by [20] are used to model the data set.
Example 1: [13, 14] modelled the univariate cases of the data sets in cDNA microarray. They proposed parametric models. These models are used to fit the data sets. This data sets were also considered by [5, 49] for modelling data sets in the univariate case. In this study, we consider to model the cDNA microarray datasets. In these data sets, AT-matrix: 1375 genes × 118 drugs which are available at the web site http://discover.nci.nih.gov/ nature2000/data/selected_data/at_matrix.txt are considered to test the performance of ESBIII.
In these data sets, the column one of gene-drug correlation data, which is named as "sid 487493, erythrocyte band 7 integral membrane protein [5,3: aa045112]", will be modelled by means of ESBIII distribution. The candidates of ε-skew distribution family (ESEP) were proposed by [30] and [48] . The scale mixture form of ESEP was considered by [15] , which can be considered as a ε-skew generalized t distribution. In this framework, we want to make a comparison among the distributions used in this work. Example 2: Martin Marietta data set is very popular in the literature. In this work, we will focus on fitting the explanatory variable in the regression model. This variable is defined to be the excess rate of the Martin Marietta company. Tables 2 and 3 show that ESBIII distribution fits better than the ε-skew candidate ones, such as ESL, ESGT, BEGG, ASL and ESC distributions. It is considered that the parameters c and k produce more flexibility when compared with ESL, ESGT, BEGG, ASL and ESC especially. The parameters c and k of ESBIII produce the flexible behaviour for the peakedness and tail thickness both together. In addition to this property, the interspace between peakedness and tail of ESBIII can also be flexible, because we have two shape parameters c and Tables 2 and 3 show the estimated values of parameters in the used models, P (KS) that is the probability value (p-value) of KS statistic and Akaike information criterion (AIC) values. It is known that the more p-value of KS statistic is highest, the more modelling capacity is best. When the parametric models are ordered according to the modelling capacity from highest to lowest one, ESBIII, ASL, ESC, BEGG, ESL and ESGT distributions are given in order for microarray data. ESBIII distribution has the high p-value of KS test. Why it can model the data very efficiently is that the function can capture the frequency as a flexible way. It can be considered that the parameters c and k keep their property that is shapeness.
When the parametric models are ordered according to the modelling capacity from highest to lowest one, ESBIII, ASL, ESGT, ESC, ESL and BEGG distributions are given in order for Martin Marietta data. Since ESBIII is in the class of the heavy-tailed distributions, it can model the data in tail. The bimodality property of ESBIII distribution plays an important role in fitting the data set as well. Same interpretation on modelling capacity can not be said for the other distributions. As it is seen, the bimodality and heavy-tailedness are advantage for fitting.
[46] and [15] prefer to use the fixed values of parameters p and q as a tuning constant in robustness, because the ML estimators of the parameters are not robust owing to fact that the IF of them is unbounded. For our case, since the score function for the parameter c is infinite, IF of ML estimators of parameters will be unbounded. We prefer to estimate it, because it is clearly seen that the p-value of KS statistic shows the competence of our flexible distribution. Using both the robustness of ML estimators for the parameters of distribution and the goodness of fit test representing the modelling capacity of proposed distribution together is suggested. For our real data examples, examining whether or not the p-value of KS statistic is high or the value of AIC is small will be a good indicator to approve the modelling capacity of proposed distribution. Since the goodness of fit tests (KS and AIC) gives the satisfied results, the parameter c was also estimated. In fact, IF of ML estimators for the parameters µ, σ, c, k and ε is unbounded, however there is another point it should be taken in account, which is that the modelling capacity of the proposed model is very high when the p-values of KS statistic are considered. If the parameter c was considered to be fix, the estimated value for it would be wonderful choice, because ESBIII has a high p-value of KS statistic, which means that the high KS value or small AIC value show the best fitting performance on data set. The robustness property of ESBIII also supports the performance of ESBIII.
Conclusions
In this paper, an extension to real axis for the Burr III distribution has been proposed. The main goal at supplying the new distribution is that Burr III distribution has heavy tailed property. An extension to real axis already preserves the heavy tailed (robustness) property of this distribution. A skewness parameter was also added to the extended Burr III. The skewness parameter 18Mehmet Niyazi Ç ankaya and Abdullah Yalçınkaya andÖmer Altındaǧ and Olcay Arslan provides another flexibility when the positive side and negative side of real axis have different frequency. In this context, ESBIII distribution is one in the class of the heavy-tailed candidates and has a skewness parameter as well.
The parameters c and k in Burr III distribution are the shape parameters, which gives the flexibility on function. It is readily seen that some values of them produce unimodal, bimodal, leptokurtic and platikurtic distributions. The skewness and the kurtosis values of ESBIII distribution for the different values of parameters also approve the competency on flexibility of the proposed distribution. As a result, the ESBIII copes with skewness, heavy-tailedness, bimodality by means of just only three parameters.
The some properties of ESBIII were introduced; such as the Rényi entropy and the rth moment of X and the characteristic function were calculated. The ML estimators of the parameters in ESBIII have been obtained. The local robustness property of ML estimators for the parameters in ESBIII was examined and also ESBIII was examined to see the heavy-tailedness property. Since we have the ML estimators for the parameters in ESBIII, the real data examples can be applied to see the performance of the distribution. For this purpose, two real data examples were given. It was observed that the p-values of KS statistic for ESBIII were very high for the considered data sets. We can assert that having shape parameters c and k which can work both together to construct the peakedness and the tail behaviour of the distribution produces a flexible distribution. The skewness parameter ε helps to model the uneqaul frequency in positive and negative part of real axis. In other words, adding the skewness parameter ε helps to generate a model which can capture the skewness in data. For another study, one can make a comparison between the flexibility performance of Azzalini type skewness of the extended Burr III distribution and ε skew version proposed in this study. In ongoing paper, Shannon, Tsallis, Rényi and hybrid entropies of distributions [44, 22] will be used as a tool to test how much the degree of heavy-tailedness can be produced by some distributions. Fitted Densities
