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本研究では、コンピュータが目的となるプログラムを自動生成する手法の効率化を扱う。その際、
ニューラルネットワークの局所解への収束を抑える、カオスニューロンを応用してプログラムを作
成する手法を提案する。カオスニューロンは軌道が不安定性を持つことから、局所解から脱するこ
とが可能となる。また、提案手法では従来手法のようにプログラムを表現する多数の個体を用いる
のではなく、1 個体のみでプログラムを表現し、作成の効率化を図る。そして、提案手法を用いた
シミュレーション結果から提案手法と従来手法の結果を比較し、その有効性を検討する。 
	 
In this paper, we consider the efficiency of an automatic programming. For such problem, we propose a 
method by applying chaos neuron. Chaos neuron has an orbital instability, and it is used for suppressing 
the convergence to a local minimum of the neural network. Moreover, we express the program by only 
one individual instead of using a large number of individuals that is required in the preceding papers. 
Through the simulation results, we compare the performance between the proposed method and the 
previous work. Then we consider effectiveness of the method. 
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1. Introduction 
To construct an objective computer program 
automatically, many methods have been 
proposed. Genetic programming, grammatical 
evolution, genetic network programming and 
graph structured program evolution (GRAPE)(1) 
are known as the method for automatic 
programming. In these methods, GRAPE can 
represent computer programs with high 
flexibility. Therefore, in this paper we focus on 
GRAPE and propose a method that improves 
the efficiency. 
In general, GRAPE requires a large number 
of individuals that express the computer 
program. Hence, to get the target program 
effectively, the diversity of the individual is 
required. In the previous paper(2), we proposed 
a new method to create a desired program by 
maintaining high diversity of individuals. 
To obtain the intended program more 
effectively, we propose a method which utilizes 
chaos neuron(3) that has a characteristic of an 
orbital instability. In this method, there is an 
advantage that we can find an objective 
program by using only one individual without 
using a lot of individuals as the previous 
methods(1)(2). 
 
2. Graph structured program 
evolution 
Automatic programming method which we 
focus in this paper is called “GRAPE” (graph 
structured program evolution)(1). This method 
contains a plural number of “node” that 
represent one instruction (see Figure 1) and 
“data set” as a variable. Each node contains 
several elements that describe the number of 
the instruction, the number of the next node 
which will be transferred in the next, and the 
number of the data sets to be used. Instruction 
sets contain some operations and some 
branches. The elements which will be used 
depends on the kind of the instruction. 
 
Figure 1  Example of a node 
 
  A computer program is constructed by 
connecting the nodes each other. Applying 
evolutional methods to each node that can be 
seen in genetic algorithm (GA) such as 
“selection”, “crossover” and “mutation” 
repetitively, we can obtain the intended 
program automatically. Then, we obtain a 
graph structured program containing the loop. 
Example of the program structure is shown in 
Figure 2. 
 
Figure 2  Example of the program structure of 
GRAPE 
 
3. Applying chaos neuron to GRAPE 
3.1 Previous work 
  To create a desired program efficiently by 
GRAPE, it is known that the diversity of 
individuals is required. Usually, minimal gap 
generation (MGG)(4), which is called “generation 
alternation model”, is applied for the purpose 
of realizing the diversity. MGG uses two 
selection methods known as “elite selection” 
and “roulette selection” which are used 
generally in GA. However, it is clarified that the 
roulette selection delays convergence to the 
optimal solution and the elite selection tend to 
make its solution into local. In the previous 
report(2), we mentioned that MGG has an 
importance in increasing the fitness value 
instead of maintaining the diversity of 
individuals. 
  To improve the performance of GRAPE, we 
proposed a new generation alternation model 
in the previous work(2). The method does not 
contain the crossover, so child individuals are 
created only by the mutation. The parent 
individuals are replaced only with children of 
direct line. Summary of the method is 
illustrated in Figure 2. In the figure, 𝑃!     (𝑖 =1,⋯ , 𝑛𝑝)  is the parent individual, 𝐶!,!     (𝑖 =1,⋯ , 𝑛𝑝, 𝑗 = 1,⋯ , 𝑛𝑐) is the child individuals 
which are created from the ith parent, and 𝐶!,∗    (𝑖 = 1,⋯ , 𝑛𝑝) is the next child which has a 
best evaluation value in each 𝐶!,!     (  𝑗 =1,⋯ , 𝑛𝑐). After obtaining 𝐶!,∗, it is substituted 
for 𝑃!. 
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Figure 3  Generation alternation model in the 
previous work 
 
3.2 Chaos neuron and its application 
to GRAPE 
Neural network is known as a method to 
approximate input/output pairs by the 
nonlinear function, which is constructed by 
connecting a numerous number of neurons. 
However, as a result of learning, sometimes 
the correct function cannot be obtained so that 
the network becomes local solution. On the 
contrary, the output of chaos neuron has an 
orbital instability and it is possible to escape 
from the local solution. By constructing chaos 
neural network(4) with chaos neurons instead of 
the conventional neurons, if the solution 
becomes local, the solution escapes from the 
local point and we can obtain the accurate 
function. 
In this paper, we propose a new evolutionary 
approach by applying chaos neuron. In the 
previous methods(1)(2), as well as genetic 
algorithm, a large number of individuals are 
prepared to create the program. However, in 
this work we use only one individual, and 
apply chaos neuron to find the exact program 
effectively by evolving the individual. 
The dynamics of chaos neuron which we 
used is described in the following equations. 
These equations are utilized to solve traveling 
salesman problem by using chaos neuron(4). 
Each element in all nodes has the chaos 
neuron.  
 
 𝜉!,!(𝑡 + 1) = 𝛽 𝑓𝑖𝑡!"# !,!(!) − 𝑓𝑖𝑡!(𝑡)      (1)  
 𝜁!,!(𝑡 + 1) = 𝑘!𝜁!,!(𝑡) − 𝛼𝑥!,!(𝑡)+ 1 − 𝑘! 𝜃 (2)  
 𝑥!,!(𝑡 + 1) = 𝑠(𝜉!,!(𝑡) + 𝜁!,!(𝑡)) (3)  
In Eqs. (1)-(3), 𝑖  (𝑖 =   1,⋯ ,𝑁!  )  and 𝑗  (𝑗 =1,⋯ ,𝑁!)  represents the number of nodes and 
the number of elements, respectively. The 
variable 𝜉!,!  reveals the exhaustion of chaos 
neuron according to the improvement of the 
value of fitness function. 𝑓𝑖𝑡! is the value of 
the fitness function for the ith node. The 
numbers of the jth node which we can use is 
defined according to the contents of the 
element such as “instruction”, “next node” and 
“data set” described in Figure 1. 𝑓𝑖𝑡!"# !,!is the 
maximum value of the fitness function which is 
obtained by changing the jth node to other 
numbers. Acquired number in this step 
becomes the candidate of the new value for the 
element. 𝜁!,!  is called refractoriness, and it 
restrain the exhaustion if the neuron had 
exhausted in the past time. The output of the 
chaos neuron is calculated by Eq.(3). In Eq.(3), 𝑠(𝑥)  denotes the sigmoid function which is 
described in the following equation: 
 
 𝑠 𝑥 = 11 + exp   − 𝑥𝜖  (4)  
 
where 𝜖  determines the gradient around 𝑥 = 0 . Figure 4 shows the sigmoid function 
obtained by changing 𝜖. 
  In the following simulations, we set 𝛽 = 1.0, 𝑘! = 0.7,𝛼 = 1.0  and   𝜃 = 1.0  for 
Eqs.(1)-(3). 
 
Figure 4  Sigmoid function for various 𝜖 
 
In spite of using the chaos neuron, 
sometimes the constructed program becomes 
into the local solution. Once the local solution 
is obtained, the program is hardly to evolve. 
Therefore, if the node is not updated 
continuously 150,000 steps1, we consider that 
the individual became local solution and reset 
the program. This situation is thought to be 
avoided if two or more elements are updated 
simultaneously, we will propose this method in 
                                                
1 This value is selected through the preliminary 
experiment. However, we have not examined whether it 
produces the best performance. 
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future work. 
Similar to chaos neural network, it is 
assumed that we can acquire the objective 
program effectively by applying chaos neuron 
to GRAPE. Process of the proposed method is 
summarized as follows. 
 
1. Prepare chaos neurons for all elements of 
the nodes. Prepare a variable which counts 
the times of inactivation. 
2. Select one node, and then select one 
element in the node. 
3. For the selected element, calculate Eq.(1) 
by changing the value of the element2 and 
find the new element that maximizes 𝜉!. 
4. Calculate Eq.(2) and Eq.(3). If the variable 𝑥 in Eq.(3) becomes larger than 0.5, we 
consider that this node is excited, and 
change the selected element to a new value 
obtained in step 3. 
5. If the new value is same as the old value, 
we increase the variable which counts the 
times of inactivation. If this variable 
exceeds 150,000, discard the obtained 
program and return to step 1. 
 
4. Computer simulations and 
results 
We show some results which are obtained 
through the computer simulations by using the 
proposed method. To compare the 
performance with the previous research, we 
used same problems to the proposed method. 
Problems which we constructed automatically 
are factorial, exponentiation, fibonacchi 
sequence, and greatest common divisor (GCD). 
In order to create the program of factorial, 
exponentiation and fibonacchi sequence 
automatically, same input/output pairs are 
used as previous works(1)(2). To create the 
program of GCD that was not executed in the 
preceding paper(1), we prepared the 
input/output pairs (𝑎, 𝑏)  as 𝑎 = 1,⋯ , 60, 𝑏 =60(2). When creating GCD, the initial values of 
the data sets are input value 𝑎 for data[0] to 
data[4], value 𝑏  for data[5] to data[9], and 
constant 1.0 for data[10] to data[14]. We used 
floating point data type for GRAPE in all 
problems. 
The fitness function used in the simulations is 
as follows. 
 
                                                
2 If the value of the element changes, the value of the 
fitness function which contains its element will also change. 
 1.0 − |𝑐! − 𝑒!|𝑐! + |𝑐! − 𝑒!|!!!! 𝑛  (5)  
 
In eq.(5), 𝑛 is the number of input/output pairs, 𝑐! , 𝑒! are the correct answer of the problem and 
the output of the created program for the ith 
input, respectively. If c! − 𝑒! becomes 0 for all 𝑖 = 1,⋯ , 𝑛, the value of the function becomes 1, 
which is the maximum.  
  Table 1 is the node instructions which we 
used in the following simulations. In Table 1, 
“Idx” is the number of the instructions, 
“Transition” is the number of the nodes with 
which each node can branch after executing 
the instruction, “Parameters” is the data sets 
used in each instruction, and “Function” is the 
action which is executed in the instruction.  
  The size of the nodes is set as 500 for both 
the previous method and the proposed method. 
For each problem, simulations were continued 
until the correct program is obtained for 10 
times. In the previous method, if the objective 
program cannot be obtained until 50,000 steps, 
we restarted the simulation by initializing all 
nodes.  
 
Table 1  Node operations 
Idx Transitio
n 
Parameters Function 
1 1 𝑥, 𝑦, 𝑧 𝑧 ≔ 𝑥 + 𝑦 
2 1 𝑥, 𝑦, 𝑧 𝑧 ≔ 𝑥 − 𝑦 
3 1 𝑥, 𝑦, 𝑧 𝑧 ≔ 𝑥 ∗ 𝑦 
4 1 𝑥, 𝑦, 𝑧 𝑧 ≔ 𝑥/𝑦 
5 1 𝑥, 𝑦, 𝑧 𝑧 ≔ 𝑥  mod  𝑦 
6 1 𝑥, 𝑦 swap  𝑥  and  𝑦 
7 2 𝑥, 𝑦 if  𝑥 > 𝑦  goto node  1, else  goto node  2 
8 2 𝑥, 𝑦 if  𝑥 < 𝑦  goto node  1, else  goto node  2 
9 2 𝑥, 𝑦 if  𝑥 = 𝑦  goto node  1, else  goto node  2 
10 2 𝑥, 𝑦, 𝑧 if  𝑥 ≤ 𝑦  goto node  1, else  goto node  2  & 𝑥 ≔ 𝑥 − 𝑧 
11 2 𝑥, 𝑦, 𝑧 if  𝑥 ≥ 𝑦  goto node  1, else  goto node  2  & 𝑥 ≔ 𝑥 + 𝑧 
12 0 𝑥 output  𝑥 
 
4.1 Simulation results 
	 Table 2 shows the alternation times which 
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we obtained in the simulation results. On 
exponentiation and factorial, the average value 
by the previous method is superior to the 
proposed method. However, in all the results, 
the proposed method has a smaller minimum 
value than the previous method. Especially in 
the result of fibonacchi sequence and GCD, 
minimum value and maximum value becomes 
small sharply in the proposed method. From 
the results, we expect that the proposed 
method can create the desired program by the 
smaller repetition times. This is an advantage 
of the method, and we insist that the proposed 
method can create the intended program 
effectively. 
 
Table 2  Repetition times required to obtain 
the correct program 
 
Problem Proposed method 
Previous 
method 
Factorial 
Ave. 1553.3 
Min. 109 
Max. 4111 
Ave. 1413.3 
Min. 127 
Max. 3575 
Exponentiation 
Ave. 4523.7 
Min. 92 
Max.8975 
Ave. 3545.3 
Min. 416 
Max. 17237 
Fibonacchi sequence 
Ave. 4454.4 
Min. 704 
Max. 9316 
Ave. 24463.8 
Min. 5707 
Max. 46094 
GCD 
Ave. 2231.3 
Min. 139 
Max 8182 
Ave. 8918.0 
Min. 568 
Max. 14792 
 
5. Conclusion 
To create the objective computer program 
efficiently by using the automatic programming, 
we proposed a method that uses the chaos 
neuron. Chaos neuron has an orbital instability, 
so that it brings the efficiency for the 
construction of the program. To consider the 
efficiency of the proposed method, we 
compared the result of some simulations with 
the previous method. Then we clarified that the 
proposed method can obtain the desired 
program effectively. 
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