

























si ottiene il valore di Γ(1/2). Infatti se x = z, e y = 1− z, con 0 < z < 1, si ha:
Γ(z) Γ(1− z) = B(z, 1− z) =
∫ 1
0
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Usando il cambio di variabile y = t (1− t)−1, troviamo:



































































L’integrale generalizzato a secondo membro in (3) evidentemente converge, per calcolarlo











dx = 2 lim
b→∞
[arctan b] = pi.
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Show, using Gamma and Beta functions, that the Lebesgue measure
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u1/2(1− u)3/2du= 6B(5/2, 3/2)
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(Smart) Change of variable
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Per sua stessa costruzione Γ(x) e` una funzione strettamente positiva e stret-
tamente convessa. Dunque esistono
`0 := lim
x→0+





Per sua stessa costruzione Γ(x) e` una funzione strettamente positiva e stret-
tamente convessa. Dunque esistono
`0 := lim
x→0+
Γ(x), `∞ = lim
x→∞Γ(x)













per concludere che `0 = +∞.
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Per quanto attiene a `∞, per il fatto che sappiamo a priori che tale limite
esiste, esso puo` essere calcolato limitandosi a considerare valori interi della
variabile, dunque:
`∞ = lim
n→∞Γ(n) = limn→∞(n− 1)! = +∞
11/18 Pi?
22333ML232
Per quanto attiene a `∞, per il fatto che sappiamo a priori che tale limite
esiste, esso puo` essere calcolato limitandosi a considerare valori interi della
variabile, dunque:
`∞ = lim
n→∞Γ(n) = limn→∞(n− 1)! = +∞
Il fatto che Γ(2) = Γ(1) comporta, per il teorema di Rolle, l’esistenza di un
punto ξ ∈]1, 2[ per cui Γ′(ξ) = 0. D’altra parte per il fatto che Γ(2)(x) > 0 la
derivata Γ′(x) e` una funzione strettamente crescente per cui esiste un solo
valore di ξ per cui Γ(ξ) = 0 e per di piu` si ha che 0 < x < ξ =⇒ Γ′(x) < 0 e




Per quanto attiene a `∞, per il fatto che sappiamo a priori che tale limite
esiste, esso puo` essere calcolato limitandosi a considerare valori interi della
variabile, dunque:
`∞ = lim
n→∞Γ(n) = limn→∞(n− 1)! = +∞
Il fatto che Γ(2) = Γ(1) comporta, per il teorema di Rolle, l’esistenza di un
punto ξ ∈]1, 2[ per cui Γ′(ξ) = 0. D’altra parte per il fatto che Γ(2)(x) > 0 la
derivata Γ′(x) e` una funzione strettamente crescente per cui esiste un solo
valore di ξ per cui Γ(ξ) = 0 e per di piu` si ha che 0 < x < ξ =⇒ Γ′(x) < 0 e
x > ξ =⇒ Γ′(x) > 0. Il punto ξ e` dunque punto di minimo assoluto per Γ(x)
per x ∈]0,∞[. I valori numerici di ξ e di Γ(ξ) sono stati calcolati da Legendre
e Carl Friedrich Gauss (1777-1855):
ξ = 1, 4616321449683622 Γ(ξ) = 0, 8856031944108886
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La proprieta` funzionale puo` essere iterata, se n ∈ N e x > 0
Γ(x+ n) = (x+ n− 1)(x+ n− 2) · · · (x+ 1)xΓ(x) (6)
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= (x+ n− 1)(x+ n− 2) · · · (x+ 1)x (7)
viene detto simbolo di Pochhammer (fattoriale crescente)
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La proprieta` funzionale puo` essere iterata, se n ∈ N e x > 0




= (x+ n− 1)(x+ n− 2) · · · (x+ 1)x (7)
viene detto simbolo di Pochhammer (fattoriale crescente)
Se scriviamo (6) come
Γ(x) =
Γ(x+ n)
(x+ n− 1)(x+ n− 2) · · · (x+ 1)x (6b)
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Se n ∈ N si ha
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D’altra parte e` anche, direttamente dalla definizione:
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2x2 − 2x+ 1dx
16/18 Pi?
22333ML232















2x2 − 2x+ 1dx
La sommazione della serie e` quindi demandata al calcolo di un integrale ele-























































= · · ·
Furthermore changing variable 2t = u show that I = J but J can also be evaluated













= · · ·
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Tonelli’s Theorem Let A ⊂ Rm measurable and f : A→ R measur-
able. Define S as the Rp subset where q-sections of A have positive
measure i.e.:
S = {x ∈ Rp | `q(Ax) > 0}
Then the equality holds∫
A
|f(x, y)| dxdy =
∫
S
(∫
Ax
|f(x, y)| dy
)
dx
