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We study magnetic excitations in a bilayer of an antiferromagnetic (AF) insulator and a correlated metal, in
which double occupancy is forbidden. The effective action of the AF spin wave in the AF insulator is derived
by using the path integral formula within the second order of interplane coupling. The electron correlation in
the correlated metal is treated by the Gutzwiller approximation, which renormalizes the hopping integrals by gt
as proportional to the hole density. The linewidth of the AF spin wave excitations originates from particle-hole
excitations in the correlated metal. By increasing the correlation effect, i.e., by decreasing gt, it is found that
the linewidth at low energies increases inversely proportional to gt. The present results will also be useful for
bilayers of a metal and ferrimagnet.
I. INTRODUCTION
A high-Tc cuprate shows superconductivity by doping car-
riers in a Mott insulator, which is an antiferromagnetic (AF)
insulator1–3. Its magnetic excitation has been observed by
inelastic neutron scattering (INS) measurement and is well
described by AF spin waves4–9. Since a cuprate is magneti-
cally almost isotropic, the AF spin wave is approximately gap-
less, appearing at the commensurate wavenumber. By dop-
ing holes, on the other hand, low-energy magnetic excitations
appear at incommensurate wavenumbers10–12, and the over-
all feature of magnetic excitations changes from the usual AF
spin wave to an hourglass-like spectrum13–19. This variation
of magnetic excitations is apparently caused by doped holes.
However, some experimental studies using resonant inelastic
X-ray scattering20 and INS21,22 report that a high-energy part
of magnetic excitation is not affected by doped holes. Naively
thinking, both low- and high-energy parts could be changed
by doping, while the situation is rather close to the low-energy
part coming from a Fermi surface, i.e., metallic nature, and the
high-energy part having a localized nature. Furthermore, it is
also claimed that two components, i.e., commensurate and in-
commensurate, comprise the magnetic excitations at low en-
ergies22.
The recent development of neutron facilities enables us to
observe magnetic excitations more accurately in wider regions
of energy and momentum. In addition to the position and in-
tensity of magnetic excitations, the width of peaks is also an
important tool to extract relevant interactions of magnons and
to elucidate the criticality of magnetism23–25. In three dimen-
sions, the linewidth of AF spin waves is proportional to k2
with wavenumber k26, which coincides with a prediction by
hydrodynamics27, while it becomes proportional to k in two
dimensions28. The former case of proportionality with k2 orig-
inates from short-wavelength magnon interactions, whereas
long-wavelength magnon interactions are relevant to the latter
one28. For reference, we also consider a ferromagnet. Above
the Curie temperature, the linewidth of paramagnons is pro-
portional to k. However, near the critical temperature in some
materials, e.g., UGe2 and UCoGe, their linewidth is indepen-
dent of k29. The constant linewidth in a ferromagnet cannot be
satisfied by one type of excitation. Thus, these systems require
the presence of both itinerant and localized components29. Al-
though this situation is different from that of cuprates, it im-
plies that the essential nature of magnetic excitations can be
clarified by the linewidth of magnetic excitations.
In this paper, we study a bilayer system of an AF insula-
tor and a correlated metal (CM), in which double occupancy
is forbidden. The AF spin wave in the AF insulator is calcu-
lated and its linewidth is estimated by second-order perturba-
tion theory with respect to an interplane magnetic exchange
interaction. The correlation effect is treated by the Gutzwiller
approximation. Such a bilayer system is realized in multilay-
ered cuprates having several CuO2 planes in a unit cell. Due
to the different chemical environment between the outer and
inner planes, the carrier concentration in the outer plane is
different from that in the inner one30,31. In some cases, an al-
ternating stack of superconducting and AF planes is realized,
as observed by nuclear magnetic resonance32,33, and has been
studied theoretically34–36. Furthermore, a bilayer of a magnet
and metal is one of the basic device structures in spintronics.
For example, the spin Seebeck effect produces electricity by
applying a temperature gradient to a bilayer of a ferromagnet
and metal37,38. In such a study, a ferrimagnet is often used as
a ferromagnet. However, a ferrimagnet has several particular
aspects different from a ferromagnet, e.g., acoustic and opti-
cal spin wave excitations, compensation temperature, and so
on39–41. The linewidth of a spin wave in a ferrimagnet is cru-
cial to improve the efficiency of the spin Seebeck effect. Our
results are applicable to ferrimagnetic spin waves.
The rest of the paper is organized as follows. In Sect. II,
the Hamiltonian of the bilayer will be given and the effective
action of Holstein–Primakoff bosons will be derived by using
the path integral formula and the Gutzwiller approximation.
In Sect. III, the AF spin wave with the linewidth originating
from the CM will be shown numerically. Finally, a summary
and discussion will be given in Sect. IV. The appendix on
ferrimagnets will be useful from the viewpoint of spintronics.
II. MODEL AND METHOD
We consider the bilayer model of the AF insulator and the
CM shown in Fig. 1. The Hamiltonian of the bilayer HBL,
Eq. (1), is composed of three parts: HAF for the AF insulator,
HCM for the CM, and HI for the interplane coupling. The mag-
netic exchange interaction J in Eq. (2) is imposed on nearest-
neighbor spins ~S i and ~S j on sites i and j in the AF plane, re-
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2FIG. 1: (Color online) Bilayer model of the AF insulator and the CM.
The upper plane is the AF insulator and the lower one is the CM, in
which double occupancy is forbidden. The arrows indicate localized
spins and the white circles indicate doped holes. The magnitudes of
in-plane and interplane magnetic exchange interactions are denoted
by J and J⊥, respectively. In this paper, J in the CM is not consid-
ered. The hopping integral of electrons in the CM plane is denoted
by t (t′ and t′′ are not shown in this figure). Note that one-particle
hopping is not allowed between planes due to the constraint of no
double occupancy36.
spectively. Below, the lattice is divided into sublattices A and
B, and indices i and j are associated with sublattices A and B,
respectively, i.e., i ∈ A and j ∈ B. In Eq. (3), electron creation
(annihilation) operators with spin σ on sites i ∈ A and j ∈ B
are denoted by c†i,σ (ci,σ) and d
†
j,σ (d j,σ), respectively. Each
operator has a constraint of no double occupancy on each site.
The hopping integrals between first (t), second (t′), and third
(t′′) neighboring sites are included, and i′ ( j′) and i′′ ( j′′) de-
note first- and second-neighbor sites belonging to the same
A (B) sublattice, respectively. The interplane coupling J⊥ in
Eq. (4) is a magnetic exchange interaction between the AF
and CM planes. Electron hopping is forbidden between these
planes since the AF plane does not have holes, and double oc-
cupancy is also forbidden36. The spin operator on site i in the
CM plane is denoted by ~σi.
HBL = HAF + HCM + HI (1)
HAF = J
∑
〈i, j〉
~S i · ~S j (2)
HCM = −t
∑
〈i, j〉,σ
(
c†iσd jσ + h.c.
)
+ t′
∑
〈i,i′〉,σ
(
c†iσci′σ + h.c.
)
− t′′
∑
〈i,i′′〉,σ
(
c†iσci′′σ + h.c.
)
+ t′
∑
〈 j, j′〉,σ
(
d†jσd j′σ + h.c.
)
− t′′
∑
〈 j, j′′〉,σ
(
d†jσd j′′σ + h.c.
)
+ J⊥S
∑
i
σzi −
∑
j
σzj
 , (3)
HI = J⊥
∑
i
~S i · ~σi. (4)
Here, t=2.5, t′=0.85, t′′=0.58, J=1, and J⊥=0.1.
The Holstein–Primakoff bosons a†i , ai on sublattice A
and b†j , b j on sublattice B are defined by S
−
i =√
2S a†i
(
1 − a†i ai/(2S )
)1/2
, S +i =
√
2S
(
1 − a†i ai/(2S )
)1/2
ai,
S zi = S − a†i ai, S +j =
√
2S b†j
(
1 − b†jb j/(2S )
)1/2
, S −j =√
2S
(
1 − b†jb j/(2S )
)1/2
b j, S zj = b
†
jb j − S , and S=1/2. Up
to the first order of the Holstein–Primakoff bosons around the
Ne´el order, the Hamiltonian in Eq. (1) is transformed as
HHP = Hsw + He + H⊥, (5)
Hsw = JS
∑
i,η
(
aib j + a
†
i b
†
j + a
†
i ai + b
†
jb j
)
, (6)
He = HCM + J⊥S
∑
i
σzi −
∑
j
σzj
 , (7)
H⊥ = J⊥
√
S
2
∑
i
(
aiσ−i + a
†
i σ
+
i
)
+
∑
j
(
b†jσ
−
j + b jσ
+
j
) .(8)
To calculate the spin wave excitation in the AF plane and
the width of the spectrum, the path integral formula is use-
ful since the magnon operators can be treated as c-numbers42.
The action S is given by
S = S 0 + S 1, (9)
S 0 =
∑
q,iνn
Φ†
[( −iνn 0
0 iνn
)
+ z1S J
(
1 γ∗q
γq 1
)]
Φ, (10)
S 1 = −12
∑
k,q,m,n
Ψ†
[(
iωm 0
0 iωm + iνn
)
−
(
H(k, iωm) λM(q, iνn)
λM†(q, iνn) H(k + q, iωm + iνn)
)]
Ψ, (11)
γq ≡ 1z1
∑
ei
eiqei , (12)
where k and q are the momentum of electrons and magnons, respectively. The Matsubara frequencies of fermions and
3bosons are denoted by ωn and νn, respectively. In Eq. (12),
ei runs over the nearest-neighbor sites, and hence z1=4 since
the magnetic exchange interaction J is supposed only on the
neighboring bonds. The field operators of electrons Ψ and
magnons Φ are defined as
Φ† ≡
(
a†q(iνn), b−q(−iνn)
)
, (13)
Ψ† ≡
(
ψ†k(iωm), ψ
†
k+q(iωm + iνn)
)
, (14)
ψ†k(iωm) ≡
(
c†k↑(iωm), c
†
k↓(iωm), d
†
k↑(iωm), d
†
k↓(iωm)
)
. (15)
In Eq. (11), each matrix element is given by
H(k, iωn) ≡

ηk + h 0 εk 0
0 ηk − h 0 εk
εk 0 ηk − h 0
0 εk 0 ηk + h
 , (16)
M(q, iνn) ≡

0 a†q(iνn) 0 0
a−q(−iνn) 0 0 0
0 0 0 b−q(−iνn)
0 0 b†q(iνn) 0
 ,(17)
εk ≡ −2tgt
[
cos(kx) + cos(ky)
]
, (18)
ηk ≡ +4t′gt cos(kx) cos(ky)
−2t′′gt
[
cos(2kx) + cos(2ky)
]
− µ, (19)
with k′ − k = q, λ ≡ J⊥
√
S/2β, h ≡ J⊥S/2, and β is the
inverse of the temperature T . Below, β=10 is adopted. In
the coupling between electrons and magnons, β remains due
to the definition of the Fourier transformation of field opera-
tors, i.e., c(τ) ≡ √1/β∑m exp(−iωmτ)cm with imaginary time
τ. The Gutzwiller approximation is adopted in the kinetic
terms as gt=2p/(1 + p), where p is the hole concentration.
Integrating out the electron degree of freedom within the sec-
ond order of J⊥ leads to the self-energy of the spin wave as
Σ = −(1/2)Tr
[
gˆ(k)M(q, iνn)gˆ(k + q)M†(q, νn)
]
with the elec-
tron Green function gˆ(k) ≡ [iωm−H(k, iωm)]−1. After integra-
tion with respect to the Matsubara frequency of electrons iωm,
we can obtain the effective action of magnons S eff as
S eff = S 0 + Σ, (20)
Σ = J2⊥S
∑
q,iνn
Φ†
(
A+ B
B A−
)
Φ, (21)
A± =
1
β
∑
iωm,k
(iωm + iνn − ηk+q ∓ h) (iωm − ηk ± h)[
(iωm + iνn − ηk+q)2 − E2k+q
] [
(iωm − ηk)2 − E2k
] , (22)
B =
1
β
∑
iωm,k
εk+qεk[
(iωm + iνn − ηk+q)2 − E2k+q
] [
(iωm − ηk)2 − E2k
] , (23)
with Ek =
√
ε2k + h
2. Hence, the Green functions of magnons
Gˆ(q, iν) are given by
Gˆ(q, iνn) ≡
〈(
aq(iνn)a
†
q(iνn) aq(iνn)b−q(−iνn)
b†−q(−iνn)a†q(iνn) b†−q(−iνn)b−q(−iνn)
)〉
,
=
(( −iνn 0
0 iνn
)
+ z1JS
(
1 + αA+ γq + αB
γq + αB 1 + αA−
))−1
(24)
with α ≡ J2⊥/(Jz1). The dispersion relation of the spin wave is
obtained as
E±(ν) = z1S J
±α2 (A+ − A−) +
√(
1 − γ2q
)
+ 2α
(A+ + A−
2
− Bγq
)
+ α2
[(A+ + A−
2
)2
− B2
] . (25)
Below, ν is interpreted as ν+ iδ with constant δ=0.1 and ν >0.
Note that the ferrimagnetic case is given in the Appendix. In
the first term of Eq. (25), the negative sign is chosen to satisfy
causality and to obtain the well-defined spectrum.
III. RESULTS
To see the dispersion relation of the AF spin wave, we plot
the spectral function defined by
Z(q, ν) ≡ −1
pi
Im
[
1
ν − E−(ν)
]−1
, (26)
4for (i) the non-correlated case, gt = 1, and (ii) the correlated
case, gt=2p/(1 + p) with p=0.01, in Figs. 2(a) and 2(b), re-
spectively. In Fig. 2(a), one can see the usual dispersion rela-
tion of the AF spin wave on the square lattice. The linewidth
almost does not changes. In the correlated case, on the other
FIG. 2: (Color online) Spin wave excitation in the AF plane for (a)
non-correlated case, gt = 1, and (b) correlated case, gt=2p/(1 + p)
with p=0.01. (c) ν-cuts of Z(q, ν) around (pi,pi) plotted for ν=0.5 (blue
solid line) and 1.0 (red solid line).
hand, it is clear that the low-energy region of the spectrum
is broad as shown in Fig. 2(b). To see the broadening of the
spectrum, their intensities are plotted in Fig. 2(c) for ν=0.5
(blue solid line) and ν=1.0 (red solid line). The broadening of
the spectrum is marked in the low-energy region, i.e., ν . 0.5.
The imaginary part of E−(q, ν), which corresponds to the
width of spectrum Γ, is plotted in Fig. 3. Figure 3(a) shows
the distribution of ImE−(q, ν) on the (q,ν) plane, while several
ν-cuts for the correlated case with p=0.01 are plotted in Fig.
3(b). Again, we can see that Γ is large in the region of ν .
FIG. 3: (Color online) (a) Imaginary part of E−(q, ν), which corre-
sponds to the width Γ, plotted in (q,ν) plane for the correlated case
with p=0.01. (b) ν-cuts of ImE−(q, ν) for ν=0.01 (gray), 0.5 (blue),
and 1.0 (red). (c) Density of states (DOS) in the CM with p=0.01.
The dispersion relation of electrons in the CM is folded by the AF
order. The DOS of the upper (lower) band is plotted by the blue
(green) line. The total DOS, i.e., the sum of the upper and lower
bands, is shown by the red line. The DOS of the non-correlated case
is not shown here since its magnitude is two orders smaller than those
shown in this figure.
50.5, particularly around ν ∼ 0.25, as shown in Fig. 3(a). In
addition, the large Γ is rather concentrated around (0,0) and
(pi,pi) in Fig. 3(b). Here, the question may arise; why is the
low-energy region so broad? To answer this question, the
density of states, D(ω), in the CM is plotted in Fig. 3 (c) for
gt=2p/(1 + p) with p=0.01. The band in the CM is folded by
the AF order in the AF plane, i.e., the last term in Eq. (7), and
it comprises upper and lower bands. The AF order is assumed
to be stable in this paper. It is important to note the suppres-
sion of the band width W to ∼ 0.5 due to the Gutzwiller factor
gt ∼0.02. The magnitude of D(ω) is automatically enhanced
to conserve the total number of states. In fact, D(ω) for the
non-correlated case is two orders smaller than that for the cor-
related one and is not visible in Fig. 3 (c). Note that Σ is
composed of particle-hole excitations in the CM, which can
be seen from Eqs. (22) and (23), which leads to Γ. When
W is suppressed and the magnitude of D(ω) is enhanced, the
particle-hole excitations gain a large phase volume at low en-
ergies, i.e., ω . 0.5. In particular, the particle-hole excitations
between the two peaks corresponding to the van Hove singu-
larity in Fig. 3 (c) have the largest contribution, whose energy
is about ω ∼ 0.25. In fact, Γ is large around ν ∼0.25 as shown
in Fig. 3 (a). In the non-correlated case with the same energy
window ∼0.5, the phase volume of particle-hole excitations
is two orders smaller than that in the correlated case since its
band width is two orders larger than that in the correlated case.
This is the reason why we could not see any broadening in
Fig. 2(a). On the whole, Γ is large around (0,0) and (pi,pi) as
shown in Fig. 3(b). Since the origin of Γ is particle-hole exci-
tations in the CM, this enhancement implies the nesting of the
Fermi surface near half-filling with the band folding.
So far, we have compared the non-correlated case, gt=1,
with only one correlated case, gt ∼0.02 with p=0.01. A quan-
titative estimation of Γ is necessary. In our results, the en-
hancement of Γ originates from gt as a function of p, while Γ
depends on not only gt but also q and ν. In Fig. 4, Γ is plot-
ted as a function of gt for q=(pi,pi), ν=0.5, and p=0.01. It is
FIG. 4: Γ plotted as a function of gt for q=(pi,pi), ν=0.5. It is nor-
malized by its magnitude at gt=0.02, defined by Γ0. Note that p is
fixed to 0.01 and gt is exceptionally assumed to be independent of p
in order to simulate the correlation effect on Γ.
normalized by its magnitude at gt=0.02, defined by Γ0, i.e.,
the peak height of the blue line at (pi,pi) in Fig. 3(b). Note that
gt in Fig. 4 is exceptionally assumed to be independent of p.
Figure 4 shows how Γ is quantitatively enhanced by the cor-
relation, i.e., gt. It is found that Γ increases with decreasing
gt. Roughly estimated, it is inversely proportional to gt since
Γ originates from the particle-hole excitations in the CM with
the bandwidth suppressed by gt.
The magnetic excitation spectrum can be measured by INS
measurement, in which the spectrum is determined by the fol-
lowing correlation function:
χ+−(q, ν) =
∑
l
∑
α,β=A,B
∫
dt
2pi
e−iνt+iqRl
〈
S +0α(0)S
−
lβ(t)
〉
,(27)
=
S
pi
∑
i, j=1,2
Gi, j(q, ν). (28)
Each component of the Green function in Eq. (24) is denoted
by Gi, j(q, ν). In Fig. 5, Im χ+−(q, ν) is plotted for the cor-
related case gt = 2p/(1 + p) with p=0.01. Compared with
FIG. 5: (Color online) (a) Imaginary part of spin-spin correlation
function, χ+−(q, ω), which is observed by INS measurement, for the
correlated case with p=0.01. (b) ν-integrated intensity of χ+−(q, ω).
The intensity is enhanced around (pi,pi), whereas it is suppressed
around (0,0).
Fig. 2(b), the spectral weight is enhanced around (pi,pi), while
6it is suppressed around (0,0). The ν-integrated intensity, de-
fined by I(q) ≡ ∫ dν Im χ+−(q, ν), is shown in Fig. 5(b).
This is characteristic to the AF spin wave and is observed in
cuprates9. Since the INS measurement can observe the mag-
netic excitations around (pi,pi), the broad linewidth of the AF
spin wave due to the electron correlation can be measured by
INS.
IV. SUMMARY AND DISCUSSION
We have studied the magnetic excitations in the bilayer of
an antiferromagnetic (AF) insulator and a correlated metal
(CM), i.e., a doped Mott insulator, in which double occupancy
is forbidden. The correlation effect in the metallic plane is
treated by the Gutzwiller approximation, which renormalizes
the hopping integrals proportional to the hole density. The
effective action of a linearized AF spin wave in the AF insu-
lator is calculated by second-order perturbation theory with
respect to the interplane coupling. The path integral formula
is useful to integrate out the electron degrees of freedom in the
CM. Near half-filling, the strong repulsion between electrons
suppresses their kinetic energy and results in a narrow band
width, which gives enough phase space for low-energy mag-
netic excitations. The self-energy of an AF spin wave orig-
inates from the particle-hole excitation in the metallic plane.
Hence, these excitations with a narrow band width make the
AF spin wave broad at low energies due to the electron corre-
lation. By increasing the correlation effect, i.e., by decreasing
gt, the linewidth at low energies increases inversely propor-
tional to gt.
In this paper, only the AF insulating plane was focused
on, while we should also consider magnetic excitations in
the metallic plane. Preceding theoretical studies showed
that magnetic excitations will appear around incommensurate
wave numbers related to the Fermi surface geometry18,19. In
addition, the magnetic exchange interaction in the CM induces
other phases such as antiferromagnetism, d-wave supercon-
ductivity (dSC), the flux phase, the singlet resonant valence
bond (RVB) state, and so on. These states will also make the
AF spin wave broad, while it will be different from the present
case. In some cases, the spectral weight of an AF spin wave in
the AF insulating plane will be reduced by solving magnetic
excitations in both planes self-consistently. This might lead to
the two components proposed in INS studies22, which will be
clarified in the near future.
If the CM plane is substituted by the dSC, such a bilayer
system is a coexistent phase of AF and dSC, as observed in the
multilayered cuprates by nuclear magnetic resonance (NMR)
measurements33. Simultaneously, the coexistence within one
CuO2 plane has also been observed by NMR measurements33
and theoretically studied43–45. In addition, the phase separa-
tion between AF and dSC states may also be possible46. Even
though the magnetic excitations in these cases are not obvi-
ous, their situations are close to the present study. For exam-
ple, in terms of a slave fermion with a large-N expansion47,
the nearest-neighbor hopping is associated with the interplane
coupling in our bilayer model, and the metallic plane corre-
sponds to the kinetic terms of the second- and third-neighbor
hoppings. Hence, our results will also be useful to study
the magnetic excitations in the coexistent and phase-separated
phases.
Finally, it is also noted that the present model is closely re-
lated to some spintronics devices using a bilayer of a metal
and a ferrimagnet, which is often referred to as a ferromag-
net48. For example, electricity can be generated by applying a
temperature gradient to such a bilayer system. This is called
the spin Seebeck effect, which is a completely new method
of thermoelectric generation37,38. The low-energy magnetic
excitations and their lifetime are crucial to understand the ex-
perimental signal and to improve the efficiency of the spin
Seebeck effect39,40. The present results will contribute to such
various research fields.
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Appendix A: Bilayer of Ferrimagnet and Metal
We show the effective action of linearized spin waves in a
bilayer of a ferrimagnet and a (correlated) metal, which is of-
ten used in spintronics. The simplest model of a ferrimagnet
is two sublattices with different magnitudes of magnetization
S A , S B. Instead of Eq. (2), the Hamiltonian of the ferrimag-
netic plane H˜I is given by
H˜I = J
∑
〈i, j〉
~S i · ~S j − JA
∑
〈i,i′〉
~S i · ~S i′ − JB
∑
〈 j, j′〉
~S j · ~S j′ . (A1)
Hence, the Hamiltonian in Eq. (5) is substituted by
H˜HP = H˜e + H˜int + H˜m (A2)
H˜e = HCM + J⊥
S A ∑
i∈A
σzi − S B
∑
j∈B
σzj
 (A3)
H˜int = J⊥

√
S A
2
∑
i∈A
(
aiσ−i + a
†
i σ
+
i
)
+
√
S B
2
∑
j∈B
(
b†jσ
−
j + b jσ
+
j
) ,(A4)
H˜m = J
∑
i, j
{ √
S AS B
(
aib j + a
†
i b
†
j
)
+ S Ba
†
i ai + S Ab
†
jb j
}
− JAS A
∑
i,i′
(
a†i ai′ + a
†
i′ai − a†i ai − a†i′ai′
)
− JBS B
∑
j, j′
(
b†jb j′ + b
†
j′b j − b†jb j − b†j′b j′
)
. (A5)
Therefore, the matrix elements in Eqs. (10), (16), and (17) are
replaced by
7S˜ 0 =
∑
q,iνn
Φ†
[( −iνn 0
0 iνn
)
+
(
z1JS B + z2JAS A(1 − ζq) z1J
√
S AS Bγq
z1J
√
S AS Bγq z1JS A + z2JBS B(1 − ζq)
)]
Φ, (A6)
H˜(k, iωn) ≡

ηk + mA 0 εk 0
0 ηk − mA 0 εk
εk 0 ηk − mB 0
0 εk 0 ηk + mB
 , (A7)
M˜(q, iνn) ≡

0 λAa
†
q(iνn) 0 0
λAaq(−iνn) 0 0 0
0 0 0 λBb−q(−iνn)
0 0 λBb
†
−q(iνn) 0
 , (A8)
with λA ≡ J⊥
√
S A/2β, λB ≡ J⊥
√
S B/2β, mA ≡ J⊥S A/2, and mB ≡ J⊥S B/2. Hence, the self-energy, Eq. (21), is written as
Σ˜ = J2⊥
√
S AS B
∑
q,iνn
Φ†
(
C+ D
D C−
)
Φ, (A9)
C+ =
∑
k,iω
(iΩ − ηk+q − mB)(iω − ηk + mB)((
iΩ − ηk+q + mA
) (
iΩ − ηk+q − mB
)
− ε2k+q
) (
(iω − ηk − mA) (iω − ηk + mB) − ε2k
) , (A10)
C− =
∑
k,iω
(iΩ − ηk+q + mA)(iω − ηk − mA)((
iΩ − ηk+q + mA
) (
iΩ − ηk+q − mB
)
− ε2k+q
) (
(iω − ηk − mA) (iω − ηk + mB) − ε2k
) , (A11)
D =
∑
k,iω
εk+qεk((
iΩ − ηk+q + mA
) (
iΩ − ηk+q − mB
)
− ε2k+q
) (
(iω − ηk − mA) (iω − ηk + mB) − ε2k
) . (A12)
In this paper, we do not discuss the lifetime of a spin wave in
a ferrimagnet. We simply consider the spectral weight of its
spin wave.
iν =
1
2
[
± (1 − 2) +
√
(1 + 2)2 − 423
]
, (A13)
1 = z1JS B + z2JAS A(1 − ζq), (A14)
2 = z1JS A + z2JBS B(1 − ζq), (A15)
3 = z1J
√
S AS Bγq, (A16)
ζq ≡ 1z2
∑
ei
eiqei . (A17)
It is assumed that the number of second neighbor sites of A-
and B-sites z2 are the same. It is useful to see the ν-integrated
spectral weight I(q) shown in Fig. 6. For S A/S B = 1, i.e., an
antiferromagnet, I(q) linearly decreases to zero around (0,0).
This fact means that the spin current cannot be generated in
the AF insulator39, whereas for the ferrimagnet such as one
with S A/S B = 4, the spectral weight around (0,0) becomes
finite. This is caused by the degeneracy of the dispersion re-
lation of spin waves. The spin waves in the AF insulator are
degenerated, whereas those in the ferrimagnet are split with
a magnitude of gap, |S A − S B|. Usually, the spin current is
generated by an ac magnetic field, a temperature gradient,
and so on. These external fields excite the magnons around
(0,0). However, if we could excite the magnons around (pi,pi)
by some means, it is obvious that the generated spin current
could be a few orders of magnitudes larger than the conven-
tional one obtained using a ferromagnet. This would be one
of the strong merits of antiferromagnetic spintronics.
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