Introduction
The first issue to be discussed is the definition of the topic. What is chemoinformatics and why should you care? There is no clear definition, although a consensus view appears to be emerging. ''Chemoinformatics is the mixing of those information resources to transform data into information and information into knowledge for the intended purpose of making better decisions faster in the area of drug lead identification and organization'' according to one view [1] . Hann and Green suggest that chemoinformatics is simply a new name for an old problem [2], a viewpoint I share. There are sufficient reviews [3-6] and even a book by Leach and Gillet [7] with the topic as their focus that there is little doubt what is meant, despite the absence of a precise definition that is generally accepted.
One aspect of a new emphasis is the sheer magnitude of chemical information that must be processed. For example, Chemical Abstracts Service adds over three-quarters of a million new compounds to its database annually, for which large amounts of physical and chemical property data are available. Some groups generate hundreds of thousands to millions of compounds on a regular basis through combinatorial chemistry that are screened for biological activity. Even more compounds are generated and screened in silico in the search for a magic bullet for a given disease. Either one of the two processes for generating information about chemistry has its own limitations. Experimental approaches have practical limitations despite automation; each in vitro bioassay utilizes a finite amount of reagents including valuable cloned and expressed receptors. Computational chemistry has to establish relevant criteria by which to select compounds of interest for synthesis and testing. The accuracy of prediction of affinities with current methodology is just now approaching sufficient accuracy to be of utility.
Let me emphasize the magnitude of the problem with a simple example. I was once asked to estimate the number of compounds covered by a typical issued patent for a drug of commercial interest. The patent that I selected to analyze was for enalapril, a prominent prodrug ACE inhibitor with a well-established commercial market. Given the parameters as outlined in the patent covering enalapril, an estimation of the total number of compounds included in the generic claim for enalaprilat, the active Thus, one can simply enumerate the members of each class of substituent and combine them combinatorially. The following details the manner in which the number of each substituent was determined with the help of Chris Ho (Marshall and Ho, unpublished) . Substituent R: R is described as a lower alkoxy. The patent states that substituents are ''otherwise represented by any of the variables including straight and branched chain hydrocarbon radicals from one to six carbon atoms, for example, methyl, ethyl, isopentyl, hexyl or vinyl, allyl, butenyl and the like.'' DBMAKER [8] was used to generate a database of compounds containing any combination of one to six carbon atoms, interspersed with occasional double and triple bonds, as well as all possible branching patterns. Constraints were employed to forbid the generation of chemically impossible constructs. Concord 3.01 [9] was used to generate and validate the chemical integrity of all compounds. 290 unique substituents were generated as a minimal estimate. Substituent R3: This substituent is identical to substituent R, only that it is an alkyl instead of an alkoxy. Again, 290 unique substituents of six or fewer carbon atoms were generated.
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Substituent R1: R1 is described as a substituted lower alkyl wherein the substituent is a phenyl group. The patent is vague with regard to where this phenyl group should reside. If the phenyl group always resides at the carbon farthest away from the main chain, then again, 290 different substituents will result. However, if the phenyl group can reside anywhere along the 1-to 6-member chain, then approximately 1000 substituents are chemically and sterically possible. Substituents R4 & R5: These two substituents are described by the patent as being lower alkyl groups, which may be linked to form a cyclic 4-to 6-membered ring in this position. This produces two scenarios: if these groups remain unlinked, then, as before, 290 substituents are found at each position.
To determine the number of possible compounds when R4 and R5 are cyclized, a different approach was used. The patent states, ''R4 and R5 when joined through the carbon and nitrogen atoms to which they are attached form a 4-to 6-membered ring''. Preferred ring has the formula:
N COOH
The patent is again vague in describing the generation of these cyclic systems. However, given that R4 and R5 are each 1-6 carbon alkyl groups with various branching patterns that are linked together, what results is a 4-to 6-membered ring system that may contain none, one or two side chains depending upon how R4 and R5 are connected. The overall requirement is that the total number of atoms comprising this ring system be less than or equal to 12.
To construct these ring systems, two databases were generated. The first database (''ring database'') contained three compounds -a 4-, 5-and 6-membered ring as specified by the patent. The second database (''side-chain database'') was constructed by cleaving each of the 290 alkyl compounds in half. One would assume that the first half of the alkyl chain would generate the ring, leaving the second half to dangle and form a side chain. A program DBCROSS (Ho, unpublished) was then used to join one compound from the ring database with up to two structures from the side-chain database at chemically appropriate substitution sites. Again, the overall requirement was that the number of atoms be less than or equal to 12. Approximately 4100 different cyclic systems were generated in this manner. Actually, the number of compounds included in the patent is severalfold larger as esters of enalaprilat such as enalapril were also included. Of the 100 trillion or so compounds included in the patent, how many could be predicted to lack druglike properties (molecular weight too large? logP too high?)? How many would be predicted to be inactive on the basis of the known structure-activity data available on angiotensinconverting enzyme (ACE) inhibitors such as captopril? How many would be predicted to be inactive now that a crystal structure of a complex of ACE with an inhibitor has been published? Given the structure-activity relationships (SAR) available on the inhibitors, what could one determine regarding the active site of ACE? What novel classes of compound could be suggested on the basis of the SAR of inhibitors? On the basis of the new crystal structure of the complex? Do the most potent compounds share a set of properties that can be identified and used to optimize a novel lead structure? Can a predictive equation relating properties and affinity for the isolated enzyme be established? Can a similar equation relating properties and in vitro bioassay effectiveness be established? These are representative questions facing the current drug design community and one focus of chemoinformatics.
Total number of compounds
One significant tool that is employed is molecular modeling. Because I have been involved more directly with computational chemistry and molecular modeling, there is a certain bias in my perspective. This is the reason I have used ''A Personal View'' as part of the title. I have also chosen a historical presentation and focused largely on those contributions that significantly impacted my thinking. This approach, of course, has its own limitation, and I apologize to my colleagues for any distortions or omissions.
Historical Evolution
With the advent of computers and the ability to store and retrieve chemical information, serious efforts to compile relevant databases and construct information retrieval systems began. One of the first efforts to have a substantial long-term impact was to collect the crystal structure information for small molecules by Olga Kennard. The Cambridge Structural Database (CSD) stores crystal structures of small molecules and provides a fertile resource for geometrical data on molecular fragments for calibration of force fields and validation of results from computational chemistry [10, 11] . As protein crystallography gained momentum, the need for a common repository of macromolecular structural data led to the Protein Data Base (PDB) originally located at Brookhaven National Laboratories [12] . These efforts focused on the accumulation and organization of experimental results on the three-dimensional structure of molecules, both large and small. Todd Wipke recognized the need for a chemical information system to handle the increasing numbers of small molecules generated in industry, and thus MDL and MACCS were born.
With the advent of computers and the availability of oscilloscopes, the idea of displaying a three-dimensional structure of the screen was obvious with rotation providing depth cueing. Cyrus Levinthal and colleagues utilized the primitive computer graphics facilities at MIT to generate rotating images of proteins and nucleic acids to provide insight into the three-dimensional aspects of these structures without having to build physical models. His paper in Scientific American in 1965 was sensational and inspired others (including myself [13] ) to explore computer graphics (1966/1967) as a means of coping with the 3D nature of chemistry. Physical models (Dreiding stick figures, CPK models, etc.) were useful accepted tools for medicinal chemists, but physical overlap of two or more compounds was difficult and exploration of the potential energy surface hard to correlate with a given conformation of a physical model.
As more and more chemical data accumulated with its implicit information content, a multitude of approaches began to extract useful information. Certainly, the shape and variability in geometry of molecular fragments from CSD was mined to provide fragments of functional groups for a variety of purposes. As series of compounds were tested for biological activity in a given assay, the desire to distill the essence of the chemical requirements for such activity to guide optimization was generated. Initially, the efforts focused on congeneric series as the common scaffold presumably eliminated the molecular alignment problem with the assumption that all molecules bound with a common orientation of the scaffold. This was the intellectual basis of the Hansch approach (quantitative structure-activity relationships, QSAR), in which substituent parameters from physical chemistry were used to correlate chemical properties with biological activity for a series of compounds with the same substitution pattern on the congeneric scaffold [14, 15] .
Known versus Unknown Targets
Intellectually, the application of molecular modeling has dichotomized into those methods dealing with biological systems where no structural information at the atomic level is known, the unknown receptor, and those systems that have become relatively common, where a three-dimensional structure is know from crystallography or NMR spectroscopy. The Washington University group has spent most of its efforts over the last three decades focused on the common problem encountered where one has little structural information. Others, such as Peter Goodford and Tak Kuntz, have taken the lead in developing approaches to therapeutic targets where the structure of the target was available at atomic resolution. The seminal work of Goodford and colleagues [16] on designing inhibitors of the 2,3-diphosphorylglycerate (DPG) binding site on hemoglobin for the treatment of sickle-cell disease certainly stimulated many others to obtain crystal structures of their therapeutic target. The most dramatic example of computer-aided drug design of which I am aware is the development of superoxide dismutase mimetics of below 500 molecular weight by Dennis Riley of Metaphore Pharmaceuticals. By understanding the redox chemistry of manganese superoxide reductase, Riley was able to design a totally novel pentaazacrown scaffold complexed with manganese ( Figure 1 .1) that catalyzes the conversion of superoxide to hydrogen peroxide at diffusion-controlled rates [17, 18] . This is the first example of a synthetic enzyme with a catalytic rate equal to or better than nature's best. The advances in molecular biology provided the means of cloning and expressing proteins in sufficient quantities to screen a variety of conditions for crystallization. Thus, it is almost expected that a crystal structure is available for any therapeutic target of interest. Unfortunately, many therapeutic targets such as G-protein-coupled receptors are still significant challenges to structural biology.
Graph Theory and Molecular Numerology
Considerable literature developed around the ability of numerical indices derived from graph theoretical considerations to correlate with SAR data. This was a source of mystery to me for some time. A colleague, Ioan Motoc, from Romania, with experience in this arena and a very strong intellect, helped me understand the ability of various indices to be useful parameters in QSAR equations [19] [20] [21] . Ioan correlated various indices with more physically relevant (at least to me) variables such as surface area and molecular volume. Since computational time was at a premium during the early days of QSAR and such indices could be calculated with minimal computations, they played a useful role and continue to be used. As a chemist, however, I am much more comfortable with parameters such as surface area or volume.
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Pharmacophore
The success of QSAR led to efforts to extend the domain to noncongeneric series, where the structural similarity between molecules active in the same bioassay was not obvious. Certainly, the work of Beckett and Casey on opioids [22] to define those parts of the active molecules (pharmacophoric groups) essential for activity was seminal.
Kier further developed the concept of pharmacophore and applied it to rationalize the SAR of several systems [23] . Peter Gund and Todd Wipke implemented the first in silico screening methodology with a program to screen a molecular database for pharmacophoric patterns in 1974 [24, 25] . Leslie Humber of Ayerst in Montreal exposed me to the wide variety of structures active in the dopaminergic system [26] . Overlaps of apomorphine, chlorpromazine and butaclamol to align the amines while maintaining the coplanarity of an aromatic ring led to a plausible hypothesis of a receptor-bound conformation. The least-squares fitting of atomic centers did not allow such an overlap, but the use of a centroid of the aromatic ring with normals to the plane for leastsquares fitting accomplished the overlap. There still continues to be developments of methods to generate overlaps of hydrogen-bond donors and acceptors, aromatic rings, and so on, to generate a pharmacophore hypothesis from a set of compounds active at a given receptor/enzyme. One method developed early at Washington University was minimization of distances between groups in different molecules assigned by the investigator with no intermolecular interactions. In effect, adding springs to cause the groups to overlap as the energy of the entire set of molecules was minimized excluding any interatomic interactions except those imposed by the springs (Figure 1.2) . As a minimization procedure, the results were dependent on the starting conformation of the set of molecules being minimized, and multiple starting conformations were used to generate multiple pharmacophoric hypotheses.
Active-Analog Approach
The early work by medicinal chemists to try and rationalize their structure-activity relationships (SAR) with three-dimensional models as well as the success of Hansch and others in correlating SAR with physical properties led to exploration of molecular modeling as a means of combining the two approaches. Clearly, overall physical properties such as hydrophilicity, steric volume, charge and molar refractivity would be more meaningful in the context of a specific subsite within the receptor rather than when considered as an overall molecular average. One expected models with greater resolution and the ability to discriminate between stereoisomers, for example, as a result of the inclusion of geometrically sensitive parameters. By 1979, the group at Washington University had developed a systematic computational approach to the generation of pharmacophore hypotheses, the active-analog approach, which was disclosed at the ACS National Meeting that year [27] .
The basic premise was that each compound tested against a biological assay was a three-dimensional question for the receptor. In effect, one was playing ''Twenty Questions'' in three dimensions. But each molecule was, in general, flexible and could present a plethora of possible three-dimensional arrays of interactive chemical groups. By computationally analyzing the sets of possible pharmacophoric patterns associated with each active molecule, one could find those pharmacophoric patterns common to a set of actives. In the simplest case, each inactive molecule would be geometrically precluded from presenting the given pharmacophoric pattern common to active molecules by steric or cyclic constraints. In practice, inactives that were capable of presenting the hypothetical pharmacophoric pattern were often found, so some other rationale for their inactivity was necessary to invoke. Aligning each active molecule to the candidate pharmacophoric pattern allowed determination of the volume requirements of the set of actives. One possible explanation for an inactive compound that could present the correct pharmacophoric pattern was a requirement for extra volume that was occupied by the receptor. When an inactive was aligned with the pharmacophore as scaffold, subtraction of the active volume space could identify such novel requirements. We had developed a Gaussian representation of molecular volume earlier [28] , which readily allowed mathematical manipulation of atomic volumes. The best example of this rationalization of a data set occurred with a set of rigid bicyclic amino acids that inhibited the enzyme responsible for the synthesis of the active methyl donor in biology, S-adenosylmethionine, by Sufrin et al. [29] . In this case, the amino acid portion provided a common frame of reference that revealed that the compounds with loss of the ability to inhibit the enzyme shared a small volume not required by active compounds, presumably required by an atom of the enzyme active site. Because the physical properties of the actives and inactives in this series were effectively identical, and the amino acid portion was clearly required for enzyme recognition, no other plausible suggestion for the data set has ever been suggested. Two other examples from analysis of SAR data were published on the glucose sensor [30] and on the GABA receptor [31] .
One example of the early determination of the receptor-bound conformation of a biologically active peptide using the active-analog approach was the thesis work of Jose Font on the tripeptide TRH (thyrotropin releasing hormone), pyroglutamylhistidyl-prolineamide. Only six torsional angles needed to be specified to determine the backbone conformation and the relative position of the imidazole ring of the bioactive conformation (Figure 1.3) . Two alternative conformers were consistent with the conformational constraints required by the set of analogs analyzed. Font designed several polycyclic analogs, which were intractable for the synthetic procedures available at the time. In fact, these compounds served as a catalyst for the design of some novel electrochemical approaches by Prof. Kevin Moeller of Washington University [32] [33] [34] [35] . Once the compounds could be prepared, their activity fully supported the receptor-bound conformation derived a decade before.
Active-Site Modeling
Any examination of crystal structures of complexes of a series of ligands binding to a protein (the set of complexes of thermolysin with a variety of inhibitors determined in the Brian Mathews lab, for example; see references in DePriest et al. [36] ) shows clearly a major limitation of the pharmacophore assumption. Ligands do not optimize overlap of similar chemical functionality in complexes but find a way to maintain correct hydrogenbonding geometry, for example, while accommodating other molecular interactions. Thus, a transformation from overlapping chemical groups to the use of optimal sites of interaction with a stable active site of the receptor by extending hydrogen-bond donors to include an acceptor with optimal geometry, or adding a zinc to zinc-binding ligands was utilized to map the enzyme binding site (Figure 1.4) . This was first emphasized for me in a study of the binding of inhibitors of angiotensin-converting enzyme (ACE) by Andrews et al. [37] in 1985. At the time, ACE was an object of intense interest in the pharmaceutical industry as captopril and enalapril, the first two approved drugs inhibiting ACE, were being extensively used to treat hypertension. Thus, each company was endeavoring to design novel chemical structures that inhibited ACE to gain a piece of the market (an activity that still occurs, witness the plethora of HMGCoA reductase and COX-2 inhibitors on the market, or in clinical studies). Analysis of the minimum energy conformations of eight ACE inhibitors revealed a common low-energy conformation of the Ala-Pro segment. Appending the pendant carboxy of enalapril or the sulfhydryl group of captopril determined a plausible site for the zinc atom involved in the enzymatic activity in the active site of ACE.
We had initiated a similar investigation of ACE inhibitors with the active-analog approach. By including additional geometrical parameters, a carboxyl group could include the zinc atom with optimal geometry from crystal structures of zinc-carboxyl complexes. Similarly, the sulfhydryl group could be expanded to include the zinc site as well with additional parameters to allow for appropriate geometrical variation. It seemed much more reasonable to assume that the groups involved in chemical catalysis and substrate recognition in the enzyme must have a relatively stable geometrical relationship, in contrast to chemical groups in a set of diverse ligands. Mayer et al. [38] analyzed 28 ACE inhibitors of diverse chemical structure available by 1987 and two inactive compounds with appropriate chemical functionality. On the basis of this data, a unique conformation for the core portion of each molecule interacting with a hypothetical ACE active site was deduced; the two inactive compounds were geometrically incapable of appropriate interaction.
Validation of the Active-Analog Approach and Active-Site Modeling
Inhibitors of the angiotensin-converting enzyme (ACE) served as a test bed for the active-analog approach in which one tries to deduce the receptor-bound conformation [38] . Note the overlap between positions of pharmacophoric groups interacting with zinc (orange), C-terminal carboxyl and carbonyl oxygen of amide, the groups targeted by active-site modeling. The phenyl group common to enalapril analogs such as lisinopril (white ring) was not constrained (green ring) by analogs available at the time of the analysis in 1987.
of a series of active analogs based on the assumption of a common binding site. After a long delay, the crystal structure of the complex of lisinopril with ACE was finally determined [39] (not for lack of trying over two decades). The common backbone conformation of ACE inhibitors and the location of the zinc atom, hydrogen-bond donor and cationic site of the enzyme determined by Mayer et al. [38] essentially overlaps that seen in the crystal structure of the complex (Figure 1.5) arguing that, at least for this case, the assumption regarding the relative stability of groups important in catalysis or recognition is valid.
PLS/CoMFA
Dick Cramer provided insight and inspiration that led to my interest in 3D QSAR methodology [40] and was the impetus (the precursor of CoMFA was a lattice model [41] developed by Cramer and Milne at SKF) behind the development of CoMFA (Comparative Molecular Field Analysis) by Tripos [42] . The success of CoMFA in generating predictive models rested entirely on the shoulders of a new statistical approach, Partial Least Squares of Latent Variables (PLS) [43] , applied to chemistry by Prof. Svante Wold of the University of Umeå, Sweden. What was revolutionary at the time was the concept that you could extract useful correlations from situations where there were more variables than observations. Traditional linear regression analysis protects the user from chance correlations when too many variables are used. PLS recognized and corrects for cross-correlation between variables, and avoids chance correlations in models by systematically determining the sensitivity of the predictability of a model to omission of training data [44] .
One seminal paper [45] by Cramer examined the principal components derived from examining the physical property data of a large set of chemicals from the Handbook of Chemistry and Physics. In effect, only two principal components were responsible for a significant amount of the variance of the data in the model derived. The nature of these two properties has always intrigued me, as well as the impact/possible simplification that derivation of chemical principles in terms of these two properties might have had. My viewpoint on the potential impact of the frame of reference is analogous to the impact that transformation of variables of coordinate systems can have on simplification of mathematical equations. A good example is the simplification that arises from using internal coordinates, that is, distances between atoms rather than coordinates, in structural comparisons so that the global orientation of each molecule is eliminated from consideration.
Prediction of Affinity
In order to prioritize synthesis and testing of a compound, an accurate estimate of the binding affinity to compare with the synthetic effort is of practical utility. Unfortunately, even for systems where the crystal structure of a complex of the compound with the receptor/enzyme is already available, accurate prediction of affinity de novo is still challenging and relates, among other limitations of current methodology, to difficulties in estimating changes in entropy as well as lack of inclusion of multipoles and polarizability in the electrostatics used by force fields currently employed. While interpolation based on experimental data can be effective as with CoMFA and other predictive models, and simulation techniques that mutate a related compound with known activity into the compound of interest often give useful predictions of affinity, accurate de novo prediction of the activity is still elusive. Oprea and Marshall have recently reviewed this topic [46] .
Head et al. developed a PLS-based model VALIDATE [47] to scale the relative contributions of entropy and enthalpy to binding affinity for a variety of complexes whose crystal structures had been determined. Molecular mechanics were used to calculate several parameters most correlated with enthalpy of binding, while changes in surface area, number of rotatable bonds fixed upon binding and other parameters more related to the entropy of binding were also included in the model. Of interest was that the principal components of the model were dominated by two terms ( H and S,
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hopefully), several other terms had significant weight for the relative accurate model derived. Of course, doing the statistical mechanics right with a next-generation force field is an obvious solution, but a scoring function to quickly discard compounds with low affinity is still desired as witnessed by the amount of effort expended.
Protein Structure Prediction
Despite the Levinthal paradox [48, 49] that suggests the futility of attempting to predict the structure of a small protein based solely on sequence, efforts continue with increasing evidence that predictions are becoming more reliable [50] . This is based on the realization that all combinations of dihedral angles are not systematically explored by a protein in solution; rather, a funnel-like potential energy landscape guides the process. In general, the process of prediction can be dichotomized into conformer generation and conformer scoring. Obviously, one must generate a set of folds as candidates that contain the correct fold at some level of resolution to be identified and refined. Homology modeling, where one has a crystal structure of a homologous sequence, has proven a powerful approach that can generate useful models. Other approaches assemble models from homologous peptide segments [51] . The David Baker group has had considerable success in the recent CASP competitions with this approach [52] , and recently designed, expressed and crystallized a small protein with a novel fold [53] . Prof. Stan Galaktionov developed a novel ab initio approach to fold prediction based on constraints from the contact matrix of predicted folds (Figure 1.6 ) that restricted possible folds to those with the correct density seen in experimental structures [54, 55] . By eliminating folds that were extended or overly compact, the fold space could be efficiently explored to generate sets of carbon alphas for further consideration. To generate a low-resolution structural model, a polyalanine chain was threaded through the carbon alphas and the orientation of the peptide planes optimized for hydrogen bonding (Welsh and Marshall, unpublished). What was needed to discriminate the candidate folds was a scoring function to evaluate the polyalanine trace utilizing the amino acid side chain information from the sequence to determine those folds worthy of full atomic representation and refinement.
We have recently published a low-resolution scoring function ProVal [56] developed with PLS that uses a multipole representation of side chains centered on the carbon alphas and betas that can distinguish the correct structure in the midst of plausible decoy folds in a large percentage of the 28 test cases studied (Figure 1.7) . For 18 of the protein sets (∼64%), the crystal structure scored best. In 24 sets (∼86% of the cases), including the previous 18, the crystal structure ranked in the top 5%, and the crystal structure was ranked in the top 10% in all 28 cases. A second objective was to obtain a favorable correlation between the root-mean-square values for the α-carbons of the amino acids (CRMS value) of decoys and the experimental structure and the calculated score that was obtained for many of the test sets (Figure 1.7) . In effect, ProVal can eliminate approximately 90% of ''good'' fold predictions from further consideration without specifying the coordinate position of side chains past the carbon beta. The details of atomic resolution are avoided because of the precision required to pack side chains efficiently with van der Waals overlap. As the quality of fold predictions increase, however, the ability to discriminate between alternatives becomes more difficult and requires a high resolution force field including multipole electrostatics and polarization (for example, the next-generation AMOEBA, Atomic Multipole Optimized Energetics for Biomolecular Applications) force field now being validated in Prof. Jay Ponder's group at Washington University, http://dasher.wustl.edu/ponder/.
Structure-Based Drug Design
As determination of crystal structures has become more commonplace, the efforts to design ligands to compliment a cavity on a molecular surface have become more sophisticated. Certainly, the pioneering effects [16] of Goodford and colleagues to design compounds binding to the DPG site on hemoglobin were dominated by chemical intuition, physical models and very primitive modeling systems. The development of DOCK by Kuntz et al. [58] was a major innovation, and sons of DOCK (AutoDock [59, 60] , DREAM [61] , etc.) are readily available over the web for exploring possible complex formation that include solvation approximations [62] and flexible ligands [63, 64] . Another major innovation from UCSF was the application of distance geometry as a means of generating three-dimensional coordinates from a set of distance constraints (bond lengths, sum of van der Waals radii, experimental distance constraints from NMR, etc.) [65] . Goodford has developed the use of probe atoms and chemical groups in GRID to map the binding site and identify optimal binding subsites [66] . This was certainly a prelude to experimentally determining subsite binding with subsequent assembly of fragments either by crystallography [67, 68] or by NMR [69] . The Washington University group led by Chris Ho has developed its share of structure-based design tools [8, [70] [71] [72] .
Recently, a new generation software package RACHEL developed by Chris has been commercialized by Tripos, as discussed in Chapter 8 [73] . The ability to include synthetic feasibility and generate candidates with druglike properties has become a dominant theme in structure-based drug design.
Real World Pharmaceutical Issues
In reality, the approaches discussed above are all focused on the relatively simple part of developing a therapeutic, namely, lead generation. The reality of drug development is that there are many ways to interact with a given active site on a macromolecule. For example, look at the diversity of the structures capable of inhibiting HIV protease or ACE. The difficulty is in predicting adsorption, distribution, metabolism and elimination (ADME), which determine the pharmacokinetics, dosage regime and quantity of drug required. Even more problematic is prediction of toxicity, the ultimate filter that eliminates many compounds from clinical studies, and the major determinate of therapeutic ratio. At one of the first QSAR Gordon Conferences I attended, I paraphrased Elizabeth Barrett Browning after hearing a discussion of toxicity prediction, ''How can I kill thee, let me count the ways''. A recent article by Stouch et al. [74] presents a thoughtful analysis of the validation effort for four such ADME/Tox models. Oprea et al. [75, 76] have compared drugs leads with compounds in development and in the marketplace and shown that compounds increase in molecular weight and logP as they progress to the bedside. In silico approaches certainly have their place in the pharmaceutical industry as one more tool to increase the probability of success [77] .
Combinatorial Chemistry and High-throughput Screens
Development of automation and in vitro high-throughput biological screens has had a dramatic impact on lead discovery. Molecular biology has provided the tools for identification and validation of therapeutic targets, cloning and expression of sufficient protein to accommodate high-throughput screening, and determining the impact of elimination of the therapeutic gene by knock-out mutations.
Once the ability to screen libraries developed, the pressure on medicinal chemists increased to generate large quantities of compounds for screening. Ironically, combinatorial chemistry developed utilizing the technology of solid-phase organic chemistry. Solid-phase chemistry [78] was developed by Prof. R. Bruce Merrifield of Rockefeller University, my thesis advisor, as an automated method to assemble polypeptides, and later adapted by Prof. Marvin Caruthers of the University of Colorado for automated DNA synthesis [79] . Pioneering applications of this approach to synthetic organic chemistry in general was pioneered by a Canadian chemist, Charles Leznoff, who received little academic support, despite elegant applications including synthesis of some juvenile hormone analogs [80] . A paper on the solid-phase synthesis of benzodiazepine libraries [81] was a clarion call to medicinal chemists in industry due to the known pharmacological activity of benzodiazepines. Much of the reactions utilized in modern synthetic chemistry have been adapted to solid-phase organic chemistry for the synthesis of combinatorial libraries for high-throughput screening in the pharmaceutical industry.
Once the initial diversity fetish had run its course and management realized that it was inefficient to attempt to span the entirety of chemical space in search of drugs, more rational approaches based on chemoinformatics were developed to design combinatorial libraries and select candidates for screening on the basis of properties that have proven to be associated with successful therapeutics in the past.
Diversity and Similarity
Molecular recognition is an essential process in biological processes. One assumes that similar molecules are more likely to interact with a given receptor site than molecules that differ dramatically in size, shape or electronic distribution. This has led to the desire to compare molecules computationally prior to biological testing in order to prioritize
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them and test only those molecules most likely to have the desired activity. For example, in a random-screening program, a compound that generates the desired biological effect may be found. One would like to examine the company's compound library of 500 000 compounds to select those 20 compounds most likely to show the desired activity. Often, one wishes to transcend a congeneric series (not choose 20 analogs of the same basic structure) and so comparisons must be done in some three-dimensional representation. Alternatively, if one is using combinatorial chemistry in a lead discovery effort, then one may want to explore as diverse a set of potential ligands as possible with a given number of assays. This leads to the concept of chemical diversity space and, if one is not careful, to a diversity fetish.
One relevant concern has been to prioritize the order of screening, or to decide which compound libraries to purchase for screening. One approach that has been used relies on the complementary concepts of diversity and similarity. Given two compounds, how do you quantitate how divergent the two structures are? One major problem is the choice of a relevant metric, what parameters are considered, how are the parameters scaled, and so on. Similarity, like beauty, is clearly in the eye of the beholder. There is no generally relevant set of parameters to explain all observations and one should expect that a given subset of parameters will be more relevant to one problem than to another. It should be pointed out that one is focused on properties of molecules in the absence of the receptor in contrast to the detailed focus on the complex in drug design studies. Many approaches to similarity fail to even consider chirality, a common discriminator of receptors. For a recent overview of the current status of virtual screening in lead discovery, see the review by Oprea and Matter [82] .
Prediction of ADME
Methods for estimating the molecular properties that correlate with ADME problems have also been a very active arena for chemoinformatics. By studying the isozymes of cytochrome P450 enzymes, for example, certain molecular signatures for metabolic stability can be discerned. In a similar way, properties such as lipohilicity, pKa, number of hydrogen-bond donors and acceptors, and so on, correlate with oral bioavailability. For any drug development effort, oral bioavailability is often a requirement to compete in the marketplace with drugs already available. For a bioactive compound to succeed as a drug, it must pass many selective filters during development (toxicity, etc.) as well as in the body including metabolism, uptake, excretion, and so on. The most potent HIV protease inhibitor prepared in my lab was also an excellent substrate for excretion by the liver in first pass; thus high levels were found in the portal circulation, but nowhere else.
Failures to Accurately Predict
Why do we still have difficulty in developing useful predictive models? Where are the sources of noise? From the point of view of molecular modeling and computational chemistry, the potential functions in common use have intrinsic significant errors in electrostatics. Estimating the entropy of binding is complex unless one is willing to sample solvent configurations sufficiently to adequately represent the partition function. Solvation models such as GB/SA [83] are certainly better than ignoring the significant impact that desolvation has on energetics. Multiple binding modes are not uncommon, but often too difficult to handle while modeling. The normal assumption of rigid receptor sites or, at the very least, limited exploration of the dynamics of the structure seen in the crystal is inherently dangerous. An excellent demonstration of the fallacy of assuming stability of receptor structure comes from the work of Don Abraham, where a compound designed to bind to an allosteric site on hemoglobin actually displaces core hydrophobic residues to optimize its interactions [84] , a story which is detailed in Chapter 17 [85] . Receptors, at least GPCRs, have multiple conformations and probably different modes of activation and coupling with different G-proteins. The role of dimerization of GPCRs has only recently been shown to be important for a variety of receptors. In summary, we routinely apply Occam's razor for convenience, or as a rough approximation where we hope the results will withstand scrutiny by comparison with experimental results. The reality of biological systems is that Mother Nature never shaved with Occam's razor, and we cannot expect significant signal-to-noise from systems that have not been calibrated with the tools we are applying. If one is not using accurate ab initio methods, then one must remember the old dictum; to extrapolate is human, to interpolate is correct, but only within a relevant data set.
Summary
Chemoinformatics is the science of determining those important aspects of molecular structures related to desirable properties for some given function. One can contrast the atomic level concerns of drug design where interaction with another molecule is of primary importance with the set of physical attributes related to ADME, for example. In the latter case, interaction with a variety of macromolecules provides a set of molecular filters that can average out specific geometrical details and allows significant models developed by consideration of molecular properties alone.
