Identifizierung von Realwelt-Objekten in multiplen Datenbanken by Neiling, Mattis
Identifizierung
von Realwelt-Objekten
in multiplen Datenbanken.
Von der Fakulta¨t Mathematik, Naturwissenschaften und Informatik
der Brandenburgischen Technischen Universita¨t Cottbus
zur Erlangung des akademischen Grades
Doktor der Naturwissenschaften
(Dr. rer. nat.)
genehmigte Dissertation
vorgelegt von
Diplom–Mathematiker
Mattis Neiling, geb. Meyer
geboren am 7. Juni 1969 in Eisenach
Gutachter: Prof. Dr. Hans-Joachim Lenz
Gutachter: Prof. Dr. Bernhard Thalheim
Gutachter: Prof. Dr. Klaus-Dieter Schewe
Tag der mu¨ndlichen Pru¨fung: 2. Februar 2004
ZUSAMMENFASSUNG I
Mattis Neiling
Identifizierung von Realwelt-Objekten in
multiplen Datenbanken.
Zusammenfassung
Die Daten von Realwelt-Objekten ko¨nnen auf mehrere Datenbanken ver-
teilt sein. Wie la¨ßt sich herausfinden, welche der Daten sich auf dieselben
Realwelt-Objekte beziehen, wenn kein globaler und konsistenter Identifizie-
rer existiert?
Es wird ein allgemeines Modell fu¨r die Objektidentifizierung dargestellt,
das aus den Schritten Konversion, Vergleich und Klassifikation besteht. Es
umfaßt zudem: (1) Identifizierungskonzepte, (2) Softwarearchitektur, (3)
Charakteristika der Datenqualita¨t, (4) eine Vorauswahlmethode, die die Ef-
fizienz fu¨r große Datenbanken sicherstellt (unter Verwendung von Index-
strukturen) und (5) eine Spezifikation fu¨r die Evaluation von Verfahren,
einschließlich Stichprobenziehung und Qualita¨tskriterien.
Wir bewerteten mehrere Verfahren mit Wohnungs-, Adreß- und Biblio-
theksdaten. Wesentliche Ergebnisse sind, daß die Skalierbarkeit durch die
verwandte Vorauswahlmethode und deren Umsetzung bestimmt ist sowie
daß das Entscheidungsbaumverfahren eine ho¨here Korrektheit erreichte und
robuster war als Record Linkage.
II ZUSAMMENFASSUNG
SUMMARY III
Mattis Neiling
Identification of Real-World Objects in Multiple
Databases
Summary
Object Identification is essential where real-world objects data are distri-
buted over multiple databases without any global and consistent identifier.
We present a generic object identification framework, consisting of three
successive steps: Conversion, Comparison, and Classification. In addition,
the framework covers: (1) concepts for identification, (2) its software archi-
tecture, (3) data quality characteristics, (4) a preselection technique that
ensures efficiency for large databases (incorporating suitable index structu-
res), and (5) a prescription for evaluation, including sampling and quality
criteria. Based on the framework, methods can be specified, implemented
and evaluated w.r.t. to the requirements of an application.
We evaluated several methods on real data. One main result is that
scalability is determined by the applied preselection technique and its im-
plementation. As another result we can state that Decision Tree Induction
achieves better correctness and is more robust than Record Linkage.
IV SUMMARY
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NOTATION XIII
Notation
An dieser Stelle findet man die in dieser Arbeit verwandte Schreibweise
der mathematischen Zeichen und anderer abku¨rzender Bezeichnungen. Es
wurde versucht, eine intuitive und einheitliche Notation zu finden. Dieses
umzusetzen war nicht immer ganz einfach — in den beru¨hrten Teilgebieten
der Informatik und Mathematik werden seit Jahren Bezeichnungskonventio-
nen gepflegt, die gezwungenermaßen dasselbe Alphabet verwenden. Auch
in dieser Hinsicht ist diese Arbeit als ein Versuch einer Integration zu wer-
ten — einer Vereinheitlichung der verschiedenen Schreibweisen. Es wurde
Wert darauf gelegt, eingebu¨rgerte Bezeichnungen auch in dieser Arbeit zu
verwenden.
Zeichen Bedeutung Seite
N,Z,R die natu¨rlichen, ganzen und reellen Zahlen
Nk,Rk das k-fache Kreuzprodukt von N bzw. R
p, pi reellwertige Skalare (z.B. diskrete Wahrscheinlichkeiten)
i, j, k, l, ı Indizes, natu¨rliche Zahlen
d,m, n Dimension eines Raumes, Kardinalita¨t einer Menge
I Indexmenge
N,Ni Stichprobengro¨ße
A,B Datenbanken (als Mengen von Elementen aufgefaßt), 23
im II. Teil universale Relationen 103
Ai, A
′ Teilmengen
a, b, ai, bi Elemente einer Menge, Instanzen (Tupel)
einer Datenbank 22
Xi, Yi Einzelne Attribute eines Typs
X,XC , X ′, Y Attributmengen, z.B X = (X1, . . . , Xk) 21
x, y, z Vektoren, z.B. Attributwerte x = X(a)
xi i-te Komponente des Vektors x
α, β, γ, η, κ, θ reellwertige, nicht-negative Skalare
ν, τ, `, νi, τi Typen eines Typsystems 20
λ, λˆ Likelihood-Quotient beim Record Linkage 76
δ, δi Entscheidungsfunktionen auf einer Menge M 50
σ, σi Selektoren 124
f, fi bina¨re Funktionen, speziell Vergleichsfunktionen 50
g, h una¨re Funktionen, speziell Transformationsfunktionen 49
R, r Vergleichsraum und Vergleichsvektor 50
Ri, ri Komponente des Vergleichsraum und Vergleichswert 50
C, Ci Constraints 38, 108
O,Oi Universum von Realwelt-Objekten
o, oj Realwelt-Objekte
I Meta- und Kontext-Information fu¨r die Ableitbarkeit 49
K Klassifikation einer Menge 50
Ki Die Klassen einer Klassifikation, Ki ∈ K 50
M log-lineares Modell 80
S, SA Schema einer Datenbank 22
C,Ci Klassen eines Schemas 21
G,N , E ein Graph und seine Knoten- und Kantenmenge 30
XIV NOTATION
Operatoren und reservierte Bezeichner
Zeichen Bedeutung Seite
` : τ Referenz-Typ 21
a :: C Instanziierung einer Klasse 22
a =
τ
b Gleichheit der Wert-Typen von a, b 25
XC(a)½ b Referenz zwischen Datenbank-Objekten 36
nodeC node′ Nachfolger-Relation auf einem Baum 33
⊥ NULL-Wert eines Attributes Xi 27
dom(X) Wertebereich (Doma¨ne) einer Attributmenge 21
X ` Y funktionale Abha¨ngigkeit, Ableitung von Attributen 27,49
h Â h′, f Â f ′ Verfeinerung von Transformations- und
Vergleichsfunktionen 53, 64
P{X(a) = x } Wahrscheinlichkeit des Ereignisses X(a) = x 75ff
Pˆ{X(a) = x } Scha¨tzung der Wahrscheinlichkeit P{X(a) = x } 117
a ↪→ o Bezug eines Daten-Elementes auf ein Realwelt-Objekt 114
a ≡ b Bezug zweier Daten-Elemente auf a¨quivalente
Realwelt-Objekte 105
Same bina¨re Relation, die Tupel (a, b) ∈ A×A entha¨lt,
fu¨r die a ≡ b gilt 105
STC(Z), TC(Z) (symmetrischer) transitiver Abschluß einer bina¨ren
Relation Z 104
dist(·, ·) Distanz-Funktion (Metrik) 61
1Ix Identifikatorfunktion,1Ix(y) =
{
1 x = y,
0 x 6= y.
Die Verwendung der Schriftarten
Roman Standardschrift fu¨r Text
Italic Hervorhebungen im Text, Variablen in Formeln
Typewriter Programmcode
Einleitung
Looking for duplicated records
within a large real-world database
is like fishing in troubled waters
User experience
Objektidentifizierung ist notwendig, wenn Daten u¨ber Realwelt-Objekte
auf mehrere Datenbanken verteilt sind und je Realwelt-Objekt zusammenge-
faßt werden sollen. Sofern von den Datenbanken ein gemeinsamer und kon-
sistenter Schlu¨ssel (globaler Identifizierer) verfu¨gbar ist, ist eine Datenbank-
u¨bergreifende Identifizierung damit mo¨glich. Andernfalls ist diese erschwert,
jedoch ist mit den verfu¨gbaren Daten u¨ber Realwelt-Objekte eine na¨herungs-
weise Identifizierung mo¨glich. Insbesondere muß aber auf die vollsta¨ndig
korrekte Identifizierung verzichtet werden, da fa¨lschlicherweise Daten zu-
sammengefaßt werden ko¨nnen, obwohl sie sich auf verschiedene Realwelt-
Objekte beziehen und umgekehrt kann es vorkommen, daß Daten von Real-
welt-Objekten nicht als identisch erkannt werden. In der vorliegenden Ar-
beit werden Ansa¨tze und Methoden fu¨r die Identifizierung von Realwelt-
Objekten in Datenbanken, die keine globalen Identifizierer verwenden, un-
tersucht und verglichen.
Die Datenintegration umfaßt neben der Objektidentifizierung auch die
Datenbereinigung und—als erste Stufe— die Integration heterogener Daten-
bank-Schemata. In der vorliegenden Arbeit liegt der Fokus auf der Ob-
jektidentifizierung, sowohl die Datenbereinigung (engl.: data cleansing) als
auch die Integration heterogener Datenbank-Schemata wird in dieser Arbeit
unter dem Aspekt der Objektidentifizierung behandelt.1 Fu¨r die Objekt-
identifizierung gehen wir davon aus, das eine Schemaintegration bezu¨glich
der in den Datenbanken verfu¨gbaren identifizierenden Informationen u¨ber
Realwelt-Objekte erfolgt ist — wir setzen voraus, das diese Informationen
in ein globales Schema eingebettet werden ko¨nnen.
Typische Anwendungen der Datenintegration sind integrierte Bibliotheks-
kataloge, die Zusammenfu¨hrung von Informationen aus Internet-Datenban-
ken, beispielsweise je Produkt fu¨r e-Shops (Preisvergleiche) oder fu¨r Klein-
anzeigen (Erkennen von wiederholten Anzeigen). Eine weitere Anwendung
ist das Verknu¨pfen von Informationen aus verschiedenen Datenbanken: Ein
Beispiel ist die registerbasierte Volksza¨hlung, bei der je Person Daten aus
1Zur Datenbereinigung sei beispielsweise auf die Arbeiten von H. Galhardas
et al. [GFS+01a, GFS+01b, Gal01] verwiesen; Die Integration heterogener Datenbank-
Schemata, in der Literatur auch als Integration auf Schemaebene oder Schemaintegration
bezeichnet wird, wird in der Arbeit von Larson, Navathe und Elmasri [LNE89] besprochen.
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Melde- und anderen Registern zusammengefu¨hrt werden sollen. Ein ande-
res Beispiel ist das Realwelt-Objekt-bezogene Integrieren von Informationen
aus verschiedenen Quellen in einem Data-Warehouse. Das Entdecken von
Duplikaten in einer Datenbank ist ein Spezialfall der Objektidentifizierung,
beispielsweise angewandt fu¨r personenbezogene Kundendaten. Im Folgen-
den bezeichnen wir Daten aus unterschiedlichen Datenbanken, die sich auf
ein Realwelt-Objekt beziehen, ebenfalls als Duplikate.
Sofern ein eindeutiger, globaler und korrekter Schlu¨ssel in den Daten-
banken verfu¨gbar ist, lassen sich Realwelt-Objekte eindeutig identifizieren
und damit ko¨nnen die Informationen je Realwelt-Objekt integriert werden
(ein Beispiel fu¨r einen globalen Identifizierer ist die ISBN fu¨r Bu¨cher). Fu¨r
viele Anwendungen ist jedoch kein globaler Schlu¨ssel verfu¨gbar, so daß ei-
ne Identifizierung nur mittels der in den Datenbanken u¨ber die Realwelt-
Objekte enthaltenen Informationen mo¨glich ist. In dieser Arbeit wird da-
von ausgegangen, daß kein globaler und korrekter Schlu¨ssel (Identifizierer)
fu¨r die Realwelt-Objekte vorhanden ist. Aufgrund unvollsta¨ndiger, fehler-
hafter und veralteter Daten la¨ßt sich im Allgemeinen auch keine eindeutige
Identifizierung erreichen. Vielmehr lassen sich oft nur potentielle Dupli-
kate feststellen, wobei diese mit einer Bewertung versehen werden ko¨nnen
(z.B. Bildung einer Rangfolge). Die Objektidentifizierung soll letztlich mit
Algorithmen (Objektidentifizierungs-Verfahren) umgesetzt werden, die weit-
gehend automatisch potentielle Duplikate finden, bewerten und klassifizie-
ren. Fu¨r die Klassifikation kommen zumindest die zwei Klassen Duplikate
oder Nicht-Duplikate in Frage, es ko¨nnen aber —je nach Anwendungsfall—
auch weitere Klassen benu¨tzt werden, beispielsweise unentscheidbar oder
potentielle Duplikate. Alternativ kann auch ein Zugeho¨rigkeitswert oder ei-
ne Wahrscheinlichkeit fu¨r die beiden Klassen Duplikate und Nicht-Duplikate
angegeben werden.
Mit der vorliegenden Arbeit wird ein Rahmen fu¨r den Vergleich ver-
schiedener Verfahren der Objektidentifizierung in Datenbanken geschaffen.
Insbesondere wird die Objektidentifizierung als ein spezielles Klassifikati-
onsproblem modelliert, so daß Verfahren des Maschinellen Lernens fu¨r die
Objektidentifizierung eingesetzt werden ko¨nnen. Durch die Verwendung von
Methoden wie beispielsweise dem Entscheidungsbaum-Verfahren lassen sich
eine Vielzahl von Objektidentifizierungs-Verfahren realisieren, die in dieser
Arbeit mit den derzeit in der Praxis angewandten Objektidentifizierungs-
Verfahren verglichen werden. Bei diesen Methoden handelt es sich im We-
sentlichen um drei Ansa¨tze: Record Linkage, die Sorted Neighborhood-method
sowie die gewichtete Aggregation von Distanzen. Die Methode des Record
Linkage basiert auf einem Likelihood-Quotienten-Test, die Schwierigkeit be-
steht hier hauptsa¨chlich in der Scha¨tzung von Wahrscheinlichkeitsvertei-
lungen. Bei der Sorted Neighborhood-method werden ein feste Anzahl von
aufeinanderfolgenden Datensa¨tzen miteinander verglichen. Die Datensa¨tze
sind bezu¨glich eines (zu definierenden) Sortierschlu¨ssels angeordnet und der
Vergleich basiert auf einer Equality-Theory, die letztlich eine Klassifikati-
on der Paare in Duplikate und Nicht-Duplikate darstellt. Bei der gewich-
teten Aggregation von Distanzen handelt es sich um eine Anwendung der
A¨hnlichkeitssuche in Datenbanken, wobei die verwandte lineare Aggregati-
on von Distanzmaßen einzelner Merkmale nicht unproblematisch ist, da die
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zugrundeliegende Unabha¨ngigkeitsannahme in der Regel nicht aufrechtzuer-
halten ist.
Fu¨r die Evaluation von ausgewa¨hlten Objektidentifizierungs-Verfahren
verwenden wir drei Realwelt-Datenbanken, die die Vielzahl der Anwen-
dungsgebiete verdeutlichen. Auf die Besonderheiten jeder dieser Datenban-
ken wird detailliert eingegangen, insbesondere werden die Schwierigkeiten
bei der Objektidentifizierung fu¨r jede Test-Datenbank beschrieben. Wir
untersuchen Charakteristika der Datenbanken, wie z.B. deren Gro¨ße, die
Selektivita¨t und Korrektheit einzelner Attribute oder die erwartete Anzahl
von Duplikaten. Verschiedene Qualita¨tskriterien werden untersucht, unter
anderem die Korrektheit eines Verfahrens. Fu¨r den Vergleich der Verfahren
definieren wir eine Benchmark mit einer Spezifikation des Testablaufes, so
daß die vorgelegten Resultate reproduzierbar sind.
Die Identifizierung in Objekt-Orientierten Datenbanken bildet zwar die
Grundlage des hier verfolgten Herangehens an die Objektidentifizierung —
und wird deshalb im ersten Kapitel besprochen, aber es wird in dieser Arbeit
keine allgemeine Theorie der Identifizierung fu¨r Objekt-Orientierte Daten-
banken dargelegt oder entwickelt.
Die hier verfolgte Identifikation von Realwelt-Objekten in Datenban-
ken unterscheidet sich von der Identifikation von Personen und anderen
Realwelt-Objekten aus Medien wie Bildern oder Videosequenzen, da dort
der Anordnung identifizierender visueller Merkmale eine große Bedeutung
zukommt, und insbesondere die ra¨umliche Anordnung einzelner Merkmale
im Medium fu¨r die Identifikation wichtig sein kann, wie z.B. der Augen-
abstand bei Menschen. In der Regel werden fu¨r diese Art der Identifika-
tion die Daten speziell gewonnen (z.B. Paßfotos und Fingerabdru¨cke) und
sehr spezielle Verfahren fu¨r den Vergleich angewandt. Sofern sich fu¨r die
verwandten identifizierenden Merkmale eine Erfassung in einer Datenbank
nebst ada¨quater Vergleichsfunktionen realisieren la¨ßt, la¨ßt es sich als einen
Spezialfall der in dieser Arbeit untersuchten Objektidentifizierung auffas-
sen.
Ebenfalls verschieden zum hier verfolgten Ansatz verha¨lt es sich mit
der Fusion von Daten aus Quellen unterschiedlicher Art (engl.: Data Fusi-
on), bei dem beispielsweise geographische Karten mit Satellitenbildern und
Radaraufnahmen u¨berlagert werden ko¨nnen. Fu¨r die Verschmelzung der
Daten werden in der Regel nichtlineare Transformationen angewandt. Der
dort verfolgte Ansatz ist grundsa¨tzlich verschieden zum hier beschriebenen,
da es nicht darum geht, Realwelt-Objekte zu identifizierenden, sondern die
Zielstellung darin besteht, die gegebenen Daten gut aufeinander anzupassen
(z.B. U¨berlagerung von geographischen Informationen, indem Bilder derge-
stalt transformiert werden, daß Lage und Ausdehnung von Flu¨ssen, Sied-
lungen etc. nahezu deckungsgleich werden).
Ein weiteres Gebiet, das verschieden zum hier verfolgten Ansatz ist, ist
die sogenannte Datenfusion (engl.: statistical matching), bei dem unter-
schiedlichen Erhebungen (z.B. Umfragen) anhand gemeinsamer Merkmale
miteinander kombiniert werden ko¨nnen. Obwohl die dort verfolgte Idee
grundsa¨tzlich dem Identifizieren von Realwelt-Objekten entspricht, fehlt
dort der Bezug zu identischen Realwelt-Objekten: Es werden zwei Erhebun-
gen miteinander kombiniert, ohne daß es Realwelt-Objekte geben muß, auf
4 EINLEITUNG
die sich beide Erhebungen beziehen. Eine Identifizierung findet dort folglich
gar nicht statt, zwei Datensa¨tze werden miteinander verbunden, wenn die
(vorher auszuwa¨hlenden gemeinsamen) Merkmalswerte u¨bereinstimmen.
Das Objektidentifizierungs-Problem
Informell fassen wir eine Datenbank als Menge von Elementen mit Daten
u¨ber Realwelt-Objekte auf (eine genaue Definition wird auf Seite 23 gege-
ben). Als Objektidentifizierungs-Problem bezeichnen wir dann die folgende
Aufgabenstellung:
Gegeben zwei Datenbanken, die Elemente mit Daten u¨ber ein
Universum von Realwelt-Objekten enthalten, sind genau die
Paare von Elementen (a, a′) ∈ A1 × A1, (b, b′) ∈ A2 × A2
sowie (a, b) ∈ A1×A2 zu finden, die sich jeweils auf ein und
dasselbe Realwelt-Objekt beziehen.
Die Paare (a, a′) ∈ A1×A1 und (b, b′) ∈ A2×A2 werden als Duplikate in
A1 bzw. A2 bezeichnet, wa¨hrend die Menge der Paare (a, b) ∈ A1 × A2 als
extensionale U¨berlappung bezeichnet wird. a ∈ A1 bezeichnen wir ebenfalls
als Duplikat von b ∈ A2 (und umgekehrt), wenn a und b sich auf ein und
dasselbe Realwelt-Objekt beziehen.
Aufgrund der unterschiedlichen Repra¨sentation von Realwelt-Objekten
in verschiedenen Datenbanken, fehlender globaler und konsistenter Identi-
fizierer, fehlerhafter und veralteter Daten (u¨ber die nicht einmal bekannt
sein muß, wie fehlerhaft oder veraltet sie sind), muß im Allgemeinen auf die
vollsta¨ndig korrekte Identifikation verzichtet werden. Die Forderung nach
einer Berechenbarkeit auf beschra¨nkten Ressourcen tra¨gt ebenfalls dazu bei,
daß in der Regel auf das vollsta¨ndige Verarbeiten aller verfu¨gbaren identifi-
zierenden Informationen je Datenbank-Element verzichtet werden muß. Es
muß zudem mit der Unsicherheit umgegangen werden, daß zwei Elemente
sich auf dasselbe Realwelt-Objekt beziehen ko¨nnen, obwohl sie unterschied-
liche Werte (oder Referenzen) haben. Andererseits ko¨nnen sich auch Ele-
mente auf unterschiedliche Realwelt-Objekt beziehen, obwohl alle ihre Werte
(und Referenzen) u¨bereinstimmen.
Es wird nach Objektidentifizierungs-Verfahren gesucht, die eine na¨her-
ungsweise Lo¨sung fu¨r das oben dargestellte Objektidentifizierungs-Problem
angeben, die also fu¨r zwei Datenbanken D′1, D
′
2 (derselben Art wie D1, D2,
aber mo¨glicherweise mit anderen Elementen) jeweils eine Menge von Paa-
ren liefern, die als sich auf dieselben Realwelt-Objekte beziehend aufgefaßt
werden sollen. Jedem Paar kann zusa¨tzlich eine Bewertung hinzugefu¨gt wer-
den. Gegebene Qualita¨tskriterien, wie beispielsweise Korrektheit oder Per-
formanz, lassen sich dann fu¨r verschiedene Objektidentifizierungs-Verfahren
miteinander vergleichen.
Publikationen zum Thema der Arbeit
Die Vero¨ffentlichungen zum Thema lassen sich weitestgehend auf zwei For-
schungs-Schwerpunkte aufteilen:
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• Record Linkage und
• Duplikat-Erkennung in Datenbanken,
so daß wir diese in zwei separaten Abschnitten besprechen.
Record Linkage
In den 50ern und 60ern des vorigen Jahrhunderts entwickelten H. Newcom-
be u. a. [NKAJ59] sowie I. Fellegi und A. Sunter [FS69] einen Ansatz
zur Zusammenfu¨hrung großer Datenbesta¨nde, der unter dem Namen Record
Linkage seitdem vielfach angewandt und weiter erforscht wurde. Hauptan-
wendungsgebiet des Record Linkage ist die Verknu¨pfung von Personenda-
ten in statistischen, medizinischen und Adreß-Datenbanken. Umfangreiches
Material zum Record Linkage findet man in den Proceedings der beiden
Konferenzen in Arlington, Virginia ([KA85], [AJ97]).
Record Linkage basiert auf einem statistischen Test, dem Likelihood-
Quotienten-Test, bei dem der Quotient aus zwei Verteilungen fu¨r Vekto-
ren von Vergleichswerten von Datensatz-Paaren als Teststatistik gebildet
wird. Als Verteilungsannahme wird die Multinomialverteilung fu¨r Vekto-
ren nominaler Vergleichswerte von Datensa¨tzen zugrundegelegt. Die Mul-
tinomialverteilung wird jeweils fu¨r zwei Stichproben von Datensatz-Paaren
gescha¨tzt, fu¨r eine Stichprobe mit Datensatz-Paaren von Duplikaten (dort
sogenannte matches), sowie fu¨r eine Datensatz-Paar-Stichprobe von Nicht-
Duplikaten (sogenannte nonmatches). In Abha¨ngigkeit vom Wert des da-
durch gescha¨tzten Likelihood-Quotienten werden die Hypothesen Duplikat
und Nicht-Duplikat fu¨r ein Datensatz-Paar angenommen oder verworfen.2
Um große Datenmengen effizient verarbeiten zu ko¨nnen, werden diejenigen
Datensa¨tze zu Blo¨cken zusammengefaßt und paarweise miteinander vergli-
chen, die bezu¨glich bestimmter festzulegender Bedingungen u¨bereinstimmen
oder nicht zu stark abweichen, etwa die Postleitzahl oder das Geburtsdatum.
Dieses Vorgehen ist in der Literatur zum Record Linkage als Blocking be-
kannt und wurde erstmals von Newcombe [New67] beschrieben.3
In den Arbeiten von Winkler [Win93, Win95], Meng und Rubin [MR93]
sowie Liu und Rubin [LR94] wird beschrieben, wie eine verbesserte Scha¨tzung
der Multinomialverteilung durch Verwendung einer Modifikation des EM-
Algorithmus4 erreicht werden kann. Bei der verbesserten Scha¨tzung werden
Interaktionen von bis zu maximal drei Faktoren beru¨cksichtigt (wir ver-
wenden in dieser Arbeit ebenfalls Modelle mit Interaktionen zwischen zwei
und drei Faktoren). Weitere Arbeiten setzen sich damit auseinander, ein
nicht-u¨berwachtes Vorgehen bei der Scha¨tzung der Multinomialverteilung
zu verwenden (siehe [Win89, LR01, Win02, Yan02]). Motiviert wird dieses
Vorgehen durch die Schwierigkeit, Lernstichproben zu gewinnen, in denen
2Record Linkage ist ausfu¨hrlich im Abschnitt 3.3.2 auf Seite 76 dieser Arbeit beschrie-
ben.
3Im Kapitel 5 dieser Arbeit wird eine Vorauswahl von Paaren bestimmt, die u.a. solche
Bedingungen als relationale Selektoren enthalten kann
4Der Expectation Maximization-Algorithmus wurde 1977 von Dempster, Laird und Ru-
bin [DLR77] als Verfahren zur Scha¨tzung unbekannter, fehlender Werte entwickelt.
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die Duplikate bekannt sind, die sich fu¨r u¨berwachtes Lernen nutzen lassen,
wa¨hrend sich beliebig große Lernstichproben von Paaren generieren lassen,
wenn nicht angegeben werden muß, welches die Duplikate sind. Basierend
auf Bayes’schen Netzwerken werden unter Verwendung des EM-Algorithmus
log-lineare Modelle mit latenten Klassen gescha¨tzt. Die verwandten Lern-
stichproben enthalten hierbei einen Teil von Paaren bei denen bekannt ist,
ob es Duplikate oder keine Duplikate sind und einen großen Anteil ohne diese
Angabe. Dieses Vorgehen zeigt zufriedenstellende Ergebnisse fu¨r Personen-
daten, wenn eine hohe Daten-Qualita¨t vorliegt, sehr wenige Vergleichswer-
te je Attribut verwandt werden und eine große Zahl von Duplikaten (z.B.
mehr als 5%) in der Datenbasis enthalten ist. Die Anforderung an eine hohe
Daten-Qualita¨t la¨ßt sich abschwa¨chen, indem man eine gute Separierbarkeit
von Duplikaten und Nicht-Duplikaten durch ihre Attributwert-Vergleiche
fordert. Fu¨r Realwelt-Daten sind diese Voraussetzungen im allgemeinen
nicht erfu¨llt, wir gehen aufgrunddessen darauf bei der Diskussion des Re-
cord Linkage im Kapitel 3 dieser Arbeit nicht na¨her ein.
Duplikat-Erkennung in Datenbanken
Die Duplikat-Erkennung und damit verbundene Datenbereinigung in Da-
tenbanken wird in mehreren Arbeiten behandelt. Wa¨hrend beim Record
Linkage ein statistisches (Lern-)Verfahren im Vordergrund steht, wurde in
der Datenbank-Forschung zu diesem Thema anfa¨nglich ein manuell erstell-
tes Regelwerk zur Duplikat-Erkennung verwandt. Schwerpunkt der Arbei-
ten bildet die Effizienz eines Systems fu¨r (sehr) große Datenbesta¨nde. Ei-
ne Beru¨cksichtigung des bewa¨hrten Lo¨sungsansatzes des Record Linkage
oder geeigneter Lernverfahren zur Gewinnung eines Regelwerks findet erst
in neueren Arbeiten statt (z.B. Elfeky et al. [EVE02], Bilenko und Moo-
ney [BM03]).
Ausgangspunkt der meisten Arbeiten zur Duplikat-Erkennung in Daten-
banken ist die Arbeit von Bitton und DeWitt [BD83], in der ein effizientes
Verfahren zu Elimination von duplizierten Tupeln in einer Tabelle, d.h. von
Tupeln, deren Attributwerte vollsta¨ndig u¨bereinstimmen, vorgestellt wird.
Wang und Madnick diskutieren in [WM89] das Datenbank-u¨bergreifende
Identifikations-Problem. Zur Lo¨sung des Problems wird dort eine Menge von
Regeln, aus denen die Gleichheit von Datenbank-Elementen abgeleitet wer-
den kann, verwandt, die allerdings manuell erstellt werden muß.
In den Arbeiten von Lim, Srivastava et al. [LSPR93, LSS96] wird das
Identifikationsproblem von Datenbank-Entita¨ten dargestellt und einige Ei-
genschaften des Problems diskutiert. Der dort verfolgte Ansatz, A¨quivalen-
zen (in Form verallgemeinerter funktionaler Abha¨ngigkeiten) zwischen (ge-
gebenen oder ableitbaren) gemeinsamen Schlu¨ssel-Attributen zur Identifi-
zierung zu verwenden, ist aufgrund hoher Fehlerraten in den Daten fu¨r viele
praktische Anwendungen unbrauchbar oder zu stark fehlerbehaftet. Die
Verwendung von Heuristiken und probabilistischen Methoden (die Wahr-
scheinlichkeit von Fehlern in Attributen betreffend) wird dort kurz erwa¨hnt,
jedoch nicht weiter ausgefu¨hrt.
Der Ansatz von Wang und Madnick [WM89] wurde von Hernandez
und Stolfo [HS95, Her96] erweitert, indem eine Gleichheits-Theorie (engl.:
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Equational Theory) zugrundegelegt wird, bei der Abweichungen von Werten
beru¨cksichtigt werden ko¨nnen (die Gleichheits-Theorie muß jedoch ebenfalls
durch einen Domain-Experten manuell erstellt werden). Fu¨r das effizien-
te Verarbeiten großer Datenbesta¨nde wurde von Hernandez und Stolfo ein
Verfahren entwickelt, das unter dem Namen Sorted Neighborhood Method
vielfach zur Duplikat-Erkennung verwandt wird. Den Kern dieses Verfah-
rens bildet das Sortieren der Datensa¨tze bzgl. eines geeigneten abgeleiteten
Sortierschlu¨ssels und das Laden einer festen Zahl von Datensa¨tzen in den
Arbeitsspeicher. Es nutzt die Datenstruktur einer Schlange (engl.: Queue)
zur Verarbeitung, d.h. es wird immer ein neuer Datensatz geladen und
seine Werte u¨berschreiben den Speicherplatz des bisher am La¨ngsten im
Speicher gehaltenen Datensatzes. Jeder neue Datensatz wird dann mit al-
len anderen im Arbeitsspeicher befindlichen verglichen und bezu¨glich eines
Regelsystems (der Equational Theory) entschieden, ob es sich um Duplikate
handelt.5 Schwerpunkt der Forschung zur Duplikat-Erkennung bildete die
Skalierbarkeit, d.h. der Berechnungsaufwand in Abha¨ngigkeit von der An-
zahl n der Datensa¨tze. Durch die Beschra¨nkung des Vergleiches je Datensatz
auf eine feste Zahl k von Datensa¨tzen skaliert diese Methode mit O(k · n)
linear (ohne Beru¨cksichtigung des vorherigen Sortierens).
Ausgehend von dieser Methode gab es mehrere Forschungsarbeiten. Das
mehrfache Sortieren und Anwenden der Sorted Neighborhood Method wur-
de ebenfalls von Hernandez und Stolfo [Her96, HS98] sowie von Feekin und
Chen [FC00] untersucht, da sich durch mehrere Durchla¨ufe die Korrektheit
erho¨hen la¨ßt. Alternativ zur Sortierung der Datensa¨tze wurden in den Ar-
beiten von H. Galhardas et al. [GFS+01b] Cluster-Verfahren verwandt, um
a¨hnliche Datensa¨tze in Gruppen zusammenzufassen, die dann jeweils paar-
weise miteinander verglichen werden.
Mehrere Autoren machen Vorschla¨ge zu einem allgemeinen Modell (engl.:
Framework) fu¨r die Objektidentifizierung. Zu erwa¨hnen sind (neben den
eigenen Arbeiten) folgende Ansa¨tze:
• Data Cleaning Framework von Galhardas et al. [GFSS00, GFS+01b,
Gal01], dort wird die Datenbereinigung mittels verschiedener Opera-
toren in einer SQL-a¨hnlichen deklarativen Sprache umgesetzt. Lern-
verfahren werden dort nicht verwandt, fu¨r die Datensatz-Zuordnung
wird davon ausgegangen, daß ein Matching-Operator spezifizierbar ist.
• Der Ansatz von Verykios, Elmagarmid, Elfeky et al. [VEE+00, VEH00,
CDEV] verwendet zwei Lernverfahren (Entscheidungsbaum-Verfahren
und Instance Based Learning [AKA91]). Der Ansatz des Record Lin-
kage wird allerdings dort nicht in den Vergleich mit einbezogen. Her-
vorzuheben bei diesem Ansatz ist, daß der gesamte Prozeß in die zwei
Phasen Searching und Matching aufgeteilt wird, analog zu der in die-
ser Arbeit verwandten Unterteilung in die Phase der Vorauswahl von
Paaren (Kapitel 5) und eine Klassifikations-Phase (Kapitel 2 und 3).
5Die Sorted Neighborhood Method wird detailliert im Abschnitt 3.3.4.1 auf Seite 93 als
Spezialfall der k-Na¨chsten Nachbarn Klassifikation (Abschnitt 3.3.4 auf Seite 91) bespro-
chen.
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• Das Modell von Elfeky, Verykios und Elmagarmid [EVE02] fu¨hrt die
Ideen aus den im vorigen Punkt besprochenen Arbeiten fort. Im Unter-
schied zu den Vorla¨uferarbeiten wird der Ansatz des Record Linkage
in der Arbeit [EVE02] aufgegriffen. In der dort vorgestellten Soft-
ware (Record Linkage Toolbox ) werden neben Record Linkage eben-
so u¨berwachte und nicht-u¨berwachte Lernverfahren6 beru¨cksichtigt.
Fu¨r Wert-Vergleiche kann aus einer Vielzahl von Vergleichsfunktionen
gewa¨hlt werden. Dem effizienten Verarbeiten großer Datenmengen
wird Bedeutung geschenkt, es werden Blocking und die Sorted Neigh-
borhood Method eingesetzt. Es sei bemerkt, daß es von den diskutier-
ten Modellen am ehesten dem in dieser Arbeit vorgestellten Ansatz
entspricht.
• In der Arbeit von Bilenko und Mooney [BM03] wird die Duplikat-
Erkennung reduziert auf ein Lernproblem fu¨r Zeichenketten-Vergleichs-
funktionen je Attribut, deren (mehrdimensionale) Vergleichswerte dar-
auf in einer bina¨re Entscheidungsregel fu¨r die Klassen Duplikat/Nicht-
Duplikat kombiniert werden. Fu¨r beide Teilaufgaben (dem adapti-
ven Lernen von Zeichenketten-Vergleichsfunktionen und dem Gewin-
nen der Entscheidungsregel) wird das Klassifikations-Verfahren Sup-
port Vector Machines7 eingesetzt. Hervorzuheben ist, daß das Lernen
Doma¨nen-abha¨ngiger Gewichte fu¨r die unterschiedlichen Edit-Opera-
tionen (Einfu¨gen/Lo¨schen/Substituieren einzelner Zeichen) die Tren-
nung zwischen Duplikaten und Nicht-Duplikaten verbessern kann.
4 Ebenso positiv wirkt sich die vorgestellte Korrektur der Gewichte
der als TF-IDF-Similarity bekannten Bestimmung von A¨hnlichkeiten
zweier Zeichenketten aus.8 Zu hinterfragen bleibt, inwieweit die allei-
nige Beru¨cksichtigung von Edit-Operationen die A¨hnlichkeit zwischen
Zeichenketten fassen kann, da beispielsweise Abku¨rzungen damit nicht
erkannt werden ko¨nnen.
Wir diskutieren kurz weitere Forschungsarbeiten. Im Rahmen der Infor-
mations-Integration von Daten aus Internet-Datenbanken wurde die Not-
wendigkeit der Objektidentifizierung ebenfalls erkannt. In dem Informations-
Integrations-System WHIRL von Cohen [Coh98] wird basierend auf der TF-
IDF-Similarity (siehe Fußnote 8 auf Seite 8) eine na¨herungsweise Objekt-
identifizierung umgesetzt. In der Arbeit von Tejada, Knoblock und Min-
ton [TKM01] werden object identification rules mit einem Entscheidungs-
baum-Verfahren aus einer Beispielstichprobe gelernt. Diese Regeln werden
6Das dort vorgestellte nicht-u¨berwachte Lernverfahren Clustering Record Linkage Mo-
del basiert auf dem k-means-Algorithmus. Es sei bemerkt, daß bei diesem Algorithmus
die Euklidische Distanz mehrdimensionaler Punkte fu¨r die Bildung der Cluster verwandt
wird, die im Falle nicht bina¨rer Vergleichsfunktionen (wie z.B. der Minimum-Edit-Distanz)
keine sinnvollen Werte liefern kann.
7Als Support Vector Machines (SVM) wird ein Klassifikations-Verfahren bezeichnet,
das ein (optimales) Trennungsfunktional fu¨r positive und negative Beispiele in einem mehr-
dimensionalen Vektorraum bestimmt, das aus einer bestimmten Klasse stammt (lineare,
quadratische oder andere Funktionale, die Klasse wird durch die Wahl einer sogenannten
Kern-Funktion bestimmt), siehe Vapnik [Vap98].
8Bei der Berechnung der TermFrequency-InverseDocumentFrequency zweier Zeichen-
ketten werden Ha¨ufigkeiten von Termen beru¨cksichtigt, U¨bereinstimmung seltener Terme
fu¨hrt zu hohen Werten der TF-IDF-Similarity; siehe [Sal89].
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zur Verknu¨pfung der Daten in einem Informations-Integrations-System an-
gewandt.
In einigen Publikationen wird der Vergleich von Zeichenketten intensiv
untersucht, da typographische Fehler eine der Hauptschwierigkeiten bei der
Duplikat-Erkennung sind. Ausgehend von Zeichenketten-Vergleichsfunktio-
nen wie dem Vergleich von N-Grams, der Minimum-Edit-Distanz [Gus97]
oder dem Smith-Waterman-Algorithmus [SW81] haben mehrere Autoren
neue und modifizierte Vergleichsfunktionen fu¨r Zeichenketten entwickelt.
Beispielsweise wird die Duplikat-Erkennung in den Arbeiten von Monge
und Elkan [ME96] sowie Monge [Mon97] durch spezielle Zeichenketten-Ver-
gleiche umgesetzt. Nur die Datensa¨tze, deren Werte nicht zu stark vonein-
ander abweichen (z.B. eine geringe Minimum-Edit-Distanz haben, oder falls
ein Wert eine Abku¨rzung des anderen Attributwertes ist) werden mitein-
ander verglichen. Die Datensa¨tze mit Vergleichswerten, die eine vorher zu
definierende Schranke u¨bertreffen, werden dann als Duplikate ausgegeben.
Zu nennen sind weiter die Arbeiten von Jaro [Jar89] undWinkler [Win90],
in denen neue Vergleichsfunktionen vorgestellt und diskutiert werden.
In einer Reihe neuerer Arbeiten findet man Ansa¨tze, die adaptiv mittels
u¨berwachter Lern-Verfahren Doma¨nen-spezifische Zeichenketten-Vergleichs-
funktionen auf Beispiel-Stichproben lernen, siehe z.B. die Arbeiten von Co-
hen et al. [CRF03a, CRF03b], Yancey [Yan03] sowie die weiter oben be-
sprochene Arbeit von Bilenko und Mooney [BM03]. Obwohl das Finden
von Vergleichsfunktionen, die eine gute Trennung der Duplikate von Nicht-
Duplikaten erreichen, wichtig ist fu¨r die Duplikat-Erkennung, ist dieses nur
ein Baustein im gesamten Prozeß.
Wir geben noch einige Arbeiten an, die sich auf Teilaspekte des in dieser
Arbeit beschriebenen Ansatzes beziehen.
Einen U¨berblick u¨ber Methoden zur effizienten Auswahl von Paaren
und den Vergleich von vier Methoden (Blocking, SNM, Bigram-Indexing
und Canopy-Clustering) findet man beispielsweise bei Baxter, Christen und
Churches [RBC03].
Die Arbeiten von Christen, Churches et al. [CCZ02, CCLZ02] setzen sich
mit der Standardisierung von Namens- und Adreß-Feldern auseinander, ge-
winnen also fu¨r die Identifizierung geeignete abgeleitete Attribute.
Erwa¨hnenswert ist außerdem die Literaturstudie von Gu, Baxter, Vickers
und Rainsford [GBVR03], die einen U¨berblick u¨ber den gegenwa¨rtigen Stand
der Forschung zum Record Linkage gibt und außerdem eine Liste der verfu¨g-
baren Software entha¨lt. Weitere Artikel, in denen Informationen u¨ber Soft-
ware gefunden werden kann, sind die Arbeiten von Winkler [Win01b] sowie
Bell und Sethi [BS01, S. 86].
Forschungsbeitrag der Dissertation
Mit der vorliegenden Arbeit wird erstmals ein mathematisches Modell (
”
Fra-
mework“) fu¨r die Identifizierung von Realwelt-Objekten in multiplen Daten-
banken angegeben. Dieses Modell bildet nicht nur eine methodische Grund-
lage fu¨r die Objektidentifizierung, sondern liefert auch einen Rahmen fu¨r die
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praktische Anwendbarkeit, insbesondere auch fu¨r große Datenbanken.9
Dieses Modell bietet eine vereinheitlichte Darstellung fu¨r die verschie-
denen Ansa¨tze zur Lo¨sung des Objektidentifizierungs-Problems, die im vor-
angegangenen Abschnitt dargestellt wurden. Durch diese Vereinheitlichung
wird eine Evaluation der Ansa¨tze mo¨glich. Wir gehen auf die Besonderheiten
der Arbeit na¨her ein:
• Die Identifizierung von Realwelt-Objekten in mehreren Datenbanken
wird als abstraktes Klassifikations-Problem modelliert, so daß Verfah-
ren aus der Statistik und dem Data Mining zum Lernen von Klassi-
fikationen eingesetzt werden ko¨nnen. Um diese Verfahren anwenden
zu ko¨nnen, wird eine Transformation der fu¨r die Identifizierung ver-
wendbaren Daten in ein gemeinsames Schema und ein Vergleich fu¨r
diese abgeleiteten Werte durchgefu¨hrt. Mit den Vergleichswerten ei-
ner Beispiel-Stichprobe kann dann eine Klassifikation gelernt werden
(siehe dazu die Kapitel 2 und 3).
• Die Fundierung der Objektidentifizierung mit Objekt-Orientierten Iden-
tifikationsansa¨tzen im 1. Kapitel ist ebenfalls neu. Zur Identifizierung
ziehen wir rationale Ba¨ume heran, die neben den Attribut-Werten
eines Datenbank-Objektes auch Referenzen auf andere Datenbank-
Objekte aufweisen ko¨nnen (und damit die Werte dieser Datenbank-
Objekte und Werte der Datenbank-Objekte, die von ihnen referenziert
werden etc.). In der im vorangegangenen Abschnitt besprochenen Li-
teratur wird u¨ber den Vergleich von Attributen einer Relation nicht
hinausgegangen (d.h. es wird die Wert-basierte Identifikation ange-
wandt).
• Die Einbettung der Daten aus unterschiedlichen Quellen in ein Sche-
ma sowie die Ableitung identifizierender Attribute wurde in der Li-
teratur zur Objektidentifizierung bisher nicht untersucht, sondern es
werden semantisch a¨quivalente Attribute vorausgesetzt.10 Ebenfalls
unberu¨cksichtigt blieb bisher die Behandlung fehlender Werte im Pro-
zeß der Objektidentifizierung, deren Beru¨cksichtigung die Korrektheit
der Objektidentifizierung erho¨hen kann. Diese Aspekte werden im 2.
Kapitel behandelt.
• Ein weiterer Aspekt, der in der Forschung bisher unzureichend unter-
sucht wurde, ist die Bestimmung von Qualita¨tsmerkmalen fu¨r Objekt-
identifizierungs-Probleme. In der vorliegenden Arbeit werden einige
fu¨r die Identifizierung relevanten Merkmale in der Form semantischer
Constraints vorgestellt (Kapitel 4).
• Die Interpretation der Auswahl von (alternativen) Methoden zur effizi-
enten Auswahl von Paaren (wie z.B. Blocking-Variablen) als Optimier-
ungs-Problem, dem ein Kosten-Modell zugrundeliegt, ist bislang noch
9Z.B. Sicherstellung der Skalierbarkeit bzgl. Datenbankgro¨ße unter Kontrolle der Feh-
lerraten durch Steuerung der Vorauswahl, vgl. Kapitel 5
10Im Falle der Duplikat-Erkennung in einer Tabelle handelt es sich um dieselben Attri-
bute.
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nicht in der Literatur besprochen worden. Die zugrundeliegende Idee
hierbei ist, daß immer eine große Bandbreite fu¨r die Auswahl von Se-
lektoren besteht (z.B. Auswahl der Blocking-Variablen, akzeptiertes
Toleranz-Intervall fu¨r den Band-Join), aus denen ein Vielzahl zusam-
mengesetzter Selektoren konstruiert werden kann. Im 5. Kapitel wird
ein Kosten-Modell vorgestellt, das einen generischen Zugang fu¨r die
Auswahl ero¨ffnet: Man muß sich nicht von vornherein auf die Auswahl-
Methode festlegen, sondern kann in einer Kosten-Funktion die Kosten
fu¨r die Paarbildung (d.h. Anzahl der zu verarbeitenden Paare) und
zusa¨tzliche Kosten (z.B. Sortieren, Index-Erstellung) beru¨cksichtigen.
Das eigentliche Optimierungs-Problem besteht dann darin, eine Kom-
bination der Selektoren zu finden, die die Kostenfunktion minimiert,
wobei eine Nebenbedingung erfu¨llt werden soll, die die Fehlerrate fu¨r
das Nicht-Selektieren dubletter Paare beschra¨nkt. Die Lo¨sung des
Optimierungs-Problems la¨ßt sich direkt bestimmen. Fu¨r die relatio-
nalen Selektoren (d.h. Blocking-Variablen, mit und ohne Toleranz-
Intervall) la¨ßt sich zudem die Selektion effizient durch die Verwen-
dung von den in Datenbank-Management-Systemen verfu¨gbaren In-
dexstrukturen erreichen.11
• Durch die im formalen Modell erfolgte Vereinheitlichung wird eine Eva-
luation der Ansa¨tze bezu¨glich Qualita¨tskriterien wie Korrektheit und
Performanz mo¨glich. Im Kapitel 6 wird ein Ansatz des Benchmarkings
dreier Methoden vorgestellt und fu¨r drei Fallstudien (Datenbanken mit
Wohnungsanzeigen, Kunden-Adressen sowie Bibliotheksdaten) exem-
plarisch durchgefu¨hrt. Auf den gesamten Testablauf, insbesondere auf
die Besonderheiten der Stichprobenziehung wird dabei detailliert ein-
gegangen.
Struktur und Inhalt der Arbeit
Die Arbeit gliedert sich in zwei Teile, einen theoretischen und einen prakti-
schen Teil. Sie hat folgende Struktur:
Teil I: Theoretische Grundlagen der Objektidentifizierung in Datenbanken
– Kapitel 1: Datenbanken
– Kapitel 2: Das formale Modell
– Kapitel 3: Klassifikation
Teil II: Evaluation von Objektidentifizierungs-Verfahren
– Kapitel 4: Datenqualita¨t
– Kapitel 5: Vorauswahl von Datensatz-Paaren
– Kapitel 6: Benchmarking
11Es sei bemerkt, daß die Verwendung von effizienten Indexstrukturen fu¨r den Prozeß
der Objektidentifizierung bislang noch nicht untersucht wurde, im 5. Kapitel wird darauf
eingegangen.
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Teil I: Theoretische Grundlagen der Objektidentifizierung
Innerhalb des ersten Teils wird zuna¨chst auf Identifikationsansa¨tze in Daten-
banken eingegangen und es werden einige der verwandten Methoden na¨her
untersucht. Im darauffolgenden Kapitel wird das formale Modell eingefu¨hrt,
das die Grundlage fu¨r die Evaluation der Verfahren bildet. Der Kern dieses
formalen Modells ist die Aufteilung der Objektidentifizierung in drei aufein-
anderfolgende Schritte:
1. Konversion: Transformation der Daten in ein einheitliches Sche-
ma, das aus Elementen besteht, die die Informationen zu einzelnen
Realwelt-Objekten abgegrenzt von anderen Elementen entha¨lt (z.B.
Tupel einer Tabelle, Teilba¨ume eines Graphen).
2. Vergleich: Vergleich von Paaren von Elementen mittels geeigneter,
frei wa¨hlbarer Vergleichsfunktionen.
3. Klassifikation: Klassifikation von Paaren von Elementen anhand ih-
rer Vergleichswerte, beispielsweise als Duplikat oder Nicht-Duplikat.
Fu¨r die Umsetzung dieses Modells wird als Software-Architektur die von
Wiederhold [Wie92] eingefu¨hrte Mediator-Wrapper-Architektur verwandt,
wobei die Objektidentifizierung in einem speziellen Mediator, dem Identifi-
cator realisiert ist. Im dritten Kapitel werden die Besonderheiten einzelner
Klassifikationsverfahren dargestellt und ihre Anwendung zum Klassifizieren
von Paaren von Elementen beschrieben.
Teil II: Evaluation von Objektidentifizierungs-Verfahren
Der zweite Teil befaßt sich mit dem Vergleich von Objektidentifizierungs-
Verfahren. Das vierte Kapitel setzt sich mit Fragen der Qualita¨t von Daten
auseinander. Das fu¨nfte Kapitel geht auf Mo¨glichkeiten der Optimierung
durch geeignete Vorauswahl von Paaren unter Verwendung von Indexstruk-
turen ein. Im sechsten Kapitel wird der Vergleich von Objektidentifizierungs-
Verfahren durchgefu¨hrt — den wir als Benchmarking bezeichnen. Zuna¨chst
geben wir Definitionen fu¨r Qualita¨tskriterien fu¨r Objektidentifizierungs-Ver-
fahren, wie z.B. die Korrektheit. Im Anschluß daran wird die Spezifikation
der Tests beschrieben. Der Vergleich wird fu¨r drei Realwelt-Datenbanken
umgesetzt, die drei unterschiedlichen Anwendungsgebieten entsprechen:
• Berliner Wohnungsanzeigen aus den Online-Editionen zweier Tages-
zeitungen,
• Bibliographische Daten aus dem Kooperativen Bibliotheksverbund Ber-
lin-Brandenburg, sowie
• Kundendaten eines deutschen Unternehmens.
Die fu¨r die verwandten Daten erforderliche Wahl der Vergleichsfunktio-
nen sowie die notwendigen Anpassungen und Parametrisierungen der ein-
zelnen Methoden werden beschrieben. Der Vergleich wird fu¨r folgende drei
Verfahren durchgefu¨hrt:
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• Klassifikation mit Assoziationsregeln (AssoClass),
• Record Linkage, sowie
• Entscheidungsbaum-Verfahren.
Die Ergebnisse der einzelnen Testla¨ufe und eine Auswertung mit kriti-
scher Diskussion der Resultate schließen das Kapitel ab.
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Teil I
Theoretische Grundlagen der
Objektidentifizierung in
Datenbanken
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Kapitel 1
Datenbanken
Knuper, knuper, kneischen,
wer knu¨pft an meinem Ha¨uschen?
Der Wind, der Wind,
das himmlische Kind.
Aus
”
Ha¨nsel und Gretel“1
Inhalt dieses Kapitels. Wir setzen uns mit der Identita¨t und
Repra¨sentation von Realwelt-Objekten in Datenbanken auseinander.
Ausgehend von einem Typsystem fu¨hren wir die Begrifflichkeiten
Klasse, Schema, Datenbank und Datenbank-Objekt ein. Es werden
Identifizierungs-Ansa¨tze fu¨r relationale und Objekt-Orientierte Daten-
banken untersucht. Besondere Aufmerksamkeit wird Referenz-Ba¨umen
von Datenbank-Objekten in Objekt-Orientierten Datenbanken gewid-
met, da diese fu¨r die Identifizierung herangezogen werden ko¨nnen. Es
werden identifizierende Attributmengen und identifizierende Referenz-
Strukturen eingefu¨hrt. Die U¨bertragung der Identifizierungs-Ansa¨tze
auf multiple Datenbanken wird diskutiert.
1.1 Objekte und Objektidentita¨t
1.1.1 Realwelt-Objekte und ihre Identita¨t
Als Realwelt-Objekte bezeichnen wir Elemente aus einem Universum von
Objekten in der Wirklichkeit, die sich klar voneinander abgrenzen lassen.
Die Objektidentita¨t von Realwelt-Objekten ist durch die in der Realwelt ver-
wandten Identifikationsmechanismen determiniert, beispielsweise mit dem
Leibnizschen Ununterscheidbarkeitsprinzip [Lei60]: Dinge, die nicht durch
einstellige Pra¨dikate P (einer gegebenen Sprache u¨ber diese Dinge) unter-
schieden werden ko¨nnen, also bezu¨glich der gegebenen Sprache ununter-
scheidbar sind, sind identisch; d.h. es gilt fu¨r Realwelt-Objekte o, v
o ≡ v ⇐⇒ ∀P : (P (o) ∧ P (v)) ∨ (¬P (o) ∧ ¬P (v)). (1.1)
1Die Zitate aus sechs bekannten Ma¨rchen der Gebru¨der Grimm, die die Kapitel einlei-
ten, sind der illustrierten Ausgabe Die Kinder- und Hausma¨rchen der Bru¨der Grimm des
Kinderbuchverlags Berlin von 1970 (9. Auflage) entnommen.
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Als Datenbank-Objekte bezeichnen wir hingegen die elektronische Re-
pra¨sentation einzelner Realwelt-Objekte. DieObjektidentita¨t von Datenbank-
Objekten ist eng verbunden mit der verwandten Repra¨sentation der Realwelt-
Objekte in einer Datenbank. In der Repra¨sentation kann einerseits ein
eindeutiger Identifizierer vorhanden sein, der verwandt werden kann (z.B.
Prima¨rschlu¨ssel fu¨r relationale Datenbanken), andererseits la¨ßt sich eine Re-
pra¨sentation der Realwelt-Objekte auch ohne eindeutigen Identifizierer um-
setzen, so daß die Identifizierung anhand der in der Datenbank repra¨sentier-
ten Eigenschaften und Beziehungen von Realwelt-Objekten erfolgen muß.
Wir gehen in den folgenden Abschnitten auf beide Alternativen na¨her ein.
Nach Beeri und Thalheim [BT99] zeichnen sich Realwelt-Objekte (engl.:
real-world objects or entities) durch folgende Wesensmerkmale aus:
• Ein Realwelt-Objekt ist eindeutig identifizierbar anhand seiner Ver-
gangenheit, seiner Eigenschaften und seiner Beziehungen (zu anderen
Realwelt-Objekten),
• Die Menge der Eigenschaften und Beziehungen ist beliebig und ver-
a¨nderlich,
• Ein Realwelt-Objekt hat einen Lebenszyklus, d.h. es beginnt zu einem
Zeitpunkt zu existieren und die Existenz endet an einem spa¨teren Zeit-
punkt,
• Es existiert unabha¨ngig von anderen Realwelt-Objekten.2
Wenngleich Realwelt-Objekte eine hohe Variabilita¨t bezu¨glich der ihnen
zuzuordnenden Eigenschaften und Beziehungen haben, la¨ßt sich diese Fle-
xibilita¨t nur begrenzt bei der elektronischen Speicherung von Daten in Da-
tenbanken beru¨cksichtigen. Fu¨r die Speicherung der Daten findet eine Mo-
dellbildung statt, der eine endliche (und zuna¨chst feste) Auswahl von Eigen-
schaften und Beziehungen der Realwelt-Objekte zugrundeliegt. Ausgehend
von den Anforderungen einer Anwendung (einer Benutzer-Sicht) wird ein
Modell der Wirklichkeit fu¨r ein Universum von Realwelt-Objekten entwor-
fen, es wird eine logische Repra¨sentation erstellt. Dieses Modell der Wirk-
lichkeit wird dann in ein Datenmodell u¨berfu¨hrt, das ein Modell fu¨r eine elek-
tronische Repra¨sentation darstellt. Basierend auf dieser elektronischen Re-
pra¨sentation ko¨nnen dann Daten u¨ber Realwelt-Objekte (des Universums) in
einer Datenbank elektronisch gespeichert werden (vgl. Abbildung 1.1). Ei-
ne spezifische Software (beispielsweise ein Datenbank-Management-System)
ermo¨glicht dann Interaktionen eines Benutzers oder von Anwendungen mit
einer Datenbank. Diese Software stellt Schnittstellen fu¨r die Datenbank
zur Verfu¨gung, die Zugriffsmo¨glichkeiten mittels eines Befehlssatzes, einer
Programmiersprache oder mittels einer Abfragesprache wie SQL3 erlaubt.
2Der Beginn der Existenz eines Realwelt-Objektes ha¨ngt in der Regel jedoch von an-
deren Realwelt-Objekten ab.
3SQL ist die Abku¨rzung fu¨r Structured Query Language, eine in relationalen Daten-
banken verwandte Abfragesprache, siehe auch Beispiel 1.11 auf Seite 24.
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Da ein Modell nur fu¨r eine beschra¨nkte Zahl von Anwendungen ver-
wendbar ist, erha¨lt man in der Praxis verschiedene Modelle der Wirklich-
keit, die zu unterschiedlichen elektronischen Repra¨sentationen von identi-
schen Realwelt-Objekten fu¨hren. Insbesondere fu¨r die Identifikation von
Realwelt-Objekten ist diese Variabilita¨t problematisch, da nicht alle fu¨r die
Objektidentifizierung verwendbaren Informationen in einem Modell enthal-
ten sein mu¨ssen (sofern sie fu¨r eine Anwendung nicht relevant sind). Wei-
terhin ko¨nnen die in zwei Modellen gemeinsam enthaltenen Informationen
unterschiedlich repra¨sentiert sein, so daß eine (mo¨glicherweise nur partielle)
U¨berfu¨hrung/Einbettung in ein globales, einheitliches Modell erforderlich
wird. Ein weiteres Problem stellt die Granularita¨t/Modellsicht der elektro-
nischen Repra¨sentation dar: In zwei Modellen fu¨r dasselbe Universum von
Realwelt-Objekten ko¨nnen unterschiedliche Auffassungen u¨ber die Definiti-
on eines Realwelt-Objektes vorliegen. Beispielsweise kann in einer Daten-
bank, die Informationen u¨ber Bu¨cher entha¨lt, das Realwelt-Objekt Buch als
Auflage eines Buches modelliert sein, so daß sa¨mtliche Bu¨cher einer Aufla-
ge als ein Realwelt-Objekt aufgefaßt werden, wa¨hrend in einer Datenbank,
die fu¨r die Verwaltung des Bestandes einer Bibliothek entworfen wird, sehr
wohl zwischen den einzelnen Bu¨chern einer Auflage identischen Inhaltes un-
terschieden werden muß. Wir haben es hier mit zwei unterschiedlichen Kon-
zepten der Objektidentita¨t zu tun, wobei eine U¨berfu¨hrung der Identita¨t
eines Buches b in die Identita¨t einer Auflage eines Buches a offensichtlich
durch die Zusammenfassung aller Bu¨cher einer Auflage zu einem abstrakten
Realwelt-Objekt erfolgen kann, sofern die Information u¨ber die Auflage von
b aus seiner Repra¨sentation ermittelt werden kann.
Um eine Identifizierung von Realwelt-Objekten in elektronischen Re-
pra¨sentationen unterschiedlicher Modelle zu ermo¨glichen, sind fu¨r eine ver-
einheitliche Sicht eine Benutzers auf die Realwelt-Objekte nach Kent et al.
[KAA+92] die unterschiedlichen Konzepte der Objektidentita¨t wie folgt in
Einklang zu bringen:4
(a) Die in jeder einzelnen elektronischen Repra¨sentation umgesetzte Ob-
jektidentita¨t der Datenbank-Objekte ist geeignet zu kontrollieren,
(b) Fu¨r die vereinheitlichte Sicht auf die Realwelt-Objekte ist eine Objek-
tidentita¨t festzulegen, sowie
(c) Es sind Abbildungen zwischen den Objektidentita¨ten der Datenbank-
Objekte aus (a) und der Objektidentita¨t der Realwelt-Objekte in (b)
zu realisieren, beispielsweise durch die Einbettung der verschiedenen
elektronischen Repra¨sentationen in eine globale elektronische Repra¨-
sentation, die eine vereinheitlichte Sicht darstellt.
1.1.2 Identita¨t von Objekten in Datenbanken
Die Repra¨sentation von Realwelt-Objekten in Informationssystemen wird in
den Arbeiten von Abrial [Abr74], Kent [Ken78], Ullmann [Ull88], Matsus-
4
”
It is necessary to (a) manage identity for the underlying objects reflecting the data
in the external sources, (b) manage identity for the objects in the end user’s unified view,
and (c) maintain mappings between the two.“ [KAA+92, S.2]
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Modell der Wirklichkeit (logische Repraesentation)  
   Benutzer-Sicht
Datenmodell 
(elektronische 
Repraesentation)
Universum von 
Realwelt-Objekten
DB
Befehl (z.B. SQL)
Antwort (z.B. 
Datensatz)
Interaktion
Abbildung 1.1: Die Modellierung von Datenbanken
hima und Wiederhold [MW90] diskutiert.
Der Objekt-Begriff wurde in der Informatik durch die Objekt-Orientie-
rung gepra¨gt. Als Objekt wird die Repra¨sentation von Realwelt-Objekten
oder abstrakten Konzepten in einem elektronischen System bezeichnet. Je-
des Objekt verfu¨gt u¨ber eine Objektidentita¨t und u¨ber Wesensmerkmale, die
a¨hnlich den Wesensmerkmalen von Realwelt-Objekten sind. Nach Khosha-
fian und Copeland [KC86] sowie Beeri und Thalheim [BT99] haben Objekte
die folgenden Charakteristika:
• Ein Objekt hat eine (interne) Struktur und einen Zustand (Status)
entsprechend dieser Struktur,
• Ein Objekt hat einen Lebenszyklus: es wird erzeugt, kann vera¨ndert
und gelo¨scht werden,
• Seine Identita¨t ist unvera¨nderlich wa¨hrend seiner Existenz. Die Iden-
tita¨t ist das Merkmal, mit dem man jedes Objekt von allen anderen
Objekten unterscheiden kann (object identity is immutable),
• Ein Objekt existiert unabha¨ngig von anderen Objekten.
1.2 Typsysteme und Datenbank-Schemata
Eine Datenbank genu¨gt einer Struktur, die als Schema bezeichnet wird.
Ausgehend von Typsystemen ko¨nnen unterschiedliche Schemata gebildet
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werden. Ein Typsystem besteht aus Basis-Datentypen, Konstruktoren fu¨r
Tupel und komplexe Datentypen sowie Label fu¨r Referenzen auf andere Ele-
mente. Wir benutzen die von Schewe verwandte vereinfachte Notation fu¨r
Typsysteme [Sch97, Sch01].
Definition 1.1 (Typsystem). Es sei n ∈ N+ und ν sei ein Basis-Datentyp,
d.h. ν ∈ {BOOLEAN, REAL, INTEGER,NATURAL, STRING, . . .}.
` bezeichne den Label-Datentyp und ` : τ ′ den Datentyp fu¨r Referenzen auf
Label.5 Zur Konstruktion von Tupeln verwenden wir den Tupel-Konstruktor
×. Weiter seien {·} und [·] die Konstruktoren fu¨r endliche Mengen und
endliche Listen. Dann ko¨nnen wir ein allgemeines System von endlichen
Typen τ rekursiv definieren,6
τ = ` | ` : τ ′ | ν | τ1 × · · · × τn | {τ1} | [τ1], (1.2)
wobei die Komponenten τ1, . . . , τn Typen seien, die rekursiv gema¨ß dem
Typsystem (1.2) gebildet werden, jedoch ohne daß sie den Typ τ selbst als
Komponente enthalten.
Einen Typ τ bezeichnen wir als Objekt-Typ, wenn er (mindestens) einen
Label-Datentyp ` entha¨lt, und als Wert-Typ sonst.
Analog zur Definition relationaler Datenbank-Schemata und Datenban-
ken nach Paredaens, De Bra, Gyssens und Van Gucht [PBGG89] fu¨hren
wir Objekt-Orientierte Datenbank-Schemata und Datenbanken ein. Eine
Datenbank wird als Instanz eines Datenbank-Schemas aufgefaßt, wobei sie
zusa¨tzlichen Integrita¨tsbedingungen, den Constraints, genu¨gen muß. Der
wesentliche Unterschied besteht hier darin, daß wir (1) statt Attributen von
Basis-Datentypen strukturierte, komplex-wertige Attribute zulassen, denen
ein Typ obigen Typsystems zugrundeliegt und (2) in Attributen Label zur
eindeutigen Identifizierung von (strukturierten, komplex-wertigen) Tupeln
verwandt und diese zur Referenzierung zwischen Tupeln ausgenutzt werden
ko¨nnen.
Basierend auf einem Typ des Typsystem fu¨hren wir eine Klasse mit
Attributen und korrespondierenden Wertebereichen ein. Fu¨r einen Typ
τ = ν1×· · ·×νn entspricht die Klassen-Definition dem primitiven Relationen-
Schema nach Paredaens et al. [PBGG89], das aus Attributen von Basis-
Datentypen besteht (den Spalten-Namen), wobei der Wertebereich eines
Attributes durch die Menge atomarer Werte seines Datentyps gegeben ist.
Definition 1.2 (Klasse). Als Klasse C bezeichnen wir ein Tripel
C = (τ,X, dom(X)), (1.3)
wobei
• τ ein Typ des Typsystems sei, jedoch kein Basis-Datentyp,
5Zur Verwendung von Labeln und Referenzen auf Label machen wir im Folgenden die
Annahmen 1.8–1.10.
6Auf die Verwendung von Konstruktoren fu¨r Multi-Mengen [[τ ]] und fu¨r Funktionen
τ1 → τ2 wird in dieser Arbeit nicht eingegangen.
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• X = (X1, . . . , Xn) Bezeichner fu¨r die Komponenten des Typs τ sind;
X bezeichnen wir auch als (strukturierte) Attributmenge, Xi als At-
tribute. Die Struktur der Attributmenge X setzt sich gema¨ß der Kon-
struktion von τ zusammen.
• dom(X) den Wertebereich der Attributmenge bezeichnet, d.h. der
zula¨ssigen Werte; dom(X) ist durch den Typ τ eindeutig bestimmt
(siehe die anschließende Bemerkung 1.3), wir schreiben aufgrund des-
sen fu¨r den Wertebereich verku¨rzt dom(X) = τ .
Bemerkung 1.3. C = (τ,X, dom(X)) sei eine Klasse. Der Wertebereich
dom(X) ergibt sich aus den zula¨ssigen Werten der in τ enthaltenen Basis-
Datentypen, Label- und Referenz-Typen,7 die mittels der Verwendung der
drei Konstruktoren ×, { }, [ ] den Typ τ bilden.
Z.B. ergibt sich fu¨r C = (τ,X, dom(X)) aus
τ = `× [REAL]×NATURAL× {STRING}
der Wertebereich dom(X) mit
dom(X) = { label ∈ LABEL }
×{ [x1, . . . , xj ] | j ∈ N ∧ (xi ist vom Typ REAL, i = 1, . . . , j) }
×{1, . . . ,max(NATURAL)}
×{ {s | s ist vom Typ STRING} }
Umgekehrt la¨ßt sich aus dem Wertebereich dom(X) auch der zugrundelie-
gende Typ ersehen, so daß es genu¨gt, eine Klasse durch ihre Attributmenge
und deren Wertebereich anzugeben, C = (X, dom(X)).
Definition 1.4 (Datenbank-Schema). Ein Datenbank-Schema S (oder
kurz ein Schema S) ist ein Paar
S = ({Ci}i=1,...,n , C) (1.4)
mit
• {Ci}i=1,...,n =
{
(τi, X
(i), dom(X(i))
}
i=1,...,n
einer Menge von Klassen
und
• einer endlichen Menge von Integrita¨tsbedingungen (Constraints) C u¨ber
{Ci}i=1,...,n sei (Constraints werden in der Definition 1.6 eingefu¨hrt).
Definition 1.5 (Tupel und mo¨gliche Instanz). S = ({Ci}i=1,...,n , C) sei
ein Datenbank-Schema.
Ein (strukturierter, komplex-wertiger) Tupel u¨ber einer Klasse Ci =
(τi, X
Ci , dom(XCi)) ist eine Funktion a : XCi → dom(XCi). Die Werte
der Attributmenge XCi fu¨r einen Tupel a schreiben wir als XCi(a).8 Einen
Tupel a bezeichnen wir auch als Instanz von Ci, Schreibweise a :: Ci.
Eine Menge von Tupeln a u¨ber (jeweils einer) der Klassen {Ci}, i = 1, . . . , n,
bezeichnen wir als Tupelmenge A u¨ber S. Eine Tupelmenge A wird auch als
mo¨gliche Instanz von S bezeichnet.
7Fu¨r die Label werden Werte einer Menge LABEL verwandt, die auf Basis-Datentypen
basieren, beispielsweise auf LABEL = NATURAL; Referenz-Typen haben denselben
Wertebereich, da sie auf Label verweisen.
8In der Literatur wird alternativ zu XCi(a) auch die Notation a[XCi ] oder a.XCi
verwandt.
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Definition 1.6 (Constraint). S sei ein Datenbank-Schema. Ein Cons-
traint Cı u¨ber S ist eine aussagenlogische Formel, die jeder mo¨glichen In-
stanz A u¨ber S genau einen Wahrheitswert (entweder TRUE oder FALSE)
zuordnet.
Definition 1.7 (Datenbank-Instanz). S = ({Ci}i=1,...,n , C) sei ein Da-
tenbank-Schema und A eine mo¨gliche Instanz von S.
A ist eine (echte) Instanz des Schemas S, wenn sie alle Constraints C ı ∈ C
erfu¨llt. A bezeichnen wir auch als Datenbank.
Tupel a ∈ A bezeichnen wir als Datenbank-Objekte, wenn sie u¨ber ein
Label verfu¨gen, d.h. wenn der ihnen zugrundeliegende Typ ein Objekt-Typ
ist.
Wir machen drei Annahmen fu¨r die Verwendung von Labeln in Datenbank-
Objekten. Diese Annahmen sind durch entsprechende aussagenlogische For-
meln auszudru¨cken und in die Menge von Constraints C eines Datenbank-
Schemas aufzunehmen.
Erstens: Label sollen an einer ausgezeichneten Stelle eines Tupels ent-
halten sein.
Annahme 1.8 (Normalform fu¨r Label). A sei eine Datenbank u¨ber
einem Schema S = {C1, . . . , Ck}. Jedes Datenbank-Objekt a :: Ci, 1 ≤ i ≤
k, kann mehrere (alternative) Label des Typs ` enthalten. Die Label des
Typs ` sind als erstes Element im Tupel-Konstruktor enthalten,9 d.h. fu¨r
die Attributmenge XC von C gilt dom(XC) = τ = `× τ ′ oder dom(XC) =
τ = {`} × τ ′ mit einem Wert-Typ τ ′.
Zweitens: Wir erlauben Referenzen nur zwischen Datenbank-Objekten
und nur innerhalb einer Datenbank.
Annahme 1.9 (wohldefinierte Objekt-Referenzierung). A sei eine
Datenbank u¨ber einem Schema S. Wir nehmen an, daß jede Instanz a ∈
A, a :: C einer Klasse C ∈ S, die eine Referenz auf ein anderes Datenbank-
Objekt enthalte, selbst u¨ber ein Label verfu¨gt.
Drittens: Je Klasse eines Schemas soll in einer Datenbank der Wert eines
Labels (von einer Instanz der Klasse) eindeutig sein.
Annahme 1.10 (Eindeutigkeit von Labeln). A sei eine Datenbank u¨ber
einem Schema S = {C1, . . . , Ck}. XCi = {XCi1 , . . . , XCini } bezeichne die
Attributmenge von Ci mit dom(X
Ci
j ) = ` oder dom(X
Ci
j ) = {`}. Wir
nehmen an, daß jeder Wert eines Labels Datenbank-Objekte einer Klasse
eindeutig identifiziert,10 d.h. fu¨r alle Datenbank-Objekte a ∈ A, b ∈ A\{a}
9Es handelt sich nicht um eine Beschra¨nkung der Allgemeinheit, sondern um eine
Vereinfachung, die die Verarbeitung erleichtert: Label eines Objekt-Typs du¨rfen nur an
einer (fu¨r alle Objekt-Typen festen) Position eines Tupels auftreten und nicht an beliebigen
—und mo¨glicherweise in einem Tupel an verschiedenen— Stellen sein (wie etwa in ν1 ×
[{(nu2 × {`})} × `]× [`× τ
′]).
10Falls der Identifizierer durch die U¨bereinstimmung aller Label eines Objekt-Typs ge-
geben sein soll, bilden wir aus allen Labeln {`i}i=1,...,k eines Tupels ein zusammengesetztes
Super-Label `∗ = `j1 + . . .+ `jk , wobei wir eine deterministische Ordnung fu¨r die Reihen-
folge (etwa die lexikographische Ordnung) und ein (nicht in den Labeln vorkommendes)
Trennzeichen ’+’ verw
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mit a, b :: Ci fu¨r ein i ∈ {1, . . . , k} gilt
Label(a) ∩ Label(b) = ∅, (1.5)
wobei die Menge aller Label eines Datenbank-Objektes definiert ist durch
Label(a) :=
{
{XCij (a)} dom(XCij ) = `,
XCij (a) dom(X
Ci
j ) = {`} .
(1.6)
Um in Datenbanken Elemente gezielt selektieren, auswerten und be-
arbeiten zu ko¨nnen, beno¨tigen wir Abfragesprachen. Eine Abfragespra-
che Q ermo¨glicht, Teilmengen von Elementen (und eine Auswahl ihrer At-
tribute X) aus einer Datenbank A u¨ber S auswa¨hlen und bearbeiten zu
ko¨nnen. Q entha¨lt Konstrukte zur Definition von Strukturen, zur Mani-
pulation (Einfu¨gen, A¨ndern, Lo¨schen) sowie zur Selektion von Daten. Wir
betrachten im Folgenden fu¨r die Identifizierung in existierenden Datenban-
ken nur Abfragen zur Selektion von Daten. Eine deklarative Abfragespra-
che erlaubt die Formulierung von Abfragen in einer beschreibenden Form;
die Datenselektion erfolgt durch die Angabe von Kriterien fu¨r Attribute
XCi ⊂ XC .
Die Ma¨chtigkeit einer Abfragesprache besteht einerseits darin, inwieweit
sie es ermo¨glicht, Abfragen fu¨r (komplexe) Typstrukturen τ zu formulieren,
bei denen Kriterien an Konstruktor-Elemente von Basis-Datentypen ver-
wandt werden ko¨nnen (beispielsweise fu¨r geschachtelte Typstrukturen oder
Mengen- und Listen-Typen). Andererseits ist dieMa¨chtigkeit einer Abfrage-
sprache auch durch ihre Eignung bestimmt, transitive Referenzen auf andere
Elemente in der Datenbank verfolgen zu ko¨nnen.
Beispiel 1.11 (SQL). Mit der in relationalen Datenbanken verwandten de-
klarativen Abfragesprache SQL ist es beispielsweise mo¨glich, fu¨r Typen, die
aus Basis-Datentypen bestehen, Bedingungen zu formulieren, es ist jedoch
nicht mo¨glich, Kriterien an zusammengesetzte Typen zu formulieren. Die
rekursive Abarbeitung von Referenzen auf andere Tupel werden von SQL
nicht unterstu¨tzt.11
Eine Abfrage la¨ßt sich als Abbildung zwischen einem Quellschema und
einem Zielschema auffassen.
Definition 1.12 (Datenselektions-Abfrage). S und S ′ seien Schemata
mit den Klassen C1, . . . , Cd sowie C
′
1, . . . , C
′
d′ , d, d
′ ∈ N+, die jeweils einem
Typ τCi sowie τC′i des Typsystems genu¨gen. Eine Datenselektions-Abfrage
qS auf S ist eine Abbildung von Instanzen der Klassen C1, . . . , Cd jeder
Datenbank A u¨ber S auf Instanzen von Klassen eines Schemas S ′. Eine
Menge von Abfragen auf S fassen wir in einer AbfragespracheQS zusammen.
1.3 Identifikation in Datenbanken
Im diesem Abschnitt gehen wir auf die Identifikation von Instanzen (Tu-
peln) in relationalen und von Datenbank-Objekten in Objekt-Orientierten
Datenbanken ein.
11Da in relationalen Datenbanken keine Label verwandt werden, wird die rekursive
Abarbeitung von Schlu¨ssel-Fremdschlu¨ssel-Referenzen betrachtet.
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Vorher geben wir eine Definition fu¨r die Gleichheit der Werte einer At-
tributmenge zweier Instanzen a, b ∈ A an. Wir definieren die Gleichheit
der Werte durch das vollsta¨ndige U¨bereinstimmen aller Werte (d.h. aller
Wert-Typen) der Attributmenge.
Definition 1.13 (Wert-Gleichheit einer Attributmenge). Fu¨r zwei
Instanzen a, b ∈ A, a, b :: C mit der Attributmenge XC definieren wir die
Gleichheit der Werte einer Attribut-Teilmenge X ⊂ XC , geschrieben als
X(a) =τ X(b), fu¨r atomare Attribute und rekursiv fu¨r zusammengesetzte
Attributmengen:
• Wert-Gleichheit atomarer Attribute: Xj sei ein Attribut der Attribut-
menge X mit atomaren Wert-Typen, d.h. dom(X) = ν, = ` oder
= ` : τ . Die Gleichheit ist dann durch die Gleichheit des zugrun-
deliegenden Basis-Datentyps gegeben, bzw. fu¨r Attribute mit Labeln
und Referenzen auf Label werden die Werte ignoriert (d.h. sie werden
immer als gleich betrachtet, der Vergleichswert wird bei zusammenge-
setzten Attributen auf TRUE gesetzt).
Xj(a) =τ Xj(b) ist definiert durch:
Xj(a) = Xj(b) fu¨r dom(Xj) = ν (1.7a)
TRUE fu¨r dom(Xj) = ` (1.7b)
TRUE fu¨r dom(Xj) = ` : τ (1.7c)
• Wert-Gleichheit zusammengesetzter Attributmengen: X sei aus den
Attributen (oder Attributmengen) X1, . . . , Xn durch Tupel-, Listen-
oder Mengen-Konstruktion zusammengesetzt. d.h. dom(X) = (τ1 ×
· · · × τn), = [] oder = {}.
Dann ist die Wert-Gleichheit X(a) =τ X(b) wie folgt rekursiv u¨ber ihre
Attribut-Teilmengen definiert:
n∧
j=1
Xj(a) =τ Xj(b) fu¨r X = X1 × · · · ×Xn, n ∈ N, (1.8a)
n∧
j=1
Xj(a) =τ Xj(b) fu¨r X = [X1, . . . , Xn], n ∈ N, (1.8b)(
∃φ : {1, . . . , n} → {1, . . . , n}, φ−1 existiert12
n∧
j=1
Xφ(j)(a) =τ Xj(b)
)
fu¨r X = {X1, . . . , Xn}, n ∈ N. (1.8c)
Die Formeln (1.8) bedeuten, daß fu¨r eine zusammengesetzte Attribut-Menge
genau dann Wert-Gleichheit gilt, wenn sie fu¨r alle Komponenten gilt.
12φ ist eine Permutation auf {1, . . . , n} und ist in (1.8c) erforderlich, da ein Mengen-Typ
keine feste Ordnung hat. Die in beiden Mengen enthaltenen Werte ko¨nnen unterschiedlich
angeordnet sein. Sofern eine Permutation der Werte existiert, die eine Menge ebenso
anordnet wie die andere, sind diese Wert-gleich.
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Es sei bemerkt, daß die Struktur-Gleichheit der Attributmengen Vor-
aussetzung fu¨r die Wert-Gleichheit zweier Instanzen ist, implizit also in der
Definition 1.13 enthalten ist. Wir geben ein Beispiel:
Beispiel 1.14. Wir betrachten eine Klasse C = (τ,X, dom(X)) mit dem Typ
τ = `× STRING×NATURAL× {(` : τ ×Name)} ,
und der Attributmenge
X = (ID,Name,Geburtsjahr,Kinder),
mit Kinder = {Kind} und entsprechenden Wertebereichen. Es seien fol-
gende Instanzen von C in einer Datenbank A gegeben:
a1 = (1, ’Anna’, 1967, {(3, ’Carl’), (4, ’Dana’)})
a2 = (2, ’Bert’, 1966, {(3, ’Carl’), (4, ’Dana’)})
a3 = (3, ’Carl’, 1990)
a4 = (4, ’Dana’, 1987)
a5 = (5, ’Bert’, 1966, {(3, ’Carl’)})
a6 = (6, ’Bert’, 1966, {(8, ’Dana’), (7, ’Carl’)})
a7 = (7, ’Carl’, 1990)
a8 = (8, ’Dana’, 1985)
In A sind fu¨r Bert, Carl und Dana mehrere Instanzen enthalten, wobei die
Wert-Gleichheit a3 =τ a7 gilt, da Name und Geburtsjahr u¨bereinstimmen
und das Label ID ignoriert wird. Jedoch ist a4 6=τ a8, da das Geburts-
jahr nicht u¨bereinstimmt. Weiter ist a2 =τ a6, da Name und Geburtsjahr
u¨bereinstimmen und die Namen der Kinder nur vertauscht sind (Die Bijek-
tion φ in (1.8c) ist durch φ(1) = 2, φ(2) = 1 gegeben). Fu¨r alle anderen
Paare (i, j) gilt aber ai 6=τ aj , insbesondere gilt a2 6=τ a5 und a5 6=τ a6, da in
a5 nur das Kind Carl angegeben ist.
1.3.1 Identifikation in relationalen Datenbanken
Das Schema einer relationalen Datenbank besteht aus Klassen Ci von Typen
τi = ν1 × · · · × νni (νi sind Basis-Datentypen) deren Instanzen in einer
Datenbank wir je Klasse zusammenfassen und als Tabelle bezeichnen. Die
Klasse Ci bezeichnen wir auch als Relation. Da die Typen τi keine Label
enthalten, handelt es sich nicht um Datenbank-Objekte sondern um Tupel
aus Basis-Datentypen. Die Identifikation von Tupeln kann also nur u¨ber
ihre Werte erfolgen.
In relationalen Datenbanken werden zur Identifikation von Datensa¨tzen
innerhalb von Tabellen geeignete Attribute zu einem Schlu¨ssel zusammen-
gefaßt. Es wird festgeschrieben, daß ein Schlu¨ssel immer eindeutig zu sein
hat, d.h. eine Wert-Kombination der Schlu¨sselattribute darf nur einmal
in der betreffenden Tabelle der Datenbank vorkommen. Fu¨r jede Tabelle
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der Datenbank kann ein Schlu¨ssel fu¨r die interne Unterscheidung von Da-
tensa¨tzen festgelegt werden, dieser wird als Prima¨rschlu¨ssel (engl.: primary
key) bezeichnet. Als Schlu¨ssel-Eigenschaft wird verlangt, daß aus dem Wert
des Prima¨rschlu¨ssels alle anderen Attribut-Werte bestimmt werden ko¨nnen,
was als funktionale Abha¨ngigkeit bezeichnet wird.
Definition 1.15 (funktionale Abha¨ngigkeit). C = C(X1, . . . , Xl) sei
eine Relation mit der Attributmenge X := (X1, . . . , Xl).
(i) Eine Attributmenge Y ′ ⊂ X bezeichnen wir als funktional abha¨ngig
von einer Attributmenge Y ⊂ X, wenn fu¨r eine Instanz a :: C der
Relation (einen Tupel) die Attributwerte Y ′(a) immer durch die At-
tributwerte von Y (a) eindeutig bestimmt sind. Wir schreiben dafu¨r
Y ` Y ′.13
(ii) Eine Attributmenge Y ′ ⊂ X ist voll funktional abha¨ngig von einer
Attributmenge Y ⊂ X genau dann, wenn Y ` Y ′ gilt und Y zusa¨tzlich
folgende Minimalita¨tsbedingung erfu¨llt:
∀Y ′′ ⊂ Y : Y ′′ 6` Y ′. (1.9)
Definition 1.16 (Schlu¨ssel). C = C(X1, . . . , Xl) sei eine Relation mit der
Attributmenge X := (X1, . . . , Xl).
Eine Attribut-Teilmenge Y ⊂ X ist ein Schlu¨ssel (engl.: key) fu¨r die
Relation C genau dann, wenn Y ` X gilt.
Wir bezeichnen Y als echten Schlu¨ssel, falls X voll funktional abha¨ngig
von Y ist. Falls Y ` X gilt, jedoch die Minimalita¨tsbedingung (1.9) nicht
erfu¨llt ist, bezeichnen wir Y als unechten Schlu¨ssel.
Echte Schlu¨ssel werden oft auch als Kandidatenschlu¨ssel bezeichnet. Ei-
ner dieser Schlu¨ssel kann je Relation als Prima¨rschlu¨ssel (engl.: prima-
ry key) ausgezeichnet werden, er wird dann fu¨r die Identifikation in der
Relation verwandt. In der Regel wird ein echter Schlu¨ssel ausgewa¨hlt.
Prima¨rschlu¨ssel werden fu¨r Verknu¨pfungen von Tabellen einer Datenbank
verwandt.
Um das Fehlen von Werten in Schlu¨ssel-Attributen erlauben zu ko¨nnen,
erweitern wir den Vergleich zweier Attribute auf NULL-Werte.
Definition 1.17 (NULL-Wert). Ein Attribut Xi hat einen NULL-Wert
fu¨r eine Instanz a ∈ A, wenn kein Wert fu¨rXi angegeben ist. Wir bezeichnen
einen NULL-Wert mit dem Zeichen ⊥, d.h. wir schreiben dann Xi(a) = ⊥.
Ein NULL-Wert ist nicht aus dem Wertebereich von Xi —⊥ /∈ dom(X)i; ⊥
ist ein besonderes Zeichen, das das Fehlen jeglichen Wertes zum Ausdruck
bringt.
Definition 1.18 (U¨bereinstimmung bis auf NULL-Werte). Es sei
Y ⊂ X eine Attributmenge einer Relation C = C(X) = C(X1, . . . , Xl),
13Wir weichen hier von der u¨blichen Notation ab: In der Regel wird die funktionale
Abha¨ngigkeit mit Y → Xi bezeichnet, den Pfeil ”
→“ verwenden wir aber ausschließlich
fu¨r Funktionen. Die Notation Y ` Xi wird im formalen Modell (Abschnitt 2.2 auf Seite
48) auch fu¨r abgeleitete —und mithin funktional abha¨ngige— Attribute verwandt.
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Y = (Xi1 , . . . , Xid) mit 1 ≤ d ≤ l. Das Fehlen des Wertes eines Attributes
aus dem Wertebereich bezeichnen wir als NULL-Wert, geschrieben ⊥. Wir
erweitern den Wertebereich dom(Y ) um NULL-Werte, und fassen dann ⊥-
Werte beim Vergleich als Werte des erweiterten Wertebereiches auf (d.h.
yj = ⊥ ∧ y′j = ⊥ betrachten wir als gleich).
Wir setzen den erweiterten Wertebereich ⊥-dom(Y ) von Y mit
⊥-dom(Y ) := ((dom(Xi1) ∪ {⊥})× · · · × ((dom(Xid) ∪ {⊥}). (1.10)
Die um NULL-Werte (Xi(a) = ⊥) erweiterte Gleichheit ist fu¨r y = (y1, . . . , yd),
y′ = (y′1, . . . , y
′
d) ∈ ⊥-dom(Y ) definiert durch
y =
⊥
y′ :⇐⇒
(
∀j = 1, . . . , d : ((yj = ⊥∧ y′j = ⊥) ∨ ((yj , y′j 6= ⊥∧ yj = y′j)).
(1.11)
Der Begriff der funktionalen Abha¨ngigkeit la¨ßt sich auf NULL-Werte er-
weitern, indem beispielsweise in der Definition 1.15 der Wertebereich dom(·)
jeweils durch ⊥-dom(·) ersetzt wird.14 Damit ko¨nnen wir in einem Schlu¨ssel
auch Attribute mit NULL-Werten verwenden. Wenn eine Attributmenge Y
als Prima¨rschlu¨ssel fu¨r eine Relation festgelegt ist, wird die Eindeutigkeit
ihrer Werte durch eine Integrita¨tsbedingung (engl.: integrity constraint)
erzwungen: Diese Integrita¨tsbedingung wird bei Einfu¨ge- und A¨nderungs-
transaktionen gepru¨ft — falls die Integrita¨tsbedingung verletzt wird, wird ei-
ne Transaktion durch das Datenbank-Management-System zuru¨ckgewiesen.
Definition 1.19 (Integrita¨tsbedingung fu¨r Prima¨rschlu¨ssel). Es sei
Y ⊂ X der Prima¨rschlu¨ssel einer Relation C = C(X) = C(X1, . . . , Xl).
A sei eine Datenbank u¨ber einem Schema S, das die Klasse C enthalte.
Dann ist die Integrita¨tsbedingung fu¨r Prima¨rschlu¨ssel (engl.: primary key
constraint)[∀a ∈ A ∀b ∈ A\{a}, a, b :: C : (¬(Y (a) =
⊥
Y (b)) ∧
∧ (∃Yi ∈ Y : (Yi(a) 6= ⊥ ∨ Yi(b) 6= ⊥) )
)]
(1.12)
zu erfu¨llen. Das heißt, die Schlu¨sseleigenschaft von Y besteht in der U¨berein-
stimmung der Attributwerte Yj zweier Tupel bzw. in dem Fehlen der Attri-
butwerte von Yj beider Tupel, wobei jedoch zumindest fu¨r ein Attribut Yi
Werte vorliegen.15
Es gibt drei Mo¨glichkeiten, Schlu¨ssel fu¨r eine Relation zu bilden:
• Natu¨rliche Schlu¨ssel: Eine geeignete Auswahl von Attributen wird
zu einem Schlu¨ssel deklariert. Fu¨r diese Attributauswahl muß durch
Modellannahmen sichergestellt sein, daß der Schlu¨ssel immer eindeutig
ist. Diese Attribute sind u¨blicherweise Merkmale, die auch in der
Wirklichkeit zur Identifikation verwandt werden, z.B. Ausweisnummer
oder Namen und Geburtsdatum fu¨r Personen.
14Ein allgemeines Konzept funktionaler Abha¨ngigkeiten fu¨r Relationen mit NULL-
Werten wird in den Arbeiten von Levene und Loizou [LL95, LL99] untersucht.
15Falls fu¨r einen Prima¨rschlu¨ssel Y zusa¨tzlich die Integrita¨tsbedingung NOT NULL,
[∀a ∈ A, a :: C ∀Yi ∈ Y : Yi(a) 6= ⊥] gefordert ist, hat die Erweiterung der Gleichheit
auf NULL-Werte keine Bedeutung fu¨r Y , (1.12) vereinfacht sich dann zu [∀a ∈ A ∀b ∈
A\{a}, a, b :: C : (Y (a) 6= Y (b))].
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• Surrogat-Schlu¨ssel: Die Tabelle wird um ein Attribut erga¨nzt und
sichergestellt, daß kein Wert doppelt vorkommt (Bei jeder Einfu¨ge-
transaktion wird ein neuer Wert fu¨r dieses Attribut erzeugt, d.h. ein
von allen vorhandenen Werten abweichender Wert, z.B. durch Inkre-
mentierung bei einem INTEGER-Attribut).
• Klassifikatorische Schlu¨ssel: Ein klassifikatorischer Schlu¨ssel be-
steht aus einem natu¨rlichen und einem Surrogat-Schlu¨ssel, d.h. er be-
steht aus einem klassifizierenden und einem identifizierenden Teil. Der
klassifizierende Teil wird fu¨r einen Datensatz anhand einer Taxonomie
bestimmt (z.B. Produktgruppenschlu¨ssel fu¨r Artikel, Studiengang fu¨r
Studenten etc.).
Ein Vorteil von natu¨rlichen Schlu¨sseln besteht darin, daß sie fu¨r den
Anwender Bedeutung haben: Mit den Werten eines natu¨rlichen Schlu¨ssels
lassen sich die Realwelt-Objekte auch in der Realita¨t identifizieren, wa¨hrend
Surrogat-Schlu¨ssel außerhalb einer Datenbank in der Regel keine Bedeutung
haben.
Es kann sich bei natu¨rlichen Schlu¨sseln nachteilig auswirken, daß Du-
plikate der Attributwert-Kombinationen verboten sind. Wenn man sich et-
wa auf Name, Vorname und Geburtsdatum festgelegt hat, darf es Heinz
Mu¨ller, geb. am 2.3.1947 nur einmal in der Tabelle geben, im Falle ei-
ner Volksza¨hlungsdatei eine nicht zu vertretende Restriktion. Fu¨r Surrogat-
Schlu¨ssel spielen solche Probleme keine Rolle, sie ko¨nnen bei ihnen nicht ent-
stehen, denn unabha¨ngig vom restlichen Datensatz (und damit weitgehend
unabha¨ngig von den Modellannahmen) wird ein inhaltlich bedeutungsloser
neuer Schlu¨sselwert erzeugt.
Da natu¨rliche Schlu¨ssel oft aus mehreren Attributen zusammengesetzt
sind, ist der Umgang mit ihnen aufwendiger, insbesondere mu¨ssen bei der
Verknu¨pfung von Tabellen alle Schlu¨sselattribute mitgefu¨hrt werden. Bei
A¨nderungen der Werte dieser Attribute mu¨ssen die A¨nderungen in allen
betroffenen Tabellen vorgenommen werden. Die Verwendung natu¨rlicher
Schlu¨ssel fu¨hrt damit zu einem erho¨hten Speicherbedarf und gro¨ßerer Feh-
leranfa¨lligkeit durch die redundante Speicherung. Außerdem muß man in
der Regel Performanzverluste in Kauf nehmen (z.B. bei der Bearbeitung
von Abfragen u¨ber mehrere Tabellen), ein weiterer Grund, das aus dieser
eher technischen Sicht Surrogat-Schlu¨ssel oft vorgezogen werden.
Klassifikatorische Schlu¨ssel lassen durch den klassifizierenden Teil die
Einordnung in die Taxonomie erkennen und vermeiden Duplikate durch den-
selben Mechanismus, der fu¨r Surrogat-Schlu¨ssel verwandt wird. Problema-
tisch ist es jedoch, wenn die Taxonomie im Laufe der Zeit Vera¨nderungen
unterworfen ist, so daß in vorhandenen Datensa¨tzen der klassifizierende Teil
aktualisiert werden muß: Unterschiedliche Taxonomien einer Grundgesamt-
heit lassen sich nicht immer ineinander u¨berfu¨hren! Als direkte Folge einer
nicht u¨berfu¨hrbaren Taxonomie muß die Identifikation mittels eines anderen
(neuen) Schlu¨ssels realisiert werden.
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1.3.2 Identifikation in Objekt-Orientierten Datenbanken
Grundlage der Identifikation von Datenbank-Objekten bildet das Pru¨fen auf
U¨bereinstimmung von Werten und Referenzen. Anders als in relationalen
Datenbanken kann aber die Struktur der Datenbank-Objekte selbst sowie
die Struktur ihrer Referenz-Ba¨ume (d.h. die bei der Traversierung der Re-
ferenzen auf andere Datenbank-Objekte entstehenden Ba¨ume) fu¨r die Iden-
tifikation ausgenutzt werden.
1.3.2.1 Der Objekt-Graph einer Datenbank und Referenz-Ba¨u-
me von Datenbank-Objekten
Wir fu¨hren die graphische Darstellung einer Datenbank in der vereinfachten
Graph-Notation nach Beeri und Thalheim [BT99] ein.
Eine Datenbank A u¨ber einem Schema S kann als Objekt-Graph darge-
stellt werden. Ein Objekt-Graph G = (N , E) ist definiert auf einer Menge
N = NO ∪ NV , NO ∩ NV = ∅ von Objekt- und Wert-Knoten (O ist die
Menge der Datenbank-Objekte in A und V eine Menge atomarer Werte von
Basis-Datentypen) und einer Menge von gerichteten Kanten E mit Kanten-
Bezeichnern Names.
Je Instanz einer Klasse in A gibt es einen Objekt-Knoten. Wert-Knoten
gibt es je einmal je vorkommendem Wert von Basisdaten-Typen und La-
beln, je Klasse Mi in S und Typ-Konstruktor-Elemente (wie ×, [ ], { }) so
oft wie in Instanzen verwandt. Zula¨ssige Kanten-Bezeichner name ∈ Names
sind die Attributnamen der Attribute in XCi , der Bezeichner element, das
fu¨r das Enthaltensein in mehrwertigen Attributen sowie fu¨r die Instanzi-
ierung einer Klasse verwandt wird, d.h. der Referenz eines Datenbank-
Objektes auf seine Klasse. Ein weiterer Bezeichner ist state, mit dem Kan-
ten bezeichnet werden, die Objekt-Knoten mit dem Knoten des zugeho¨rigen
Tupel-Konstruktors verbinden. Eine Kante in E ist bestimmt durch die Typ-
Konstruktion. Eine Ausnahme bilden lediglich Referenzen auf Label ` : τ
von Datenbank-Objekten, hier verweist eine gerichtete Kante direkt auf den
referenzierten Objekt-Knoten anstatt auf sein Label ` und wird mit dem
Bezeichner des referenzierenden Typs (dessen Attributnamen) versehen.
In einem Objekt-Graphen ko¨nnen wir ausgehend von einem beliebigen
Knoten einen Referenz-Baum durch Traversierung der gerichteten Kanten
konstruieren.
Die eingefu¨hrten Begriffe erla¨utern wir an einem Beispiel.
Beispiel 1.20 (Drei Freunde). Wir betrachten eine Klasse C, C = FRIENDS
mit der Attributmenge XC = (ID,Vorname,Freunde) und dem Wertebe-
reich dom(XC) = τC ,
τC = ` : (STRING× {` : τC}).
Mit C ist ein Schema S fu¨r Datenbanken A gegeben, in der befreunde-
te Menschen mit ihren Vornamen erfaßt werden ko¨nnen. Es sei folgende
Datenbank-Instanz A mit den drei Freunden Hans, Kurt und Egon gegeben:
A =
(
(h,
”
Hans“, {e, k}), (k,
”
Kurt“, {e, h}), (e,
”
Egon“, {h, k})).
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Abbildung 1.2: Der Referenz-Graph fu¨r die drei Freunde aus Beispiel 1.20
Wir erhalten den in Abbildung 1.2 gezeigten Referenz-Graph fu¨r die drei
Freunde, da jeder Freund der beiden anderen ist. Fu¨r jeden der drei Freun-
de ko¨nnen wir einen abza¨hlbar unendlichen Referenz-Baum bilden, der aus-
gehend von seinem Objekt-Knoten jeweils zu dessen beiden Freunden ver-
zweigt, und dann wieder zu dessen Freunden, etc. (vgl. Abbildung 1.3).
Jeder dieser drei Ba¨ume ist rational, da es nur endlich viele verschiedene
Teilba¨ume gibt.16
Abschließend sei bemerkt, daß im Falle zweier gleichnamiger Freunde,
die zudem denselben Freundeskreis haben, eine Unterscheidung ihrer Instan-
zen in einer Datenbank dieses Schemas (zumindest anhand ihrer Vornamen
und Referenzen) nicht mo¨glich ist; beispielsweise falls drei Freunde Werner,
Wolfgang und Wolfgang heißen wu¨rden.
Lemma 1.21. Sei A eine nicht-leere Datenbank u¨ber einem Schema S.
Dann ist der Objekt-Graph G von A endlich, d.h. er entha¨lt endlich viele
Knoten und Kanten.
Beweis. A ist eine endliche Instanz von S, entha¨lt also endlich viele Ele-
mente. Jedes Element a ∈ A ist Instanz einer Klasse C aus S und verfu¨gt
16Es gibt genaugenommen sieben verschiedene endliche Teilba¨ume, die jeweils nur aus
einem Wurzelknoten bestehen, jeweils mit den drei Werten der Label (ID’s), den drei
Vornamen und der Klasse. Jeder Teilbaum, der mit einem der anderen der neun Knoten
beginnt (d.h. mit einem Objekt-Knoten oder dem Knoten eines der Tupel- und Mengen-
Konstruktoren) ist unendlich, aber durch den Wurzelknoten eindeutig bestimmt.
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Abbildung 1.3: Der Referenz-Baum fu¨r einen Tupel der Datenbank aus Bei-
spiel 1.20
u¨ber Werte endlich vieler Komponenten-Typen des C definierenden Typs.
Jeder dieser Komponenten-Typen ist einelementig (fu¨r Label und Basis-
Datentypen) oder hat endlich viele Unter-Komponenten-Typen (fu¨r alle
Konstruktoren). Also gibt es nur endlich viele Knoten und Kanten zwi-
schen ihnen.
Lemma 1.22. Der Referenz-Baum eines jeden Knotens im Objekt-Graphen
G = (N , E) einer Datenbank A ist eindeutig bestimmt.
Beweis. Wir fu¨hren den Beweis mittels vollsta¨ndiger Induktion u¨ber die
Tiefe des Baumes. node ∈ N sei ein beliebiger, aber fester Knoten.
Induktionsanfang (i = 1):
Der Wurzel-Knoten eines Referenz-Baumes ist eindeutig bestimmt durch
den Knoten node.
Induktionsschritt (i =⇒ (i+ 1)):
Der Referenzbaum T sei bis zur Tiefe i eindeutig bestimmt. Wir zeigen,
daß er dann auch bis zur Tiefe i+1 eindeutig bestimmt ist. Sei also node′ ∈
N ein Knoten der Tiefe i in T . Dann hat node′ genau dann im Referenzbaum
T eine abgehende Kante zu einem Knoten node′′ ∈ N mit dem Bezeichner
name, wenn im Objekt-Graph eine gerichtete Kante (node′, name, node′′) ∈
E existiert. Da die Kanten des Objekt-Graphes fest und eindeutig sind, ist
der Induktionsschritt vollzogen.
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Der folgende Satz besagt, daß die Referenz-Ba¨ume zwar unendlich sein
ko¨nnen, aber eine regula¨re Struktur aufweisen, die als rationaler Baum be-
zeichnet wird (siehe dazu Courcelle [Cou83], Harel [Har86] sowie Tho-
mas [Tho90]).
Satz 1.23. Sei A eine Datenbank u¨ber einem Schema S und G der zu-
geho¨rige Objekt-Graph.
Dann ist der Referenz-Baum jedes Elementes a ∈ A rational, d.h. er ist
endlich verzweigend und besitzt nur endlich viele voneinander unterscheid-
bare Teilba¨ume.
Beweis. Wir haben zu zeigen, daß (1) jeder Referenz-Baum endlich verzwei-
gend ist, sowie daß (2) jeder Referenz-Baum nur endlich viele verschiedene
Teilba¨ume hat.
Zu (1): G ist gema¨ß Lemma 1.21 endlich. k∗ ∈ N, k∗ <∞ bezeichne das
Maximum aller von einem Knoten abgehenden gerichteten Kanten. Also ist
jeder Referenz-Baum u¨ber G endlich verzweigend.
Zu (2): max ∈ N bezeichne die Anzahl der Knoten in G. Der Referenz-
Baum ausgehend von einem beliebigen Knoten in G ist nach Lemma 1.22
eindeutig bestimmt. Es gibt also ho¨chstens max unterschiedliche Refe-
renzba¨ume in G. Sei nun T der Referenz-Baum eines Elementes a ∈ A. Jeder
Teilbaum T ′ von T hat einen Knoten aus G als Wurzel-Knoten. Also ist die
Anzahl der unterschiedlichen Teilba¨ume von T durch max beschra¨nkt.
Wir geben eine endliche Repra¨sentation fu¨r Referenz-Ba¨ume an. Dazu
definieren wir eine Nachfolger-Relation auf Ba¨umen.
Definition 1.24 (Nachfolger-Relation auf einem Baum). Sei T der
Referenz-Baum eines Datenbank-Objektes a ∈ A. Sei node ∈ T ein Knoten,
der kein Blatt-Knoten ist.17 Sei T ′ der Teilbaum von T , der node als Wurzel-
Knoten hat.
Einen Knoten node′ ∈ T bezeichnen wir dann als Nachfolger von node
in T , wenn der Knoten node′ in T ′ als Nicht-Wurzel-Knoten enthalten ist.
Schreibweise nodeC node′.
Die endliche Repra¨sentation eines Referenz-Baumes T konstruieren wir
wie folgt. Falls ein Objekt-Knoten in einem unendlichen Teilbaum von T
wiederholt enthalten ist (d.h. zyklisch referenziert wird), ko¨nnen wir den
Teilbaum, der mit dem zweiten Auftreten dieses Objekt-Knotens beginnt,
abschneiden, da seine abgehenden Kanten in dem verbleibenden Referenz-
Baum schon enthalten sind. Aufgrund der Endlichkeit des Objekt-Graphen
muß jeder von der Wurzel ausgehende Pfad in einem unendlichen Teilbaum
eine Wiederholung von (mindestens) einem Objekt-Knoten enthalten. Wir
erhalten daher eine endliche Repra¨sentation fu¨r einen Referenz-Baum, wenn
wir in allen unendlichen Teilba¨umen diejenigen Verzweigungen abschneiden,
die bei der ersten Wiederholung eines Objekt-Knotens beginnen.
17Ein Knoten node ∈ T ist genau dann ein Blatt-Knoten von T , wenn der Teilbaum in
node aus dem Wurzel-Knoten node besteht.
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Definition 1.25 (Beginn und Teil eines Referenz-Baumes). T sei der
Referenz-Baum eines Datenbank-Objektes a ∈ A.
Einen endlichen Baum T ′ bezeichnen wir als Beginn von T , wenn er
aus T hervorgeht, indem unendliche Teilba¨ume in T direkt hinter Objekt-
Knoten abgeschnitten werden.
Einen endlichen Baum T ′ bezeichnen wir als (endlichen) Teil von T ,
wenn er aus T hervorgeht, indem (endliche und/oder unendliche) Teilba¨ume
von T abgeschnitten werden.
Satz 1.26 (Endliche Repra¨sentation eines Referenz-Baumes). T sei
der Referenz-Baum eines Datenbank-Objektes a ∈ A.
Dann existiert ein Beginn T ′ von T , der fu¨r jeden Blatt-Knoten node ∈
T ′ die Formel
node ∈ NV ∨
(
node ∈ NO ∧ nodeC node
)
. (1.13)
erfu¨llt. Durch T ′ ist T eindeutig bestimmt, T ′ bezeichnen wir als endliche
Repra¨sentation von T . Zudem existiert immer eine endliche Repra¨sentation
von T , die minimal bezu¨glich der Gro¨ße des entstehenden Baumes ist.
Beweis. Es sind Existenz, Eindeutigkeit (des repra¨sentierten Referenz-Bau-
mes) sowie Minimalita¨t zu zeigen.
Existenz : Falls T endlich ist, ist die T ′ gleich T . Andernfalls existie-
ren nach Satz 1.23 endlich viele Teilba¨ume von T — T ist ein rationaler
Baum. Aufgrund der Endlichkeit der Knoten-Menge im Objekt-Graphen
(Lemma 1.21) mu¨ssen in jedem unendlichen Pfad eines unendlichen Teilbau-
mes Objekt-Knoten node wiederholt enthalten sein, die also die Nachfolger-
Relation node C node erfu¨llen. Die unendlichen Pfade schneiden wir dann
hinter diesen Objekt-Knoten ab, d.h. sie werden zu einem Blatt-Knoten in
T ′, indem wir alle in T von ihnen abgehenden Kanten weglassen. Es bleibt
zu zeigen, daß es genu¨gt, den Referenz-Baum an endlich vielen Objekt-
Knoten abzuschneiden, obwohl die Kardinalita¨t der Menge aller Referenz-
Pfade u¨berabza¨hlbar sein kann.18
Seimax die Anzahl von Objekt-Knoten im Objekt-Graph (es giltmax <
∞) und d ∈ N die maximale Anzahl von Wert-Knoten, die bei der Referen-
zierung zwischen zwei Objekt-Knoten im Objekt-Graphen auftreten ko¨nnen,
ohne daß zwischen ihnen ein weiterer Objekt-Knoten liegt, die also einander
direkt referenzieren. T ist aufgrund seiner Rationalita¨t endlich verzwei-
gend, so daß ein Beginn von T der Tiefe (d · (max+ 1)) endlich viele Pfade
hat (d.h. wir schneiden den Baum nach allen (d · (max + 1))-ten Knoten
ab und verku¨rzen weiter bis zum letzten enthaltenen Objekt-Knoten). Je-
der der Pfade von der Wurzel des Referenz-Baumes zu Blatt-Knoten, die
18Die Kardinalita¨t der Menge aller Referenz-Pfade kann u¨berabza¨hlbar sein, da sich
Objekt-Graphen konstruieren lassen, deren Referenz-Pfade durch die Menge R der reellen
Zahlen darstellbar sind. Der aus dem Objekt-Graph G des Beispiels 1.20 auf Seite 30
resultierende Referenz-Baum eines Datenbank-Objektes (vgl. Abbildung 1.3) la¨ßt sich als
Repra¨sentation des Intervalls [0,1] interpretieren, wenn eine b-adische Zahlen-Darstellung
mit der Basis 3 und den Ziffern 0,1,2 zugrundegelegt wird. Eine reelle Zahl x ∈ [0, 1] ist
dann eine unendliche Sequenz der Ziffern 0,1,2. Wenn jedem der Objekt-Knoten der drei
Freunde eine der Ziffern 0,1,2 zugeordnet wird, existiert zu jeder reellen Zahl des Intervalls
[0,1] ein Pfad in G.
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Objekt-Knoten sind, entha¨lt deshalb (max + 1) Objekt-Knoten. Folglich
muß mindestens ein Objekt-Knoten aus dem Objekt-Graphen wiederholt
vorkommen.
Eindeutigkeit : Sei T ′ eine endliche Repra¨sentation eines Referenz-Bau-
mes, T ′ sei also endlich und (1.13) sei erfu¨llt. Wir geben an, wie der
vollsta¨ndige Referenz-Baum aus einer seiner endlichen Repra¨sentationen re-
konstruiert werden kann. Sei node ein Objekt-Knoten, der ein Blatt-Knoten
in T ′ sei. Wegen (1.13) existiert ein Teilbaum T ′′ von T ′, der node als
Wurzel-Knoten hat aber nicht nur aus node besteht. Wir ersetzen in T ′
den Blatt-Knoten node durch den gesamten Teilbaum T ′′. Unendlich oft
wiederholtes Anwenden dieser Ersetzungsregel fu¨r alle Blatt-Knoten liefert
genau einen Referenz-Baum.
Minimalita¨t : Wenn alle unendlichen Referenz-Pfade immer beim zweiten
Auftreten des ersten wiederholten Objekt-Knotens node abgeschnitten wer-
den (d.h. falls ∀node′, nodeCnode′Cnode : ¬(node′Cnode′) gilt), erhalten
wir die minimale endliche Repra¨sentation.
Bemerkung 1.27. Mit Satz 1.23 ko¨nnen wir fu¨r jede Datenbank die endliche
Menge der rationalen Referenz-Ba¨ume ermitteln und auswerten. Jedoch
la¨ßt sich dieses in praktischen Anwendungen kaum realisieren. Dazu gibt es
mehrere Gru¨nde:
• Gro¨ße eines Referenz-Baumes. Obgleich die Referenz-Ba¨ume auf-
grund ihrer Rationalita¨t sa¨mtlichst endlich repra¨sentierbar sind, ko¨n-
nen in der endlichen Repra¨sentation eines Referenz-Baumes jedoch
Elemente aus A mehrfach enthalten sein, die endliche Repra¨sentation
eines Referenz-Baumes kann im Extremfall gro¨ßer werden als die zu-
grundeliegende Datenbank selbst.19
• Vera¨nderungen der Referenz-Ba¨ume. Die Referenz-Ba¨ume von
Datenbank-Objekten a¨ndern sich durch schreibende Operationen (Ein-
fu¨gen, Lo¨schen oder A¨ndern von Elementen). Also gibt es durchaus
verschiedene endliche Mengen von Referenz-Ba¨umen fu¨r Datenbanken
eines Schemas. Im Allgemeinen la¨ßt sich auch nicht sicherstellen, daß
die Vereinigung dieser endlichen Mengen wiederum endlich ist, da die
Anzahl der mo¨glichen Datenbanken, der Instanzen eines Schemas un-
beschra¨nkt ist.
Aufgrund der Ressourcen-Beschra¨nktheit la¨ßt sich daher ein vollsta¨ndiges
Berechnen und Auswerten aller Referenz-Ba¨ume einer Datenbank fu¨r prakti-
sche Anwendungen kaum ausnutzen. Wir mu¨ssen daher eine Beschra¨nkung
der zu untersuchenden Referenz-Strukturen vornehmen. Dazu gibt es meh-
rere Alternativen, beispielsweise indem wir nur die Werte vergleichen und
Referenzen nicht untersuchen (Wert-basierte Identifikation) oder indem die
Tiefe der untersuchten Referenzen in den Referenz-Ba¨umen begrenzt wird
(Identifikation auf n-beschra¨nkten Referenz-Ba¨umen); beides wird in der
19Aus der Konstruktion der endlichen Repra¨sentation im Beweis des Satzes 1.26 kann
man ersehen, daß in einem Referenz-Pfad der endlichen Repra¨sentation im Extremfall alle
Objekt-Knoten vorkommen ko¨nnen, und zwar wenn es eine Kette von Referenzen der Art
oi referenziert oi+1 fu¨r alle i < max und omax referenziert o1.
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Folgerung 1.30 auf Seite 38 besprochen. Da in der Regel nicht die gesamte
(Referenz-) Struktur zur Identifikation beno¨tigt wird, sondern bereits Tei-
le davon Tupel eindeutig identifizieren ko¨nnen, fu¨hren wir identifizierende
Attributmengen und identifizierende Referenz-Strukturen ein, vgl. Definitio-
nen 1.31 und 1.33 auf Seite 38. Diese beiden Identifizierungsansa¨tze sind im
U¨brigen die Grundlage der Identifizierung von Realwelt-Objekten, die im
formalen Modell des folgenden Kapitels beschrieben wird.
1.3.2.2 Identifizierungsansa¨tze
Analog zur Integrita¨tsbedingung fu¨r Prima¨rschlu¨ssel in relationalen Daten-
banken (vgl. Definition 1.19 auf Seite 28) ist es erforderlich, Integrita¨ts-
bedingungen in einer Objekt-Orientierten Datenbank zu formulieren, deren
Erfu¨llung durch das Objekt-Orientierte Datenbank-Management-System si-
chergestellt werden muß. Diese Integrita¨tsbedingungen basieren auf Objekt-
funktionalen Abha¨ngigkeiten, die wir im Folgenden darstellen. Das Kon-
zept Objekt-funktionaler Abha¨ngigkeiten stellt eine Verallgemeinerung des
Konzeptes funktionaler Abha¨ngigkeiten in einzelnen Relationen relationaler
Datenbanken dar und wurde in der Dissertation von J. Rasch [Ras98] als
Grundlage der wert-basierten Identifikation verwandt. Objekt-funktionale
Abha¨ngigkeiten werden auf dem Schema S einer Datenbank A formuliert,
neben den Abha¨ngigkeiten zwischen Werten von Subtypen einer Klasse in S
ko¨nnen Zusammenha¨nge zwischen Instanzen mehrerer Klassen unter Beru¨ck-
sichtigung der Referenzierung u¨ber Label betrachtet werden.
Definition 1.28 (Constraints fu¨r Objekt-funktionale Abha¨ngigkei-
ten). Ein Constraint Ci ist eine aussagenlogische Formel fu¨r Klassen Ci
eines Schemas S, er entha¨lt die Klassen Ci als freie Variablen und wird
geschrieben als Ci(Cj1 , . . . , Cjl), fu¨r ein l ∈ N+, 1 ≤ l ≤ d.
Ein Constraint kann folgende atomaren Terme aufweisen:
• Wert-Vergleiche fu¨r Tupel a =τ b, die Instanzen einer Klasse sind,
Werte von Wert-Typen in τ verglichen werden, vgl. Definition 1.13
auf Seite 25.
• Wert-Vergleiche fu¨r Basis-Datentypen x ¦ y fu¨r Instanzen (Werte) x, y
eines Basis-Datentyps ν fu¨r ¦ ∈ {<,≤,=,≥, >, 6=}.
• Referenzen, XCj (a) ½ b bezeichnet die Referenz eines Datenbank-
Objektes a auf ein Datenbank-Objekt b mittels der Angabe eines La-
bels des Typs ` von b als Wert des Attributes XCj , das den Wertebe-
reich dom(XCj ) = ` : τ habe.
Als Konzepte fu¨r die Gleichheit von Datenbank-Objekten stehen mehre-
re Ansa¨tze zur Verfu¨gung, die sich insbesondere darin unterscheiden, auf
welche Weise Referenzen zu anderen Datenbank-Objekten beru¨cksichtigt
werden. Mit jedem Gleichheits-Konzept la¨ßt sich ein Ansatz zur Identifika-
tion von Datenbank-Objekten realisieren. Wir gehen im Folgenden auf die
Wert-Gleichheit (engl.: value equality), die flache Gleichheit (engl.: shallow
equality) und die tiefe Gleichheit (engl.: deep equality) ein. Zur Begru¨ndung
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der Identifikation auf n-beschra¨nkten Referenz-Ba¨umen geben wir noch die
n-beschra¨nkte tiefe Gleichheit (engl.: n-bounded deep equality) an.
Definition 1.29 (U¨bereinstimmung von Datenbank-Objekten). Sei
D eine Datenbank u¨ber einem Schema S = {C1, . . . , Ck}. a, b ∈ A seien
zwei Datenbank-Objekte einer Klasse, a, b :: Ci, i ∈ {1, . . . , k} mit der
Attributmenge XCi .
Wir definieren zwei Konzepte fu¨r die die lokale Gleichheit zweier Daten-
bank-Objekte:
• Wert-Gleichheit : a und b bezeichnen wir als Wert-u¨bereinstimmend
(engl.: value equal), wenn Struktur und Werte der Attributmenge XCi
u¨bereinstimmen, d.h. falls XCi(a) =τ X
Ci(b) gilt. Schreibweise a
v
= b.
• Flache Gleichheit : a und b bezeichnen wir als flach u¨bereinstimmend
(engl.: shallow equal), wenn sie Wert-u¨bereinstimmend sind und die-
selben Datenbank-Objekte referenziert werden, d.h. falls gilt
(a
v
= b) ∧ (∀c ∈ A, ∀j mit dom(XCij ) = (` : τ) :
(XCij (a)½ c⇐⇒ XCij (b)½ c)
)
. (1.14)
Schreibweise a
s
= b.
Außerdem geben wir Konzepte fu¨r die globale Gleichheit zweier Daten-
bank-Objekte an, die auf der vollsta¨ndigen bzw. partiellen U¨bereinstimmung
aller Werte-Knoten der Referenz-Ba¨ume basieren:
• Tiefe Gleichheit : a und b bezeichnen wir als tief u¨bereinstimmend
(engl.: deep equal), wenn eine Struktur-Gleichheit beider Referenz-
Ba¨ume vorliegt sowie alle Wert-Knoten der Referenz-Ba¨ume u¨berein-
stimmende Werte aufweisen.20 Schreibweise a
d
= b.
• n-beschra¨nkte tiefe Gleichheit : Sei n ∈ N. a und b bezeichnen wir
als n-beschra¨nkt tief u¨bereinstimmend (engl.: n-bounded deep equal),
wenn eine Struktur-Gleichheit und Gleichheit aller Wert-Knoten bei-
der Referenz-Ba¨ume bis zur Referenzierungs-Tiefe n vorliegen (d.h. fu¨r
alle Objekt-Knoten, die transitiv u¨ber bis zu (n − 1) Objekt-Knoten
referenziert werden — die Referenz-Ba¨ume werden vor dem (n+1)-ten
referenzierten Objekt-Knoten abgeschnitten). Schreibweise a
d,n
= b.
Aus den vier Gleichheits-Konzepten leiten wir jeweils einen Identifikati-
onsansatz ab und geben Constraints an, die fu¨r eine Datenbank zu erfu¨llen
sind, wenn diese angewandt werden sollen.
20Um die tiefe Gleichheit formal angeben zu ko¨nnen ist es erforderlich, Graph-
Automorphismen einzufu¨hren (ein Graph-Automorphismus ist eine Knoten- und stark
Kanten-erhaltende Abbildung des Objekt-Graphen in sich selbst). Zwei Objekt-Knoten
node, node′ sind dann ununterscheidbar (also die ihnen zuzuordnenden Datenbank-
Objekte tief gleich), wenn ein Graph-Automorphismus existiert, der node auf node′ abbil-
det (vgl. [BT99]).
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Folgerung 1.30 (Identifikationsansa¨tze). S sei ein Schema mit Klassen
Cj. Dann erhalten wir aus den Gleichheits-Konzepten aus Definition 1.29
die folgenden Identifikationsansa¨tze.
1. Die folgende Objekt-funktionale Abha¨ngigkeit sei fu¨r alle Zusta¨nde von
A erfu¨llt:
CValue-Id := [∀Cj ∈ S ∀a ∈ A ∀b ∈ A\{a}, a, b :: Cj : ¬(a v= b)] (1.15)
Dann ko¨nnen in A Datenbank-Objekte durch ihre Werte identifiziert
werden( Wert-basierte Identifizierung).
2. Falls die Objekt-funktionale Abha¨ngigkeit
CShallow-Id := [∀Cj ∈ S ∀a ∈ A ∀b ∈ A\{a}, a, b :: Cj : ¬(a s= b)] (1.16)
fu¨r alle Zusta¨nde von A erfu¨llt ist, ko¨nnen Datenbank-Objekte in A
durch ihre (unterschiedlichen) Werte oder Referenzen auf andere Da-
tenbank-Objekte identifiziert werden.
3. Falls die Objekt-funktionale Abha¨ngigkeit
CDeep-Id := [∀Cj ∈ S ∀a ∈ A ∀b ∈ A\{a}, a, b :: Cj : ¬(a d= b)] (1.17)
fu¨r alle Zusta¨nde von A erfu¨llt ist, ko¨nnen in A Datenbank-Objekte
durch die Struktur und Werte ihrer Referenzba¨ume (respektive deren
endliche Repra¨sentation) identifiziert werden.
4. Sei n ∈ N. Falls die Objekt-funktionale Abha¨ngigkeit
Cn-Deep-Id := [∀Cj ∈ S ∀a ∈ A ∀b ∈ A\{a}, a, b :: Cj : ¬(a d,n= b)] (1.18)
fu¨r alle Zusta¨nde von A erfu¨llt ist, ko¨nnen Datenbank-Objekte in A
durch die Struktur und Werte ihrer Referenzba¨ume bis zur Referenzie-
rungs-Tiefe n identifiziert werden.
Analog zu dem Schlu¨ssel-Konzept in relationalen Datenbanken suchen
wir in Objekt-Orientierten Datenbanken nach identifizierenden Attribut-
Teilmengen der Attributmenge einer Klasse (genaugenommen handelt es
sich um Teilstrukturen).
Definition 1.31 (Identifizierende Attributmenge). A sei eine Daten-
bank u¨ber S mit einer Klasse C, die die AttributmengeXC =
{
XC1 , . . . , X
C
k
}
habe. Sofern X ⊂ XC den Constraint
CAttr-Id(Cj) := [∀a ∈ A ∀b ∈ A\{a}, a, b :: Cj : ¬(X(a) =τ X(b))] (1.19)
fu¨r alle Zusta¨nde von A erfu¨llt, bezeichnen wir X als identifizierende Attri-
butmenge von C.
Beispiel 1.32 (Identifikation mit OID’s). A sei eine Datenbank u¨ber S mit
einer Klasse C, die die Attributmenge XC =
{
XC1 , . . . , X
C
k
}
habe. Die
Klasse C habe fu¨r jede ihrer Instanz genau ein Label, d.h. es sei dom(XC1 ) =
`. Wegen Annahme 1.10 auf Seite 23 sind Label eindeutig, also gilt (1.19)
fu¨r die Label XC1 . Dann sind die Label Objekt-Identifizierer (OID’s) fu¨r
Instanzen von C in A.
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Definition 1.33 (Identifizierende Referenz-Struktur). A sei eine Da-
tenbank u¨ber S mit einer Klasse C, die die Attributmenge XC = {XC1 , . . . ,
XCk } habe. T bezeichne den Referenz-Baum eines Datenbank-Objektes
a ∈ A.
Einen endlichen Teil T ′ von T bezeichnen wir als identifizierende Refe-
renz-Struktur, wenn fu¨r alle a ∈ A und alle b ∈ A\{a}, die Instanzen einer
Klasse Cj sind, folgendes gilt: Die endlichen Teile T ′a und T ′b ihrer Referenz-
Ba¨ume sind Struktur-gleich und alle ihre Wert-Knoten stimmen u¨berein.
Um fu¨r eine identifizierende Referenz-Struktur einen Constraint angeben
zu ko¨nnen, bilden wir eine zusammengesetzte Klasse, deren Instanzen dem
endlichen Teil T ′ des Referenz-Baumes T entspricht und alle Werte von T ′
aufnimmt (Diese Klasse entspricht einer Sicht (engl.: view) auf die Daten-
bank, die genau den endlichen Teil T ′ des Referenzbaumes selektiert).
Basis des zusammengesetzten Typ-Konstruktors τC∗j ist τCj . Zuna¨chst
werden alle nicht in T ′ enthaltenen Komponenten-Typen entfernt. Dann
ersetzen wir in τC∗j fu¨r alle enthaltenen Referenz-Typen ` : τCi den Typ
` : τCi jeweils durch den Typ τCi der referenzierten Klasse Ci, wobei nur
die in T ′ enthaltenen Komponenten-Typen u¨bernommen werden. Referenz-
Typen ` : τCi′ , die im Typ-Konstruktor jeder referenzierten Klasse Ci enthal-
ten sind, werden ebenso durch den referenzierten Typ τCi′ ersetzt, insofern
dessen Wert-Knoten ebenfalls in T ′ enthalten sind. Die Attributmenge XC∗j
der zusammengesetzten Klasse C∗j und deren Werte erha¨lt man entsprechend
der Konstruktion aus den Attributmengen und -Werten der in T ′ enthalte-
nen Datenbank-Objekte.
Dank der Konstruktion der zusammengesetzten Klasse C∗j ko¨nnen wir
die Referenz-Struktur-basierte Identifikation auf die Identifikation mittels
identifizierender Attributmenge zuru¨ckfu¨hren.
Sofern der folgende Constraint fu¨r alle Zusta¨nde von A erfu¨llt ist
CRef-Id(Cj) := [∀a ∈ A ∀b ∈ A\{a}, a, b :: Cj : ¬(XC
∗
j (a) =τ X
C∗j (b))], (1.20)
bezeichnen wir XC
∗
j als identifizierende Referenz-Struktur von C.
Beispiel 1.34. Wir betrachten eine Datenbank, die Stammbaum-Daten u¨ber
Personen in Instanzen einer Klasse C vorha¨lt, und jeweils den Namen und
das Geburtsdatum sowie die Angabe von Vater und Mutter u¨ber Referenzen
auf deren Datenbank-Objekte erfaßt. Wir haben also die Attributmenge
XC = (X1, . . . , X5) = {ID,Name,GebDat,Mutter, V ater}
mit dem Wertebereich
dom(XC) = τC = `× STRING×DATE × ` : τ × ` : τ.
Falls eine Instanz von C in A u¨ber den eigenen Namen und Geburtsda-
tum sowie die Namen und Geburtsdaten von Mutter und Vater identifiziert
werden soll, definieren wir den zusammengesetzten Typ τC∗ entsprechend
Definition 1.33. Der zusammengesetzte Typ τC∗ ergibt sich dann mit
τC∗ = `× STRING×DATE × τ vC × τ vC
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(mit τ vC = STRING×DATE), die zugeho¨rige Attributmenge ist durch
XC
∗
= {ID,Name,GebDat,
Mutter Name,Mutter GebDat,
V ater Name, V ater GebDat}
gegeben. Die identifizierende Referenz-Struktur wird dann durch die kon-
struierte identifizierende Attributmenge XC
∗
dargestellt.
1.3.3 Identifizierung in multiplen Datenbanken
Wenn aus mehreren Datenbanken Daten u¨ber Realwelt-Objekte eines Uni-
versums verfu¨gbar sind, mo¨chte man diese je Realwelt-Objekt zusammen-
fassen. Wir beno¨tigen hierfu¨r einen Datenbank-u¨bergreifenden Identifizie-
rungsansatz. Wie eingangs in Abschnitt 1.1.1 auf Seite 19 angesprochen,
lassen sich unterschiedlich umgesetzte Identifikationsansa¨tze fu¨r die Identi-
fizierung in multiplen Datenbanken verwenden, wenn eine Zuordnung der
jeweils modellierten Objekt-Identita¨ten angegeben werden kann.
Im Falle verteilter oder fo¨derierter Datenbank-Systeme lassen sich die
genannten Identifizierungsansa¨tze u¨bergreifendend realisieren, sofern eine
Softwarekomponente die gleichzeitige Erfu¨llung der entsprechenden Inte-
grita¨tsbedingungen in allen beteiligten Datenbanken u¨berwacht. Die u¨ber-
greifende Identifikation ist infolgedessen unproblematisch. Dieser Fall wird
deshalb in dieser Arbeit nicht untersucht.
Fu¨r autonome Datenbanken, bei denen das Datenbank-u¨bergreifende
Kontrollieren von Integrita¨tsbedingungen nicht gegeben ist, ist eine u¨bergrei-
fende Identifizierung jedoch erschwert. Falls die Datenbanken gemeinsame,
identifizierende Attributmengen oder Referenz-Strukturen aufweisen (oder
sich solche ableiten lassen), ko¨nnen diese fu¨r die Identifizierung genutzt wer-
den. Sofern die verfu¨gbaren Daten fehlerfrei sind, sind die im Abschnitt
1.3.2.2 eingefu¨hrten Identifizierungsansa¨tze anwendbar. Die Annahme der
Fehlerfreiheit ist jedoch fu¨r praktische Anwendungen oft nicht aufrecht zu
erhalten.
Bemerkung 1.35. Fu¨r zwei Datenbank-Objekte aus unterschiedlichen Da-
tenbanken ist einerseits aus der Nicht-U¨bereinstimmung identifizierender
Attributmengen nicht zwingend zu schlußfolgern, daß sich die Datenbank-
Objekte auf unterschiedliche Realwelt-Objekte beziehen. Andererseits kann
es auch vorkommen, das die Werte identifizierender Attributmengen u¨berein-
stimmen, obwohl sich zwei Datenbank-Objekte auf verschiedene Realwelt-
Objekte beziehen.
Fu¨r zwei Datenbanken mit unterschiedlichen Schemata, die Daten u¨ber
Realwelt-Objekte eines Universums als Instanzen jeweils einer Klasse ent-
halten, ist eine Vorverarbeitung notwendig. Es muß zuna¨chst eine gemein-
same identifizierende Attributmenge oder Referenz-Struktur aus den Sche-
mata gewonnen werden. Dabei kann es durch die unterschiedliche Re-
pra¨sentation der Realwelt-Objekte in den beiden Datenbanken dazu kom-
men, daß die gemeinsame identifizierende Attributmenge oder Referenz-
Struktur je Realwelt-Objekt mehr oder weniger stark variierende Daten
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aufweist, so daß eine u¨bergreifende Identifizierung mit der Auswertung von
Wert-U¨bereinstimmungen versagen wird.
Die im vorigen Abschnitt dargelegten Identifizierungsansa¨tze basieren
auf Gleichheit, na¨mlich einer Strukturgleichheit und der U¨bereinstimmung
der strukturgleichen Attributmengen. Leider sind die in realen Datenbanken
vorgehaltenen Daten oft fehlerhaft, unvollsta¨ndig oder veraltet. In vielen
Fa¨llen ist auch unbekannt, wie die Fehler entstanden sind oder wie hoch
die Fehlerrate eines Attributes ist. Dadurch ist die Anwendbarkeit dieser
Ansa¨tze auf multiple autonome Datenbanken nur begrenzt mo¨glich und in
der Regel mit hohem (zudem meist manuellem) Aufwand verbunden, da eine
konsequente (und fu¨r alle beteiligten Datenbanken konsistente) Bereinigung
von Fehlern erfolgen muß.
Als direkte Konsequenz ergibt sich, daß eine vollsta¨ndig korrekte Zuord-
nung derjenigen Instanzen, die sich auf dieselben Realwelt-Objekte beziehen,
nicht immer erreichbar ist. Folglich wird eine Identifizierung eine Korrekt-
heit aufweisen, die sich daran messen la¨ßt (1) wie hoch der Anteil (oder
die Wahrscheinlichkeit) nicht aufgedeckter Paare von Instanzen ist, die sich
auf dieselben Realwelt-Objekte beziehen und (2) wie hoch der Anteil von
Paaren von Instanzen ist, die fa¨lschlicherweise einander zugeordnet wurden,
obwohl sie sich auf verschiedene Realwelt-Objekte beziehen (den ersten Feh-
ler bezeichnen wir als α-Fehler, wa¨hrend der zweite β-Fehler genannt wird;
Details zur Scha¨tzung dieser Fehler und weitere Korrektheitsmaße sind im
Benchmarking-Kapitel ab Seite 141 zu finden).
Fu¨r die Identifikation in multiplen autonomen Datenbanken sind Iden-
tifizierungsansa¨tze erforderlich, die bei vertretbarem Berechnungs-Aufwand
eine hinreichende Korrektkeit der Identifizierung erreichen. Geeignet sind
dabei Methoden, die fu¨r vorgelegte Paare von Instanzen eine Bewertung
vornehmen, die schließlich in einer Klassifikation mu¨ndet. Die Klassifikati-
on fa¨llt fu¨r vorgelegte Paare eine Entscheidung, ob sie als sich auf dieselben
Realwelt-Objekte beziehend erachtet werden oder nicht.
Wiewohl ein Identifizierungsansatz durch manuelles Erstellen der Ent-
scheidungsregel von Experten gewonnen werden kann, ist dieses Vorgehen
sehr aufwendig und nicht notwendigerweise von Erfolg gekro¨nt. Problema-
tisch ist dabei zudem, daß eine U¨bertragung einer festgelegten Klassifikation
auf andere Anwendungsfa¨lle selten mo¨glich ist.
Der in dieser Arbeit verfolgte Ansatz geht davon aus, daß es erfolgver-
sprechender ist, die Entscheidungsregel aus Beispiel-Stichproben von Paaren
von Instanzen zu lernen, fu¨r die jeweils bekannt ist, ob sie sich auf dieselben
Realwelt-Objekte beziehen. Dazu lassen sich Verfahren aus der Statistik
und dem Maschinellen Lernen verwenden.
Ausgehend von der Identifikation mit identifizierenden Attributmengen
und identifizierenden Referenz-Strukturen (vgl. Seite 38) wa¨hlen wir diejeni-
gen endlichen Teil-Strukturen der Referenz-Ba¨ume von Datenbank-Objekten
aus, die sich fu¨r die Identifizierung eignen, d.h. die Eigenschaften und Bezie-
hungen der Realwelt-Objekte beschreiben, die auch fu¨r deren Identifikation
in der realen Welt geeignet sind und die aus der Repra¨sentation der Realwelt-
Objekte in den verschiedenen Datenbanken zu rekonstruieren sind.
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Diese Teil-Strukturen sind Kandidaten fu¨r identifizierende Referenz-Struk-
turen, fu¨r ihre Werte ko¨nnen benutzerdefinierte Vergleichsfunktionen ange-
wandt werden (wie z.B. die Minimum-Edit-Distanz). Basierend auf den
(mehrdimensionalen) Vergleichswerten der Paare einer Beispiel-Stichprobe
kann eine Klassifikation gelernt werden. Die Fa¨higkeit von Klassifikations-
verfahren, unterschiedliche Klassen zu separieren, fu¨hrt dazu, daß fu¨r Paa-
re mit verschiedenen Vergleichswerten der Teil-Strukturen unterschiedliche
Klassifikatoren gebildet werden. Diese Klassifikatoren wa¨hlen aus den Kan-
didaten der verwandten Teil-Strukturen je Vergleichswert-Kombination die
jeweils am Besten fu¨r die Identifizierung in der Beispiel-Stichprobe geeignete
Teil-Struktur aus.
Kapitel 2
Das Modell fu¨r die
Identifizierung von
Realwelt-Objekten
Heute back ich, morgen brau ich,
u¨bermorgen hol ich der Ko¨nigin ihr Kind;
ach, wie gut ist, daß niemand weiß,
daß ich Rumpelstilzchen heiß!
Aus
”
Rumpelstilzchen“
Inhalt dieses Kapitels. In diesem Kapitel wird das Modell fu¨r die
Objektidentifizierung vorgestellt. Zwei Datenbanken A und B ent-
halten Informationen u¨ber Teile eines Universums von gleichartigen
Realwelt-Objekten O. Zuna¨chst werden die lokalen Schemata von A
und B in ein globales Schema eingebettet. Die in A und B vorhan-
denen Informationen sind dann in geeigneten Attributen des globalen
Schemas abgelegt. Dann werden die sowohl aus A als auch aus B ab-
leitbaren Attribute gewonnen, die fu¨r die Identifizierung verwendbar
sind. Fu¨r diese abgeleiteten Attribute werden Vergleichsfunktionen fu¨r
Paare von Elementen aus A,B definiert, die entweder Abstandsma-
ße oder auch kategorielle Fallunterscheidungen sein ko¨nnen. Der Be-
handlung von Sonderfa¨llen und NULL-Werten kommt beim Vergleich
zweier Elemente eine besondere Bedeutung zu. Die eigentliche Iden-
tifizierung wird dann mittels einer Klassifikation auf den Vergleichs-
werten umgesetzt. Je nach Art der gewa¨hlten Vergleichsfunktionen
lassen sich unterschiedliche Klassifikationsverfahren fu¨r die Identifi-
kation einsetzen. Abschließend wird die Software-Architektur vorge-
stellt, die auf der Mediator-Wrapper-Architektur fu¨r die Informations-
Integration basiert.
Wir betrachten zwei Datenbanken A und B, die Daten u¨ber Universen
Oı, ı ∈ N+ von jeweils gleichartigen Realwelt-Objekten enthalten, wie z.B.
Personen, Adressen und Kraftfahrzeuge.
Fu¨r die Identifikation der Realwelt-Objekte, u¨ber die in A und B Daten
vorhanden sind, ist die Annahme eines gemeinsamen globalen Schemas S
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vorteilhaft. Mit einer (zumeist nur partiellen) Einbettung der Schemata SA
und SB in das globale Schema S gewinnen wir identifizierende Attributmen-
gen und Referenz-Strukturen, die beide Datenbanken gemeinsam aufweisen.
Diese ko¨nnen wir dann fu¨r die Objektidentifizierung heranziehen.
2.1 Das globale Schema
2.1.1 Motivation
Im Kapitel 1 haben wir uns mit der Identifikation von Datenbank-Objekten
auseinandergesetzt. In diesem Kapitel wird dargestellt, wie eine Identifi-
zierung von Realwelt-Objekten, die als unterschiedliche Datenbank-Objekte
repra¨sentiert sein ko¨nnen, umgesetzt werden kann.
Seien SA =
{
CA1 , . . . , C
A
nA
}
, SB =
{
CB1 , . . . , C
B
nB
}
die Schemata zwei-
er Datenbanken A, B, die je Klasse CAi ∈ SA und CBj ∈ SB Daten zu
Realwelt-Objekten eines Universums Oı, ı ∈ {1, . . . ,m} mit m < |SA|+ |SB|
enthalten.
Beispiel 2.1. Fu¨r die Daten in einem Melderegister A ko¨nnten das zum Bei-
spiel die UniversenO1 = {Personen}, O2 = {Wohnungen}, O3 = {Adressen},
O4 = {Personaldokumente} und O5 = {Kraftfahrzeuge} sein, wa¨hrend in
einer Sozialversicherungsdatei B Daten u¨ber die Universen O1, O3 und wei-
tere Universen wie O6 = {Arbeitgeber} und O7 = {Krankenkassen} enthal-
ten sind. Gemeinsam sind beiden Datenbanken A und B die Universen O1
und O3; Daten von Instanzen, die sich auf Realwelt-Objekte der nicht ge-
meinsamen Universen O2, O4, . . . , O7 beziehen, lassen sich nur insofern zur
Identifizierung von Realwelt-Objekten in beiden Datenbanken heranziehen,
als sie Aufschluß u¨ber die gemeinsamen Universen O1 und O3 geben ko¨nnen.
Seien also CAi ∈ SA und CBj ∈ SB zwei Klassen mit Typen τCAi , τCBj , die
die elektronische Repra¨sentation von Realwelt-Objekten eines Universums
Oı darstellen. X
CAi , XC
B
j bezeichne die Attributmengen von CAi und C
B
j
mit den Wertebereichen dom(XC
A
i ) = τCAi
, dom(XC
B
j ) = τCBj
. Um zu
ermitteln, ob sich zwei Instanzen a :: CAi und b :: C
B
j auf ein und dasselbe
Realwelt-Objekt beziehen, sind die Attributwerte XC
A
i (a) und XC
B
j (b) auf
U¨bereinstimmungen zu untersuchen. Wir betrachten zuna¨chst nur die Wert-
Typen von τCAi
und τCBj
. Es sind zwei Fa¨lle zu unterscheiden:
1. Die Klassen CAi und C
B
j sind a¨quivalent, d.h. sie sind Typ-gleich
τı = τCAi
= τCBj
und sie sind semantisch a¨quivalent, d.h. es gilt die
Wert-Gleichheit XC
A
i (a) =τı X
CBj (b) fu¨r gleichzeitig zu erzeugende
Instanzen a :: CAi und b :: C
B
j mit den Daten eines Realwelt-Objektes
o ∈ Oı,1
1XC
A
i (a) =τ X
CBj (b) bezeichnet die Wert-Gleichheit aller Wert-Typen von τ , Label
und Referenzen auf andere Datenbank-Objekte ko¨nnen verschieden sein, vgl. Definition
1.13 auf Seite 25.
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2. Die Klassen CAi und C
B
j sind nicht a¨quivalent, d.h. sie sind nicht
semantisch a¨quivalent oder nicht Typ-gleich2
Im 1. Fall ko¨nnen wir die Attributmengen XC
A
i , XC
B
j eineindeutig aufein-
ander abbilden und fu¨r jeden Komponenten-Typ des gemeinsamen Typs τ
Vergleiche der Attributwerte durchfu¨hren. Basierend auf den auftretenden
Vergleichswerten kann eine Entscheidungsregel fu¨r Paare von Instanzen auf-
gestellt werden, die Paare beispielsweise als Duplikate oder Nicht-Duplikate
klassifiziert.
Im 2. Fall, wenn keine Typgleichheit vorliegt, ist zuna¨chst kein direk-
ter Vergleich der Komponenten-Typen von τCAi
oder τCBj
mo¨glich. Es sind
(partielle) Einbettungen
hAı : τCAi
→ τı, hBı : τCBj → τı
der Komponenten-Typen in die Komponenten-Typen τı eines gemeinsamen,
globalen Typs τ notwendig, um Vergleiche durchfu¨hren zu ko¨nnen. Fu¨r den
gemeinsamen Typ τı muß die semantische A¨quivalenz der eingebetteten Da-
ten eines Realwelt-Objektes erfu¨llt sein, d.h. wir fordern die Wert-Gleichheit
hAı (X
CAi (a)) =τ h
B
ı (X
CBj (b)) (2.1)
fu¨r gleichzeitig zu erzeugende Instanzen a :: CAi und b :: C
B
j mit den Daten
eines Realwelt-Objektes o ∈ Oı. Dann ko¨nnen Vergleiche der Attributwerte
wie im 1. Fall realisiert werden.
Außerdem ist die Referenzierung auf andere Datenbank-Objekte der Ty-
pen τCAi
, τCBj
bzw. des gemeinsamen Typs τı auf Korrektheit zu pru¨fen, d.h.
es ist zu pru¨fen, ob Werte von Komponenten-Typen der Form ` : τ Referen-
zen zu Datenbank-Objekten haben, die sich jeweils auf dasselbe Realwelt-
Objekt beziehen. Dazu mu¨ssen wir wiederum Datenbank-Objekte erzeu-
gen, auf die von zwei Instanzen a :: CAi und b :: C
B
j mit den Daten eines
Realwelt-Objektes o ∈ Oı referenziert werden kann. Sofern Datenbank-
Objekte referenziert werden, die Instanzen anderer Klassen CAi′ , C
B
j′ sind
(mit i′ 6= i, j′ 6= j), ist zuna¨chst eine (partielle) Einbettung in einen gemein-
samen Typ τı′ zu finden, der semantisch a¨quivalent ist (wie fu¨r C
A
i , C
B
j , siehe
oben). Offensichtlich kann eine Einbettung zweier Typen nur dann existie-
ren, wenn sich Instanzen beider Klassen CAi′ , C
B
j′ auf Realwelt-Objekte eines
Universums Oı′ beziehen.
Letztlich konstruiert man durch dieses Vorgehen sukzessiv ein gemeinsa-
mes, globales Schema S fu¨r diejenigen Universen, u¨ber die in Instanzen der
Klassen sowohl der einen als auch der anderen Datenbank Daten vorhanden
sind (die Klassen der Universen, fu¨r die nur in einer der Datenbanken Daten
vorhanden sind, ko¨nnen zusa¨tzlich mit in das globale Schema aufgenommen
werden).
2Nicht Typ-gleich heißt, daß es Komponenten-Typen von τCA
i
oder τCB
j
gibt, die nicht
als Komponenten-Typ im jeweilig anderen Typ enthalten sind.
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2.1.2 Die Annahmen fu¨r das globale Schema
Um mehrere Datenbanken zusammenfu¨hren zu ko¨nnen, mu¨ssen wir eine
grundlegende Annahme treffen. Diese Annahme ist die notwendige Voraus-
setzung, um eine Identifikation von Realwelt-Objekten zu ermo¨glichen. In
der Annahme 2.2 wird Kompatibilita¨t zu einem globalen Schema gefordert,
die durch die in Abschnitt 2.1.1 skizzierten Einbettungen zu bewerkstelligen
sind. Im Anschluß diskutieren wir die Besonderheiten solcher Einbettungen.
Annahme 2.2 (Globales Schema). Seien A und B Datenbanken, die Da-
ten u¨ber Realwelt-Objekte zumindest eines gemeinsamen Universums ent-
halten.
Wir nehmen an, daß es ein globales Schema S = {C1, . . . , Cn} gibt, so
daß die in beiden Datenbanken enthaltenen Daten u¨ber Realwelt-Objekte je
eines Universums jeweils als Instanzen einer Klasse Ci modelliert sind.
Um die Annahme 2.2 zu konkretisieren, fu¨hren wir die Begrifflichkeiten
fu¨r Einbettungen ein. Wir betrachten zuerst die Einbettung einzelner Typen
in einen gemeinsamen Typ.
Definition 2.3 (Einbettung eines Typs). Es seien S, S ′ Schemata und
Ci ∈ S, Cj ∈ S′ zwei Klassen, die jeweils den Typen τi bzw. τj genu¨gen.
Instanzen der Klassen Ci und Cj enthalten Daten u¨ber Realwelt-Objekte
eines Universums O. XCi und XCj bezeichne die zugeho¨rigen Attributmen-
gen mit den Wertebereichen dom(XCi) = τi, dom(X
Cj ) = τj . τ sei der
Typ einer Klasse C, deren Instanzen ebenfalls Daten u¨ber Realwelt-Objekte
eines Universums O enthalten.
Eine injektive Abbildung h : τj → τ bezeichnen wir als Einbettung des Typs
τj in den Typ τ .
3
Eine Einbettung h ist vollsta¨ndig bzw. vollsta¨ndig Typstruktur-erhaltend,
wenn jeder Komponenten-Typ τj,k von τj auf einen Komponenten-Typ τı
von τ abgebildet wird.
Eine Einbettung h ist partiell, wenn ein Komponenten-Typ τj,k von τj exi-
stiert, der auf keinen Komponenten-Typ τı von τ abgebildet wird.
Definition 2.4 (Wert-erhaltende Einbettungen). Zwei Einbettungen
h1 : τi → τ, h2 : τj → τ sind Wert-erhaltend, wenn die Wert-Gleichheit
h1(X
Ci(a)) =τ h2(X
Cj (b))
fu¨r aus den Daten eines Realwelt-Objektes o ∈ O zu einem Zeitpunkt t
erzeugte Instanzen a :: CAi und b :: C
B
j gilt.
Aus der Einbettung von einzelnen Typen zweier Schemata in u¨berein-
stimmende Ziel-Typen ko¨nnen wir die Einbettung der Schemata gewinnen,
indem wir alle u¨bereinstimmenden Ziel-Typen τ in einem globalen Schema
zusammenfassen. Dadurch wird es mo¨glich, Einbettungen zu erweitern auf
Referenzen zwischen Instanzen von Klassen eingebetteter Typen (Referen-
zen auf Instanzen nicht eingebetteter Typen ko¨nnen trivialerweise nicht in
S modelliert werden).
3Injektivita¨t einer Typ-Transformation h heißt, daß jeder Komponenten-Typ eines Ziel-
Typs τ unter h ho¨chstens einen Komponenten-Typ des Quell-Typs τj als Urbild haben
kann.
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Definition 2.5 (Einbettung zweier Schemata). Es seien SA, SB Sche-
mata und hA := (hA1 , . . . , h
A
n ) und h
B := (hB1 , . . . , h
B
n ) die jeweiligen Ein-
bettungen von Typen aus SA und SB in die Typen τi eines Schemas S =
{C1, . . . , Cn} fu¨r Instanzen von Realwelt-Objekten der UniversenO1, . . . , On.
Dann bezeichnen wir die Schemata SA, SB als in das globale Schema S ein-
gebettet.
Eine Einbettung ist redundanzfrei, wenn jeder Komponenten-Typ des Typs
jeder Klasse in S unter hA ho¨chstens einen Komponenten-Typ des Typs
einer Klasse aus SA als Urbild hat.
Definition 2.6 (Intensionale U¨berlappung zweier Einbettungen).
Die Intensionale U¨berlappung zweier Einbettungen hA, hB der Schemata SA
und SB in S ist gegeben durch die Anzahl der atomaren Wert-Typen τ von
Klassen in S, fu¨r die sowohl in SA als auch in SB Komponenten-Typen
existieren, d.h. daß diese Komponenten-Typen Urbilder von τ unter hA
bzw. hB sind.
Atomare Wert-Typen bezeichnen Komponenten-Typen der Form [ν], {ν}
und ν, fu¨r beliebige Basis-Datentypen ν.
Die intensionale U¨berlappung entspricht der Anzahl von Attributen, die
bei der Einbettung aus beiden Schemata gewonnen werden.
Da ein Schema aus endlichen Klassen besteht, die nur endlich viele ato-
mare Wert-Typen enthalten, gibt es fu¨r zwei Schemata immer eine maximale
intensionale U¨berlappung. Sie ist bestimmt durch:
Definition 2.7 (Intensionale U¨berlappung zweier Schemata). Die
Intensionale U¨berlappung zweier Schemata SA und SB ist das Maximum
der intensionalen U¨berlappung der Wert-erhaltenden redundanzfreien Ein-
bettungen in beliebige Schemata S.
Definition 2.8 (Referenz-erhaltende Einbettung). Die Einbettung ei-
nes Schemas SA in S bezeichnen wir als Referenz-erhaltend, wenn es zu jeder
Referenz zwischen Instanzen zweier in S eingebetteten Klassen CAi und C
A
j
aus SA eine Referenz zwischen Instanzen der entsprechenden Klassen in S
gibt.
Definition 2.9 (Referenz-A¨quivalenz zweier Einbettungen). Die Sche-
mata SA, SB seien Referenz-erhaltend eingebettet in ein globales Schema S
mit den Einbettungen hA, hB.
Dann bezeichnen wir die Einbettungen beider Schemata als Referenz-
a¨quivalent, wenn Referenzen zwischen Instanzen von Klassen aus S in Da-
tenbanken u¨ber beiden Schemata SA und SB repra¨sentierbar sind.
Die Einbettungen beider Schemata sind maximal Referenz-a¨quivalent,
wenn alle Referenzen, die zwischen Instanzen eingebetteter Klassen in SA
sowie in SB existieren, ebenfalls in S enthalten sind.
Basierend auf den Definitionen ko¨nnen wir zwei weitere Annahmen for-
mulieren:
Annahme 2.10 (Maximale Wert-erhaltende Einbettung). Wir neh-
men an, daß die zwei Schemata SA und SB Wert-erhaltend in ein globales
Schema S eingebettet sind. Weiter nehmen wir an, daß die intensionale
U¨berlappung beider Einbettungen maximal ist.
48 KAPITEL 2. DAS MODELL FU¨R DIE IDENTIFIZIERUNG
Mit der Annahme 2.10 stellen wir sicher, daß bei der Einbettung keine
in beiden Datenbanken vorhandenen Informationen verlorengehen, d.h. daß
alle in Instanzen der in beiden Datenbanken gemeinsam enthaltenen Daten
in das globale Schema eingebettet werden. Dadurch gilt die Wert-basierte-
Identifizierbarkeit im globalen Schema, sofern sie fu¨r die in S eingebetteten
Attribute in den Datenbanken u¨ber den Schemata SA und SB gilt (siehe
Formel (1.15) auf Seite 38).
Werden Referenzen fu¨r die Identifikation in Datenbanken u¨ber den Sche-
mata SA und SB verwandt (wie z.B. in (1.16) und (1.17) auf Seite 38 oder
bei Verwendung einer identifizierenden Referenz-Struktur, (1.20) auf Seite
39), mu¨ssen wir zusa¨tzlich zur Annahme 2.10 die A¨quivalenz der Referenzen
zwischen Datenbank-Objekten fordern.
Annahme 2.11 (Referenz-a¨quivalente Einbettung). Wir nehmen an,
daß beide Schemata SA und SB maximal Referenz-a¨quivalent eingebettet
sind in ein globales Schema S.
2.2 Das formale Modell: Dreistufige Identifizie-
rung
Wir nehmen gema¨ß der Annahmen 2.2, 2.10 (und 2.11, falls Referenzen zwi-
schen Datenbank-Objekten zur Identifizierung herangezogen werden sollen)
an, daß sich die in den Datenbanken A und B verfu¨gbaren identifizierenden
Informationen u¨ber die betrachteten Realwelt-Objekte in einem globalen
Schema S beschreiben lassen und daß diese Einbettungen maximal Wert-
und Referenz-erhaltend sind. Die lokalen Schemata seien also in das globale
Schema eingebettet, die in einer Datenbank enthaltenen identifizierenden
Informationen sind in geeignete Attribute des globalen Schemas transfor-
miert. Aus diesen Attributen des globalen Schemas nehmen wir dann die
Ableitung identifizierender Attributmengen und Referenz-Strukturen vor.
Bemerkung 2.12 (Datenbereinigung). Die Ableitung identifizierender Attri-
butmengen und Referenz-Strukturen umfaßt auch die Bereinigung der Da-
ten, insbesondere die Standardisierung von Zahlen- und Datumsformaten
und Vereinheitlichung von Schreibweisen betreffend. Wir halten aber in je-
dem Fall die origina¨ren Daten vor, da in diesen auch Daten enthalten sein
ko¨nnen, die nicht standardisierbar sind, aber trotzdem fu¨r die Objektident-
ifizierung relevant sein ko¨nnen (z.B. Adreß- oder Namens-Zusa¨tze).
Die in diesem Abschnitt eingefu¨hrte Aufteilung der Objektidentifizie-
rung in die drei Schritte Conversion, Comparison und Classification wurde
von Neiling und Lenz eingefu¨hrt und anhand von Beispielen diskutiert (vgl.
[Nei99, NL00b, NL02, NL00a]).
Definition 2.13 (Meta-Daten und Kontext-Information). Als Meta-
Daten IM fu¨r eine Datenbank A bezeichnen wir jegliche Daten u¨ber die
Datenbank, die Aufschluß geben u¨ber die Bedeutung von Attributen, Kor-
rektheit von Attributen, Zusammenha¨nge und funktionale Abha¨ngigkeiten
zwischen Attributmengen, Schemainformationen wie Struktur und Typen
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u.v.a.m.. Desweiteren schließen wir auch die nicht Daten-spezifischen Eigen-
schaften der Datenbanken ein, z.B. die Art der Abfrageschnittstelle, Perfor-
manz, oder Kosten.
Die Kontext-Information IC umfaßt weitere Daten und deren Meta-
Daten, die die in A enthaltenen Daten erga¨nzen oder korrigieren ko¨nnen und
unabha¨ngig von der Datenbank A verfu¨gbar gemacht werden ko¨nnen. Typi-
sche Beispiele sind Thesauri, Wo¨rterbu¨cher und Taxonomien, aber auch Da-
ten aus anderen Datenbanken, wie z.B. Straßen- oder Namens-Verzeichnisse.
Wir unterscheiden im folgenden nicht explizit Meta-Daten und Kontext-
Information, die zusa¨tzliche Information I umfaßt neben der Kontext-Infor-
mation IC ebenfalls die Meta-Daten IM , I := IM ∪ IC . In der englisch-
sprachigen Literatur wird die zusa¨tzliche, externe Information als auxilary
information bezeichnet.
Die Ableitbarkeit eines Attributes besagt, daß die Werte dieses Attribu-
tes aus den Werten anderer Attribute gewonnen werden ko¨nnen.
Definition 2.14 (Ableitbarkeit).
(i) Eine Attributmenge Y heißt ableitbar aus einer Attributmenge X
(engl.: derivable), wenn eine surjektive Transformationsabbil-
dung hX : dom(X)→ dom(Y ) existiert (Schreibweise X ` Y ).
(ii) Eine Attributmenge Y heißt ableitbar aus einer Attributmenge X
unter zusa¨tzlicher (Kontext-) Information I, wenn eine surjektive
Transformationsabbildung hX(·; I) : dom(X) → dom(Y ) existiert
(Schreibweise (X; I) ` Y ).
Die Forderung nach der Surjektivita¨t der Transformationsfunktion stellt
sicher, daß jede mo¨gliche Wert-Kombination von Y in dom(Y ) auch ein Ur-
bild in dom(X) hat. Injektivita¨t ko¨nnen wir von dieser Funktion jedoch
nicht voraussetzen, da mehrere Werte von X auf einen Wert von Y abgebil-
det werden ko¨nnen, wie z.B. bei phonetischen Kodierungen von Namen.
Die ableitbaren Attribute sind letztlich der Schlu¨ssel der Identifikati-
on: Die Informationen, die in den vorhandenen Attributen erfaßt sind,
lassen sich oft nicht direkt zur Identifikation einsetzen, sondern mu¨ssen
standardisiert werden (z.B. geographische Bezeichnungen, Telefonnummern
mit Vorwahlen, Namenszusa¨tze etc.) oder mit Hilfe zusa¨tzlicher Kontext-
Information I (wie z.B. Straßen- und Namensverzeichnisse, Thesauri fu¨r
Abku¨rzungen) hergeleitet werden. Letzteres soll an einem Beispiel verdeut-
licht werden. Weitergehende Ausfu¨hrungen zur Ableitbarkeit werden im
Abschnitt 2.3 auf Seite 52 gegeben.
Beispiel 2.15. Fu¨r Personen ist das Alter age aus dem Geburtsdatum b
ableitbar, wenn das aktuelle Datum (today) als zusa¨tzliche Information her-
angezogen wird. Die Transformationsabbildung h : DATE → {0, 1, 2, . . .} ,
age := h(b; today) ergibt sich dann wie folgt (b bezeichne das Geburtsda-
tum):
h(b; today) :=


YEAR(today)− YEAR(b) : MONTH(today) > MONTH(b)
YEAR(today)− YEAR(b) : MONTH(today) = MONTH(b)
and DAY(today) ≥ DAY(b)
YEAR(today)−YEAR(b)−1 : otherwise
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Conversion — Comparison — Classification
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dom(XA)
6
-
dom(Y )
6
-
R ⊂ Rk
HHHHHHHHj
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hXB
hXA
f δ
[0, 1]∞
Legende:
dom(X), dom(XC). .Wertebereich einer Attributmenge S.21
dom(Y ) . . . . . . . . . . . .Wertebereich der ableitbaren Attribute Y S.49
R ⊂ Rk . . . . . . . . . . . . Wertebereich der Vergleichsfunktion f S.50
I ⊂ N . . . . . . . . . . . . . . . Index einer Klassifikation K auf R S.50
hXA , hXB . . . . . . . . . . .Transformationsfunktionen fu¨r A,B S.49
f . . . . . . . . . . . . . . . . . . . Vergleichsfunktion S.50
δ . . . . . . . . . . . . . . . . . . . Endscheidungsregel einer Klassifikation S.50
Abbildung 2.1: Dreistufige Identifizierung mit Klassifikation.
Die aus beiden Datenbanken A,B respektive ihrer Attributmengen XA,
XB ableitbaren Attribute ko¨nnen wir paarweise vergleichen. Dazu fu¨hren
wir Vergleichsfunktionen ein:
Definition 2.16 (Vergleichsfunktion). Y sei eine Attributmenge mit
|Y | = d. R sei eine k-dimensionale Menge, 0 < k ≤ d. Dann bezeich-
nen wir eine Funktion f : (dom(Y ))2 → R als Vergleichsfunktion (engl.:
comparison function).
R bezeichnen wir als Vergleichsraum (engl.: comparison space).
Fu¨r die Darstellung eines k-dimensionalen Vergleichswertes r ∈ R ko¨nnen
wir einen k-dimensionalen Vektor r = (r1, . . . , rk)
T mit ri ∈ N oder ri ∈ R
verwenden. Dieser Vektor ist im Allgemeinen nicht als Punkt des Rk auf-
faßbar, da in der Regel keine Metrik angegeben werden kann, die einen
sinnvollen Abstand zwischen den mehrdimensionalen Vergleichswerten mißt.
Weitere Details zu Vergleichsfunktionen sind im Abschnitt 2.4 auf Seite 59
zu finden.
Definition 2.17 (Klassifikation). Eine Klassifikation K = {K1, . . . ,Kj ,
. . . } auf einer Menge M ist gegeben durch eine Entscheidungsregel (engl.:
decision rule) δ : M → [0, 1]∞, die jedem Element c ∈ M eine Folge (bzw.
einen unendlich-dimensionalen Vektor) δ(c) = (p1(c), . . . , pj(c), . . .)
T zuord-
net, wobei fu¨r alle c ∈M
∞∑
j=1
pj(c) = 1. (2.2)
erfu¨llt sei.
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Der Wert der pj(c) ∈ [0, 1] ist ein Maß dafu¨r, wie stark ein Punkt c ∈M
einer Klasse Kj ∈ K zugeho¨rig ist. Ein Punkt c ist sozusagen auf die Klassen
der Klassifikation verteilt. pj(c) = 0 bedeutet, daß c nicht in die Klasse Kj
geho¨rt, und pj(c) = 1 heißt wegen (2.2), daß c ausschließlich in die Klasse
Kj fa¨llt. 0 < pi(c) < pj(c) < 1 heißt schließlich, daß c in die Klassen Ki und
Kj fa¨llt, wobei c sta¨rker in Kj als in Ki fa¨llt.
Wir geben diese allgemeine Definition 2.17 an, damit verschiedene Klas-
sifikationsmethoden einsetzbar sind. Als Interpretation der pj sind zum Bei-
spiel —je nach Art der verwandten Methode— Wahrscheinlichkeiten einer
Bayes-Klassifikation oder Zugeho¨rigkeitswerte einer Fuzzy-basierten Klassi-
fikation mo¨glich.
Wir erhalten folgende Spezialfa¨lle:
• Endliche Klassifikation: K sei eine Klassifikation auf einer Menge
M . K heißt endlich, wenn eine Zahl max ∈ N existiert, so daß gilt:
∀c ∈M ∀i > max : pi(c) = 0. (2.3)
Die Entscheidungsregel δ : M → [0, 1]∞ reduziert sich hier auf δ :
M → [0, 1]max.
• Disjunkte Klassifikation: K sei eine Klassifikation auf einer Menge
M . K ist eine disjunkte Klassifikation auf M , wenn jedes c ∈ M in
genau eine Klasse Kj fa¨llt, d.h. wenn fu¨r alle c ∈M gilt:
∃j ∈ N : pj(c) = 1. (2.4)
In diesem Fall la¨ßt sich die Entscheidungsregel vereinfachen: δ :M → N
ordnet jedem Element c ∈M den Index j = δ(c) einer Klasse Kj ∈ K
zu.
Es folgt unmittelbar
Satz 2.18. Es seien hA, hB Transformationsfunktionen, die die Attribut-
mengen XA, XB zweier Datenbanken A und B in die gemeinsam ableitbare
Attributmenge Y transformieren und f : (dom(Y ))2 → R eine Vergleichs-
funktion.
Dann induziert jede Klassifikation auf R eine Klassifikation auf A×B.
Beweis. Der Satz folgt mit Definition 2.17 der Klassifikation direkt aus den
Definitionen 2.14 und 2.16; vgl. Abbildung 2.1.
Die Abbildung 2.1 veranschaulicht den dreistufigen Prozeß der Identifi-
zierung von Realwelt-Objekten und zeigt die verwandte Notation. Fu¨r die
Klassifikation la¨ßt sich sowohl u¨berwachtes als auch nicht-u¨berwachtes Ler-
nen einsetzen. Der Diskussion von Klassifikationsverfahren ist ein eigenes
Kapitel ab S. 69 gewidmet.
Bemerkung 2.19 (Vorauswahl von Paaren). Wenn eine Klassifikation K fu¨r
Paare von Elementen einer Datenbank bekannt ist, mu¨ßte man alle Paare
bilden und darauf die Klassifikation K anwenden. Von diesem Vorgehen ist
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aus Effizienzgru¨nden jedoch abzuraten, da (im Falle der Duplikat-Erkennung
in einer Datenbank mit n Elementen) n(n−1)2 verschiedene Paare zu bilden
wa¨ren.4 Da fu¨r die meisten Paare von vornherein klar ist, daß sie keine
Duplikate sein ko¨nnen, muß man diese auch nicht bilden. Dies fu¨hrt zur
Idee der Vorauswahl von Paaren (engl.: preselection), die im 5. Kapitel
untersucht wird.
2.3 Ableitbare Attribute - Der Schlu¨ssel zur Iden-
tifizierung
Hier werden die ableitbaren Attribute und ihre Rolle im Prozeß der Objekt-
identifizierung ausfu¨hrlich diskutiert. Die ableitbaren Attribute wurden mit
der Definition 2.14 im Abschnitt 2.2 auf Seite 48 eingefu¨hrt.
Eine Transformationsabbildung hX(·; I) : dom(X) → dom(Y ) gema¨ß
Definition 2.14 auf Seite 49 berechnet aus einem Wert x ∈ dom(X) einen
Wert y ∈ dom(Y ), mo¨glicherweise unter Zuhilfenahme zusa¨tzlicher Informa-
tion I, die wir als Parameter der Funktion hX(·; I) auffassen. Wir setzen
voraus, daß die Berechnung von Funktionswerten durch einen Algorithmus
erfolgen kann. Solch ein Algorithmus muß folgende Eigenschaften erfu¨llen:
• Deterministisch: Bei identischer Information I wird fu¨r einen Wert
x ∈ dom(X) immer derselbe Wert y ∈ dom(Y ) berechnet,
• Terminierend (Berechenbarkeit): In endlicher Zeit wird ein Er-
gebnis zuru¨ckgegeben.
Beispiel 2.20 (Standardisierung von Telefonnummern). Wir betrachten ei-
ne Datenbank mit Immobilienanzeigen aus Berliner Tageszeitungen, die ein
Attribut Telefonnummer enthalte. Die Telefonnummern enthalten oft Son-
derzeichen:
”
-“,
”
/“, Leerzeichen und manchmal einen Zusatz wie
”
AB“,
”
Tel./Fax“,
”
Fax“ oder anderes wie
”
ab 8 Uhr“. In diesem Attribut sind
außerdem manchmal Vorwahlen angegeben, bei Berliner Telefonnummern
fehlt diese jedoch in der Regel. Wir ko¨nnen das standardisierte Attribut
TelefonMitVorwahl, das ausschließlich die Ziffern mit Vorwahl entha¨lt, mit
dem Algorithmus CleanPhoneNumberOne in Abbildung 2.2 aus dem Attribut
Telefonnummer ableiten.
Sofern außerdem ein Vorwahlverzeichnis zur Verfu¨gung steht, lassen sich
ein Attribut Vorwahl sowie ein Attribut TelefonOhneVorwahl aus dem ab-
geleiteten Attribut Telefon gewinnen. Zusa¨tzlich la¨ßt sich auch das At-
tribut TelefonArt mit dem Wertebereich dom((TelefonArt)) = {Mobil,
Festnetzanschluß} anhand der angegebenen Vorwahl mit einer Liste der
Vorwahlnummern fu¨r Mobilfunknetze als Kontext-Information ermitteln.
4Fu¨r zwei Datenbanken der Gro¨ße nA, nB wa¨ren offensichtlich
nA(nA − 1)
2
+ nA · nB +
nB(nB − 1)
2
Paare zu bilden, falls jede der Datenbanken selbst frei von Duplikaten ist, immerhin noch
nA · nB Paare.
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FUNC CleanPhoneNumberOne(IN: textPhoneNumber)
/* INITIALIZATION */
textPhoneNumberCleaned = EMPTY
boolFirstDigit = TRUE
FOR EACH char IN textPhoneNumber
/* ONLY ADDING OF DIGITS - */
/* IGNORES OTHER CHARS */
IF IsDigit(char) THEN
/* CHECK THE FIRST DIGIT ONCE */
IF boolFirstDigit THEN
boolFirstDigit = FALSE
/* ADDING THE PRECALL "030" FOR BERLIN */
/* IF NO PRECALL IS GIVEN */
IF NOT (char == "0") THEN
textPhoneNumberCleaned = "030"
END IF
END IF
/* ADDING THE DIGIT char */
textPhoneNumberCleaned.CONCAT char
END IF
END FOR
RETURN textPhoneNumberCleaned
END FUNC
Abbildung 2.2: Der Algorithmus CleanPhoneNumberOne aus Beispiel 2.20
Definition 2.21 (Verfeinerung von Transformationsfunktionen). Es
sei X eine Attributmenge und Y1, Y2 seien mit h1, h2 aus X ableitbare Attri-
bute, hi : dom(X) → dom(Yi), i = 1, 2. h1 bezeichnen wir als Verfeinerung
von h2, Schreibweise h1 Â h2, wenn gilt:
|dom(Y1)| ≥ |dom(Y2)| (2.5a)
∃g : dom(Y1)→ dom(Y2) : h2 = g ◦ h1 (2.5b)
Umgekehrt bezeichnet man h2 auch als Vergro¨berung von h1.
Die Funktion g erfu¨llt die Aufgabe der Aggregation bzw. Gruppierung
von Werten — jeder Wert in dom(Y2) hat unter g einen oder mehrere Werte
aus dom(Y1) zum Urbild. Verfeinerungen von Transformationsfunktionen
bieten die Mo¨glichkeit, die Doma¨ne eines Attributes sukzessiv zu verfeinern,
ein immer engeres Gitter (oder Raster) auf die Attributwerte anzuwenden.
Satz 2.22 (Teilordnung). Es sei X eine Attributmenge und
TF (X) ={h : dom(X)→ h(dom(X))} die Menge aller Transformations-
funktionen auf dom(X).
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Abbildung 2.3: Die Verfeinerung von Transformationsfunktionen hj :
dom(Xi)→ dom(Yj) aus dem Beispiel 2.23. Die Abbildung zeigt die parti-
elle Ordnung (Vorga¨nger–Nachfolger) auf {h0, . . . , h20} ⊂ TF (Xi).
Dann induziert ≺ eine partielle Ordnung auf TF (X). fu¨r eine Attribut-
menge X. Diese Teilordnung besitzt ein minimales Element5 ho : dom(X)→
{⊥} , ho(x) = ⊥.
Beweis. Sei h ∈ TF (X) mit h(dom(X)) 6= ∅ beliebig, aber fest. Offen-
sichtlich ist dann (2.5a) wegen | {⊥} | = 1 ≤ |h(dom(X))| erfu¨llt. Mit
g : h(dom(X)) → {⊥} , g(x) = ⊥ erhalten wir ho = g ◦ h und damit (2.5a).
h ist also eine Verfeinerung von ho.
Wir geben ein Beispiel fu¨r Verfeinerungen, aus dem sich ersehen la¨ßt,
daß Attribute, die auf den ersten Blick verschieden sind, sich durch Verfeine-
rung von Transformationsfunktionen ableiten lassen. Dergestalt erha¨lt man
eine partielle Ordnung der Transformationsfunktionen. Solch eine Ordnung
la¨ßt sich fu¨r die Gruppierung/Indexierung von Datensa¨tzen bzw. Daten-
Elementen ausnutzen, indem man zuna¨chst nach den gro¨beren Attribu-
ten gruppiert und diese nach Bedarf weiter verfeinert. Dieses Vorgehen
ermo¨glicht eine effiziente Verarbeitung großer Datenmengen unter Zuhilfe-
nahme von geeigneten Indexstrukturen.
Beispiel 2.23. Es sei X1 ein Attribut mit dom(X)1 = {TEXT}, mit Zeichen-
ketten u¨ber einem Alphabet A. Dieses Attribut ko¨nnte z.B. der Buchtitel in
einem Buchkatalog sein. Mit u bezeichnen wir einen Datensatz aus UR, mit
X1(u) den Wert des Attributes X1 fu¨r u. Wir ko¨nnen aus X1 mittels Trans-
formationsfunktionen hi folgende Attribute ableiten (in den Klammern ist
eine kurze Variablenbedeutung zu finden):
5Genaugenommen existieren unendlich viele minimale Elemente hy : dom(X) →
{y} , hy(x) = y fu¨r beliebiges y, die aber f.a. y hy ≺ ho ≺ hy erfu¨llen. Wir wa¨hlen
eine dieser Funktionen, na¨mlich ho als das minimale Element von TF (X) aus.
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• Yo (NULL-Abbildung), welches durch ho : dom(X)1 → {⊥} , ho(x) =
⊥ gegeben ist, wenn ⊥ das leere Wort bezeichne .
• Y1 (Text mit Wo¨rtern), welches alle in X1(u) enthaltenen Wo¨rter ent-
halte,6 die durch Freizeichen
”
“ getrennt seien .
• Y2 (Wortliste), welches die Liste aller in X1(u) enthaltenen Wo¨rter
enthalte.
• Y3 (standardisierte Wortliste), ein aus Y2 abgeleitetes standardisiertes
Attribut, welches ebenfalls die Liste aller in X1(u) enthaltenen Wo¨rter
enthalte, jedoch sind alle Groß- in Kleinbuchstaben umgewandelt sowie
Sonderzeichen (a¨, o¨, u¨, ß) durch (ae, oe, ue, ss) ersetzt worden.
• Y4 (Wortliste ohne Wiederholungen), wie Y2, wobei mehrfach in X1(u)
auftretende Wo¨rter nur einmal in der Liste aufgefu¨hrt werden.
• Y5 (Vektor fu¨r Wo¨rter), welches aus einem Vektor v ∈ {0, 1}n bestehe,
der fu¨r jedes in X1(u) vorkommende Wort vj = 1 und fu¨r jedes nicht
vorkommende Wort vj = 0 enthalte, wobei der Index j ∈ {1, . . . , n}
die Position eines Wortes in einem Wortverzeichnis DIC der La¨nge n
darstelle.
• Y6 (Vektor fu¨r Wortha¨ufigkeit), wie Y5, nur daß in dem Vektor v ∈
Nn die j-te Komponente vj die Ha¨ufigkeit freq(w,X1(u)) des j-ten
Wortes w des WortverzeichnissesDIC im AttributX1 des Datensatzes
u angebe.
• Y7 (Vektor fu¨r IDF–TF-Wert von Wo¨rtern), wie Y6, nur daß fu¨r die
in X1(u) enthaltenen Wo¨rter w nicht die Ha¨ufigkeit freq(w;X1(u)),
sondern den reskalierten Wert ν entha¨lt, der definiert ist durch
ν :=
(
1 + log freq(w;X1(u))
) · log |DOC|
freq(w;DOC)
wobei freq(w;DOC) die Ha¨ufigkeit des Wortes w in einer Dokument-
sammlung DOC bezeichne. Letztlich dru¨ckt die obige Formel, die
als Term Frequency– Inverse Document Frequency Gewichtungssche-
ma bekannt ist, aus, daß in der Dokumentsammlung seltene Wo¨rter
ho¨her gewichtet werden als die ha¨ufigen Wo¨rter. Wir haben hier
h7(·;DOC) : dom(X)1 → Rn≥0, d.h. die Dokumentsammlung DOC
geht als Kontextinformation in die Ableitung mit ein.
• Y8 (Vektor fu¨r Zeichen), welches aus einem Vektor v ∈ {0, 1}|A| be-
stehe, der fu¨r jedes in X1(u) vorkommende Zeichen z ∈ A eine 1
und sonst eine 0 in der j-ten Komponente enthalte, wobei der Index
j = 1, . . . , |A| mit der Position des Zeichens z in A ist.
• Y9 (Vektor fu¨r Zeichenha¨ufigkeit), wie Y8, nur daß die Ha¨ufigkeit der
Zeichen in X1(u) in v angegeben wird, d.h. v ∈ N|A|.
6Wo¨rter sind hierbei die Zeichenketten in X1(u), die ausschließlich aus Buchstaben
(a – z, A – Z, a¨, o¨, u¨, ß, A¨, O¨, U¨) bestehen und durch andere Zeichen in X1(u) begrenzt
werden. Mehrfach auftretende Wo¨rter werden mehrfach in der Liste aufgefu¨hrt.
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• Y10 (Vektor fu¨r Buchstaben), wie Y8, jedoch nur fu¨r Buchstaben z in
A.
• Y11 (Vektor fu¨r Buchstabenha¨ufigkeit), wie Y9, jedoch nur fu¨r Buch-
staben z in A.
• Y12–Y17 (standardisierte Attribute): Anwendung der Standardisierung
der Buchstaben ebenso wie in Y3 (Ersetzung von Sonderzeichen), Zu-
ordnung vgl. folgende Tabelle
Attribut analog Attribut kurze Beschreibung
Y12 Y10 Vektor fu¨r Buchstaben (∈ [0, 1]|A|)
Y13 Y11 Vektor fu¨r Buchstaben (∈ N|A|)
Y14 Y4 Wortliste ohne Wiederholungen
Y15 Y5 Vektor fu¨r Wo¨rter (∈ [0, 1]n)
Y16 Y6 Vektor fu¨r Wortha¨ufigkeit (∈ Nn)
Y17 Y7 Vektor fu¨r TF–IDF-Wert (∈ Rn)
• Y18 (Textla¨nge), das die La¨nge des Textes (Anzahl der Zeichen in
X1(u)) angibt.
• Y19 (Sprache), das die Sprache des Textes angibt; falls sie nicht zu
ermitteln ist, erhalten wir Y19(u) = ⊥.
• Y20 (Identita¨t), das den Text unvera¨ndert u¨bernimmt, h20 ist also die
identische Abbildung.
Fu¨r die Transformationsfunktionen ho, . . . , h20 gelten unter anderem fol-
gende Verfeinerungen (die vollsta¨ndige Teilordnung ist in der Abbildung 2.3
zu ersehen):
• h0 ≺ hi und hi ≺ h20 fu¨r alle i,
• h3 ≺ h2, h4 ≺ h2,
• h5 ≺ h4, es liegen unterschiedliche Repra¨sentationen der Werte vor.
Wir haben jedoch h4 6≺ h5, da die Reihenfolge der Wo¨rter in der Liste
eine Rolle spielt, und
• h6 ≺ h7 und h7 ≺ h6, wenn man die Dokumentsammlung DOC als
Kontextinformation beru¨cksichtigt.
2.3.1 Behandlung von NULL-Werten
Fu¨r die Untersuchung von Attributen spielen fehlendeWerte —die als NULL-
Werte bezeichnet werden— eine gewisse Rolle. Deshalb widmen wir der
Behandlung von NULL-Werten unsere Aufmerksamkeit.7
Wir unterscheiden dabei grundsa¨tzlich zwischen zwei Typen von NULL-
Werten. Fu¨r das Realwelt-Objekt, fu¨r das in einem Attribut Xi(a) = ⊥
einer Instanz a ∈ A gilt, kann genau einer der folgenden beiden Fa¨lle fu¨r
7Der Begriff NULL-Wert wurde in der Definition 1.17 auf Seite 27 eingefu¨hrt.
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das Vorliegen des NULL-Wertes vorliegen (Die verwandten Bezeichnungen
wurden von C.F. Codd eingefu¨hrt [Cod86]):
Entweder
• APPLICABLE—ANWENDBAR:
Nicht-struktureller NULL-Wert. Die betreffende Eigenschaft existiert
zwar fu¨r das entsprechende Realwelt-Objekt, es ist aber kein Wert fu¨r
das Attribut vorhanden.8
oder
• INAPPLICABLE—NICHT ANWENDBAR:
Struktureller NULL-Wert. Die betreffende Eigenschaft existiert nicht
fu¨r das Realwelt-Objekt, auf den sich die Instanz a bezieht. Es kann
kein (sinnvoller) Wert fu¨r das Attribut angegeben werden.9
Aufgrund der fehlenden Information kann es aber auch vorkommen, daß
fu¨r einen NULL-Wert unklar ist, welcher der beiden Typen (APPLICA-
BLE/INAPPLICABLE) vorliegt:10
• NO INFORMATION—KEINE INFORMATION:
Es ist unklar, ob der NULL-Wert vom Typ APPLICABLE oder IN-
APPLICABLE ist. Es sind beide Typen mo¨glich!
In der Literatur werden u¨ber 20 verschiedene Arten von NULL-Werten
diskutiert, die jeweils einem der drei oben angegebenen Typen zugeordnet
werden ko¨nnen.
Im Falle nicht-struktureller NULL-Werte (APPLICABLE) ist es manch-
mal mo¨glich, einen Wert zu ermitteln. Dies kann beispielsweise durch das
Ausnutzen funktionaler Abha¨ngigkeiten fu¨r das betroffene Attribut gesche-
hen.
Falls jedoch fu¨r ein struktureller NULL-Wert (INAPPLICABLE) vor-
liegt, darf kein Wert aus dem Wertebereich des Attributes dafu¨r gesetzt
werden.
Oft kommt es zu U¨berlagerungen beider Arten von NULL-Werten in
einem Attribut einer Datenbank, ohne daß erkenntlich ist, welcher Typ vor-
liegt. Mit anderen Worten, es liegt der Typ NO INFORMATION vor.
Dies sei an einem Beispiel erla¨utert:
Beispiel 2.24. Wir betrachten einen Bibliothekskatalog. Hier kann das Feh-
len der ISBN-Nummer in einem Datensatz darauf hindeuten, daß entweder
a) keine ISBN-Nummer fu¨r diesen Eintrag existiert (z.B. bei Aufsa¨tzen
und a¨lteren Bu¨chern mo¨glich) oder
8Eine alternative Bezeichnung fu¨r diesen Typ von NULL-Wert ist: UNKNOWN—
UNBEKANNT
9Eine alternative Bezeichnung fu¨r diesen Typ von NULL-Wert ist: DOES NOT
EXIST—EXISTIERT NICHT.
10Die Bezeichnung NO INFORMATION fu¨r diesen Typ von NULL-Wert wurde von
Zaniolo eingefu¨hrt [Zan84, GZ88].
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b) die ISBN-Nummer lediglich fehlt (z.B. bei unvollsta¨ndiger Datenerfas-
sung).
Sofern es sich um den Fall b) handelt, kann fu¨r andere Datensa¨tze, die sich
auf dasselbe Buch beziehen, eine ISBN-Nummer angegeben sein. Das ist im
Fall a) jedoch nicht mo¨glich, da es sich um einen strukturellen NULL-Wert
handelt.
Fu¨r das Ersetzen nicht-struktureller NULL-Werte ko¨nnen verschiedene
Strategien angewandt werden, die auch als Imputationen bezeichnet wer-
den (siehe dazu beispielsweise die Arbeiten von Dempster, Laird und Ru-
bin [DLR77], Vassiliou [Vas81], Little und Rubin [LR87] und Feelders [Fee99]).
Wir gehen exemplarisch auf drei dieser Strategien na¨her ein, wobei wir uns
an dieser Stelle auf Relationen beschra¨nken.
1. Ableitung aus anderen Attributen: Unter Ausnutzung von (funk-
tionalen) Abha¨ngigkeiten bzw. Redundanzen la¨ßt sich der fehlende
Wert aus den verfu¨gbaren Attributwerten des Datensatzes ermitteln,
mo¨glicherweise unter Verwendung zusa¨tzlicher Informationen, wie z.B.
die Ableitung der PLZ oder des Landes aus den Angaben fu¨r Ort und
Straße/Hausnummer.
2. Ersetzen durch den Wert eines anderen Datensatzes: Der feh-
lende Wert von Xi(a0) wird mit dem Wert x = Xi(al) eines anderen
Datensatzes ersetzt, der in anderen (vorher festgelegten) Attributen
X ′ mit dem aktuellen Datensatz u¨bereinstimmt — sofern folgende
Abha¨ngigkeit gilt:
∀a : (X ′(a0) = X ′(a) ∧Xi(a) 6= ⊥) =⇒ Xi(a) = x
Hier wird eine empirische funktionale Abha¨ngigkeit fu¨r Attributwerte
ausgenutzt, wobei die Korrektheit der Imputation stark von den Daten
sowie der Wahl der Attributmenge X ′ abha¨ngt.
3. Mehrfache Ersetzung (engl.: multiple imputation): Da oft
nicht ein Wert, sondern mehrere Werte fu¨r einen NULL-Wert mo¨glich
sein ko¨nnen, kann anstatt eines Wertes auch eine Angabe mehrerer
Werte (u.U. verbunden mit einer Bewertung) erfolgen. Fu¨r die Spei-
cherung mehrerer Werte wird ein Mengen- oder Listen-Typ verwandt.
Alternativ ko¨nnen mehrere Datensa¨tze mit den unterschiedlichen Wer-
ten erzeugt werden, die jedoch als Duplikate in der Datenbank kennt-
lich zu machen sind. Dieses Vorgehen fu¨hrt jedoch zu einer Erho¨hung
der Anzahl der Datensa¨tze, die die Effizienz der Verarbeitung beein-
tra¨chtigen kann. Deshalb ist die erstgenannte Alternative im Regelfall
vorzuziehen.
Bemerkung 2.25. Sofern eine Ersetzung eines NULL-Wertes nicht mo¨glich
ist, verbleibt die Mo¨glichkeit, ihn als NULL-Wert weiterzugeben, um dann
beim Vergleich von Datensa¨tzen die NULL-Werte explizit zu beru¨cksichtigen.
Im Beispiel 2.24 wurden die Besonderheiten von fehlenden ISBN’s beschrie-
ben, eine Ersetzung ist hier nicht immer mo¨glich, jedoch la¨ßt sich der Fall
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zweier aufeinandertreffender NULL-Werte bzw. eines NULL-Wertes mit ei-
nem Wert aus dem Wertebereich beim Vergleich separat behandeln. Ins-
besondere fu¨r strukturelle NULL-Werte ist dieses Herangehen sinnvoll, da
das Fehlen eines Wertes eine identifizierende oder zumindest unterscheiden-
de Information bergen kann. Zusa¨tzliches Wissen u¨ber das Auftreten von
NULL-Werten in Attributen kann durch Meta-Daten angegeben werden,
beispielsweise mit semantischen Constraints, die im Kapitel 4.2 auf Seite
108 behandelt werden.
Beispiel 2.26. Bei der Auswertung einer anonymisierten medizinischen Da-
tenbank mit Krankheitsbildern habe das Attribut Anzahl Schwangerschaf-
ten in u¨ber 70% aller Datensa¨tze keinen Wert. Die in den restlichen 30%
angegebenen Werte sind u¨berwiegend von 0 verschieden. Ko¨nnen wir den
fehlenden Wert mit 0 ersetzen?
Eine Imputation eines Wertes ist generell nur dann zula¨ssig, wenn man si-
cherstellen kann, daß es sich nicht um einen strukturellen NULL-Wert han-
delt. Fu¨r dieses Beispiel heißt das, Anzahl Schwangerschaften darf nur
dann mit einem Default-Wert (z.B. 0) ersetzt werden, wenn aus den ande-
ren Attributwerten ersichtlich ist, daß es sich um eine Frau handelt. Fu¨r
Ma¨nner kann das Attribut Anzahl Schwangerschaften nicht sinnvoll ge-
setzt werden,11 da ein struktureller NULL-Wert vorliegt.
Fu¨r weitergehende Informationen zu NULL-Werten und unvollsta¨ndiger
Information in Datenbanken sei auf die Arbeiten von Vassiliou [Vas79], Lip-
ski [Lip79, Lip81], Biskup [Bis83], Imielinski [IL84], Paredaens [PBGG89],
Grahne [Gra91], Candan et al. [CGS97] sowie Klein [Kle94, Kle97, Kle02]
verwiesen.
2.4 Vergleichsfunktionen
In diesem Abschnitt wird auf die Definition und Auswahl von Vergleichs-
funktionen eingegangen. Vergleichsfunktionen wurden in der Definition 2.16
eingefu¨hrt.
Der Vergleich der Werte und Referenzen von Datenbank-Objekten setzt
in der Regel voraus, daß diese strukturgleich sind, d.h. daß die Datenbank-
Objekte Instanzen derselben Klassen des globalen Schemas sind und daß
Werte fu¨r dieselben Attribute angegeben sind. Aufgrund der Verschieden-
heit der Datenbanken in Struktur und Umfang sowie Darstellung der Daten
u¨ber eine Grundgesamtgheit von Realwelt-Objekten kommt es jedoch oft zu
Strukturunterschieden und damit zu fehlenden Attributen und/oder Wer-
ten einzelner Attribute sowie zu Spezialfa¨llen, die besonders beru¨cksichtigt
werden mu¨ssen.
Bevor wir auf den Vergleich von Attributwerten —der die Basis jedes
Identifizierungsansatzes bildet— eingehen, stellen wir den Struktur- und
Referenzstruktur-Vergleich von Datenbank-Objekten vor.
11Die Imputation Anzahl Schwangerschaften = 0 ist zwar rein formal fu¨r Ma¨nner
ebenfalls korrekt, da sie keine Kinder geba¨ren ko¨nnen — macht aber keinen Sinn. Insbe-
sondere ist eine Auswertung bezu¨glich dieses Attributes nur fu¨r Frauen vernu¨nftig.
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2.4.1 Strukturvergleiche
Datenbank-Objekte ko¨nnen trotz der Tatsache, daß sie Instanzen ein und
derselben Klasse sind, unterschiedliche (Sub-)Strukturen aufweisen, d.h. es
ko¨nnen fu¨r ein Datenbank-Objekt Werte eines Attributes vorhanden sein,
die fu¨r ein anderes Datenbank-Objekt fehlen, oder fu¨r Listen- oder Mengen-
wertige Attribute ko¨nnen unterschiedlich viele Werte gegeben sein. Ferner
ko¨nnen Unterschiede in der Referenzierung auf andere Datenbank-Objekte
vorliegen.
Fu¨r den Strukturvergleich zweier Datenbank-Objekte ist also zu ermit-
teln, ob fu¨r dieselben Attribute Werte (oder Referenzen) vorliegen.
Es sind drei Fa¨lle zu unterscheiden: (1) Bei beiden Datenbank-Objekten
liegen Werte fu¨r dieselben Attribute vor (U¨bereinstimmung),
(2) Bei einem der Datenbank-Objekte fehlen Werte von Attributen, die bei
dem anderen vorliegen (Enthaltensein), und (3) Es gibt Attribute, fu¨r die
bei einem der zwei Datenbank-Objekte Werte angegeben sind, die aber bei
dem jeweils anderen fehlen (U¨berschneidung).
Fu¨r eine Anwendung ist zu kla¨ren, inwieweit Strukturunterschiede auf
die Verschiedenheit der zugrundeliegenden Realwelt-Objekte hindeuten, da
in diesem Fall keine weitergehenden Vergleiche notwendig sind. Falls die
Verschiedenheit der zugrundeliegenden Realwelt-Objekte nicht aus Struk-
turunterschieden ersichtlich ist, muß bei der Wahl von Vergleichsfunktionen
darauf geachtet werden, daß die vorkommenden Abweichungen in der Struk-
tur beru¨cksichtigt werden, beispielsweise durch Hinzunahme entsprechender
Vergleichswerte analog zur Beru¨cksichtigung von NULL-Werten beim Ver-
gleich, siehe Bemerkung 2.25 auf Seite 58.
Bei der Klassifikation fu¨r Paare von Datenbank-Objekten ist zudem si-
cherzustellen, daß trotz mo¨glicher Strukturunterschiede fu¨r jedes Paar eine
Entscheidung gefa¨llt wird.
2.4.2 Referenzbaum-Vergleiche
In manchen Anwendungsfa¨llen genu¨gt es nicht, bei einem Vergleich zweier
Datenbank-Objekte ausschließlich ihre Werte zu beru¨cksichtigen, um eine
Identifizierung vorzunehmen. Sofern diese Datenbank-Objekte u¨ber Refe-
renzen zu anderen Datenbank-Objekten in der Datenbank verfu¨gen, kann
man diese in den Vergleich mit einbeziehen, analog zu den in Folgerung
1.30 auf Seite 38 dargelegten Identifizierungsansa¨tzen, bei denen Referenzen
beru¨cksichtigt werden.
Bei einem an die tiefe Gleichheit von Datenbank-Objekten angelehnten
Vergleich werden zwei Referenzba¨ume verglichen, was sehr aufwendig wer-
den kann. Alternativ dazu ko¨nnen wir uns bei der Traversierung auf Objekt-
Knoten der maximalen Referenzierungs-Tiefe n in den Referenzba¨umen be-
schra¨nken, d.h. wir gehen von der Identifikation auf n-beschra¨nkten Referenz-
Ba¨umen (siehe Seite 38) aus. Da aber schon ein Teil des n-beschra¨nkten Re-
ferenzbaumes fu¨r die Objektidentifizierung genu¨gen kann, ko¨nnen wir auch
identifizierende Referenz-Strukturen (vgl. Definition 1.33 auf Seite 39) ver-
wenden.
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Eine Referenz-Vergleichsfunktion ist zusammengesetzt aus Wert-Verglei-
chen, die hierarchisch strukturiert sind, d.h. wir haben in der obersten
Hierarchiestufe die Vergleichswerte der Attributwerte der beiden Datenbank-
Objekte und in den tieferen Hierarchiestufen die Vergleichswerte von refe-
renzierten Datenbank-Objekten. Wenn in einer Datenbank die Referenz-
Struktur bekannt ist, la¨ßt sich eine Referenz-Vergleichsfunktion als mehr-
dimensionale Wert-Vergleichsfunktion umsetzen. Das ist nicht zuletzt auch
deshalb von Vorteil, da eine Klassifikation fu¨r Baum-artige Vergleichswer-
te schwieriger zu gewinnen ist. In dieser Vergleichsfunktion werden dann
je Hierarchiestufe eine oder mehrere Dimensionen fu¨r die entsprechenden
Wert-Vergleiche verwandt. Ferner kann eine Aggregation der Dimensionen
in eine Dimension vorgenommen werden, beispielsweise durch eine katego-
rielle Codierung.
Wir erla¨utern dies an einem Beispiel.
Beispiel 2.27. Wir betrachten ein Personendaten-Register, in dem neben den
Daten einer Person (Name, Vorname, Geburtsdatum, Adresse) Referenzen
auf die Kinder sowie den Ehepartner einer Person gefu¨hrt werden (sofern
vorhanden und bekannt). Als Wert-Vergleichsfunktion sei die Minimum-
Edit-Distance fu¨r die Namen und Vornamen mit Werten von 0 bis 3 so-
wie der Vergleich identisch/nicht identisch fu¨r Geburtsdatum und Adresse
vorgesehen. Sofern Referenzen auf Ehepartner und/oder Kinder vorhan-
den sind, sollen diese in der gleichen Weise miteinander verglichen werden.
Hierbei zeigt sich ein erstes Problem: Wa¨hrend eine Person (in Deutsch-
land) nur einen Ehepartner haben kann, kann sie durchaus mehrere Kinder
haben (und mo¨glicherweise auch nicht mit demselben Partner). Diesen Be-
sonderheiten muß bei dem Referenz-Vergleich Rechnung getragen werden.
Also erhalten wir fu¨r den Vergleich zweier Datenbank-Objekte 4 Dimensio-
nen fu¨r die Wert-Vergleiche, weitere 4 Dimensionen fu¨r die Wert-Vergleiche
der referenzierten Ehepartner und bis zu 4·n1 ·n2 Dimensionen, wobei n1 die
Zahl der referenzierten Kinder des einen und n2 die erfaßte Kinderzahl des
anderen Datenbank-Objektes bezeichnet. Die verwandten Dimensionen fu¨r
die Kinder la¨ßt sich auf min(n1, n2) verringern, falls nur der Vergleich des
”
am ehesten passenden Kindes“ angegeben werden soll. Dazu werden die
Vergleichsergebnisse mittels einer Heuristik in eine Rangordnung gestellt.
Die 4-dimensionalen Vergleichswerte der referenzierten Datenbank-Objekte
ko¨nnen dann zusammengefaßt werden in einer nominalen Skala (z.B. 0: falls
alle 4 Werte u¨bereinstimmen, 1: falls lediglich die Adresse variiert, 2: falls
lediglich das Geburtsdatum variiert, aber das Jahr u¨bereinstimmt, 3: falls
nur der Vorname ein wenig variiert, 4: sonst).
2.4.3 Wertvergleiche
2.4.3.1 Die Definition von Abstandsmaßen (Metriken) als Ver-
gleichsfunktionen
Definition 2.28 (Metrik). Y ⊂ X sei eine Attributmenge, Y = (Xi1 , . . . ,
Xil), Xi1 , . . . , Xil ⊂ X = (X1, . . . , Xd).
Eine Abbildung dist : dom(Y )×dom(Y )→ [0,∞) ist eine Metrik, genau
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dann, wenn sie die folgenden Axiome fu¨r alle x, y, z ∈ dom(Y ) erfu¨llt:
(Reflexivita¨t) dist(x, y) = 0⇐⇒ x = y (2.6a)
(Symmetrie) dist(x, y) = dist(y, x) (2.6b)
(Dreiecks-Ungleichung) dist(x, y) ≤ dist(x, z) + dist(z, y) (2.6c)
Wir bezeichnen eine Metrik dist als endlich, wenn
sup
x,y∈dom(Y )
dist(x, y) <∞.
Eine endliche Metrik dist bezeichnen wir als (auf 1) normiert, wenn
sup
x,y∈dom(Y )
dist(x, y) = 1.
Zu jeder endlichen Metrik dist′ la¨ßt sich die normierte Metrik dist := 1
c
dist′
mit c := supx,y∈dom(Y ) dist
′(x, y) bilden.
Definition 2.29 (Aggregation von Metriken). Es seien Y (1), . . . , Y (l)
paarweise disjunkte Attributmengen Y (1) ⊂ X, Y (i) ∩ Y (j) = ∅ und disti :
dom(Y (i)) × dom(Y (i)) → [0,∞) seien Metriken. Dann ist mit dist :=
Φ(dist1, . . . , distl) fu¨r eine Funktion Φ :
(
[0,∞))l → [0,∞) genau dann
eine aggregierte Metrik auf dom(Y (i)) × dom(Y (i)) gegeben, wenn dist die
Axiome (2.6) erfu¨llt.
Beispiel 2.30 (Aggregation von Metriken). Wir geben Beispiele fu¨r die Ag-
gregation von Metriken gema¨ß Definition 2.29. Sei d = (d1, . . . , dl)
T ∈(
[0,∞))l.
Mit Φ(d) =
∑l
i=1widi ist die lineare (gewichtete) Aggregation von Me-
triken gegeben, wi ∈ R>0.
Die quadratische Aggregation ist gegeben durch
Φ(d) = dTCd =
l∑
i=1
l∑
j=1
cijdidj
mit einer positiv semi-definiten linearen Abbildung (Matrix) C : Rl → Rl
(C wird auch als quadratische Form bezeichnet).12
Falls die Matrix C als Inverse der fu¨r eine Stichprobe von Datensatz-
Paaren (d.h. ihrer mehrdimensionalen Distanz-Werte) gescha¨tzten Kovarianz-
matrix ist, erhalten wir den Spezialfall der Mahalanobis-Distanz [Mah36].13
Bemerkung 2.31 (A¨hnlichkeitsmaß). Es sei dist : (dom(Y ))2 → [0, 1] eine
normierte Metrik. Dann ist durch
sim(x, y) := 1− dist(x, y) (2.7)
12Eine lineare Abbildung C : Rl → Rl ist positiv semi-definit, wenn dTCd ≥ 0 fu¨r alle
d ∈ Rl gilt.
13Bei der Mahalanobis-Distanz werden Korrelationen zwischen den verschiedenen Di-
mensionen korrigiert, so daß diese den aggregierten Wert nicht dominieren. Außerdem
wird eine Reskalierung der Werte vorgenommen. Die grundlegende Annahme hierbei
ist die einer mehrdimensionalen Gauß’schen Normalverteilung fu¨r die mehrdimensionalen
Distanz-Werte.
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ein (normiertes) A¨hnlichkeitsmaß auf dom(Y ) gegeben.
Wa¨hrend ein A¨hnlichkeitsmaß die Symmetrie sim(x, y) = sim(y, x) und
Reflexivita¨t (sim(x, y) = 1 ⇐⇒ x = y) erfu¨llt, la¨ßt sich kein Analogon zur
Dreiecks-Ungleichung finden.
Auf Nullwerte erweiterte Metrik
Sei Xi ein Attribut, in dem Nullwerte zugelassen sind (eine Diskussion
von Nullwerten ist im Abschnitt 2.3.1 auf Seite 56 zu finden). Weiter sei
dist : (dom(Xi))
2 → [0,∞) eine Metrik, die wir auf dom(Xi)∪{⊥} fortsetzen
wollen, die also auch fu¨r Nullwerte definiert werden soll. Die Fortsetzung
soll die Axiome einer Metrik ebenfalls erfu¨llen.
Wegen (2.6a) wu¨rde dist(⊥,⊥) = 0 gelten — fu¨r Nullwerte ist aber die
Eigenschaft dist(⊥,⊥) > 0 sinnvoll, da Nichtwissen u¨ber den Wert zweier
Datensa¨tze nicht minimale Distanz =0 ergeben sollte.14 Demgema¨ß ko¨nnen
wir (2.6a) a¨ndern in
(Reflexivita¨t) ∀x, y ∈ dom(Xi) :
(
dist(x, y) = 0⇐⇒ x = y)
∧ dist(⊥,⊥) > 0 ∧ dist(x,⊥) > 0 (2.8a)
Da (2.6b) trivialerweise auch fu¨r Xi(a) = ⊥ gilt, ko¨nnen wir (2.6b)
einfach ersetzen durch
(Symmetrie) ∀x, y ∈ (dom(Xi) ∪ {⊥}) : dist(x, y) = dist(y, x). (2.8b)
Schwieriger gestaltet sich die Dreiecksungleichung fu¨r Nullwerte: Aus
der um ⊥ erga¨nzten Dreiecksungleichung
(Dreiecks-Ungleichung) ∀x, y, z ∈ dom(Xi) ∪ {⊥} :
dist(x, z) ≤ dist(x, y) + dist(x, z) (2.8c)
folgt c := dist(⊥,⊥) ≤ 2 dist(⊥, x) fu¨r alle x ∈ dom(Xi). Wir erhalten
∀x ∈ dom(Xi) : dist(⊥, x) ≥ c
2
.
Wir fassen die Ergebnisse zusammen:
Definition 2.32 (NULL-Wert erweiterte Metrik). Sei Xi ein Attri-
but, in dem Nullwerte zugelassen sind und dist : (dom(Xi))
2 → [0,∞)
sei eine Metrik. Sei c ∈ R, c ≥ 0 beliebig, aber fest. Dann ist dist :
(dom(Xi) ∪ {⊥})2 → [0,∞) eine fu¨r NULL-Werte erweiterte Metrik wenn
dist die Axiome (2.6) erfu¨llt und außerdem fu¨r alle x, y ∈ dom(Xi) gilt:
dist(⊥,⊥) = c, dist(⊥, x) ≥ 12c (2.9a)
dist(⊥, x) = dist(x,⊥) (2.9b)
dist(x, y) ≤ dist(⊥, x) + dist(⊥, y) (2.9c)
14Wu¨rden wir dist(⊥,⊥) = 0 fordern, kann die Definition 2.28 analog fu¨r ⊥ angewandt
werden, d.h. wir erhielten (2.6) mit dom(X) ∪ {⊥} statt dom(X).
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Zur Definition von Metriken fu¨r Attribute mit NULL-Werten stehen also
zwei Alternativen zur Verfu¨gung:
• Wir setzen c := 0 und fordern dist(⊥,⊥) = 0, dist(⊥, x) ≥ 0 sowie
dist(x, y) ≤ dist(⊥, x) + dist(⊥, y) fu¨r alle x, y ∈ dom(Xi), d.h. ⊥
wird als Element des Wertebereiches angesehen, oder
• Wir wa¨hlen c > 0 beliebig und haben (2.9) zu erfu¨llen (falls dom(Xi)
dicht ist, erhalten wir außerdem dist(⊥, x) = 12c fu¨r alle x ∈ dom(Xi)).
2.4.3.2 Ordinale und kategorielle Vergleichsfunktionen
Definition 2.33. Eine eindimensionale Vergleichsfunktion f : (dom(Y ))2 →
R heißt ordinal, wenn eine totale Ordnung (<) der Vergleichswerte r ∈ R
existiert, so daß gilt:
r < r′ ⇐⇒ r ist besser als r′ ,
wobei das Pra¨dikat
”
ist besser als“ eine Interpretation bezu¨glich des Gra-
des der U¨bereinstimmung/der A¨hnlichkeit zweier Paare von Datensa¨tzen
(x, y), (x′, y′) ∈ (dom(Y ))2 mit r = f(x, y) und r′ = f(x′, y′) darstellt. In
diesem Fall werden die Vergleichswerte bezu¨glich dieser Ordnung aufgeza¨hlt
(sie bilden eine Ordinalskala).
Falls diese Ordnung auf R mit einer Metrik gema¨ß Definition 2.28 an-
gegeben werden kann, heißt die Vergleichsfunktion metrisch (Sie bildet eine
metrische Skala).
Sofern keine totale Ordnung (<) R existiert, ist f eine kategorielle Ver-
gleichsfunktion (die Vergleichswerte bilden eine Nominalskala).
Eine mehrdimensionale Vergleichsfunktion heißt metrisch, ordinal bzw.
kategoriell, wenn alle ihrer Komponenten metrisch/ordinal/nominal skaliert
sind. Eine mehrdimensionale Vergleichsfunktion heißt gemischt skaliert,
wenn verschiedene Skalen in den einzelnen Komponenten vorkommen.
Es ist offensichtlich, daß Abstandsmaße metrische Vergleichsfunktionen
sind.
2.4.3.3 Verfeinerung von Vergleichsfunktionen
Analog zur Verfeinerung von Transformationsfunktionen (vgl. S. 53) fu¨hren
wir die Verfeinerung von Vergleichsfunktionen ein.
Definition 2.34 (Verfeinerung von Vergleichsfunktionen). X sei ei-
ne Attributmenge. Eine Vergleichsfunktion f ′ : (dom(X))2 → R′ ist eine
Verfeinerung einer Vergleichsfunktion f : (dom(X))2 → R (Schreibweise
f ′ Â f), wenn gilt:
dimR′ ≥ dimR (2.10a)
∃g : R′ → R : f = g ◦ f ′ (2.10b)
Umgekehrt bezeichnet man f auch als Vergro¨berung von f ′.
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Bei der Verfeinerung einer Vergleichsfunktion ko¨nnen zwei Fa¨lle auftre-
ten:
• Gruppierung: Es ist dimR = dimR′. Die Vergleichswerte einer oder
mehrerer Komponenten f ′i von f
′ werden jeweils in fi zusammengefaßt.
Wir erhalten fu¨r alle i Komponenten fi ≺ f ′i sowie |fi| ≤ |f ′i |, wobei
| · | die Kardinalita¨t der Menge der Vergleichswerte bezeichnet.
• Projektion/Aggregation: Es ist dimR < dimR′. Es wird eine Di-
mensionsreduktion vorgenommen, die Vergleichswerte der Komponen-
ten f ′i von f
′ = (f ′1, . . . , f
′
k) werden abgebildet auf f = (f1, . . . , fl), 0 <
l < k.
Beispiel 2.35. Ein typisches Beispiel fu¨r die Gruppierung ist die Reduzie-
rung der Vergleichswerte einer Komponente, z.B. die Diskretisierung einer
metrisch skalierten Vergleichsfunktion f ′ : R → [0, 1] mittels Aufteilung in
eine Ordinalskala, z.B. ist f ≺ f ′ mit
f(x, y) =


0 f ′(x, y) = 0,
1 0 < f ′(x, y) ≤ 12
2 f ′(x, y) > 12 .
Beispiel 2.36. Ein einfaches Beispiel fu¨r die Projektion ist die Summation
mehrdimensionaler Distanzen mit g : Rk → R, g : x 7→∑ki=1 xi:
f = g ◦ f ′ = g((f ′1, . . . , f ′k)) =
k∑
i=1
f ′i .
Beispiel 2.37. Wir betrachten ein AttributX1 das denWertebereich dom(X1)
= {TEXT} habe und Zeichenketten u¨ber einem Alphabet A enthalte, etwa
den Titel eines Buches in einem Bibliothekskatalog. Fu¨r dieses Attribut ha-
ben wir im Beispiel 2.23 auf Seite 54 ableitbare Attribute Yj , j = 1, . . . , 20
angegeben. Dann ko¨nnen wir folgende Vergleichsfunktionen f : Y → f(Y )
fu¨r Y = Y1, . . . , Y20 definieren:
f1(x, y) = CountSameWords(x4, y4) := length(x4 ∩ y4)
f2(x, y) = PortionSameWords(x4, y4) :=
length(x4 ∩ y4)
max(length(x4), length(y4))
f3(x, y) = CountSameWords2(x5, y5) :=
∑
j
(x5)j · (y5)j
f4(x, y) = TF IDF Similarity(x7, y7) :=
∑
j
(x7)j · (y7)j
f5(x, y) = PSW Discrete(x4, y4) :=


0 : 0.9 ≤ PortionSameWords(x4, y4) ≤ 1,
1 : 0.7 ≤ PortionSameWords(x4, y4) < 0.9,
2 : 0.5 ≤ PortionSameWords(x4, y4) < 0.7,
3 : otherwise.
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mit f1 = CountSameWords, f2 = PortionSameWords : Y4 → [0, 1],
f3 = CountSameWords2 : Y5 → N,
f4 = TF IDF Similarity : Y7 → [0,∞) ⊂ R und
f5 = PSW Discrete : Y4 → {0, 1, 2, 3}.
Wir erhalten folgende Verfeinerungen:
• f5 ≺ f2, da der Wertebereich diskretisiert wird
• f1 ≺ f3, f3 ≺ f1, da sogar f1(x, y) = f3(x, y) fu¨r alle (x, y) ∈
(domY )2 gilt.
• f1 ≺ f2, f2 ≺ f1 bei Benutzung der length-Funktion
• Wir erhalten f3 6≺ f5, f5 6≺ f3, da beide Funktionen zwar dasselbe
Skalarprodukt verwenden, aber auf verschiedene Attribute angewandt
werden.
2.5 Die Software-Architektur: Mediator-Wrapper-
Architektur mit Identifizierung
Als Software-Architektur zur Umsetzung des dargestellten Modells fu¨r die
Objekt-Identifizierung verwenden wir das von Wiederhold 1992 eingefu¨hrte
Zwei-Schichten-Modell [Wie92], bestehend aus einer Mediator- undWrapper-
Schicht. In diesem Modell gibt es je zu integrierender Datenbank (minde-
stens) einen Wrapper, der folgende Aufgaben hat:
• Kommunikation mit der Datenbank (Verbindung herstellen, Abfrage
senden, Ergebnis-Daten empfangen),
• Extraktion der gewu¨nschten Daten aus der Antwort, gegebenenfalls
Ausfu¨hrung von zusa¨tzlicher Kommunikation,
• Transformation der Daten in ein vorher festgelegtes lokales Schema
und Daten-Format.
Der Mediator u¨bernimmt in diesem Zwei-Schichten-Modell:
• Die Kommunikation mit Benutzern bzw. einem Interface (Verbindung
herstellen, Abfrage empfangen, Antwort senden),
• Abfragezerlegung, Abfrageplanung sowie Weitergabe einzelner Teil-
Abfragen an die Wrapper,
• Zusammenfu¨gen der Ergebnis-Daten der einzelnen Wrapper zu einer
Antwort (Homogenisierung unter Transformation der Daten aus den
lokalen Schemata in ein globales Schema), gegebenenfalls unter Ver-
wendung von Datenbereinigung und Objektidentifizierung (siehe fol-
gende Punkte),
• Datenbereinigung, bei der Inkonsistenzen in den Daten (soweit als
mo¨glich) aufgelo¨st werden (z.B. durch Standardisierung),
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Abbildung 2.4: Die Software-Architektur
• Objektidentifizierung, bei der diejenigen Daten, die sich auf a¨quivalen-
te Realwelt-Objekte beziehen, erkannt und zusammengefaßt werden.
Die Aufgabe der Objektidentifizierung wird in der Architektur durch das
Modul Identificator u¨bernommen, das —basierend auf einer vorher gelernten
Klassifikation— Duplikate aus einer Menge von Datensa¨tzen herausfiltert.
Die Ausgabe besteht aus einer Liste von Paaren, die als Duplikat klassifi-
ziert wurden. Gegebenenfalls wird die Liste fu¨r jedes Paar erga¨nzt um eine
Bewertung (engl.: score) zwischen 0 und 1.
Beispiel 2.38 (BOA — Berliner Wohnungssuchmaschine). Fu¨r die proto-
typisch in PHP realisierte Berliner Wohnungssuchmaschine wurden Woh-
nungsanzeigen aus den Online-Editionen der Tageszeitungen Tagesspiegel
und Berliner Morgenpost abgefragt und in einer lokalen Datenbank gespei-
chert. Dazu gab es je Online-Edition einen Wrapper, der mit den Abfra-
geparametern Bezirk und Wohnungsgro¨ße aufgerufen werden konnte. Im
Wrapper waren umgesetzt:
• Herstellen einer Verbindung zur Online-Edition u¨ber HTTP,
• Senden von Abfragen mit Bezirk und Wohnungsgro¨ße an die Online-
Datenbank durch automatisches Ausfu¨llen von HTML-Formularen (Auf-
ruf der HTTP-Methoden GET oder POST je nach Online-Datenbank),
• Extraktion der Daten der Wohnungsanzeigen aus der Ergebnis-Seite,
bei mehreren Ergebnis-Seiten Abruf der Folgeseiten und Extraktion
der Daten aus ihnen,
• Speichern der Daten in einer tempora¨ren Tabelle (unter Angabe der
Datenbank und einem Zeit-Stempel).
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Der Mediator diente dazu, die beiden Wrapper mit den entsprechenden Pa-
rametern zu starten und ihre Ergebnisse zusammenzufassen. Durch Daten-
Extraktion konnten weitere Attribute aus dem Anzeigentext gewonnen wer-
den, z.B. Etage und Ausstattungsmerkmale. Durch Abgleich mit einem
Straßenregister konnte zudem die Straße extrahiert werden.
Kapitel 3
Klassifikation
Was rumpelt und pumpelt
in meinem Bauch herum?
Ich meinte, es wa¨ren sechs Geißlein,
so sind’s lauter Wackerstein!
Aus
”
Der Wolf und die sieben Geißlein“
Inhalt dieses Kapitels. Die Entscheidung, ob zwei Datensa¨tze sich
auf ein und dasselbe Objekt beziehen, soll durch eine Klassifikation
gefa¨llt werden. Die Unterschiede zwischen der u¨berwachten und nicht
u¨berwachten Klassifikation werden erla¨utert. Weitere Gesichtspunkte
wie die Skalen des verwendeten Merkmalsraumes einer Klassifikation
oder der Einfluß von Abha¨ngigkeiten im mehrdimensionalen Fall wer-
den diskutiert. Schließlich werden verschiedene Klassifikationsverfah-
ren detailliert dargestellt und hinsichtlich ihrer Eignung untersucht.
3.1 Das Lernen einer Klassifikation
Fu¨r den Vergleichsraum R soll eine Entscheidungsregel δ gefunden werden,
so daß fu¨r jeden mo¨glichen Vergleichswert r ∈ R zweier Datensa¨tze entschie-
den werden kann, ob sie sich auf ein und dasselbe Realwelt-Objekt oder auf
zwei verschiedene Realwelt-Objekte beziehen.
Zur Gewinnung der Entscheidungsregel δ lassen sich sowohl u¨berwachte
als auch nicht-u¨berwachte Lernverfahren einsetzen. Im Folgenden werden
beide Lernverfahren unter dem Begriff Verfahren zur Klassifikation einer
Stichprobe zusammengefaßt. Die Klassifikation wurde in Definition 2.17 auf
Seite 50 eingefu¨hrt.
Eine Klassifikation wird auf einer Stichprobe S gelernt. Die Stichprobe
S besteht aus einer Tabelle von N S Datensa¨tzen sk, k = 1, . . . , N S mit Attri-
buten X1, . . . , Xk, aus der eine Auswahl von d Attributen als Einflußgro¨ßen
zum Lernen einer Klassifikation verwandt wird. Wir gehen in den folgenden
Abschnitten auf die Besonderheiten des u¨berwachten und nicht-u¨berwachten
Lernens ein.
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3.1.1 U¨berwachtes Lernen
Das u¨berwachte Lernen (engl.: supervised learning) zeichnet sich durch fol-
gende Eigenschaften aus:
• Es gibt eine feste Anzahl von Einflußgro¨ßen X1, . . . , Xd, d ∈ N und
eine Zielgro¨ße X∗ (es ko¨nnen auch mehrere Zielgro¨ßen X∗1 , . . . , X
∗
j
gegeben sein),
• Die Klassen einer Klassifikation sind a priori durch den Wertebe-
reich dom(X∗) der Zielgro¨ße X∗ bestimmt, K = {K1, . . . ,Kj}, j =
|dom(X∗)|,
• Die Stichprobe wird durch den Supervisor bezu¨glich der Zielgro¨ße X∗
bewertet, sofern der Wert von X∗ nicht schon bekannt ist, und
• Die Klassenzugeho¨rigkeit bzw. der Wert x∗ ∈ dom(X∗) der Zielgro¨ße
X∗ kann fu¨r alle Werte (x1, . . . , xd) ∈ dom(X1 × . . .×Xd) angegeben
werden (Vorhersage der Zielgro¨ße).1
Der Hauptunterschied zum nicht-u¨berwachten Lernen besteht darin, daß
eine manuelle Bewertung der Daten durch einen Supervisor vorgenommen
werden muß.
U¨berwachte Lernverfahren sind z.B.:
1. Entscheidungsbaum-Verfahren
2. Statistische Tests (wie z.B. im Record Linkage verwandt)
3. Na¨chste-Nachbarn Klassifikation
4. Neuronale Netze
5. Support Vector Machines [Vap98]
6. (Lineare und Nichtlineare) Diskrimination
7. Instance Based Learning [AKA91]
3.1.2 Nicht-u¨berwachtes Lernen
Das nicht-u¨berwachte Lernen (engl.: unsupervised learning) zeichnet sich
durch folgende Eigenschaften aus:
• Es gibt eine feste Anzahl von Einflußgro¨ßen X1, . . . , Xd, d ∈ N und
keine Zielgro¨ße,
• Art und Anzahl der Klassen einer Klassifikation sind nicht a priori
bestimmt (ko¨nnen aber oft durch Parameter beeinflußt werden),
1Fu¨r eine nicht-disjunkte Klassifikation gema¨ß Definition 2.17 ergeben sich Klassenzu-
geho¨rigkeiten zu mehreren Klassen.
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• Da die Klassifikation nicht auf einer Zielgro¨ße beruht, bedarf es in der
Regel einer Interpretation der ermittelten Klassen,2
• Die Klassenzugeho¨rigkeiten ko¨nnen fu¨r alle Vektoren
(x1, . . . , xd) ∈ dom(X1 × . . .×Xd)
angegeben werden.
Nicht-u¨berwachte Lernverfahren sind z.B.:
1. Klassifikation mit Assoziationsregeln,
2. Abstandsmaß-basiertes Clustering wie bei der Nearest-Neighbor Klas-
sifikation verwandt,
3. Bayes-basierte Klassifikation,
4. Fuzzy- und Neuro-Fuzzy Clustering.
Bemerkung 3.1. Nicht-u¨berwachte Lernverfahren lassen sich auch fu¨r be-
wertete Stichproben mit einer Zielgro¨ße X∗ verwenden (die Zielgro¨ße kann,
aber muß nicht als zusa¨tzliche Einflußgro¨ße mit in den Lernprozeß einbe-
zogen werden). Aus einer gelernten Klassifikation K ohne Vorhersage der
Zielgro¨ße la¨ßt sich dann eine Vorhersage fu¨r die Zielgro¨ße ermitteln, indem
man die gewonnenen Klassen hinsichtlich der Zielgro¨ße interpretiert.
Fu¨r die Vorhersage kann man beispielsweise die Verteilung der Wer-
te der Zielgro¨ße in den einzelnen Klassen verwenden (gescha¨tzt durch die
Ha¨ufigkeiten in der Lernstichprobe); mit diesem Vorgehen erha¨lt man eine
nicht-disjunkte Klassifikation.
Im Abschnitt 3.3.3.2 auf Seite 86 wird die Gewinnung einer Klassifikation
aus Assoziationsregeln beschrieben.
3.1.3 Die Klassifikation einer Stichprobe von Datensatzpaa-
ren
Aus einer Datensatz-Stichprobe S sei eine Datensatzpaar-Stichprobe P ⊂
S × S gezogen, die einen bestimmten Anteil von dubletten Paaren enthalte
(Die Besonderheiten der Stichprobenziehung werden detailliert im Abschnitt
6.2.2 auf Seite 152 beschrieben). Die Vergleichsfunktionen fi : (dom(X))
2 →
Ri, i = 1, . . . , d seien implementiert. Dann ko¨nnen die Vergleichswerte
ri = fi(a, b) fu¨r Datensatzpaare berechnet und der Vergleichswert ri fu¨r
jedes Datensatzpaar in der Datensatzpaar-Stichprobe P in einem vorher an-
gefu¨gten Attribut ri gespeichert werden. Die Datensatzpaar-Stichprobe P
genu¨gt also folgender Tabellenstruktur:
P (PairID, ID of a, ID of b, Same, r1, . . . , rd) (3.1)
2Die Interpretation kann z.B. durch einen Supervisor vorgenommen werden, wobei
die Bewertung von einigen wenigen Klassen einen geringeren Aufwand erfordert als die
Bewertung einer gesamten Stichprobe.
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Das Attribut Same der Tabelle P hat den Wertebereich dom(Same) =
{0, 1}. Mit dem Attribut Same wird erfaßt, ob es sich bei den Datensa¨tzen
a, b des Paares pair = (a, b) um ein Duplikat handelt, d.h. ob sie sich auf
a¨quivalente Realwelt-Objekte beziehen (a ≡ b): Same(pair) = ’Yes’ bzw.,
falls sich a und b auf nicht a¨quivalente Realwelt-Objekte beziehen (a 6≡ b)
Same(pair) = ’No’. Der Wert von Same wird bei der Stichprobenziehung
gesetzt, je nachdem ob es sich um ein dublettes Paar handelt, oder ob nicht
(diese Bewertung entspricht dem Vorgehen beim u¨berwachten Lernen, sie ist
fu¨r die Ermittlung der Korrektheit auch fu¨r nicht-u¨berwachte Lernverfahren
notwendig).
Die Stichprobe P wird (randomisiert) in eine Lernstichprobe L und in
eine Teststichprobe T aufgeteilt, wobei eine Quotierung der dubletten Paare
proportional zum Anteil dubletter Paare in P angewandt wird. Die Lern-
stichprobe L wird zum Lernen einer Klassifikation fu¨r Paare (a, b) ∈ A×B
verwandt—sie stellt den Input eines Klassifikationsverfahrens dar.
Die gelernte Klassifikation wird anschließend auf die Teststichprobe T
angewandt, d.h. fu¨r jedes Paar in T wird der Wert der Zielgro¨ße Same
bestimmt und mit dem wahren Wert verglichen, so daß wir unverzerrte
Fehlerraten der Klassifikation erhalten.3
3.2 U¨berblick u¨ber geeignete Methoden fu¨r die
Klassifikation
In Kapitel 2 wurde dargestellt, wie sich das Problem der Objektidentifizie-
rung auf ein Klassifikationsproblem zuru¨ckfu¨hren la¨ßt. Fu¨r die Qualita¨t
einer Klassifikation ist die sinnvolle Wahl eines Klassifikationsverfahrens je-
doch entscheidend. Grundsa¨tzlich la¨ßt sich jedes Klassifikationsverfahren
einsetzen, die Auswahl wird jedoch durch die Art der verwandten Vergleichs-
funktionen beschra¨nkt, denn je nach Skalierung der einzelnen Dimensionen
des Vergleichsraumes R sind nur bestimmte Verfahren einsetzbar.
Fu¨r den Fall kategoriell-wertiger Vergleichsfunktionen sind Regel-erzeu-
gende Methoden wie Entscheidungsba¨ume und Assoziationsregel-Verfahren
einsetzbar.
Sofern eine Verteilungsfunktion (z.B. fu¨r kategorielle Werte die Multino-
mialverteilung) gescha¨tzt werden kann, so kommen statistische Verfahren ins
Spiel, wie der monotone Likelihood-Quotienten-Test im klassischen Record-
Linkage-Ansatz (Abschnitt 3.3.2).
Fu¨r kardinale Skalen —die bei Verwendung von Metriken als Vergleichs-
funktionen entstehen— la¨ßt sich die Na¨chste-Nachbarn-Klassifikation ver-
wenden (Abschnitt 3.3.4). Als Na¨chste-Nachbarn-Klassifikationsmethode
fassen wir auch die Nicht-lineare Klassifikation auf, bei der eine Aggregati-
on von Metriken vorgenommen wird, beispielsweise mit einer Quadratischen
Form. Ein weiterer Spezialfall der Na¨chste-Nachbarn-Klassifikation ist die
Sorted Neighbourhood Method, auf die ebenfalls eingegangen wird.
3Alternative Ansa¨tze zur Bestimmung von Fehlerraten sind Cross Validation oder Boot-
strapping, vgl. Efron [Efr79] und Freedman [Fre81].
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Es sei erwa¨hnt, daß eine Vergro¨berung der Skalierung vorgenommen wer-
den kann, beispielsweise um Methoden (wie Record Linkage) einsetzen zu
ko¨nnen, die nur fu¨r nominale Skalen verwendbar sind. Dazu wird dann eine
kardinale Skalierung durch eine Zerlegung in Intervalle in eine Ordinalskala
vergro¨bert, und diese kann dann —unter Vernachla¨ssigung der Ordnung—
als Nominalskala verwandt werden. Es sei aber bemerkt, daß jede Ver-
gro¨berung zu einem Verlust an Information fu¨hren kann. Deshalb ist zu
empfehlen, die Wahl der Vergleichsfunktionen in Abha¨ngigkeit vom anzu-
wendenden Verfahren vorzunehmen.
Im Folgenden wird eine Auswahl verwendbarer Klassifikationsverfahren
mit ihren Besonderheiten dargestellt. Die Angabe der Skalen der Dimensio-
nen des Vergleichsraumes (kardinal, ordinal, nominal oder gemischt) sowie
der Anzahl der Vergleichsfa¨lle je Dimension liefert das Kriterium fu¨r die
Einsetzbarkeit eines Verfahrens.
1. Decision Tree — Entscheidungsbaum
• Skalen: beliebig gemischt
• Vergleichswerte je Dimension: beliebig viele (R+ zula¨ssig!)
• Fehlerraten: schwer kalkulierbar, nicht skalierbar
• Bewertung eines Vergleichswertes: nicht mo¨glich
• zusa¨tzliche Annahmen: keine
• Besonderheiten: Vorhersage der Klassenzugeho¨rigkeit fu¨r jeden
mo¨glichen Vergleichswert
2. Record Linkage — statistischer Test
• Skalen: nominal, ordinal4
• Vergleichswerte je Dimension: wenige diskrete Fa¨lle (2–10)
4Durch Modellrestriktionen ist es mo¨glich, ordinale Skalen bei der Scha¨tzung zu
beru¨cksichtigen.
Tabelle 3.1: Die Eignung von Klassifikationsmethoden fu¨r verschiedene Ska-
len
Skalen des Merkmalsraumes1
Klassifikationsmethoden nominal ordinal kardinal2 stetig gemischt3
Record Linkage ++ + + −− −
Assoziationsregeln ++ ++ + −− −
Entscheidungsba¨ume ++ ++ ++ ++ ++
k-na¨chste Nachbarn −− − ++ ++ −−
nicht-lineare Klassifikation − 0 ++ ++ −−
1Die Eignung variiert von (−−) ungeeignet u¨ber (0) ma¨ßig geeignet
bis hin zu (++) gut geeignet
2diskrete und endlich viele kardinale Werte
3gemischte Skalen (z.B. nominal/stetig)
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• Fehlerraten: skalierbar
• Bewertung eines Vergleichswertes: durch Wahrscheinlichkeitsver-
teilung
• zusa¨tzliche Annahmen: Abha¨ngigkeitsstruktur von Attributen
bzw. Attributgruppen (Dimensionen)
• Besonderheiten: Vorhersage der Klassenzugeho¨rigkeit fu¨r jeden
mo¨glichen Vergleichswert
3. Klassifikation mit Assoziationsregeln
• Skalen: nominal
• Vergleichswerte je Dimension: endlich viele diskrete Fa¨lle (2–20)
• Fehlerraten: skalierbar
• Bewertung eines Vergleichswertes: durch passende Regeln
• zusa¨tzliche Annahmen: keine
• Besonderheiten: Vorhersage der Klassenzugeho¨rigkeit fu¨r jeden
mo¨glichen Vergleichswert
4. Na¨chste-Nachbarn-Klassifikation (Aggregation von mehrdimensiona-
len Abstandsmaßen)
• Skalen: nur kardinal
• Vergleichswerte je Dimension: beliebig viele (R+ zula¨ssig!)
• Fehlerraten: kaum skalierbar
• Bewertung eines Vergleichswertes: durch Abstand zum Nullpunkt5
• zusa¨tzliche Annahmen: implizite Wahrscheinlichkeitsverteilungs-
annahme (z.B. Normalverteilung)
• Besonderheiten: Abha¨ngigkeiten u¨ber Kovarianz modellierbar (zu-
sa¨tzliches Scha¨tzproblem: Kovarianz-Matrix)
• Bemerkung: bekannter Spezialfall: Mahalanobis-Distanz
Weitere Verfahren, die sich zum Gewinnen einer Klassifikation eignen6:
• Nicht-lineare Diskrimination
• Neuronale Netze,
• Support Vector Machines,
• Fuzzy-basierte Klassifikation und Neuro-Fuzzy-Clustering,
• Pattern Matching,
• Inductive Learning sowie
• Bayes-basierte Klassifikation.
5Genaugenommen wird die Klassifikation fu¨r Datensa¨tze vorgenommen und nicht fu¨r
Vergleichswerte von Paaren.
6Diese Verfahren wurden nicht in die Untersuchung einbezogen, wir zeigen die Verwen-
dung fu¨r obige vier Klassifikationsmethoden, die Anwendung anderer Verfahren ist analog
mo¨glich.
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3.3 Klassifikationsmethoden
In den na¨chsten Abschnitten wird dargestellt, wie sich eine Auswahl von
Klassifikations-Verfahren fu¨r die Klassifikation von Vergleichswerten einset-
zen lassen.
3.3.1 Entscheidungsba¨ume
Entscheidungsbaum-Verfahren eignen sich sehr gut, um aus einer Beispiel-
sammlung Entscheidungsregeln abzuleiten (z.B. aus einer Lernstichprobe
von Paaren von Datensa¨tzen mit einem klassifizierenden Attribut Same).
Bekannte Verfahren sind C4.5 oder CART7 (vgl. Quinlan [Qui93], Breiman
et al. [BFOS84], Michie, Taylor und Spiegelhalter [MST94]) Entscheidungs-
baum-Verfahren sind auch in den meisten Data-Mining Software-Paketen
enthalten. Wir verwenden die frei verfu¨gbare Software von Borgelt [Bor03b].
Das grundlegende Prinzip von Entscheidungsbaum-Verfahren besteht
darin, eine Lernstichprobe anhand von Attributwerten schrittweise zu zer-
legen, so daß jede Zerlegung die Aufteilung bezu¨glich eines vorgegebenen
Klassenattributes verbessert. Die Methode der Partitionierung wird sukzes-
sive auf die erhaltenen Zerlegungen der Lernstichprobe angewandt, bis ein
Abbruchkriterium erfu¨llt ist.
Eine Lernstichprobe L wird mittels Achsen-paralleler Schnitte aufgeteilt,
wobei die Achsen in unserem Anwendungsfall dem durch die d Dimensio-
nen R1, . . . , Rd aufgespannten d-dimensionalen Vergleichsraum entsprechen.
Die Beispiele (a, b) ∈ L werden anhand ihrer Vergleichswerte fj(a, b), j =
1, . . . , d aufgeteilt; fu¨r ordinal und kardinal skalierte (Vergleichs-)Attribute
Rj durch Bedingungen der Form fj(a, b) ¦ c, ¦ ∈ {≤, <,=, >,≥}), wa¨hrend
fu¨r nominal skalierte Attribute nur Bedingungen der Form fj(a, b) = c ver-
wendbar sind.
Die Verbesserung der Aufteilung wird mit einem Auswahlmaß gemessen,
beispielsweise dem unten angegebenen Informationsgewinn. Gewa¨hlt wird
jeweils diejenige Aufteilung, fu¨r die das gewa¨hlte Auswahlmaß maximal ist.
Als Abbruchkriterium kann eine Beschra¨nkung der maximalen Tiefe des
induzierten Entscheidungsbaumes vorgenommen werden oder eine Einhal-
tung einer Mindestanzahl von Beispielen in den Knoten des Baumes gefor-
dert werden.
Der Informationsgewinn basiert auf der Shannonschen Entropie [Sha48].
Die Entropie wird fu¨r eine Menge von Beispielen L, fu¨r die jeweils eine
Klasse k des klassifizierenden Attributes R0 (in unserem Fall ist Ro = Same)
angegeben ist,8 wie folgt berechnet:
Entropy(R0;L) = −
∑
k∈dom(R0)
pLk log2 p
L
k , (3.2)
7CART ist das Akronym fu¨r Classification and Regression Tree.
8Wir interpretieren das klassifizierende Attribut R0 hierbei als Zufallsvariable, die
Entropie ist ein Maß fu¨r die Ungenauigkeit von Realisierungen der Zufallsvariable R0
in L.
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mit der Konvention 0 log2 0 = 0 und der abku¨rzenden Schreibweise p
L
k :=
P{R0(pair) = k | pair ∈ L }. Wir scha¨tzen die Wahrscheinlichkeit pLk durch
die relativen Ha¨ufigkeiten des Auftretens der Klasse k in L, d.h.
pˆLk =
| {R0(pair) = k, pair ∈ L} |
|L| .
Der Informationsgewinn (engl.: information gain) IG einer Aufteilung
von L in L1, . . . , Ln (d.h. L =
⋃n
i=1 Li, Li∩Lj = ∅, i 6= j) ist gegeben durch:
IG(L, {Lj}j=1,...,n) := Entropy(R0;L)−
n∑
j=1
Entropy(R0;Lj) (3.3)
= −
∑
k∈dom(R0)
pLk log2 p
L
k +
n∑
j=1
∑
k∈dom(R0)
pLik log2 p
Li
k .
Weitergehende Informationen zu Auswahlmaßen (z.B. zum Informations-
gewinn-Verha¨ltnis und Gini-Index ) sind in der Arbeit von Borgelt und Kru-
se [BK98] zu finden.
3.3.2 Record Linkage
Der von Howard Newcombe, Ivan Fellegi und Alan Sunter in den 50ern und
60ern entwickelte Ansatz des Record Linkage wird fu¨r die Zusammenfu¨hrung
großer Datenbesta¨nde seit u¨ber 30 Jahren angewandt.9 Hauptsa¨chlich wird
Record Linkage fu¨r die Identifizierung von Personen in Statistischen und
Adress-Datenbanken eingesetzt, eine weitere Anwendung ist die Zusammen-
fu¨hrung medizinischer Datensa¨tze beispielsweise in einem Krebsregister. Die
Vielfalt der Anwendungsgebiete und den Stand der Forschung findet man
in den Proceedings der beiden Konferenzen in Arlington, Virginia ([KA85],
[AJ97]). U¨ber die verfu¨gbare Software fu¨r Record Linkage findet man Infor-
mationen in der Arbeit von Winkler [Win01b].
Der Record Linkage Ansatz basiert auf einem statistischen Test, dem
Likelihood-Quotienten-Test, der zweiseitig angewandt wird. Als Teststatistik
λ(r) wird der Quotient der Wahrscheinlichkeiten des Auftretens von Werten
einer Vergleichsfunktion f : (dom(X))2 → R, f(a, b) = r verwandt:
λ(r) :=
P{ f(a, b) = r | a ≡ b }
P{ f(a, b) = r | a 6≡ b } , (3.4)
wobei es sich um bedingte Wahrscheinlichkeiten handelt. Die Konditio-
nierung mit a ≡ b bzw. mit a 6≡ b bedeutet, daß das betreffende Paar
(a, b) sich auf dasselbe bzw. auf verschiedene Realwelt-Objekte bezieht.
Da u¨blicherweise im Record Linkage von endlich vielen (und mithin dis-
kreten) Vergleichswerten r ∈ R, |R| < ∞ ausgegangen wird, wird eine
Multinomial-Verteilung zugrundegelegt. Es ko¨nnten aber auch andere Ver-
teilungssannahmen gemacht werden. Die Parameter der beiden diskreten
Wahrscheinlichkeits-Verteilungen
P{ f(a, b) = r | a ≡ b } , P{ f(a, b) = r | a 6≡ b } (3.5)
9Die grundlegenden Arbeiten zum Record Linkage sind [NKAJ59] und [FS69].
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werden auf einer Lernstichprobe L von Datensatz-Paaren (a, b) gescha¨tzt,
fu¨r die angegeben ist, ob es sich um Duplikate handelt (a ≡ b) oder ob nicht
(a 6≡ b). Weiter sei eine d-dimensionale Vergleichsfunktion f = (f1, . . . , fd)
deren Vergleichswerte fu¨r Paare (a, b) im Vergleichsraum R liegen. Eine
Scha¨tzung der Wahrscheinlichkeits-Verteilungen (3.5) kann aus den relativen
Ha¨ufigkeiten des Auftretens eines Vergleichswertes r ∈ R fu¨r Paare in L
vorgenommen werden:
Pˆ{ r | a ≡ b } := | {(a, b) ∈ L | (∀j : fj(a, b) = rj) ∧ a ≡ b} |/ c0, (3.6a)
Pˆ{ r | a 6≡ b } := | {(a, b) ∈ L | (∀j : fj(a, b) = rj) ∧ a 6≡ b} |/ c1, (3.6b)
mit c0 := | {(a, b) ∈ L | a ≡ b} | und c1 := | {(a, b) ∈ L | a 6≡ b} |. Diese
Wahrscheinlichkeiten lassen sich jedoch gema¨ß (3.6) nur dann hinreichend
genau scha¨tzen, wenn der Stichprobenumfang |L | der Lernstichprobe groß
gewa¨hlt wird. Erfahrungsgema¨ß beno¨tigt man fu¨r die Scha¨tzung einer Multi-
nomialverteilung mit m Fa¨llen mindestens 3m Beispiele (vgl. z.B. [Chr90]).
Fu¨r einen d-dimensionalen Vergleichsraum R = R1 × · · · × Rd ist die Kar-
dinalita¨t m gegeben durch: m =
∏d
i=1Mi =
∏d
i=1 |Ri|. Die Kardinalita¨t
von R kann schon fu¨r Vergleichsfunktionen mit wenigen Vergleichswerten
recht groß werden, so daß der beno¨tigte Stichprobenumfang die Zahl vorhan-
denen dubletten Datensatzpaaren u¨bersteigen kann.10 Der Scha¨tzung der
Wahrscheinlichkeiten (3.6) aus einer Stichprobe kommt daher eine besonde-
re Bedeutung zu. In der Regel sind dazu zusa¨tzliche Annahmen notwendig,
z.B. u¨ber die Unabha¨ngigkeit einzelner Dimensionen des Vergleichsraumes
oder u¨ber das Monotonieverhalten der Verteilungsfunktion. Ein Ansatz zur
verbesserten Scha¨tzung der Wahrscheinlichkeitsverteilungen (3.6) wird im
Abschnitt 3.3.2.1 dargestellt.
Wir bilden den Quotienten dieser beiden Verteilungen als Teststatistik:
λˆ(r) :=
Pˆ{ f(a, b) = r | a ≡ b }
Pˆ{ f(a, b) = r | a 6≡ b }
Dieser Quotient λˆ(r) wird auch als Wettquotient (engl.: odds) fu¨r einen
Vergleichswert r = (r1, . . . , rd) ∈ R bezeichnet, da das Verha¨ltnis
Pˆ{ r | a ≡ b } : Pˆ{ r | a 6≡ b }
dubletter Paare zu nicht dubletten Paaren widerspiegelt, die einen Ver-
gleichswert r ∈ R haben. Der Quotient (3.4) ist ein Indikator dafu¨r, wie gut
ein Datensatzpaar (a, b) ∈ A×A mit Vergleichswert r ∈ R zueinander paßt:
• λˆ(r) > 1: Es ist wahrscheinlicher, daß sich a und b auf ein und dasselbe
Realwelt-Objekt beziehen, als das Gegenteil,
• λˆ(r) ≈ 1: Die Wahrscheinlichkeit ist fu¨r beide Fa¨lle genauso hoch,
• λˆ(r) < 1: Es ist wahrscheinlicher, daß sich a und b auf verschiedene
Realwelt-Objekte beziehen.
10Es sei bemerkt, daß zur Scha¨tzung der Wahrscheinlichkeiten fu¨r die nicht-dubletten
Paare gema¨ß (3.6b) sich zumeist eine beliebig große Lernstichprobe gewinnen la¨ßt.
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Diesen drei Fa¨llen entsprechen drei mo¨gliche Entscheidungen: Entweder
als Duplikat oder Nicht-Duplikat akzeptieren oder als potentielles Duplikat
zu belassen, so daß es noch einer weiteren Pru¨fung bedarf. Diese Vorgehens-
weise entspricht einem zweifachen bzw. zweiseitigen monotonen Likelihood-
Quotienten-Test (fu¨r statistische Testtheorie siehe z.B. [MGB74, Leh94]).
Dazu stellen wir zuna¨chst die Hypothese H0 und die Gegenhypothese H1
fu¨r (a, b) auf:
H0 : (a 6≡ b), H1 : (a ≡ b). (3.7)
Der zweiseitige monotone Likelihood-Quotienten-Test wird dann wie folgt
durchgefu¨hrt:
λˆ(r) > λˆ0 : H0 wird zum Niveau α0 verworfen
λˆ(r) < λˆ1 : H1 wird zum Niveau α1 verworfen
sonst : H0 und H1 ko¨nnen nicht verworfen werden
wobei die Grenzen λˆ0, λˆ1 mit 0 < λˆ1 ≤ λˆ0 < ∞ wie folgt bestimmt werden
(vgl. [FS69], [Nei98]). Es seien α0, α1 > 0 beliebig, aber fest. λˆ0 ergibt sich
dann als der minimale Wert fu¨r λ(·), bei dem
P{H0 verworfen | H0 } < α0
gilt. Entsprechend ist λˆ1 der maximale Wert fu¨r λ(·), bei dem
P{H1 verworfen | H1 } < α1
gilt. Um λˆ0 und λˆ1 zu bestimmen, betrachten wir die Teilmengen des Ver-
gleichsraumes R, fu¨r die jeweils eine der beiden Hypothesen verworfen wird,
die Ablehnungsbereiche R∗(λˆ0), R∗(λˆ1) ⊂ R. Aufgrund der Monotonie des
Likelihood-Quotienten λˆ(r) erhalten wir fu¨r ein beliebiges λ:
R∗(λ) :=
{
r ∈ R | λˆ(r) > λ
}
, (3.9a)
R∗(λ) :=
{
r ∈ R | λˆ(r) < λ
}
. (3.9b)
Die Schwellwerte λˆ0, λˆ1 ergeben sich dann aus
λˆ0 := min
(
λ ∈ R
∣∣∣ Pˆ{H0 verworfen | λˆ(r) > λ} < α0)
= min
(
λ ∈ R
∣∣∣ ∑
r∈R∗(λ)
Pˆ{ f(a, b) = r | a 6≡ b } < α0
)
(3.10a)
λˆ1 := max
(
λ ∈ R
∣∣∣ Pˆ{H1 verworfen | λˆ(r) < λ} < α1)
= max
(
λ ∈ R
∣∣∣ ∑
r∈R∗(λ)
Pˆ{ f(a, b) = r | a ≡ b } < α1
)
(3.10b)
Typischerweise ergibt sich ein Unsicherheits-Intervall I = [λˆ1, λˆ0] mit 1 ∈ I,
fu¨r das keine der beiden Hypothesen verworfen werden kann. Das eigentliche
Problem besteht bei diesem Test darin, daß er eine geringe Gu¨te hat, d.h.
3.3. KLASSIFIKATIONSMETHODEN 79
die Wahrscheinlichkeit, daß keine der beiden Hypothesen verworfen werden
kann ist recht groß, sofern α0 und α1 sehr klein sind. Wir erhalten
βˆ0 := Pˆ{H0 nicht verworfen | ¬H0 } =
∑
r∈R\{R∗(λˆ0)}
Pˆ{ f(a, b) = r | a ≡ b }
βˆ1 := Pˆ{H1 nicht verworfen | ¬H1 } =
∑
r∈R\{R∗(λˆ1)}
Pˆ{ f(a, b) = r | a 6≡ b }
sowie fu¨r den Fall, daß keine der beiden Hypothesen verworfen werden kann:
βˆ∗0 := Pˆ{ keine Entscheidung | ¬H0 } = βˆ0 − α1
=
∑
r∈R′
Pˆ{ f(a, b) = r | a ≡ b }
βˆ∗1 := Pˆ{ keine Entscheidung | ¬H1 } = βˆ1 − α0
=
∑
r∈R′
Pˆ{ f(a, b) = r | a 6≡ b }
mit R′ := R\{R∗(λˆ0) ∪R∗(λˆ1)} =
{
r ∈ R | λˆ1 ≤ λˆ(r) ≤ λˆ0
}
.
3.3.2.1 Die Scha¨tzung der Multinomialverteilung
Fu¨r den Likelihood-Quotienten-Test ist die korrekte Scha¨tzung der Wahr-
scheilichkeitsverteilungen
P{ f(a, b) = r | a ≡ b } , P{ f(a, b) = r | a 6≡ b } (3.11)
notwendig.
Im Falle nominaler Werte r ∈ R,R = R1 × · · · × Rd sind fu¨r (3.11) die
Parameter zweier Multinomialverteilungen zu scha¨tzen, der in (3.6) ange-
gebene Scha¨tzer basiert auf den relativen Ha¨ufigkeiten des Auftretens eines
Vergleichswertes r und ist nur bei hinreichend großen Stichproben verwend-
bar.
Sofern weitere Informationen u¨ber die Multinomialverteilung bekannt
sind, etwa das Monotonieverhalten bei ordinaler (Teil-)Skalierung einer Di-
mension Ri oder Abha¨ngigkeiten oder Unabha¨ngigkeiten von Dimensionen
Ri, Rj , so la¨ßt sich dieses Wissen ausnutzen und damit der in (3.6) angege-
bene Scha¨tzer verbessern.
Scha¨tzung unter der Unabha¨ngigkeitsannahme
Es sei R = R′ × R′′ eine Zerlegung von R mit R′ = Ri1 × · · · × Ril ,
{i1, . . . , il} ⊂ {1, . . . , d} undR′′ = R\{R′}. Falls die Unabha¨ngigkeitsannah-
men
P
{
r′
}
= P
{
r′ | r′′∗ ∈ R′′
}
, P
{
r′′
}
= P
{
r′′ | r′∗ ∈ R′
}
(3.12)
fu¨r alle r′∗ ∈ R′, r′′∗ ∈ R′′ erfu¨llt sind, lassen sich die Wahrscheinlichkeitsver-
teilungen fu¨r R′ und R′′ einzeln auf derselben Stichprobe scha¨tzen und die
Wahrscheinlichkeitsverteilung fu¨r R ergibt sich dann als Produkt:
P
{
r = (r′, r′′)
}
:= P
{
r′
} ·P{ r′′ } . (3.13)
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Durch Ausnutzung von Unabha¨ngigkeitsannahmen kann eine konsistente
Scha¨tzung von P{ r } auch fu¨r kleinere Stichproben vorgenommen werden,
beispielsweise fu¨r d = 2 und |R1| = |R2| = 20 sind unter der Unabha¨ngig-
keitsannahme 60 – 100 Beispiele ausreichend, wa¨hrend ohne Unabha¨ngig-
keitsannahme mindestens ein Stichprobenumfang von 1.200 zur Scha¨tzung
von P{ r } erforderlich ist.
Die Scha¨tzung der Multinomialverteilung mit log-linearen Model-
len
Im vorangegangenen Abschnitt haben wir uns mit der Scha¨tzung unter
der Unabha¨ngigkeitannahme von zwei disjunkten Teilmengen von Einfluß-
faktoren befaßt. In diesem Abschnitt wird die Scha¨tzung der Multinomi-
alverteilung unter der Annahme von Abha¨ngigkeiten zwischen Attributen
beschrieben. Dazu nutzen wir die log-linearen Modelle. Wir beschra¨nken
uns auf eine starke Vereinfachung in der Notation. Diese Notation erlaubt
es uns, in aller Ku¨rze auf die zur Scha¨tzung der Multinomialverteilung not-
wendige Methodik einzugehen. Fu¨r weitergehende Informationen sei auf
die Arbeiten [BFH75, DLS80, Rec89, Chr90, WL90, Whi90, Lau96, LN98]
verwiesen.
Die Grundidee ist folgende: L sei eine Stichprobe mit d Attributen (Va-
riablen, Dimensionen, Faktoren) R = (R1, . . . , Rd) und jedes Attribut Ri
sei nominal skaliert und habe einen endlichen Wertebereich, |dom(Ri)| =
ni < ∞. Die Anzahl der Zellen der Multinomialverteilung ist dann durch
m =
∏d
i=1 ni gegeben. Wir betrachten R als multinomial verteilte Zufalls-
variable, die Verteilung la¨ßt sich darstellen als
P{R } = c ·
d∏
i=1
φi(Ri)︸ ︷︷ ︸
1-Faktor-Terme
·
d−1∏
i=1
d∏
j=i+1
φij(Ri, Rj)
︸ ︷︷ ︸
2-Faktor-Terme
· · · φ123···d(R1, . . . , Rd)︸ ︷︷ ︸
d-Faktor-Term
,
(3.14)
mit Abbildungen φi : dom(Ri)→ [0, 1], φij : dom(Ri)×dom(Rj)→ [0, 1], . . . ,
φ123···d : dom(R)→ [0, 1]. Logarithmieren von (3.14) liefert mit u· = log(φ·)
log
(
P{R } ) = (3.15)
u +
d∑
i=1
ui︸ ︷︷ ︸
1-Faktor-
-Interaktionen
+
d−1∑
i=1
d∑
j=i+1
uij
︸ ︷︷ ︸
2-Faktor-
-Interaktionen
+
d−2∑
i=1
d−1∑
j=i+1
d∑
k=j+1
uijk
︸ ︷︷ ︸
3-Faktor-
-Interaktion
+ · · · + u123···d︸ ︷︷ ︸
d-Faktor-
-Inter-
aktion
,
Definition 3.2 (log-lineares Modell). Wir bezeichnen (3.15) als log-
lineares Modell M einer d-dimensionalen multinomial verteilten Zufalls-
variable R. M ist durch die in ihm enthaltenen Interaktionen bestimmt,
SchreibweiseM⊂ {u, u1, . . . , ud, u11, . . . , u(d−1)d, u111, . . . , u(d−2)(d−1)d, . . . ,
u12···d}, wobei nur die von Null verschiedenen Interaktionen u· inM enthal-
ten sind.
MitM(0) bezeichnen wir das saturierte log-lineare Modell, bei dem alle Ter-
me u· enthalten sind.
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Ein Modell M(2) bezeichnen wir als reduziertes Modell von M(1), wenn
M(1) 6=M(2) undM(1)∩M(2) =M(2), d.h. wenn alle inM(2) enthaltenen
Terme auch in M(1) enthalten sind.
Das saturierte Modell kann naturgema¨ß den Daten einer Stichprobe
am besten angepaßt werden, jedoch ist eine große Zahl an Parametern zu
scha¨tzen, die oft den Stichprobenumfang u¨berschreitet.11 Daher versucht
man die Zahl der zu scha¨tzenden Parameter zu verringern, indem ein hin-
reichend gut angepaßtes reduziertes log-lineares Modell gewa¨hlt wird. Die
Zahl der Parameter la¨ßt sich dadurch verringern, daß nicht jede Kombi-
nation von Faktoren als Interaktion zugelassen wird, indem in einem Aus-
wahlverfahren kleinere Modelle mit weniger Interaktionen bezu¨glich ihrer
Anpassung an das saturierte Modell —respektive ihrer Anpassung an die
Daten der Stichprobe— untersucht werden.
Definition 3.3 (hierarchisches Modell). Ein log-lineares Modell M ist
hierarchisch, wenn fu¨r alle l ≥ 2 gilt:
ui1i2···il ∈M =⇒ uj1j2···jl−1 ∈M fu¨r alle {j1, . . . , jl−1} ⊂ {i1, . . . , il} .
In einem hierarchischen log-linearen Modell sind alle Interaktionen von Kom-
binationen der Faktoren, die miteinander interagieren, enthalten. Im ein-
zelnen heißt das, daß falls in einem Modell k Faktoren {Ri1 , . . . , Rik} Inter-
dependenzen haben, alle Kombinationen von 1 bis (k − 1) Faktoren aus
{Ri1 , . . . , Rik} auch in dem Modell enthalten sind. Daher la¨ßt sich ein
hierarchisches Modell durch die maximalen Interaktionen von Faktoren be-
schreiben, die wir in eckigen Klammern zusammenfassen. Beispielsweise la¨ßt
sich ein Modell mit den Faktoren R1, . . . , R6, in dem jeweils die Faktoren
{R1, R2}, {R2, R3, R4} sowie {R4, . . . , R6} miteinander interagieren, kurz
als [12][234][456] schreiben.
Definition 3.4 (graphisches Modell). Ein hierarchisches log-lineares
Modell M ist graphisch, wenn gilt
∀l ≥ 3 : (ui1i2···il ∈M⇐⇒ uj1j2 ∈M fu¨r alle j1, j2 ∈ {i1, . . . , il} ).
Die graphischen Modelle bilden eine Teilklasse der hierarchischen log-
linearen Modelle. Bei den graphischen Modellen betrachtet man nur die
Zwei-Faktor-Interaktionen, wobei die k-Faktor-Interaktionen eines a¨quivalen-
ten hierarchischen Modells im graphischen Modell enthalten sind, wenn al-
le Zwei-Faktor-Kombinationen der k Faktoren als Interaktionen auftreten.
Solch eine Menge von Interaktionen bildet eine sogenannte Clique von Fak-
toren. Graphische Modelle lassen sich veranschaulichen, indem die Fakto-
ren die Knoten und die Interaktionsterme die Kanten eines Graphen bil-
den. Fu¨r ein hierarchisches log-lineares Modell existiert nur dann ein a¨qui-
valentes graphisches Modell, wenn die maximalen Interaktionen der Fakto-
ren genau den Cliquen eines graphischen Modells entsprechen. Das oben
11Ein saturiertes Modell entha¨lt mindestens einen Parameter je Zelle und hat da-
durch die beste Anpassung an die Stichprobe. Dieses Modell ist jedoch in der Regel
u¨berparametrisiert (engl.: overfitted), da typischerweise die Zusammenha¨nge in Daten
weniger komplex sind — im saturierten Modell interagiert jede Kombination der Fakto-
ren.
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Abbildung 3.1: Das graphische Modell [12][23][24][34][45][46][56], das
a¨quivalent zum hierarchischen log-linearen Modell [12][234][456] ist.
beschriebene Modell [12][234][456] ist a¨quivalent zu dem graphisches Mo-
dell [12][23][24][34][45][46][56], da es die Cliquen {1, 2} , {2, 3, 4} und {4, 5, 6}
entha¨lt, vgl. Abbildung 3.1. Das hierarchische Modell [12][234][134] ist
jedoch nicht graphisch, da es alle Zwei-Faktor-Interaktionen entha¨lt, aber
nicht [1234] — das Modell [1234] ist graphisch, es ist a¨quivalent zum graphi-
schen Modell [12][13][14][23][24][34], da die Faktoren {1, 2, 3, 4} eine Clique
bilden.
Die Anpassung eines Modells an eine Stichprobe wird mit einem An-
passungstest u¨berpru¨ft. Es la¨ßt sich einerseits die Anpassung an das satu-
rierte Modell pru¨fen (engl.: Goodness of Fit) und andererseits kann auch
die Verbesserung der Anpassung eines erweiterten Modells gegenu¨ber einem
kleineren Modell gepru¨ft werden, d.h. es wird getestet, ob die Anpassung ei-
nes Modells, das zusa¨tzliche Interaktionen entha¨lt, signifikant besser ist, als
die des Modells mit weniger Interaktionen. Fu¨r beide Tests lassen sich die
Pearsons’sche Chi-Quadrat Statistik X2 oder die Likelihood Ratio Statistik
G2 verwenden. Beide Statistiken sind asymptotisch χ2 verteilt, so daß ein
Test fu¨r ein α-Niveau,12 z.B. α = 0, 05, und (den jeweilig zu bestimmenden)
Freiheitsgraden df (engl.: degrees of freedom) mit dem entsprechenden Wert
χ2(1−α, df) verglichen wird. Die Nullhypothese wird zum Niveau α verwor-
fen, wenn die Statistik X2 bzw. G2 den Wert χ2(1 − α, df) u¨berschreitet.
Obwohl sich beide Statistiken asymptotisch (d.h. mit wachsendem Stich-
probenumfang) a¨hnlich verhalten, wird die Likelihood Ratio Statistik oft
vorgezogen. Die Pra¨ferenz dieser Statistik wird von Christensen [Chr90, S.
45] mit dem Likelihood Prinzip begru¨ndet: Die Entscheidung soll abha¨ngig
gemacht werden von den relativen Werten der Likelihood Funktion.
Zuna¨chst beschreiben wir den Test eines Modells gegen das saturierte
Modell. Es bezeichne m
(0)
i1i2···id
die Anzahl der beobachteten Fa¨lle je Zelle
i1i2 · · · id und entspricht der Scha¨tzung der Ha¨ufigkeit durch das saturierte
ModellM(0) = [123 · · · d], das alle k-Faktor-Interaktionen entha¨lt (1-Faktor-
bis d-Faktor-Interaktionen). m
(1)
i1i2···id
bezeichne die Scha¨tzung der Ha¨ufigkeit
durch ein kleineres Modell M(1). Dann ko¨nnen wir die Nullhypothese H0
aufstellen:
H0 : m
(0)
i1i2···id
= m
(1)
i1i2···id
fu¨r alle i1, i2, . . . , id (3.16)
12Wir verwenden die fu¨r Tests u¨bliche Notation des α-Niveaus und weisen darauf hin,
daß es sich in diesem Zusammenhang bei α nicht um den Klassifikationsfehler unerkannter
Duplikate handelt, der z.B. in der Formel (3.8) auf Seite 78 verwandt wird.
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Fu¨r den Test bestimmen wir die Likelihood Ratio Statistik G2 durch
G2 = G2(M(1)) = 2
n1∑
i1=1
· · ·
nd∑
id=1
mˆ
(1)
i1i2···id
log
(
mˆ
(1)
i1i2···id
mˆ
(0)
i1i2···id
)
. (3.17)
Damit G2 berechenbar ist, setzen wir den logarithmischen Term = 0, falls
mˆ
(1)
i1i2···id
= 0 ist. Außerdem ko¨nnen wir fu¨r alle leeren Zellen einen positiven
Wert fu¨r die Ha¨ufigkeit setzen, wenn die verwandte Software dies erfordert,
d.h. fu¨r m
(0)
i1i2···id
= 0 setzen wir dann m
(0)
i1i2···id
:= c mit c ∈ (0, 1], z.B. c = 12
oder c = 1.
Den Wert G2 vergleichen wir mit χ2(1−α, df), wobei sich die Freiheits-
grade df aus der Zahl der frei wa¨hlbaren Parameter in M(1) ergeben, bei-
spielsweise erhalten wir df
(
[1][2] · · · [d]) = 1+∑di=1(ni−1) = (∑di=1 ni)−d+1
fu¨r das Modell der vollsta¨ndigen Unabha¨ngigkeit aller Faktoren, oder fu¨r ein
Modell mit einigen 2-Faktor-Interaktionen df
(
[12][23][4] · · · [d]) = 1 + (n1−
1)(n2−1) + (n2−1)(n3−1) +
∑d
i=4(ni−1). Die Freiheitsgrade des satu-
rierten Modells M(0) = [123 · · · d] ist gleich der Zahl der Parameter aller
k-Faktor-Terme, k = 1, . . . , d,
df(M(0)) = 1 +
d∑
i=1
(ni−1)︸ ︷︷ ︸
1-Faktor-Terme
+
d−1∑
i=1
d∑
j=i+1
(ni−1)(nj−1)
︸ ︷︷ ︸
2-Faktor- Terme
+ . . .+
d∏
i=1
(ni−1)︸ ︷︷ ︸
d-Faktor-Term
.
Alternativ zu dem Wert G2 ko¨nnen wir die Hypothese H0 mit der Chi-
Quadrat Statistik X2 testen, die bestimmt ist durch die Summe der rela-
tiven quadratischen Abweichungen beider Wahrscheinlichkeitsverteilungen
(df wird wie oben bestimmt):
X2 = X2(M(1)) =
n1∑
i1=1
· · ·
nd∑
id=1
(
mˆ
(0)
i1i2···id
− mˆ(1)i1i2···id
)
2
mˆ
(1)
i1i2···id
. (3.18)
Die Bewertung eines log-linearen Modells kann dann mit einer Statistik-
Software erfolgen. Wir verwenden das Programm LEM, das als DOS- und
Windows-Version frei erha¨ltlich ist [Ver97, Ver96].13 Neben dem oben be-
schriebenen Anpassungstest liefert LEM auch die Scha¨tzung der Wahr-
scheinlichkeitsverteilung fu¨r das gewa¨hlte log-lineare Modell.
Bei der Modellselektion schra¨nkt man zuna¨chst die Klasse der zula¨ssigen
Modelle ein, beispielsweise beschra¨nkt man sich auf die Klasse der hierarchi-
schen oder der graphischen Modelle. Innerhalb einer Klasse von Modellen
sucht man dann nach einem minimalen Modell, das eine gute Anpassung
an die Daten der Stichprobe hat und sich gut interpretieren la¨ßt. Fu¨r gra-
phische Modelle ist die Interpretation aus dem zugeho¨rigen Graphen zu ent-
nehmen: Es gelten konditionale Unabha¨ngigkeitsannahmen fu¨r die Knoten
(respektive Variablen) die nicht u¨ber Kanten miteinander verbunden sind.
Im einzelnen heißt das, das die Wahrscheinlichkeitsverteilung eine Variable
13Einige Statistik-Programm-Pakete verfu¨gen u¨ber Methoden zur Analyse log-linearer
Modelle, beispielsweise SPSS, [SPS].
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nur von den Variablen abha¨ngt, die direkt mit ihr verbunden sind; gegeben
die Werte dieser Variablen ist diese Variable unabha¨ngig von allen anderen
Variablen.
Fu¨r die Modellselektion wird ein Ausgangsmodell (engl.: initial model)
gewa¨hlt und dieses schrittweise modifiziert. Es gibt mehrere Strategien
[Chr90, S. 115ff]:
• Forward Selection: Start mit einem kleinen Modell, z.B. dem leeren
Modell (Gleichverteilung). Schrittweises Hinzufu¨gen je eines Terms
in das Ausgangsmodell, bis sich keine signifikante Verbesserung der
Anpassung mehr erreichen la¨ßt.
• Backward Elimination: Start mit einem großen Modell, z.B. mit
dem saturierten Modell. Schrittweises Entfernen je eines Terms aus
dem Ausgangsmodell, bis sich die Anpassung signifikant verschlech-
tert.
• Composite Methods: Start mit einem beliebigen Modell. Schritt-
weises Hinzufu¨gen oder Entfernen von Termen, bis eine gute Anpas-
sung erreicht wird.
Die Wahl eines hinzuzufu¨genden bzw. zu entfernenden Terms wird von
einem Test abha¨ngig gemacht: Wir testen ein Modell M(s) gegen ein redu-
ziertes Modell M(r), in dem (mindestens) ein Term weniger enthalten ist.
Der Test ergibt sich aus dem oben beschriebenen Anpassungstest, wobei
wir in der Statistik (3.17) M(0) := M(s) und M(1) = M(r) setzen. Die
mit diesen Setzungen aus (3.17) berechnete Likelihood-Ratio-Statistik G2
erha¨lt man auch aus den Statistiken des Tests der beiden Modelle gegen das
saturierte Modell, es gilt
G2 = G2(M(s))−G2(M(r)). (3.19)
Die Freiheitsgrade df ergeben sich aus der Differenz der Freiheitsgrade beider
Modelle, df = df(M(s)) − df(M(r)), — df entspricht genau der Zahl der
im reduzierten Modell fehlenden Parameter. Unter der H0 wird dann das
gro¨ßere Modell M(s) verworfen, falls G2 > χ2(1 − α, df) gilt, da in diesem
Fall das reduzierte Modell eine hinreichend gute Anpassung an die Daten
hat.
Bemerkung 3.5. Analog zum hier verfolgten Ansatz der Modellselektion
wird in der Literatur zum Record Linkage beschrieben, wie eine verbesserte
Scha¨tzung der Multinomialverteilung erreicht werden kann, vgl. [Win93,
Win95, MR93, LR94]. Bei der Scha¨tzung werden Interaktionen von bis zu
3 Faktoren mit beru¨cksichtigt. Es handelt sich um einen Spezialfall der in
dieser Arbeit vorgestellten expliziten Modellselektion: Die Multinomialver-
teilung wird fu¨r ein (hierarchisches log-lineares) Modell gescha¨tzt, das alle
Interaktionen bis zur dritten Stufe entha¨lt.14 Dazu wird ein modifizierter
14Das verwandte Modell entha¨lt die Haupteffekte (Ein-Faktor-Interaktionen), sowie alle
Zwei- und Drei-Faktor-Interaktionen und den konstanten Term.
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EM-Algorithmus angewandt.15Dieses Vorgehen entspricht der Anpassung ei-
nes hierarchischen Modells mit allen drei-Faktor Interaktionen, beispielswei-
se fu¨r eine Stichprobe mit fu¨nf Variablen dem Modell
M(1) = [123][124][125][134][135][145][234][235][245][345].
3.3.3 Klassifikation mit Assoziationsregeln
3.3.3.1 Assoziationsregeln
Es sei eine Lernstichprobe L von Datensatzpaaren gegeben, L = (PairID,
r1, . . . , rd, Same). Fu¨r jedes Paar seien die Vergleichswerte r1, . . . , rd von
d Vergleichsfunktionen berechnet und notiert, und das Attribut Same hat
den Wert 0, wenn ein Paar aus dubletten Datensa¨tzen besteht und sonst
den Wert 0. Wir bilden den um das Attribut erweiterten Vergleichsraum
Rs, d.h. wir setzen R0 := Same und R
s := R0 × R und erhalten damit
Rs = (R0, R1, . . . , Rd). Aus der Lernstichprobe L lassen sich dann Assozia-
tionsregeln ableiten, die Abha¨ngigkeiten modellieren, die zwischen Werten
ri1 , . . . , rik der Attribute Ri1 , . . . , Rik bestehen, i1, . . . , ik ∈ {0, . . . , d}.
Eine allgemeine Assoziationsregel la¨ßt sich wie folgt formulieren:
rule : if Condition then Conclusion
with confidence conf and support supp
Die Confidence ist ein Maß fu¨r die Glaubwu¨rdigkeit einer Regel, sie gibt
an, wie hoch die Wahrscheinlichkeit ist, daß die Conclusion erfu¨llt ist, wenn
die Condition gilt. Der Support mißt die a priori Wahrscheinlichkeit einer
Regel, d.h. welche relative Ha¨ufigkeit fu¨r Datensa¨tze zu erwarten ist, die
sowohl die Condition als auch die Conclusion erfu¨llen. Die Confidence
conf und der Support supp einer Regel sind folgendermaßen definiert:
conf := P{Conclusion | Condition } (3.20a)
supp := P{Condition ∧ Conclusion } (3.20b)
Wir beschra¨nken uns auf Assoziationsregeln mit konjunktiver Condition
und einelementiger Conclusion, d.h. die Condition hat die Form
Condition ∈
{
[
k∧
i=1
Rji = rji ] | rji ∈ dom(Rji)
}
fu¨r einen Teilraum R′ = (Rj1 , . . . , Rjk) von R
s, ji ∈ 0, . . . , d, und
Conclusion ∈ {[Rj = rj ] | rj ∈ dom(Rj)}
fu¨r ein Attribut Rj ∈ Rs\{R′}. Wir erhalten
rule : if [
∧k
i=1Rji = rji ] then [Rj = rj ]
with confidence conf and support supp
15EM steht fu¨r Expectation-Maximization, vgl. Dempster et al. [DLR77].
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Die Confidence conf und der Support supp einer Regel rule lassen sich
fu¨r eine Lernstichprobe L folgendermaßen scha¨tzen, I := {ji | i = 1, . . . , k},
j /∈ I:
conf(rule, L) :=
| {(a, b) ∈ L | (∀i ∈ I : fi(a, b) = ri) ∧ fj(a, b) = rj} |
| {(a, b) ∈ L | ∀i ∈ I : fi(a, b) = ri} | ,(3.21a)
supp(rule, L) :=
| {(a, b) ∈ L | ∀i ∈ (I ∪ j) : fi(a, b) = ri} |
|L | . (3.21b)
Fu¨r eine Lernstichprobe L lassen sich z.B. mit dem Apriori-Algorithmus
Assoziationsregeln generieren [AIS93]. Als Parameter werden u¨bergeben:
min supp ∈ (0, 1),min conf ∈ (0, 1]. min supp und min conf geben die
untere Grenze fu¨r den Support supp und die Confidence conf an, die von
den zu generierenden Assoziationsregeln nicht unterschritten werden sollen.
Die generierten Regeln fassen wir in der Menge Rules zusammen:
Rules(L;min supp,min conf) (3.22)
:= {rule | supp(rule, L) ≥ min supp ∧ conf(rule, L) ≥ min conf} .
Fu¨r alle Lernstichproben L gilt folgende Monotonieeigenschaft:
(s1 ≥ s2 ∧ c1 ≥ c2) =⇒ Rules(L; s1, c1) ⊂ Rules(L; s2, c2).
Offensichtlich la¨ßt sich Rules(L; s1, c1) aus Rules(L; s2, c2) ableiten durch
Selektion der Regeln deren Confidence ≥ c1 und Support ≥ s1 ist.
3.3.3.2 Das Gewinnen einer Klassifikation aus Assoziationsregeln
(AssoClass)
Um aus einer Menge von Assoziationsregeln eine Klassifikation zu gewinnen,
muß fu¨r widerspru¨chliche Regeln bezu¨glich eines Entscheidungsattributes
(z.B Same) eine Bewertungs- oder Auswahlstrategie gefunden werden, die
zu einer Klassifikation fu¨hrt. Wir stellen im Folgenden einen neuen Ansatz
dafu¨r vor, bei dem fu¨r jeden Datensatz eine Bewertung der fu¨r ihn zutref-
fenden Regeln vorgenommen wird. Eine Bewertungsstrategie muß jedoch
nur angewandt werden, falls die auf einen Datensatz zutreffenden Regeln
bezu¨glich eines Entscheidungsattributes nicht widerspruchsfrei sind.
Typischerweise werden sehr viele Regeln fu¨r eine Lernstichprobe L er-
zeugt, so daß ein Auswahlverfahren notwendig wird. Es gibt unterschiedliche
Methoden, Regeln auszuwa¨hlen. Beispielsweise ko¨nnen durch die Berech-
nung von Reducts redundante Regeln gefunden und eliminiert werden (vgl.
Delic et. al [DLN02b, DLN02a]):
Definition 3.6. [Redukt] Eine Regel rule2 ∈ Rules(L; s, c) ist redundant,
wenn es eine Regel rule1 ∈ Rules(L; s, c) gibt, fu¨r die gilt:
• conf1 ≤ conf2,
• Conclusion1 = Conclusion2, und
• Condition1 =⇒ Condition2, d.h. rule1 entha¨lt alle Bedingungen (At-
tribute und Werte) aus rule2.
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Falls die Regel rule2 redundant ist, bezeichnet man die Regel rule1 als
Redukt (Verku¨rzung) (engl.: reduct) von rule2.
Redundante Regeln enthalten Bedingungen, deren Entfernung aus der
Regel keine Verringerung der Confidence zur Folge haben—diese Bedingun-
gen sind u¨berflu¨ssig. Fu¨r jede Regel mit conf = 1, sind alle Regeln redun-
dant, die zusa¨tzliche Bedingungen enthalten, da sich die Confidence nicht
mehr erho¨hen la¨ßt.
Definition 3.7 (passende Regel fu¨r Vergleichswerte). Es sei I ⊂
{1, . . . , d}, j ∈ {1, . . . , d} \I, und r = (r1, . . . , rd) ∈ R.
Eine Regel mit Rj 6= Same, der Form if [
∧
i∈I Ri = r
∗
i ] then [Rj = r
∗
j ]
paßt fu¨r r (engl.: the rule matches r), wenn gilt:
∀i ∈ I ∪ {j} : r∗i = ri. (3.23)
Sei r∗0 ∈ {0, 1}. Eine Regel if [
∧
i∈I Ri = r
∗
i ] then [Same = r
∗
0] paßt fu¨r r,
falls gilt:
∀i ∈ I : r∗i = ri. (3.24)
Die fu¨r einen Vergleichswert r ∈ R passenden Regeln fassen wir in der Menge
Rulesr zusammen,
Rulesr := {rule ∈ Rules(L; s, c) | rule paßt fu¨r r} . (3.25)
Da fu¨r die Klassifikation von Datensatzpaaren in Abha¨ngigkeit von ihrem
Vergleichswert r als dublett oder nicht-dublett das Attribut Same entschei-
dend ist, teilen wir die passenden Regeln Rulesr in drei Teilmengen auf: Die
Regeln bei denen das Attribut Same die Conclusion ist (Rulesr(→Same)),
diejenigen Regeln bei denen das Attribut Same in der Condition enthalten
ist (Rulesr(Same →)) und schließlich alle anderen Regeln, in denen das
Attribut Same nicht vorkommt (Rulesr(¬Same)).
Bemerkung 3.8 (Reskalierung). Falls die Assoziationsregeln aus einer Ta-
belle extrahiert wurden, bei der eine unterschiedliche Anzahl von Datensa¨t-
zen pair = (a, b) mit a ≡ b und a 6≡ b ist in der erzeugten Regelmenge
ein Ungleichgewicht der Anzahl von Regeln mit Same(a, b) = ’Yes’ und
Same(a, b) = ’No’ vorhanden. Wir definieren diese Anteile durch
c0 := | {(a, b) ∈ L | a ≡ b} | = | {(a, b) ∈ L | Same(a, b) = ’Yes’} | (3.26a)
c1 := | {(a, b) ∈ L | a 6≡ b} | = | {(a, b) ∈ L | Same(a, b) = ’No’} | (3.26b)
Es ist zumeist c0 < c1. Sei also c0 < c1. Um eine Ausgewogenheit der Regeln
zu erreichen, bestimmen wir einen Skalierungsfaktor fu¨r den minimalen Sup-
port der Regeln mit Same = ’No’ durch c1/c0 und entfernen dann alle Re-
geln mit Same = ’No’ als Folgerung aus der Regelmenge Rulesr(→Same),16
die den (reskalierten) minimalen Support
min supp∗ =
c1
c0
·min supp
16Falls c1 = c0 gilt, ist keine Reskalierung notwendig; fu¨r c0 > c1 ist entsprechend die
Menge der Regeln mit Same = ’Yes’ als Folgerung zu reduzieren.
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nicht einhalten.
Falls min supp = 5% fu¨r die Regelerzeugung verwandt wurde, erhalten
wir somit min supp∗ = c
1
c0
· 0.05.
Die Zahl der passenden Regeln Rulesr(→Same) la¨ßt sich verkleinern,
indem man die Regeln eliminiert, deren Condition eine Bedingung [Ri = ri]
entha¨lt, die als Conclusion in einer Regel rule∗ ∈ Rulesr(¬Same) enthalten
ist. Das Enthaltensein der Bedingung [Ri = ri] als Conclusion entspricht
einer empirischen Abha¨ngigkeit des Attributwertes ri von Ri von anderen
Attribut-Attributwert-Kombinationen. Man entfernt alle Regeln, fu¨r die
solch eine Abha¨ngigkeit gilt, sofern eine Mindestwert der Confidence von
der Regel rule∗ erreicht wird, d.h. falls conf(rule∗) ≥ conf0. Das liefert
uns
Definition 3.9 (Abha¨ngigkeitsfreie Regelmenge). Es sei Rulesr(→
Same), Rulesr(¬Same) ⊂ Rules(L; s, c) und sowie conf0 ∈ (12 , 1], conf0 ≥
c. Eine Regel rule′ ∈ Rulesr(→Same) habe die Form
rule : if [
∧k
i=1Rji = rji ] then [Same = r0]
fu¨r r0 ∈ {0, 1}. Wir definieren Rules′r(→Same) ⊂ Rulesr(→Same)
durch
Rules′r(→Same) := {rule ∈ Rulesr(→Same) | ∀ rule∗ ∈ Rulesr(¬Same) (3.27)
∀i = 1, . . . , k : conf(rule∗) ≥ conf0 ∧ Conclusion(rule∗) 6= [Rji=rji ]}
Dann ist Rules′r(→Same) frei von empirischen funktionalen Abha¨ngigkeiten
zwischen den Attributen R1, . . . , Rd mit einer Confidence von conf0.
Fu¨r einen Vergleichswert r ∈ R verwenden wir die Regeln in Rules′r(→
Same) zur Klassifikation. Oft erhalten wir widerspru¨chliche Regeln fu¨r einen
Vergleichswert r, d.h. es gibt Regeln, die Same = ’No’ als Conclusion haben
und es gibt andere Regeln, nach denen Same = ’Yes’ gilt. Deshalb ist eine
Auswahl aus den passenden Regeln und eine Bewertung bzw. Aggregation
der ausgewa¨hlten Regeln fu¨r die Definition einer Entscheidungsfunktion δ
notwendig.
Definition 3.10 (Klassifikation aus Assoziationsregeln). Aus den Re-
geln in Rules(→Same) bilden wir eine Klassifikation K = {K0,K1}, indem
wir jedem Vergleichswert r ∈ R einen Vektor p(r) := (p0, p1) ∈ [0, 1]2 zu-
ordnen. Sei (a, b) ein Datensatzpaar mit dem Vergleichswert r ∈ R. Dann
definieren wir p0 als den Zugeho¨rigkeitwert von (a, b) in die Klasse K0 der als
dublett klassifizierten Paare, wa¨hrend p1 := (1− p0) den Zugeho¨rigkeitwert
von (a, b) in die Klasse K1 nicht-dublett klassifizierter Paare bezeichnet.
Die Bestimmung der Zugeho¨rigkeitswerte p0, p1 erfolgt mittels einer Ent-
scheidungsfunktion δ : R→ [0, 1]2.
Fu¨r eine Klassifikation lassen sich unterschiedliche Kriterien fu¨r die Aus-
wahl von Regeln und anschließender Zusammenfassung (Aggregation) je
Vergleichswert r ∈ R anwenden. Aus einer Regelmenge lassen sich also —je
nach verwandtem Kriterium— unterschiedliche Klassifikationen gewinnen,
die wir mit dem Index i versehen, K(i) fu¨r die i-te Entscheidungsfunktion
δ(i).
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Definition 3.11 (Entscheidungsfunktion (Kriterien)). Seien s1 ∈ (0, 1),
c1 ∈ (12 , 1] und Rulesr ⊂ Rules(L; s1, c1) sei eine Menge von Regeln, die fu¨r
den Vergleichswert r ∈ R gelten, und Rules′r(→Same) ⊂ Rulesr sei eine
Menge von Regeln, bei denen Same das Entscheidungsattribut ist, die frei
von empirischen funktionalen Abha¨ngigkeiten ist.
Die Regeln in Rules′r(→Same) seien absteigend nach der Confidence
geordnet, Regeln mit gleicher Confidence sind absteigend nach ihrem Sup-
port geordnet, falls Confidence und Support von Regeln u¨bereinstimmen,
ist die la¨ngere Regel17 zuerst aufzuza¨hlen, und sonst sind sie zufa¨llig ge-
ordnet. Die Position einer Regel in der Aufza¨hlung sei mit position(rule)
festzustellen, wobei wir mit rulej die j-te Regel bezeichnen, d.h. es gilt
j = position(rulej).
Im Folgenden sei der Vergleichswert r ∈ R beliebig, aber fest. Die Anzahl
von Regeln mit Same als Entscheidungsattribut ist count := |Rules′r(→
Same)| und die Teilmengen der positiven und negativen Regeln fu¨r das
Same-Attribut sind gegeben durch
RulesPOSr :=
{
rules ∈ Rules′r(→Same) | Conclusion = [Same = ’Yes’]
}
,
RulesNEGr :=
{
rules ∈ Rules′r(→Same) | Conclusion = [Same = ’No’]
}
.
Die Entscheidungsfunktionen δ(i) der KlassifikationK(i) ist gegeben durch:
δ(i)(r) :=
(
δ
(i)
1
δ
(i)
2
)
=
(
δ
(i)
1
1− δ(i)1
)
. (3.28)
Fu¨r Rules′r(→Same) 6= ∅ wird die Entscheidungsfunktion δ(i)1 nach dem
i-ten hier aufgefu¨hrten Kriterium berechnet:18
1. Rank: Summe der inversen Ra¨nge der positiven Regeln, normiert mit
c = count(count−1)2 :
δ
(1)
1 (r) :=
1
c
(∑
count− position(rule) | rule ∈ RulesPOSr
)
2. Confidence: Summe der Confidence der positiven Regeln, normiert
mit c =
∑count
j=1 conf(rulej):
δ
(2)
1 (r) :=
1
c
(∑
conf(rule) | rule ∈ RulesPOSr
)
3. Count: Anzahl der positiven Regeln, normiert mit c = count:
δ
(3)
1 (r) :=
1
c
· ∣∣{rule ∈ RulesPOSr }∣∣
17Die La¨nge einer Regel ist durch die Anzahl der Bedingungsattribute bestimmt.
18Wir geben fu¨nf Beispiele fu¨r Entscheidungsfunktionen an, es existieren weitere
Mo¨glichkeiten, beispielsweise indem man fu¨r die Regeln gleicher La¨nge jeweils eine Be-
wertung definiert und diese Bewertungen dann geeignet aggregiert.
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4. BestRules (l beste Regeln): l ∈ N sei ein fester Parameter. Falls
die ersten l Regeln der Aufza¨hlung eine u¨bereinstimmende Conclusion
([Same = ’Yes’] oder [Same = ’No’]) haben, ergibt sich eine klare
Entscheidung. Andernfalls wird das Rang-Kriterium angewandt, d.h.
wir berechnen die Summe der Ra¨nge der positiven Regeln, normiert
mit c = count(count−1)2 :
δ
(4)
1 (r; l) :=


0 rule1, . . . , rulel ∈ RulesPOSr ,
1 rule1, . . . , rulel ∈ RulesNEGr ,
δ
(1)
1 (r) sonst.
5. NonConflicts: Wir entscheiden nur, falls alle Regeln der Aufza¨hlung
eine u¨bereinstimmende Conclusion ([Same = ’Yes’] oder [Same =
’No’]) haben. Andernfalls wird der Wert auf 0.5 gesetzt:19
δ
(5)
1 (r; l) :=


0 rule1, . . . , rulel ∈ RulesPOSr ,
1 rule1, . . . , rulel ∈ RulesNEGr ,
0.5 sonst.
6. DecisionRules: conf0 ∈ (0, 1] sei ein Parameter, der so gewa¨hlt ist,
daß die Regelmenge{
rule ∈ Rules′(→Same) | conf(rule) ≥ conf0
}
widerspruchsfrei auf L ist (das ist z.B. fu¨r conf0 = 1 erfu¨llt).
20 Formal
heißt das, daß fu¨r alle Werte r ∈ R die von Datensa¨tzen pair ∈ L
angenommen werden, gelten muß:( 6 ∃ rule ∈ RulesPOSr : conf(rule) ≥ conf0)
∨( 6 ∃ rule ∈ RulesNEGr : conf(rule) ≥ conf0).
Dann ko¨nnen wir einen Entscheidungsbaum aus den Regeln mit conf0 ≤
conf(rule) erzeugen, wir setzen:
δ
(6)
1 (r; l) :=


0 ∃ rule ∈ RulesPOSr : conf(rule) ≥ conf0,
1 ∃ rule ∈ RulesNEGr : conf(rule) ≥ conf0,
0.5 sonst.
Fu¨r Rules′r(→Same) = ∅ ergibt sich δ(i)1 (r) := 0.5 fu¨r alle i, da keine pas-
senden Regeln fu¨r den Vergleichswert r ∈ R in Rules′r(→Same) vorhanden
sind.
19Diese Aggregationsmethode la¨ßt sich aus den δ-Werten der Aggregationsmethoden
Rank sowie Confidence ableiten.
20Genaugenommen eignet sich jede widerspruchsfreie Teilmenge der Regelmenge
Rules′(→Same) zur Klassifikation, wir stellen hier nur eine Mo¨glichkeit dar, solch ei-
ne Teilmenge zu erzeugen.
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Definition 3.12 (Entscheidungsbaum aus Assoziationsregeln). Sei-
en λL, λU ∈ (0, 1) mit λL ≤ λU . Dann definieren wir die diskrete Entschei-
dungsfunktion δ
(i)
D durch
δ
(i)
D (r) :=


0 δ
(i)
1 (r) < λL,
1 δ
(i)
1 (r) ≥ λU ,
2 sonst.
(3.29)
Mit δ
(i)
D erhalten wir die disjunkte Klassifikation K(i)D = {K0,K1,K2}, wobei
die Klassen K0 und K1 fu¨r die als dublett bzw. nicht-dublett klassifizier-
ten Paare stehen und K2 fu¨r die nicht (klar) entscheidbaren Paare steht.
Die Klassifikation K(i)D stellt einen Entscheidungsbaum dar, der durch die
Entscheidungsfunktion
{
δ
(i)
D (r) | r ∈ R
}
bestimmt ist.
3.3.4 Na¨chste-Nachbarn-Klassifikation (NN–Klassifikation)
Die Na¨chste-Nachbarn-Klassifikation la¨ßt sich zur Klassifikation einer Da-
tensatzstichprobe S verwenden, im Gegensatz zu den anderem in diesem
Kapitel besprochenen Verfahren ist keine Ziehung einer Stichprobe von Da-
tensatzpaaren P notwendig. Es handelt sich um ein nicht-u¨berwachtes Ver-
fahren, das auch als NN-Clustering bezeichnet wird. Zu einem Klassifikati-
onsverfahren fu¨r Datensatzpaare wird es durch die Festlegung einer maxima-
len Abweichung dL, deren Unterschreiten einer Metrik fu¨r zwei Datensa¨tze
einer Klassifikation als dublett entspricht (Die Metrik wird durch Aggrega-
tion von mehrdimensionalen metrischen Vergleichsfunktionen gebildet). Da
immer in der Umgebung eines Datensatzes nach a¨hnlichen Datensa¨tzen (im
Sinne der Metrik) gesucht wird, bezeichnen wir diese Art der Klassifikation
auch als Umgebungs-Suche.
Bemerkung 3.13. Wie wir im Folgenden sehen werden, handelt es sich bei
der Umgebungs-Suche um eine Selektionsmethode, bei der Datensa¨tze gefil-
tert werden, die —im Sinne der verwandten Metrik— nah zueinander sind.
Obzwar man die zueinander na¨chsten Datensa¨tze als Duplikate klassifizie-
ren kann, empfiehlt sich die Kombination mit einer anderen Klassifikation,
beispielsweise mit einem Entscheidungsbaum. Die Umgebungssuche ist ein
Beispiel fu¨r eine Vorauswahl von Datensatzpaaren, und zwar basierend auf
einem metrischen Selektor. Auf die Vorauswahl werden wir im Kapitel 5
na¨her eingehen.
Es sei fu¨r eine Attributmenge Y ⊂ X der Datenbank A eine Metrik
dist : (dom(Y ))2 → [0,∞) definiert und es seien k ∈ N+, ε ∈ R+. Fu¨r
die Suche nach Datensa¨tzen in der Na¨he eines Punktes y ∈ dom(Y ), z.B.
y = Y (a0), a0 ∈ A, gibt es zwei Suchstrategien:
• Suche nach den k–Na¨chsten Nachbarn (engl.: k–Nearest
Neighbor Search, k–NN-Search): Selektion von k Datensa¨tzen
a1, . . . , ak ∈ A, fu¨r die gilt
max
i=1,...,k
(
dist(y, Y (ai))
) ≤ min (dist(y, Y (aj)) | aj ∈ A\{a1, . . . , ak}).
Wir definieren dann k–NN(y) := {a1, . . . , ak}.
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• Umgebungs-Suche (engl.: Neighborhood-Search): Auswahl von
allen Datensa¨tzen aus A, die sich in der ε-Umgebung Uε(y) := {x ∈
dom(Y ) | dist(x, y) < ε} befinden,
UAε (y) := {aj ∈ A | dist(y, Y (aj)) < ε} .
Beide Strategien werden auch als A¨hnlichkeitssuche bezeichnet, wobei die
A¨hnlichkeit zweier Datensa¨tze a, b ∈ A durch den Abstand dist(a, b) be-
stimmt ist: Die A¨hnlichkeit ist umso gro¨ßer, je kleiner der Abstand dist(a, b)
ausfa¨llt. Um mit der A¨hnlichkeitssuche eine Klassifikation K = {K1,K2,K3}
zu gewinnen, kann man eine untere und eine obere Grenze dL, dU ∈ R+ ∪
{∞},dL ≤ dU festlegen und erha¨lt damit fu¨r a, b ∈ A eine Entscheidungsre-
gel fu¨r die Umgebungs-Suche
δ(1)(a, b) :=


1 dist(Y (a), Y (b)) < dL,
2 dist(Y (a), Y (b)) ≥ dU ,
3 sonst.
(3.30)
Alternativ ergibt sich eine Entscheidungsregel fu¨r die k–NN-Suche:
δ(2)(a, b) :=
{
1 b ∈ k–NN(Y (a)),
2 sonst.
(3.31)
Die k–NN-Suche la¨ßt sich jedoch nicht als Klassifikation in dublette und
nicht-dublette Datensa¨tze verwenden, da fu¨r jeden Datensatz genau k Da-
tensa¨tze gefunden werden, unabha¨ngig davon, wie groß der Abstand zu ihnen
ist. Wir ko¨nnen aber beide Entscheidungsregeln zur Entscheidungsregel der
NN-Klassifikation zusammenfassen:
δ(a, b) :=


1 b ∈ k–NN(Y (a)) ∧ dist(Y (a), Y (b)) < dL,
2 b /∈ k–NN(Y (a)) ∨ dist(Y (a), Y (b)) ≥ dU ,
3 sonst.
(3.32)
Mit den Werten dL = dU = ∞, k = 1, . . . , |A| erha¨lt man aus (3.32) die
Entscheidungsregel (3.31) der k–NN-Suche, wa¨hrend fu¨r k = |A|, 0 < dL ≤
dU < ∞ die Entscheidungsregeln (3.32) und (3.30) zusammenfallen. Fu¨r
beide Klassifikationen entha¨lt die Klasse K1 die als dublett klassifizierten
Paare, K2 die als nicht-dublett klassifizierten Paare und K3 die unentscheid-
baren Paare (wobei K3 fu¨r dL = dU in (3.30) keine Paare entha¨lt).
Bemerkung 3.14. Aufgrund der Schwierigkeit, fu¨r Realwelt-Daten Metriken
zu definieren, die klar zwischen dubletten und nicht-dubletten Paaren dis-
kriminieren ko¨nnen, liefert eine NN–Klassifikation K oft nicht akzeptable
Fehlerraten. Man kann jedoch die Klassifikation K mit einer Klassifikation
K′ fu¨r Datensatzpaare kombinieren, um die Korrektheit zu erho¨hen (vgl.
dazu die vorhergegangenen Abschnitte, z.B. Entscheidungsbaum-Verfahren,
Record Linkage und Klassifikation mit Assoziationsregeln). Es besteht aber
ebenso die Mo¨glichkeit, die Klassifikation K′ durch ein Regelsystem fu¨r Ver-
gleichswerte von AttributenXi ausX angegeben werde, das z.B. durch einen
Experten aufgestellt wird (vgl. dazu den folgenden Abschnitt zur Sorted
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Neighborhood Method). Die Klassifikation K entspricht im Falle der Kom-
bination mit einer weiteren Klassifikation einer Vorauswahl (oder Vorklassi-
fikation) (engl.: preselection) von Datensatzpaaren. Weitere Mo¨glichkeiten
der Vorauswahl werden im Abschnitt 5 auf Seite 123 vorgestellt.
Bemerkung 3.15. Die k–NN- und die Umgebungs-Suche sind fu¨r große Da-
tenmengen sehr aufwendig. Im Extremfall mu¨ssen fu¨r eine Suche alle Da-
tensa¨tze a ∈ A bezu¨glich des Wertes dist(y, Y (a)) untersucht werden. Um
die Effizienz zu erho¨hen, versucht man die Zahl der Lesezugriffe zu verrin-
gern, d.h. je Suche nur eine Auswahl der Elemente a ∈ A in den Arbeits-
speicher zu laden. Fu¨r numerische, kardinal skalierte Wertebereiche gibt es
eine breite Palette von Indexstrukturen, die eingesetzt werden ko¨nnen, falls
als Metrik jeweils der Absolutbetrag der Differenz zweier Werte gewa¨hlt
wird (lq-Metriken), d.h. falls dist(x, y) :=
(∑d
i=1 |xji − yji |q
) 1
q , q ∈ [0,∞)
oder dist(x, y) := max
(|xji − yji | : i = 1, . . . , d) fu¨r eine Attributmen-
ge Y = (Xj1 , . . . , Xjd). In diesem Fall ist der effiziente Lesezugriff fu¨r
die Umgebungs- und k-NN–Suche durch die vom Datenbank-Management-
System zur physischen Speicherung der Daten eingesetzten Indexstruktu-
ren wie B-Trees, R*-Trees oder Bitmaps zumeist gewa¨hrleistet, so daß die
zusa¨tzliche Verwendung einer Indexstruktur in der Regel nicht notwendig
ist. Bei der Verwendung von anderen (nicht-lq) Metriken kann ein effizienter
Lesezugriff fu¨r die k–NN- und die Umgebungs-Suche nicht garantiert wer-
den, so daß auf zusa¨tzliche, externe Indexstrukturen zuru¨ckgegriffen werden
muß. Fu¨r metrisch skalierte Wertebereiche wurden ebenfalls effiziente Index-
strukturen entwickelt (z.B. der M-Tree, vgl. Ciaccia et al. [CPZ97]), diese
Indexstrukturen befinden sich jedoch noch im Forschungsstadium und die
Implementierung muß fu¨r eine spezifische Anwendung selbst vorgenommen
werden. Auf die Besonderheiten bei der Verwendung von Indexstrukturen
wird im Abschnitt 5.2 auf Seite 133 eingegangen.
In den folgenden Unterabschnitten wird die Sorted Neighborhood Method
fu¨r das Finden von Duplikaten in Datenbanken dargestellt und es werden
zwei Verallgemeinerungen dieser Methode vorgestellt.
3.3.4.1 Sorted Neighborhood Method (Methode der sortierten
k-Na¨chsten Nachbarn)
Eine Attributmenge Y sei ein Sortierschlu¨ssel, der aus den Attributen X =
(X1, . . . , Xk) von A ableitbar sei, X ` Y . Auf dem Wertebereich dom(Y )
der Attributmenge Y existiere eine totale Ordnung <Y . Dann ko¨nnen wir
die Metrik dist : (dom(Y ))2 → [0,∞),
dist(Y (a), Y (b)) :=


0 a = b,
1 + | {a′ ∈ A : a <Y a′ <Y b} | a <Y b,
dist(Y (b), Y (a)) a >Y b.
(3.33)
definieren.21 Die Metrik dist entspricht dem Abstand der Datensa¨tze bezu¨g-
lich der Ordnung <Y . Dann la¨ßt sich die Sorted Neighborhood Method als
21man sieht leicht ein, daß es sich um eine Metrik handelt, die Reflexivita¨t und Sym-
metrie sind konstruktionsgema¨ß erfu¨llt, wa¨hrend die Dreiecks-Ungleichung gilt, da durch
<Y eine lineare Ordnung auf A induziert ist.
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Spezialfall der k-NN-Suche mit der Metrik (3.33) auffassen.22
Es sei K′ = {K′1,K′2} eine disjunkte Klassifikation mit den Klassen K′1 fu¨r
dublette Paare und K′2 fu¨r nicht-dublette Paare. Die Klassifikation K′ wird
in der Literatur als Equational Theory bezeichnet (vgl. z.B. die Arbeiten
von Hernandez [Her96] und Hernandez und Stolfo [HS98]), die z.B. in Form
eines Regelsatzes Rules kodiert werden kann. Mit dieser Equational Theory
la¨ßt sich dann fu¨r ein gegebenes Datensatzpaar entscheiden, ob es als dublett
zu klassifizieren ist, oder ob nicht.
Im Folgenden setzen wir voraus, daß die Datensa¨tze ai ∈ A gema¨ß dem
Sortierschlu¨ssel Y geordnet sind, d.h. es gilt
∀i, j = 1, . . . , |A| : (i < j =⇒ ai <Y aj).
Wir verwenden die Entscheidungsregel (3.31) mit dL = dU = ∞. k ist
die Zahl der Datensa¨tze, die gleichzeitig im Arbeitsspeicher gehalten wer-
den, k wird als scan window size bezeichnet. Die Bezeichnung scan win-
dow fu¨r die Datensa¨tze ai+1, . . . , ai+k, i = 0, . . . , (|A| − k), ru¨hrt daher,
daß die Tabelle A sequentiell gelesen —sozusagen gescannt— wird. Da-
bei wird jeweils der erste Datensatz ai+1 aus dem scan window (d.h. im
Arbeitsspeicher) gelo¨scht, und dafu¨r wird der na¨chste Datensatz ai+k+1
gelesen, vgl. Abbildung 3.2. Der Datensatz ai+k+1 wird mit allen Da-
tensa¨tzen ai+2, . . . , ai+k verglichen, und diese Datensatzpaare (aj , ai+k+1),
j = i + 2, . . . , i + k, werden mit K′ als dublett oder nicht-dublett klassifi-
ziert. Folglich werden alle Datensa¨tze aj ∈ A, k − 1 < j < |A| − k + 1
mit den (2k− 2) Datensa¨tzen aj−k−1, . . . , aj−1, aj+1, . . . , aj+k verglichen, es
wird also eine (2k − 2)–NN-Suche fu¨r sie durchgefu¨hrt.23 Im Anschluß an
den Durchlauf wird der Transitive Abschluß K¯1 der gefundenen dubletten
Datensatzpaare (a, b) ∈ K1 gebildet,24 und mit K¯1 erha¨lt man formal die
Klassifikation K¯ = {K¯1, ((A×A)\K¯1)} der Datensatzpaare (a, b) ∈ A × A
in dublette und nicht-dublette Paare.
Bemerkung 3.16 (Aufwandsbetrachtung). Dank der linearen Ordnung <Y
und der Metrik (3.33) muß bei der gleichzeitigen k-NN-Suche fu¨r alle Da-
tensa¨tze a ∈ A jeder Datensatz nur einmal in den Arbeitsspeicher geladen
werden.25 Es bezeichne n = |A| die Anzahl der Datensa¨tze in A. Das Sor-
tieren der Datensa¨tze nach dem Sortierschlu¨ssel Y hat eine Komplexita¨t
von O(n logn). Insgesamt sind k · n Vergleiche von Datensa¨tzen durch-
zufu¨hren (fu¨r einen Vergleich sowie fu¨r das Laden von Datensa¨tzen nehmen
22Genaugenommen fa¨llt durch die Wahl der Metrik (3.33) die k-NN-Suche mit der
Umgebungs-Suche zusammen, da wir mit dL = dU = k aus (3.30),(3.31) die Identita¨t
der Entscheidungsfunktionen erhalten, δ(1) = δ(2).
23Die am Anfang und Ende der Sortierung <Y verbleibenden Datensa¨tze aj ∈ A, j =
1, . . . , (k − 1), (|A| − k + 1), . . . , |A| werden mit mindestens k − 1 Datensa¨tzen verglichen,
es wird fu¨r sie also zumindest eine (k−1)–NN-Suche durchgefu¨hrt.
24Der Transitive Abschluß Z¯ einer bina¨ren Relation Z ⊂ A×A ist definiert durch (vgl.
Definitionen 4.2 und 4.3 auf Seite 104):
Z¯ := {(ai0 , ai1) | ∃l ∈ N+ : {(ai−1, ai) | i = 1, . . . , l} ⊂ Z ∧ i0, i1 ∈ {0, . . . , l}}.
25Einzelne Daten mu¨ssen jedoch mehrmals geladen werden, wenn der verfu¨gbare Ar-
beitsspeicher nicht fu¨r die Daten von k Datensa¨tzen ausreicht.
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Abbildung 3.2: Sorted Neighborhood Method
wir einen konstanten Aufwand O(1) an), wir erhalten eine Aufwand dafu¨r
in der Gro¨ßenordnung von O(k · n). Es ergibt sich eine Komplexita¨t fu¨r die
Sorted Neighborhood Method von
O(n logn) +O(k · n) k¿n= O(n logn), (3.34)
wenn k deutlich kleiner als n gewa¨hlt wird.
Beispiel 3.17 (Sortierschlu¨ssel fu¨r Adreßdaten). Wir betrachten eine Tabelle
Amit Personendaten, die Attribute fu¨r die Adresse (PLZ, Ort, Straße, Haus-
nummer) und den Namen, Vornamen sowie das Geburtsdatum von Personen
sowie eine laufende Nummer ID fu¨r die Datensa¨tze a ∈ A entha¨lt:
A = A(ID, PLZ,Ort, Strasse,HausNr,Name, V ornamen,GebDat)
Als Sortierschlu¨ssel Y ko¨nnen wir beispielsweise eine phonetische Kodierung
des Namens verwenden,
SoundexName(a) = SoundexCode(a.Name).
Alternativ kann man auch zusammengesetzte Sortierschlu¨ssel Y definieren
(+ bezeichne das Zusammenfu¨gen zweier Zeichenketten), wir geben zwei
Beispiele:
SoundexNameVorname(a)=
SoundexCode(a.Name)+SoundexCode(a.Vorname),
PLZNameInitialYear(a)=a.PLZ+Initial(a.Name)+Year(a.GebDat).
Bemerkung 3.18 (Sortierschlu¨ssel). Ein Sortierschlu¨ssel sollte so gewa¨hlt
werden, daß er invariant ist fu¨r typische in den Daten vorkommende Fehler,
d.h. daß der Wert des Sortierschlu¨ssels identisch ist fu¨r zwei Elemente mit
unterschiedlichen, verfa¨lschten Daten. Z.B. sollten die Namen Mu¨ller und
Mueller in zwei Datensa¨tzen, die sonst vo¨llig identisch seien, nicht auf einen
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unterschiedlichen Sortierschlu¨sselwert fu¨hren.
Bei der Wahl eines Sortierschlu¨ssels Y ist allerdings zu beachten, daß die
Zahl von Elementen mit identischem Sortierschlu¨sselwert bezu¨glich der Gro¨ße
k des scan windows nicht zu groß ist, d.h. daß
(2k − 2) ≥ max
y∈dom(Y )
(| {a ∈ A | Y (a) = y} |) (3.35)
erfu¨llt ist. Andernfalls wu¨rden Elemente mit identischem Sortierschlu¨ssel-
wert nicht miteinander verglichen und ko¨nnten somit auch nicht als Dupli-
kate erkannt werden.
Wa¨hrend die eingangs gemachte U¨berlegung zur Wahl von Sortierschlu¨sseln
mit geringer Selektivita¨t fu¨hrt, zeigt die zweite Betrachtung, daß eine zu
geringe Selektivita¨t ebenfalls zu Problemen fu¨hrt. Im Anwendungsfall sollte
man einen Sortierschlu¨ssel Y dergestalt zusammensetzen und gegebenenfalls
modifizieren, so daß Y die Bedingung (3.35) erfu¨llt.
3.3.4.2 Multi-Way Sorted Neighborhood Method (Methode der
mehrfach sortierten k-Na¨chsten Nachbarn)
Zur Verringerung der Fehlerraten der Klassifikation mit der Sorted Neigh-
borhood Method wird diese Methode mehrfach mit unterschiedlichen Sortier-
schlu¨sseln Y (1), . . . ,Y (l) angewandt. Analog zum Vorgehen bei Sorted Neigh-
borhood Method wird im Anschluß der transitive Abschluß aller als dublett
klassifizierten Paare gebildet. Dadurch la¨ßt sich zwar die Zahl gefunde-
ner Duplikate erho¨hen, was zur Verringerung des α-Fehlers der Klassifika-
tion fu¨hrt, mo¨glicherweise fu¨hrt aber das mehrfache Suchen auch zu einer
Erho¨hung der Zahl fa¨lschlicherweise als dublett klassifizierter Paare und da-
mit des β-Fehlers. Die Verbesserung der Klassifikation ha¨ngt von der Gu¨te
der gewa¨hlten Equational Theory ab, der Klassifikation K′ fu¨r Datensatz-
paare.
Es seien l Sortierschlu¨ssel Y (1), . . . , Y (l) aus X abgeleitet, d.h. X `
Y (i), i = 1, . . . , l. Weiter seien die Metriken disti : (dom(Y )
(i))2 → [0,∞), i =
1, . . . , l gema¨ß (3.33) gebildet, wobei disti jeweils durch die Ordnung <Y (i)
auf A induziert sei. Dann ko¨nnen wir fu¨r Y := Y (1)×· · ·×Y (l) die aggregierte
Metrik dist : (dom(Y ))2 → [0,∞) durch
dist(Y (a), Y (b)) := max
i=1,...,l
(
disti(Y
(i)(a)), Y (i)(b))
)
, (3.36)
die sogenannte Maximums-Metrik, definieren.
Mit der gema¨ß (3.36) gebildeten Metrik ist die Multi-Way Sorted Neigh-
borhood Method eine Umgebungs-Suche mit den Grenzen dL = dU = k,
wenn die scan window size fu¨r alle Sortierschlu¨ssel k betra¨gt. Der Vor-
teil dieses Vorgehens gegenu¨ber dem mehrfachen Sortieren und mehrfachen
Durchlaufen der Datenbank A liegt darin, daß sich durch die Verwendung
einer geeigneten Indexstruktur (siehe dazu obige Bemerkung 3.15) die Per-
formanz des Verfahrens deutlich erho¨hen la¨ßt.
Bemerkung 3.19 (Aufwandsbetrachtung). Fu¨r das sequentielle Durchfu¨hren
der Multi-Way Sorted Neighborhood Method sind bei der Verwendung von
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Abbildung 3.3: Umgebungs-Suche (verwandt bei der Generalized Neighbor-
hood Method)
l Sortierschlu¨sseln l Sortiervorga¨nge fu¨r A und l Durchla¨ufe u¨ber alle Da-
tensa¨tze in A notwendig. Der Aufwand je Sortierschlu¨ssel bewegt sich nach
Bemerkung 3.16 in der Gro¨ßenordnung O(n logn). Das fu¨hrt auf die Kom-
plexita¨t
O(l · (n log n)). (3.37)
Durch die Verwendung einer effizienten Indexstruktur kann der Faktor l in
(3.37) eliminiert werden, da der Aufbau einer Indexstruktur in der Regel den
Aufwand O(n logn) und der Zugriff auf die indizierten Daten mit deutlich
geringerem, in der Regel sublinearen Aufwand O(logc n) zu bewerkstelligen
ist, wobei der Parameter c ≥ 2 von der gewa¨hlten Indexstruktur abha¨ngt, fu¨r
einen balancierten redundanzfreien bina¨ren Baum ist beispielsweise c = 2.
3.3.4.3 Generalized Neighborhood Method (Verallgemeinerte
Methode der Na¨chsten Nachbarn)
Die beiden in den Abschnitten 3.3.4.1 und 3.3.4.2 dargestellten Verfahren
lassen sich als Spezialfa¨lle einer Generalized Neighborhood Method auffassen,
bei der eine beliebige Metrik fu¨r den Wertebereich einer Attributmenge Y
verwandt wird. Als Entscheidungsregel wird (3.32) verwandt, wobei sie
durch geeignete Wahl der Werte k, dL und dU parametrisiert wird.
Fu¨r die Generalized Neighborhood Method beno¨tigt man:
• Eine Metrik dist : (dom(Y ))2 → [0,∞) fu¨r eine Attributmenge Y von
A, X ` Y ,
• Werte fu¨r die Parameter k, dL und dU der Entscheidungsfunktion
(3.32),
• Eine disjunkte Klassifikation K′ = {K′1,K′2} mit den Klassen K′1 fu¨r
dublette Paare und K′2 fu¨r nicht-dublette Paare (Equational Theory
for pairs), sowie
• Einen effizienten Zugriff auf die Elemente a ∈ A in der Umgebung
eines Elements a0 ∈ A bezu¨glich der Metrik dist, beispielsweise durch
den Einsatz einer Indexstruktur.
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Bemerkung 3.20 (Aufwandsbetrachtung). Aus Effizienzgru¨nden empfiehlt es
sich, die k–NN-Klassifikation (3.32) mit einem relativ großen k und kleiner
unterer Schranke dL zu verwenden, damit die Anzahl der maximal mit ei-
nem Datensatz a0 zu vergleichenden Datensa¨tze durch k beschra¨nkt ist und
nur diejenigen Datensa¨tze gelesen werden mu¨ssen, die bezu¨glich der Metrik
dist einen Abstand von maximal dL zu a0 haben. Aus dem eben Gesag-
ten la¨ßt sich auch die Komplexita¨t dieses Vorgehens ablesen: Lediglich im
Extremfall sind analog zur Sorted Neighborhood Method k ·n Vergleiche aus-
zufu¨hren (n = |A|), durch die untere Schranke werden im Normalfall aber
deutlich weniger als k Vergleiche je Datensatz beno¨tigt, wodurch sich der
durchschnittliche Aufwand verringert. Diese Aufwandsbetrachtung ist je-
doch nur dann korrekt, wenn eine effiziente Indexstruktur eingesetzt wird,
denn ohne Indexstruktur muß zu a0 fu¨r jeden Datensatz a ∈ A der Ab-
stand dist(Y (a0), Y (a)) bestimmt werden, das entspricht einer Komplexita¨t
von O(n2). Wir gehen davon aus, daß eine Indexstruktur verwandt wird, die
sublinearen Aufwand (bezu¨glich n), O(k logc n)
k¿n
= O(logc n), fu¨r das Lesen
der k–Na¨chsten Nachbarn zu y ∈ dom(Y ) hat, mit einem c ≥ 2 (siehe Be-
merkung 3.19). Dann erhalten wir eine Komplexita¨t in der Gro¨ßenordnung
des Erzeugens der Indexstruktur,
O(n logn). (3.38)
Wird die Entscheidungsfunktion (3.30) der Umgebungs-Suche gewa¨hlt
(d.h. k =∞ in (3.32)), la¨ßt sich der Aufwand nur mit Zusatzinformationen
abscha¨tzen. Die Zahl der notwendigen Vergleiche je Datensatz a0 ergibt sich
dann aus der Anzahl k(a0) = | {a ∈ A : dist(Y (a0), Y (a)) < dL} |, wobei
k(a0) sehr stark von der gewa¨hlten Metrik dist abha¨ngt, sowie von der unte-
ren Grenze dL und der Verteilung der Werte von Y (a) fu¨r a ∈ A. Mit Vertei-
lung der Werte ist an dieser Stelle der Sachverhalt gemeint, inwieweit sich die
Umgebungen UAdL(a) := {b ∈ A : dist(Y (b), Y (a)) < dL} u¨berlappen, bei-
spielsweise sind viele Vergleiche notwendig, falls
∑
a∈A |UAdL(a)| =
∑
a∈A k(a) >
k0|A|, fu¨r ein k0 ≈ |A|2 gilt. Sofern jedoch eine obere Schranke k1 >∑
a∈A k(a)/|A| mit k1 ¿ n = |A| angegeben werden kann, erhalten wir
wiederum die Komplexita¨t
O(n logn). (3.39)
Teil II
Evaluation von Objekt-
identifizierungs-Verfahren
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Vorbemerkung zum II. Teil
Im zweiten Teil dieser Arbeit setzen wir uns mit der methodischen Umset-
zung der Objektidentifizierung auseinander. Schwerpunkte bilden hierbei
die Beschreibung der Datenqualita¨t hinsichtlich der Objektidentifizierung
und Fragen des Entwurfs einer Realisierung. Im Kapitel 6 wird schließlich
ein Vergleich von Klassifikations-Verfahren fu¨r verschiedenen Datenbesta¨nde
durchgefu¨hrt.
Im zweiten Teil der Arbeit beschra¨nken wir uns auf Datenbesta¨nde, die
in einer universalen Relation darstellbar sind. Als Identifikationsansatz fu¨r
die Evaluation der Verfahren legen wir die Wert-basierte Identifikation zu-
grunde.
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Kapitel 4
Datenqualita¨t
Ko¨nigstochter, ju¨ngste,
mach mir auf,
weißt du nicht, was gestern
du zu mir gesagt,
bei dem ku¨hlen Brunnenwasser?
Ko¨nigstochter, ju¨ngste,
mach mir auf,
Aus
”
Froschko¨nig“
Even though quality cannot be def ined,
you know what it is.
Robert Pirsig
Inhalt dieses Kapitels. Es werden semantische Constraints fu¨r die
Qualita¨t von Daten wie z.B. die Korrektheit einer Attributmenge oder
die Anzahl der zu erwarteten Duplikate definiert, die die Komplexita¨t
von Objektidentifizierungs-Problemen beschreiben. Diese ko¨nnen von
Experten eingescha¨tzt oder auf einer Stichprobe gescha¨tzt werden.
Wir geben Kriterien fu¨r die Qualita¨t von Daten an, mit der die Komple-
xita¨t von Objektidentifizierungs-Problemen beschrieben werden kann. Der
vorgestellte Ansatz ist in seinen Grundzu¨gen in der Arbeit [NJLN03] be-
schrieben und wird hier detailliert behandelt.
Annahme 4.1. Wir machen folgende die Notation und den Datenzugriff
vereinfachende Annahmen:
1. Wir gehen davon aus, daß die in einer Datenbank A fu¨r die Objekt-
Identifizierung relevanten Daten in der Instanz einer (universalen) Re-
lation enthalten sind. Die Tabelle, die eine Instanz einer universalen
Relation ist, werden wir im folgenden ebenfalls mit A bezeichnen (da
die Datenbank fu¨r uns nur aus einer einzigen Tabelle besteht, unter-
scheiden wir diese nicht von der Datenbank).
103
104 KAPITEL 4. DATENQUALITA¨T
2. Sofern die Objekt-Identifizierung fu¨r Daten aus mehreren Datenban-
ken vorgenommen werden soll, fu¨hren wir die fu¨r die Objekt-Identifi-
zierung relevanten Daten in der Tabelle A zusammen, wobei wir in der
Tabelle ein zusa¨tzliches Attribut vorhalten, in dem die Herkunft fu¨r
jeden Datensatz erfaßt wird (beispielsweise durch Angabe des Namens
der origina¨ren Datenbank).
3. Weiterhin versehen wir die Tabelle A mit einem Attribut ID, das
fu¨r jeden Datensatz a in A einen unvera¨nderlichen und eindeutigen
(numerischen) Wert habe (das Attribut ID ist ein Surrogat-Schlu¨ssel
fu¨r A), wobei fu¨r alle Datensa¨tze a ∈ A, b ∈ A\{a} entweder a.ID <
b.ID oder a.ID > b.ID gelte.
4. Wir ordnen die Datensa¨tze inA aufsteigend, so daß wir eine Aufza¨hlung
A = (a1, . . . , aN ) erhalten, N = |A |. Das ID-Attribut induziert eine
totale Ordnung auf A, d.h. wir ko¨nnen fu¨r a, b ∈ A die Ordnung <
ID
definieren durch:1
a <
ID
b :⇐⇒ a.ID < b.ID. (4.1)
Wir schreiben a < b statt a <
ID
b, wenn eine Verwechslung mit ande-
ren Ordnungen auf A ausgeschlossen ist.
4.1 Die Same-Relation
In diesem Abschnitt fu¨hren wir die Same-Relation ein. Eine Same-Relation
ist eine bina¨re Relation u¨ber einer Tabelle A, die Paare von Elementen aus
A entha¨lt, die Duplikate sind (bzw. als solche betrachtet werden).
Definition 4.2 (Transitiver Abschluß einer bina¨ren Relation). Der
geordnete transitive Abschluß (engl.: transitive closure) TC(Z) einer bina¨ren
Relation Z ⊂ A×A ist gegeben durch:
TC(Z) := {(a, b) ∈ A×A | ∃l ∈ N : {(ai−1, ai) | i = 1, . . . , l} ⊂ (Z ∪ ZT ) ∧
∧∃i0, i1 ∈ {0, . . . , l} : (a, b) = (ai0 , ai1) ∧ a < b} (4.2)
wobei ZT := {(b, a) ∈ Z}.
Definition 4.3 (Symmetrischer Transitiver Abschluß einer bina¨ren
Relation). Der symmetrische transitive Abschluß (engl.: symmetric tran-
sitive closure) STC(Z) einer bina¨ren Relation Z ⊂ A×A ist gegeben durch:
STC(Z) := TC(Z) ∪ (TC(Z))T ∪ {(a, a) ∈ A×A}
= {(a, b) ∈ A×A | ∃l ∈ N : {(ai−1, ai) | i = 1, . . . , l} ⊂ (Z ∪ ZT ) ∧
∧∃i0, i1 ∈ {0, . . . , l} : (a, b) = (ai0 , ai1)} (4.3)
wobei ZT := {(b, a) ∈ Z}.
Offensichtlich gilt TC(Z) = {(a, b) ∈ STC(Z) | a < b}.
1Die auf A induzierte Ordnung durch das ID-Attribut wa¨hlen wir aus reiner Prakti-
kabilita¨t als Ordnung fu¨r A, wir ko¨nnten auch jede andere Ordnung auf A verwenden, die
unvera¨nderlich und eindeutig ist.
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Definition 4.4 (Minimalita¨t einer transitiven Relation). Z sei eine
transitive bina¨re Relation u¨ber A. Dann ist eine Relation Z∗ ⊂ STC(Z)
minimal bezu¨glich der Transitivita¨t, wenn gilt
|Z∗| = min
Z′⊂STC(A)
(|Z ′| : STC(Z ′) = STC(Z)). (4.4)
Definition 4.5 (Same-Relation). Fu¨r die Tabelle A wird eine Same-
Relation Same gebildet, die aus Paaren von Datensa¨tzen (a, b) ∈ A × A
besteht, die Informationen u¨ber a¨quivalente Realwelt-Objekte o ∈ O ent-
halten, Schreibweise a ≡ b, d.h. es gilt
(a, b) ∈ Same =⇒ a ≡ b. (4.5)
Eine Same-Relation ist vollsta¨ndig fu¨r A, wenn fu¨r alle a, b ∈ A gilt:
a ≡ b⇐⇒ (a, b) ∈ STC(Same). (4.6)
Ein Element b ∈ A bezeichnen wir als Duplikat des Elementes a ∈ A, wenn
sich a und b auf a¨quivalente Realwelt-Objekte beziehen, d.h. falls a ≡ b gilt.
Hierbei wird ein abstraktes Konzept der A¨quivalenz von Realwelt-Objekten
zugrundegelegt, das durch eine A¨quivalenzrelation fu¨r diese Realwelt-Objekte
vorgegeben werden muß. Wir nehmen an, daß diese A¨quivalenzrelation mit
einer festen Anzahl von Eigenschaften der Realwelt-Objekte beschrieben
werden kann. Diese A¨quivalenzrelation induziert dann eine Zerlegung von A
in A¨quivalenzklassen von Datensa¨tzen, wobei jede dieser A¨quivalenzklassen
Datensa¨tze entha¨lt, die sich auf a¨quivalente Realwelt-Objekten beziehen.
Bemerkung 4.6. In Abha¨ngigkeit vom Anwendungsfall kann ein Unterschied
zwischen der A¨quivalenz und der Identita¨t von Realwelt-Objekten bestehen.
Infolgedessen muß die A¨quivalenz fu¨r jede Anwendung aus Anwendersicht
festgelegt werden.
Dies sei am Beispiel eines Bibliothekskataloges erla¨utert: Als abstraktes
Konzept der A¨quivalenz von Bu¨chern erweist es sich als sinnvoll, die Auflage
eines Buches zu wa¨hlen. Mehrfach vorhandene Bu¨cher einer Auflage werden
in diesem Fall als a¨quivalent betrachtet — fu¨r Bibliotheksbenutzer ist es in
der Regel unerheblich, welches der in Form und Inhalt identischen Bu¨cher
einer Auflage er ausleiht. Fu¨r die Verwaltung der ausgeliehenen Bu¨cher ist
die Unterscheidung zwischen a¨quivalenten und nicht identischen Bu¨chern je-
doch notwendig, um jedem Nutzer die von ihm entliehenen Bu¨cher eindeutig
zuordnen zu ko¨nnen.
Same′ sei eine vollsta¨ndige Same-Relation fu¨r A′ ⊂ A. Wir bilden fu¨r
a ∈ A′ die A¨quivalenzklasse der Duplikate von a in A′, D(a;A′) ⊂ A′.
D(a;A′) entha¨lt genau die Elemente aus A′, die laut Same′ Duplikate von
a in A′ sind und ist definiert durch:
D(a;A′) :=
{
b ∈ A′ | a ≡ b} = {b ∈ A′ | (a, b) ∈ STC(Same′)} . (4.7)
Folgerung 4.7. Sei Same′ ⊂ A′ × A′ eine vollsta¨ndige Same-Relation fu¨r
A′ ⊂ A sowie a ∈ A′. Dann gilt fu¨r alle Elemente b, b′ ∈ D(a;A′) offen-
sichtlich b ≡ b′, sowie
∀a ∈ A′ ∀b ∈ A′ : (b ∈ D(a;A′) =⇒ D(a;A′) = D(b;A)). (4.8)
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Falls D(a;A′) = {a} gilt, lassen sich aus Same′ keine (echten) Duplikate
von a in A′ ableiten.
Beweis. (4.8) folgt direkt aus (4.7), da jedes Element einer A¨quivalenzklasse
diese repra¨sentiert.
Um eine Same-Relation Same frei von Redundanzen zu halten, modifi-
zieren wir sie dergestalt, daß sie fu¨r jede verschiedene2 Menge von Duplikaten
D(a;A′) ⊂ A′, a ∈ A′, n = |D(a;A′)| nur (n−1) Paare entha¨lt (Aus D(a;A′)
lassen sich
(
n
2
)
geordnete Paare von Datensa¨tzen bilden).
Definition 4.8 (Optimierte Same-Relation). Aus einer Same-Relation
Same fu¨r A′ ⊂ A bilden wir eine optimierte Same-Relation Sameopt fu¨r A′
wie folgt.
Zuna¨chst entfernen wir alle mehrfach auftretenden Duplikatmengen aus der
Menge von Duplikatmengen {D(a;A′) | a ∈ A′} und erhalten damit eine dis-
junkte Zerlegung von A′ in Duplikatmengen, d.h. es gibt ein A′′ ⊂ A, so
daß
A′ =
⋃
a∈A′′
D(a;A′) (4.9)
mit D(a;A′) ∩ D(b;A′) = ∅ fu¨r alle a, b ∈ A′′, a 6= b gilt. Die optimierte
Same-Relation Sameopt fu¨r A′ konstruieren wir dann wie folgt:
Fu¨r alle a ∈ A′′ mit D(a;A′) 6= {a} bilden wir die Indexmenge I(a) :=
{i | ai ∈ D(a;A′) ∧ ai 6= a} und setzen i0 := min(i ∈ I(a)). Wir speichern
dann fu¨r die Duplikatmenge D(a;A′) die Paare (ai0 , aj), j ∈ I(a)\{i0} in
Sameopt.
Satz 4.9. Same′ sei eine vollsta¨ndige Same-Relation fu¨r A′ ⊂ A.
Dann ist die gema¨ß Definition 4.8 aus Same gebildete optimierte Same-
Relation Sameopt minimal, vollsta¨ndig und eindeutig bestimmt. Der transi-
tive Abschluß von Sameopt gema¨ß (4.2) vereinfacht sich zu:
TC(Sameopt) := {(a, b) ∈ A′ ×A′ | (a, b) ∈ Sameopt ∨ (4.10)
∨ (∃a0 ∈ A′ : a < b ∧ (a0, a) ∈ Sameopt ∧ (a0, b) ∈ Sameopt)}.
Beweis. Die Vollsta¨ndigkeit folgt aus
{(a, b) | a ≡ b} = {(a, b) | (a = b) ∨ (a, b) ∈ Sameopt ∨ (b, a) ∈ Sameopt ∨
∨ (∃a0 ∈ A : (a0, a) ∈ Sameopt ∧ (a0, b) ∈ Sameopt)}.
Die Same-Relation Sameopt ist minimal, da die Anzahl der Tupel in der
Same-Relation, |Sameopt|, der Anzahl der Duplikate in A entspricht. Die
Eindeutigkeit sowie die Identita¨t (4.10) ergibt sich aus der Konstruktion der
optimierten Same-Relation.
Die eingefu¨hrten Begriffe illustrieren wir mit dem folgenden Beispiel.
2Zwei Mengen sind gleich, wenn alle Elemente u¨bereinstimmen, fu¨r Mengen von Du-
plikaten vgl. Folgerung 4.7
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Beispiel 4.10. A sei eine Tabelle mit Informationen u¨ber Personen (die
Realwelt-Objekte) und die A¨quivalenz von Personen sei durch die Identita¨t
der Personen bestimmt. A enthalte 10 Datensa¨tze, die eine fortlaufende
Nummer A.ID = 1, . . . , 10 haben. Es sei bekannt, daß sich die Datensa¨tze
mit A.ID = 1, 5, 7, 10 auf eine Person beziehen (a1 ≡ a1 ≡ a7 ≡ a10),
sowie daß die Datensa¨tze mit A.ID = 2, 3 sich auf eine andere Person
beziehen (a2 ≡ a3, a1 6≡ a2, a3). Weiter sei bekannt, daß alle anderen
Datensa¨tze sich auf verschiedene Personen beziehen, d.h. die Datensa¨tze
mit A.ID = 4, 6, 8, 9 haben keine Duplikate in A (ai 6≡ aj fu¨r alle i =
1, . . . , 10, j = 4, 6, 8, 9). Dann ko¨nnen wir eine Same-Relation Same0 fu¨r A
bilden,
Same0 := {(2, 3), (3, 2), (5, 1), (5, 7), (7, 10), (10, 5), (10, 7), (10, 10)} .
Same0 entha¨lt 8 Tupel, |Same0| = 8. Der transitive Abschluß TC(Same0)
la¨ßt sich aus Same0 bilden, indem wir alle geordneten Paare bestimmen,
die sich durch die Transitivita¨t der A¨quivalenz bzw. Identita¨t von Personen
ergeben,
TC(Same0) = {(1, 5), (1, 7), (1, 10), (2, 3), (5, 7), (5, 10), (7, 10)} .
Wir ko¨nnen auch die Menge aller Paare von Datensa¨tzen STC(Same0) ⊂
A×A = {(ai, aj) | i, j = 1, . . . , 10} bilden, die sich auf eine Person beziehen,
STC(Same0) = {(1, 1), (1, 5), (1, 7), (1, 10), (2, 2), (2, 3), (3, 2), (3, 3), (4, 4),
(5, 1), (5, 5), (5, 7), (5, 10), (6, 6), (7, 1), (7, 5), (7, 7), (7, 10),
(8, 8), (9, 9), (10, 1), (10, 5), (10, 7), (10, 10)}.
In A sind Informationen u¨ber 6 unterschiedliche Personen enthalten, so
daß A lediglich 10 − 6 = 4 Duplikate entha¨lt, Same0 ist zwar vollsta¨ndig,
aber nicht minimal. Wir ko¨nnen also eine weitere Same-Relation Same1 ⊂
Same0 bilden, indem wir 4 Tupel aus Same0 entfernen, die u¨berflu¨ssig
sind, um alle Paare von Duplikaten zu bilden, d.h. mit STC(Same0) =
STC(Same1). Entfernen ko¨nnen wir diejenigen Tupel aus Same0, die dank
der Transitivita¨t aus anderen Tupeln ableitbar sind. Es genu¨gt beispiels-
weise, einen der Tupel (2, 3), (3, 2) aufzufu¨hren. Wir ko¨nnen jedoch den
Tupel (5, 1) nicht entfernen, da das Datensatzpaar (5, 1) sich nicht transi-
tiv aus anderen Tupeln ableiten la¨ßt. Wir ko¨nnen beispielsweise die Tupel
(2, 3), (5, 7), (10, 7) und (10, 10) aus Same0 entfernen und erhalten
Same1 := {(3, 2), (5, 1), (7, 10), (10, 5)} ,
mit TC(Same0) = TC(Same1) und STC(Same0) = STC(Same1). Same1
ist also vollsta¨ndig und minimal, da |Same1| = 4 gilt. Da die Berechnung
des transitiven Abschlusses TC(Same1) nach (4.2) aufwendiger ist als nach
(4.10), bilden wir die optimierte Same-Relation Sameopt entsprechend De-
finition 4.8. Zuna¨chst bilden wir D(ai;A) fu¨r alle i: D(ai;A) = {ai} fu¨r
i = 4, 6, 8, 9, D(a2;A) = D(a3;A) = {a2, a3} sowie fu¨r i = 1, 5, 7, 10 er-
gibt sich D(ai;A) = {a1, a5, a7, a10}. Wir ko¨nnen A′′ ⊂ A durch A′′ :=
{a1, a2, a4, a6, a8, a9} wa¨hlen, so daß A =
⋃
a∈A′′ D(a;A) eine disjunkte Zer-
legung ist. Schließlich erzeugen wir die optimierte Same-Relation aus den
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Duplikatmengen D(a1;A) = {a1, a5, a7, a10} und D(a2;A) = {a2, a3},
Sameopt := {(1, 5), (1, 7), (1, 10), (2, 3)} ,
die minimal, vollsta¨ndig und eindeutig bestimmt ist.
4.2 Semantische Constraints fu¨r die Qualita¨t von
Daten
Fu¨r jede Relation A einer Datenbank mit einer AttributmengeX = (X1, . . . ,
Xk) ko¨nnen wir Metadaten ermitteln, die wir in Form einer endlichen Menge
semantischer Constraints C = {C1, . . . , Cl} fu¨r A angeben. Ein sematischer
Constraint Cj ∈ C basiert auf einer reellwertigen Funktion Cj(X ′, A′), die
fu¨r eine Teilmenge X ′ ⊂ X der Attributmenge X von A und eine Teilmenge
von A und definiert ist. Ein sematischer Constraint in C charakterisiert ein
Metadatum fu¨r die Tabelle A und wird angegeben durch
[Ck(X ′, A′) ¦ c], (4.11)
mit einem Operator ¦ ∈ {<,≤,=,≥, >} und einem Wert c ∈ R≥0. Wir
vereinfachen die Notation wie folgt: Wir schreiben [Ck(A′) ¦ c], falls X ′ = X
gilt, sowie [Ck(X ′) ¦ c] fu¨r A′ = A und [Ck ¦ c], wenn X ′ = X, A′ = A.
Bemerkung 4.11. Eine Teilmenge A′ ⊂ A wird durch Bedingungen an At-
tribute aus X bestimmt, d.h. die Auswahl der Datensa¨tze wird durch eine
oder mehrere konjunktiv/disjunktiv verknu¨pfte Bedingungen der Art
Xi(a) ¦ xi
mit xi ∈ dom(Xi) und einem Vergleichsoperator ¦ ∈ {<,≤,=, >,≥, 6=}
vorgenommen.
Beispiel 4.12. A sei eine Tabelle, die Datensa¨tze aus zwei Datenbanken Q1
und Q2 sowie ein Attribut X1 mit dom(X1) = {’Q1’, ’Q2’} enthalte, in dem
die Datenherkunft erfaßt ist. Wenn der Wert von X1 immer angegeben ist
—d.h. falls ∀a ∈ A : X1(a) 6= ⊥ gilt— ko¨nnen wir die Teilmengen von
Datensa¨tzen aus A auswa¨hlen, die aus einer der Quellen stammen,
A′ := {a ∈ A | X1(a) = ’Q1’} , (4.12a)
A′′ := {a ∈ A | X1(a) = ’Q2’} , (4.12b)
und wir erhalten eine disjunkte Zerlegung von A, A = A′∪A′′ mit A′∩A′′ =
∅.
Wir unterscheiden bei den semantischen Constraints zwischen Komple-
xita¨tsmaßen, die direkt aus A ermittelt werden ko¨nnen und Charakteristika,
die durch zusa¨tzliches Wissen, beispielsweise durch die Einscha¨tzung von
Experten gewonnen werden ko¨nnen.
Wir fu¨hren jetzt ein Beispiel ein, an dem wir die semantischen Cons-
traints verdeutlichen werden.
4.2. SEMANTISCHE CONSTRAINTS 109
Beispiel 4.13 (BOA — Berliner Wohnungssuchmaschine3). Wir betrachten
eine Datenbank mit einer Tabelle A, die Berliner Wohnungsanzeigen aus
zwei Online-Datenbanken entha¨lt. Die Anzeigen wurden aus den Online-
Editionen der Tageszeitungen Tagesspiegel and Berliner Morgenpost 4 der
Sonnabend-Ausgaben vom 18. und 25. Mai 2002 extrahiert. Aus dem Ta-
gesspiegel gewannen wir 1.507 sowie 1.643 Anzeigen (die die Teilmengen
A1, A2 ⊂ A bilden), wa¨hrend die Berliner Morgenpost jeweils 2.962 und
3.730 Anzeigen lieferte (die die Teilmengen A3, A4 ⊂ A bilden). In bei-
den Quellen waren die Attribute AnzeigenText, Bezirk, Miete, Ra¨ume und
Gro¨ße fu¨r die einzelnen Wohnungsanzeigen verfu¨gbar. Aus dem Attribut
AnzeigenText wurden, sofern enthalten, zusa¨tzlich die Attribute Telefon
(fu¨r 96%), Straße (fu¨r 66%), Etage (fu¨r 43%) und diverse Eigenschaften
und Ausstattungsmerkmale abgeleitet (z.B. Altbau, Gasheizung, Ga¨ste-WC,
Terasse, Parkett, Dielen etc.). Zusa¨tzlich zu den extrahierten Attributen ist
jeder Datensatz mit einer numerischen ID als Prima¨rschlu¨ssel, sowie mit den
Attributen Quelle fu¨r die Datenbank und Datum fu¨r das Erscheinungsdatum
versehen.
4.2.1 Komplexita¨tsmaße fu¨r die Qualita¨t von Daten
Komplexita¨tsmaße sind berechenbar aus einer gegebenen Tabelle A, ohne
daß es zusa¨tzlicher Metadaten u¨ber A bedarf. Wir betrachten folgende
Komplexita¨tsmaße (Y ⊂ X bezeichne eine Attributmenge und A′ bezeichne
Teilmengen von Datensa¨tzen aus A):
• Gro¨ße von A′ (z.B. Anzahl der Datensa¨tze oder Gro¨ße in Bytes),
• Gro¨ße des Wertebereichs dom(Y ) von Y ,
• Dichte von Y fu¨r A′ bezu¨glich einer Metrik,
• Selektivita¨t von Y fu¨r A′, sowie
• Relative Ha¨ufigkeit von fehlenden Werten von Y fu¨r A′.
Definition 4.14 (Gro¨ße). Die Gro¨ße (engl.: size) einer Teilmenge A′ von
Datensa¨tzen aus A ist durch die Anzahl der Datensa¨tze in A′ definiert:
size(A′) := |A′| = |{a ∈ A′} |, (4.13)
mit size(A′) ∈ N. Sei Y ⊂ X eine Attributmenge mit dem Wertebereich
dom(Y ). Die Gro¨ße des Wertebereichs ist dann durch die Anzahl verschie-
dener Werte von Y in A′ gegeben,
domain-size(Y,A′) := |{y ∈ dom(Y )| ∃a ∈ A′ : Y (a) = y} |, (4.14)
mit domain-size(Y,A′) ∈ N.
Folgerung 4.15. Fu¨r alle Y ⊂ X und A′ ⊂ A gilt
0 ≤ domain-size(Y,A′) ≤ size(A′) <∞.
3Das Akronym BOA steht fu¨r Berlin Online Apartment Ads.
4www.tagesspiegel.de und www.mopo-immo.de.
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Beweis. domain-size(Y,A′) ist durch size(A′) beschra¨nkt, da ein Element
a ∈ A′ ho¨chstens einen Wert fu¨r Y haben kann. size(A′) ist endlich, da jede
Datenbank endlich ist.
Definition 4.16 (Selektivita¨t). Die Selektivita¨t (engl.: selectivity) einer
Attributmenge Y ⊂ X auf einer Teilmenge A′ ⊂ A ist definiert durch:
selectivity(Y,A′) :=
|A′/dom(Y )|
|A′| =
| { {a ∈ A′ | Y (a) = y} | y ∈ dom(Y )} |
|A′| .
(4.15)
Es gilt selectivity(Y,A′) ∈ [0, 1]. A′/dom(Y ) bezeichnet die Zerlegung vonA′
in A¨quivalenzklassen, die induziert ist durch die A¨quivalenzrelation (A′,=Y ).
Eine A¨quivalenzklasse A′/dom(Y ) entha¨lt alle Datensa¨tze a, b ∈ A′, fu¨r die
Y (a) = Y (b) gilt, die also u¨bereinstimmende Werte von Y aufweisen.
Wir erhalten
Folgerung 4.17. Fu¨r alle Y und A′ ⊂ A gilt
selectivity(Y,A′) =
domain-size(Y,A′)
size(A′)
. (4.16)
Beweis. Einsetzen in die Definitionen unter Beachtung der Gleichma¨chtigkeit
der beiden Mengen{{
a ∈ A′ | Y (a) = y} | y ∈ dom(Y )}
und {
y ∈ dom(Y )| ∃a ∈ A′ : Y (a) = y} .
Definition 4.18 (Dichte). Sei dist : (dom(Y ))2 → R≥0 eine Metrik fu¨r
eine Attributmenge Y , und ∆ > 0. Die ∆-Dichte (engl.: density) einer
Attributmenge Y ⊂ X einer Teilmenge A′ ⊂ A ist definiert durch:
∆-density(Y,A′) :=
∑ {| {a ∈ A′ | dist(Y (a)− y) ≤ ∆} | : y ∈ dom(Y )}
domain-size(Y,A′) · |A′| ,
(4.17)
Es gilt ∆-density(Y,A′) ∈ (0, 1] sowie
∆-density(Y,A′) ≥ 1/(domain-size(Y,A′)).
Definition 4.19 (NULL-Werte). Die relative Ha¨ufigkeit fehlender Werte
von Y fu¨r A′ (engl.: missing values) einer Attributmenge Y ⊂ X auf einer
Teilmenge A′ ⊂ A ist definiert durch:
null(Y,A′) :=
| {a ∈ A′ | ∃Xi ∈ Y : Xi(a) = ⊥} |
|A′| , (4.18)
wobei Xi(a) = ⊥ das Vorliegen eines fehlenden Wertes (NULL-Wertes) des
AttributesXi fu¨r einen Datensatz a ∈ A′ bezeichne. Wir haben null(Y,A′) ∈
[0, 1].
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Aus den Definitionen 4.16 und 4.19 erhalten wir direkt
Folgerung 4.20. Fu¨r alle Y ⊂ X und alle A′ ⊂ A gilt
null(Y,A′) ≤ 1− selectivity(Y,A′). (4.19)
Beweis. Man sieht
|{a ∈ A′ | ∃Xi ∈ Y : Xi(a) = ⊥}| ≤ |A′| − |{ {a ∈ A′ | Y (a) = y} | y ∈ dom(Y )}|
leicht ein, da auf der rechten Seite je vorkommendem Wert y von Y ge-
nau eine {a ∈ A′ | Y (a) = y} existiert, und folglich je A¨quivalenzklasse in
mindestens einem Datensatz a ∈ A′ kein NULL-Wert vorliegt.
4.2.2 Charakteristika fu¨r die Qualita¨t von Daten
Charakteristika sind semantische Constraints, die mit Hilfe von zusa¨tzlichen
Informationen u¨ber die Daten (Metadaten) aufgestellt werden ko¨nnen. Ei-
nerseits kann Expertenwissen zum Aufstellen der semantischen Constraints
verwandt werden, andererseits sind wir aber auch in der Lage, eine Scha¨tzung
der Constraints fu¨r eine Stichprobe A′ aus A anzugeben, falls eine vollsta¨n-
dige Same-Relation fu¨r A′ gegeben ist.
Wir untersuchen folgende Charakteristika (Y, Y ′ ⊂ X bezeichnen Attri-
butmengen und A′, A′′ bezeichnen Teilmengen von Datensa¨tzen aus A), d.h.
wir ko¨nnen Constrains angeben fu¨r
• Semantische und approximative Schlu¨ssel/Differenzierungs-Schlu¨ssel
Y fu¨r A′,
• Die Anzahl der in A′ enthaltenen Duplikate sowie fu¨r die U¨berlappung
vonA′ undA′′ (d.h. fu¨r wieviele Realwelt-Objekte sind Daten in beiden
Teilmengen vorhanden),
• Die Korrektheit sowie Identifizierungsgu¨te von Y fu¨r A′.
4.2.2.1 Semantische Schlu¨ssel und Differenzierungs-Schlu¨ssel
Wissen u¨ber semantische Schlu¨ssel und Differenzierungs-Schlu¨ssel fu¨r A′ ⊂
A kann dazu genutzt werden, die Zahl der zu vergleichenden Datensatz-
Paare aus A × A deutlich zu verringern. Die Zahl geordneter Paare von
Datensa¨tzen, die sich aus A×A bilden lassen, ist gegeben durch5
|A| − 1∑
i=1
i =
(|A| − 1) (|A| − 2)
2
≈ |A|
2
2
. (4.20)
5Offensichtlich lassen sich |A|2 verschiedene Paare (a, b) von Datensa¨tzen a, b ∈ A bil-
den, jedoch ist es unno¨tig sowohl das Paar (a, b) als auch das Paar (b, a) zu bilden. Fu¨r
die Objekt-Identifizierung sind desweiteren die Paare (a, a), a ∈ A ohne Belang. Zusam-
menfassend la¨ßt sich feststellen, daß es genu¨gt, —unter Voraussetzung einer (beliebigen
aber festen) Ordnung auf A— geordnete Paare (a, b) mit a < b zu bilden.
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Definition 4.21 (Semantischer Schlu¨ssel). Y ⊂ X ist ein semantischer
Schlu¨ssel auf A′ ⊂ A, wenn Y die Schlu¨sseleigenschaft erfu¨llt, d.h. wenn
gilt
∀a, b ∈ A′ : Y (a) = Y (b)⇐⇒ a ≡ b. (4.21)
Wenn Y ein semantischer Schlu¨ssel auf A′ ist, geben wir den Constraint
[semantic-key(Y,A′) = 1]
an.
Bemerkung 4.22. Ein semantischer Schlu¨ssel Y fu¨r A′ erlaubt eine Objekt-
Identifizierung fu¨r die Datensa¨tze aus A′, da sich Y dann als natu¨rlicher
Schlu¨ssel verwenden la¨ßt. Damit verringert sich die Zahl der zu bildenden
geordneten Paare in A×A um
1
2
(|A′|−1)(|A′|−2) ≈ 1
2
|A′|2,
da sich alle Datensa¨tze in A′ auf nicht-a¨quivalente Realwelt-Objekte bezie-
hen.
Definition 4.23 (Semantischer Differenzierungs-Schlu¨ssel). Sei dist :
(dom(Y ))2 → R≥0 eine Metrik fu¨r eine Attributmenge Y , und ∆ > 0. Y
ist ein semantischer Differenzierungs-Schlu¨ssel auf A′ ⊂ A (engl.: diffe-
rentiating key), wenn aus einer ∆ u¨bersteigenden Abweichung der Y -Werte
zweier Datensa¨tze folgt, daß sie sich auf nicht-a¨quivalente Realwelt-Objekte
beziehen, d.h. falls gilt
∀a, b ∈ A′ : dist(Y (a), Y (b)) ≥ ∆ =⇒ a 6≡ b. (4.22)
Fu¨r einen semantischen Differenzierungs-Schlu¨ssel Y auf A′ geben wir den
Constraint
[∆-diff-key(Y,A′) = 1]
an. Als Metrik dist kann fu¨r numerische Attribute beispielsweise die Maxi-
mumsmetrik oder die gewichtete Euklidische Metrik gewa¨hlt werden. Falls
als Metrik die Identifikator-Funktion
dist0(x, y) := 1Ix(y) (4.23)
und ∆ = 12 gewa¨hlt werden, vereinfacht sich (4.22) zu
∀a, b ∈ A′ : Y (a) 6= Y (b) =⇒ a 6≡ b. (4.24)
Im letztgenannten Fall geben wir fu¨r den semantischen Differenzierungs-
Schlu¨ssel Y auf A′ den Constraint
[diff-key(Y,A′) = 1]
an.
Ein Differenzierungs-Schlu¨ssel Y induziert eine Zerlegung auf A′ × A′,
wobei nur Paare (a, b) mit dist
(
Y (a), Y (b)
) ≤ ∆ Duplikate sein ko¨nnen. Fu¨r
diejenigen Paare (a, b), die dist
(
Y (a), Y (b)
)
> ∆ erfu¨llen, ko¨nnen wegen der
Dreiecksungleichung auch alle Datensa¨tze a′, b′ aus den ∆2 -Umgebungen von
a und b keine Duplikate sein. Diese Beobachtung liefert uns
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Satz 4.24. Sei Y ein Differenzierungs-Schlu¨ssel fu¨r A′ ⊂ A mit einer Me-
trik dist : (dom(Y ))2 → R≥0 und einem ∆ > 0. Die ε-Umgebung eines
Elementes a ∈ A sei fu¨r ε > 0 definiert durch
Uε(a) :=
{
a′ ∈ A | dist(Y (a), Y (a′)) < ε} . (4.25)
Dann gilt:
∀a, a′, b, b′ ∈ A′ : (4.26)(
dist
(
Y (a), Y (b)
)
> ∆ ∧ a′ ∈ U∆
2
(a) ∧ b′ ∈ U∆
2
(b)
)
=⇒ a′ 6≡ b′.
Auf die Problematik von fehlerhaften Daten, bei denen semantische
Schlu¨ssel und Differenzierungs-Schlu¨ssel versagen ko¨nnen, kommen wir im
Zusammenhang mit approximativen Schlu¨sseln und approximativen Differen-
zierungs-Schlu¨sseln zu sprechen, vgl. Seite 120f.
Definition 4.25 (Reduktionsrate fu¨r Paare). Wenn semantische Schlu¨s-
sel oder Anti-Schlu¨ssel fu¨r Teilmengen A′ ⊂ A angegeben werden, la¨ßt sich
die Reduktionsrate fu¨r Paare aus A′ berechnen,6 es ergibt sich der Constraint
[reduction-rate(A′) = c], (4.27)
mit c ∈ [0, 1]. c = 0 steht fu¨r den Fall, daß keine semantischen (Anti-)Schlu¨-
sel angegeben werden ko¨nnen, wa¨hrend c = 1 gilt, wenn ein semantischer
Schlu¨ssel fu¨r ganz A′ angegeben wird — im erstgenannten Fall mu¨ssen alle
geordneten Paare und im letztgenannten Fall mu¨ssen keine Paare aus A′
verglichen werden.
Beispiel 4.26 (BOA — Fortsetzung). Die Wohnungsanzeigen wurden aus
vier verschiedenen Ausgaben gewonnen, die die Teilmengen {Ai}i=1,...,4 bil-
den, fu¨r die A =
⋃4
i=1Ai und Ai ∩ Aj = ∅ fu¨r i 6= j gelten. Aus den
|A| = 9842 Anzeigen lassen sich 48 417 720 geordnete Datensatz-Paare bil-
den. Diese Anzahl wollen wir durch zusa¨tzliches Wissen reduzieren.
Wir nehmen an, daß jede der Ausgaben Duplikat-frei ist, d.h. daß keine
Wohnung mehr als einmal in einer Ausgabe annonciert ist. In der Notation
der semantischen Constraints bedeutet dies, daß fu¨r jedes Ai ein semanti-
scher Schlu¨ssel existiert [semKey(Y,Ai)], i = 1, . . . , 4, beispielsweise durch
das Attribut Y = ID gegeben.7 Infolgedessen mu¨ssen keine Paare von Da-
tensa¨tzen (a, b) ∈ Ai × Ai gebildet werden, also mu¨ssen u¨ber 13 Millionen
Paare nicht gebildet werden, wobei jedoch immer noch 34 604 058 Paare
verbleiben. Immerhin haben wir so eine Reduktion von 28.5 % durch diese
semantischen Schlu¨ssel erreicht, wir ko¨nnen den Constraint
[reduction-rate(A) = 0.28530]
6Die Reduktionsrate la¨ßt sich durch eine SQL-Abfrage auf A berechnen, in denen die
angegebenen Schlu¨ssel und Anti-Schlu¨ssel als Bedingungen verwandt werden.
7Es ist zu beachten, daß Y = ID kein semantischer Schlu¨ssel fu¨r ganz A ist, falls
Duplikate vorhanden sind! Es ist na¨mlich fu¨r alle a, b ∈ A ID(a) 6= ID(b), also auch fu¨r
a, b mit a ≡ b, was eine Verletzung von (4.21) darstellt.
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dafu¨r angeben.
Da wir die Zahl der Paare weiter reduzieren wollen, nehmen wir folgende
Differenzierungs-Schlu¨ssel fu¨r A an:
[diff-key(Bezirk, A)], [∆-diff-key(Ra¨ume, A)]
mit ∆ = 0.5 und [∆-diff-key(Gro¨ße, A)] mit ∆ = 1.0 und jeweils der Be-
tragsfunktion als Abstandsmaß dist. Dadurch ko¨nnen wir die Zahl der zu
bildenden geordneten Paare auf 50 958 verringern. Insgesamt haben wir
durch semantische Schlu¨ssel und Differenzierungs-Schlu¨ssel eine Redukti-
onsrate von 99.895% erreicht,
[reduction-rate(A) = 0.99895].
4.2.2.2 Anzahl von Duplikaten und U¨berlappung von Teilmengen
Definition 4.27 (Anzahl von Duplikaten). Die Anzahl der Duplikate in
A′, la¨ßt sich mit Hilfe einer vollsta¨ndigen Same-Relation fu¨r A′ bestimmen
mit:8
duplicates(A′) := |{o ∈ O | ∃a, b ∈ A′, a 6= b : a ↪→ o ∧ b ↪→ o} |
= |{a ∈ A′ | ∃a0 ∈ A′ : a0 ≡ a ∧ a0 < a} |, (4.28)
wobei a ↪→ o den Bezug eines Datensatzes a ∈ A auf ein Realwelt-Objekt
o ∈ O bezeichnet. Es gilt duplicates(A′) ∈ N, 0 < duplicates(A′) ≤ (|A′|−1).
Wir ko¨nnen semantische Constraints fu¨r die Anzahl der Duplikate mit
[duplicates(A′) ¦ c], (4.29)
mit einem Operator ¦ ∈ {<,≤,=,≥, >} und einem Wert c ∈ N angeben.
Definition 4.28 (U¨berlappung von Teilmengen). Same sei eine voll-
sta¨ndige Same-Relation fu¨r A′ ∪ A′′. Die U¨berlappung zweier Teilmengen
A′A′′ ⊂ A, d.h. die Anzahl der a¨quivalenten Realwelt-Objekte o ∈ O, auf
die sich Datensa¨tze aus A′ und A′′ beziehen, ist wie folgt definiert:
overlap(A′, A′′) := |{o ∈ O | ∃a ∈ A′ ∃b ∈ A′′ : (a ↪→ o ∧ b ↪→ o)} |(4.30)
= |{a ∈ A′ | (∃b ∈ A′′ : a ≡ b) ∧
∧ (¬∃a′ ∈ A′ : (a′ ≡ a ∧ a′ < a))}|.
Aus den Definitionen 4.27 und 4.28 erhalten wir folgendes
Lemma 4.29. Fu¨r alle Teilmengen A′, A′′, A′′′ ⊂ A gelten folgende Iden-
tita¨ten:
overlap(A′, A′′) =
duplicates(A′ ∪A′′)− duplicates(A′)− duplicates(A′′), (4.31a)
overlap(A′, A′′ ∪A′′′) =
overlap(A′, A′′) + overlap(A′, A′′′)− overlap(A′′, A′′′), (4.31b)
duplicates(A′ ∪A′′ ∪A′′) =
overlap(A′, A′′) + overlap(A′, A′′′) + overlap(A′′, A′′′) +
+duplicates(A′) + duplicates(A′′) + duplicates(A′′′). (4.31c)
8Es sei daran erinnert, daß wir die durch das ID-Attribut induzierte Ordnung auf A′
verwenden, vgl. Annahme 4.1 auf Seite 103.
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Beweis. Fu¨r (4.31a) ist nichts zu zeigen. Um (4.31b) einzusehen, haben wir
zwei Fa¨lle fu¨r einen Datensatz a′ ∈ A′, fu¨r den es in A′′∪A′′′ Duplikate gibt,
zu unterscheiden: (1) Es existieren entweder Datensa¨tze in A′′ aber nicht
in A′′′, die sich auf ein a¨quivalentes Realwelt-Objekt beziehen (bzw. um-
gekehrt), sowie (2) Es existieren sowohl in A′′ als auch in A′′′ Datensa¨tze,
die sich auf ein a¨quivalentes Realwelt-Objekt beziehen. Wa¨hrend im Fall
(1) der Datensatz a′ auf der rechten Seite von (4.31b) einmalig, entweder
in overlap(A′, A′′) oder in overlap(A′, A′′′) beru¨cksichtigt wird, wird er im
Fall (2) in allen drei Termen der rechten Seite von (4.31b) beru¨cksichtigt —
aufgrund des Minuszeichens vor dem dritten Term gilt die Identita¨t (4.31b).
Mehrfaches Einsetzen und Umformen von (4.31a) und (4.31b) fu¨hrt schließ-
lich zur Identita¨t (4.31c).
Mit dem folgenden Satz zeigen wir auf, wie die Charakteristika overlap(·, ·)
und duplicates(·) dazu genutzt werden ko¨nnen, um ein Intervall fu¨r die zu
erwartenden Duplikate in A aus Constraints u¨ber k Teilmengen {Ai}i=1,...,k,
Ai ⊂ A zu gewinnen.
Satz 4.30. Es seien {Ai}i=1,...,k, Ai ⊂ A mit A =
⋃k
i=1Ai. Weiter sei
eine widerspruchsfreie Menge von semantischen Constraints C gegeben,9 die
obere und untere Schranken fu¨r die U¨berlappung und die Zahl der Duplikate
fu¨r Teilmengen Ai, i = 1, . . . , k zusichert (C kann aber auch leer sein).
Dann existieren Schranken cmin, cmax ∈ N mit 0 ≤ cmin ≤ cmax ≤ |A|−1,
so daß gilt
[cmin ≤ duplicates(A) ≤ cmax] . (4.32)
Das durch die Schranken gebildete Intervall [cmin, cmax] la¨ßt sich aus den
Constraints C bestimmen, wobei es umso kleiner wird, umso kleiner die durch
die Constraints aus C zugesicherten Intervalle fu¨r den U¨berlappungsgrad
und die Anzahl der Duplikate der Teilmengen Ai, i = 1, . . . , k ist. Die ex-
akten Werte der Schranken cmin und cmax ergeben sich aus (4.35) unter
Beru¨cksichtigung der Constraints (4.33).
Beweis. Wir bilden eine Menge semantischen Constraints C ′ indem wir
Constraints aus C der Form [Cj < c], [Cj′ > c] und [Cj′′ = c] als Constraints
[Cj ≤ c − 1], [Cj′ ≥ c + 1] bzw. [Cj′′ ≤ c] und [Cj′′′ ≥ c] formulieren. Wir
bilden dann die Menge semantischen Constraints C ′,
[overlap(Ai, Aj) ≥ cLij ], [duplicates(Ai) ≥ cLi ] , (4.33a)
[overlap(Ai, Aj) ≤ cUij ], [duplicates(Ai) ≤ cUi ] , (4.33b)
mit 1 ≤ i < j ≤ k und cLi , cUi , cLij , cUij ∈ N, cLi ≤ cUi , cLij ≤ cUij , indem wir C′
um die in C fehlenden Constraints mit Default-Constraints erga¨nzen. Ein
Default-Constraint Cl wird wie folgt definiert: Fu¨r untere Schranken setzen
wir cLi := c
L
ij := 0, sowie fu¨r die oberen Schranken setzen wir c
U
i := |Ai| − 1
bzw. cUij := min
(
(|Ai|, |Aj |
)
.
9Widerspruchsfreiheit bedeutet, daß C keine sich ausschließenden Constraints entha¨lt,
z.B. nicht [Ci < c] und [Ci > c] fu¨r ein c ∈ N.
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Sei ¦ ∈ {≥,≤} und seien Constraints der Form [duplicates(Ai)¦c·i] sowie
[overlap(Ai, Aj) ¦ c·ij ] gegeben. Die Anwendung von (4.31) liefert
duplicates(A) ¦ k∑
i=1

duplicates(Ai) + k∑
j=i+1
overlap(Ai, Aj)



 . (4.34)
Wenn wir die Formel (4.34) auf die semantischen Constraints (4.33) anwen-
den, erhalten wir die beiden aggregierten semantischen Constraints
[
duplicates(A) ≤
k∑
i=1
(
cUi +
k∑
j=i+1
cUij
)]
. (4.35a)
[
duplicates(A) ≥
k∑
i=1
(
cLi +
k∑
j=i+1
cLij
)]
. (4.35b)
Damit sind Schranken cmin und cmax bestimmt.
Wir wollen den Satz fu¨r unser Beispiel anwenden.
Beispiel 4.31 (BOA — Fortsetzung). Fu¨r die Teilmengen A1, . . . , A4 machen
wir folgende Annahmen:
• zwischen 5% und 30% Anzeigen wiederholen sich in aufeinanderfol-
genden Sonnabend-Editionen derselben Zeitungen (d.h. A1 und A2
fu¨r den Tagesspiegel, bzw. A3 und A4 fu¨r die Morgenpost),
• die U¨berlappung zwischen den Ausgaben eines Wochenendes liegt zwi-
schen 10% und 20% (d.h. A1 und A3 fu¨r den 18. Mai 2001, bzw. A2
und A4 fu¨r den 25. Mai 2001), sowie
• der U¨berlappungsgrad zwischen unterschiedlichen Ausgaben und un-
terschiedlichen Wochenenden betrage maximal 10% (d.h. A1 und A4,
bzw. A2 und A3).
Außerdem verwenden wir wiederum die Duplikat-Freiheit der einzelnen Aus-
gaben Ai, d.h. [duplicates(Ai) = 0], i = 1, . . . , 4. Wir erhalten somit folgen-
de semantischen Constraints:
[76 ≤ overlap(A1, A2) ≤ 462], [149 ≤ overlap(A3, A4) ≤ 888],
[151 ≤ overlap(A1, A3) ≤ 301], [165 ≤ overlap(A2, A4) ≤ 328],
[0 ≤ overlap(A1, A4) ≤ 150], [0 ≤ overlap(A2, A3) ≤ 164].
Mit (4.34) erhalten wir
[541 ≤ duplicates(A) ≤ 2.310] .
Selbstversta¨ndlich ko¨nnen wir daraus nicht ableiten, welche Datensa¨tze aus
A wirklich Duplikate sind. Erfreulicherweise haben wir durch eine manuel-
le Suche 2.187 Duplikate gefunden. Allerdings liegt der U¨berlappungsgrad
der beiden Ausgaben der Berliner Morgenpost deutlich oberhalb von 50%.
Daraus la¨ßt sich ersehen, das es sich fu¨r praktische Anwendungen durch-
aus schwierig gestalten kann, aufgrund von (plausiblen) Annahmen die Zahl
der Duplikate zu bestimmen. Daher sollten die Annahmen stets auf einer
Stichprobe gepru¨ft werden.
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4.2.2.3 Korrektheit, Identifikationsgu¨te und approximative Schlu¨s-
sel
Im Abschnitt 4.2.2.1 haben wir das Konzept von semantischen Schlu¨sseln
und Differenzierungs-Schlu¨sseln eingefu¨hrt. In diesem Abschnitt untersu-
chen wir, wie gut sich Attributmengen Y ⊂ X zur Identifizierung eig-
nen, d.h. inwiefern sie die Schlu¨ssel- bzw. die Differenzierungs-Schlu¨ssel-
Eigenschaft erfu¨llen. Durch fehlerhafte und fehlende Attributwerte sind die-
se fu¨r Realwelt-Daten oft verletzt. Eine notwendige Bedingung fu¨r die Iden-
tifizierung mit einer Attributmenge Y ist ihre Korrektheit, d.h. die Forde-
rung nach einer hohen Wahrscheinlichkeit dafu¨r, daß ihre Werte fu¨r dublette
Datensa¨tze u¨bereinstimmen bzw. nicht zu stark voneinander abweichen.
Notation
Zuna¨chst fu¨hren wir die im Folgenden verwendete Notation ein.
P{Ereignis } bezeichnet die Wahrscheinlichkeit des Eintretens eines Er-
eignisses in einem endlichen (und mithin diskreten) Wahrscheinlichkeitsraum
Ω, sowie Pˆ{Ereignis } eine Scha¨tzung dieser Wahrscheinlichkeit auf einer
Stichprobe (zumeist von Datensa¨tzen oder Datensatzpaaren).
A′ ⊂ A sei eine Menge von Datensa¨tzen und Ausdrucki(a, b) seien bool-
sche Pra¨dikate fu¨r a, b ∈ A′, i ∈ N. Wir betrachten den Wahrscheinlichkeits-
raum Ω = {TRUE,FALSE} und das Eintreten der beiden Ereignisse
Ausdrucki(a, b) = TRUE, Ausdrucki(a, b) = FALSE
fu¨r Elemente aus (a, b) ∈ A′ ×A′.
Wir schreiben
Pˆ{Ausdruck1(a, b) | Ausdruck2(a, b) }
fu¨r die Scha¨tzung der mit Ausdruck2 bedingten Wahrscheinlichkeit des Er-
fu¨lltseins von Ausdruck1(a, b) auf A
′ ×A′,
P
{
(a, b) ∈ A′ ×A′ : Ausdruck1(a, b) | Ausdruck2(a, b)
}
.
Die Scha¨tzung einer unbedingten Wahrscheinlichkeit (d.h. in der obigen
Formel ist Ausdruck2(a, b) = TRUE, die Bedingung ist also fu¨r alle a, b
erfu¨llt) schreiben wir als
Pˆ{Ausdruck1(a, b) } .
Bemerkung 4.32. Es sei gesagt, daß die in den folgenden Definitionen ver-
wandte Identita¨t Y (a) = Y (b) bzw. die Gu¨ltigkeit von dist
(
Y (a)− Y (b)) ≤
∆ stets impliziert, daß beide Attributwerte vorhanden sind, also Y (a) 6= ⊥,
Y (b) 6= ⊥ gelten. Insbesondere heißt daß, das fu¨r uns ⊥ 6= ⊥ gilt, fehlende
Werte sind im Sinne des Wertebereiches dom(Y ) einer Attributmenge nicht
vergleichbar (Definitionsgema¨ß ist ⊥ /∈ dom(Y ) fu¨r alle Y ⊂ X). Fu¨r den
Ausdruck Pˆ{Y (a) = Y (b) } bedeutet dieses (mit Y = (Y1, . . . , Yk)), daß er
a¨quivalent ist zu dem Ausdruck
Pˆ{Y (a) = Y (b), ∀i = 1, . . . , k : (Yi(a), Yi(b) 6= ⊥) } .
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Definition 4.33 (Korrektheit). Die Korrektheit (engl.: accuracy) einer
Attributmenge Y ⊂ X ist fu¨r A′ ⊂ A definiert durch:
accuracy(Y,A) := Pˆ{Y (a) = Y (b) | a ≡ b } (4.36)
=
| {(a, b) ∈ A′ ×A′ | a ≡ b ∧ Y (a) = Y (b)} |
| {(a, b) ∈ A′ ×A′ | a ≡ b} |
Die ∆-Korrektheit einer Attributmenge Y fu¨r A′ ist mit einer Metrik dist :
(dom(Y ))2 → R≥0 und einem ∆ ≥ 0 definiert durch:
∆-accuracy(Y ) := Pˆ
{
dist
(
Y (a)− Y (b)) ≤ ∆ ∣∣ a ≡ b} (4.37)
=
|{(a, b) ∈ A′ ×A′ | a ≡ b ∧ dist(Y (a), Y (b)) ≤ ∆} |
| {(a, b) ∈ A′ ×A′ | a ≡ b} |
Die accuracy ist ein Spezialfall der ∆-accuracy fu¨r die Identifikator-Funktion
dist0(x, y) = 1Ix(y) mit ∆ =
1
2 .
Wir ko¨nnen fu¨r Attributmengen Y die semantischen Constraints
[accuracy(Y,A′) = c], [∆-accuracy(Y,A′) = c]
mit c ∈ [0, 1] angeben.
Wir ko¨nnen die Wahrscheinlichkeit eines Paares Duplikate zu sein be-
trachten, wenn eine U¨bereinstimmung der Werte einer Attributmenge Y
vorliegt. Diese Wahrscheinlichkeit entspricht dem bei den Assoziations-
regeln eingefu¨hrten Maß der Confidence, die definiert ist durch conf :=
P{Conclusion | Condition } (vgl. Formel (3.20a) auf Seite 85). Wir be-
zeichnen dieses Maß an dieser Stelle auch als Identifizierungsgu¨te, da die
Gro¨ße des Wertes die Gu¨te der Attributmenge fu¨r die Objektidentifizierung
zum Ausdruck bringt
Definition 4.34 (Confidence). Die Confidence oder Identifizierungsgu¨te
einer Attributmenge Y ⊂ X ist fu¨r A′ ⊂ A definiert durch:
confidence(Y,A′) := Pˆ{ a ≡ b | Y (a) = Y (b) } (4.38a)
=
| {(a, b) ∈ A′ ×A′ : a ≡ b ∧ Y (a) = Y (b)} |
| {(a, b) ∈ A′ ×A′ | Y (a) = Y (b)} | (4.38b)
Die ∆-Identifizierungsgu¨te einer Attributmenge Y fu¨r A′ ist mit einer Metrik
dist : (dom(Y ))2 → R≥0 und einem ∆ ≥ 0 definiert durch:
∆-confidence(Y,A′) := Pˆ
{
a ≡ b | dist(Y (a), Y (b)) ≤ ∆} (4.39a)
=
|{(a, b) ∈ A′ ×A′ : a ≡ b ∧ dist(Y (a), Y (b)) ≤ ∆} |
|{(a, b) ∈ A′ ×A′ : dist(Y (a), Y (b)) ≤ ∆} | (4.39b)
Die confidence ist ein Spezialfall der ∆-confidence mit der Identifikator-
Funktion dist0(x, y) = 1Ix(y) als Abstandsmaß und ∆ =
1
2 .
Wir ko¨nnen fu¨r Attributmengen Y die semantischen Constraints
[confidence(Y,A′) = c], [∆-confidence(Y,A′) = c]
mit c ∈ [0, 1] angeben.
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Satz 4.35. Sei Y ⊂ X und A′ ⊂ A.
Dann gilt
confidence(Y,A′) = accuracy(Y,A′) · Pˆ{Y (a) = Y (b) }
Pˆ{ a ≡ b } . (4.40)
Fu¨r die ∆-confidence(Y,A′) und ∆-accuracy(Y,A′) gilt dieses ebenso.
Beweis. Wenn wir die bedingten Wahrscheinlichkeiten auflo¨sen gema¨ß der
Definition
P{E1 | E2 } := P{E1, E2 }
P{E2 }
erhalten wir
accuracy(Y,A′) = Pˆ{Y (a) = Y (b) | a ≡ b } = Pˆ{Y (a) = Y (b), a ≡ b }
Pˆ{ a ≡ b }
confidence(Y,A′) = Pˆ{ a ≡ b | Y (a) = Y (b) } = Pˆ{Y (a) = Y (b), a ≡ b }
Pˆ{Y (a) = Y (b) }
und also
confidence(Y,A′) · Pˆ{ a ≡ b } = accuracy(Y,A′) · Pˆ{Y (a) = Y (b) }. (4.41)
Umformen liefert (4.40).
Der Faktor auf der rechten Seite von (4.40) ist zumeist gro¨ßer 1, da
fu¨r ein Datensatzpaar (a, b) die Wahrscheinlichkeit, daß ein Attribut-Wert
u¨bereinstimmt in der Regel gro¨ßer ist als die Wahrscheinlichkeit, daß es sich
um Duplikate handelt. Das liefert uns
Bemerkung 4.36. Die Identifikationsgu¨te confidence(Y,A′) dominiert zumeist
die Korrektheit accuracy(Y,A′) einer Attributmenge, d.h. es gilt in der Re-
gel
accuracy(Y,A′) ≤ confidence(Y,A′).
Nun definieren wir approximative Schlu¨ssel, die wir als Attribute zur
Identifizierung verwenden werden. confidence-Werte deutlich oberhalb von
1
2 , beispielsweise confidence = 0.8, sind ein Indikator fu¨r eine akzeptable
Gu¨te der Identifizierung einer Attributmenge Y . Attributmengen mit Wer-
ten nahe 1, confidence(Y,A′) ≈ 1, haben eine sehr hohe Gu¨te der Identifi-
zierung, d.h. aus der U¨bereinstimmung (bzw. geringen Abweichung fu¨r die
∆-confidence) der Attributwerte von Y fu¨r zwei Datensa¨tze folgt mit sehr
hoher Wahrscheinlichkeit, daß es sich um Duplikate handelt. Fu¨r einen se-
mantischen Schlu¨ssel Y (vgl. Abschnitt 4.2.2.1 auf Seite 111) ergibt sich de-
finitionsgema¨ß confidence(Y,A′) = 1. Fehlerhafte Daten fu¨hren jedoch dazu,
daß (i) aus a ≡ b nicht zwangsla¨ufig Y (a) = Y (b) bzw. dist(Y (a), Y (b)) ≤ ∆
folgen muß und daher (ii) der Wert 1 fu¨r die confidence(Y,A′) oft nicht er-
reicht wird. Aufgrund dieser Beobachtung erweitern wir das eingefu¨hrte
Konzept semantischer Schlu¨ssel auf approximative Schlu¨ssel.
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Definition 4.37 (Approximativer Schlu¨ssel). Es sei Y ⊂ X und A′ ⊂ A
mit null(A′) = 0.10 Weiter gelte fu¨r p, p′ > 12 sowohl confidence(Y,A
′) = p
als auch accuracy(Y,A′) = p′.
Dann bezeichnen wir Y als approximativen Schlu¨ssel auf A′ ⊂ A mit
Confidence Faktor q = min(p, p′), bzw. als q-approximativen Schlu¨ssel.
Wir geben fu¨r einen approximativen Schlu¨ssel Y den semantischen Cons-
traint
[approx-key(Y,A′) = q]
an. Es sei ein Abstandsmaß dist : (dom(Y ))2 → R und ein ∆ > 0 gegeben.
Dann ist ein ∆-approximativen Schlu¨ssel gegeben, falls ∆-confidence(Y,A′) =
p und ∆-accuracy(Y,A′) = p′ gilt.
Bemerkung 4.38. Umso gro¨ßer die Confidence und Korrektheit eines appro-
ximativen Schlu¨ssels Y ist, desto fehlerfreier ist die Objektidentifizierung
mit Y . Aber im Gegensatz zu semantischen Schlu¨sseln erfu¨llt ein approxi-
mativer Schlu¨ssel die Schlu¨sseleigenschaft
”
=⇒“,
Y (a) = Y (b) =⇒ a ≡ b, (4.42)
nur mit seiner Identifizierbarkeitsgu¨te p und die Schlu¨sseleigenschaft
”
⇐=“,
Y (a) = Y (b)⇐= a ≡ b, (4.43)
nur mit seiner Korrektheit p′.
Wir fu¨hren ein Maß fu¨r die Gu¨te der Unterscheidbarkeit ein, die Diffe-
renzierungsgu¨te.
Definition 4.39 (Differenzierungsgu¨te). DieDifferenzierungsgu¨te (engl.:
anti-confidence) einer Attributmenge Y fu¨r A′ ist mit einer Metrik dist :
(dom(Y ))2 → R≥0 und einem ∆ ≥ 0 definiert durch:
∆-anti-confidence(Y,A′) := Pˆ
{
a 6≡ b | dist(Y (a), Y (b)) > ∆} (4.44)
Definition 4.40 (Approximativer Differenzierungs-Schlu¨ssel). Es sei
Y ⊂ X und A′ ⊂ A. Weiter sei ∆-anti-confidence(Y,A′) = p fu¨r p > 12 mit
einer Metrik dist : (dom(Y ))2 → R≥0 und einem ∆ ≥ 0. Dann bezeichnen
wir Y als approximativen Differenzierungs-Schlu¨ssel auf A′ ⊂ A mit Confi-
dence Faktor p, bzw. als p-approximativen Differenzierungs-Schlu¨ssel.
Wir geben fu¨r einen approximativen Differenzierungs-Schlu¨ssel Y den se-
mantischen Constraint
[approx-diff-key(Y,A′) = p]
an.
Durch approximative Differenzierungs-Schlu¨ssel kann —analog zu Diffe-
renzierungs-Schlu¨sseln— die Zahl der zu bildenden Paare in A×A deutlich
10Sei Y = (Yi, . . . , Yk). Dann genu¨gt statt der Annahme null(A
′) = 0 die Annahme,
daß ∀a ∈ A′ ⊂ A∃i : Yi(a) 6= ⊥.
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reduziert werden. Man muß jedoch in Kauf nehmen, daß die Differenzierungs-
Schlu¨sseleigenschaft
∀a, b ∈ A′ : dist(Y (a), Y (b)) > ∆ =⇒ a 6≡ b (4.45)
fu¨r einen approximativen Differenzierungs-Schlu¨ssel nur mit seiner Anti-
Confidence p gilt. Also kann es dazu kommen, daß dist(Y (a), Y (b)) > ∆ fu¨r
dublette Datensa¨tze a, b erfu¨llt ist, und sie deshalb nicht als Paar gebildet
werden und daher auch nicht als Duplikate erkannt werden ko¨nnen.
4.2.2.4 Variabilita¨t von Daten, Fehler und Spezialfa¨lle
Fehler haben großen Einfluß auf die Qualita¨t von Daten. Fu¨r quantitati-
ve Daten kann der Fehlerentstehungsprozeß oft durch Gaußsches Rauschen
modelliert werden. Ein einfaches Fehlermodell kann dann durch die Angabe
oder Scha¨tzung des Erwartungswertes und der Varianz der Normalverteilung
aufgestellt werden, dem (unter dieser Annahme) das Rauschen in den Daten
unterliegt. Ausreißer in den Daten (Daten, die sehr stark vom erwarteten
Wert abweichen) ko¨nnen dadurch mit hoher Wahrscheinlichkeit als solche
aufgedeckt und korrigiert werden.
Fehler sind in Datenbanken oft schwieriger zu erkennen, da es viele qua-
litative Attribute (z.B. Text) gibt. Bei einigen Datensa¨tzen fehlen einzelne
Attributwerte (engl.: missing values), ohne daß bekannt sein muß, ob es
u¨berhaupt einen Wert dafu¨r gibt (siehe Abschnitt 2.3.1 auf Seite 56). Falsche
Daten mu¨ssen nicht unbedingt fehlerhaft sein, da es sich beispielsweise um
veraltete, ungu¨ltige Daten handeln kann, die zu einem fru¨heren Zeitpunkt
korrekt gewesen sein ko¨nnen.
Zusa¨tzliche Probleme erhalten wir beim Zusammenfu¨hren unterschied-
licher Datenbesta¨nde, da jeder einzelne Datenbestand eine aus der Anwen-
dung begru¨ndete Sicht auf die Daten hat, die mit einem Datenmodell und
einer Semantik verbunden ist. Daten sind oft nur insofern korrekt, als die
Korrektheit fu¨r eine Anwendung relevant ist, beispielsweise ist fu¨r ein Ver-
sandhaus das Geburtsdatum oder der Vorname eines Kunden weniger be-
deutsam als die Adresse.
Zusammenfassend la¨ßt sich feststellen, daß Fehler in Datenbanken sich
zumeist nicht durch Rauschen (engl.: noise) modellieren lassen. Vielmehr
ko¨nnen zwei Datensa¨tze a, b, deren Attributwerte verschieden sind, durch
aus sich auf dasselbe Realwelt-Objekt beziehen, z.B. durch Verwendung von
Abku¨rzungen und alternativen Bezeichnungen, wie Dr. H. Mueller und
Hans Mu¨ller, Dr., durch optionale Elemente wie Hans Mu¨ller und Hans W.
Mu¨ller oder durch Vera¨nderung der Werte in der Realwelt, beispielsweise
ko¨nnte Herta Schmidt Hans heiraten und ihren Namen a¨ndern auf Herta
Mu¨ller.
Maschinell lassen sich jedoch einige bei der Datenerfassung und -verar-
beitung entstandene Fehler erkennen, beispielsweise Tippfehler oder Kon-
vertierungsfehler. Ebenfalls maschinell erkennen lassen sich Abku¨rzungen,
indem man eine entsprechende Vergleichsfunktion verwendet.11 Es sei be-
merkt, daß eine Standardisierung von Sonderzeichen zu einem ho¨heren Wert
11Eine Abku¨rzung einer Zeichenkette ist immer eine Teilfolge (engl.: subsequence) der
Zeichenkette, d.h. die Minimum-Edit-Distance ist gleich der La¨ngendifferenz.
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der accuracy fu¨hrt. Spezialfa¨lle ko¨nnen zudem in einem Wo¨rterbuch (The-
saurus) erfaßt und bei der Identifizierung beru¨cksichtigt werden.
Weiterhin ko¨nnen wir mit der Same-Relation einer Tabelle A pru¨fen, in-
wieweit Attributwert-Variationen sich als Rauschen modellieren lassen, d.h.
ob durch geeignete Wahl von Abstandsmaßen ∆-confidence und ∆-accuracy
Werte nahe 1 haben (z.B. Minimum-Edit-Distance, oder Grad der Nicht-
U¨bereinstimmung von NGrams zweier Zeichenketten). Solche Maße bieten
sich dann als Vergleichsfunktionen bei der Identifizierung an.
Kapitel 5
Vorauswahl von Datensatz-
Paaren (Preselection)
Ihr zahmen Ta¨ubchen, ihr Turtelta¨ubchen,
all ihr Vo¨glein unter dem Himmel,
kommt und helft mir lesen,
die guten ins To¨pfchen,
die schlechten ins Kro¨pfchen.
Aus
”
Aschenputtel“
Inhalt dieses Kapitels. Um die Performanz der Identifikation
fu¨r große Datenmengen zu gewa¨hrleisten, wird eine Vorauswahl von
Datensatz-Paaren mittels eines Selektors umgesetzt. Ein Selektor ist
eine Kombination aus zula¨ssigen Selektoren, wobei bei der Wahl eine
Optimalita¨t bezu¨glich der Fehler- und Selektionsrate angestrebt wird.
Im letzten Abschnitt wird auf die Verwendung von Indexstrukturen zur
effizienten Umsetzung von Selektoren eingegangen.
5.1 Effizienzgewinn durch eine Vorauswahl
Um die Effizienz eines Objektidentifizierungs-Verfahrens fu¨r große Daten-
mengen zu gewa¨hrleisten, muß die Anzahl der miteinander zu vergleichen-
den Datensa¨tze reduziert werden. Dieses la¨ßt sich durch eine Vorauswahl
von Datensatzpaaren umsetzen, bei der nur diejenigen Datensa¨tze zu Paaren
zusammengefaßt werden, die als Duplikate in Frage kommen. Mit anderen
Worten, wir suchen nach einer Lo¨sung, die
1. die Zahl der zu bildenden Datensatz-Paare deutlich verringert, aber
auch
2. dabei sicherstellt, daß Duplikate (bezu¨glich der Entscheidungsfunktion
δ) als Datensatz-Paare gebildet werden.
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Beispiel 5.1. Wir betrachten zwei Kunden-Datenbanken A1 und A2 mit
jeweils 100 000 Datensa¨tzen. Wollte man jeden Datensatz der einen Daten-
bank mit jedem Datensatz der anderen vergleichen, so mu¨ßte man 100 000 ·
100 000 = 1010 Vergleiche durchfu¨hren und dafu¨r —aufgrund von Arbeits-
speicher-Restriktionen— (zehn)tausende Datensa¨tze mehrmals laden. Sinn
und Zweck des Optimierungsansatzes ist deshalb, die Zahl der Vergleiche zu
reduzieren.
Definition 5.2 (Selektor). M sei eine Menge. P(M) bezeichne die Po-
tenzmenge von M .1
Dann bezeichnen wir eine Abbildung
σ : P(M)→ P(M) (5.1)
fu¨r die
σ(M ′) ⊂M ′ (5.2)
fu¨r alle M ′ ∈ P(M) erfu¨llt ist, als Selektor (Filter).
Lemma 5.3. M sei eine Menge. σ1, σ2 : P(M)→ P(M) seien Selektoren.
Dann sind die Abbildungen
• σ = σ1 ∪ σ2 und
• σ = σ1 ∩ σ2
ebenfalls Selektoren.
Beweis. Nachrechnen unter Ausnutzen der entsprechenden Eigenschaften
von Mengen.
Beispiel 5.4 (Blocking). Fu¨r die Durchfu¨hrung der Objektidentifizierung
wird oft in praktischen Anwendungen eine Gruppierung bezu¨glich unter-
scheidender Attribute oder Attributmengen Y vorgenommen, falls die Wer-
te zweier Datensa¨tze fu¨r diese Attribute nicht u¨bereinstimmen, werden sie
nicht als Paar gebildet und als nicht-dublett klassifiziert (Dies wird im Zu-
sammenhang mit Record Linkage als Blocking bezeichnet und geht auf die
Arbeit von Newcombe [New67] zuru¨ck). Da hier nur Datensatz-Paare gebil-
det werden mu¨ssen, fu¨r die die Attributwerte exakt u¨bereinstimmen, kann
ein effizienter Zugriff auf die Daten erfolgen, beispielsweise durch einfaches
Sortieren oder Verwendung eines (inversen) Indexes.
Es sei abschließend bemerkt, daß diese unterscheidenden Attribute oder
Attributmengen Y Differenzierungs-Schlu¨ssel sind, so daß der relationale
Selektor
σ := {(a, b) ∈ A×A | Y (a) = Y (b)}
dafu¨r angegeben werden kann.
1Die Potenzmenge einer Menge M ist die Menge aller ihrer Teilmengen, P(M) :=
{M ′ ⊂M}.
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Beispiel 5.5 (Band-Join). Sei A eine Tabelle und Y eine Attributmenge mit
sa¨mtlichst kardinal und ordinal skalierten Attributen. Hernandez und Stol-
fo [HS95] benutzten den sogenannten Band-Join, bei dem alle Datensa¨tze
a, b ∈ A miteinander verglichen werden, bei denen der Wert Yi(b) jedes
Attributes Yi einer Attributmenge Y in einem Toleranzintervall [Yi(a) −
∆i,0, Yi(a) + ∆i,1] liegt, fu¨r ∆i,0,∆i,1 ∈ R≥0. Der Band-Join definiert somit
einen Selektor σ,
σ =
⋂
i
σi =
⋂
i
{(a, b) ∈ A×A : Yi(a)−∆i,0 ≤ Y (b) ≤ Yi(a) + ∆i,1} .
(5.3)
Nominal skalierte Attribute lassen sich in den Band-Join mit aufnehmen,
wenn man fu¨r sie die Wert-Gleichheit fordert (d.h. ∆i,0 = ∆i,1 = 0).
Fu¨r das Beispiel 4.13 auf Seite 109 ist fu¨r die Wohnungsanzeigen ein Band-
Join fu¨r die Attribute Gro¨ße, Ra¨ume und Bezirk realisiert. Es sei bemerkt,
daß diese drei Attribute dabei als approximative Differenzierungs-Schlu¨ssel
fu¨r A wirken.
Aus einer Entscheidungsregel δ′ : A × A → δ′(A × A) gema¨ß Definition
2.17 auf Seite 50 la¨ßt sich eine Entscheidungsregel δ : A × A → δ′(A × A)
bilden durch
δ(a, b) =
{
δ′(a, b) (a, b) ∈ σ,
δ′0 sonst.
(5.4)
wobei δ′0 ∈ δ′(A × A) der Entscheidung kein Duplikat entspricht.2 Wir
schreiben dafu¨r auch δ = δ′ ◦ σ.
Das heißt, alle Datensatzpaare (a, b) ∈ σ(A×A) werden a priori als Dupli-
kate verworfen, sie mu¨ssen also nicht gebildet werden.
Fu¨r die Entscheidungsregel
δ′(a, b) =


0 als Duplikat angenommen,
1
2 keine Entscheidung
1 als Duplikat verworfen.
(5.5)
ist δ′0 durch δ
′
0 = 1 gegeben.
Aus den in den Beispielen 5.4 und 5.5 dargestellten Selektoren la¨ßt sich
mittels Durchschnitt und Vereinigung ein allgemeiner relationaler Selektor
bilden.
Bemerkung 5.6 (relationaler Selektor). Ein auf Bedingungen an Attribut-
werte basierender relationaler Selektor σ kann durch eine Formel ρ der re-
lationalen Algebra angegeben werden:
σ = {(a, b) ∈ A×A | ρ(a, b)} , (5.6)
wobei ρ(a, b) = ρ(a.X1,...,a.Xn,b.X1,...,b.Xn) eine Formel mit bis zu
2n freien Variablen ist, die sich auf die Attributmenge X = (X1, . . . , Xn)
von A bezieht. ρ la¨ßt sich in disjunktiver Normalform angeben,
ρ(a, b) =
∨
i
ρi(a, b) =
∨
i
(∧
j
ρij(a, b)
)
, (5.7)
2Die Entscheidung fu¨r die Datensatzpaare (a, a), a ∈ A ko¨nnen wir an dieser Stelle
vernachla¨ssigen, da wir lediglich nach Duplikaten (a, b) mit a 6= b in A suchen.
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mit atomaren Termen ρij(a, b) wie
(a.Xk ¦ b.Xk), (a.Xk ¦ x) oder (b.Xk ¦ x)
unter Verwendung von Vergleichsoperatoren ¦ ∈ {<,≤,=,≥, >, 6=}, k ∈
{1, . . . , n} und konstanten Werten x ∈ dom(Xk) oder, fu¨r kardinal oder
ordinal skalierte Attribute (a.Xk ¦ b.Xk + x). Ein in disjunktiver Normal-
form formulierter Selektor σ la¨ßt sich aus der Vereinigung (UNION) der den
Formeln ρi entsprechenden SQL-Statements konstruieren,
3
σ =
⋃
i
σi =
⋃
i
{(a, b) ∈ A×A | ρi(a, b)} . (5.8)
Beispiel 5.7. Sei A = Customer eine Tabelle mit Kundendaten. ID sei ein
Prima¨rschlu¨ssel fu¨r A, weitere Attribute seien BirthDate (Geburtsdatum)
und Initial des Nachnamens. Der Selektor σ fu¨r A, der nur geordnete
Datensatzpaare (a, b) aus A×A filtert (d.h. a.ID<b.ID), bei denen entweder
Initial oder BirthDate u¨bereinstimmen, ist gegeben durch
σ =
{
(a, b) ∈ A×A | (ρ11(a, b) ∧ ρ12(a, b))︸ ︷︷ ︸
ρ1(a,b)
∨ (ρ21(a, b) ∧ ρ22(a, b))︸ ︷︷ ︸
ρ2(a,b)
}
,
(5.9)
mit ρ11(a, b) = ρ21(a, b) = (a.ID<b.ID), ρ12(a, b) = (a.Initial=b.Initial),
ρ22(a, b) = (a.BirthDate=b.BirthDate). Das zugeho¨rige SQL-Statement
ist
SELECT A.*,B.*
FROM Customer AS A, Customer AS B
WHERE A.Initial = B.Initial
AND A.ID < B.ID;
UNION
SELECT A.*,B.*
FROM Customer AS A, Customer AS B
WHERE A.BirthDate = B.BirthDate
AND A.ID < B.ID;
oder, zusammengefaßt in ein SQL-SELECT-Statement:
SELECT A.*,B.*
FROM Customer AS A, Customer AS B
WHERE A.ID < B.ID
AND (A.Initial = B.Initial
OR A.BirthDate = B.BirthDate);
Bemerkung 5.8 (metrische Selektoren). Wir ko¨nnen metrische Selektoren
angeben, beispielsweise ∆-Umgebungs-Selektoren durch
σ = {(a, b) ∈ A×A : dist(Y (a), Y (b)) ≤ ∆} , (5.10)
3Man beachte jedoch, daß in dem Resultat einer UNION-Abfrage Datensa¨tze mehrfach
auftreten ko¨nnen.
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sowie k-Na¨chste-Nachbarn-Selektoren mit
σ = {(a, b) ∈ A×A : b ∈ k-NN(Y (a))} , (5.11)
wobei k-NN(Y (a)) die Menge der k-Na¨chsten Nachbarn eines Datensatzes a
bezu¨glich der fu¨r eine Attributmenge Y definierten Metrik dist bezeichnet,
vgl. Abschnitt 3.3.4 auf Seite 91ff.
Wir untersuchen den Zusammenhang mit den im Kapitel 4 auf Seite 103
eingefu¨hrten semantischen Constraints.
Satz 5.9. σ : P(A × A) → P(A × A) sei ein Selektor, der fu¨r A angege-
ben werden kann (z.B. u¨ber (approximative) Schlu¨ssel oder Differenzierungs-
Schlu¨ssel). Dann gilt
reduction-rate(A) = 1− |σ(A×A)||A|2 . (5.12)
Wir erhalten daraus
Korollar 5.10. Sei Y ein Attribut von A, das eine lineare Ordnung (A,<Y )
induziert, z.B. ein ID-Attribut. Wir ko¨nnen dafu¨r einen Selektor σ<(A×A)
angeben:
σ<(A×A) := {(a, b) ∈ A×A | Y (a) < Y (b)} . (5.13)
Die Anzahl der zu bildenden Datensatzpaare aus A×A betra¨gt damit 12(|A|−
1)(|A|−2). Dann ist
reduction-rate(A) = 1−
1
2(|A|−1)(|A|−2)
|A|2 = 1−
1
2
(|A|−1)(|A|−2)
|A|2 ≈
1
2
.
Korollar 5.11. Sei Y ein semantischer Differenzierungs-Schlu¨ssel fu¨r A.
Die Zahl der zu bildenden geordneten Datensatzpaare reduziert sich dann auf
diejenigen, bei denen der Attributwert von Y u¨bereinstimmt. Wir ko¨nnen
einen Selektor σ(A×A) angeben:
σ(A×A) = σ′ ◦ σ<(A×A) = {(a, b) ∈ σ<(A×A) | Y (a) = Y (b)} (5.14)
mit σ′(A × A) = {(a, b) ∈ A×A | Y (a) = Y (b)}. Bei Gleichverteilung der
Attributwerte y ∈ dom(Y ) ergibt sich
reduction-rate(A) = 1−
1
2(|A|−1)(|A|−2)
|A|2 ·
domain-size(A, Y ) · |A|)
|A|2
≈ 1− 1
2
selectivity(A, Y ).
Fu¨r einen semantischen Differenzierungs-Schlu¨ssel mit einer Metrik dist :
(dom(Y ))2 → R,∆ > 0 ergibt sich entsprechend
σ(A×A) = σ′ ◦ σ<(A×A) = {(a, b) ∈ σ<(A×A) | dist(Y (a), Y (b)) ≤ ∆}
(5.15)
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mit σ′(A × A) = {(a, b) ∈ A×A | dist(Y (a), Y (b)) ≤ ∆}. Bei einer gleich-
ma¨ßigen Verteilung der Attributwerte y ∈ dom(Y ) bezu¨glich des Abstands-
maßes4 erhalten wir
reduction-rate(A) = 1− 1
2
(|A′|−1)(|A′|−2)
|A|2 ·
∆-density(A, Y )|A| · |A|)
|A|2
≈ 1− 1
2
∆-density(A, Y ).
Fu¨r einen k-NN Selektor mit einer Metrik dist : (dom(Y ))2 → R,
σ(A×A) = {(a, b) ∈ σ<(A×A) | b ∈ k-NN(Y,dist)(a)} (5.16)
ergibt sich
reduction-rate(A) = 1− 1
2
(|A′|−1)(|A′|−2)
|A|2 ·
k · |A|
|A|2
≈ 1− k|A| .
5.1.1 Bestimmen einer optimalen Vorauswahl von Daten-
satzpaaren
Das der Wahl einer optimalen Vorauswahl von Datensatzpaaren zugrunde-
liegende Prinzip wurde von Neiling und Mu¨ller [NM01] entworfen und wird
hier weiter verfolgt. Die dort definierten Ablehnungsregeln, engl. rejecti-
on rules, entsprechen hier den Selektoren σi. Im Folgenden wird auf das
Verfahren eingegangen.
Wir betrachten eine Tabelle A, fu¨r die k Selektoren σ1, . . . , σk angegeben
werden ko¨nnen. Eine Vorauswahl σ ist dann eine Kombination aus diesen
Selektoren, beispielsweise
σ = σi1 ∩ σi2 oder σ = σi1 ∪ σi2 (5.17)
Aus k Selektoren σ1, . . . , σk wird ein Selektor σ fu¨r eine Tabelle A in
zwei Schritten erzeugt:
1. Berechnung eines oder mehrerer Selektoren, die jeweils dem Durch-
schnitt beliebig vieler σi, i = 1, . . . , k entsprechen, und anschließend
2. Vereinigung/Merging der unter 1. erzeugten Selektoren (UNION fu¨r
ausschließlich relationale Selektoren, simultane Abfrage fu¨r allgemeine
Selektoren).
Hierbei ist zu beachten, daß der Durchschnitt in 1. nur fu¨r gleichartige
Selektoren gebildet werden kann. Dies sei fu¨r zwei Klassen von Selektoren
erla¨utert:
4D.h. es gibt ein c ∈ N so daß ∀y ∈ dom(Y ) | {a ∈ A | dist(Y (a), y) ≤ ∆} | ≈ c erfu¨llt
ist.
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• Relationale Selektoren: Durch Konjunktion der Bedingungen, z.B.
(ρi ∧ ρj) fu¨r σi ∩ σj ,
• Metrische Selektoren: Durch Definition einer Maximumsmetrik z.B.
dist = max(disti, distj) fu¨r σi ∩ σj .
Im zweiten Schritt ist die Vereinigung einer Menge mit einer ihrer Teilmen-
gen nicht sinnvoll und daher nicht durchzufu¨hren, z.B. fu¨r die Selektoren
(σ1 ∩ σ2 ∩ σ3) ∪ (σ1 ∩ σ2), da (σ1 ∩ σ2 ∩ σ3) ⊂ (σ1 ∩ σ2).
Um eine optimale Vorauswahl treffen zu ko¨nnen, ermitteln wir
1. Die Selektionsrate sel(σ,A) einer Vorauswahl, d.h. wie hoch ist der
Anteil der selektierten Datensatzpaare, sowie
2. Die Fehlerrate err(σ,A) einer Vorauswahl, d.h. den Anteil der nicht
selektierten dubletten Datensatzpaare.
Die Fehlerrate wird bezu¨glich einer gewa¨hlten bina¨ren Relation Dupl ge-
messen. Mo¨gliche Setzungen fu¨r Dupl sind (δ(a, b) = 0 bezeichne die Klas-
sifikation eines Paares als Duplikat, Same eine Same-Relation fu¨r A):
1. Dupl = {(a, b) ∈ A×A | δ(a, b) = 0},
2. Dupl = Same, sowie
3. Dupl = {(a, b) ∈ Same | δ(a, b) = 0}.
Definition 5.12 (Selektions- und Fehlerrate eines Selektors). A sei
eine Tabelle, zu der eine bina¨re Relation Dupl angegeben sei, in der Dupli-
kate aus A erfaßt sind. σ sei ein Selektor fu¨r A. Dann definieren wir die
Selektions- und Fehlerrate des Selektors σ:5
sel(σ,A) :=
|σ(A×A)|
|A|2 = 1− reduction-rate(A), (5.18a)
err(σ,A) = err(σ,A,Dupl)
:=
|TC(Dupl)\{σ(A×A) ∩ TC(Dupl)}|
|TC(Dupl)| (5.18b)
= 1− |σ(A×A) ∩ TC(Dupl)||TC(Dupl)|
Eine optimale Vorauswahl sollte eine niedrige Selektionsrate mit einer
geringen Fehlerrate vereinen. Das fu¨hrt zu den folgenden drei Optimie-
rungsstrategien,
1. Minimiere das Produkt sel(σ,A) · err(σ,A),
2. Minimiere sel(σ,A) unter der Nebenbedingung err(σ,A) ≤ err0, sowie
5Die Fehlerrate err (5.18b) messen wir fu¨r geordnete Paare von Duplikaten (das sind
genau die mit TC(Dupl) bestimmten), da es generell genu¨gt, geordnete Paare in einer
Vorauswahl zu erzeugen, vgl. Korollar 5.10.
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3. Minimiere err(σ,A) unter der Nebenbedingung sel(σ,A) ≤ sel0.
Als zusa¨tzliche Nebenbedingung ko¨nnen wir den Aufwand fu¨r Erzeugung
und einmalige Verarbeitung der Vorauswahl beschra¨nken (d.h. Laden aller
Paare in σ), beispielsweise indem wir die Nebenbedingung
runtime(σ,A) ≤ t0
mit beru¨cksichtigen. Alternativ dazu kann man den Aufwand in der Ziel-
funktion mit beru¨cksichtigen, z.B. in dem Optimierungsproblem
4. Maximiere den Quotienten6 (1 − sel(σ,A))/runtime(σ,A) unter der
Nebenbedingung err(σ,A) ≤ err0.
Im U¨brigen ist der Gesamtaufwand eines Objektidentifizierungs-Verfah-
rens umso gro¨ßer, je mehr Datensatzpaare verarbeitet (geladen, konvertiert,
verglichen und gespeichert) werden mu¨ssen. Deshalb hat in der Regel eine
Verringerung der Selektionsrate eine Verringerung des Gesamtaufwands zur
Folge.
Lemma 5.13. σ1, σ2 seien Selektoren fu¨r A, weiter sei fu¨r i = 1, 2 ηi =
sel(σi, A), κi = err(σi, A). Dann gilt
max(η1, η2) ≤ sel(σ1 ∪ σ2, A) ≤ η1 + η2 (5.19a)
0 ≤ err(σ1 ∪ σ2, A) ≤ min(κ1, κ2) (5.19b)
0 ≤ sel(σ1 ∩ σ2, A) ≤ min(η1, η2) (5.19c)
max(κ1, κ2) ≤ err(σ1 ∩ σ2, A) ≤ κ1 + κ2 (5.19d)
Beweis. Wir ku¨rzen im Beweis σi(A×A) und σ1 ¦ σ2(A×A) durch σi bzw.
σ1 ¦ σ2 ab (fu¨r i = 1, 2 und ¦ ∈ {∪,∩}) sowie TC(Dupl) verku¨rzen wir zu
TC.
Aus σi ⊂ (σ1 ∪ σ2) fu¨r i = 1, 2 und der Ungleichung
|M1 ∪M2| ≤ |M1|+ |M2| (5.20)
fu¨r zwei Mengen M1,M2 erhalten wir (5.19a) mit
|A|2ηi = |σi| ≤ |σ1 ∪ σ2|
≤ |σ1|+ |σ2| = |A|2(η1 + η2).
Wegen
(
(σ1 ∪ σ2) ∩ TC
) ⊃ (σi ∩ TC) gilt
|(σ1 ∪ σ2) ∩ TC| ≥ |σi ∩ TC|
6Beachte die Identita¨t
reduction-rate(A)
runtime(σ,A)
=
(1− sel(σ,A))
runtime(σ,A)
.
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fu¨r i = 1, 2 und also
err(σ1 ∪ σ2) = 1− |(σ1 ∪ σ2) ∩ TC||TC| ≤ 1−
|σi ∩ TC|
|TC| = κi,
womit (5.19b) gezeigt ist.
Umgekehrt gilt σi ⊃ (σ1 ∩ σ2) fu¨r i = 1, 2 und daher auch (5.19c):
|σ1 ∩ σ2| ≤ |σi| = |A|2ηi.
Da fu¨r Mengen M1,M2 ⊂M stets(
M\{M1} ∪ M\{M2}
) ⊃ M\{M1 ∩M2}
erfu¨llt ist, erhalten wir die Ungleichung
|M\{M1} ∪ M\{M2}| ≥ |M\{M1 ∩M2}|.
Zusammen mit (5.20) erhalten wir daraus (5.19d):
(κ1 + κ2) |TC| = |TC\{TC ∩ σ1}|+ |(TC\{TC ∩ σ2}|
≥ |TC\{TC ∩ σ1} ∪ TC\{TC ∩ σ2}|
≥ |TC\{TC ∩ σ1 ∩ σ2}| = err(σ1 ∩ σ2) |TC|
≥ |TC\{TC ∩ σi}| = κi |TC|, i = 1, 2.
Da wir bei der Optimierung nicht fu¨r jede Kombination σ der Selektoren
σ1, . . . , σk Werte fu¨r err(σ) und sel(σ) bestimmen ko¨nnen, mu¨ssen wir eine
Annahme treffen. Fu¨r den Optimierungsansatz setzen wir err(σ) und sel(σ)
durch Werte innerhalb der Grenzen (5.19) (Es bezeichne ηi = sel(σi) sowie
κi = err(σi)),
sel∗(σ1 ∪ σ2 ∪ . . . ∪ σk, A) := 1
2
(
max
i
(ηi) +
∑
i
ηi
)
, (5.21a)
err∗(σ1 ∪ σ2 ∪ . . . ∪ σk, A) :=
√
min
i
(κi) ·
∏
i
√
κi, (5.21b)
sel∗(σ1 ∩ σ2 ∩ . . . ∩ σk, A) :=
√
min
i
(ηi) ·
∏
i
√
ηi, (5.21c)
err∗(σ1 ∩ σ2 ∩ . . . ∩ σk, A) := 1
2
(
max
i
(κi) +
∑
i
κi
)
. (5.21d)
Wir erla¨utern die Setzungen in (5.21). Fu¨r (5.21a) und (5.21d) setzen wir
den Wert durch den Wert des Maximums (der unteren Schranke gema¨ß
(5.19)) plus der Ha¨lfte der Summe der verbleibenden Werte (die Summe
aller Werte bildet die obere Schranke). Fu¨r (5.21b) und (5.21c) erhalten
wir bei Unabha¨ngigkeit der einzelnen Dimensionen als Wert das Produkt,
d.h. fu¨r (5.21b) gilt dann err∗(σ1 ∪ σ2 ∪ . . . ∪ σk, A) ≈
∏
i κi. Da wir die
Unabha¨ngigkeit nicht garantieren ko¨nnen, setzen wir einen ho¨heren Wert in
(5.21b) fu¨r die Fehlerrate bzw. fu¨r die Selektionsrate in (5.21c). Dazu ver-
wenden wir eine in (0,1) konvexe Transformation, x 7→ √x, fu¨r alle κi bis auf
den minimalen Wert (der die obere Schranke bildet), der nicht transformiert
in das Produkt eingeht.
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s1 s3s2
s1s3s1s2 s2s3
s1s2s3
s1+s2 s1+s3 s2+s3
s1s2+s3 s1s3+s2
s1+s2+s3
s2s3+s1
s1s2+s1s3 s1s3+s2s3s1s2+s2s3
Vereinigung von Mengen 
Durchschnitt von Mengen
Legende
Abbildung 5.1: Der vollsta¨ndige Suchgraph fu¨r drei Selektoren s1, s2, s3 (si
steht fu¨r σi, sisj bedeutet si∩ sj , si+ sj bedeutet si∪ sj), vgl. Beispiel 5.14
Beispiel 5.14. Wir betrachten die Tabelle A = Customer aus dem Beispiel
5.7 auf Seite 126 und nehmen an, daß sie 100 000 Datensa¨tze enthalte, von
denen 40% Duplikate seien. Es seien drei Selektoren angegeben:
σ1(A×A) = {(a, b) | a.BirthDate = b.BirthDate} ,
σ2(A×A) = {(a, b) | a.Initial = b.Initial} ,
σ3(A×A) = {(a, b) | a.ZIP = b.ZIP} ,
die jeweils approximative Differenzierungs-Schlu¨ssel fu¨r das Geburtsdatum,
den Initialen des Nachnamens und fu¨r die Postleitzahl (ZIP-Code) aus-
dru¨cken.
Selektor σi ηi κi
σ1 (Geburtsdatum) 0.003 0.025
σ2 (Initial) 0.050 0.005
σ3 (PLZ) 0.005 0.010
Aus den Selektoren σi lassen sich durch Mengen-Durchschnitt und Ver-
einigung mehrere Selektoren σ bilden, z.B.
σ = σ1 ∪ (σ2 ∩ σ3),
= {(a, b) | a.BirthDate = b.BirthDate OR
(a.Initial = b.Initial AND a.ZIP = b.ZIP)}
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mit
err∗(σ,A) = err∗(σ1 ∪ (σ2 ∩ σ3), A)
= 0.00198,
sel∗(σ,A) = sel∗(σ1 ∪ (σ2 ∩ σ3), A)
= 0.00356
Aus der Menge der bildbaren Selektoren soll der bezu¨glich einer Zielfunk-
tion optimale Selektor ausgewa¨hlt werden. Der vollsta¨ndige Suchgraph fu¨r
das Optimierungsproblem ist in der Abbildung 5.1 dargestellt. Die Werte
der Selektions- und Fehlerraten sind in der Tabelle 5.1 zu finden.
Fu¨r die Lo¨sung des Optimierungsproblems verwenden wir die Setzungen
der Selektions- und Fehlerraten gema¨ß (5.21). Weiter sei
runtime(σi, A) = 100, runtime(σi∩σj , A) = 150, runtime(σ1∩σ2∩σ3, A) = 200
und
runtime(σ ∪ σ′, A) = runtime(σ,A) + runtime(σ′, A).
Wir lo¨sen exemplarisch zwei Optimierungsprobleme fu¨r das Beispiel, eines
ohne und ein zweites mit Beru¨cksichtigung des Aufwandes (Σ bezeichnet die
Menge aller bildbaren Selektoren):
(1) minσ∈Σ
!
= ZF (1)(σ) := err∗(σ,A) unter der NB: sel∗(σ,A) ≤ η0 =
0, 010.
(2) maxσ∈Σ
!
= ZF (2)(σ) := (1− sel∗(σ,A))/runtime(σ,A)
unter der NB: err∗(σ,A) ≤ κ0 = 0.025.
Wir erhalten je Optimierungsproblem eine optimale Lo¨sung:
(1) σ(1) = σ1 ∩ σ3,
(2) σ(2) = (σ1 ∩ σ2) ∪ (σ1 ∩ σ3).
Die optimale Lo¨sung wird durch eine Suche entlang des Suchgraphen
(vgl. Abb. 5.1) ermittelt, wobei bei einer Verletzung der Nebenbedingung
abgebrochen wird. Bei Optimierungsproblemen mit einer gro¨ßeren Zahl von
Selektoren, z.B. mit mehr als 50 alternativen Selektoren σi, wird der Einsatz
von heuristischen Suchverfahren notwendig. Typischerweise gibt es jedoch
maximal 10–25 alternative Selektoren bei Objektidentifizierungs-Problemen,
so daß selbst die vollsta¨ndige Enumeration aller Kombinationen der Selek-
toren praktikabel ist.
5.2 Die Verwendung von Indexstrukturen
Im vorangegangenen Abschnitt haben wir uns mit Selektoren befaßt. Fu¨r
die effiziente Umsetzung eines Selektors ist der Einsatz von Indexstrukturen
erforderlich, da große Datenbesta¨nde nach Datensa¨tzen (respektive Paaren)
gefiltert werden, die Bedingungen an Attributwerte erfu¨llen sollen. Hierbei
ist es fu¨r die Wahl einer Indexstruktur von Bedeutung,
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Tabelle 5.1: Die Werte der Fehler- und Selektionsraten sowie die Laufzeit
fu¨r die Selektoren des Beispiels 5.14
Selektor si = σi ηi κi runtime
s1 .00300 .02500 100
s2 .05000 .00500 100
s3 .00500 .01000 100
s1s2 .00067 .02750 150
s1s3 .00021 .03000 150
s2s3 .00112 .01250 150
s1s2s3 .00005 .03250 200
s1 + s2 .05150 .00079 200
s1 + s3 .00650 .00158 200
s2 + s3 .05250 .00050 200
s1 + s2 + s3 .05400 .00008 300
s1 + s2s3 .00356 .00198 250
s2 + s1s3 .05011 .00087 250
s3 + s1s2 .00534 .00166 250
s1s2 + s1s3 .00078 .00476 300
s1s2 + s2s3 .00145 .00207 300
s1s3 + s2s3 .00122 .00217 300
(1) ob auf Wert-Gleichheit gepru¨ft werden soll,
(2) ob die alternative U¨bereinstimmung von Wert-Kombinationen erfu¨llt
sein soll (z.B. mindestens k ≥ 2 Bigrams7), oder
(3) ob eine tolerierbare Abweichung bezu¨glich eines Toleranzintervalles fu¨r
ordinal und kardinal skalierte Attribute oder bezu¨glich einer Metrik
fu¨r metrisch skalierte Attribute eingehalten werden soll, oder ob die k
na¨chsten Nachbarn bezu¨glich einer Metrik gefunden werden sollen.
Zu den Punkten (1)–(3) ko¨nnen wir feststellen:
(1) Die Pru¨fung auf Wert-Gleichheit ist durch den Einsatz der Index-
strukturen, die in marktu¨blichen Datenbank-Management-Systemen
verfu¨gbar sind (z.B. Bitmaps, Hashing, B-Trees), effizient lo¨sbar.
(2) Die Pru¨fung auf alternative U¨bereinstimmung von Wert-Kombinatio-
nen ist zuru¨ckfu¨hrbar auf die Pru¨fung auf Wertgleichheit. Eine Um-
setzung solch einer Indexstruktur ist mit dem Ansatz von Schallehn
et. al [SSS01] mo¨glich, bei dem eine Erweiterung der Anfragesprache
(z.B. SQL) um benutzerspezifische Funktionen vorgeschlagen wird.
Die hier verwandte Umsetzung basiert auf dem Prinzip relationaler
Indexstrukturen (vgl. Kriegel et. al [KPPS03]), bei dem benutzer-
spezifische Indexstrukturen auf Relationen abgebildet werden, die fu¨r
7Bigrams sind aufeinanderfolgende Buchstabenpaare einer Zeichenkette, z.B. HA AN
NS fu¨r Hans, vgl. Definition 5.15 auf Seite 136.
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einen effizienten Zugriff mit den in Datenbank-Management-Systemen
verfu¨gbaren Indexstrukturen versehen werden ko¨nnen. Wir erzeu-
gen einen Index fu¨r die Pru¨fung auf alternative U¨bereinstimmung von
Wert-Kombinationen entweder mit einer Index-Tabelle, in der
(a) Wert-Kodierungen der betreffenden Attribute der Datensa¨tze,
oder
(b) Kombinationen von Wert–Kodierungen erzeugt und erfaßt wer-
den.
Wa¨hrend fu¨r den Fall (a) eine COUNT-Operation notwendig ist, la¨ßt
sich diese durch Einsatz der Lo¨sung (b) vermeiden, wobei alle Kom-
binationen von k Werten gespeichert werden mu¨ssen, dies sind bei n
Werten allerdings
(
n
k
)
Eintra¨ge. Die Realisierung eines solchen Indexes
fu¨r N-Grams wird im Abschnitt 5.2.1 auf Seite 135 beschrieben.
(3a) Kardinale Skala: Die effektive Filterung von Datensa¨tzen, fu¨r die kar-
dinal skalierte Attribute ein mehrdimensionales Toleranzintervall ein-
halten, ist durch mehrdimensionale Indexstrukturen realisierbar, fu¨r
einen U¨berblick siehe dazu z.B. [GG98] oder [BBKM00]. Geeigne-
te mehrdimensionale Indexstrukturen sind (Range-encoded) Bitmap-
Indizes, Baum-basierte Indexstrukturen (z.B. kdb-tree [Rob81], R∗-
tree oder X-tree [BKK96]) oder Grid-files (z.B. ε-grid [BBKK01]).
In den verschiedenen Datenbank-Management-Systemen sind einige
dieser mehrdimensionalen Indexstrukturen verfu¨gbar. Zur Gewa¨hrlei-
stung eines effizienten Zugriffs kann also fu¨r die Attributmengen, an
die in einem (relationalen) Selektor σ Bedingungen gestellt werden,
ein Index in der Datenbank erzeugt werden.
(3b) Metrische Skala: Fu¨r die Filterung von Datensa¨tzen, bei denen me-
trisch skalierte Attribute eine tolerierbare Abweichung nicht u¨berschrei-
ten sowie das Filtern der k–na¨chsten Nachbarn bezu¨glich einer Metrik,
sind Indexstrukturen fu¨r metrische Skalen einsetzbar. Diese befinden
sich derzeit in der Forschung (z.B. M–Tree [CPZ97] oder MVP-Tree
[BO99]) und mu¨ssen als externe Indexstruktur erzeugt und verwaltet
werden.
5.2.1 Index-Erstellung fu¨r Wertkombinationen
In Datenbanken sind viele Text-Informationen in Form von Zeichenketten
gespeichert, wie z.B. Namen- und Adreßdaten. Dem effizienten Zugriff
auf Datensa¨tze und Datensatzpaare, die Bedingungen an diese Attribute
erfu¨llen, kommt deshalb im Rahmen der Objektidentifizierung eine beson-
dere Bedeutung zu. Fu¨r die Indexierung von Zeichenketten, insbesondere fu¨r
die U¨berpru¨fung auf U¨bereinstimmung von Teilen der Zeichenketten (engl.:
substrings), stehen Indexstrukturen zur Verfu¨gung. Will man jedoch andere
Bedingungen, wie beispielsweise die U¨bereinstimmung von k ≥ 2 NGrams,
an Zeichenketten formulieren und effizient abarbeiten, ist eine spezielle Co-
dierung und Umformulierung der Bedingungen notwendig, so daß auf Wert-
Gleichheit pru¨fende Indexstrukturen eingesetzt werden ko¨nnen. Durch die-
136 KAPITEL 5. VORAUSWAHL VON DATENSATZ-PAAREN
ses Vorgehen la¨ßt sich die Effizienz des Zugriffs durch die verfu¨gbaren In-
dexstrukturen zur Pru¨fung auf Wert-Gleichheit garantieren.
Falls man einen Selektor realisieren mo¨chte, der nicht auf einer Metrik
basiert, la¨ßt sich eine Distanz-basierte Indexstruktur nicht einsetzen, da die
Dreiecksungleichung nicht erfu¨llt ist. An zwei Beispielen stellen wir dar, wie
solche Selektoren durch eine geeignete Berechnung von Codes und deren
Speicherung in Tabellen, die versehen mit effizienten (numerischen) Indizes
fu¨r uns als Index-Tabellen fungieren, umgesetzt werden ko¨nnen. Die zen-
trale Idee hierbei ist, die in relationalen Datenbank-Management-Systemen
verfu¨gbaren Indexstrukturen durch eine geeignete Kodierung des Selektors
nutzbar zu machen.
Definition 5.15 (NGram). w sei eine Zeichenkette (ein Wort) u¨ber einem
Alphabet A, d.h. w ist eine Folge von Zeichen aus A, w = w1w2 · · ·wm,
wi ∈ A. Weiter sei n ∈ N+, n ≤ n. Dann sind wjwj+1 · · ·wj+n−1, j =
1, . . . , (m− n+ 1) die NGrams der La¨nge n von w.
Fu¨r n = 2 bezeichnet man sie auch als BiGrams.
Beispiel 5.16 (NGram-Index). Es ist eine Datenbank A mit Personendaten
(Name, Vorname, Adresse und Geburtsdatum) gegeben, in der Duplika-
te gefunden werden sollen. Es sollen alle Datensa¨tze miteinander vergli-
chen werden, bei denen mindestens k NGrams der La¨nge n des Namens
u¨bereinstimmen. D.h. wir bilden den Selektor (k ≥ 2)
σ(A×A) = {(a, b) | #MatchingNGrams(a.Name, b.Name, n) ≥ k} (5.22)
Dazu erzeugen wir eine Index-Tabelle NGramIndex, um daraus mit σ eine
Vorauswahl zu erzeugen:
1. Fu¨r alle Datensa¨tze a ∈ A: Bestimmen der NGrams des Namens eines
des Datensatzes (z.B. mit einer Funktion NGramList(Name)), nume-
rische Codierung jedes NGrams und Speicherung des Codes in einer
Tabelle NGramIndex(ID,CODE) zusammen mit der ID des Datensatzes
a. Um effizient auf Datensa¨tze zugreifen zu ko¨nnen, wird fu¨r die Spal-
ten ID und CODE der Tabelle NGramIndex ein eindimensionaler Index
in der Datenbank erzeugt, z.B. ein B-Baum [] fu¨r ID und ein kompri-
mierter Bitmap-Index fu¨r CODE.
2. Fu¨r alle Datensa¨tze a ∈ A: Filtern der Datensa¨tze b (d.h. jeweils
die ID) aus der Indextabelle NGramIndex(ID,CODE), bei denen bei
mindestens k Codes u¨bereinstimmen. Das liefert geordnete Tupel
(a.ID, b.ID).
Die Auswahl der Datensa¨tze im 2. Schritt erfolgt u¨ber das unten angege-
bene SQL-Statement Statement 1, bei dem die Variablen A ID und B ID
gebunden werden und das Statement ausgefu¨hrt wird. Die Anzahl der
gleichzeitig im Arbeitspeicher zu haltenden Datensa¨tze sei WindowSize≥ 2,
N:= 12WindowSize und die ID eine fortlaufende Nummer in A. Der Selek-
tor σ (5.22) ist dann gegeben durch die Vereinigung (UNION) der Resultate.
Der Index kann mit dem folgenden SQL-Statement in Blo¨cken von bis zu
WindowSize Datensa¨tzen abgearbeitet werden, wenn die A ID aufsteigend
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gebunden wird, und der Wert A ID und B ID fu¨r einen darauffolgenden Block
jeweils mit dem maximalen Wert des letzten Blockes gesetzt wird.
Statement 1(WindowSize, A ID, B ID, k)=
{ SELECT TOP WindowSize idxA.ID, idxB.ID
FROM NGramIndex AS idxA, NGramIndex AS idxB
WHERE idxA.CODE = idxB.CODE
AND idxA.ID < idxB.ID
AND (idxA.ID > A ID OR (idxA.ID = A ID AND idxB.ID > B ID))
GROUP BY idxA.ID, idxB.ID
HAVING COUNT(*) >= k; }
Dieses Vorgehen birgt die Nachteile, daß (1) alle Paare von Datensa¨tzen
gebildet werden mu¨ssen, bei denen mindestens ein NGram u¨bereinstimmt,
und (2), daß u¨ber alle gefilterten Datensa¨tze ein COUNT berechnet werden
muß. Durch Vorberechnung aller Kombinationen von k NGrams und deren
Speicherung8 lassen sich beide Nachteile vermeiden, allerdings bei Speiche-
rung von bis zu
(
n
k
)
statt n Eintra¨gen je Datensatz aus A in der Tabelle
NGramIndex(ID,CODE), n = #NGrams. Folglich ist es nur praktikabel bei
kurzen Zeichenketten (d.h. n ≈10-15) und kleinen k (z.B. k = 2, 3). Das
obige SQL-Statement reduziert dann zu:
Statement 2(WindowSize, A ID, B ID, k)=
{ SELECT TOP WindowSize idxA.ID, idxB.ID
FROM NGramIndex AS idxA, NGramIndex AS idxB
WHERE idxA.CODE = idxB.CODE
AND idxA.ID < idxB.ID
AND (idxA.ID > A ID
OR (idxA.ID = A ID AND idxB.ID > B ID));}
Im Gegensatz zum Statement 1 werden im Statement 2 nur die Daten-
satzpaare gebildet, bei denen mindestens k NGrams u¨bereinstimmen. Aller-
dings werden hier alle geordneten Tupel (a.ID, b.ID) mehrfach selektiert,
bei denen mehr als k NGrams u¨bereinstimmen. Das ließe sich zwar durch
Verwendung von SELECT DISTINCT vermeiden, ist aber aufgrund des dafu¨r
notwendigen Rechenaufwandes bei der Selektion nicht sinnvoll. Bei der wei-
teren Verarbeitung kann alternativ dazu kontrolliert werden, daß fu¨r einen
Tupel (a.ID, b.ID) nur einmalig die Datensa¨tze aus A gelesen werden.
Bemerkung 5.17. Das oben angegebene SQL-Statement Statement 2 ist ge-
nerell als Selektion von Tupeln basierend auf der Gleichheit von mindestens
einem in einer Index-Tabelle hinterlegten Codes (beispielsweise von Attri-
butwerten) geeignet, etwa fu¨r die phonetische Kodierung von Namen.
Bemerkung 5.18. Der im Beispiel 5.5 auf Seite 125 beschriebene Band-Join
fu¨r kardinal skalierte Attribute X1, . . . , Xk la¨ßt sich ebenfalls mit einer ana-
logen Kodierung umsetzen (alternativ zur Verwendung mehrdimensionaler
Indexstrukturen, vgl. Punkt (3a) auf Seite 135), das Vorgehen ist folgen-
dermaßen:
8D.h. anstatt des Codes eines NGrams wird ein Code fu¨r die Kombination von k
NGrams berechnet, z.B. durch Aneinanderfu¨gen der Codes der einzelnen Bigrams unter
vorheriger lexikographischer Sortierung.
138 KAPITEL 5. VORAUSWAHL VON DATENSATZ-PAAREN
• Fu¨r jedes Attribut Xi, das ein Toleranzintervall ±∆i nicht u¨berschrei-
ten soll, wird eine Indextabelle IDX i(ID,CODE) angelegt.
• Fu¨r die Wertebereiche dom(Xi) ⊂ R wird eine hinreichend feine Dis-
kretisierung dom(Xi) =
⋃
Iij von Intervallen Iij =⊂ R mit Iij∩Iij′ = ∅
fu¨r j 6= j′ gewa¨hlt9 und jedem Intervall ein Code-Wert zugeordnet.
• Fu¨r einen Vektor (x1, . . . , xk) eines Datensatzes, xi ∈ dom(Xi), werden
alle Intervalle Iij ermittelt, fu¨r die Iij∩[xi−∆i, xi+∆i] 6= ∅ gilt und die
assoziierten Code-Werte jeweils als Paar mit der ID des Datensatzes
in den Tabellen IDX i(ID,CODE) gespeichert.
Das Abarbeiten dieses Band-Joins kann dann analog zum Vorgehen fu¨r N-
Grams erfolgen, wobei ein Paar nur dann gebildet wird, wenn in jeder der i
Index-Tabellen jeweils mindestens ein Code u¨bereinstimmt (durch Bildung
des INNER JOIN).
Bemerkung 5.19 (Caching). Beim Abarbeiten eines CODE-Indexes mu¨ssen
die Datensa¨tze, die mehrere Codes haben, zumeist mehrfach geladen werden.
Durch die im Folgenden kurz skizzierte Caching-Strategie la¨ßt sich das
mehrfache Laden von Datensa¨tzen begrenzen. Zuna¨chst nehmen wir an, daß
jeder Block von Datensa¨tzen mit einem identischen Code im Arbeitsspei-
cher zu halten ist, d.h. daß die WindowSize genu¨gend groß ist (andernfalls
mu¨ssen Datensa¨tze mit identischem Code, die nicht gleichzeitig in den Ar-
beitsspeicher passen, mehrfach geladen werden). Je einzelnem Code werden
alle Datensa¨tze geladen und vollsta¨ndig abgearbeitet, d.h. es werden alle
Paare gebildet und prozessiert. Da die meisten Code-Blo¨cke nicht den ge-
samten Arbeitsspeicher beno¨tigen, kann ein dynamischer Cache gefu¨llt wer-
den, der die schon geladenen Datensa¨tze solange vorha¨lt, bis sie fu¨r einen
großen Code-Block u¨berschrieben werden mu¨ssen, oder bis sie vollsta¨ndig
abgearbeitet sind.
Um zu erreichen, daß Datensa¨tze nicht mehrfach geladen werden mu¨ssen,
gibt es mehrere Strategien des Caching. Falls es beispielsweise durch Clu-
stern der Datensa¨tze mo¨glich ist, daß ein Großteil der geladenen Datensa¨tze
ebenfalls im na¨chsten Block enthalten sind, kann dies eine hohe Effizienz
garantieren. Jedoch ist dies nur schwer im Allgemeinen zu erfu¨llen, da sie
von der Ha¨ufigkeit der einzelnen Codes und der Zahl von Codes je Daten-
satz abha¨ngt. Der Effizienzgewinn ist daher nicht vorhersagbar und ha¨ngt
zudem von der verwandten Cluster-Methode ab.
Wir verfolgen eine alternative Caching-Strategie. Sie besteht darin,
die Code-Blo¨cke (das sind Blo¨cke aller Datensa¨tze mit jeweils u¨bereinstim-
mendem Code) in eine Reihenfolge zu bringen, daß fu¨r einzelne Datensa¨tze
sichergestellt werden kann, daß alle ihre Codes geladen wurden (da sie dann
aus dem Cache entfernt werden ko¨nnen). Das folgende Sortierschema ist
dahingehend optimal.10
9Die Disjunktivita¨t der Intervalle Iij ∩ Iij′ = ∅ fordern wir nur aus Effizienzgru¨nden,
sie kann auch fallengelassen werden.
10Alternativ zum Sortieren der Index-Tabelle ko¨nnen auch die Datensa¨tze selbst phy-
sisch in dieser Reihenfolge gespeichert werden.
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1. Anordnung der Index-Eintra¨ge gruppiert in Blo¨cken je gleichem Code,
wobei jeder Code nur einmal verarbeitet wird und
2. der erste Code-Block beliebig ist,
3. die Reihenfolge der Eintra¨ge innerhalb des ersten Code-Blockes eben-
falls beliebig ist, jedoch aber die Abarbeitung der weiteren Codes be-
stimmt,
4. die (k−1) darauffolgenden Blo¨cke sind durch die (k−1) verbleibenden
Codes des ersten Datensatzes aus dem ersten Code-Block bestimmt
— wodurch dieser Datensatz nach Verarbeitung dieser Code-Blo¨cke
vollsta¨ndig abgearbeitet ist, und
5. anschließend werden die Code-Blo¨cke mit den (noch nicht aufgefu¨hrten)
Codes des zweiten bis letzten Datensatzes im ersten Block abgear-
beitet, danach die Code-Blo¨cke mit den Codes des ersten noch nicht
vollsta¨ndig abgearbeiteten Datensatzes im zweiten Code-Block usw.
usf.
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Kapitel 6
Benchmarking
Spieglein, Spieglein an der Wand,
Wer ist die Scho¨nste im ganzen Land?
Frau Ko¨nigin, Ihr seid die Scho¨nste hier,
aber Sneewittchen hinter den sieben Bergen
ist tausendmal scho¨ner als ihr!
Aus
”
Sneewittchen“
A software benchmark is a prescription for a set of measurements
to evaluate some category of software capability,
usually performance.
P. O’Neill (in [O’N94, p. 602])
Inhalt dieses Kapitels. In diesem Kapitel wird ein Vergleich
von Objektidentifizierungs-Verfahren durchgefu¨hrt. Wir geben Qua-
lita¨tskriterien fu¨r Objektidentifizierungs-Verfahren an. Es wird eine
Spezifikation fu¨r eine Benchmark fu¨r Objektidentifizierung angegeben.
Fu¨r drei Datenbanken werden drei Objektidentifizierungs-Verfahren
evaluiert. Das Kapitel schließt mit einer kritischen Diskussion der Re-
sultate.
Wir orientieren uns bei der Definition einer Benchmark fu¨r Objektident-
ifizierung an den Prinzipien fu¨r Benchmarks aus dem Datenbank-Bereich,
wie die TPC-Benchmark des Transaction Processing Performance Council
[TPC]. Diese Prinzipien sind nach J. Gray [Gra93]:
(1) Relevanz fu¨r die Anwendungsdoma¨ne (engl.: Relevancy),
(2) U¨bertragbarkeit auf andere Hard- und Software-Plattformen (engl.:
Portability),
(3) Skalierbarkeit bezu¨glich anwendungsrelevanter Parameter (engl.: Sca-
lability), sowie
(4) Einfachheit, Versta¨ndlichkeit und Transparenz (engl.: Simplicity).
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Diese vier Kriterien stellen den Ausgangspunkt fu¨r den Entwurf einer
Benchmark fu¨r Objektidentifizierung dar: (1) Relevanz: Fehler in den Du-
plikaten der verwandten Daten sollen den fu¨r Realwelt-Daten typischen Va-
riationen entsprechen (mo¨glicherweise aber unterschiedlich je nach Anwen-
dungsfall). Erfu¨lltsein typischer Charakteristika von Realwelt-Daten, z.B.
die Existenz semantischer Schlu¨ssel, (2) U¨bertragbarkeit: Verwendung ei-
ner System-unabha¨ngigen Implementierung, Vermeiden spezifischer Funk-
tionalita¨t von Datenbank Management Systemen (z.B. work flows, trigger
oder stored procedures) in der allgemeinen Spezifikation,1 (3) Skalierbar-
keit: Adaptierbarkeit auf verschiedenartige, kleine und große Datenbanken
(z.B. Speichervolumen/Datensatzzahl, Schemakomplexita¨t, Anzahl und Art
der Tabellen/Attribute), Adaptierbarkeit eines Verfahrens bezu¨glich Qua-
lita¨tskriterien (z.B. Skalierbarkeit bzgl. der Fehlerraten oder der Perfor-
manz), (4) Einfachheit: Spezifikation des Testablaufes fu¨r Daten mit einfa-
chen Schemata (z.B. fu¨r eine universale Relation), modulares Design einer
Implementierung der Testumgebung (z.B. voneinander unabha¨ngige Routi-
nen fu¨r Stichprobenziehung und Qualita¨tsmessung).
Unterschiedliche Objektidentifizierungs-Verfahren, die auf eine Daten-
bank angewandt werden ko¨nnen, liefern unterschiedliche Ausgaben. Ein
Verfahren liefert als Ergebnis der Objektidentifizierung eine Liste der ID’s
dubletter Paare von Elementen, ein anderes Dublettengruppen. Ein drit-
tes Verfahren liefert zu den Paaren eine Bewertung, die einem Grad der
U¨bereinstimmung entspricht. Wir wollen die Qualita¨t von solchen Verfah-
ren evaluieren. Dazu fassen wir ein Objektidentifizierungs-Verfahren als
Realisierung einer Entscheidungsfunktion δ wie folgt auf:
Definition 6.1 (Objektidentifizierungs-Verfahren). A sei eine Daten-
bank. Ein Objektidentifizierungs-Verfahren fu¨r Instanzen a, b von Klassen
C aus A (z.B. Datensa¨tze einer universalen Relation A) schreiben wir als
Entscheidungsfunktion δ, (a, b) 7→ δ(a, b) ∈ [0, 1], die folgende Werte an-
nimmt:
δ(a, b) = 0 ⇐⇒ a und b als Duplikate klassifiziert sind, (6.1a)
δ(a, b) = 1 ⇐⇒ a und b als Nicht-Duplikate klassifiziert sind, (6.1b)
0 < δ(a, b) < 1 ⇐⇒ die Entscheidung fu¨r (a, b) unbestimmt bleibt. (6.1c)
In Lim et al. [LSPR96] werden die in (6.1a) genannten drei mo¨glichen
Entscheidungen als identical/non matching/undetermined bezeichnet. Es
sei bemerkt, daß durch Erho¨hung der Zahl der unbestimmten Fa¨lle der Feh-
ler der Entscheidungsfunktion verringert werden kann. Deshalb erweist es
sich fu¨r den Vergleich von Verfahren als sinnvoll, eine Schranke ε ∈ [0, 1)
anzugeben, so daß
| {(a, b) ∈ A×A : a < b ∧ 0 < δ(a, b) < 1} | ≤ ε · |A| . (6.2)
ε wird 0 gesetzt, falls keine Datensatzpaare unbestimmt bleiben sollen und
andernfalls gro¨ßer Null.
1Nichtsdestotrotz kann diese Funktionalita¨t natu¨rlich fu¨r spezifische Anwendungen ge-
nutzt werden, aufgrund variierender Funktionalita¨t der Systeme ist ein Vergleich dadurch
jedoch erschwert.
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Wir geben an, was wir unter einer Benchmark fu¨r die Objektidentifizie-
rung verstehen und diskutieren im Anschluß, welche Anforderungen wir an
solch eine Benchmark stellen.
Definition 6.2 (Objektidentifizierungs-Benchmark). Eine Benchmark
fu¨r die Objektidentifizierung besteht aus:
• Einer Datenbank A, zu der eine vollsta¨ndige Same-Relation angegeben
ist,
• Einer Menge von (semantischen) Constraints C u¨ber die Datenbank A,
sowie
• Einer Menge von Qualita¨tskriterien Q, nebst einer Spezifikation ihrer
Bestimmung/Berechnung fu¨r Objektidentifizierungs-Verfahren auf A.
Bemerkung 6.3 (Realwelt-Benchmark). Wir fordern von einer Benchmark
Relevanz, d.h. unter anderem, daß die Fehler in den Daten der Benchmark
dem Auftreten von Variationen in realen Datenbesta¨nden entsprechen. Um
diese Forderung zu erfu¨llen, pla¨dieren wir fu¨r die ausschließliche Verwen-
dung von Realwelt-Datenbesta¨nden als Benchmark-Daten, da diese Variatio-
nen kaum ada¨quat mit einem fehlererzeugenden Zufalls-Prozeß nachbildbar
sind. Insbesondere la¨ßt sich fu¨r eine mit Fehlern aus einem Zufalls-Prozeß
erzeugte Benchmark-Datenbank —sofern der Zufalls-Prozeß bekannt oder
erkennbar ist— immer ein Objektidentifizierungs-Verfahren finden, das zwar
optimal ist bezu¨glich der mit diesem Prozeß erzeugten Duplikate, aber fu¨r
Realwelt-Daten eine deutlich schlechtere Anpassung aufweisen wird. Zum
Erzeugen einer Benchmark-Datenbank kann man aber Daten verwenden,
die einen Identifizierer aufweisen (z.B. die Social Security Number SSN fu¨r
Personendaten in den USA oder die ISBN fu¨r Bu¨cher) und den Identifizierer
zwar fu¨r das Erstellen der Same-Relation ausnutzen, diesen dann aber nicht
fu¨r das Lernen einer Klassifikation verwenden.
6.1 Qualita¨tskriterien fu¨r Objektidentifizierungs-
Verfahren
In diesem Abschnitt betrachten wir Qualita¨tskriterien fu¨r Objektidentifizie-
rungs-Verfahren. Als Objektidentifizierungs-Verfahren fassen wir ein Com-
puterprogramm auf, das eine Datenbank als Input erha¨lt und als Output ei-
ne Liste (oder Tabelle) liefert, die die als Duplikate klassifizierten/erkannten
Datensa¨tze entha¨lt bzw. auf sie verweist (die Duplikate mu¨ssen in Gruppen
zu mindestens zwei Datensa¨tzen ausgegeben werden).
Fu¨r einen Vergleich kommen folgende Qualita¨tskriterien in Frage:
• Quantitative Kriterien: Korrektheit, Skalierbarkeit, Performanz
sowie Aufwendungen und Kosten.
• Qualitative Kriterien: Versta¨ndlichkeit, Transparenz, Benutzbar-
keit, Integrierbarkeit, Verla¨ßlichkeit, Vollsta¨ndigkeit, Robustheit, Er-
weiterbarkeit, Adaptierbarkeit und Flexibilita¨t.
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Die quantitativen Kriterien lassen sich fu¨r einen Anwendungsfall scha¨tzen
bzw. ermitteln. In den folgenden Abschnitten werden wir auf die Scha¨tzung
der ersten drei quantitativen Qualita¨tskriterien na¨her eingehen. Fu¨r die
qualitativen Kriterien kann in der Regel eine Bewertung nur durch Experten
in Form einer Beschreibung der Eigenschaften des Verfahrens bezu¨glich eines
Kriteriums vorgenommen werden. Je nach Anwendbarkeit fu¨r ein Kriterium
kann aber auch eine Punkteskala oder Rangfolge fu¨r die Bewertung verwandt
werden.
• Quantitative Kriterien:
– Korrektheit : Ermittlung der Fehlerraten sowie der Anzahl unbe-
stimmter Datensatzpaare durch Testla¨ufe,
– Skalierbarkeit (1) bezu¨glich wachsender Datenbank-Gro¨ße |A| oder
(2) bezu¨glich Parallelisierbarkeit der Berechnungen,
– Kontrollierbarkeit bezu¨glich der Anzahl unbestimmter Datensatz-
paare und Fehlerschranken,
– Performanz : Berechnungsaufwand, z.B. Komplexita¨t der Algo-
rithmen, Rechenzeit von Testla¨ufen,
– Kosten: Ausgaben fu¨r Inbetriebnahme und Betrieb, z.B. Hard-
ware, Software-Lizenzen, Personalkosten (Administration, Pflege
und Betreuung), sonstige Aufwendungen (z.B. fu¨r Installation,
Datenbereinigung und Lernen von Klassifikationen).
• Qualitative Kriterien:
– Versta¨ndlichkeit und Transparenz des Verfahrens (Beschreibung
von Algorithmen, Heuristiken, etc.), Nachvollziehbarkeit der Er-
gebnisse,
– Benutzbarkeit der Software, z.B. wie Benutzer-freundlich ist die
Software oder wird Expertenwissen gebraucht (und wenn ja, wel-
ches),
– Integrierbarkeit in vorhandene Software-Architekturen, z.B. in-
wieweit sind (standardisierte) Schnittstellen (engl.: interfaces)
fu¨r den Daten-/Objekt-Austausch mit anderen Software-Kompo-
nenten vorhanden oder realisierbar, ist eine automatische Steue-
rung des Programms mo¨glich (z.B. durch Trigger),
– Vollsta¨ndigkeit der Software, d.h., wird der gesamte Objekti-
dentifizierungsprozeß durch die Software abgedeckt, oder sind
erga¨nzende Module notwendig,
– Verla¨ßlichkeit und Robustheit der Verfahren, insbesondere den
Einsatz im Produktivbetrieb betreffend (z.B. ist das Verfahren
methodisch ausgereift und hat es sich in der Praxis bewa¨hrt ),
– Erweiterbarkeit, Adaptierbarkeit und Flexibilita¨t : z.B. (1) besteht
die Mo¨glichkeit von automatischen und inkrementellen Updates
(wie z.B. eine Modifikation der Entscheidungsregel durch neue
Daten), (2) inwieweit ist eine Anpaßbarkeit an eine vera¨nderte
Datenmodellierung gegeben (z.B. zusa¨tzliche Attribute), sowie
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(3) ko¨nnen weitere Datenbanken nachtra¨glich in den Identifikati-
onsprozeß mit einbezogen werden.
Im Folgenden geben wir Maße fu¨r die quantitativen Qualita¨tskriterien
Korrektheit, Kontrollierbarkeit und Performanz sowie deren Berechnung fu¨r
Stichproben von Datensa¨tzen an.
6.1.1 Korrektheit der Identifizierung
Die Korrektheit eines Objektidentifizierungs-Verfahrens ist bestimmt durch
die Wahrscheinlichkeit, eine Fehlentscheidung zu fa¨llen. Sie entspricht (fu¨r
eine Tabelle A) dem Anteil der nicht erkannten Duplikate und der fa¨lschlich
als Duplikate klassifizierten Datensatzpaare aus A. Der Fehler setzt sich
zusammen aus:
– Fehler erster Art, α–Fehler : Die Wahrscheinlichkeit, Duplikate nicht
zu erkennen, sowie
– Fehler zweiter Art, β–Fehler : Die Wahrscheinlichkeit, Datensa¨tze fa¨lsch-
lich als Duplikate aufzufassen.
Die α– und β–Fehler sind definiert durch
α := P
(
δ(a, b) = 1 | a ≡ b), (6.3a)
β := P
(
δ(a, b) = 0 | a 6≡ b). (6.3b)
Fu¨r eine Datensatz-Stichprobe mit einer vollsta¨ndigen Same-Relation ko¨nnen
wir die Fehler scha¨tzen:
αˆ := Pˆ{ δ(a, b) = 1 | a ≡ b } (6.4a)
=
| {(a, b) | δ(a, b) = 1 ∧ a ≡ b} |
| {(a, b) | a ≡ b} | ,
βˆ := Pˆ{ δ(a, b) = 0 | a 6≡ b } (6.4b)
=
| {(a, b) | δ(a, b) = 0 ∧ a 6≡ b} |
| {(a, b) | a 6≡ b} | .
Falls fu¨r alle Datensatzpaare aus A× A eine Entscheidung gefa¨llt wird,
erhalten wir vier Fa¨lle (vgl. Abb. 6.1):
1. True Positives TP : korrekt als Duplikate klassifizierte Paare,
2. False Positives FP : falsch als Duplikate klassifizierte Paare,
3. True Negatives TN : korrekt als Nicht-Duplikate klassifizierte Paare,
sowie
4. False Negatives FN : falsch als Nicht-Duplikate klassifizierte Paare.
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Abbildung 6.1: Entscheidung vs. Realita¨t
α– und β–Fehler lassen sich darstellen als
αˆ =
FN
TP + FN
, βˆ =
FP
TN + FP
. (6.5)
Es sind aber auch andere Maße fu¨r die Korrektheit ableitbar, wie z. B.
Precision und Recall, die definiert sind durch
precision :=
TP
TP + FP
= Pˆ{ a ≡ b | δ(a, b) = 0 }
=
| {(a, b) | δ(a, b) = 0 ∧ a ≡ b} |
| {(a, b) | δ(a, b) = 0} | , (6.6)
sowie
recall :=
TP
TP + FN
= Pˆ{ δ(a, b) = 0 | a ≡ b } = (1− αˆ). (6.7)
Precision und recall ko¨nnen zur [−∞, 1]–wertigen match-Accuracy zu-
sammengefaßt werden, die von Melnik et al. [MGMR02] eingefu¨hrt wurde,
match accuracy := recall
(
2− 1
precision
)
=
TP − FP
TP + FN
. (6.8)
Die match accuracy mißt den Aufwand eines Benutzers, das Ergebnis eines
Objektidentifizierungs-Verfahrens durch Hinzufu¨gen fehlender und Lo¨schen
falscher Duplikate in das korrekte Ergebnis zu u¨berfu¨hren, das durch ei-
ne vollsta¨ndige Same-Relation gegeben ist. Ein geringer Korrekturaufwand
entspricht einer hohen Korrektheit des Ergebnisses und ist bei Werten nahe
1 gegeben, wa¨hrend negative Werte darauf hindeuten, daß der Anteil der
fa¨lschlicherweise als richtig klassifizierten Paare u¨berwiegt (precision < 0.5).
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Abbildung 6.2: Entscheidung vs. Realita¨t (mit unbestimmten Datensatz-
paaren)
Bemerkung 6.4 (Beru¨cksichtigung der unbestimmten Paare). Falls fu¨r n ≤
ε · |A| Datensatzpaare aus A× A keine Entscheidung gefa¨llt wurde, d.h. es
gilt (6.2) mit ε > 0, erhalten wir zwei weitere Fa¨lle (vgl. Abb. 6.2):
5. Undetermined Duplicates UD: Duplikate, fu¨r die keine Entschei-
dung gefa¨llt wurde, und
6. Undetermined Non-Duplicates UN : Nicht-Duplikate, fu¨r die kei-
ne Entscheidung gefa¨llt wurde.
Bei der Messung der hier eingefu¨hrten Maße fu¨r die Korrektheit ist zu be-
achten, daß Paare, fu¨r die die Entscheidung Duplikat/Nicht-Duplikat nicht
gefa¨llt wurde, in die Berechnung nicht eingehen. Der Vergleich von ver-
schiedenen Verfahren macht also nur dann Sinn, wenn der Anteil der unbe-
stimmten Paare jeweils durch dieselbe Schranke ε > 0 gema¨ß (6.2) begrenzt
ist.
Alternativ ko¨nnen die unbestimmten Paare auch in allen Maßen als falsch
klassifizierte Paare beru¨cksichtigt werden (mit dem Superskript ’*’ markiert)
oder die bei zufa¨lliger Entscheidung zu erwartende Zahl der falsch klassifi-
zierten Paare (d.h. falls jeweils eine Ha¨lfte der unbestimmten Paare als
Duplikate bzw. als Nicht-Duplikate klassifiziert werden und wird mit dem
Superskript ’+’ markiert; der Faktor cUD entspricht dem Anteil dubletter
Paare unter den unbestimmten Paaren, cUD =
UD
UN+UD ):
αˆ∗ := FN+UN
TP+FN , αˆ
+ := FN+(1−cUD)UN
TP+FN , (6.9a)
βˆ∗ := FP+UD
TN+FP , βˆ
+ := FP+cUDUD
TN+FP , (6.9b)
precision ∗ := TP
TP+FP+UD , precision
+ := TP
TP+FP+cUDUD
, (6.9c)
recall ∗ := TP
TP+FN+UD , recall
+ := TP
TP+FN+cUDUD
. (6.9d)
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Diese Werte liefern Schranken fu¨r α, β, precision und recall:
αˆ∗ ≥ αˆ+ ≥ αˆ,
βˆ∗ ≥ βˆ+ ≥ βˆ,
precision ∗ ≤ precision+ ≤ precision,
recall ∗ ≤ recall+ ≤ recall.
Dieses Vorgehen fu¨hrt aber zu deutlich schlechteren Werten der Korrekt-
heitsmaße (pessimistischer Ansatz: alle unbestimmten Paare ko¨nnen falsch
klassifiziert werden bzw. im Mittel die Ha¨lfte der Paare), so daß in die-
ser Arbeit der optimistische Ansatz (alle unbestimmten Paare ko¨nnen noch
richtig klassifiziert werden) verfolgt wird, wobei wir —wie eingangs in (6.2)
dargestellt— die Zahl der unbestimmten Paare beschra¨nken.
Bemerkung 6.5. Die Untersuchung der Korrektheit (Bestimmung der Fehler-
raten) bei der Anwendung von Record Linkage auf Personendaten wurde in
einigen Arbeiten untersucht, vgl. z.B. Burgess [Bur88], Adman et al. [ABB92],
Bartlett et al. [BKWZ93], Belin et al. [Bel93, BR95], Scheuren et al. [SW93],
oder Armstrong et al. [AM93].
6.1.2 Performanz und Skalierbarkeit
Wir betrachten Objektidentifizierungs-Verfahren, die die Form einer Ent-
scheidungsfunktion und eines Selektors haben, d.h.
(δ ◦ σ). (6.10)
Dann ko¨nnen wir den Aufwand zur Durchfu¨hrung der Objektidentifizie-
rung bestimmen durch
(a) Analytische Komplexita¨tsbestimmung (in groß-O-Termen, O(·)), mit
n = |A′|, fu¨r A′ ⊂ A, sowie durch
(b) Laufzeitmessung fu¨r implementierte Objektidentifizierungs-Verfahren,
wobei eine Vergleichbarkeit der Ergebnisse dadurch erreicht werden
kann, daß die Verfahren sa¨mtlichst fu¨r eine einzige Hard- und Software-
Konfiguration implementiert und auf einem Rechner lauffa¨hig sind.
Fu¨r die Aufwandsermittlung ko¨nnen wir davon ausgehen, daß der Auf-
wand der Berechnungen je geladenem Datensatzpaar na¨herungsweise kon-
stant ist, wobei dieser konstante Wert cδ jedoch von der gewa¨hlten Entschei-
dungsfunktion abha¨ngt. Infolgedessen ist die Performanz hauptsa¨chlich von
dem gewa¨hlten Selektor σ und dessen algorithmischer Umsetzung abha¨ngig.
Deshalb genu¨gt es bei der analytischen Komplexita¨tsbestimmung sowie bei
der Laufzeitmessung, die Komplexita¨t der Selektoren zu bestimmen und den
Wert cδ abzuscha¨tzen.
Wir setzen uns mit der analytischen Komplexita¨tsbestimmung ausein-
ander.
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Die analytische Komplexita¨tsbestimmung
Wir geben den Aufwand in Vielfachen des Aufwandes eines Datenzugriffes
aus A an, d.h. wir setzen als Einheit den Aufwand fu¨r das Lesen eines
Datensatzes a ∈ A mit vorgegebenem Prima¨rschlu¨ssel-Wert (z.B. des ID-
Attributes).
Der konstante Wert cδ entspricht den je gebildetem Datensatz-Paar not-
wendigen Berechnungen (fu¨r Konversion, Vergleich und Klassifikation) sowie
Lese- und Schreiboperationen (z.B. Datenzugriffe auf Festspeicher-Medien
oder Datenbank), d.h dem Aufwand der Klassifikation eines Paares. Die
Performanz ergibt sich dann aus der Zahl der zu bildenden Paare |σ(A×A)|
multipliziert mit cδ zuzu¨glich der Anzahl der zu ladenden Datensa¨tze aus
A, #load(A, σ, nmax), wobei wir eine Beschra¨nkung des Arbeitspeichers an-
nehmen (d.h. es ko¨nnen maximal nmax Datensa¨tze gleichzeitig im Arbeits-
speicher geladen sein). D.h. die Performanz ist gegeben durch
performance = cδ · |σ(A×A)|+#load(A, σ, nmax). (6.11)
Es sei Aσ = {a ∈ A|∃b ∈ A : ((a, b) ∈ σ(A×A) ∨ (b, a) ∈ σ(A×A))}
die Teilmenge aller Datensa¨tze aus A, die in mindestens einem Paar ent-
halten sind. Ohne Beschra¨nkung des Arbeitspeichers, d.h. mit nmax ≥ |Aσ|,
erhalten wir eine untere Schranke fu¨r (6.11),
performance ≥ cδ ·|σ(A×A)|+|Aσ| =
( |Aσ|
|σ(A×A)| + cδ
)
·|σ(A×A)|, (6.12)
da die gesamte Tabelle Aσ in den Arbeitspeicher geladen werden kann.
Fu¨r nmax = 2, d.h. bei minimalem Arbeitspeicher erhalten wir eine obe-
re Schranke fu¨r (6.11),
performance ≤ cδ ·|σ(A×A)|+ 1
2
·2·|σ(A×A)| = (1+cδ)·|σ(A×A)|, (6.13)
da |σ(A×A)| Paare zu bilden sind, die jeweils aus zwei Datensa¨tzen bestehen
und da fu¨r jedes Paar ho¨chstens einer der beiden Datensa¨tze mehrfach ge-
laden werden muß. Mit der Selektionsrate sel(σ) = |σ(A×A)|
|A|2
eines Selektors
(vgl. Definition 5.12 auf Seite 129) erhalten wir
performance = (θ + cδ) · |σ(A×A)| (6.14)
= (θ + cδ) · sel(σ) · |A|2, (6.15)
mit θ = θ(nmax) ∈ [0, 2], typischerweise2 mit θ ∈ [0, 1]. (6.12) liefert uns die
untere Schranke fu¨r θ,
θ ≥ |Aσ||σ(A×A)| , (6.16)
mit θ = 0 falls σ(A×A) = ∅. Zusammengefaßt erhalten wir folgenden
Satz 6.6. (δ ◦ σ) sei ein Objektidentifizierungs-Verfahren, n = |A|.
2Der Fall θ > 1 tritt nur auf, wenn |Aσ| > |σ(A×A)| gilt, d.h. wenn es mehr Da-
tensa¨tze als daraus gebildete Paare in σ gibt — eine eher pathologische Situation fu¨r
Objektidentifizierungs-Probleme ohne globale Identifizierer.
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(i) Falls die Selektionsrate von σ fu¨r große A na¨herungsweise konstant
ist, d.h. falls
sel(σ,A) ≈ sel(σ,A′)
fu¨r A′ ⊂ A, |A′| ≥ 12 |A| gilt, dann hat (δ ◦ σ) quadratischen Aufwand
O(n2).
(ii) Falls
|σ(A×A)| ≈ |σ(A′ ×A′)|
fu¨r A′ ⊂ A, |A′| ≥ 12 |A| na¨herungsweise konstant ist, dann hat (δ ◦ σ)
linearen Aufwand O(n).
Daraus folgen unmittelbar
Korollar 6.7. Ein Objektidentifizierungs-Verfahren mit einem auf der re-
lationalen Algebra gema¨ß Formel (5.6) auf Seite 125 basierenden Selektor σ
hat quadratischen Aufwand.
Korollar 6.8. Ein Objektidentifizierungs-Verfahren, das auf einem Selektor
basiert, bei dem die Zahl der Paarbildungen je Datensatz a ∈ A begrenzt ist,
d.h. es gibt ein k ∈ N, k ¿ n, so daß gilt
∀a ∈ A : | {b ∈ A : ((a, b) ∈ σ ∨ (b, a) ∈ σ} | ≤ k,
hat linearen Aufwand O(k · n).
Die Voraussetzung des Korollars 6.8 ist z.B. fu¨r einen k-NN-Selektor
erfu¨llt, wie er beispielsweise fu¨r die k-Na¨chsten Nachbarn (vgl. Abschnitt
3.3.4 auf Seite 91) verwandt wird.
Bemerkung 6.9 (Skalierbarkeit). Aus den beiden Korollaren la¨ßt sich er-
sehen, daß Objektidentifizierungs-Verfahren nur dann linear skalierbar fu¨r
große Datenbesta¨nde sind, wenn sie die Zahl der Paarbildungen je Datensatz
auf maximal k beschra¨nken, fu¨r ein k ¿ n. Durch diese Beschra¨nkung der
Zahl der Paarbildungen wird jedoch in der Regel der Anteil nicht entdeckter
Duplikate (der α-Fehler) mit der Datenbankgro¨ße steigen.
Aufgrunddessen ist auch fu¨r große Datenbesta¨nde (z.B. mehrere Millio-
nen Datensa¨tze) der Einsatz anderer, z.B. quadratisch skalierender Selekto-
ren erforderlich, um niedrige Fehlerraten zu erreichen.
6.1.3 Kontrollierbarkeit der Fehlerraten
Falls ein Objektidentifizierungs-Verfahren fu¨r Datensatzpaare einen Decisi-
on-Wert δ aus dem Intervall [0,1] liefert, kann man eine Kontrollierbarkeit
der Fehlerraten erreichen. Durch Verwendung von Grenzen 0 < Lowerbound
≤ Upperbound < 1 erhalten wir eine Entscheidungsfunktion der Gestalt
δ′(a, b;Lowerbound,Upperbound) :=


0 Decision(a, b) < Lowerbound,
1 Decision(a, b) > Upperbound,
- otherwise.
(6.17)
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wobei fu¨r Werte von Decision(a, b) mit Lowerbound ≤ Decision(a, b) ≤
Upperbound keine Entscheidung gefa¨llt wird (in (6.17) mit ’-’ gekennzeich-
net). Dadurch kann mit der Variation der Grenzen im Intervall [0,1] eine
Reskalierung der Fehlerraten erreicht werden, d.h. unter Inkaufnahme eines
ho¨heren β-Fehlers kann der α-Fehler verringert werden.
Bemerkung 6.10 (Beru¨cksichtigung von Kosten fu¨r Fehler). Durch die Kon-
trollierbarkeit der Fehlerraten wird es mo¨glich, den α-Fehler (bei Grenzen
nahe 1) bzw. den β-Fehler (bei Grenzen nahe 0) sehr gering zu halten, oder,
alternativ dazu, beide Fehler zu beschra¨nken (bei Grenzen nahe 0.5). Durch
diese Mo¨glichkeit der Skalierung lassen sich Klassifikationsmodelle optimie-
ren, die separate Kosten fu¨r die beiden Fehler beru¨cksichtigen, beispielsweise
das Kostenmodell3
costs = µ · α+ ν · β, (6.18)
mit µ, ν ∈ R≥0.
6.2 Die Spezifikation des Tests
6.2.1 Die Testumgebung
Fu¨r die Testumgebung ist eine Tabelle A zusammen mit einer fu¨r A voll-
sta¨ndigen Same-Relation Same gegeben (oder zumindest fu¨r eine Teilmenge
A′ ⊂ A). Fu¨r den Test verwenden wir drei Datenbesta¨nde:
• Wohnungsanzeigen aus den Online-Editionen der Tageszeitungen Ta-
gesspiegel und Berliner Morgenpost,
• Kundendatensa¨tze eines deutschen Unternehmens, sowie
• Datensa¨tze aus einem Bibliothekskatalog.
Der Vergleich von Objektidentifizierungs-Methoden wird in einer in Vi-
sual Basic for Applications (VBA) realisierten Testumgebung durchgefu¨hrt.
Diese Testumgebung ermo¨glicht die Metadaten-gesteuerte Ausfu¨hrung von
Transaktionen, z.B.
• Bestimmung der semantischen Constraints (vgl. Kapitel 4)
• Sampling (geschichtete Stichprobenziehung von Datensa¨tzen und Da-
tensatzpaaren, vgl. Abschnitt 6.2.2 auf Seite 152),
• Konvertierung von Attributen mittels benutzerdefinierter Funktionen
(vgl. Abschnitt 2.3 auf Seite 52),
• Vergleich von Attributen mittels benutzerdefinierter Funktionen ein-
schließlich Speicherung der Vergleichswerte in einer Datensatzpaar-
Tabelle (vgl. Abschnitt 2.4 auf Seite 59),
3Zu Kostenmodellen siehe auch die Arbeit von Verykios et al. [VME02].
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• Klassifikation von Datensatzpaaren (z.B. basierend auf Entscheidungs-
ba¨umen, Assoziationsregeln und Record Linkage)
• Messung von Qualita¨tskriterien fu¨r Verfahren (Korrektheit und Per-
formanz, vgl. Abschnitt 6.1 auf Seite 143)
• Erzeugung von Index-Tabellen (z.B. fu¨r NGrams, vgl. Abschnitt 5.2.1,
Seite 136ff)
• Vorauswahl (engl.: Preselection) von Datensatzpaaren basierend auf
Bedingungen an Attributwerte und Eintra¨ge in Index-Tabellen.
Die Metadaten werden in Tabellen gespeichert und bei der Ausfu¨hrung der
in der Datenbank gespeicherten Routinen (stored procedures) eingelesen und
verarbeitet. Die gespeicherten Routinen verwenden eingebettetes SQL (em-
bedded SQL) fu¨r die Daten-Selektion und Modifikation (Ausfu¨hrung von
Lo¨sch-/Einfu¨ge- und Aktualisierungs-Transaktionen). Die dazu verwand-
ten SQL-Statements werden dynamisch unter Verwendung der Metadaten
generiert.
6.2.2 Die Stichprobenziehung
Es sei eine Tabelle A = A(ID,X1,...,Xk) mit n = |A| Datensa¨tzen a =
(a.ID, a.X1, ...,a.Xk) gegeben, die Informationen u¨ber Realwelt-Objekte
aus einer Datenbank enthalte.
Bevor wir auf die Stichprobenziehung eingehen ko¨nnen, mu¨ssen wir kurz
auf die in Abschnitt 4.1 auf Seite 104 eingefu¨hrte Same-Relation eingehen.
Eine Same-Relation entha¨lt Paare von Datensa¨tzen, die als dublett zu be-
trachten sind, d.h. Same ⊂ A × A. Wir ko¨nnen aus jeder Same-Relation
eine optimierte Same-Relation entsprechend Definition 4.8 auf Seite 106
bilden. Zur Vereinfachung der Notation und des effizienten Zugriffs auf die
Daten betrachten wir im Folgenden nur optimierte Same-Relationen. Die
Same-Relation beno¨tigen wir sowohl fu¨r die Stichprobenziehung als auch
fu¨r die Bewertung der Korrektheit einer gelernten Klassifikation.
Fu¨r das Lernen einer Klassifikation gewinnen wir Stichproben mit Paa-
ren von Datensa¨tzen aus A. Um einen bestimmten Mindest-Anteil dubletter
Paare in der Stichprobe sicherzustellen, mu¨ssen wir eine geschichtete Stich-
probenziehung durchfu¨hren. σ(A × A) ⊂ A × A bezeichne den Selektor,
der fu¨r die Vorauswahl von Datensatzpaaren bestimmt wurde, σ({a} × A)
bezeichne dessen Restriktion fu¨r einen Datensatz a ∈ A,
σ({a} ×A) := {b ∈ A\{a} | (a, b) ∈ σ(A×A) ∨ (b, a) ∈ σ(A×A)} (6.19)
N ≤ |σ(A×A)| bezeichne die Stichprobengro¨ße, N0 < N die Anzahl zu zie-
hender dubletter Paare in der Stichprobe (N0 ≤ |TC(Same)|). Die Ziehung
einer Stichprobe von Datensatz-Paaren aus A gestaltet sich dann wie folgt:
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Stichprobenziehung 1
1. Zufa¨llig gebildete Paare: Wiederhole solange, bis (N − N0)
verschiedene Paare gezogen wurden:
(a) Zufa¨llige Ziehung eines Datensatzes a ∈ A,
(b) Zufa¨llige Ziehung eines Datensatzes b ∈ σ({a}×A) (fah-
re fort mit (1a) falls σ({a} ×A) 6= ∅),
(c) Einfu¨gen des Paares (a, b) in P , falls a < b und von
(b, a) andernfalls (falls das Paar noch nicht in P ent-
halten ist).
2. Zufa¨llig gezogene dublette Paare: Fu¨hre durch:
(a) Bildung des transitiven Abschlusses der Same-Relation
TC(Same),
(b) Zufa¨llige Ziehung von N0 verschiedenen Datensatz-
Paaren (a, b) ∈ TC(Same)\{P},
(c) Einfu¨gen der gezogenen Paare in P .
Außerdem wird eine Markierung der dubletten Paare in
(a, b) ∈ P durch Setzen eines Attributes Same mit dem Wert 0
(d.h. (a, b) ∈ TC(Same)), und der nicht-dubletten Paare in P
mit dem Wert 1 vorgenommen.
Es sei bemerkt, daß im Allgemeinen beim zufa¨lligen Bilden von Paaren
in Schritt 1 innerhalb einer Vorauswahl σ nur sehr wenige dublette Paare
gebildet werden, weshalb ein zusa¨tzliches Ziehen nicht-dubletter Paare und
eine Verringerung des AnteilesN0 um die Zahl bereits gezogener Duplikate in
der Regel nicht erforderlich ist. Lediglich falls die Vorauswahl σ bereits einen
hohen Anteil (z.B. 30%) dubletter Paare entha¨lt, ist folgendes Vorgehen zu
empfehlen. Die obige Stichprobenziehung wird wie folgt modifiziert:4
4Aus Effizienzgru¨nden kann die U¨berpru¨fung in Punkt (1c), ob zufa¨llig ein dublet-
tes Paar gebildet wurde, auch unterlassen werden, wenn dafu¨r die in (2) zu ziehenden
dubletten Paare um die bereits gezogenen reduziert werden und ein zusa¨tzliches Ziehen
nicht-dubletter Paare umgesetzt wird.
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Stichprobenziehung 1a
1. Zufa¨llig gebildete Paare: Wiederhole solange, bis (N − N0)
verschiedene nicht-dublette Paare in P enthalten sind:
(a) Zufa¨llige Ziehung eines Datensatzes a ∈ A,
(b) Zufa¨llige Ziehung eines Datensatzes b ∈ σ({a}×A) (fah-
re fort mit (1a) falls σ({a} ×A) 6= ∅),
(c) Einfu¨gen des Paares (a, b) in P , falls a < b und (a, b) /∈
TC(Same) bzw. von (b, a) falls a > b und (b, a) /∈
TC(Same) (nur wenn noch nicht in P enthalten).
2. Zufa¨llig gezogene dublette Paare: Fu¨hre durch:
(a) Bildung des transitiven Abschlusses der Same-Relation
TC(Same),
(b) Zufa¨llige Ziehung von N0 verschiedenen Datensatz-
Paaren (a, b) ∈ TC(Same)\{P},
(c) Einfu¨gen der gezogenen Paare in P .
Bemerkung 6.11. Aus einer fu¨r eine Tabelle A vollsta¨ndigen Same- Relation
lassen sich —mit der Bildung des transitiven Abschlusses TC(Same)— alle
Paare von Duplikaten gewinnen. Im Folgenden gehen wir davon aus, daß
alle Duplikate in A bekannt sind, d.h. das eine vollsta¨ndige Same-Relation
gegeben ist. Falls keine vollsta¨ndige Same-Relation fu¨r A verfu¨gbar ist, muß
entweder eine Datensatz-Stichprobe A′ ⊂ A zur Messung der Korrektheit
gezogen werden, (fu¨r die dann manuell eine vollsta¨ndige Same-Relation er-
stellt werden muß) oder jede gezogene Stichprobe von Paaren manuell auf
dublette Paare gepru¨ft werden (d.h. die vollsta¨ndige Same-Relation wird
stu¨ckweise gebildet).
Bemerkung 6.12 (Notwendigkeit der Vorauswahl). Bei der Ziehung einer
Stichprobe P von Datensatzpaaren aus einer Datensatz-Stichprobe S ⊂ A
wird der Stichprobenumfang N und der Anteil dubletter Datensatzpaa-
re gewa¨hlt N0/N (z.B. 20%), der gezogen werden soll. Der Anteil der
nicht-dubletten Datensatzpaare setzt sich aus einer geschichteten Stichpro-
be zusammen. Ein frei wa¨hlbarer Anteil (z.B. 5%) besteht aus Paaren
zufa¨llig gezogener Datensa¨tze a, b ∈ S, die nur mit geringer Wahrschein-
lichkeit a¨hnliche oder u¨bereinstimmende Werte in den Attributen aufwei-
sen. Der verbleibende Anteil nicht-dubletter Datensatzpaare wird unter
Beru¨cksichtigung von geeigneten Selektoren σi aus S × S gezogen.
Die Vorauswahl von Datensatzpaaren ist notwendig, da sich aus einer
Stichprobe mit N Datensa¨tzen 12(N − 1)(N − 2) ≈ 12N2 geordnete Da-
tensatzpaare bilden lassen, wobei der Anteil von dubletten Datensatzpaa-
ren typischerweise deutlich kleiner als N ausfa¨llt.5 Wenn man sich auf die
5Der Anteil dubletter Datensatzpaare ha¨ngt hauptsa¨chlich von der Anzahl mehrfacher
Duplikate in A ab, falls z.B. N
2
Datensa¨tze sich auf ein und dieselbe A¨quivalenzklasse von
Realwelt-Objekten beziehen, betra¨gt der Anteil mit ca. 1
32
N2 geordneten Datensatzpaaren
ein Sechzehntel der insgesamt bildbaren Datensatzpaare. Falls jedoch keine mehrfachen
Duplikate in A enthalten sind, erhalten wir maximal N
2
geordnete Datensatzpaare, das ist
lediglich ein winziger Bruchteil aller 1
2
N2 Paare.
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rein zufa¨llige Ziehung von Datensatzpaaren beschra¨nken wu¨rde, mu¨ßte ent-
weder der Stichprobenumfang sehr groß gewa¨hlt werden oder auf eine re-
pra¨sentative Auswahl nicht-dubletter Paare verzichtet werden. Eine gute
Repra¨sentativita¨t von Paaren la¨ßt sich ausschließlich durch große Stichpro-
ben erreichen, da wir Attribute mit identifizierenden Informationen betrach-
ten, die u¨ber eine hohe Trennscha¨rfe verfu¨gen. Jedes Paar von Attributwer-
ten wird dann nur fu¨r einige wenige Datensatzpaare auftreten, so daß bei
kleineren Stichproben einige (mo¨glicherweise sogar fast alle!) Attributwert-
Kombinationen in keinem der gezogenen Paare auftreten—was die grundle-
gende Anforderung fu¨r die Repra¨sentativita¨t einer Stichprobe verletzt.
Bei einem großen Stichprobenumfang —etwa N ≈ 140(|A|)2 fu¨r eine fu¨nf-
prozentige Auswahl— sind nur sehr wenige dublette Paare in der Stichprobe
enthalten (z.B. sind fu¨r |A| = 1.000 bei einer fu¨nf-prozentigen Stichprobe
und 200 nicht mehrfachen Duplikaten in A weniger als 1% dublette Paare in
P enthalten). Bei kleineren Stichprobenumfa¨ngen (z.B. N ≈ |A|) la¨ßt sich
eine repra¨sentative Auswahl von nicht-dubletten Paaren nicht sicherstellen.
Beide dieser Alternativen erweisen sich als problematisch fu¨r das Lernen
einer Klassifikation:
• Große Stichproben (z.B N ≥ 106) sind in der Regel problematisch,
da nur wenige Klassifikationsverfahren große Stichproben verarbei-
ten ko¨nnen. Andererseits sind die Ergebnisse eines Klassifikationsver-
fahrens bei einem geringen Anteil positiver Beispiele—der dubletten
Paare— und einem sehr hohen Anteil negativer Beispiele—der nicht-
dubletten Paare— zumeist nicht zufriedenstellend, d.h. sie tendieren
zu hohen Fehlerraten der Klassifikation der unterrepra¨sentierten posi-
tiven Beispiele.
• Nicht repra¨sentative Stichproben ko¨nnen zu Verzerrungen in der ge-
lernten Klassifikation fu¨hren, so daß ebenfalls mit hohen Fehlerraten
bei der Klassifikation unbekannter Beispiele zu rechnen ist.
Um die oben geschilderten Probleme zu vermeiden, nutzen wir Zusatz-
wissen u¨ber die Daten aus. Das Ziel besteht darin, die Anzahl der zu bil-
denden Paare drastisch zu verringern. Grundlage fu¨r dieses Vorgehen ist
die Beobachtung, daß fu¨r das Erkennen von Duplikaten nur diejenigen Paa-
re relevant sind, die u¨berhaupt als Duplikate in Frage kommen. Bei der
Stichprobenziehung wird eine Repra¨sentativita¨t der Paare bezu¨glich dieser
potentiellen Duplikate angestrebt. In der Regel kann fu¨r einen Großteil der
Paare a priori ausgeschlossen werden, daß sie Duplikate sein ko¨nnen. Dieses
sei an drei typischen Fa¨llen verdeutlicht:
• Semantischer Schlu¨ssel: Falls zugesichert werden kann, daß fu¨r
Duplikate immer die U¨bereinstimmung des Wertes eines Attributes
gilt, so mu¨ssen nur solche Paare gebildet werden.
• Semantischer Differenzierungs-Schlu¨ssel: Wenn bekannt ist, daß
ein (mehrdimensionales) Toleranzintervall fu¨r metrisch skalierte Attri-
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butmengen6 von Duplikaten eingehalten wird, mu¨ssen nur Paare ge-
bildet werden, die dieses Intervall einhalten.
• Approximative Schlu¨ssel/Differenzierungs-Schlu¨ssel: Wenn ei-
ne Attributmenge die Eigenschaft eines semantischen Schlu¨ssels/Diffe-
renzierungs-Schlu¨ssels nur mit der confidence und accuracy bzw. anti-
confidence der Attributmenge erfu¨llt.
Die Vorauswahl realisieren wir mittels der in Abschnitt 5 auf Seite 123
eingefu¨hrten Selektoren.
6.2.3 Ablauf eines Tests
Wir beschreiben den Ablauf eines Tests von Verfahren bezu¨glich der Kor-
rektheit (Fehlerraten), bei denen die Lern- und Test-Stichproben Datensatz-
paar-Stichproben sind.
• Stichprobenziehung
1. Geschichtete Ziehung von Datensatzpaar-Stichproben Pi, i = 1,
. . . , n mit vorgegebener Stichprobengro¨ße Ni, die einen Minde-
stanteil dubletter Paare enthalten,
2. Zerlegung von Pi in jeweils eine Lern- und Teststichprobe Li, Ti
(mit Pi = Li ∪ Ti und Li ∩ Ti = ∅),
3. Berechnung und Speicherung der Vergleichswerte der in den Da-
tensatzpaar-Stichproben Li, Ti enthaltenen Paare.
• Lernen und Testen von Verfahren (Ansteuerung externer Programme)
1. Einlesen des Klassifikationsmodells (d.h. der zu setzenden Para-
meter) aus der Metadaten-Tabelle ClassificationModels,
2. Export der Daten der Lernstichproben Li und Erzeugung evtl.
zusa¨tzlicher Dateien einer Datensatzpaar-Stichprobe im erforder-
lichen Format (z.B. Generierung einer Kontingenztabelle und ei-
ner Modell-Datei fu¨r Record Linkage, Kodierung von Attribut-
Wert-Kombinationen als Items fu¨r AssoClass),
3. Aufruf/Ansteuerung des externen Programmes (z.B. apriori.exe)
mit den exportierten Dateien (beispielsweise durch Ausfu¨hrung
einer Stapel-Datei (*.bat) automatisiert),
4. Einlesen der Ausgabe-Daten, Transformation sowie Speicherung
des Ergebnisses,
5. Ableiten der Entscheidungsregel der Klassifikation sowie deren
Anwendung auf die komplementa¨re Teststichprobe Ti,
6. Berechnung und Speicherung der Korrektheitsmaße der Klassifi-
kation auf Ti.
6Eine Attributmenge X ist metrisch skaliert, wenn ein Abstandsmaß d : dom(X) ×
dom(X)→ R≥0 gegeben ist.
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Die verwandten Vergleichsfunktionen, die Bedingungen fu¨r (relationale)
Selektoren sowie die untersuchten Klassifikationsmodelle (d.h. ihre Para-
metrisierung) sind als Metadaten modelliert, so daß eine Anpassung (z.B.
Hinzunahme weiterer Vergleiche oder eines neuen Klassifikationsmodells)
einfach und transparent ist. In der Testumgebung sind diese Metadaten in
Form der Tabellen
Comparisonfunctions, Conditions und ClassificationModels
in der Datenbank gespeichert. Beim Test werden diese Daten aus den Tabel-
len ausgelesen und mit ihnen die entsprechenden Parametrisierungen vorge-
nommen.
6.2.4 Die Klassifikationsmodelle fu¨r die einzelnen Verfahren
6.2.4.1 Das Entscheidungsbaumverfahren
Fu¨r das Entscheidungsbaumverfahren verwenden wir die folgenden drei Ma-
ße zur Berechnung eines Entscheidungsbaumes:
• infgain: Informationsgewinn basierend auf der Entropie (engl.: Infor-
mation Gain),
• infgr : Informationsgewinnverha¨ltnis basierend auf der Entropie (engl.:
Information Gain Ratio), sowie
• gini : Minimierung des Gini-Indexes.
Das verwandte Maß wird im model -Abschnitt des Klassifikationsmodells
angegeben, z.B. measure={infgain}. Jeder erzeugte Entscheidungsbaum
kann zusa¨tzlich beschnitten werden (engl.: pruned), um die Zahl der Ent-
scheidungsregeln und damit die Zahl der Partitionen zu verringern, Auswahl
der Option im pruned -Abschnitt, z.B. pruned={yes}.
Als Software setzen wir die von Chr. Borgelt entwickelte und frei erha¨lt-
liche Software ein [Bor03b], bei der einige Optionen gegeben sind, bei-
spielsweise das zur Baumerzeugung verwandte Maß betreffend.7 Die Skalen
der Attribute bzw. ihre Wertebereiche (engl.: domains) wurden fu¨r die
Vergleichs-Attribute Rent, Size, Phone sowie FullText ordinal (Z) und fu¨r
alle anderen Attribute nominal gewa¨hlt (Dazu wurde die automatisch er-
zeugte Datei mit den Wertebereichen einer Lernstichprobe (Datei-Extension
*.dom) entsprechend modifiziert).
6.2.4.2 Record Linkage
Fu¨r die Gewinnung der Entscheidungsregel δ berechnen wir den Likelihood-
Quotienten λ(r) eines Vergleichwert-Vektors r durch
λˆ(r) =
Pˆ{ r = f(a, b) | a ≡ b }
Pˆ{ r = f(a, b) | a 6≡ b } . (6.20)
7Es sei bemerkt, daß bei dem im Softwarepaket IBM Intelligent-Miner 8 verfu¨gbaren
Entscheidungsbaumverfahren ein Baum nur mit einem einzigen Maß —dem Informations-
gewinn— berechnet werden kann.
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Hierfu¨r sind die beiden bedingten Wahrscheinlichkeiten
Pˆ{ r = f(a, b) | a ¦ b } , ¦ ∈ {≡, 6≡}
auf der Lernstichprobe zu scha¨tzen. Da wir nominale Skalen annehmen, ist
eine mehr-dimensionale Multinomialverteilung (z.B. 4–10 Dimensionen) zu
scha¨tzen. Durch Modellrestriktionen liefert die Scha¨tzung fu¨r (relativ) kleine
Stichprobengro¨ßen brauchbare Ergebnisse. Wir teilen die Lernstichprobe Li
auf in zwei Stichproben L+i , L
−
i , mit
L+i = {(a, b) ∈ Li | a ≡ b} , L−i = {(a, b) ∈ Li | a 6≡ b} .
Fu¨r die Scha¨tzung der Multinomialverteilung auf den Stichproben L+i ,
L−i verwenden wir die frei erha¨ltliche Software LEM [Ver97]. Dazu spezifi-
zieren wir hierarchische log-lineare Modelle, in denen die maximalen Inter-
aktionen zwischen Attributen angeben werden (bzw. die Haupteffekte im
Falle von 1-Faktor-Interaktionen). Bei einer hohen Dimensionalita¨t (bis zu
13 Attribute fu¨r die Wohnungsdaten) sind fu¨r ein log-lineares Modell eine
große Zahl an Parametern zu scha¨tzen. Infolgedessen mu¨ssen wir in den
Modellen jeweils eine Auswahl von Attributen treffen (Es sei bemerkt, daß
eine Attribut-Selektion fu¨r das Entscheidungsbaumverfahren nicht erforder-
lich ist.). Außerdem ko¨nnen wir nicht beliebig hohe k–Faktor-Interaktionen
zwischen Attributen aufgrund der daraus resultierenden hohen Zahl an Pa-
rametern betrachten.
Die Werte der Variablen model, attributes, alpha, beta und undetermined
bestimmen die Parametrisierung von Record Linkage wie folgt:
• model : Das verwandte log-lineare Modell. Es wird ein Modell spe-
zifiziert, das alle 1–, 2– oder 3–Faktor-Interaktionen der beteiligten
Attribute (z.B. model={1-way}) entha¨lt.
• attributes: Die in einem Modell verwandten Attribute, respektive ihre
Nummern8 in der Meta-Daten-Tabelle ComparisonFunctions (siehe
z.B. die Tabelle 6.1 auf Seite 162 fu¨r die Wohnungsdaten),
• alpha, beta, undetermined : Angabe von Niveaus fu¨r den α–Fehler so-
wie fu¨r den β–Fehler oder den maximalen Anteil unbestimmter Paare
undetermined, bei allen Klassifikationsmodellen fu¨r Record Linkage
wurde die Parametrisierung alpha={0.01}, undetermined={0} ver-
wandt.
6.2.4.3 AssoClass—Klassifikation mit Assoziationsregeln
Fu¨r die Klassifikation mit Assoziationsregeln extrahieren wir zuna¨chst aus
der Lernstichprobe Assoziationsregeln mittels des Apriori-Algorithmus (vgl.
Agrawal [AIS93]) mit einem Item in der Regel-Folgerung (engl.: head) und
beliebig vielen konjunktiv verknu¨pften Items in der Regel-Bedingung (engl.:
8Die Verwendung einer Nummer anstatt der Attributnamen im Modell vereinfacht die
automatische Verarbeitung; die Software LEM erlaubt zudem nur Variablenbezeichner mit
maximal drei Zeichen.
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body). Als Software verwenden wir dazu die Implementierung von C. Borgelt
[Bor03a], die fu¨r verschiedene Plattformen frei verfu¨gbar ist. Wir erzeugen
folgende Regelsa¨tze (durch entsprechende Parametrisierung):
1. Generierung aller Regeln mit bis zu 5 Items (Defaultwert bzw. Option
-n5) mit dem klassifikatorischen Attribut Same als head (Restriktion
ist in der Datei Same.itm angegeben), die mindestens 0.5% Support
und eine Confidence gro¨ßer als 90% haben (Option -c90s0.5).
2. Extraktion aller Regeln mit ein bis drei Items (Option -n3) in denen
das Attribut Same nicht —also weder in der Bedingung noch in der
Folgerung einer Assoziationsregel— enthalten ist (Restriktion ist in
der Datei Other.itm angegeben), die mindestens 1% Support und
eine Confidence gro¨ßer als 85% haben (Option -c85s0.5).
In der Datei items.dat sind zeilenweise die Items je Transaktion (in unserem
Fall die Attribut-Wert-Kombinationen der Datensa¨tze aus Li) enthalten und
in den Dateien Same.itm sowie Other.itm sind die Restriktionen bezu¨glich
der Attribute in den zu extrahierenden Regeln gesetzt. Als Kommandozeilen
geben wir also an (durch Verwendung der Option -a erha¨lt man den Support
der Regeln in absoluten Werten):
apriori.exe -ac90s0.5 items.dat aprules1.txt Same.itm
apriori.exe -ac85s1n3 items.dat aprules2.txt Other.itm
Die Dateien aprules1.txt sowie aprules2.txt enthalten dann die
extrahierten Assoziationsregeln.
Die erzeugten Regeln werden eingelesen und in einer tempora¨ren Tabelle
gespeichert. Aufgrund der unterschiedlichen Zahl an Datensa¨tzen in Li) mit
Same= 0 (die Anzahl bezeichnen wir mit c0)und Same= 1 (bezeichnet mit
c1) ist in der erzeugten Regelmenge ein Ungleichgewicht der Anzahl von Re-
geln mit Same= 0 und Same= 1 vorhanden, es ist zumeist c0 < c1. Sei also
c0 < c1. Um eine Ausgewogenheit der Regeln zu erreichen, bestimmen wir
einen Skalierungsfaktor fu¨r den minimalen Support der Regeln mit Same= 1
durch c1/c0 und entfernen dann alle Regeln mit Same= 1 als Folgerung aus
der Regelmenge,9 die den (reskalierten) minimalen Support
min supp∗ =
c1
c0
·min supp
nicht einhalten. Fu¨r die gewa¨hlte Parametrisierung von min supp = 0.5
fu¨r die Regelerzeugung erhalten wir somit min supp∗ = c
1
c0
·0.5. Eine weitere
Verkleinerung der Regelmenge erhalten wir durch das Entfernen redundanter
Regeln, d.h. von Regeln, fu¨r die es ein Redukt in der Regelmenge gibt. Eine
Regel head1 <- body1 ist Redukt einer Regel head2 <- body2, wenn gilt
(vgl. Definition 3.6 auf Seite 86):
9Falls c1 = c0 gilt, ist keine Reskalierung notwendig; fu¨r c0 > c1 ist entsprechend die
Menge der Regeln mit Same= 0 als Folgerung zu reduzieren.
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(1) head2 = head1,
(2) body2 ⊃ body1 (d.h. jedes Item aus body1 ist ebenfalls in body2
enthalten) sowie
(3) conf(head2 <- body2) ≤ conf(head1 <- body1).
Im Folgenden geben wir eine kurze Beschreibung der Durchfu¨hrung des
Tests von AssoClass (die implizit das Ableiten einer Klassifikation aus den
gelernten Assoziationsregeln entha¨lt).10
Zuna¨chst wird die Teststichprobe Ti um ein Attribut Decision erga¨nzt.
Solange Datensa¨tze mit Vergleichswertvektoren r = f(a, b) von Datensa¨tzen
a, b ∈ A in der Teststichprobe Ti existieren, fu¨r die das Attribut Decision
keinen Wert hat, wird durchgefu¨hrt:
1. Ermittlung der transitiv abha¨ngigen Attribut-Wert-Kombinationen
des Vergleichswertvektors r (d.h. Attribut-Werte, die eine Folgerung
in erzeugten passenden Assoziationsregeln sind, bei denen das Attri-
but Same nicht enthalten ist) und Erzeugung der abha¨ngigkeitsfreien
Regelmenge passender Regeln fu¨r r mit den verbleibenden Attributen,
2. Die passenden Regeln werden je Vergleichswertvektor r absteigend
nach ihrer Confidence aufgeza¨hlt und es wird gema¨ß der gewa¨hlten
Aggregationsmethode ein Wert δ(r) fu¨r die Klassifikation aus dem In-
tervall [0, 1] bestimmt.
3. Es wird ein Update fu¨r das Attribut Decision mit dem berechne-
ten Wert δ(r) fu¨r alle Datensa¨tze mit dem Vergleichswert r durch-
gefu¨hrt (Optional ko¨nnen alle Updates als tempora¨re Abfragen gespei-
chert werden, wodurch sich eine gelernte Klassifikation explizit machen
la¨ßt.).
Die Werte der Variablen model, MinConfidence, TopN, Lowerbound und
Upperbound eines Klassifikationsmodells bestimmen die Parametrisierung
von AssoClass wie folgt:
• model : Die verwandte Aggregationsmethode fu¨r die fu¨r einen Ver-
gleichswertvektor passenden Regeln, vgl. Abschnitt 3.3.3.2.
• MinConfidence: Die Confidence, die die zu aggregierenden Regeln
mindestens einzuhalten haben,
• TopN : Beschra¨nkung der Anzahl der maximal zu verarbeitenden pas-
senden Regeln je Vergleichswertvektor,11 keine Beschra¨nkung mit
TopN={INFINITY}
10Bei dem hier aufgezeigten Algorithmus fu¨r AssoClass wird auf effiziente Datenstruktu-
ren fu¨r den Zugriff auf die Assoziationsregeln nicht na¨her eingegangen (z.B. Pra¨fixba¨ume
vgl. C. Borgelt, [BK02]), wir beschreiben das methodische Vorgehen .
11Bei gleicher Confidence der letzten Regel in der Aufza¨hlung mit weiteren Regeln der
Regelmenge wird die Beschra¨nkung jedoch u¨berschritten: die Regeln mit dieser Confidence
werden alle mit beru¨cksichtigt.
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• Lowerbound, Upperbound : Grenzen fu¨r die Klassifikation mit δ(r) (0 <
Lowerbound ≤ Upperbound < 1), Werte aus dem Intervall [Lower-
bound, Upperbound ] bleiben unbestimmt (undetermined).
6.2.5 Pra¨sentation der Ergebnisse
Die Ergebnisse stellen wir fu¨r jede Stichprobengro¨ße (z.B. 2 500, 5 000 und
10 000 Datensatz-Paare) separat wie folgt dar:
1. Ergebnisse jedes Klassifikationsmodells fu¨r alle 12 Stichproben: αˆ–
und βˆ–Fehler fu¨r alle Daten, sowie exemplarisch precision und recall
fu¨r die Bibliotheksdaten,12
2. Ergebnisse (αˆ– und βˆ–Fehler) bei Variation der Grenzen Lowerbound,
Upperbound der Entscheidungsfunktion, exemplarisch fu¨r je ein Modell
von AssoClass fu¨r die Wohnungs- und Adreß-Daten13 fu¨r ausgewa¨hlte
Klassifikationsmodelle.
Der U¨bersichtlichkeit halber werden in den ersten beiden genannten Dia-
grammen (anstatt aller Einzelergebnisse) angegeben:
• Median bzw. 50%–Quantil : Punkt innerhalb der Box,
• 25%– und 75%–Quantil : untere und obere (horizontale) Kante der
Box,
• Minimum bzw. 0%–Quantil : untere horizontale Markierung unterhalb
der Box,
• Maximum bzw. 100%–Quantil : obere horizontale Markierung ober-
halb der Box.
Die Ho¨he der Box spiegelt die Stabilita¨t der Werte wider, wa¨hrend die
Differenz zwischen Maximum und Minimum die Gro¨ße der Streuung zeigt.
Die Diagramme sind bei den Ergebnissen der einzelnen Tests zu fin-
den, fu¨r die Wohnungsdaten beispielsweise ab Seite 167. DT bezeichnet
die Klassifikationsmodelle des Entscheidungsbaumverfahrens, RL diejeni-
gen des Record Linkage und schließlich AC die Modelle fu¨r AssoClass. Die
fortlaufenden Nummern auf der Abszisse bezeichnen eine Modell-ID, aus der
sich die Parametrisierung der Verfahren ersehen la¨ßt.
12Wir verzichten auf die Abbildung von precision und recall fu¨r alle Datenbesta¨nde, da
kein grundsa¨tzlicher Unterschied zwischen dem Verhalten von (1− αˆ) und recall sowie von
(1 − βˆ) und precision besteht, lediglich durch das Verha¨ltnis der dubletten zu den nicht-
dubletten Paaren in der Stichprobe erha¨lt die precision eine Reskalierung, im Gegensatz
ist der β–Fehler unabha¨ngig von diesem Verha¨ltnis.
13Da lediglich AssoClass die Mo¨glichkeit einer anwendbaren Skalierbarkeit der Fehler-
raten bietet, vgl. die Diskussion bei der Auswertung der Tests, Abschnitt 6.6.1.2 auf Seite
196.
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Tabelle 6.1: Wohnungsdaten: Attribute und Vergleichsfunktionen
Nr. Attributname Vergleichsfunktion #Werte Skala
1 Rent fctdistanceOrdinal 6 ordinal
2 District fctYesNo 2 nominal
3 Rooms fctdistanceOrdinal 3 ordinal
4 Street fctYesNoNull 3 nominal
5 Size fctdistanceOrdinal 3 ordinal
6 Phone fctDiscreteMinEditDistance 4 ordinal
7 Datasource fctYesNo 2 nominal
8 Rent Brutto fctYesNo 2 nominal
9 AddCosts fctYesNo 2 nominal
10 FreeDate fctYesNoNull 3 nominal
11 ExtraCommission fctYesNoNull 3 nominal
12 Floor fctYesNoNull 3 nominal
13 Fulltext fctPercentageSameWordsDiscrete 4 ordinal
6.3 Evaluation mit Wohnungsdaten
Zur Beurteilung der Qualita¨t von drei ausgewa¨hlten Methoden (Decision
Tree, Record Linkage und AssoClass) verwenden wir eine Tabelle mit 9 842
Berliner Wohnungsanzeigen, die knapp 2 200 Duplikate entha¨lt. Fu¨r die
Identifizierung der annoncierten Wohnungen ziehen wir bis zu 13 Attribute
heran, fu¨r die jeweils eine diskrete Vergleichsfunktion festgelegt wurde (siehe
Tabelle 6.1). Als einen die Vorauswahl von Datensatzpaaren bestimmenden
Selektor σ haben wir die Differenzierungs-Schlu¨ssel District, Size (∆ = 1),
Rooms (∆ = 0.5) sowie die semantischen Schlu¨ssel fu¨r die vier Teilmengen
A1, . . . , A4 (d.h. Date oder Datasource ist verschieden) verwandt. Der
Selektor ist darstellbar mit dem SQL-Statement
SELECT A.*, B.*
FROM A AS A, A AS B
WHERE A.District = B.District
AND A.Size >= B.Size - 1 AND A.Size <= B.Size + 1
AND A.Rooms >= B.Rooms - 0.5 AND A.Rooms <= B.Rooms + 0.5
AND (A.Date <> B.Date OR A.Datasource <> B.Datasource)
AND A.ID < B.ID;
Fu¨r den Test betrachten wir die in der Tabelle 6.1 angegebenen 13
Attribute sowie ihnen zugeordnete diskrete Vergleichsfunktionen (nomina-
le/ordinale Skalen). Jede Vergleichsfunktion hat bis zu 6 mo¨gliche Ver-
gleichswerte, insgesamt gibt es mehr als 106 unterschiedliche Kombinationen
(Vergleichsvektoren),14 wovon allerdings ein Großteil bei keinem Vergleich
von Datensa¨tzen auftritt.
14Es sind 6 · 2 · 3 · 3 · 3 · 4 · 2 · 2 · 2 · 3 · 3 · 3 · 4 = 1.119.744 Kombinationen
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Tabelle 6.2: Wohnungsdaten: Charakteristika der Daten
accuracy confidence anti- nulls selectivity
Attribut confidence
Datasource 0.8453 0.6348 0.9845 0.0000 0.0002
District 1.0000 0.5000 1.0000 0.0000 0.0026
ExtraCommision 0.7009 0.6689 0.9976 0.3546 0.0002
Floor 0.4908 0.8833 0.9829 0.5651 0.0013
FreeDate 0.9248 0.6775 0.9931 0.0002 0.0040
Fulltext 0.4120 0.9896 0.9701 0.0000 0.8614
NK 0.8780 0.7435 0.9960 0.0875 0.0305
Phone 0.9575 0.9580 0.9986 0.0389 0.2706
Rent 0.9402 0.9719 0.9982 0.0302 0.1301
Rent Brutto 0.8198 0.6954 0.9949 0.1799 0.0024
Rooms 0.9957 0.5335 0.9986 0.0011 0.0016
Size 0.9721 0.7137 0.9999 0.0311 0.0252
Street 0.8721 0.9653 0.9999 0.3324 0.1580
Attribut delta-accuracy delta-confidence
Fulltext 0.6671 0.9864
Phone 0.9654 0.9524
Rent 0.9528 0.9052
Rooms 0.9992 0.4933
Size 0.9736 0.4933
Tabelle 6.3: Die Klassifikationsmodelle DT1–DT6 fu¨r das Entscheidungs-
baumverfahren (fu¨r alle drei Datenbesta¨nde)
(Die Skalen der Vergleichs-Attribute bzw. ihre Wertebereiche (engl.: domains) wur-
den entsprechend Tabelle 6.1 gesetzt (z.B. fu¨r die Wohnungsdaten: ordinal (Z) fu¨r die
Vergleichs-Attribute Rent, Size, Phone sowie FullText und nominal fu¨r die verbleiben-
den Attribute)
Modell measure pruning attributes
DT1 infgain no all
DT2 infgain yes all
DT3 infgr no all
DT4 infgr yes all
DT5 gini no all
DT6 gini yes all
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Tabelle 6.4: Wohnungsdaten: Die Klassifikationsmodelle RL1–RL10 fu¨r Re-
cord Linkage
model interaction terms attributes
RL1 {1-way} {3 4 5 6 12},
RL2 {2-way} {3 4 5 6 12}
RL3 {3-way} {3 4 5 6 12}
RL4 {1-way} {1 3 5 6 12}
RL5 {1-way} {3 4 5 6 12 13}
RL6 {2-way} {3 4 5 6 12 13}
RL7 {3-way} {3 4 5 6 12 13}
RL8 {1-way} {1 3 4 5 6 12 13}
RL9 {1-way} {1 3 4 5 6 7 12 13}
RL10 {1-way} {1 3 4 5 6 7 10 11 12 13}
Tabelle 6.5: Wohnungsdaten: Die Klassifikationsmodelle AC1–AC9
fu¨r AssoClass (bei allen Modellen war UpperBound={0.5+²}, LowerBound={0.5+²},
minConfidence={90},topN={100}, ² = 10−12 gesetzt)
model rule aggregation method attributes
AC1 NonConflicts {3 4 5 6 12}
AC2 Confidence {3 4 5 6 12}
AC3 Rank {3 4 5 6 12}
AC4 NonConflicts {3 5 12 13}
AC5 Confidence {3 5 12 13}
AC6 Rank {3 5 12 13}
AC7 NonConflicts {1 3 4 5 6 12 13}
AC8 Confidence {1 3 4 5 6 12 13}
AC9 Rank {1 3 4 5 6 12 13}
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6.3.1 Die Ergebnisse des Tests
Wir verwandten fu¨r den Test folgende 36 Datensatz-Lernstichproben:
L2500a,. . . , L2500l, L5000a,. . . , L5000l, L10000a,. . . , L10000l, die jeweils
die Ha¨lfte der Datensa¨tze der Stichproben P2500a,. . . , P10000l, d.h. 1 250,
2 500 bzw. 5 000 Datensatzpaare enthielten. Die Zahl der in den Stichproben
enthaltenen Duplikate betrug jeweils ca. 50%, 25% und 20% des Stichpro-
benumfangs, d.h. fu¨r die Lernstichproben L2500a,. . . , L2500l, L5000a,. . . ,
L5000l jeweils ca. 650 dublette Paare sowie ca. 1 000 dublette Paare fu¨r
L10000a,. . . , L10000l.
Es sei bemerkt, daß wir in diesem Test keine unbestimmten Paare zu-
gelassen haben. Desweiteren liefern alle Verfahren eine Bewertung (engl.:
score) mit einem Wert aus dem Intervall [0,1] die Grenzen LowerBound und
UpperBound (die in diesem Test gleichgesetzt wurden, s.u.). Alle Paare (a, b)
mit δ(a, b) < LowerBound werden als Duplikat klassifiziert, alle Paare mit
δ(a, b) > UpperBound als Nicht-Duplikat. Durch Verschiebung der Grenze
UpperBound nach oben wird der α-Fehler verringert, wa¨hrend sich durch
Verschiebung der Grenze LowerBound nach unten der β-Fehler verkleinert.
Falls eine bestimmte Zahl von Datensatz-Paaren unbestimmt bleiben darf,
kann ein Unsicherheitsintervall [LowerBound,UpperBound ] spezifiziert wer-
den, in dem keine Entscheidung gefa¨llt werden soll und damit erhalten wir
deutlich niedrigere als die dargestellten Fehlerraten fu¨r alle Klassifikations-
modelle.
• Record Linkage liefert bei Beschra¨nkung auf eine kleine Zahl von At-
tributen gute Ergebnisse, insbesondere die Modelle RL1–RL3 mit den
fu¨nf Attributen Rooms, Street, Size, Phone und Floor zeigen fu¨r alle
Stichprobengro¨ßen u¨berdurchschnittlich niedrige Raten des α-Fehlers,
wobei der β-Fehler etwas ho¨her ausfa¨llt als bei den anderen Attribu-
ten. Das Klassifikationsmodell RL4 hat eine andere Attributauswahl.
Statt Street wurde Rent verwandt, was jedoch zu ho¨heren Fehlerra-
ten fu¨hrt, da diese Attributkombination fu¨r die Identifizierung unge-
eignet ist. Die Modelle RL5–RL10 mit sechs bis zehn Einflußgro¨ßen
haben deutlich ho¨here und zudem instabile α-Fehlerraten. Es sei be-
merkt, daß die Fehlerraten von der Zahl verwandter Einflußgro¨ßen
und kaum vom spezifizierten log-linearen Modell abha¨ngen (d.h. der
Beru¨cksichtigung von 1-, 2- oder 3-Faktor-Interaktionen).
• das Entscheidungsbaum-Verfahren liefert bei den Modellen DT1–DT6
sehr gute Fehlerraten. Interessanterweise zeigt das Modell DT3 (Infor-
mation Gain Ratio ohne Pruning) bessere Ergebnisse als die anderen
5 Modelle, die alle a¨hnlich niedrige Fehlerraten haben.
• Fu¨r die Ergebnisse von AssoClass la¨ßt sich feststellen, daß die Ag-
gregationskritererien Confidence und Rank zu denselben Fehlerraten
fu¨hren, und das auch schon fu¨r die kleinen Stichproben
T2500a-l (in denen allerdings 50% dublette Paare enthalten waren).
Die Modelle AC4–AC6 schneiden in diesem Test nicht gut ab, was
mit der gewa¨hlten Attributmenge Rooms, Size, Floor und FullText
zu erkla¨ren ist, die fu¨r eine hinreichende Identifizierung ungeeignet
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ist. Akzeptable Werte liefern sowohl die Modelle AC2 und AC3 mit
den Attributen Rooms, Street, Size, Phone und Floor (bessere Werte
als die Modelle RL2 und RL3 mit denselben Attributen) als auch die
Modelle AC8 und AC9, bei denen zusa¨tzlich die Attribute Rent und
FullText verwandt werden. Allerdings ist durch die Hinzunahme dieser
beiden Attribute keine Vera¨nderung der Fehlerrate zu ersehen. Zu den
Modellen AC1 und AC7 ist zu bemerken, daß der α-Fehler minimiert
werden kann (bis auf Null!) durch die Verwendung der Aggregations-
methode NonConflicts, bei dem ein Paar nur dann als Nicht-Duplikat
klassifiziert wurde, wenn keine widerspru¨chlichen Regeln fu¨r das Paar
existierten. Allerdings muß man dabei einen erho¨hten β-Fehler in Kauf
nehmen. Durch Variation der Grenzen fu¨r die Klassifikation la¨ßt sich
die in Abbildung 6.6 gezeigte Skalierbarkeit der Fehlerraten erreichen.
Zusammengefaßt la¨ßt sich sagen, daß alle drei Methoden fu¨r die Woh-
nungsdaten zufriedenstellende Ergebnisse der Korrektheit mit Fehler-
raten um 1% zeigen.
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Abbildung 6.3: Die Ergebnisse von AssoClass fu¨r die Wohnungsdaten
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Abbildung 6.4: Die Ergebnisse des Entscheidungsbaumverfahrens fu¨r die
Wohnungsdaten
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Abbildung 6.5: Die Ergebnisse von Record Linkage fu¨r die Wohnungsdaten
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Abbildung 6.6: Die Ergebnisse von AC9 bei Variation der Grenzen der Ent-
scheidungsfunktion (ohne offene Entscheidungen, d.h. mit undetermined= 0
und Lowerbound=Upperbound) fu¨r die Wohnungsdaten
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6.4 Evaluation mit Adreßdaten
In diesem Abschnitt geben wir die Ergebnisse der Testla¨ufe mit Adreßda-
ten wider. Zur Evaluation stand uns ein Datenbestand mit u¨ber 250 000
Kunden-Datensa¨tzen zur Verfu¨gung. Die Daten wurden von der Deutschen
Post mit dem Verzeichnis deutscher Postanschriften abgeglichen (dieses Ver-
zeichnis wird sta¨ndig aktualisiert, z.B. durch die Beru¨cksichtigung erteilter
Nachsendeauftra¨ge und durch die regelma¨ßige U¨berpru¨fung der Zustelladres-
sen durch Brieftra¨ger); dieser Service der Dublettenbereinigung wird derzeit
mit dem Namen Double Clean von der Deutschen Post, Direkt Marketing,
angeboten.15 Der Abgleich fo¨rderte u¨ber 52 000 Duplikate in dem Datenbe-
stand zu Tage, die wir in einer optimierten Same-Relation abgelegt haben.16
Wir verwenden diese Same-Relation als Referenz, da wir davon ausgehen,
daß dieses Verfahren aufgrund der sta¨ndigen Aktualisierung eine große Ge-
nauigkeit hat, und deshalb zu einer verschwindend geringen Fehlklassifika-
tion fu¨hrt.
Tabelle 6.6: Die Charakteristika fu¨r die Adreßdaten (Teil 1)
accuracy confidence anti- nulls selectivity
Attribut confidence
Sex 0.98622 0.98902 0.56352 0 0.00001
FirstName 0.92178 0.97704 0.70849 0.00032 0.02221
LastName 0.92748 0.98571 0.95013 0 0.11925
FullName 0.84248 0.97090 0.99904 0 0.71563
BirthDate 0.73260 0.97679 0.99896 0.07025 0.11029
Day 0.75363 0.98063 0.96299 0.07025 0.00012
Month 0.76123 0.98136 0.91368 0.07025 0.00005
Year 0.75266 0.98056 0.97093 0.07025 0.00044
Zip-Code 0.98726 0.99750 0.96655 0 0.00033
Town 0.95495 0.99103 0.94634 0 0.00432
Street 0.86535 0.97498 0.99836 0.00059 0.20684
HouseNumber 0.90678 0.98220 0.97646 0.01520 0.00805
Unter Beru¨cksichtigung mehrfacher Duplikate lassen sich u¨ber 58 000
verschiedene dublette Paare bilden (dies entspricht der Kardinalita¨t von
TC(Same)). Die Datensa¨tze enthalten neben den Namen und Adressen der
Kunden auch das Geburtsdatum (fu¨r 93% der Datensa¨tze) sowie eine Anre-
de (aus der wir das Geschlecht ableiten) und einige Zusatzattribute (Titel,
Namenszusatz, Ortszusatz). Es sei bemerkt, daß die Daten zwar zu einem
Stichtag zusammengetragen wurden, aber die Aktualita¨t vom letzten Kun-
denkontakt abha¨ngt (der aber nicht aus diesen Daten ersichtlich ist), so daß
die Angaben veraltet sein ko¨nnen. Viele Variationen in den Daten sind durch
15Service-Angebote zur Datenbereinigung der Deutschen Post unter www.postdirekt.de
oder www.addressfactory.de.
16Es sei bemerkt, daß bei diesem Abgleich sogenannte Dublettengruppen gebil-
det werden, die als zusa¨tzlicher Attributwert jedem Datensatz hinzugefu¨gt werden;
Dublettengruppe= 0 bedeutet, daß kein Duplikat gefunden wurde, alle Datensa¨tze mit
demselben Wert Dublettengruppe= k, k ∈ N, k > 0 wurden als Duplikat klassifiziert.
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unterschiedliche Schreibweisen und Abku¨rzungen bestimmt, beispielsweise
fu¨r Straßen und Ortsteil-Bezeichnungen. Da sich die Adresse durch Umzug
des Kunden gea¨ndert haben kann, sind die Adreßdaten (PLZ, Ort, Straße,
Hausnummer) als Differenzierungsschlu¨ssel ungeeignet. Falls das Geburts-
datum fehlt oder nicht korrekt ist, fu¨hrt es als Differenzierungsschlu¨ssel
ebenfalls zu einer hohen Fehlerrate (d.h. nicht gebildete dublette Paare).
Wir beschra¨nken deshalb die Vorauswahl, d.h. den Selektor σ, auf die Na-
men eines Kunden. Als Vorauswahlkriterium verlangen wir, daß minde-
stens ein phonetischer Code des zusammengesetzten Namens (einschließlich
Namenszusatz) u¨bereinstimmt. Wir verwenden dafu¨r ein Phonetikmodul,
das fu¨r deutschsprachige Namen entwickelt wurde, die sogenannte Ko¨lner
Phonetik (siehe z.B. [Pos69]).17 Die phonetischen Codes der Namensbe-
standteile werden in einer (Index-)Tabelle Idx PhoneticCode(ID, Code)
gespeichert, so daß der effiziente Zugriff auf die Datensa¨tze, bei denen min-
destens ein Code u¨bereinstimmt, entsprechend Abschnitt 5.2.1 auf Seite 135
realisiert werden kann.
Fu¨r die Evaluation verwenden wir Lern- und Teststichproben, die jeweils
ein Drittel dublette und zwei Drittel nicht-dublette Datensatz-Paare enthal-
ten. Dazu bildeten wir Paar-Stichproben unterschiedlicher Gro¨ße zufa¨llig
gezogener Datensa¨tze (innerhalb der Vorauswahl) und erga¨nzten diese um
zufa¨llig aus TC(Same) gezogene dublette Paare. Wir zogen drei mal zwo¨lf
Stichproben mit jeweils 5 000, 10 000 und 20 000 Datensatz-Paaren, die wir
entsprechend mit P5000a–l, P10000a–l und P20000a–l bezeichneten. Die
daraus gebildeten Lern- und Test-Stichproben mit jeweils der Ha¨lfte der
(dubletten und nicht-dubletten) Paare, d.h. mit 2 500, 5 000 sowie 10 000
Datensatz-Paaren, erhielten den Pra¨fix L bzw. T statt P, beispielsweise wur-
den die Datensa¨tze der Stichprobe P10000h aufgeteilt auf die Lernstichprobe
L10000h und die Teststichprobe T10000h.
Die Parametrisierung der Verfahren ist analog zu den Wohnungsdaten,
17Im Gegensatz zu vielen phonetischen Codes, wie dem Soundex-Code (vgl. z.B.
[New88]) unterscheidet die Ko¨lner Phonetik Prima¨r- und Sekunda¨rformen von Namen.
Durch Erzeugung alternativer Codes eines Namens lassen sich Variationen in der Schreib-
weise, insbesondere fu¨r zusammengesetzte Namen, gut erfassen.
Tabelle 6.7: Die Charakteristika fu¨r die Adreßdaten (Teil 2)
Attribut delta-confidence delta-accuracy
FirstName 0.67784 0.97181
LastName 0.90442 0.99127
FullName 0.99912 0.01848
Street 0.97925 0.95794
Year 0.92168 0.76129
Als Abstandsmaße fu¨r die delta-confidence und delta-accuracy verwandten wir die Mini-
mumEditDistance fu¨r FirstName, LastName (mit ∆ = 2) und Street (mit ∆ = 1), die
Funktion (1−fctPercentageOfMatchingBiGrams) fu¨r FullName (mit ∆ = 0.2) und den
Absolutbetrag fu¨r Year (mit ∆ = 1).
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wobei wir die in Tabelle 6.8 angegebenen Vergleichsattribute und Vergleichs-
funktionen verwandten. Fu¨r die Namensattribute setzten wir mehrere Ver-
gleiche um. Insgesamt erhielten wir bei einem Vergleich zweier Kunden-
Datensa¨tze 17 Vergleichswerte. Die Klassifikationsmodelle DT1–DT6 fu¨r
das Entscheidungsbaumverfahren sind die fu¨r die Wohnungsdaten verwand-
ten Modelle (vgl. Tabelle 6.3 auf Seite 163), d.h. wir benutzten alle 17
verfu¨gbaren Vergleichsattribute, wobei wir bei den ordinal skalierten Ver-
gleichsattributen wie LNameEdit den Wertebereich entsprechend modifizier-
ten. Fu¨r die Klassifikation mit Assoziationsregeln und fu¨r Record Linkage
haben wir eine Auswahl der Attribute vorgenommen, vgl. die Tabellen 6.9
sowie 6.10.
Tabelle 6.8: Adreßdaten: Verwandte Attribute und Vergleichsfunktionen
Nr. Attributname Vergleichsfunktion #Werte Skala
1 FnameEdit fctDiscreteMinEditDistance 7 ordinal
2 LnameEdit fctDiscreteMinEditDistance 7 ordinal
3 ZIP fctYesNo 2 nominal
4 LNameBigrams fctPercentageOfMatchingBiGrams 4 ordinal
5 FNameBigrams 1−fctPercentageOfMatchingBiGrams 4 ordinal
6 LNameKoeln fctHasEqualPhoneticCode 3 nominal
7 FNameKoeln fctHasEqualPhoneticCode 3 nominal
8 Town fctYesNoNull 3 nominal
9 Street fctDiscreteMinEditDistance 7 ordinal
10 HouseNumber fctHasNonemptyIntersection 3 nominal
11 Year fctYesNoNull 3 nominal
12 Month fctYesNoNull 3 nominal
13 Day fctYesNoNull 3 nominal
14 BirthDate fctYesNoNull 3 nominal
15 Sex fctYesNo 2 nominal
16 FullNameBigrams 1−fctPercentageOfMatchingBiGrams 5 ordinal
17 FullNameEdit fctDiscreteMinEditDistance 7 ordinal
Tabelle 6.9: Adreßdaten: Die Klassifikationsmodelle AC1–AC9 fu¨r die Klas-
sifikation mit Assoziationsregeln (AssoClass)
model rule aggregation method attributes
AC1 NonConflicts {1 2 3 9}
AC2 Confidence {1 2 3 9}
AC3 Rank {1 2 3 9}
AC4 NonConflicts {1 2 3 9 10 14}
AC5 Confidence {1 2 3 9 10 14}
AC6 Rank {1 2 3 9 10 14}
AC7 NonConflicts {1 2 3 8 9 10 14 15 16}
AC8 Confidence {1 2 3 8 9 10 14 15 16}
AC9 Rank {1 2 3 8 9 10 14 15 16}
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Tabelle 6.10: Adreßdaten: Die Klassifikationsmodelle RL1–RL10 fu¨r Record
Linkage
model interaction terms attributes
RL1 {1-way} {1 2 3 9}
RL2 {2-way} {1 2 3 9}
RL3 {3-way} {1 2 3 9}
RL4 {1-way} {3 4 5 9}
RL5 {2-way} {3 4 5 9}
RL6 {3-way} {3 4 5 9}
RL7 {1-way} {1 2 3 10 14 15}
RL8 {1-way} {3 4 5 10 14 15}
RL9 {1-way} {1 2 3 8 9 10 14 15}
RL10 {1-way} {3 4 5 8 9 10 14 15}
6.4.1 Ergebnisse
6.4.1.1 Messung der Korrektheit
Fu¨r die Messung der Korrektheit nahmen wir eine Bestimmung der Fehlerra-
ten fu¨r die betrachteten Klassifikationsmodelle auf den 3 mal 12 Stichproben
vor. Die Ergebnisse sind in Abbildungen auf den folgenden Seiten zu finden.
In den Abbildungen 6.7 und 6.8 zeigen wir die gescha¨tzten α- und β-
Fehler fu¨r die Klassifikation mit Assoziationsregeln, AssoClass. Die Abbil-
dung 6.7 zeigt die Ergebnisse der Modelle mit den Aggregationsmethoden
Confidence und Rank. Aus den Resultaten la¨ßt sich ersehen, daß die Attri-
butauswahl einen großen Einfluß ausu¨bt. Die Modelle AC5 und AC6, bei
denen die Attribute FNameEdit, LNameEdit, Zip, Street, HouseNumber und
BirthDate verwandt wurden, zeigen die geringsten Fehlerraten. Durch die
Hinzunahme der Vergleichsattribute Sex, Town und FullNameBigram bei
AC8 und AC9 verschlechterten sich jedoch die Fehlerraten. Dieses la¨ßt sich
dadurch erkla¨ren, daß durch die Regeln, in denen die zusa¨tzlichen Attribute
vorkommen, die mit der Aggregationsmethode aus den Regeln gewonne-
ne Klassifikation zu stark an die Lernstichprobe angepaßt wird, was dann
ho¨here Fehlerraten auf der Teststichprobe zur Folge hat.
Die aus den in AC2 und AC3 verwandten Attributen FNameEdit, LNa-
meEdit, Zip und Street gelernten Klassifikationen weisen allerdings noch
ho¨here Fehlerraten auf, da diese Attribute nicht genu¨gend Information zur
Identifizierung enthalten.
In der Abbildung 6.8 sind die Ergebnisse der drei Modelle AC1, AC4 und
AC7 gezeigt, bei denen konfliktfreie Regeln zu einer klaren Entscheidung 0
oder 1 fu¨hren, andernfalls wird 0.5 gesetzt. Hier waren die Grenzen mit
Lowerbound = Upperbound = 0.5 + ² fu¨r ² = 10−12 gesetzt, so daß Paare
mit widersprechenden passenden Regeln als Duplikat klassifiziert wurden.
Dadurch erhalten wir einen minimalen α-Fehler, wobei jedoch der β-Fehler
recht groß wird.
Auf der darauffolgenden Seite sind in der Abbildung 6.9 die Ergebnis-
se des Entscheidungsbaumverfahrens abgebildet. Alle sechs Modelle zeigen
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sa¨mtlichst gleich gute Ergebnisse, d.h. unabha¨ngig vom gewa¨hlten Maß und
unabha¨ngig davon, ob Pruning zum Einsatz kam.
Fu¨r das Entscheidungsbaumverfahren und fu¨r Record Linkage (Abbil-
dung 6.10 auf Seite 179) ersieht man auch, daß mit wachsender Stichpro-
bengro¨ße sich sowohl die Fehlerraten als auch deren Streuung verringern.
Das liegt darin begru¨ndet, daß eine gelernte Klassifikation umso stabiler
wird, umso gro¨ßer die Lernstichprobe wird; insbesondere wird fu¨r Record
Linkage ein log-lineares Modell umso besser gescha¨tzt, desto mehr Daten
vorliegen. Bei Record Linkage sieht man, das die Auswahl der Attribute
großen Einfluß auf die Korrektheit hat: Die Modelle RL9 und RL10, die die
meisten Attribute enthalten, haben den gro¨ßten α-Fehler. Der Unterschied
zwischen den Modellen RL1–RL3 und RL4–RL6 besteht in den Vergleichs-
funktionen fu¨r den Namen, bei ersteren wurde die MinimumEditDistance
mit bis zu 6 verschiedenen Werten und bei letzteren der Vergleich mit Bi-
grams mit 4 mo¨glichen Werten vorgenommen — aus den Ergebnissen ist
kein signifikanter Unterschied zu erkennen, lediglich die Streuung ist fu¨r die
Bigrams geringer, was aus der geringeren Zahl an Fa¨llen resultiert (4 ·4 = 16
statt 36 Fa¨lle).
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Abbildung 6.7: Die Ergebnisse von AssoClass fu¨r die Adreßdaten (ohne
Modelle AC1, AC4 und AC7)
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Abbildung 6.8: Die Ergebnisse von AssoClass fu¨r die Adreßdaten (nur Mo-
delle AC1, AC4 und AC7)
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Abbildung 6.9: Die Ergebnisse des Entscheidungsbaumverfahrens fu¨r die
Adreßdaten
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Abbildung 6.10: Die Ergebnisse von Record Linkage fu¨r die Adreßdaten
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6.4.1.2 Kontrollierbarkeit der Fehlerraten
Wir untersuchen die Kontrollierbarkeit der Fehlerraten einer Klassifikation.
Wa¨hrend fu¨r das Entscheidungsbaumverfahren nur eine geringe Variabilita¨t
gegeben ist (der Wert fu¨r Decision wird aus der Confidence der verwand-
ten Entscheidungsregel abgeleitet und ist daher zumeist nahe 0 bzw. 1),
ermo¨glicht der Likelihood-Quotient bei Record Linkage und der bei As-
soClass aus den passenden Assoziationsregeln abgeleitete Wert eine hohe
Variabilita¨t. Wir untersuchen exemplarisch einen Fall, bei dem keine offenen
Entscheidungen zugelassen wurden (d.h. undetermined= 0). Wir betrach-
ten AssoClass mit dem Modell AC5, bei dem das Rang-Kriterium Rank fu¨r
die Aggregation der passenden Assoziationsregeln verwandt wurde. Die Er-
gebnisse fu¨r die Adreßdaten sind in den Plots der Abbildung 6.11 zu finden.
Fu¨r Lowerbound=Upperbound= 0.5 + ² erhalten wir die in Abbildung 6.7
gezeigten Fehlerraten, wa¨hrend wir fu¨r Lowerbound=Upperbound= 1−² das
Klassifikationsmodell AC4 (mit konfliktfreien Regeln) erhalten, vgl. Abbil-
dung 6.8 (² = 10−12).
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Abbildung 6.11: Die Ergebnisse von AC5 bei Variation der Grenzen der Ent-
scheidungsfunktion (ohne offene Entscheidungen, d.h. mit undetermined= 0
und Lowerbound=Upperbound) fu¨r die Adreßdaten
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6.5 Evaluation mit bibliographischen Daten
Aus dem bibliographischen Datenbestand des Kooperativen Bibliotheksver-
bundes Berlin-Brandenburg (www.kobv.de) wurde uns freundlicherweise ein
Auszug von u¨ber 10 000 nicht bereinigten Datensa¨tzen (aus verschiedenen
Bibliotheken) zur Verfu¨gung gestellt. Der Datenbestand war im sogenannten
MAB2 -Format kodiert (Das MAB2 -Format ist ein spezielles Text-Datenfor-
mat fu¨r den Austausch von Daten zwischen Bibliotheken). Wir gewannen
daraus Datensa¨tze mit den fu¨r bibliographische Daten typischen Attribu-
ten: Author (Aufza¨hlungstyp, da mehrere Autoren vorkommen), Title, Std-
No Type und StdNo (Art einer standardisierten Nummer, z.B. ISBN oder
ISSN und die Nummer selbst) sowie Year, Pages, Edition, Publisher, Address
undOrganization. Der Datenbestand wies einen hohen Anteil fehlender Wer-
te auf, lediglich fu¨r den Titel fand sich zumeist ein Wert.Fu¨r die Gewinnung
der Same-Relation konnten wir die Attribute StdNo, StdNo Type als Iden-
tifizierer ausnutzen und erhielten knapp 2 000 dublette Datensatz-Paare.
Aufgrund fehlender oder fehlerhafter Werte mußten wir jedoch manuell et-
wa 900 dublette Datensatz-Paare hinzufu¨gen. Insgesamt fanden wir u¨ber
2 800 geordnete, dublette Datensatz-Paare (TC(Same) = 2 837) mit einem
hohen Anteil mehrfacher Duplikate. Die optimierte Same-Relation enthielt
lediglich 1 825 Eintra¨ge (d.h. es gab 1 825 Duplikate).
Da eine vorhandene StdNo (z.B. eine ISBN) einen globalen Schlu¨ssel
fu¨r Auflagen von Bu¨chern darstellt, betrachten wir zwei unterschiedliche
Gruppen von Klassifikationsmodellen bei der Identifizierung:
• Modelle, die die Werte des Attributes StdNo fu¨r die Klassifikation
verwenden (AC4–AC6,DT1–DT6 und RL6+RL7) sowie
• Modelle ohne Verwendung der Attribute StdNo (AC1–AC3, AC4–
AC6, DT7–DT1218 und RL1–RL5, RL8+RL9).
In der Tabelle 6.11 sind die verwandten Attribute und Vergleichsfunk-
tionen notiert, die Charakteristika der Attribute sind in den Tabellen 6.12
und 6.13 zu finden.
18Die Modelle DT7–DT12 verwenden identische Parameter wie die Modelle DT1–DT6,
lediglich das Attribut StdNo wird in ihnen nicht benutzt.
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Tabelle 6.11: Bibliotheksdaten: Attribute und Vergleichsfunktionen
Die Funktion fctCompareMultipleAuthors fu¨hrt einen 8-stufigen Vergleich aus, 0: falls al-
le Autoren u¨bereinstimmen, 1: falls fu¨r (mindestens) einen Autor Vor- und Nachname
u¨bereinstimmen, 2: falls mindestens ein Name u¨bereinstimmt, 3–6: Werte der Minimu-
mEditDistance des am besten passenden Namens und schließlich 7: fu¨r NULL-Werte.
Nr. Attributname Vergleichsfunktion #Werte Skala
1 Authors fctCompareMultipleAuthors 8 ordinal
2 TitleSameWords fctPercentageSameWordsDiscrete 4 ordinal
3 Year fctYesNoNull 3 nominal
4 Pages fctYesNoNull 3 nominal
5 Publisher fctDiscreteMinEditDistance 5 ordinal
6 Address fctDiscreteMinEditDistance 6 ordinal
7 Organization fctDiscreteMinEditDistance 7 ordinal
8 StdNo fctYesNoNullBothNull 4 nominal
9 LNameFirstAuthor fctDiscreteMinEditDistance 6 ordinal
10 FNameFirstAuthor fctDiscreteMinEditDistance 6 ordinal
11 TitleMinEdit fctDiscreteMinEditDistance 6 ordinal
12 Edition fctHasNonemptyIntersection 2 nominal
Tabelle 6.12: Die Charakteristika fu¨r die Bibliotheksdaten (Teil 1)
accuracy confidence anti- nulls selectivity
Attribut confidence
Edition 0.4258 0.9523 0.9863 0.7084 0.0091
Authors 0.5456 0.9997 0.9947 0.1840 0.5816
Year 0.8950 0.9769 0.9974 0.1071 0.0224
Organization 0.0204 0.9992 0.9333 0.9379 0.0440
LNameFirstAuthor 0.6116 0.9993 0.9971 0.1875 0.4267
Address 0.3842 0.9316 0.9937 0.2000 0.0627
StdNo 0.6754 0.9999 0.9906 0.4741 0.3969
Title 0.6711 0.9993 0.9927 0.0122 0.7358
Pages 0.8583 0.9985 0.9977 0.2513 0.0826
Publisher 0.7385 0.9245 0.9938 0.2458 0.1794
FNameFirstAuthor 0.5918 0.9919 0.9965 0.1875 0.1543
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Tabelle 6.13: Die Charakteristika fu¨r die Bibliotheksdaten (Teil 2)
Attribut delta-confidence delta-accuracy
Authors 0.7385 0.9630
Year 0.9214 0.9359
Organization 0.9552 0.5225
LNameFirstAuthor 0.6250 0.9785
Address 0.8195 0.8502
Title 0.7078 0.9994
Publisher 0.8181 0.8436
FNameFirstAuthor 0.6066 0.9658
Als Abstandsmaße fu¨r die delta-confidence und delta-accuracy verwandten wir die Mini-
mumEditDistance fu¨r Authors (mit ∆ = 7), fu¨r Organization (mit ∆ = 10), fu¨r FName-
FirstAuthor und LNameFirstAuthor (mit ∆ = 3) und fu¨r Publisher und Address (mit
∆ = 4), die Funktion (1−fctPercentageOfMatchingBiGrams) fu¨r Title (mit ∆ = 0.2) und
den Absolutbetrag fu¨r Year (mit ∆ = 1).
Tabelle 6.14: Bibliotheksdaten: Die Klassifikationsmodelle RL1–RL9 fu¨r
Record Linkage
model interaction terms attributes
RL1 {1-way} {1 3 4 11},
RL2 {2-way} {1 3 4 11}
RL3 {3-way} {1 3 4 11}
RL4 {1-way} {1 2 3 4}
RL5 {2-way} {1 2 3 4}
RL6 {2-way} {1 2 3 4 8}
RL7 {3-way} {1 2 3 4 8}
RL8 {1-way} {1 2 3 4 9}
RL9 {1-way} {1 2 3 4 5 7 9}
Tabelle 6.15: Bibliotheksdaten: Die Klassifikationsmodelle AC1–AC9 fu¨r
AssoClass
model rule aggregation method attributes
AC1 NonConflicts {1 3 4 11}
AC2 Confidence {1 3 4 11}
AC3 Rank {1 3 4 12}
AC4 NonConflicts {1 2 3 4 8 11}
AC5 Confidence {1 2 3 4 8 11}
AC6 Rank {1 2 3 4 9 12}
AC7 NonConflicts {1 2 3 4 10 11}
AC8 Confidence {1 2 3 4 9 11}
AC9 Rank {1 2 3 4 9 11}
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6.5.1 Ergebnisse der Tests
Wir geben in den Abbildungen jeweils die Werte fu¨r den alpha- und beta-
Fehler bzw. precision und recall wieder. Wie schon bei den Wohnungs- und
Adreßdaten sticht das Entscheidungsbaum-Verfahren durch die niedrigsten
Fehlerraten hervor. Die Verwendung des Attributes StdNo bei den Modellen
(AC4–AC6,DT1–DT6 und RL6+RL7) fu¨hrt erwartungsgema¨ß zu niedrige-
ren Fehlerraten (bzw. ho¨heren Werten fu¨r precision und recall), wobei diese
fu¨r die Modelle DT1–DT6 nur unwesentlich besser sind als die der Model-
le DT7–DT13. Lediglich die Modelle RL6+RL7 fu¨r Record Linkage zeigen
eine Verschlechterung gegenu¨ber den Modellen RL4+RL5 (die bis auf die
Nicht-Verwendung des Attributs StdNo identisch sind). Das la¨ßt sich durch
den ho¨heren Scha¨tzfehler fu¨r die Multinomialverteilung erkla¨ren, die dann
zu einer schlechteren Anpassung an die Daten fu¨hrt, vgl. die Diskussion in
der Auswertung der Tests, Abschnitt 6.6.1.1 auf Seite 193. Die Klassifikation
mit AssoClass fu¨hrt fu¨r die Bibliotheksdaten zu keinen zufriedenstellenden
Resultaten, selbst bei Verwendung der StdNo in den Modellen AC4–AC6
erhalten wir deutlich schlechtere Werte als die Modelle RL1–RL5 und DT1–
DT12. Aufgrunddessen untersuchen wir hier auch nicht die Skalierbarkeit
der Fehlerraten. Das schlechte Abschneiden von AssoClass und mo¨gliche
Verbesserungen diskutieren wir im Anschluß in der Auswertung der Tests
im Abschnitt 6.6.1.2 auf Seite 196.
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Abbildung 6.12: Die Ergebnisse (1) von AssoClass fu¨r die Bibliotheksdaten
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Abbildung 6.13: Die Ergebnisse (2) von AssoClass fu¨r die Bibliotheksdaten
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Abbildung 6.14: Die Ergebnisse (1) des Entscheidungsbaumverfahrens fu¨r
die Bibliotheksdaten
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Abbildung 6.15: Die Ergebnisse (2) des Entscheidungsbaumverfahrens fu¨r
die Bibliotheksdaten
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Abbildung 6.16: Die Ergebnisse (1) von Record Linkage fu¨r die Bibliotheks-
daten
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Abbildung 6.17: Die Ergebnisse (2) von Record Linkage fu¨r die Bibliotheks-
daten
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6.6 Auswertung
6.6.1 Ergebnisse
Zuna¨chst fassen wir die Ergebnisse der drei Tests zusammen.
Das Entscheidungsbaumverfahren
• Das Entscheidungsbaumverfahren zeigt in allen Tests die besten Er-
gebnisse aller drei Methoden, d.h. (1) hohe Korrektheit: die Fehler-
raten sind ausnahmslos sehr gering fu¨r alle Stichproben (Median un-
terhalb 1%), und (2) große Stabilita¨t: eine deutliche Erho¨hung der
Anpassungsgu¨te —d.h. eine Verringerung des Streuungsintervalles
(max−min)— la¨ßt sich durch eine Erho¨hung der Stichprobengro¨ße
erreichen (sehr deutlich la¨ßt sich dieses aus den Tests fu¨r die Biblio-
theksdaten ersehen, die jeweils vorgenommene Verdopplung des An-
teils nicht-dubletter Paare in den Stichproben senkte den resultieren-
den βˆ-Fehler vgl. Abbildung 6.14 auf Seite 188).
• Die Wahl des Maßes fu¨r die Partitionierung hat keinen erkennbaren
Einfluß auf die Korrektheit (wir verwendeten die drei Maße Informa-
tionsgewinn, Informationsgewinnverha¨ltnis und Gini-Index ).
• Ebenso ohne Einfluß auf die Korrektheit bleibt das zusa¨tzliche Be-
schneiden (engl.: prunen) eines gelernten Entscheidungsbaumes. Bei
einigen Stichproben verringert sich der Klassifikationsfehler, bei ande-
ren erho¨ht er sich durch das Beschneiden. Dieses Resultat liegt darin
begru¨ndet, daß bei der sehr hohen Anpassungsgu¨te (α- und β-Fehler
geringer als 1%) auf unseren Stichproben durch eine Verku¨rzung des
Baumes nicht notwendigerweise eine weitere Verbesserung der Anpas-
sungsgu¨te zu erreichen ist.
• Obwohl alle der sechs getesteten Klassifikationmodelle ein a¨hnliches
Verhalten zeigen, sticht das Modell DT3, bei dem das Informations-
gewinnverha¨ltnis ohne pruning zum Einsatz kam, heraus (bzw. die
Modelle DT3, DT9 und DT15 fu¨r die Bibliotheksdaten).
• Wie in Abschnitt 6.2.4.1 erla¨utert, verwendeten wir beim Entschei-
dungsbaumverfahren ordinale Skalen fu¨r diejenigen Vergleichsattribu-
te, die ordinale Skalen hatten und andernfalls nominale Skalen (kardi-
nale Skalen traten nicht auf, ko¨nnen aber ebenfalls verwandt werden).
Da in den Tests der anderen beiden Klassifikationsmethoden ordina-
le Skalen als nominale Skalen verwandt wurden, wollen wir pru¨fen,
inwiefern die Beru¨cksichtigung der Skalierung Einfluß auf die Klassi-
fikationsgu¨te hat. Dazu wendeten wir das Entscheidungsbaumverfah-
ren exemplarisch auf die Bibliotheksdaten bei nominaler Skalierung
der ausgewa¨hlten Attribute an (ohne Std No, wir haben die Paare
DT7/DT13,. . . ,DT12/DT18, die bis auf die erwa¨hnte Skalierung iden-
tisch sind, DT13–DT18 haben nominale Skalen). Die Ergebnisse sind
in der Abbildung 6.18 zu finden. Es zeigt sich, daß das Ausnutzen der
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Ordinal-Skala in allen Modellen zu einer Verbesserung der Klassifika-
tionsgu¨te fu¨hrt. Doch auch ohne Verwendung dieser Skalierung sind
die Fehlerraten deutlich unterhalb derjenigen von Record Linkage oder
AssoClass, vgl. die Abbildungen 6.12 und 6.16 auf Seite 190ff.
6.6.1.1 Record Linkage
Zusammenfassend la¨ßt sich feststellen, daß unter den getesteten Klassifika-
tionsmodellen von Record Linkage diejenigen mit wenigen Attributen (d.h.
4–5) bessere Ergebnisse zeigten als die mit einer gro¨ßeren Zahl an Attri-
buten. Die Fehlerraten fallen jedoch deutlich ho¨her aus als beim Entschei-
dungsbaumverfahren (etwa doppelt so hoch). Um zu u¨berpru¨fen, ob bei
Anwendung des Entscheidungsbaumverfahrens auf diese wenigen Attribute
a¨hnlich hohe Fehlerraten auftreten, wandten wir die Klassifikationsmodelle
DT1–DT6 fu¨r die Bibliotheksdaten erneut an. Das geschah unter ausschließ-
licher Verwendung der Attribute wie Authors, T itleMinEdit, Y ear, Pages,
die schon bei Klassifikationsmodellen RL1–RL3 von Record Linkage ver-
wandt wurden. Die Skalierung wurde fu¨r alle Attribute nominal gesetzt.
Die Ergebnisse sind in der Abbildung 6.19 zu finden, die entsprechenden
Fehlerraten fu¨r die Modelle RL1–RL3 sind ebenfalls dort abgebildet. Es
zeigt sich, daß sich zwar die Fehlerraten des Entscheidungsbaumverfah-
rens deutlich verschlechtern (vgl. Abbildung 6.18), jedoch liegen sie im-
mer noch unterhalb derer von Record Linkage. Wir schließen daraus, daß
das Entscheidungsbaum-Verfahren fu¨r diese Stichproben bei gleicher Infor-
mation u¨ber die Paare (identische Attributauswahl, Skalen nominal) besser
in der Lage ist, die klassifizierende (identifizierende) Information auszunut-
zen. Man ersieht jedoch, daß bei diesen wenigen Attributen keine Stabilita¨t
vorliegt (d.h. keine verbesserte Anpassung durch Erho¨hung der Stichpro-
bengro¨ße).
In den Klassifikationsmodellen fu¨r Record Linkage haben wir die Ord-
nung der maximalen Interaktionen zwischen den Attributen (1-Faktor-, 2-
Faktor- oder 3-Faktor-Interaktionen) sowie die Attributauswahl variiert.
Beide Variationen beeinflussen die Klassifikationsgu¨te:
• Einerseits la¨ßt sich feststellen, daß die Attributauswahl einen starken
Einfluß auf die Klassifikationsgu¨te hat, d.h. mit zunehmender Zahl an
Attributen steigen die Fehlerraten und ihre Streuungsbreite deutlich,
und
• Andererseits beeinflußt die gewa¨hlte maximale Ordnung der Interak-
tionen ebenfalls die Gu¨te, sofern Abha¨ngigkeiten zwischen den aus-
gewa¨hlten Attributen bestehen, die Fehlerraten und ihre Streuungs-
breite verringern sich in diesem Fall.
Die sich verschlechternde Anpassung bei Hinzunahme weiterer Attribute
liegt in der daraus resultierenden Modellgro¨ße begru¨ndet, da die Zahl der
Vergleichswert-Kombinationen exponentiell mit der Attributanzahl wa¨chst,
wir erhalten schon fu¨r zwei Vergleichswerte je Attribut eine Zahl von 2k
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Abbildung 6.18: Die Ergebnisse des Entscheidungsbaumverfahrens auf den
Bibliotheksdaten bei Variation der Skalen (nominal/ordinal fu¨r DT7–DT12,
ausschließlich ordinal fu¨r DT13–DT17)
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Abbildung 6.19: Die Ergebnisse von DT1’–DT6’ auf den Bibliotheksdaten
bei Restriktion auf dieselben Attribute wie die Modelle RL1–RL3 (vgl. Ab-
bildung 6.16, RL1–RL3 sind hier zum Vergleich abgebildet als ModellID’s
-1,-2 und -3)
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verschiedenen Fa¨llen. Problematisch fu¨r die Scha¨tzung der Multinomialver-
teilung ist aber nicht nur die wachsende Anzahl der Fa¨lle, sondern auch die
große Zahl von nicht realisierten Fa¨llen (sogenannten leeren Zellen). Obwohl
diese nicht realisierten Fa¨lle fu¨r die Scha¨tzung der Multinomialverteilung mit
der Wahrscheinlichkeit 0 gesetzt werden (engl.: fitted zeros), ist der Scha¨tzer
verzerrt und hat deshalb ho¨here Fehlerraten.
Diesem Umstand kann man begegnen, indem man zusa¨tzliche Annahmen
in die Scha¨tzung der Multinomialverteilung fu¨r ein log-lineares Modell mit
aufnimmt, beispielsweise die Annahme nach
• Monotonie: Forderung nach Monotonie der Wahrscheinlichkeitsvertei-
lung bei ordinalen oder kardinalen Skalen (z.B. gelte fu¨r die Koeffizien-
ten der zwei-Faktor Interaktionen zweier Vergleichs-Attribute Ri, Rj :
uij(ri, rj) < uij(r
′
i, r
′
j) falls ri < r
′
i oder rj < r
′
j), oder
• konstante Koeeffizienten: Forderung nach einer konstanten Abha¨ngig-
keitsstruktur zwischen bestimmten Attributen (z.B. gelte fu¨r die Ko-
effizienten der drei-Faktor Interaktionen dreier Vergleichs-Attribute
Ri, Rj , Rk: uijk(ri, rj , rk) = uijk(r
′
i, r
′
j , r
′
k) fu¨r alle ri, r
′
i, rj , r
′
j , rk, r
′
k).
Mit zusa¨tzlichen Annahmen verringert sich die Zahl der zu scha¨tzenden
Parameter der Multinomialverteilung, so daß die Anpassung einer Klassifi-
kation sich erho¨ht.
Abschließend bemerken wir, daß beim Record Linkage eine große Sta-
bilita¨t gegeben ist: Mit wachsender Stichprobengro¨ße verringert sich der
Scha¨tzfehler und mithin die Fehlerraten.
6.6.1.2 Die Klassifikation mit Assoziationsregeln (AssoClass)
Die Klassifikation mit Assoziationsregeln zeigt im Vergleich zu den beiden
anderen Methoden—bis auf eine unten zu diskutierende Ausnahme— keine
u¨berzeugenden Ergebnisse. Das mag darin begru¨ndet liegen, daß die vorge-
stellten Aggregationsmethoden fu¨r widerspru¨chliche Regeln ein lokaler An-
satz sind, d.h. sie nutzen immer nur die Information (d.h. die Regeln) aus,
die fu¨r einen Vergleichswert passen. Im Gegensatz dazu betrachtet man bei
Lernen eines Entscheidungsbaumes immer Partitionen des Vergleichsraumes,
und versucht diejenigen zu finden, die homogen bezu¨glich des klassifizieren-
den Attributes sind. Nichtsdestotrotz enthalten Assoziationsregeln die fu¨r
eine Partitionierung no¨tige Information, die von den Entscheidungsbaum-
Verfahren erzeugten Entscheidungsregeln sind ebenfalls enthalten. Wei-
tergehende Forschung zu AssoClass wird sich unter anderem mit der Pro-
blematik auseinandersetzen, welche Vorgehen Entscheidungsba¨ume aus wi-
derspruchsfreien Regeln erzeugen, die identisch/a¨hnlich sind zu denen des
Entscheidungsbaumverfahrens. Diese ko¨nnen dann modifiziert werden, um
wu¨nschenswerte Klassifkationseigenschaften zu erreichen.
Wie fu¨r die Wohnungs- und Adreßdaten dargestellt, erlaubt die Vielzahl
an Assoziationsregeln eine Skalierbarkeit der Fehlerraten, so daß alternativ
der α- oder β-Fehler minimiert werden kann. Diese breite Skalierbarkeit ist
6.6. AUSWERTUNG 197
weder fu¨r das Entscheidungsbaum-Verfahren mo¨glich, noch in diesem star-
ken Maße fu¨r Record Linkage. Beim Entscheidungsbaum-Verfahren ko¨nnen
wir die Confidence der Entscheidungsregel fu¨r die Skalierbarkeit verwenden,
es sind aber nur wenige Stufen mo¨glich (je eine pro Entscheidungsregel);
Bei Record Linkage ist durch die Verschiebung der Grenzen λL, λU zwar ei-
ne Skalierbarkeit des Klassifikationsverhaltens gegeben, aufgrund des hohen
Scha¨tzfehlers der nicht oder selten beobachteten Fa¨lle steigt die Fehlklassi-
fikation des jeweils nicht kontrollierten Fehlers auf bis u¨ber 50%. Falls z.B.
der alpha-Fehler minimiert werden soll, sinkt die precision der Klassifikation
(auf Werte nahe Null falls der Anteil nicht-dubletter Paare in der Stichpro-
be groß ist), da zwar fast keine Duplikate mehr verworfen werden, dafu¨r
aber bis u¨ber 50% der nicht-dubletten Paare fa¨lschlicherweise als Duplikate
klassifiziert werden.
6.6.2 Einflußfaktoren fu¨r die Anpassungsgu¨te einer Klassifi-
kation
Im Folgenden diskutieren wir, welche Faktoren starken Einfluß auf die Klas-
sifikation haben. Wir unterscheiden dabei zwischen
• Faktoren, die durch die Daten gegeben sind, sowie
• Faktoren, die durch eine Klassifikationsmethode und ihre Parametri-
sierung bestimmt sind.
Wir diskutieren im Folgenden die Daten-abha¨ngigen Faktoren. Die durch
die Klassifikationsmethoden bestimmten Faktoren haben wir im vorigen Ab-
schnitt besprochen. Starken Einfluß haben die in Kapitel 4 diskutierten
Qualita¨tsaspekte. Wir gehen auf die zwei wichtigsten semantischen Cons-
traints na¨her ein:
• semantische Schlu¨ssel : Je ho¨her die Gu¨te (confidence und accuracy)
der approximativen Schlu¨ssel ist, und umso geringer der Anteil der
Tupel mit NULL-Werten fu¨r die in solchen Schlu¨sseln enthaltenen At-
tribute ist, desto genauer und vollsta¨ndiger ko¨nnen diese Schlu¨ssel auf
die Daten angewandt werden. Falls semantische Schlu¨ssel existieren
(und diese korrekt sind) ist eine Identifikation mit ihnen mo¨glich (die
ISBN/ISSN ist ein Beispiel fu¨r einen semantischen Schlu¨ssel, es gab
aber bei den Bibliotheksdaten einen hohen Anteil von Datensa¨tzen mit
NULL-Werten.
• Anzahl von Duplikaten und U¨berlappungsgrad von Teilmengen: Falls
genau eingegrenzt werden kann, wieviele Duplikate fu¨r einzelne Da-
tensa¨tze oder in Teilmengen von A zu finden sind, kann die Klassifi-
kation darauf abgestimmt werden.
Beispiel 6.13 (bekannter U¨berlappungsgrad). Eine Tabelle A lasse sich in
zwei Teilmengen A1, A2 zerlegen und es sei bekannt, daß beide Teilmengen
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duplikatfrei sind sowie daß zu jedem Datensatz aus A1 genau ein Duplikat
in A2 existieren muß, d.h. es gelten die semantischen Constraints
[duplicates(Ai) = 0], i = 1, 2
[overlap({a} , A2) = 1], a ∈ A1.
Fu¨r eine durchgefu¨hrte Klassifikation von Paaren (sinnvollerweise mit ei-
nem Selektor σ(A × A) ⊂ A1 × A2) kann im Anschluß eine Bereinigung
durchgefu¨hrt werden. Es kann jeweils der beste Treffer
(a, b) := argmin
(
δ(a, b) | (a, b) ∈ A1 ×A2
)
aus (a, b) ∈ A1 × A2 als Duplikat klassifiziert werden. Lediglich bei einer
Bewertung nahe 1, oder in inkonsistenten Fa¨llen (bei identischer Bewertung
mehrerer Paare (a, b), (a, b′) oder falls b ∈ A2 bester Treffer mehrerer Da-
tensa¨tze a, a′ ∈ A1 ist) ist manuell zu pru¨fen bzw. eine konfliktauflo¨sende
Regel anzuwenden (beispielsweise kann b demjenigen Datensatz als Duplikat
zugeordnet werden, dessen Bewertung besser (d.h. niedriger) ausfa¨llt).
Eine große Bedeutung fu¨r die Anpassungsmo¨glichkeit jeglicher Klassi-
fikationsmethode kommt der Definition des Vergleichsraumes R zu. Der
mehrdimensionale Vergleichsraum R wird aufgespannt durch die verwand-
ten Vergleichsfunktionen f = (f1, . . . , fk)—d.h. R ist die Menge aller ih-
rer Vergleichswert-Kombinationen (auch als Vergleichsvektoren bezeichnet).
Trivialerweise ko¨nnen zwei Datensatzpaare nur dann unterschiedlich klas-
sifiziert werden, wenn sie unterschiedliche Vergleichsvektoren haben. Fu¨r
die Anpassung einer Klassifikation ist also relevant, inwiefern die bedingten
Verteilungen (hier fu¨r den diskreten Fall angegeben)
p0(r) := P{ r = f(a, b) ∈ R | a ≡ b } , (6.21a)
p1(r) := P{ r = f(a, b) ∈ R | a 6≡ b } (6.21b)
voneinander verschieden sind.19Die Wahrscheinlichkeiten p0(r) und p1(r)
aus (6.21) lassen sich auf Stichproben von Datensatzpaaren mit der rela-
tiven Ha¨ufigkeit der Vergleichsvektoren scha¨tzen, fu¨r die Same = ’Yes’ bzw.
Same = ’No’ gilt.
Wir betrachten die beiden Extremfa¨lle:
• Falls beide Verteilungen gleich sind, d.h. falls P0(r) ≈ P1(r) fu¨r alle
r ∈ R gilt, kann mit keinem Klassifikationsverfahren (aus Beispielda-
ten mit Werten aus R) ein gute Klassifikation gewonnen werden.
• Falls die Masse beider Verteilungen auf zwei Teilmengen R′, R′′ ⊂ R,
R′ ∩ R′′ = ∅ verteilt ist, d.h. falls ein kleines c > 0 existiert (etwa
c = 0.01), so daß
∑
r∈R′ P0(r) < c und
∑
r∈R′′ P1(r) < c gilt, wird
es Klassifikationen geben, deren Fehler durch c beschra¨nkt sind (d.h.
α, β < c).
19Es sei bemerkt, daß aus diesen beiden Verteilungen (6.21) (respektive ihrer
Scha¨tzungen) der Likelihood-Quotient beim Record Linkage berechnet wird.
6.6. AUSWERTUNG 199
Eine hohe Trennscha¨rfe der Vergleichsvektoren im Vergleichsraum r ∈ R
bezu¨glich des klassifizierenden Attributes Same ist also eine gute Voraus-
setzung, um eine Klassifikation auf R zu lernen.
Beispiel 6.14 (Simulation). Die Trennscha¨rfe sei mit einer Simulation von
zweidimensionalen stetigen Vergleichswerten in [0,1] verdeutlicht, vgl. Ab-
bildung 6.20 auf Seite 200. Wir zeigen drei Simulationen. Bei der 1. Si-
mulation ist keine Trennung zwischen den Verteilungen beider Klassen zu
erkennen, lediglich im linken unteren Rand ist eine der Klassen sta¨rker ver-
treten. In der 2. Simulation ist eine mittlere Trennscha¨rfe zu vermerken
(die Masse der einen Verteilung liegt auf der linken unteren Seite von [0, 1]2
wa¨hrend die Masse der zweiten auf der rechten oberen Seite von [0, 1]2
liegt). Beide Verteilungen haben jedoch im mittleren Bereich (etwa bei
[0.2, 0.7]× [0.3, 0.8]) viele Werte, so daß eine Klassifikation in diesem Bereich
ungenau sein wird, d.h. ein großer Anteil von Paaren mit diesen Vergleichs-
werten fehlerhaft klassifiziert werden wird. Die dritte Simulation zeigt das
wu¨nschenswerte Verhalten: die Klassen sind gut getrennt (in etwa durch die
Gerade y = 1 − x), der Vergleichsraum zeigt eine hohe Trennscha¨rfe auf.
Der Fehler einer Klassifikation du¨rfte hier sehr gering ausfallen.
Bemerkung 6.15. Wie aus dem Beispiel 6.14 zu ersehen ist, ist die Vertei-
lung der Vergleichsvektoren r ∈ R im Vergleichsraum (falls die Information
Same = ’Yes’/’No’ nicht beru¨cksichtigt wird) zusammengesetzt aus zwei
Verteilungen, resultierend in einer Verteilung mit mehreren Modi. Sofern
eine gute Trennscha¨rfe der Modi gegeben ist, la¨ßt sich diese Verteilung unter
zusa¨tzlichen Annahmen (z.B. Gaußsche Normalverteilung) als multimodale
Verteilung scha¨tzen. Wir erhalten dann also (i bezeichne die Modi)
P{ r ∈ R } =
∑
i
P{ r ∈ R : i-ter Modus } .
Es sei also eine hohe Trennscha¨rfe gegeben und die Wahrscheinlich-
keit dubletter Paare in der Vorauswahl sei hinreichend hoch (z.B. bei sehr
niedriger Selektivita¨t und geringer Fehlerrate einer Vorauswahl). Dann
kann zur Analyse von Vergleichswert-Ha¨ufigkeiten zufa¨llig gebildeter Daten-
satzpaar-Stichproben (d.h. auch ohne Vorliegen einer Same-Relation) die
Scha¨tzung einer multimodalen Verteilung vorgenommen werden, vgl. z.B.
Stu¨tzle [Stu¨03].
Nun wollen wir die Trennscha¨rfe fu¨r die im Test benutzten Datenbesta¨n-
de untersuchen. Dazu bilden wir Kontingenztabellen20 auf Datensatzpaar-
Stichproben. In den Tests haben wir bis zu 17 Vergleichsattribute verwandt,
zur Veranschaulichung betrachten wir eine Auswahl von Vergleichsattribut-
Paaren mit zwei- und drei-dimensionalen Kontingenztabellen, jeweils sepa-
rat fu¨r Same = ’Yes’ und Same = ’No’. In den Abbildungen 6.21–6.26 sind
die resultierenden Diagramme gezeigt, es ist die logarithmische Skalierung
der z-Achse (Count) zu beachten.21
20In Microsoft Excel lassen sich Kontingenztabellen als Pivot-Tabellen darstellen, wenn
man den Count fu¨r die Ha¨ufigkeit der Vergleichsvektoren als Maß verwendet.
21Wir verwenden die logarithmische Skalierung der z-Achse, da bei linearer Skalierung
die kritischen Fa¨lle kaum zu erkennen sind (das sind diejenigen, bei denen beide Vertei-
lungen Werte gro¨ßer Null aufweisen).
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3. Simulation von Vergleichswerten in [0, 1]2
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Abbildung 6.20: Simulationen zweier Klassen von zweidimensionalen Vek-
toren, die unterschiedliche Trennscha¨rfe haben (auf einer kardinalen Skala)
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Abbildung 6.21: Ha¨ufigkeiten der Vergleichswert-Kombinationen fu¨r die At-
tribute Street und Phone (jeweils fu¨r Paare von Duplikaten Same = 0 und
Nicht-Duplikaten Same = 1)
Fu¨r die Wohnungsdaten betrachten wir eine Kombination von Vergleichs-
Attributen.
• Street und Phone (Abbildung 6.21): 97% der Werte fu¨r Same =
’Yes’ findet man bei den beiden Vergleichsvektoren (Street, Phone)
= (1, 1) und = (1, 3), wa¨hrend fu¨r 98% der Paare mit Same = ’No’
die Vergleichswerte (Street, Phone) = (2, 4) und = (3, 4) angenom-
men wurden. Die betrachtete Attributkombination hat also eine hohe
Trennscha¨rfe im Vergleichsraum, wobei jedoch zu beachten ist, daß
fu¨r die Vergleichswerte (1, 1) und (1, 3) jeweils 20 Fa¨lle mit Same =
’No’ auftraten, so daß eine Klassifikation, die ausschließlich auf dem
Vergleich der Attribute Street und Phone basiert, fehlerbehaftet ist.
Durch die Hinzunahme weiterer Vergleichs-Attribute kann aber die
Trennscha¨rfe im Vergleichsraum weiter erho¨ht werden.
Fu¨r die Adreßdaten geben wir drei Beispiele an, wobei wir fu¨r die ersten
beiden Attribut-Kombinationen keine hohe Trennscha¨rfe erreichen:
• Sex und FirstNameEdit (Abbildung 6.22): 94% der Paare mit Same =
’Yes’ findet man zwar bei dem Vergleichsvektor (FirstNameEdit, Sex) =
(1, 1), dieser Vergleichswert tritt aber auch fu¨r 42% der Paare mit
Same = ’No’ auf. Das la¨ßt sich damit begru¨nden, daß die U¨bereinstim-
mung eines phonetischen Codes (Vor- oder Nachname) die Vorauswahl-
Bedingung fu¨r die Paarbildung war.
• Fullname und Birthdate (Abbildung 6.23): Wir betrachten die Ver-
gleiche von FullnameEdit und Birthdate. Es ergibt sich eine Konzen-
tration von 99% der Paare mit Same = ’No’ auf die vier Werte mit
FullnameEdit ≥ 5 und Birthdate ≥ 2, jedoch auch 4% der Paare mit
Same = ’Yes’ haben diese Vergleichswerte (fu¨r 95%, d.h. fu¨r fast alle
anderen Paare mit Same = ’Yes’ ist FullnameEdit < 5).
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• Fullname, Sex und Street (Abbildung 6.24): Dies ist eine drei-dimen-
sionale Kontingenztabelle, auf der y-Achse sind deshalb die Vergleichs-
wert-Kombinationen der Attribute Sex und Street abgetragen. 98.5%
aller Paare mit Same = ’Yes’ haben die Vergleichsvektoren (Fullname,
Sex, Street) = (i, 1, 1), (1, j, k) oder (3, j, k) (i, j und k sind hier belie-
big Werte), wa¨hrend nur 0.5% der Paare mitSame = ’No’ diese Werte
annehmen. Umgekehrt sind bei denWerten (Fullname, Sex, Street) =
(i, j, k), i, j ≥ 5 99% der Vergleichswerte der nicht-dubletten und weni-
ger als 1% der dubletten Paare konzentriert. Die Kombination dieser
drei Attribute hat also eine sehr hohe Trennscha¨rfe.
Fu¨r die Bibliotheksdaten betrachten wir zwei Kombinationen
• Address und Publisher (Abbildung 6.25): Aus der Nicht-U¨bereinstim-
mung des Verlagsortes und Verlages la¨ßt sich nicht die Verschiedenheit
zweier Bu¨cher ableiten, was aus der Abbildung 6.25 ersichtlich ist. Im-
merhin stimmt der Verlag bei etwa drei Vierteln aller dubletten Paare
u¨berein. Interessanterweise entha¨lt die Stichprobe etwa 9% der nicht-
dubletten Paare, bei denen Address oder Publisher u¨bereinstimmen.
• Authors und TitleMinEdit (Abbildung 6.26): Die Kombination dieser
beiden Attribute hat eine sehr hohe Trennscha¨rfe fu¨r die Ha¨ufigkeits-
verteilung der nicht-dubletten Paare, ihre Masse liegt zu 99.9% bei
den Vergleichswerten, bei denen Authors > 2 oder TitleMinEdit > 2
gilt, jedoch findet man dort auch 12% der dubletten Paare. Es wird
somit eine Klassifikation geben, die Paare, deren Vergleichswerte fu¨r
Authors ≤ 2 oder fu¨r TitleMinEdit ≤ 2 liegen, fast fehlerfrei als
Duplikate klassifizieren kann. Fu¨r die verbleibenden Fa¨lle sind aber
—um dort den Fehler zu minimieren— die Werte weiterer Vergleichs-
Attribute mit heranzuziehen.
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Abbildung 6.22: Ha¨ufigkeiten der Vergleichswert-Kombinationen der At-
tribute Sex und FirstNameEdit fu¨r die Adreßdaten (jeweils fu¨r Paare von
Duplikaten Same = 0 und Nicht-Duplikaten Same = 1)
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Abbildung 6.23: Ha¨ufigkeiten der Vergleichswert-Kombinationen der Attri-
bute FullnameEdit und Birthdate fu¨r die Adreßdaten (jeweils fu¨r Paare von
Duplikaten Same = 0 und Nicht-Duplikaten Same = 1)
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Abbildung 6.24: Ha¨ufigkeiten der Vergleichswert-Kombinationen der Attri-
bute FullnameEdit, Sex und Street fu¨r die Adreßdaten (jeweils fu¨r Paare
von Duplikaten Same = 0 und Nicht-Duplikaten Same = 1)
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Abbildung 6.25: Ha¨ufigkeiten der Vergleichswert-Kombinationen der Attri-
bute Address und Publisher fu¨r die Bibliotheksdaten (jeweils fu¨r Paare von
Duplikaten Same = 0 und Nicht-Duplikaten Same = 1)
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Abbildung 6.26: Ha¨ufigkeiten der Vergleichswert-Kombinationen der Attri-
bute Authors und TitleMinEdit fu¨r die Bibliotheksdaten (jeweils fu¨r Paare
von Duplikaten Same = 0 und Nicht-Duplikaten Same = 1)
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Zusammenfassung und
Ausblick
Objektidentifizierung ist notwendig, wenn die Daten von Realwelt-Objekten
u¨ber mehrere Datenbanken verteilt sind. Die Objektidentifizierung wird er-
schwert, falls es keinen globalen und konsistenten Identifizierer in den Da-
tenbanken gibt. Fu¨r viele Anwendungen tritt dieser Fall ein, beispielsweise
bei der Integration von Informationen aus dem Internet, beim Data Ware-
housing oder bei einem registerbasierten Zensus. Sofern kein gemeinsamer
Identifizierer gegeben ist, muß die Objektidentifizierung auf den identifi-
zierenden Informationen basieren, die in den Daten eines Realwelt-Objektes
selbst enthalten sind. Aufgrund fehlerhafter Daten schlagen Identifizierungs-
Mechanismen wie natu¨rliche Schlu¨ssel oft fehl — Variationen und Fehler in
den Daten mu¨ssen beru¨cksichtigt werden. Folglich kann auch eine fehlerfreie
Objektidentifizierung nicht mehr garantiert werden.
Wir entwickelten ein generisches formales Modell fu¨r die Objektident-
ifizierung, bei dem keine Annahmen u¨ber globale Schlu¨ssel getroffen wer-
den mu¨ssen. In diesem Modell wird Objektidentifizierung als ein speziel-
les Klassifikations-Problem aufgefaßt. Fu¨r die Klassifikation ist jedoch eine
spezielle Vorverarbeitung (engl.: preprocessing) erforderlich. Das formale
Modell besteht im Kern aus drei aufeinanderfolgenden Schritten:
1. Conversion: Ableitung (gemeinsamer) identifizierender Attribute aus
den Datenbanken,
2. Comparison: Vergleich dieser Attribute fu¨r Paare von Elementen,
3. Classification: Klassifikation der Paare basierend auf den Vergleichs-
werten.
Wir erla¨utern die Verwendung mehrerer Klassifikationsmethoden, wie z.B.
Entscheidungsbaum-Verfahren, die fu¨r Personendaten bewa¨hrte statistische
Methode Record Linkage, sowie eine Generalisierung der Sorted Neighbor-
hood Method. Die Wahl von Ableitungs- und Vergleichsfunktionen wird
ausgiebig diskutiert.
Das formale Modell wird erga¨nzt um folgende Aspekte:
• Identifikationskonzepte in relationalen und objekt-orientierten Daten-
banken sowie Constraints, die ihre Anwendbarkeit erlauben,
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• Charakteristika fu¨r die Datenqualita¨t, die die Eigenschaften eines vor-
liegenden Objektidentifizierungs-Problems determinieren sowie eine For-
malisierung nutzbarer Metadaten wie z.B. semantischer Schlu¨ssel und
Differenzierungs-Schlu¨ssel,
• Wahl einer optimalen Vorauswahl von Datensatzpaaren, so daß große
Datenmengen effektiv verarbeitet werden ko¨nnen, wobei Indexstruk-
turen zum Einsatz kommen, sowie
• Erga¨nzung der Mediator-Wrapper Software-Architektur um einen spe-
zialisierten Mediator, den sogenannten Identificator, um die Objekt-
identifizierung umzusetzen.
Ausgehend von unserem formalen Modell fu¨hrten wir eine Evaluation
von drei Methoden durch (Entscheidungsbaum-Verfahren, Record Linka-
ge und AssoClass, eine auf Assoziationsregeln basierende Klassifikationsme-
thode). Wir verwendeten drei Datenbesta¨nde: Aus Online-Ausgaben von
Berliner Tageszeitungen extrahierte Wohnungsanzeigen, einen Auszug aus
einem Bibliothekskatalog sowie eine Kunden-Datenbank mit Adreßdaten.
Wir geben Qualita¨tskriterien fu¨r Objektidentifizierungs-Verfahren an, bei-
spielsweise Korrektheit. Wir zeigen, daß die Skalierbarkeit bezu¨glich der
Datenbank-Gro¨ße ausschließlich von der verwandten Vorauswahl-Methode
abha¨ngt: Relationale Operatoren wie z.B. Gruppierung, haben Komplexita¨t
O(n2), wa¨hrend Vorauswahl-Methoden, die die Zahl der mit einem Element
zu vergleichenden Elemente durch ein k ¿ n beschra¨nken, linear skalieren,
O(k · n). Die Testumgebung sowie die Durchfu¨hrung der Tests einschließ-
lich Stichprobenziehung ist beschrieben. Die Ergebnisse des Korrektheits-
Tests sind u¨berraschend: AssoClass und das bewa¨hrte Verfahren Record
Linkage liefern deutlich schlechtere Ergebnisse als das Entscheidungsbaum-
Verfahren. Das mag zwar in der fu¨r diese Methoden notwendigen Be-
schra¨nkung auf wenige der verfu¨gbaren Attribute fu¨r Record Linkage und
AssoClass liegen, jedoch verha¨lt sich das Entscheidungsbaum-Verfahren
selbst bei Beschra¨nkung auf diese Attribute noch etwas besser. Wir schlie-
ßen daraus, daß, falls in vielen Attributen identifizierende Informationen
enthalten sind, der Teile-und-Herrsche (engl.: divide and conquer) Ansatz,
der dem Entscheidungsbaum-Verfahren immanent ist, die korrektesten Er-
gebnisse liefert. Wenngleich dieses Verfahren auch die beste Korrektheit
erbrachte, kann bei Record Linkage und sta¨rker noch bei AssoClass eine
Kontrolle der beiden verschiedenen Arten der Falschklassifikationen vorge-
nommen werden.
Der Fortschritt in der Informationstechnik und die exponentiell anstei-
genden Datenmengen in aller Welt erfordern Methoden, die eine Integration
von Daten aus verschiedenen Quellen ermo¨glichen. Aufgrunddessen ist die
Lo¨sung der Objektidentifizierungs-Probleme in heutigen und zuku¨nftigen
Informationssystemen unabdingbar. Basierend auf dem hier vorgestellten
Modell, ko¨nnen Objektidentifizierungs-Verfahren spezifiziert, umgesetzt und
bewertet werden. Zudem ist es mo¨glich das bestmo¨gliche Verfahren zu fin-
den, daß die Anforderungen einer speziellen Anwendung bezu¨glich Korrekt-
heit, Performanz, Kosten oder weiterer Qualita¨tskriterien erfu¨llt.
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Fu¨r die Lo¨sung eines gegebenen Objektidentifizierungs-Problems schla-
gen wir das folgende Vorgehen vor:
1. Analyse der Datenqualita¨t
• Zusammentragen von Informationen u¨ber die Daten (Metada-
ten22) und u¨ber bisher umgesetzte Lo¨sungen (mo¨glicherweise gibt
es u¨berpru¨fte Beispieldaten),
• Gewinnung (Ableitung) von Attributen fu¨r den Datenbestand,
die in der Realwelt zum Identifizieren oder Unterscheiden von
Objekten verwandt werden23, vgl. Kapitel 2,
• Ermittlung semantischer Constraints fu¨r diese Attribute,24 vgl.
Kapitel 4,
2. Vorauswahl von Datensatz-Paaren
• Wahl eines Selektors σ, beispielsweise durch Kombination von
(approximativen) Differenzierungsschlu¨sseln mit fu¨r die Anwen-
dung hinreichend kleiner Fehlerrate err(σ) und Selektionsrate
sel(σ), vgl. Kapitel 5,
• Erneute Ermittlung (Aktualisierung) der semantischen Constraints
unter Beru¨cksichtigung der Vorauswahl σ,25
3. Wahl des Klassifikationsmodells, d.h. der Vergleichs-Attribute, der
Vergleichsfunktionen (Definition des Vergleichsraumes) sowie des Klas-
sifikationsverfahrens
• Auswahl von Attributen, die einzeln oder im Verbund identifi-
zerend sind, d.h. approximative Schlu¨ssel mit Werten der (∆)-
confidence und anti-confidence nahe 1, sowie von Vergleichsfunk-
tionen fu¨r sie,
• Analyse der Verschiedenheit der Ha¨ufigkeits-Verteilungen von Ver-
gleichsvektoren dubletter und nicht-dubletter Paare (z.B. mit Kon-
tingenztabellen fu¨r diskrete Vergleichsfunktionen, vgl. Abschnitt
6.6 auf Seite 192),
• Wahl der Klassifikationsmethode und der Modellparameter,26
22Metadaten sind z.B. Anzahl erwarteter Duplikate, Art der Datenentstehung, Erfah-
rungen bezu¨glich typischer Fehler
23Falls die Daten aus unterschiedlichen Quellen stammen, ist vor der Konversion eine
partielle Einbettung ihrer Schemata in ein globales Schema notwendig
24Charakteristika: null, selectivity, accuracy, confidence, anti-confidence, sowie,
falls Metriken dist fu¨r sie definiert werden ko¨nnen: ∆-accuracy, ∆-confidence und
∆-anti-confidence; weitere semantische Constraints: duplicates, overlap fu¨r Teilmengen
der Daten und semantic-key, diff-key, approx-key, ∆-diff-key und approx-diff-key fu¨r At-
tribute.
25Die erneute Ermittlung der semantischen Constraints ist notwendig, da sich durch die
Vorauswahl ihre Werte in der Regel a¨ndern.
26Aufgrund der Ergebnisse des Benchmarkings wird das Entscheidungsbaumverfahren
mit dem Informationsgewinnverha¨ltnis als Maß ohne Pruning sowie ohne Beschra¨nkung
auf eine Attributauswahl empfohlen. Es sei bemerkt, daß die Anpassungsgu¨te eines ge-
lernten Entscheidungsbaumes sich in der Regel nicht durch die mehrfache (redundante)
Verwendung von Vergleichs-Attributen verschlechtert.
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4. Test/Anwendung von Klassifikationsmethoden
• Ziehung einer (oder mehrerer) Stichproben mit dubletten und
nicht-dubletten Datensatz-Paaren (aus der Vorauswahl σ) zum
Lernen und Testen von Klassifikationen (vgl. Abschnitt 6.2.2),
• Berechnen der Vergleichswerte fu¨r alle Paare sowie Aufteilung in
je eine Lern- und Test-Stichprobe,
• Lernen einer (oder mehrerer) Klassifikationen,
• Analyse der Ergebnisse,27 und, sofern noch nicht zufriedenstel-
lend, Vera¨nderung von Modellparametern oder Modifikation der
verwandten Vergleichs-Attribute/Vergleichsfunktionen und wie-
derholter Test,
• Speicherung der gelernten Entscheidungsfunktion δ.
Damit erhalten wir eine Entscheidungsfunktion (δ ◦ σ), die zur Objekt-
identifizierung verwandt werden kann. Es werden nur diejenigen Paare von
Datensa¨tzen gebildet und verglichen und mit δ klassifiziert, die innerhalb der
mit dem Selektor σ bestimmten Vorauswahl liegen. Alle anderen Paare wer-
den von vornherein als nicht-dublett klassifiziert. Um die zusammengesetzte
Entscheidungsfunktion (δ◦σ) auf große Datenbesta¨nde anwenden zu ko¨nnen,
ist eine effiziente Umsetzung des fu¨r die Vorauswahl verwandten Selektors σ
notwendig, beispielsweise durch die Verwendung von Indexstrukturen (vgl.
Abschnitt 5.2 auf Seite 133).
Ausblick
Der in dieser Arbeit vorgestellte Ansatz ist einerseits eine Grundlage fu¨r
die Entscheidungsunterstu¨tzung beim Design von anwendungsspezifischen
Objektidentifizierungs-Verfahren und bildet andererseits eine Basis fu¨r wei-
tergehende Forschungen. Als forschungsrelevante Themen fu¨r die Objekt-
identifizierung in multiplen Datenbanken betrachten wir:
• Untersuchung des Einflusses (empirischer) funktionaler Abha¨ngigkei-
ten in den Daten auf die Fehlerraten verschiedener Klassifikationsme-
thoden,
• Die Anwendung von Identifizierungs-Ansa¨tzen, bei denen Objekt-Refe-
renzen verfolgt werden fu¨r praktische Anwendungen, sowie die Umset-
zung der Objektidentifizierung fu¨r Datenbanken mit komplexen
Schemata,
• Die Verwendung anderer Klassifikationsmethoden (z.B. Fuzzy-basierte
Ansa¨tze),
• Das Lernen von Vergleichsfunktionen mit hoher Trennscha¨rfe aus Bei-
spielstichproben dubletter und nicht-dubletter Paare,
27z.B. α- und β-Fehler, U¨berpru¨fen der falsch klassifizierten Paare (es liefert oft Hinweise
fu¨r Modifikationen)
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• Das Anwenden von Objektidentifizierungs-Ansa¨tzen, um (1) Informa-
tionen aus Datenbanken fu¨r eine Population von Realwelt-Objekten
(automatisch) zu integrieren (vgl. z.B. Neiling et al. [NSS03], Crescen-
zi et al. [CMM01] oder Raghavan et al. [RGM01]) oder um (2) partielle
Einbettungen mehrerer Schemata in ein globales Schema zu gewinnen
(Schema-Matching, vgl. Do et. al [DR02, DMR03]),
• Das Zusammenwirken der Objektidentifizierung im Prozeß der Da-
tenbereinigung (engl.: Data Cleansing), vgl. z.B. Galhardas et al.
[GFS+01b, GFS+01a], d.h. inwiefern eine verbesserte Bereinigung zur
korrekteren Objektidentifizierung fu¨hrt und wie die Ergebnisse einer
Objektidentifizierung zur Bereinigung des Datenbestandes verwandt
werden ko¨nnen (z.B. Auflo¨sen von Wert-Konflikten).
Als bedeutsam fu¨r praktische Anwendungen halten wir die Festlegung
von Doma¨nen-spezifischen Benchmarks (z.B. fu¨r Adreß- oder Census-Daten).
Die Notwendigkeit solch einer Benchmark wollen wir am Beispiel des regi-
sterbasierten Zensus erla¨utern.
Bemerkung 6.16 (registerbasierter Zensus). Seit mehreren Jahren gibt es
U¨berlegungen und Anstrengungen in einigen La¨ndern, die kostenintensive
Vollerhebung fu¨r einen Zensus (zumindest teilweise) durch die Verwendung
der u¨ber die Bu¨rger gesammelten Daten aus administrativen Registern zu
ersetzen (vgl. Jensen [Jen83], Marquis et. al [MWP96], Carter et. al [CM96],
McMillen [McM98]). Sofern ein globaler Identifizierer fu¨r Bu¨rger in den Re-
gistern mitgefu¨hrt wird, kann dieser zur Verknu¨pfung der Daten verwandt
werden, wie z.B. die Social Security Number in den USA.
Fu¨r Deutschland ist die na¨chste Volksza¨hlung als registerbasierter Zen-
sus geplant. D.h. es ist vorgesehen, Daten aus administrativen Registern
dafu¨r zu erheben (z.B. Melderegister, Daten der Bundesanstalt fu¨r Arbeit,
der Sozialversicherung u.v.a.m.) Informationen zusammenzutragen und je
Bu¨rger zu verknu¨pfen um daraus eine Volksza¨hlungsdatei zu bilden (die ad-
ministrativen Daten sollen um stichprobenartig direkt von den Bu¨rgern zu
erhebende Daten erga¨nzt werden). Da in Deutschland aber kein globaler
Identifizierer gegeben ist, muß ein Objektidentifizierungs-Verfahren fu¨r die
Verknu¨pfung verwandt werden. Die Qualita¨t der Volksza¨hlungsdatei ha¨ngt
offensichtlich nicht nur von der Qualita¨t der administrativen Daten,28 son-
dern auch von der Gu¨te des verwandten Objektidentifizierungs-Verfahrens
ab. Aufgrunddessen ist eine hohe Qualita¨t nur durch gewissenhaftes Ent-
wickeln und Testen auf Anwendungs-relevanten Daten mo¨glich. Ein Test
zur Verknu¨pfung von Melderegisterdaten mit Daten von Wohnungsinhabern
aus der Geba¨ude- und Wohnungs-Za¨hlung fu¨hrte zu Fehlerraten unter 1%,
vgl. Fu¨rnrohr et. al [FRR02]. Hierbei wurde die Adresse als Differenzie-
rungsschlu¨ssel verwandt, d.h. nur Datensa¨tze mit gleicher Adresse wurden
miteinander verglichen und der beste Treffer bezu¨glich eines mehrstufigen
(hierarchischen) Vergleichs, der einen Mindestwert u¨berschritt, wurde als
Duplikat klassifiziert.
28Die Qualita¨t der Melderegister-Daten wird beispielsweise von Below [Bel94] untersucht
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