Abstract
Introduction
Wireless Sensor Networks (WSNs) is widely considered as one of the most important technologies for the twenty-first century. A WSN typically consists of a large number of battery-powered wireless sensor nodes [1] . In most cases it is very difficult and even impossible to change or recharge batteries for the sensor nodes due to the large number of nodes in network and the complexity of environment. Classical approaches like Direct Transmission (DT) and Minimum Transmission Energy (MTE) do not guarantee well balanced distribution of the energy load among sensors of the sensor network. In DT, sensors transmit its sensed data directly to the Base Station (BS); as a result, sensors that are far away from the BS would die first. On the other hand in MTE, sensors that are near the BS would die first because they act as relays for sensors that are far from the BS. This means that the classical approaches will not guarantee good covered of the sensor field [2] . Therefore, designing energy-aware clustering protocols becomes an important factor for extending the lifetime of sensors.
Grouping sensor nodes into clusters has been widely pursued by the research community in order to achieve the network scalability objective and to extend the network account for the non-uniform and dynamic residual energy of the nodes. The Energy Aware Threshold based Efficient Clustering (EATEC) protocol was introduced in [11] . In EATEC, the change of CH totally depends on the energy variable. The CH is only changed whenever the current CH looses down its energy below that of the threshold value.
Energy-LEACH (E-LEACH) algorithm in [12] introduced the concept of the energy threshold and a distance factor in selecting CH. Energy threshold is to determine whether the node can be used as a prerequisite of the CH node and the distance factor is used to select the path with the smallest data transmission distance. The Improved and Balanced Leach Protocol (IBLEACH) in [13] , is an extension of the LEACH, which improves the stable region of the clustering hierarchy and decreases the probability of failure nodes using the characteristic parameters of heterogeneity. In [14] the Kmedoids-LEACH (K-LEACH) protocol was described to improve the clustering and CHs selection procedure. For the first round of communication, in setup phase the K-medoids algorithm was used for cluster formation, which ensures uniform clustering.
Author in [15] suggested a heterogeneous-aware protocol to prolong stability period, which is crucial for many applications where the feedback from the sensor network must be reliable. It is called Stable Election Protocol (SEP). SEP is based on weighted election probabilities of each node to become CH according to the remaining energy in each node. In [16] an Evaluation based clustered Routing Protocol (ERP) was presented to prolong the network lifetime. The idea of ERP is the incorporation of two clustering aspects, namely compactness and separation error criteria, in the fitness function to direct the search into promising solutions. A new Distributed Energy-efficient Unequal clustering routing protocol (DEU) was presented in [17] to balance energy consumption among CHs. DEU combines uneven clustering and multi-hop routing mechanism. Also, DEU protocol employs timer to select the nodes with high energy as CHs to save the energy of nodes in network. CHs consider candidate nodes' optimal hop count, residual energy, inter-cluster and intra-cluster communication cost to select relay nodes.
Network and Radio Models
In the proposed GAEEP protocol, the following assumptions about network model are fixed:  The BS is resource-rich device.  All sensor nodes are stationary after deployment.  All sensors have GPS or other location determination devices  Nodes located close to each other have correlated data.  The communication channel is symmetric (i.e., the energy required to transmit a message from sensor node s 1 to sensor node s 2 is the same as energy required to transmit a message from node s 2 to node s 1 for a given signal to noise ratio). For fair comparison with previous protocols [4, 8, 9] and [15] [16] [17] , we assume the simple model shown in Figure ( 1) for the radio hardware energy dissipation where the transmitter dissipates energy to run the radio electronics and the power amplifier, and the receiver dissipates energy to run the radio electronics. For the experiments described here, both the free space (d 2 power loss) and the multipath fading (d 4 power loss) channel models were used, depending on the distance between the transmitter and receiver. Thus, to transmit a k-bit message a distance d, the radio expends: . The CH dissipates energy in receiving signals from its member nodes, aggregating the received signals and transmitting the aggregated signal to the BS. Therefore, the energy dissipated in the i th CH node during a single frame is given by Equation (3), where k is the number of bits in each data message, d
i-toBS is the distance between the i th CH node and the BS, and perfect data aggregation is assumed. 
Each member node only needs to transmit its sensed data to the i th CH once during a frame. Thus, the energy dissipated in each member node is given by Equation (4); where
is the distance from l th member node to its CH. 
Genetic Algorithm-based Energy-Efficient Protocol
Grouping sensor nodes into clusters has been widely pursued by the research community in order to achieve the network scalability and to maximize the network lifetime. Every cluster would have a leader, often referred to as the CH as shown in Figure ( 2). The clustering problem is considered to be NP-hard problem, and evolutionary algorithms have been applied successfully to a variety of NP-hard problems [18] . For a given network topology, it is difficult to find the optimal number of the CHs and their locations. Consider a 100 node example; to perform an exhausted search of all possible solutions requires A GA is an efficient search algorithm that mimics the adaptive evolution process of natural systems. It has been successfully applied to many NP-hard problems such as multi-processor task scheduling, optimization, and traveling sales man problems [20] - [21] . We propose to apply a GA to the problem of finding optimum number of CHs based on minimizing the communication consumption energy of all sensor nodes to efficiently maximize the network lifetime and to improve the stability period. The operation of the GAEEP protocol is broken up into rounds, where each round begins with a set-up phase, when the BS finds the locations of CHs and assigns members nodes of each CH, followed by a steady-state phase, when the sensed data are transferred to CHs and collect in frames; then these frames are transferred to the BS as shown in Figure ( 
Set-up Phase
In set-up phase, the optimum number of clusters is found and clusters are created as shown in Figure (4) . In first round, the BS sends a short message to wake up and to request the IDs, positions and energy levels of all sensor nodes in the sensor field. Based on the feedback information from sensor nodes, the BS uses GA to find the optimum number of CHs and their locations based on minimization of the dissipated energy on communication process as shown by shaded block in Figure (4) . This shaded block is illustrated in Figure (5) . Also, the BS assigns the members nodes of each CH. If a sensor node is near to BS than any CH, this node will communicate directly to BS. Once CHs are selected and members of CH are assigned, the BS sends a short message to inform each CH by IDs of its member nodes then send a short message contains CH's ID that each member node associated with it and logic "0' to inform each member node where will be join.
Based on a short message received from the sink, each CH creates the TDMA schedule by assigning slots to its member nodes and informs these nodes by this schedule. The TDMA schedule is used to avoid intra-cluster collisions and reduce energy consumption between data messages in the cluster and enables each member of the radio equipment off when not in use. Also, to reduce inter-cluster interference every CH selects a unique CDMA code and informs all member nodes within the cluster to transmit their data using this spreading code. The details of the proposed GAEEP protocol and how GA is used to find the CHs as follows: 
1) Problem Representation
Finding appropriate CHs is critically important to minimizing the consumption energy. In the algorithm shown in Figure (5), BS constructs the sensors set, { }, by selecting the sensors nodes that have residual energy equal or larger than the average energy of all live nodes as follows:
where, { }, is number of the sensors nodes in set , is number of the live nodes in the sensor field, is the residual energy of i th sensor and is the average of residual energy of all live nodes in the sensor field. Then BS forms chromosome using a binary stream X with length , where is number of sensors nodes in set , in which each bit corresponds to one sensor node in the sensors set . A "1" means that corresponding node is a CH; otherwise, it is a regular node. For example shown in Table 1 , sensor set contains 10 sensors nodes, { }, where nodes S 1 , S 2, S 7 , S 9 and S 10 are CHs and the remaining nodes are regular nodes. The initial population consists of randomly generated CHs chromosomes with size p s and each CHs chromosome has length .
Table 1. Binary Representation of Sensor Nodes

2) Objective Function Evaluation
The dissipation energy in communication process is the main factors we need to minimize. In addition, the number of CHs can factor into the objective function. Fewer CHs result in greater energy efficiency and higher CHs consume more energy as CHs drain more power than non-cluster heads. Therefore, GA is used to determine optimal number of CHs and their locations by minimizing the following objective function F(X):
where E live is the total energy for all live nodes in sensor field. It is described by:
) ( (7) and E disp is the total dissipated energy of all live nodes in the sensor field. It is given by:
where L is the number of CHs; E o is the initial energy of sensor nodes, N live is the number of nodes alive in the sensor field (i.e., N live = N if all nodes are live), and w is a pre-defined weighting factor (0≤ w ≤1). E CH_CP and E mem_CP-i are the dissipated energy in control packets for CH and member node respectively and are given by: 
where k CP is the number of bits in each control packet, d i-toBS is the distance between the i th CH node and the BS, d l-toBS is the distance from the l th member node to the BS and 
3) GA Operators
Crossover and mutation provide exploration, compared with the exploitation provided by selection. The effectiveness of GA depends on the trade-off between exploitation and exploration [20] - [21] .
A) Selection
The selection process determines which of the CHs chromosomes from the current population will mate (crossover) to create new chromosomes. These new chromosomes join the existing population. This combined population will be the basis for the next selection. Roulette wheel selection is used in the proposed algorithm. Its basic idea is to determine the selection probability for each CHs chromosome in proportion with the fitness value (1/F(X) ). The CHs chromosomes with higher fitness values are more likely to be selected as the chromosomes of population in the next generation.
B) Crossover
The outcome of crossover heavily depends on the selection of chromosomes made from the population. Crossover is a binary genetic operator acting on two parents. The single-point crossover is used here, whereby a point is chosen at random based on crossover rate p c , and two parent CHs chromosomes are selected randomly to exchange information after that point to produce two children. This process is repeated to produce N c children. For example consider two parents CHs chromosomes; each one consists from 10 sensor nodes. Nodes S 1 , S 2 , S 7 , S 9 and S 10 are CHs in the first parent, but the CHs in the second parent are S 3 , S 4 , S 6 and S 7 as shown in Table 2 . If the crossover point is chosen at sensor node S 6 , the two parents exchange sensor nodes after S 6 . Therefore, two offspring are generated as shown in Table 2 . 
C) Mutation
The mutation operator is applied to each gene of CHs chromosome with a probability of mutation p m . The probability of mutation determines where the bits will mutate, if p m is 0.001, each gene in the chromosome has 0.1 percent chance of being mutated. Mutation, unlike crossover, is a unary genetic operator that affects only a single chromosome. A CHs chromosome selected for mutation will have a randomly selected gene changed from 0 to 1, or vice versa. Table 3 shows the effect of mutation on the two offspring created as a result of crossover. Based on the mutation probability, the node S 5 in the first offspring is chosen to mutate from 0 to 1 and becomes CH; however, due to very low mutation probability, there is no mutation in offspring 2.
Table 3. An Example of Mutation
Offspring1
Offspring2 S 1 S 2 S 3 S 4 S 5 S 6 S 7 S 8 S 9 S 10 S 1 S 2 S 3 S 4 S 5 S 6 S 7 S 8 S 
4) Selection of the Best Solutions
Better chromosomes are always survived. In this step, the initial population pool (parents) and offsprings chromosomes that generated in previous step are sorted in ascending order based on the objective function values. Then the first p s CHs chromosomes with minimum objective function values are selected to form the population pool for next generation.
5) Stopping Criterion
The stopping criterion achieves when the objective function does not change for certain number of generations or when the number of generations exceeds the specified maximum generations (Maxgen).
Steady State Phase
During the steady phase, the sensor nodes are wake up and start sensing data. Then each node sends the sensed data to its CHs according to the TDMA schedule as shown in Figure 4 . The CH node must keep its receiver on to receive all the data from the nodes in the cluster. When all the data have been received, the CH node performs signal processing functions to aggregate the data into a single signal. This aggregated signal is sent to the BS. After a certain time, which is determined a priori, the network again goes back into the setup phase and new CHs are determined using GA.
The steps of the GAEEP protocol can be summarized as follows:
Step 1: Based the feedback information to BS, the BS initializes the network by defining the parameters of the energy model, N, E o , k, sink location and sensor field size.
Step 2: Set the parameters of the GA such as p s , p c , p m and Maxgen; then set rounds counter (r) to zero.
Step 3: BS constructs the sensors set by selecting sensors nodes that have residual energy equal or larger than the average energy of all live sensor nodes in the sensor field.
Step 4: Apply GA by setting randomly p s initial ( ) bits binary chromosomes and set the counter of generations (gen) to zero.
Step 5: Calculate the objective function F(X) for all CHs chromosomes using Equation (5).
Step 6: Increase the counter of generations by one (gen=gen+1).
Step 7: Select the best CHs chromosomes based on the fitness value (1/F(X)) using roulette wheel selection.
Step 8: From each pair of CHs parents, take N c children by crossover operation based on the crossover rate p c . Step 9: Apply the mutation to all genes of each child generated from step 7 based on probability of mutation p m .
Step 10: Calculate the objective function F(X) for new CHs chromosomes using Equation (5).
Step 11: Update the energy level of all sensor nodes based on the energy model.
Step 12: Select the best p s chromosomes from parents and children to be population pool for the next generation.
Step 13: Has stopping criterion met? If yes, then go to step 14. Otherwise, return to step 6 and continue through step 17.
Step 14: Display the number of CHs and their locations.
Step 15: Assign the members nodes of each CH.
Step 16: Steady state phase, when the sensed data transfers to CHs and collects in frames; then these frames transfers to the BS.
Step 17: Has the energy of all nodes equal or less than zeros? If yes, then stop. Otherwise, increase number of rounds by one and return to step 3 and continue through step 17.
Simulation and Results
In this section, we perform simulations using Matlab to analyze and evaluate the performance of the proposed Protocol.
Performance Measures
There are many metrics to evaluate the performance of the clustering protocols [2] , [21] . These measures are used in this paper to evaluate the performance of GAEEP protocol: Clearly, the larger the stability period and the smaller the instability period are, the better the reliability of the clustering process of the sensor network is.
Experiments
In this subsection several experiments are performed using Matlab to validate the proposed GAEEP protocol and to compare its performance with other protocols. For fair in comparison, the energy consumption due to communication in the following experiments is calculated using the first order energy model that described in Section 3. To eliminate the experimental error caused by randomness, each experiment was run for 5 different networks and the average was taken as the final result.
Experiment 1
To compare the proposed protocol with LEACH protocol [4, 19] , the simulation consists of 100 homogeneous nodes with initial energy of 0.5J, scattered randomly within a 100x100 m 2 sensor field as shown in Figure 6 . The BS was positioned at point (50, 300) m and the packets sent were 2000 bit plus 50 bit control packets. The GA parameters are set based on study described in [22] as p s = 50, p m = 0.11, p c =0.7, weighting factor w is 0.95 and maximum number of generation (Maxgen) is 150.
The homogeneous network after clustering using GAEEP protocol is shown in Figure  7 . Figures 8 and 9 show the network lifetime and the average residual energy for all nodes per round respectively for the proposed protocol and LEACH protocol. From these figures, it is noticed that the first died after 364 rounds and all nodes died after 739 rounds in LEACH. However in GAEEP protocol, first node died after 1017.7 rounds and all nodes died after 1175 rounds. It is clearly that the proposed protocol extends the stability period and shrinks the instability period as compared to the LEACH by 653.7 and 217.7 rounds respectively. This means that the proposed protocol increases the reliability of the clustering process in WSN. Moreover, the proposed protocol prolongs the network lifetime more than the LEACH protocol by 58.9986 %. This due to that the GAEEP protocol always selects the CHs from nodes that have energy higher than the average energy of all live nodes. The residual energy of sensors nodes in proposed protocol decreases more slowly than that in LEACH. After 739 rounds the residual energy of all nodes in LEACH dissipates; but the nodes in GAEEP dissipate only 70 % of its initial energy after 739 rounds. This means that the proposed GAEEP protocol improves the network lifetime and saves the residual energy of the sensors nodes.
The total number of packets that send to CHs and BS in GAEEP and LEACH protocols is 1.083x10 5 packets and 5.182x10 4 packets respectively as shown in Figure 10 . Figure 11 shows the number of CHs that selected in each round using LEACH and GAEEP protocols. From this figure, it is noticed that the number of selected CHs in each round using LEACH protocol changes from 0 to 11 CHs, although the desired number of CHs is 5. However in GAEEP protocol, number of CHs is approximately uniform and changes from 1 to 7 CHs. 
Experiment 2
Let us assume the heterogeneous case where a percentage of the population of sensors nodes is equipped with more energy resources than the rest of the nodes. Let m be the fraction of the total number of nodes N, which are equipped with α times more energy than the others. These powerful nodes are called advanced nodes, and the rest (1−m)×N are called normal nodes. To study the effect of heterogeneity on the performance of the proposed GAEEP protocol and previous protocols such as LEACH [4] , SEP [15] and ERP [16] , we consider the same simulation parameters as in [4, [15] [16] . The simulation consists of 90 nodes with initial energy of 0.5J plus 10 advanced nodes with initial energy of 1J (i.e., m=0.1 and α=1), scattered randomly within a 100x100 m 2 sensor field as shown in Figure (12 ) and the packets sent were 4000 bits plus 50 bits as control packet. BS is placed at the center of the sensor field. The GA parameters are set as experiment 1.
The network lifetime for the proposed GAEEP protocol and other protocols is shown in Figure 13 . Figure 14 shows the number of rounds at FDN, HDN and LDN for LEACH [4] , SEP [15] , ERP [16] and GAEEP protocols. From these figures, it can be observed that the proposed GAEEP protocol in both homogeneous and heterogeneous cases outperforms the other protocols in terms of stability period. The heterogeneous GAEEP improves the network lifetime by 2726 rounds as compared to homogenous GAEEP but have slightly effect on the stability period. This means that the advanced nodes stay live for long time because they have more energy than normal nodes and this increase the network lifetime.
The heterogeneous GAEEP protocol extends the stability period by 386.1, 330.9 and 304.6 rounds as compared to LEACH, SEP and ERP respectively. Moreover, GAEEP improves the network lifetime by 110.53%, 139.6% and 48.22% over LEACH, SEP and ERP protocols respectively. Figure (15) shows that the residual energy of all nodes obtained using heterogeneous GAEEP protocol decreases more slowly than other protocols. After 1460 rounds, the sensor nodes have 3.487 J, 0.7527 J and 5.928 J in LEACH, SEP and ERP protocols, respectively. However, the sensor nodes in heterogeneous GAEEP protocol have 13.25 J. Finally, we conclude that the GAEEP is energy efficient protocol and improves the stability period for homogeneous and heterogeneous cases. 
Experiment 3
In this experiment, we study the effect of BS position on the performance of the proposed protocol and compare its performance with LEACH [4] , LEACH-GA [8] and A-LEACH [9] protocols. The simulation consists of 100 homogeneous nodes with initial energy of 0.5J, scattered randomly within a 50x50 m 2 sensor field. The packets sent were 2000 bits plus 50 bits control packets same as the settings in [8] and [9] . The GA parameters are set as p s = 30, p m = 0.1, p c = 0.7, w=0.9 and Maxgen=150. Figures 16-19 show the number of rounds required when the number of dead nodes is 1% (FDN), 20%, 50% (HDN) and 100% (LDN) respectively for LEACH [4] , LEACH-GA [8] , A-LEACH [9] and GAEEP protocols at different vertical positions (y) of BS; namely at (25 m, 25 m), (25 m, 100 m) and (25 m, 250 m). From these figures, it is noticed that the number of rounds is large when the BS at the center of sensor field (25 m, 25 m) and it decreases when the BS moves outward. Also, it is obvious that the stable period of the proposed GAEEP protocol extended as compared to LEACH, LEACH-GA and A-LEACH by 1834.7, 1720.7 and 1515.7 rounds respectively when BS at (25 m, 25 m) and by 1009.5, 711.5 and 202.5 rounds respectively when BS at (25 m, 250 m). It is observed that the stable period obtained using GAEEP protocol when the BS at center of the sensor field is wider than that obtained when BS moves outward. This due to that the free space energy model is used when the BS located at (25 m, 25 m) because the distances between BS and the sensor nodes always less than the threshold distance ( o d ). This decreases the dissipated energy and extends the stable period. However, the distances between BS and the sensor nodes increase when the BS moves outward and this increases the dissipated energy. Moreover, the instability period is narrow as compared other protocols and this increases the reliability of GAEEP protocol in the clustering process of WSN.
From Figure 19 , it is cleared that the proposed protocol improves the network lifetime by 105.67%, 86.52% and 50.04% as compared to LEACH, LEACH-GA and A-LEACH respectively when BS located the center of the sensor field. When the BS located at (25 m, 100 m), the network lifetime improved by 75.88%, 73.17% and 42.28 % as compared to three LEACH protocols. Finally, the network lifetime improved by 131.89%, 50.54% and 7.49 % as compared to LEACH, LEACH-GA and A-LEACH respectively when BS located at (25 m, 250 m). The network lifetime decreases as the BS moves far away from the sensor field as shown in Figure 20 . Figure 21 shows that the residual energy of all nodes obtained using GAEEP protocol decreases more slowly, when BS at (25 m, 25 m), than other cases when BS moves far away from the center of the sensor field. 
Experiment 4
Finally, this experiment studies the performance of the proposed protocol in high dense sensors network and compares it with the DEU protocol that described in [17] . The simulation considers 400 sensor nodes with initial energy of 0.5J, scattered randomly within a 200x200 m 2 sensor field and the packets sent were 4000 bit same as the settings in [17] plus 50 bits control packet. The BS location is at center of sensor field (100, 100) m. The GA parameters are set as p s = 30, p m = 0.04, p c = 0.7, w= 0.9 and Maxgen= 150. Figure 22 shows the network after clustering using GAEEP protocol at certain round. The networks lifetime obtained using DEU and GAEEP protocols are shown in Figure 23 . From this figure, it is obvious that, the first node in DEU protocol died after 750 rounds, and all nodes died after 800 rounds. However in GAEEP protocol, the first node died after 1055.5 rounds, and all nodes died after 1978 rounds. This means that the stable region of the proposed protocol extended as compared to the DEU by 305.5 rounds. Moreover, the proposed GAEEP protocol improves the network lifetime by 147.25% over DEU protocol. The total residual energy of all sensor nodes in the network for GAEEP and DEU protocols is shown in Figure 24 . From this figure, it is noticed that the residual energy for GAEEP protocol decreases more slowly than that for DEU protocol. In DEU protocol, the total residual energy dissipates after 800 rounds. However in GAEEP protocol, the total residual energy dissipates after 1978 rounds. Figure 25 shows the variance of nodes' residual energy along rounds for GAEEP and DEU protocols. It is cleared the residual energy's variance of the nodes in GAEEP is lowest and has smallest variation (approximately 0.24×10 -3 ) as the residual energy's variance of the nodes in DEU (approximately 0.2×10 -3 ). This means that GAEEP protocol can effectively balance the energy consumption in the network. Moreover, it saves the energy of single node and prolongs the lifetime of the network. 
Conclusion
In this paper, a new Genetic Algorithm-based Energy-Efficient adaptive clustering hierarchy Protocol (GAEEP) has been presented to efficiently maximize the lifetime and stability period of wireless sensor networks. GAEEP uses genetic algorithm to improve the network lifetime and stability period of the wireless sensor networks by finding the optimum number of cluster heads and their locations based on minimizing the energy consumption of the sensor nodes. Matlab simulation results showed that the proposed GAEEP protocol is more energy efficient and more reliable in clustering process as compared to LEACH, SEP, ERP, LEACH-GA, A-LEACH and DEU protocols in low or high dense networks and in homogeneous or heterogeneous networks. Also, GAEEP protocol increases the reliability of clustering process because it expands the stability period and compresses the instability period. Moreover, it outperforms the previous protocols in terms of energy dissipation rate, network lifetime and stability period in both homogeneous and heterogeneous cases.
