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COMPONENT SKILLS OF INFERENTIAL PROCESSING IN OLDER READERS 
DASHA HULA TOV 
ABSTRACT 
The ability to make inferences has been shown to be a crucial component of 
successful reading in older students. The current project investigates differences in 
comprehension of text-based (factual) and inferential information across grade 
levels and modalities, and seeks to determine which component language and 
reading skills that are important in making inferences. 
1,836 students in grades 6-12 were tested on a computerized battery of 
language subtests in the auditory and written modalities. Eleven subtests examining 
performance on lower levels of were administered in addition to a measure of 
factual and inferential discourse comprehension. 
Results demonstrated that students performed better overall in the written 
modality. Students in older grades were consistently faster and more accurate. 
Vocabulary knowledge had the biggest effect for performance on inferential 
questions in the written modality in middle school, while sentence-level skills were 
most important in high school. In the auditory modality, sentence-level skills were 
most predictive across question types and grade levels. Implications for theories of 
inferential processing and for teaching inferences within literacy education 
frameworks will be discussed. 
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INTRODUCTION 
In the United States, many students struggle to develop adequate reading 
comprehension skills (Kamil, 2003; Snow, 2002; Snow & Burns, 1998), a problem 
that becomes more apparent and detrimental to academic progress as ch il dren 
progress from the elementary level into middle and high school. Nationwide, not 
much improvement in reading proficiency has been made since 1992 (NAEP, 2011). 
A report by the Alliance for Excellent Education estimates that 70% of older readers 
require some form of remediation (2004 ). These disappointing findings suggest that 
current strategies for teaching reading are not sufficient to propel students above 
the most basic level of literacy to a proficiency that would better support their 
ability to succeed academically and on high-stakes testing. 
One crucial aspect of comprehension necessary for deriving the full richness 
of meaning from text is the ability to make inferences, defined as the comprehension 
of information that is not explicitly stated in the text-base. This ability allows 
readers to construct coherent and integrated text representations, and situates texts 
within larger mental contexts. Generating inferences while reading is often 
necessary in later grades, and requires additional processing to relate and integrate 
parts of text with world knowledge. The ability to draw inferences becomes 
increasingly important as readers try to understand implications in interconnected 
passages and how they relate to a deeper context constructed by other texts and 
real-world experience. 
While many theories of inferential processing have been proposed to 
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describe when and how readers co-integrate distance elements of text or integrate 
text with background knowledge to make inferences about themes, character 
elements, actions, causality (Kintsch & Van Dijk 1978; McKoon & Ratcliff, 1992; 
Goetz; 1977, van den Broek, Rapp, & Kendeou, 2005; Singer, 1980), many of these 
have approached inference-making as a cognitive process emphasizing the roles of 
memory and reasoning. Very few have examined which language and reading skills 
underlie this ability in older adolescent readers, who must develop this skill to 
succeed in the curriculum and beyond. 
The current project is motivated by this need to assess the effects of skills at 
lower levels of language (sublexical, lexical, morphological, syntactic) on students' 
abilities to make inferences based on written discourse. Results from a 
comprehensive assessment battery administered to 1,836 students in grades 6-12 
will be reported in reference to determining the relevant contributions of skills at 
each level to inference-making in the written modality, using performance in the 
auditory modality and on factual questions to contrast. While narrative texts (i.e., 
stories) have been the focus of much of the research to date, expository texts will be 
studied in this project because they are widely used in middle and high school 
curricula to present students with new information (Westby & Culatta, 2010). 
Comprehending this type of written format is a complex process that is crucial to 
academic success. 
Implications for teaching inferences in schools will be discussed based on 
these findings. It is hoped that this project will inform future efforts to understand 
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and integrate effective instruction in this domain. Understanding what specific areas 
students should strengthen in order to fully comprehend academic texts by drawing 
appropriate inferences may ultimately inform assessment and intervention 
protocols in middle and high schools so that more students develop the 
comprehensive literacy skills needed to succeed at school and beyond. 
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LITERATURE REVIEW 
In light of the complex and interactive sets of skills, contexts, and processes 
involved in becoming a skilled reader, this thesis will focus on one crucial aspect of 
comprehension necessary to derive the full richness of meaning from text. The 
ability to draw inferences becomes increasingly important as readers try to 
understand implications in interconnected passages and how they relate to a deeper 
context constructed by other texts and real-world experience. 
Broadly defined, an inference occurs when a reader derives information from 
a text that is not explicitly stated (Cain & Oakhill, 1999; Singer, 1994). This process 
is clearly guided by both linguistic and nonlinguistic skills (Davoudi, 2005; McKoon 
& Ratcliff, 1992). Although frequently considered a cognitive process of meaning 
construction that integrates explicitly stated (henceforth "factual") information with 
"general knowledge" stored in memory (Davoudi, 2005), generating true inferences 
requires creating new accurate and stable propositional content using what is stated 
in the text. This information may be more or less central to understanding a text's 
full and cohesive meaning, depending on inference type (see Section C in this 
chapter). 
Temporal and causal connections between events, states, and actions are 
examples of information that may be inferred from a text (Kemper, 1983). Others 
include elements that complete or enrich the mental representation of a text, such 
as inferences about the theme, main idea, or moral of a text (Brown & Smiley, 1977). 
Character goals and predictions about events in a text also frequently comprise 
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inferences in narrative texts (Westby, 2011) . See section III for a more detailed 
description of inference taxonomies. 
Some researchers consider more language-based processes as a type of 
inference (McNamara et al., 1996; Halliday, 1987). Indeed, integrating and 
coordinating linguistic components (e.g. establishing co-reference, resolving 
anaphora and filler-gap dependencies) require making links between lexical units 
that are spatially separate. However, these operations are more classically related to 
syntactic comprehension since they depend on surface features rather than 
propositional content. For this reason, the definition of inferential processing for 
this project will not extend to these operations. 
Goetz (1977) proposed that inferences in text function to streamline 
communication of information based on assumptions of knowledge between writer 
and reader. He interprets inferencing as a communicative processing governed by 
the tacit rules of language as detailed by Grice (1975). However, inferences must 
depend to some extent on specific information contained in a text, which readers 
interpret according to the framework for that information contained in their general 
knowledge. Studies that utilize a cued recall methodology lend support to this idea 
by demonstrating that readers draw heavily from general knowledge when 
remembering a text. Sulin and Dooling (1974) report an experiment in which 
subjects read expository passages about famous or fictitious individuals. One week 
later, subjects who read passages about famous people falsely recalled propositions, 
which were drawn from common knowledge rather than from the text. Kemper 
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(1983) discusses the importance of script and plan knowledge (sets of characters, 
props, events and settings typically used in familiar scenarios) in making inferences. 
Scripts and plans facilitate organization and understanding of links between 
discourse ideas by providing missing causal links and restoring missing mental and 
physical states. 
A more fully developed description of the role of existing knowledge 
frameworks has been articulated with regards to mental models and schemas, 
which serve to construct a macro-level of text representation (Albrecht & O'Brien, 
1993; Kintsch & Van Dijk, 1978). While reading, readers construct a text-based 
representation, which is then mapped onto and integrated with existing knowledge. 
The following sections will overview two cognitively-oriented models of reading 
comprehension with special regards to inferencing. Subsequently, the focus will 
shift to linguistic components of inferencing. 
A. Construction-Integration (Cl) Model (Kintsch & Van Dijk 1978; Kintsch, 
2005; Kintsch, 1994) 
Beginning in the 1970's, Walter Kintsch and colleagues articulated a 
cognitive framework that specifies the system of highly interactive mental 
operations that underlie reading comprehension. Kintsch (2010) describes the CI 
model as "a semiformal model that emphasizes the interplay between top-down and 
bottom-up processes in discourse comprehension" (pp. 196). In this framework, 
readers use the words of the text to construct propositions, which then activate 
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additional propositions that serve to check and maintain local and global coherence. 
Local coherence occurs when the propositions that are able to be stored in working 
memory at any one time are connected with the immediately surrounding context. 
Global coherence is established by connecting currently-processed propositions 
with distant parts of the text to contribute to meaning and organization of the text. 
After propositions are constructed on a surface level, top-down processes 
(including reading goals) interact with the text representation in order to resolve 
ambiguities and contradictions in an integration process. Kintsch (1998) illustrates 
that schema knowledge is activated in a bottom-up direction, and multiple schemas 
can be activated in a single text with various levels of relevance and canonicity. In 
this study, adult readers were presented with an eight-sentence story in which the 
main character takes a trip to the grocery store and becomes upset by various 
things. The grocery store script, readily available to most readers from general 
knowledge, becomes the dominant item in the model and determines how 
additional sentences are interpreted. The reader activates information that fits the 
schema more readily than other options in order to infer elements from sentences 
such as She paid [at the check-out counter]. Therefore, two levels of representation 
are constructed while reading, the text-representation which consists of memory for 
surface features, and the situation model, which includes pieces of background 
knowledge that create a more comprehensive meaning representation (Kintsch & 
Van Dijk, 1978; Van den Broek & Gustafson, 2004). 
In this model, inferences are made according to schema activation and 
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factual text information. Readers can draw many inferences in parallel, but top-
down integration processes deactivate inferences that are irrelevant (Kintsch, 
2005). Outside of this model, there is disagreement in the literature about which 
inferences are necessarily "relevant" to comprehension. One hypothesis, labeled 
minimalist, postulates that only inferences that are necessary to establish locally-
coherent representations and those that draw on easily-available background 
knowledge (subject to individual differences) are made while reading. In this sense, 
most inferences are made automatically and passively (Ratcliff & McKoon, 1998). An 
alternate view, labeled the constructionist perspective, assumes that a reader 
actively "searches for meaning" by attempting to 1). fulfill goals, 2). generate local 
and global coherence and 3). explain actions, events, and states using naive theories 
of psychological and physical causality (Graesser, Singer, and Trabasso, 1994 ). This 
effort after meaning applies equally well to narrative and expository text, and entails 
that readers generate more inferences online in an attempt to elaborate on 
situational models using their own experience and to fulfill goals. 
While the three theories of inferential processing discussed above (the 
Construction-Integration Model, minimalist, and constructionist) do investigate and 
detail which inferences are generated while reading (i.e., online), these elements will 
not be emphasized further in this review. It is important to note that researchers in 
the educational and psycholinguistic fields study inferential processing in different 
ways. Because education and literacy researchers are concerned with reading 
outcomes and comprehension, and especially with assessing comprehension using 
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standardized tests, they examine inferences from an offline perspective, in which 
the ability to generate inferences is probed after a text has been read in its entirety. 
Psycholinguists, on the other hand, are interested in the moment-by-moment 
complex processing that occurs while an inference is being generated at a specific 
point in the text. Online methodologies are therefore more useful for probing real-
time characteristics of inferential processing. It is notable that most measures of 
reading and inferential comprehension used to assess older students' reading skills 
are offline measures (e.g., classroom and high-stakes testing). Many of these 
measures allow students to look back to a text, which nullifies issues of when a 
specific inference is generated because students can read over pieces of the text 
multiple times in any order they like. This is the methodology that will also be 
utilized in the current project. 
However, it is clear that any inferences that are actually made during and 
after reading place high demands on the reader's processing resources and 
contribute to some readers' comprehension difficulties (Kintsch & Van Dijk, 1978). 
In the CI model, schema construction and integration interact with lower-level 
language-based processes that readers use to construct meaning from the text base. 
In terms of linguistic skills, the model therefore predicts that component skills of 
reading factual information (i.e., decoding, fluency) should also be related to making 
inferences about a text. Consequently, the model also predicts that drawing 
inferences from text should be more difficult than understanding factual 
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information for older students who are struggling to develop the necessary reading 
and language skills. This prediction is supported by research discussed in Section C. 
B. The Landscape Model (van den Broek, Rapp, & Kendeou, 2005; van den Broek 
& Gustafson,1999) 
Drawing from elements ofthe CI model as well as from memory-based 
accounts of reading comprehension, the Landscape model is a conceptual 
framework that describes both passive (minimalist) and active/strategic processes 
that a reader employs in order to understand a text. Similar to the CI model, the 
Landscape model postulates that in order to comprehend a text, a reader must make 
connections among text elements and between text elements and prior knowledge. 
One key element of the minimalist hypothesis introduced above is that inferences 
that are made while reading rely on fast, parallel, and automatic retrieval of key 
information from memory. That is, as a reader parses a text, every word, concept, 
and meaning unit retrieves related information from memory "directly, globally, and 
quickly" (Ratcliff & McKoon, 2008; McKoon & Ratcliff, 1992). Many studies have 
demonstrated that this type of processing happens to some extent while reading 
(McKoon & Ratcliff, 1992; Singer, 1980; Haviland & Clark, 197 4; O'Brien et al. 1986). 
However, the inferences that a reader generates are also determined by his 
or her strategies for comprehension, including their goals, and attitudes towards the 
text. For instance, studies that ask readers to think-aloud while reading have shown 
that readers generate different patterns of inferences depending on whether they 
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are reading a text for study or for pleasure (Linderholm & van den Broek, 2002; 
Lorch eta!., 1993; Narvaez, van den Broek, & Ruiz, 1999). The constructionist theory 
also heavily emphasizes the reader goal assumption (Graesser, Singer, and Trabasso 
1994), which guides interpretation and inference-making. Although there are 
general classes of goals, including entertainment, learning new information, 
persuasion, and having an "aesthetic-literary experience" (Brewer, 1980), reader 
goals can also be ill-defined and idiosyncratic. Offline measures of inferential 
processing, using comprehension probes, employed in the current project, help to 
control reader goals. 
The Landscape model assumes that automatic and strategic models of 
processing can and do operate simultaneously, especially as readers mature. Its 
architecture proposes and emphasizes the role of reading cycles (van den Broek, 
Rapp, & Kendeou, 2005). A reading cycle in this model corresponds to roughly one 
proposition. As a reader parses the text, concepts are activated in relation to the 
current cycle, the preceding cycle, the current text representation, and the reader's 
background knowledge. Concepts that are activated function as nodes in the current 
episodic memory representation. If a concept is activated more than once or by 
multiple surface textual elements, its trace is strengthened. A dynamic network of 
differentially activated concepts is created, which builds inferences via semantic 
relations. 
This model predicts that concepts that are activated to a greater degree and 
reinforced in subsequent reading cycles will be recalled better by readers in offline 
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measures of comprehension. Additionally, the model explicitly addresses the role of 
both cognitive and linguistic skills (which are important for proposition 
construction) in readers' ability to make inferences. Furthermore, a distinction 
between the quality (accuracy) and quantity (amount) of readers' knowledge 
structures surrounding a particular text is drawn (Kendeou, Rapp, & van den Broek, 
2003). Offline comprehension measures probe whether children build a sufficient 
quantity of accurate representations about the text (i.e., whether they drawn 
enough accurate inferences). Additionally, the quality and quantity of background 
knowledge that is evoked while reading affects construction of meaning 
representations. The Landscape model states that because of the interactive and 
dynamic relationship between the text and background knowledge, "all [readers] 
remember information from the texts they read largely as a function of the 
interactions between their prior knowledge and the features and ideas contained 
within the text" (Kendeou, Rapp, & van den Broek, 2003, pp. 13). 
Much ofthe experimental validation for the Landscape model has centered 
around computational simulations compared to performance and recall by actual 
readers. For narrative texts, computer simulations of the Landscape model 
accurately predicted which text propositions were recalled by readers and in which 
order (van den Broek, Rapp, & Kendeou, 2005). Additionally, predictions made by 
the model were found to be strongly related to readers' actual comprehension of 
scientific texts (van den Broek, Kendeou, Sung, & Chen, 2003; van den Broek et al., 
2002). The role of background knowledge and reading goals was also supported by 
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experimental evidence. Misconceptions (i.e. inaccurate prior knowledge) were 
found to influence recall of text propositions both in computer modeling and 
readers. Finally, Linderholm & van den Broek (2002) confirmed that reading goals 
guide the quality and quantity of comprehension. Readers who were reading to 
study recalled significantly more propositions and made more inferences than those 
who read for entertainment. 
The particular implications of the Landscape model for subsequent 
investigations into inferential processing in readers who are still developing skills 
rest in focusing on the component reading and language abilities that allow readers 
to construct a text proposition that cycles through a network of background 
knowledge to generate a true inference. Additionally, the model suggests that 
memory- and knowledge-based and linguistic components ofinferencing should be 
examined separately in order to inform educational approaches, which may be 
discrepant for either domain. In the context of this project, this model suggests that 
methodologies to control for background knowledge should be implemented when 
investigating which language-based skills are related to inference-making, as it 
plays a significant role in the overall process of drawing inferences. 
C. Inferences and Reading Comprehension in Older Students 
The importance of inferencing in children's' and adults' comprehension of 
written texts has been demonstrated in numerous studies, beginning in the early 
20th century. In 1917, Edward Thorndike demonstrated that children have 
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particular difficulty responding to comprehension questions that required 
generating inferences, by virtue of what he called difficulty with "control of mental 
connections," or construction of links between discourse ideas. Experimental 
research in inferencing was revived in the 1970's and 1980's with a number of 
studies, which established that inferential processing plays a vital role in 
comprehension and especially in memory for text (Goetz, 1977). Brewer (1974) 
demonstrated that subjects frequently falsely recognized inferences that denoted 
probable consequences of sentences that were presented to them, even if they never 
actually saw the inference. For instance, subjects indicated that they recognized the 
inference The hungry python ate the mouse after reading the sentence The hungry 
python caught the mouse. Similarly, subjects recognized inferences that were 
implied but not directly stated in transitive comparative processes; they recognized 
Bill is stronger than john following Bill is stronger than Tom and Tom is stronger than 
john. (Potts, 1972). Brown and colleagues extended this finding to children, who 
falsely recalled elements of a schema used to orient them to a text as part of the 
original text (Brown et al., 1977). These early studies reveal that the inferences 
children and adults generate while reading influence the meaning representation 
they construct from texts. Additionally, if readers do not generate the necessary 
inferences to fill-in missing elements of the script, they are also more likely to 
exhibit poor recall oftext (Long & Golding, 1993). 
In terms of comprehension of text, difficulty drawing inferences from text 
has been shown to be related to reading comprehension difficulties [Olson, 1985; 
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Bowyer-Crane & Snowling, 2005; Karasinki & Weismer, 2010). A large body of work 
by Oakhill and her colleagues has demonstrated that young children who have 
difficulties with reading comprehension also have difficulties with making 
inferences (Cain & Oakhill, 1999; Oakhill, 1982, 1983, 1984; Oakhill & Yuill, 1986; 
Yuill & Oakhill, 1988, 1991). To highlight, Cain & Oakhill (1999) found that this 
inference-making ability was strongly correlated with children's accuracy on 
measures of general reading comprehension. In their study, they investigated 
whether this relationship was causal (i.e., if particular difficulties in inferencing 
caused difficulty with reading comprehension) by matching children for 
chronological age and reading accuracy (based on word reading ability and 
vocabulary), and sorting them into a skilled or less-skilled comprehender group 
based on the results of the Neale Analysis of Reading Ability, a widely-used British 
measure. A third group of younger children with equivalent comprehension ability 
to the less-skilled group was used as a comparison. Each subject read fou r stories 
and answered four inferential and two factual questions about each story. Causality 
was addressed by comparing accuracy on inferential questions between less-skilled 
and comprehension-matched participants. Less-skilled comprehenders performed 
worse on inferential questions than younger children with equivalent 
comprehension ability, suggesting that inference-making ability can affect reading 
com prehension. 
Laing & Kamhi (2002) used a think-aloud protocol to compare inference-
making abilities in average and below average third grade readers. ChiJdren listened 
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to four stories and answered three literal and three inferential questions about each 
one. Inferential questions were designed to prompt children to make associations 
(i.e., generalizations based on world knowledge), predictions and causal 
connections about elements in the story. Half ofthe children were also asked to say 
what they had understood about the story after each sentence (think-aloud), and 
their utterances were categorized as literal or inferential. In this condition, average 
readers made significantly more explanatory inferences than below average readers 
even when stories are presented verbally. This suggests that even in the verbal 
modality, below average readers display differential inference-making abilities, 
possibly due to difficulties in language comprehension (below average readers also 
performed worse on language comprehension measures), or constructing mental 
representations. As expected, average readers also answered more inferential 
questions correctly. 
Another study that investigated whether a decreased ability to draw 
inferences is a primary deficit in children who struggle to comprehend text sought 
to investigate whether older readers generate an appropriate text-based meaning 
representation while reading but do not generate knowledge-based inferences 
about it using an online methodology (Long et al., 1994). This series of experiments 
also addressed whether basic linguistic processes (i.e., component language skills) 
factored into a decreased ability to make inferences. They found that skilled and less 
skilled readers, as classified by verbal SAT scores, were equally able to answer 
comprehension questions after every presented passage, and demonstrated equal 
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facilitation to appropriate versus inappropriate sense selection of homograph 
primes while reading, suggesting that both groups constructed accurate meaning 
representations. However, less skilled readers were less likely to generate a topic-
related inference while reading. Long et al. proposed working-memory span 
involvement based on the work of Cantor and Engle (1993), who showed that 
subjects with lower working memory (WM) spans had increased recognition times 
for previously-learned sentences when the sentences had a larger number of shared 
concepts. They argued that subjects with higher WM spans constructed integrated 
thematic representations that speeded their recognition. Additional support for this 
idea comes from a neuroimaging study done by Virtue and colleagues (2006), who 
found that individuals with higher working memory generated more inferences 
when they were necessary for local coherence than individuals with lower working 
memory. This fMRI study suggested that regions within the superior temporal gyrus 
and inferior frontal gyrus are recruited during inferential processing in story 
comprehension. Specifically, areas in the right temporal gyrus were involved in 
early inferential processing, while the left hemisphere analog was activated during 
coherence breaks, with increased inferior frontal gyrus activity in individuals with 
higher WM spans. 
Similar findings have been found in the language- and cognitively- impaired 
population. Many studies have demonstrated that children with language 
impairment generate fewer inferences than same-age controls when matched for 
nonverbal cognition (Weismer, 1985; Crais & Chapman, 1987; Bishop & Adams, 
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1987). An important recent study by Karasinski & Weimer (2010) examined the 
role of language, working memory, and nonverbal cognition in groups of 
adolescents with and without language or cognitive impairment. Four groups of 
eighth graders were tested on premise (factual) and inferential questions based on 
adjacent and distant information contained in verbally-presented narrative 
passages. The verbal modality was chosen to control for individual and group 
differences in reading ability. Subjects were classified as either norma/language 
(NL), low cognitive (but within normal limits for language), specific-language 
impaired (but WNL nonverbal cognition or world knowledge) and nonspecific 
language impaired (below average performance on all linguistic and cognitive 
measures). All students were asked eight questions following verbal presentation of 
narratives. Subjects were also evaluated for working memory. Overall, subjects with 
normal language outperformed subjects with cognitive and/or language 
impairment. Subjects with specific language impairment, although they had typical 
world knowledge, did not perform significantly better than subjects with low 
cognition or nonspecific language impairment, emphasizing the crucial role of 
verbal language comprehension skills in making inferences. As predicted by the 
Construction-Integration model, distant inferential questions were harder for all 
children to answer due to increased demands on processing. Similarly, performance 
on working memory measures was related to all distance inferential accuracy for all 
four groups, underscoring its role in inferential processing. Performance on 
language measures was also related to adolescents' inferencing ability. This study 
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demonstrates the importance of three crucial components to inference making: 
language comprehension, working memory, and world knowledge. 
Similarly, Oakhill and Yuill (1996) demonstrated that difficulties in 
inferencing in children are often accounted for by 1).lack of general knowledge, 2). 
difficulty accessing and integrating background knowledge, 3). difficulty making 
links across different parts of text, and 4). not recognizing that making an inference 
is necessary. It is clear that cognition and language constantly interact while 
reading, creating complications for methodologies intended to examine the role of 
separate components. If inferential processing were a discrete deficit in some 
readers who struggle with comprehension, it would be possible to identify groups of 
skilled and less skilled readers who differed only in inference-making abilities. 
However, Perfetti (1985, 1989) found that skilled and less skilled readers differ on 
multiple components, and less skilled readers are also more likely to perform poorly 
on tasks that require generating inferences (Long & Golding, 1993; Oakhill, 1983, 
1984; Oakhill, Yuill, & Donaldson, 1990). What is missing from the literature is a 
comprehensive effort to gather data about older readers' skills in component areas 
of reading and language (i.e., sublexical, lexical, morphological, syntactic) and in 
comprehending both explicitly-stated and implied (inferable) information from 
written text. 
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D. Types of Inferences 
To further illuminate the cognitive and linguistic processes that occur when 
readers generate inferences, many researchers have attempted to create 
taxonomies of inference types. As previously described, the working definition of an 
inference can range from establishing coreference based on linguistic rules to 
predicting the outcome of an event based on nonlinguistic knowledge of how the 
world works. Text structures that prompt inference-making can differ widely, 
ranging from those necessary for comprehension of the text and all of the semantic 
relationships specified (i.e., establish local coherence) to those that elaborate or 
broaden the central message but are not necessary for understanding the text's 
basic message. Accounting for the range of properties contained in inferences, 
especially those that occur frequently in expository texts designed to present new 
information, will serve to more precisely understand what linguistic and cognitive 
skills are important for students to have and how to prompt them to use them. The 
implication of these distinctions rests in hypothesizing which underlying skills feed 
into students' abilities to draw each type of inference. Researchers have identified 
and explored several taxonomic dichotomies that classify inferences based on 
underlying processes. While this project originally intended to evaluate component 
reading skills in relation to a post-hoc inferential taxonomy, this analysis was 
excluded from the final version. However, the following distinctions continue to be 
relevant to a detailed understanding of what students do when they generate 
inferences, even as a broad category. 
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A broad and widely-held distinction between inferences that are necessary 
for text comprehension and those that are not have been described both in terms of 
how they are processed and when they are processed while reading (for the latter, 
see discussion of the minimalist hypothesis in Section II.B). In the psycholinguistic 
literature, bridging inferences are those that must be drawn in order to maintain 
text coherence while elaborative inferences add new elements of meaning to a text 
but not in the service oflocal coherence (lza & Ezquerro, 2000; Singer, 1980, 
McKoon & Ratcliff, 1992; Haviland & Clark, 1974). 
Studies have shown that bridging inferences are made during the course of 
reading precisely because they are necessary for building text coherence (McKoon & 
Ratcliff, 1992; Singer, 1980; Haviland & Clark, 197 4; O'Brien et al. 1986). Most 
studies have been conducted using narrative texts, however it has been shown that 
sufficiently complicated expository texts can interfere with students' ability to 
generate bridging inferences (Ben-Anath, 2005; McNamara et al., 1996). McKoon & 
Ratcliff (1992) extend this idea further and distinguish between "automatic" and 
"strategic" inferences within a minimalist account of inferential processing. 
"Automatic" inferences are processed during the course of reading, and include 
inferences that draw from easily available general knowledge and those that are 
based on explicit textual information (i.e., bridging inferences as described above). 
When neither general knowledge nor text-based bridging builds coherence, 
"strategic" problem-solving type processes take over. A series of studies identified 
structures and dependencies that must be resolved in order to minimaJJy 
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understand the text and that therefore prompt bridging inferences: co reference 
(including anaphora), causal bridges, and semantic bridges (McNamara et al. 1996; 
O'Brien et al. 1986). 
In many cases, processing bridging inferences is facilitated by semantic 
priming to more quickly make connections between textual elements. For instance, 
Iza & Ezquerro (2000) note that since picnic supplies does not prime beer as in Mary 
got some picnic supplies out of the car. The beer was warm, the inference The picnic 
supplies mentioned include some beer takes longer to achieve than Dressing involves 
clothes following Mary dressed the baby. The clothes were made of pink wool 
(examples from Haviland & Clark, 1974, and Sanford & Garrod, 1981). Therefore, 
the strength of the lexical-semantic network (knowledge of word meanings and 
associations) comes into play when generating inferences that in typical readers are 
considered automatic. This network must be assessed when probing students' 
inferential processing abilities. 
In contrast, elaborative inferences add new semantic information that does 
not necessarily contribute to local coherence and are "normally true" and "highly 
likely" (Iza & Ezquerro, 2000) based on the text premises. Singer (1980) describes 
these as forward extrapolations into a situation model that relies more on knowing 
concepts, processes, and associations related to what is described in the text in the 
service of acquiring a more thorough understanding beyond what is necessitated for 
text coherence. For instance, the inference A dentist pulled the tooth is elaborative 
when based on the two sentences The tooth was pulled painlessly. The patient liked 
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the new method (Singer, 1980). This inference adds the propositional content "the 
dentist" based on activation ofthe tooth-pulling schema and the associated lexical-
semantic network. 
There are many types of elaborative inferences, and different sub-categories 
are suited for narrative and expository texts depending on what missing link 
generating the inference fills in. For instance, elaborative inferences may determine 
the instrument or agent of a given action, a character's motivations, or predict what 
happens next in a story or sequence. Frequently, elaborative inferences are probed 
in the comprehension questions students answer after reading an expository text, 
so particular attention will be paid to taxonomical distinctions that have arisen in 
the research. 
Warren, Nicholas, & Trabasso (1979) devised a useful taxonomy that 
illustrates three categories of inferences that readers make to construct a 
comprehensive and integrative representation of an expository or narrative text. 
Information inferences determine "the general context" of an event, including people, 
objects, time, and place. These inferences can be used to answer who, what, when, 
where or why questions about text. Logical inferences are made to determine 
motivations, causes, and enablements (what must be in place for certain events for 
occur). These inferences are often signaled by questions containing why? or what 
caused [some event to occur]? Thirdly, value inferences describe reader or author 
judgments of text. Inferences are drawn within an event chain that operates on three 
basic dimensions: subjective/objective (whether an event happened externally or 
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internally relative to a character), internal/external (whether an event is inherently 
mental or physical) and voluntary /involuntary. Inferences serve to connect 
propositions in the event chain in accordance with missing elements in the causal or 
explanatory chain, context, or object roles surrounding a text. 
Olson (1985) tested which type of inference from this taxonomy 
(informational or logical) is more difficult for skilled and less skilled younger 
readers to make after reading both narrative and expository texts. Third graders 
were classified into "good" and "poor" readers according to several standardized 
measures ofreading comprehension. Then, they were give both types of passages to 
read and subsequently were verbally-presented with 18 questions categorized into 
informational inference, logical inference and "paraphrase" questions which could 
be explicitly derived from the text and correspond to this project's factual category. 
Paraphrase inferences were formulated using synonyms and parallel syntactic 
structure to sentences that appeared in the text. It is not clear whether subjects 
were allowed lookbacks on the text. The results confirmed that logical inferences 
were the most difficult questions for both good and poor readers to answer when 
reading narrative passages. Paraphrase questions and informational inferences 
were answered with the same level of accuracy across both groups. Although 
answers to paraphrase questions could be directly found in the text, children had to 
associate lexical items that differed between the question and the text, requiring an 
associative process to form relationships between them. Questions about expository 
passages were most difficult for all children to answer, presumably beca use they 
24 
contained new information. Logical inferences were no more difficult than other 
types of questions when reading expository passages, possibly because at a young 
age, the nature of the new information presented in expository passages may make 
even answering text-based inferential questions difficult. 
To address the types of texts that older students frequently encounter in the 
classroom or on high-stakes testing, Israel Chikalanga (1992), an education 
researcher, devised a suggested taxonomy for the reading teacher. The lexical 
inference category is used to subsume processes such as using context to a). infer 
unfamiliar word meanings and b). find pronoun antecedents. Propositional 
inferences are divided into 1).logical informational (for referential and spatia-
temporal information) and 2).logical explanatory (to find motivations, causes, and 
enablements). These are drawn by connecting or drawing textually implicit 
conclusions from two or more elements in the text. They are necessarily true from 
the text premises. Inferences that rely more heavily or entirely on script or world 
knowledge are classified as pragmatic inferences. These inferences correspond 
roughly to elaborative inferences and are not necessarily true, but highly likely 
based on commonplace knowledge of how the world works. Categories of pragmatic 
inferences are: 1). elaborative informational (for referential and spatia-temporal 
information), 2). elaborative explanatory (again, for causes, enablements, and 
motivations) and 3). evaluative (to assess and assign moral or emotional value to 
events or actions). Overall, the three general categories (lexical, propositional, and 
pragmatic) in this taxonomy are highly useful in describing inferences according to 
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whether the main premises or logical framework for the inference come from 
linguistic rules and constraints, from parts of the text, or from world knowledge. 
Finally, Carol Westby, collapses categories across taxonomies but upholds 
the longstanding dichotomies of bridging/ elaborative, text-based/knowledge-based 
and online/offline inferences (Westby, 2011). She also borrows from the Warren, 
Nicholas, and Trabasso (1979) taxonomy to describe logical inferences as those that 
are necessarily true following the text premises. However, she uses types of verbal 
reasoning to further specify the cognitive processes involved in generating a logical 
inference. Inductive inferences derive a generalization from a set of specific 
instances. Deductive inferences draw a specific conclusion from a set of true 
premises. Both types of inferences must be necessarily true within the framework of 
the text. Other functional categories of inferences useful for teachers of older grades 
include predictive inferences and goal inferences, which pertain especially to 
actions of characters and the outcomes of those actions. 
E. Component Skills of Language and Reading 
A substantial portion of this project is designed to understand how students' 
component skills at "lower" levels oflanguage processing relate to their abilities to 
comprehend both factual and inferential information based on auditory and 
written discourse. This section will discuss important variables and processing 
demands at sublexical, lexical, morphological, and sentential levels of language in 
relation to test design (detailed in Methodology). Specific features of language 
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which were manipulated and assessed in the current project and enter into 
analyses are described below. Descriptions are fairly broad because the current 
project does not investigate effects of parameters on performance at each level. 
Sublexica/ Level: 
At a fundamental level, the ability to read depends on successfully 
understanding how letters correspond to the sounds of a given language (Snow, 
Burns, & Griffin, 1998). Learning to reassemble the phonological code from a set of 
symbols is a crucial component of retrieving forms of words (Shankweiler eta!., 
1999). Individual differences in reading comprehension have been found to 
correlate with differences in decoding of both words and nonwords (Brasseur-
Hock eta!., 2011; Shankweiler eta!., 1999). 
Subtests at this level were designed to manipulate sublexical variables that 
have been shown to be important features of the decoding process. Grapheme-
phoneme correspondence, or the relationship between letters and the sounds they 
represent, have been shown to be important (Jared, 1997). Distributed models of 
decoding suggests that regularly-spelled words (or words that are pronounced 
according to rules of a particular language) are easier to recognize and pronounce 
than words that are not ("irregular" or "exception" words) (McLelland & Seidenber, 
1989). Consistency is also a factor in determining how easily students can recognize 
and pronounce a word. This refers to whether the orthographic body (phonological 
rime) in the word are pronounce consistently the same way in a11 of the words in 
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which it appears (Rastle & Coltheart, 1998). This differs across letter patterns. 
Whole word frequency is another variable that has been shown to affect whether 
readers use spelling-sound information to identify words, with readers using this 
information more for low frequency or unfamiliar words (Seidenberg, Waters, 
Barnes, & Tanenhaus, 1984). 
Lexical Level: 
Students' abilities to understand meanings of single words is clearly related 
to comprehension. Vocabulary knowledge has been demonstrated to play a critical 
role in the development of strong reading skills (Marzano, 2004, Chall & Jacobs, 
2003; Hirsch, 2003). Overall, the ability to access the meanings of words is a 
significant predictor of reading comprehension performance, because it is a 
foundation for the construction of propositions that are the basis of building 
meaning representation from text and speech and is highly related to decoding skill 
(Kintsch, 1998). 
Morphological Level: 
In English, morphological processes add meaning or inflection to simple 
words, which were assessed in the lexical level subtests (Matthews, 1991). 
Consequently, simple words (or "stems") become complex by a process of affixation 
in which morphemes (or the smallest units of meaning) are added to a stem 
(Aronoff & Fudeman, 2011). Suffixes, which are attached to the ends of words, are 
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the most common forms of affixes in English (Bybee, Pagliuca, & Perkins, 1990), and 
are consequently the focus of this subtest. Derivational suffixes cause a change in 
lexical meaning or in lexical category (i.e., noun, verb, adjective) while inflectional 
suffixes specify grammatical function for the word within the sentence (i.e., indicate 
tense, person, or number). Furthermore, in English, derivational suffixes stemming 
from Latin vocabulary cause a phonological change in the word stem (formative 
boundary), while those stemming from Anglo-Saxon vocabulary do not (word 
boundary). Mahoney et al. (1994), determined that children's knowledge of 
derivational morphology accounts for their reading ability apart from the 
contributions it makes to phonological processing and knowledge of vocabulary. 
A student's ability to efficiently parse morphology is related to good reading 
comprehension (Shankweiler et al., 1995). Some research suggests that 
phonological deficits are implicated in difficulty parsing morphology, especially 
when the phonological form of the root is changed (Fowler & Lieberman, 1995). 
Beginning in fourth grade, morphological awareness becomes especially important 
as a contributing factor to reading comprehension (Lesaux & Kieffer, 2007). To this 
end, three subtests were designed to test recognition and comprehension of 
complex words that contain a morphological process. 
Sentential Level: 
At the level of the sentence, words are connected through semantic and 
syntactic relationships to form propositions, or meaning content, that forms the 
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foundation of reading comprehension and inference-making in connected text. The 
ability to parse a variety of specific syntactic structures becomes especially crucial 
when the text describes events or states that cannot be predicted by heuristic 
knowledge of how the world works. For example, understanding sentences where 
the agent and patient can be reversed in the real world (The man was driven by the 
woman) requires parsing the passive and prepositional phrase constructions to a 
degree of specificity in order to determine who is doing what to whom (Richegls; 
1986). While the question of how syntax is acquired has generated an immense 
body of research, studies investigating reading have focused on to what extent 
childrens' knowledge of the grammatical rules of their language facilitates the 
construction of accurate meaning from a text-base. Performance on measures of 
syntactic awareness has been shown to correlate with measures of reading 
comprehension in older readers in a number of studies (Bowey, 1985; Tunmer, 
Nesdale, & Wright, 1987; Demont & Gombert, 1996; Nation & Snowling, 2000). 
Children with poorer reading comprehension skills have also been found to be 
worse at comprehending complex sentences, of the reversible type described above 
(Byrne, 1981) and sentences containing relative clauses and reflexive pronouns in 
embedded clauses (Mann, Shankweiler, & Smith, 1984). To that end, two sentence-
level tasks were constructed to examine syntactic awareness and sentence 
comprehension. 
Descriptive statistics used to assess middle and high school students' overall 
performance on discourse components of the assessment battery wiJJ center around 
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overall accuracy and response time (except for by-modality comparisons). Accuracy 
(Ace) is a binary indicator of students' abilities to verify or reject a factual or 
inferential statement based on expository passages. Response time (RT) indicates 
how quickly a student was able to make that judgment, and can be an indicator of 
skill automaticity (LaBerge & Samuels, 1974). In the written modality, mean 
response time for each student includes time to read sentences as they are 
presented on the screen (calculated as milliseconds between button presses) and 
time to answer questions. In the auditory modality, response time included time to 
"listen to" sentences as they are presented over headphones (calculated as 
milliseconds between the end of the recording and the button press to advance) as 
well as the time to answer questions. Given that students' reading and language 
skills continue to develop as they progress through developmental and grade levels 
(Schatschneider et al., 2004), it is expected that accuracy would increase and 
response time decrease with grade level in both modalities. 
The following section will present research questions for the current project 
based on issues in the literature that necessitate additional investigation. Firstly, an 
exploration into overall performance and comparison between performance in 
written and auditory modalities across question types will illuminate if inferences 
are easier or harder for MS or HS students when they are reading or listening to 
text. Next, because computers logged multiple metrics of performance 
(reading/listening time, question response time, and accuracy), it is possible to 
investigate the trade-offs or relationships between them. Since making inferences 
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requires linking content across multiple propositions or integrating surface level 
information with background knowledge and reasoning processes, it is possible that 
students who generally spend more time on this question type may demonstrate 
higher accuracy. Finally, the third section of questions specifically addresses 
component reading and language skills, using multiple variables available in the 
data to focus on differences between middle and high school, question types, and 
modalities. 
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RESEARCH QUESTIONS 
Overall Performance: Basic descriptive statistics 
Question #1: Are there differences in overall performance across modalities for 
middle and high school students on a measure of written and auditory discourse 
comprehension based on expository passages? 
Question #2: Are there differences in overall performance between middle and high 
school students on factual and inferential questions in the written and auditory 
modalities? 
Measures of Performance: Correlational Analyses 
Question #3: How are question accuracy (Ace), question response time (QRT), and 
passage reading (PRT) related? Are there differences in the relationship between 
these metrics across question types and across middle and high school students? 
Component Skills of Reading Comprehension 
Question #4: Are there differences in the relationship between middle and high 
school students' performance on component language or reading skills and 
performance across factual and inferential question types in the auditory and 
written modalities? 
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Question #5: Are there differences in the relationship between middle and high 
school students' performance on component language or reading skills and accuracy 
and response time across factual and inferential question types in the auditory and 
written modalities? 
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METHODOLOGY 
This assessment battery was developed Gloria Waters, David Caplan, and 
colleagues, beginning in 2004. Since that time, it has undergone several revisions to 
improve internal consistency, reliability, and criterion validity. The assessment 
battery is an entirely-computerized set of eleven subtests designed to systematically 
assess middle and high school students' ability to process specific linguistic elements 
at each level of spoken and written language. Sublexical, lexical, morphological, 
syntactic, and discourse levels are tested for effects of linguistic parameters that 
have been shown to be relevant to language and text processing. These parameters 
and their theoretical bases will be described in each corresponding section below. 
Subtests were constructed and presented within a hierarchy of complexity to 
allow for understanding how skill or difficulty at lower levels (decoding or 
understanding morphologically- simple or complex words, for instance) is related to 
performance at higher levels. The results of the assessment contain potential 
implications for a large range of investigations into how students process text and 
spoken language. While all features of the battery will be described, emphasis will 
be placed on those parameters that are hypothesized or have been demonstrated to 
affect processing of factual and inferential information in written discourse, as per 
the purpose of the project. All test stimuli were also reproduced in the auditory 
modality to allow for comparison of performance between modalities and to map 
performance on auditory subtests onto performance on factual and inferential 
components of written discourse processing. Accuracy and response time were 
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automatically logged for each stimulus item. This feature of the battery allows for 
examining how students spend their time when processing language or text, and the 
relationship between response time and accuracy. Please see Section B. of this 
chapter for a detailed description of participating students and administration of the 
battery. 
A. Description of Subtests 
Sublexical Level: 
Pseudohomophone Judgment: 
Forty pseudohomophones and forty non-pseudohomophones were created 
by selecting high-frequency base words. Then, one or more letters of the base word 
were replaced by another grapheme that had a high or low grapheme-phoneme 
correspondence frequency. These items were the pseudomophones. A matched non-
pseudohomophone was subsequently created by replacing the onset with a different 
grapheme with high or low GPC frequency and maintaining the word body. Within 
each GPC frequency class, stimuli were matched for whole word average GPC 
frequency and single lowest grapheme GPC frequency. Across frequency classes 
were matched for neighborhood size, average bigram frequency, and base word 
frequency (Kucera & Francis, 1967). 
In the written modality, students were presented with each letter string in 
randomized order one-by-one on a computer screen and asked to indicate with a 
button press whether the letter string would sound like a real word if pronounced 
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aloud. The letter string appeared at the top of the screen with two boxes labeled 
"yes" and "no" below it. They pressed the right arrow key, which matched the "no" 
box, if they thought the word did not sound like a real word when pronounced 
aloud, and the left arrow, which matched the "yes" box, ifthey thought the stimulus 
would sound like a real word (this method ofyesjno selection will subsequently be 
referred to as the button press procedure). Students were asked to read the letter 
strings silently, which requires them to access phonological representations even 
though they aren't pronouncing them aloud (Ashby, 2006). 
Psetldohomopholle: No1t-wort1: 
! No i l YM I . No j 
Figure 1: Pseudohomophone judgment Sub test 
In the auditory modality, the Pseudohomophone Judgment test was 
essentially presented like a lexical decision task. Students wore headphones and 
heard the correctly-decoded words pronounced aloud one-by-one by an adult male 
speaker. As the word was presented, two blank boxes appeared on the bottom left 
and right corners of the screen. After students heard the word, the boxes filled with 
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"yes" and "no" appeared. Students pressed the corresponding arrow key to indicate 
whether the word they heard was a real word or not. In this modality, the 
Pseudohomophone Judgment subtest determined whether students were able to 
recognize real words without necessarily accessing their meaning. This is clearly an 
important predictor in their ability to understand spoken discourse, since meaning 
access follows word recognition. Additionally, since each student saw each test in 
both modalities, this test serves to confirm that students recognized the items in the 
written modality as real words if they are spoken aloud. Therefore, relative 
difficulty in the written modality indicates difficulty decoding. Poor performance on 
this subtest in the written modality indicates that a student has difficulty decoding 
letters or combinations of letters into sounds. This will affect their ability to 
recognize words and access their meanings. 
Lexical Level: 
Lexical Decision: 
To test simple (non-morphologically-complex) word recognition, students 
were presented with letter strings and asked to indicate whether each letter string 
was a real word or not. Sixty real words and 60 nonwords modeled on stimuli in 
Jared (2002) were varied and matched for word frequency (high, low), spelling-
sound regularity (whether or not a word is pronounced according to standard and 
acceptable rules of English pronunciation), spelling-sound consistency (whether or 
not a word is pronounced like most words with its word body spelling) and 
neighborhood characteristics (whether most words with its orthographic body are 
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pronounced similarly or differently), creating eight classes. One third of the letter 
strings had regular but inconsistent pronunciations, one third had regular and 
consistent pronunciations, and the remaining one third had exceptional 
pronunciations (irregular and inconsistent). Stimuli were presented in randomized 
order. 
In the written modality, students saw a word or nonword appear at the top of 
the screen along with "yes" and "no" boxes at either corner of the screen. Students 
used the button press procedure to indicate whether the stimulus was a real word 
or not. In the example below,f/ait is not a real English word, so students would 
press the right arrow to indicate "no." 
fla it 
Yes No 
Figure 2: Lexical Decision Subtest 
In the auditory modality, students heard each item over headphones and saw 
two blank boxes appear on the screen as the word was presented. Then, the boxes 
were filled with "yes" and "no" labels and students indicated whether the item they 
had heard was a real word or not by using the button press procedure. 
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Students who had difficulty on this test may have difficulty recognizing non-
morphologically complex words in either written or oral language. This would 
impede their ability to access meanings and construct propositional content at the 
sentence or discourse level. However, this subtest in itself does not necessarily 
directly address comprehension, because students do not need to access word 
meaning to judge whether a letter string is a real word (based on the Ellis & Young, 
1988). 
Word-Picture Matching: 
Students' ability to understand meanings of single (non-morphologically 
complex) words was assessed with a picture-matching task. Stimuli were all one-
syllable words created by crossing two parameters: word frequency (high, low) and 
spelling-sound consistency (consistent, inconsistent). Inconsistent stimuli had more 
friends (word-body neighbors having the same pronunciation of the word body) 
than enemies (word-body neighbors having a different pronunciation of the word 
body). Words were selected also on the basis of whether they could be easily 
pictured or not. Therefore, most items were concrete nouns, verbs, and adjectives 
that were rated at the 6th grade Age of Acquisition according to the TASA database 
(Touchstone Applied Science Associates, Inc.). Each stimulus was paired with a foil, 
which was a semantically-similar one-syllable words that was matched for word 
frequency and when possible, for consistency, with the stimulus. Black and white 
line drawings were created by an artist for all stimuli and foils and approved by the 
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research team. 
In the written modality, students saw a real word at the top of the screen and 
two pictures below it, one depicting the target and one depicting the closely-related 
semantic foil described above. They indicated which picture, the one on the left or 
the one on the right, matched the target using a button press. The presentation of 
the stimulus or foil on the right or left box was randomized for each item. 
Figure 3: Word-Picture Matching Subtest 
In the auditory modality, students heard the target presented over 
headphones, while two empty boxes appeared on the screen at the same time. Then, 
the two pictures appeared in the boxes. The written word did not appear. The 
remainder of the procedure matched the written modality. 
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Students who had difficulty on this test may have difficulty accessing the 
meanings of simple words when listening or reading. A comparison of performance 
in each modality permits an understanding of whether reading or generalized 
language skill limits a particular students' ability to access word meanings. 
Additionally, because targets and foils were closely related semantically, d ifficulty 
on this subtest may indicate an inability to access sufficiently detailed meanings of 
words in order to determine the best match for the word. 
Relatedness Judgment: Simple Words: 
This subtest specifically assesses students' detailed knowledge ofthe 
meanings of words by asking them to make judgments about how single words are 
related to each other. Forty stimuli were created by matching words for two 
parameters: word frequency (high, low) and spelling-sound consistency 
(inconsistent; consistency). Inconsistent stimuli were matched for summed bigram 
frequency within their orthographic neighborhood. When possible, inconsistent 
stimuli had more enemies than friends. Each of four classes contained 10 stimuli 
which were constructed with a match and foil each. Matches were reasonable 
synonyms for the stimulus, and foils were similar to the match but clearly not as 
related in meaning. All words were picturable in the same word category within a 
given stimulus item, and a fairly equal number of nouns, verbs, and adjectives that 
were rated at a 6th grade Age of Acquisition by the TASA database. Items were 
presented in randomized order. 
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In the written modality, the stimulus appeared at the top of the screen and 
the match and foil appeared in random order below it. Students were asked to 
indicate using the button press procedure described above which word was closest 
in meaning to the word at the top. In the example below, lord is more closely related 
to king than to boy, so students would press the right arrow to make the correct 
selection. 
Figure 4: Relatedness judgment- Simple Words Subtest 
In the auditory modality, students heard the stimulus spoken over 
headphones as two empty boxes appeared in the right and left corners of the screen. 
After the stimulus had been presented, the match and the foil appeared in written 
form in the boxes. Students followed the button press procedure to indicate which 
word on the screen was closest in meaning to the word they had heard. 
Students who had difficulty on this test may struggle to identify relationships 
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and make meaning comparisons between words. They may have difficulty accessing 
the meanings of simple words as in the word-picture matching test, or they may 
have a specific difficulty understanding what finer-grained semantic features makes 
words similar or different in meaning. A comparison between performance on this 
subtest and the WPM subtest can distinguish among these difficulties for a 
particular student. 
Morphological Level: 
Lexical Decision: Affixed Words: 
As in the lexical level subtests, the morphological level subtests begin by 
examining students' abilities to recognize whether a word is a real word or not. It 
does not require students to access the meaning of words, which will be examined 
separately. In this test, all stimuli contain one morphological process, or a suffix 
which changes the meaning or grammatical function of the word. Therefore, stimuli 
are more complex than in the Lexical Decision subtest. 
Three classes of stimuli were created by combining four parameters: suffix 
boundary (word boundary; formative boundary) and suffix type (inflectional; 
derivational). One class consisted of words and nonwords with inflectional suffixes 
(shortest, didded). The remaining classes consisted of words and nonwords with 
word-boundary derivational suffixes (capitalist, airful) and formative-boundary 
derivational suffixes (facial, endative). In each class, there were 10 real words and 
10 nonwords. All stimuli were created by using a high frequency base [root) and 
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adding the corresponding suffix type. Derived real words were low frequ ency. 
In the written modality, students saw the stimulus written in a box at the top 
of the screen. Below the stimulus, boxes labeled yes and no were presented. 
Students were instructed to read the word and indicate whether it was a real word 
or not by pressing the appropriate button the keypad. 
R eal JJlord: No11-word: 
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Figure 5: Lexical Decision- Affixed Subtest 
In the auditory modality, students heard the stimulus presented over 
headphones, while the boxes containing yes and no appeared on the screen. They 
followed the button press procedure to indicate whether the word they heard was a 
real word or not. Stimuli were presented in random order. 
Students who had difficulty on this test may struggle to recognize 
morphologically-complex words. At this level, skills at the sublexical and lexical 
level may certainly be implicated with difficulty on this subtest, because students 
need to decode the letter string, recognize the base or root word, and recognize the 
word when a suffix is added. 
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Word-Picture Matching: Affixed Words: 
Students' abilities to access meaning of morphologically-complex words 
were assessed with a picture-matching task. Twenty stimuli were created, 9 using 
inflectional suffixes and 11 with derivational suffixes. Stimuli were created by 
combining high-frequency roots with inflectional or derivational suffixes to create 
low-frequency picturable morphologically-complex words. Each stimulus was 
paired with a real word foil, which consisted of the same root with another of the 
same type of suffix (e.g., timed, timing, activate, activist). Foils were also low-
frequency words. Similar numbers of adjectives, nouns, and verbs were used, and all 
words were rated at the 6th grade Age of Acquisition by the TASA database. An 
artist created line black-and-white line drawings for each stimulus and foil, and the 
drawings were reviewed by multiple researchers to ensure that the pictures were 
canonical representations of each word. Stimuli were presented in randomized 
order. 
In the written modality, students saw the stimulus written at the top of 
screen. Two pictures appeared below it, one representing the stimulus and the other 
representing the foil, randomly appearing on the left or ride side of the screen. 
Students did not see the foil in written form. They were instructed to press the left 
or right button to correspond to the picture they felt best matched the stimulus. 
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restless 
Figure 6: Word-Picture Matching- Affixed Subtest 
In the auditory modality, students heard each stimulus presented over 
headphones, as two large empty boxes appeared on the screen. Then, the pictures 
corresponding to the stimulus and foil appeared. Students followed the button press 
procedure to indicate which picture matched the word they heard. 
Students who had difficulty on this test may have disrupted access to the 
meanings of complex words. They may have difficulty decoding or recognizing both 
the root and the suffix, or they may have specific difficulty understanding what 
different suffixes mean. Comparing performance on this test with performance on 
the simple word-picture matching subtest will inform whether individuals have 
difficulty parsing the whole word or integrating morphology into the semantics of a 
word. 
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Morphological Relatedness Judgment: 
This subtest was designed to assess students' ability to judge the 
relationships between words that contain morphological processes. Students saw 
pairs of morphologically-related (civil, civility) or pseudo-related real words (lot, 
lotus) and indicated whether the words were related to each other or not. 
Five classes of stimuli were created based on Mahoney's Morpheme 
Substitute Test, Part 3 (1994). Each class featured a different phonological 
relationship between the root word and the derived morphologically-complex word. 
In each class, a target sound was changed between the root word and the derived 
word (neutral- no change, stress on a vowel, consonant, vowel, or silent letter). Base 
words were high frequency words, and derivations, when possible, were low 
frequency words. Pseudo-related pairs were only related orthographically and not 
semantically. Students therefore had to access the semantic representation of each 
word to determine that they were not related. When possible, only derivational 
suffixes that are productive in English were used to construct the pseudo-related 
pairs. 
In the written modality, students saw the root word and the derived word in 
each pair displayed at the top of the screen. Below the pair were two boxes filled 
with "yes" and "no." Students followed the button press procedure to indicate 
whether the pair of words was related to each other or not. 
48 
i lfm1Jhologicol(y related words: PseJ.~do-reloted words: 
He.ip Helpful 
Figure 7: Morphological Relatedness judgment Subtest 
In the auditory modality, students heard the pair of words read over 
headphones as two empty boxes appeared at the top of the screen. Then, the "yes" 
and "no" boxes appeared, and students pressed the corresponding button to 
indicate whether they thought the words they had heard were related or not. 
Students who have difficulty with this test may have restricted knowledge of 
morphological processes, and how suffixes change the meanings of words. 
Relatedness Judgment: Affixed Words: 
The final subtest specifically designed to assess students' detailed knowledge 
of morphology required them to make judgments about complex word meanings. 
Twenty stimuli were created. Each stimulus was a low frequency morphologically-
complex word that contained an inflectional or derivational suffix attached to a high 
frequency root. A high frequency match and a foil were created for each stimulus 
from the same high frequency root (which differed from the stimulus root). When 
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possible, both the match and the foil contained a suffix, but at least one was 
morphologically-complex. The match was semantically-related to the stimulus and 
the foil was clearly less closely related. 
In the written modality, students saw the stimulus appear at the top and the 
match and foil in randomized presentation below it. Students followed the button 
press procedure to indicate which word at the bottom was closest in meaning to the 
word at the top. In the example below, build is more closely related to lengthen 
(both are verbs within the same semantic category) than building is. Students would 
press the right arrow key to make the correct selection. 
Figure 8: Relatedness judgment- Affixed Sub test 
In the auditory modality, students heard the stimulus presented over 
headphones instead of written on the screen. As the stimulus was presented, two 
empty boxes appeared at the bottom ofthe screen. Then, the match and foil 
appeared in the boxes and students used the button press procedure to indicate 
which word was closest in meaning to the word they heard. 
so 
Because knowledge of what suffixes mean was crucial in successfully 
identifying the target, students who have difficulty on this test may have difficulty 
with this aspect of language. Metalinguistic knowledge and reasoning are useful 
strategies for successfully completing this subtest; this test requires in-depth 
knowledge of root and suffix meanings in order to make comparisons between 
words. 
Sentence Level: 
Grammaticality Judgment: 
Previous research has shown that the ability to judge grammatical and 
ungrammatical sentences to be related to reading skill in younger and older readers 
(Fowler, 1988; Ryan & Ledger, 1979; Cairns et al., 2006). This subtest examined 
students' abilities to judge the grammaticality of sentences containing four types of 
structures: passive, relative clauses, reflexive pronouns, and subject/verb 
agreement. Examples of each are given in Figure 9 below: 
Grammatical: Ungrammatical: 
Passive: The girl was kissed by the aunt. The mother hugged by the boy. 
Relative clause: The mother who the girl kissed tickled the boy. The man that the women touched 
wink at the girl. 
Reflexive: The woman's boyfriend fed himself. The family's dog licked ourselves. 
Subject-verb The family with the daughters is buying a house. The teacher with the students are 
agreement watching a movie. 
Figure 9: Grammaticality judgment Stimulus Classes and Examples 
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Five grammatical and 5 ungrammatical sentences were used for each 
sentence type. Many stimuli were taken from the Psycholinguistic Assessment of 
Language battery designed by Caplan & Bub (1990). All sentences were 
unambiguous, 5-12 words in length, and contained high frequency nouns and verbs 
and familiar subject matter so that the processing emphasis was placed on syntactic 
parsing rather than lower-level lexical and morphological processes. Ungrammatical 
sentences were constructed in accordance to four error types: morphology deletion 
errors for past tense -ed and auxiliary verbs (for passives), inserted noun phrases 
(for passives, relative clauses, and reflexives), verb agreement (for relative clauses 
and subject-verb agreement) and reflexive pronoun agreement (for reflexives). 
In the written modality, students saw a stimulus sentence at the top of the 
screen, with "yes' and "no" boxes below it. They pressed the corresponding button 
on the keyboard to indicate whether the sentence was grammatical ("yes") or not 
("no"). Sentences appeared in randomized order. 
In the auditory modality, students heard each stimulus sentence read over 
headphones while two empty boxes appeared on the screen. Then, "yes" and "no" 
appeared in the boxes and students indicated using the button press procedure 
whether the sentence they had just heard was grammatical or not. 
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Grammatical: Ungr.ammatkal.: 
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Figure 10: Grammaticality judgment Subtest 
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Students who have difficulty with this test have trouble recognizing whether 
a sentence is grammatical or not. This subtest does not ask them to demonstrate 
knowledge of the meaning of the sentence, but simply to recognize the presence of 
morphosyntactic errors. As discussed above, difficulty doing so suggests poor 
knowledge of grammatical structures. Comparing performance between auditory 
and written modalities is especially useful in this subtest because relatively better 
performance in the auditory modality for a particular student suggests that their 
reading comprehension at the sentence level is disrupted by non-generalized 
language skills, and rather by component reading skills. 
Sentence-Picture Matching: 
As in the lexical and morphological levels, a picture-matching task was used 
to assess students' access to meaning when reading or listening to sentences. In this 
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subtest, 40 grammatical sentences were used as stimuli to test students' fine-
grained abilities to integrate morphosyntactic knowledge with knowledge of 
semantics. Sentences were constructed around eight classes of syntactic structures, 
examples of which are given below. Whenever possible, sentences were 
semantically reversible, where nouns occupying semantic roles could be switched 
without affecting plausibility. This strategy prevents students from relying on 
heuristics or knowledge of real-world plausibility rather than syntactic parsing to 
understand sentences. Therefore, a foil was constructed for each sentence in which 
noun phrases corresponding to assigned thematic roles are switched. Examples for 
each sentence type are provided below: 
Sent. Type Stimulus 
Active: The dog bit the cat. 
Passive: The goat was kicked by the sheep. 
Passive Dative: The pig was pushed to the goat 
by the sheep. 
Foil 
The cat bit the dog. 
The sheep was kicked by the goat. 
The goat was pushed to the sheep 
by the pig. 
Cleft Subject: It was the uncle who covered the girl. It was the girl who covered the uncle. 
Cleft Object: It was the man who the mother pulled. It was the mother who the man pulled. 
Subject/Object The dog that the cat bit chased the boy. The cat that the dog bit chased the boy. 
relative: 
Subject split: 
Relative 
pronoun: 
The aunt who covered the man followed The man who covered the aunt followed 
the girl. the girl. 
The uncle said that the boy fed him. The boy said that the uncle fed him. 
Figure 11: Sentence-Picture Matching Stimulus Classes and Examples 
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An artist created line drawings for each stimulus and foil. Care was taken to 
ensure that stimulus and foil pictures differed only by the characters performing the 
thematic roles; foils reversed thematic roles. Pictures were reviewed by multiple 
researchers to ensure that they depicted the sentences accurately. 
In the written modality, students read the sentence presented at the top of 
the screen. Below the sentence, two drawings corresponding to the match and the 
foil (randomized for order of presentation from left to right). Students used the 
button press procedure to indicate which picture matched the stimulus sentence. 
The goat was pushed to the sheep by 
the pig. 
Figure 12: Sentence-Picture Matching Subtest 
In the auditory modality, students heard the sentence read over headphones 
while two empty boxes appeared on the screen. After they heard the sentence, they 
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saw the pictures of the stimulus and foil appear on the screen. They used the button 
press to select which picture went best with the sentence they heard. 
Students who have difficulty with this subtest demonstrate difficulty 
understanding what syntactic elements of sentences mean. As nouns and verbs 
were mostly high frequency, it is not likely that difficulty stems from trouble 
understanding meanings of single words. Likely, students who struggle with this 
task do not efficiently map syntactic constructions onto meaning creation, which 
may affect their ability to comprehend discourse level text or speech. Building the 
detailed propositional content necessary to draw accurate inferences from a 
sentence or a set of sentences requires parsing sentences for syntactic markers that 
indicate who is doing what under what set of conditions, at the most basic level. This 
skill has been shown to be more difficult to acquire in the written modality, which 
makes the comparison between auditory and written modalities for a particular 
student particularly useful (McArthur et al., 2000; National Institute for Literacy, 
2007). 
Discourse Level: 
The discourse level is designed to assess reading and language 
comprehension at the highest level of complexity students are expected to 
encounter in middle and high school grades. Readability of text, a parameter 
affecting comprehension as discussed in the literature review was factored into the 
test design, plus an additional parameter (macrostructural complexity) as discussed 
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below. Because the ability to comprehend expository text is crucial to academic 
success beginning in the middle school grades (Taylor & Beach, 1984), only this type 
of discourse was investigated within the scope of this battery. Researchers have 
investigated why expository writing is more difficult for older students to 
understand and draw knowledge from than narrative writing (Berkowitz & Taylor, 
1981; Mullis, 1981). The presence ofunfamiliar concepts and the need to reorganize 
and contextualize new information into existing knowledge may be implicated 
(Taylor & Beach, 1984; Flower & Hayes, 1980). Additionally, the structure of 
expository text often disrupts the application of story grammar schemas that 
facilitate comprehension and recall (Stein & Glenn, 1977). 
To reduce the effects of individual differences in cognitive abilities (such as 
working memory), which have been shown to play a role in reading comprehension 
(Baddeley, 1979; Just & Carpenter, 1992; Perfetti & Lesgold, 1977; Shankweiler & 
Crain, 1986), several elements in the subtest design were included. To reduce the 
effect of working and short-term memory on students' ability to answer 
comprehension probes, short passages of 150 words that could fit on the screen as 
each probe appeared were chosen. Students could therefore look back on the text to 
answer questions instead of drawing from their recent memory. 
Application of pre-existing background knowledge has also helped older 
readers comprehend new passages (Bejos, 2009). Research on inferential 
processing has also highlighted the crucial role of background knowledge in the 
ability to generate inferences about a text (Oakhill & Yuill, 1996; Graesser, Singer, & 
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Trabasso, 1994; van den Broek, Rapp, & Kendeou, 2005). Therefore, passages were 
written about subject matters that older students were not likely to be familiar with 
(e.g., a Russian ballerina, carnivorous plants). 
Students' reading comprehension has also been shown to be sensitive to 
macrostructural complexity (McNamara eta!., 1996), defined as the extent to which 
the macrostructure of a text is made explicit by overt markers such as connectives, 
signal workers, and clear anaphoric references, and logical transitions (Graesser, 
McNamara, & Louwerse, 2003). To test students' abilities to understand factual and 
inferential information with and without complex macrostructure, two versions of 
each passage were created: "easy" and "hard" macrostructure. The "hard" version 
was edited to remove macrostructural markers, re-arrange sentences to disrupt 
sequence and coherence, and edit topic sentences to be less clear. 
The final parameter to be investigated in relation to reading comprehension 
at the discourse level is the readability of the passages. Lexile (MetaMetrics, 2012), a 
measure of readability based on sentence length and vocabulary, was used to create 
four quartiles based on a reading level two years below the expected reading level of 
middle and high school students (790-890, 890-940,970-1010, 1000-1050). This 
was done to improve the likelihood that struggling readers would be able to 
comprehend the easiest passages. It also strengthens the subtest as an indicator of 
reading comprehension beyond the contributions of sentence length and vocabulary 
(which were assessed specifically in the lower-level subtests). Easy and hard 
macrostructure versions of passages were matched for Lexile level. 
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The passages consisted of sixteen 150-word expository texts that presented 
new information about obscure topics. Four passages were written in each quartile, 
and a hard and easy macrostructure version of each passage was created. After each 
passage, sixteen comprehension probes ("questions") consisting of factual or 
inferential statements were presented one at a time. Students indicated whether 
each statement was true or false based on the passage. Eight questions were factual 
or explicit statements taken from the text base, and eight were inferences that 
students need to generate in order to verify or reject. 
The inferential statements consisted mostly of elaborative inferences that 
probed unstated but unambiguously true or false information based on propositions 
students must construct to understand the text. Effort was made to minimize or 
eliminate the necessity of specific background knowledge (not including knowledge 
of vocabulary) to make these inferences. Therefore, inferences were designed to be 
either language-based, or based on information contained only in the passage. 
Specific examples and a proposed post-hoc taxonomy will be discussed in the 
analysis section. 
High school students completed the discourse subtest at the very end of each 
administration in each modality. Middle schoolers, however, completed the 
discourse subtest in a separate 40-minute session in which they both heard and saw 
all sixteen passages. Four lists were counterbalanced so that within each quartile, 
students completed four passages (one "easy" and one "hard" in each modality). 
Presentation of the passages was varied so that within each quartile of each of the 
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four lists one quarter of the students saw the written easy macro first and the hard 
macro passage second, followed by the spoken easy and spoken hard. One quarter 
heard the spoken easy macro first and hard macro second, followed by the written 
easy and hard. One quarter saw the written hard macro first and the written easy 
macro second, followed by the spoken hard and easy. The final quarter heard the 
spoken hard macro first and the spoken easy macro second, followed by the written 
hard and easy passages. 
For the high school students, the same structure of the lists was maintained, 
but the passages in the corresponding modality were attached to the end of the 
respective session (after the non-discourse tests). 
Passages Comprehension Probes 
Macrostructure: Easy, Hard Factual, Inferential 
Lexile Level: 790-890, 890-940, 970-
1010,1000-1050 
Table 1: Parameters of discourse comprehension test 
In the written modality, students saw eight passages one at a time as they 
appeared on their computer screen. For each passage, the first sentence appeared 
on the screen and remained. Students pressed the right arrow key to advance to the 
next sentence. Once all sentences had been presented, the entire passage remained 
on the screen as one comprehension probe at a time appeared below it in italicized 
font. Below the comprehension question, the words "true" and "false" appeared in 
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the bottom left and right corners of the screen, respectively. After reading the pro be 
(a declarative statement), students pressed the left arrow key if they thought the 
probe was true and the right arrow key if they thought the probe was false. Order of 
presentation of questions was pseudorandomized so that no more than two probes 
of the same type appeared in succession. Order of passages was randomized within 
Lexile Quartile. 
Carnivorous plants are plants that catch and. eat insects anQ animals . 
1~he plants usually grow in plaees 1.vhere soil is thin. or low in 
nutrients like rocky an:as. Tbcrefure to get nutrients they must eat 
or crawling insects. Those !!ants t:bat live in the water ea.t 
water animals. Mote s of the been 
found.; the, Venus-flytrap is probabl To 
attrdct prey some plant.~ smeU sweet and · colors. 
Once the p.rey is attracted there are five. basic ways e plants 
can trap. Some plants are shaped specially. rome are sticky, and 
some can evem snap shu~ and eat · inside. 'I1:1e prey .mu..<Jt 
now be eaten. While some plants · tch on their 
own, many need help forming digestive JUices. Some plants even 
need helper bugs to eat th:e prey and digest. it fur fue plants. 
Carnivorous plants can live on land or in water. 
true t•alse 
Figure 13: Discourse Comprehension Test and question presentation 
In the auditory modality, students heard the remaining eight passages they 
had not read. They heard the first sentence of each passage over headphones, and 
pressed the right arrow key to hear the next sentence. No sentences appeared on 
the screen. After they had heard the whole passage, the words "true" and "false" 
appeared on the bottom left and right corners of the screen. Each comprehension 
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probe was presented over headphones and after they had heard each probe, 
students followed the button press procedure to indicate whether the statement 
they had heard was true or false. It is notable that students were not able to look-
back onto the text in the auditory modality, and therefore the role of memory in 
verifying or rejecting comprehension probes may have been amplified. 
In addition to logging accuracy and response time for each question, the 
computers also logged processing time for each written or spoken sentence by 
recording time to press the button to view or hear the next sentence in the passage. 
In Results, this data will be explored to determine how students are spending their 
time while reading or listening and responding to comprehension probes. 
B. Participants and Administration 
The development of this battery began in 2004. After the first version of the 
battery was constructed, a partnership between the principal investigators and the 
Boston Public Schools allowed for the battery to be administered to approximately 
1,100 students on selected subtests as well as on standardized measures of 
language and reading ability to assess construct validity and reliability. 
In 2011, a school district in New York State partnered with the Language 
Science Lab at BU to utilize the battery as a tool to help the district meet their goal to 
improve the reading and language comprehension of middle and high school 
students. As a result of the partnership, a total of 1,836 middle school and high 
school students were tested on the entire battery, providing the data reported in 
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this project. 
The school district is comprised of 5 elementary schools, one middle school, 
and one high school in a 72-square mile suburban region in upstate New York. In the 
2010-2011 school year, it had a total enrollment of about 4000 students. A data-
sharing agreement allowed the testing of 6th-12th grade students. In 2011, a total of 
1,836 students in these grades participated in testing. Students were not excluded 
on the basis of receiving special education services, including for language and 
learning disabilities, or for having English-as-a-second-language. 
The following demographic information is derived from the district's New York 
State District Report Card (2011) and pertains to the 2009-2010 school year unless 
otherwise mentioned. In that year, 19% of students were eligible for Free Lunch and 
1% possessed limited English proficiency. 9% were ethnic or racial minori ties. The 
annual attendance rating was 95%. Overall, this district is in good standing in 
English Language Arts as well as other criteria including Math, Science, and 
Graduation Rate. Out of the ethnicity groups that had a sufficient number of 
students to determine their Annual Yearly Progress (AYP), Black or African 
American and White students (2/2) met criteria in the Elementary /Middle bracket. 
Additionally, at the Secondary (high school) level, White students made AYP 
(insufficient numbers for other groups). Students with disabilities and 
economically-disadvantaged students made AYP as well. 
Academic Progress is assessed yearly in reference to performance on the NY 
State assessment in English Language Arts. There are four components to the 
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English Language Arts (ELA) exam: information and understanding, literary 
response and expression, critical analysis and evaluation, and social interaction. In 
grades 6, 7, 8, slightly more than half of the students met learning standards for 
grade level. At the high school level, this percentage increases to 85%. This district 
scores close to NY State average on ELA assessments in individual grades. However, 
taking the entire high school cohort as a group, students scored above the state 
average. 
In partnership with administrators and classroom teachers, test 
administration took place in a structured and consistent way. Trained BU staff 
administered the test. Students were administered the test on 30 Mac OS X, Version 
10.4.10 MacBook2-1laptops (Intel Core 2 Duo processor with 2 GHz processing 
speed). Recorded directions and auditory stimuli were recorded at BU by an adult 
male speaker digitized at a sampling rate of 40kHz with a 16-bit quantization by 
Praat (www.praat.org) or Sound Studio (www.freeverse.com). Students wore 
Logitech headphones for the entire administration of both the auditory and written 
versions (to hear instructions and stimuli). 
Middle school students were administered the battery in three 40-minute 
sessions during 2 ELA and 1 math class. In one session, they saw all subtests 
through sentence level in the written modality. In another, they saw all subtests 
through sentence level in the auditory modality. Finally, they saw all discourse 
passages alternating between written and auditory modalities every two passages. 
High school students participated in two sessions: one for all written subtests 
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including discourse and one for all auditory subtests including discourse, 
counterbalanced for order of presentation. 
Each subtest was prefaced with written instructions that appeared on the 
screen before the first item. These instructions were also played over headphones 
as the text appeared. 1-2 practice items accompanied each set of instructions to get 
students into set and ensure that they understood the instructions. Students 
received feedback on every practice item, including a rationale for the correct 
answer if they answered incorrectly. 
Classrooms were arranged to accommodate 30 laptops, which were all 
loaded with middle and high school lists. Cards with students' names and randomly 
assigned ID numbers were placed in front of computers so that students would 
know where to sit. These were arranged so that students who were taking the same 
list would not sit next to each other. When all students were seated, BU staff 
introduced the test and the reply procedure (button press). Students were 
encouraged to keep their fingers near the answer keys on the laptop keyboard. Both 
speed and accuracy were emphasized. Before beginning the test, BU staff logged 
students' ID numbers into the Java program. When students finished all subtests, 
they were instructed to raise their hands. If the session ended before they finished 
the battery, students finished the subtest they were working on. Therefore, not all 
students finished all subtests. BU staff supervised the students as they were 
working. 
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RESULTS 
Question #1: Are there differences in overall performance across modalities 
for middle and high school students on a measure of written and auditory 
discourse comprehension based on expository passages? 
Table 2 below contains mean accuracy and response time for each grade 
level, question type, and modality, while Figure 14 provides a basic visual guide to 
overall performance collapsed across question types. A paired samples t-test reveals 
that, across both question types and grade levels, accuracy in the written modality 
(73.95% SD= 10.93) was significantly higher than in the auditory modality (72.93% 
SD=10.37, t(1586)=-5.5005, p<0.001). Hildyard & Olson (1978) demonstrated that 
readers are better able to verify statements related to story details, while listeners 
are better able to verify statements referring to gist, main idea, and theme. Likely, 
this is due to the ability of students to refer to the text as they are answering 
questions in the written modality, not necessarily to the predominance of reading 
comprehension skills over oral language comprehension skills. Since both factual 
and inferential questions tended to probe details, this trend may be accounting for 
the relatively better accuracy in the written modality. 
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Written Modality Auditor} Modality 
Overa 
II Ace FactQ InfQ ace RT, Rdg + Overall FactQ lnfQ ace RT, (% ace(% (% ace(% Ace(% (% Listenin g + 
corre correct) correct) Q (msec) correct) corect) corect) Q (msec) 
ct) 
Grade 6 69.4 72.7 66.1 5079.0 69.6 71.6 67.6 1076.0 
N 
1R=f.9 
219 219 219 ?18 218 218 217 
Grade 7 .9 74.9 68.8 5063.0 70.4 72.4 68.3 1108.0 
N 241 241 241 241 241 241 241 241 
Grade 8 74 77.0 71.0 4772 .0 73.2 74.9 71.4 1052.0 
N 233 233 233 233 233 233 233 233 
Grade 9 74.0 77.0 71.0 4052.8 72.617 74.6 70.6 854.2 
N 282 282 282 282 277 277 277 275 
Grade 10 74.8 77.9 71.7 4120.6 73.481 75.1 71.9 825.2 
N 184 223 223 223 229 229 229 228 
Grade 11 76.3 79.6 72.9 4162.7 75.024 77.0 73.0 811.8 
N 194 253 253 253 255 255 255 253 
Grade 12 77.9 81.0 74.4 3725.2 75.43 77.5 73.3 762.2 
N 193 204 204 203 199 199 199 199 
Table 2: Mean accuracy (Ace), response time (RT) and N by grade 
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Figure 14: Mean overall accuracy by grade, written and auditory modalities. 
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Not all students were able to read all passages/answer all questions in all 
conditions given time constraints, and it is important to note that the following 
statistical models eliminate these data points from the analysis. 
A one-way repeated-measures analysis of variance (ANOVA) was performed 
separately for each modality using grade level as a between-subjects factor (across 
all question types). Grade level was significant in the auditory modality (F(6, 
100.865)=7.45 p<0.001) as well as in the written modality (F(6, 1002)=11.621, 
p<0.001). However, a pairwise comparison of significant differences using a 
Bonferroni correction demonstrates that most consistently, significant differences 
are found between the lowest and highest grade levels. In tables 3 and 4 d below, 
means by grade are listed in ascending order and significant differences (defined as 
as confidence intervals at 95% that do not include zero, p<0.001) are indicated with 
an X. 
Grade 6 7 9 8 10 11 12 
M 68.97% 70.57% 71.29% 72.79% 73.49% 74.04% 
6 X X 
7 X 
8 
9 
Table 3: Pairwise comparisons by grade for overall mean accuracy- auditory modality. 
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6 7 
71.34% 
8 
74.03% 
X 
9 
74.24% 
X 
10 11 12 
Table 4: Pairwise comparisons by grade for overall mean accuracy- written modality. 
When examining response time, mean auditory and written response times 
for each grade are plotted separately due to the different metrics utilized (described 
above). Figures 15 and 16 present mean RTs for the auditory and written 
modalities, respectively. Given this difference in measurement, it is not surprising 
that mean auditory response times (845.12 ms, SD=402.7) are significantly faster 
than mean written response times across all subjects (4115.57 ms, SD=1594.00), 
t(1586)=-90.88, p<0.001). This finding may also be due to the fact that when 
reading passages, students had the option of taking the time to re-s can the text 
while answering questions. See the following sections (Correlations) for further 
support for this finding. 
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Figure 15: Mean RT (listening time+ questions) by grade, auditory modality. 
Using a one-way repeated measures ANOVA with a Hyunh-Feldt cor rection, 
grade level was found to be a significant factor for mean response time in the 
auditory modality (F(4.25, 693.4)=29.769, p<0.0001). Pairwise comparisons using a 
Bonferroni correction reveal that many differences between grade levels are 
significant (see Tables 5 and 6) Overall, students are becoming significantly faster at 
answering auditory comprehension questions as they progress through grades. 
12 
7 
1007.41 
8 
1000.01 
Table 5: comparisons by grade for overall mean RT- auditory modality. 
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Mean Response Time (Reading Time + Questions)- Written 
Modality 
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Figure 16: Mean RT (reading time+ questions) by grade, written modality. 
Grade level was found to be significant factor for mean response time in the 
written modality as well (F(4.98, 831.7)=17.706, p<0.001). Pairwise comparisons 
using a Bonferroni correction reveal significant differences between grade levels, 
indicated in table 6 below. Students in grade 11 did not follow the overall trend of 
decreasing response time over grades. However, given that this is the only metric in 
which grade 11 students did not perform as predicted, this may not be a reliable 
indicator of true skill difference. 
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Grade 
M 
6 
7 
8 
6 
4780.98 
7 
4756.12 
8 
4268.30 
11 
3912.83 
9 
3787.58 
10 
3713.46 
12 
3488.04 
Table 6: Pairwise comparisons by grade for overall mean RT- written modality. 
Question #2: Are there differences in overall performance between middle 
and high school students on factual and inferential questions in the written 
and auditory modalities? 
When examining accuracy on question types separately, a paired-samples t-
test reveals that students were more accurate when answering factual statements in 
the written modality (77.14%, SD=11.83) than in the auditory modality (74.73%, 
SD=11.59; t(6)=8.8925, p<0.001). Interestingly, mean accuracy for inferential 
questions did not differ significantly between modalities (written: 70.80%, 
SD=11.46, auditory: 70.88%, SD=10.72; t(1560)=0.70, p>0.05) when means are 
collapsed across grades. Refer to Figure 17 below for a plot of these results. 
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Figure 17: Mean accuracy for factual and inferential questions, written and auditory 
modality 
Examining accuracy within each modality by using a paired samples t-test 
reveals that students were more accurate when answering factual questions 
(74.73%, SD=11.585) than inferential questions (70.88%, SD=10.717) in the 
auditory modality; t(1651)=19.147, p<0.001). This finding is also pronounced in the 
written modality (77.14%, SD=11.830 versus 70.80%, SD=11.463; t(1655)=32.374, 
p<0.001). 
Examining accuracy for each question type by grade reveals several 
significant factors. Grade was found to be a significant factor for accuracy for 
inferential questions using a two-way repeated measures ANOVA (F(6, 
732.00)=10.381, p<0.001). Modality was also found to be a significant factor (F(1, 
73 
122.00)=0.200, p<0.01). A grade*modality interaction was found to be significant as 
well (F(5 .762, 703.021)=3.195, p<0.01). Students in grade 6 are significantly worse 
at answering inferential questions accurately in the written modality (M=65.97%, 
SD= 10.07) than in the auditory modality (M=66.98%, SD= 9~95; t(217)=2.339, 
p<0.05), though the difference is very small. 
For factual questions, grade was found to be significant (F(6, 223.205)= 
6.863, p<0.001), as was modality (F(1, 122.00)=44.497, p<0.001). A grade*modality 
interaction was significant (F(5 .937, 724.273)=.912, p<0.001). 
Pairwise comparisons (accuracy) for each modality and question type are 
summarized in tables 7 and 8 below. Significant differences are indicated with an X. 
Grade 6 7 9 8 10 11 12 
68.34% 68.96% 
X 
Table 7: Pairwise comparisonsby grade for mean accuracy- auditory inferences. 
Grade 6 
65.97% 
7 8 
68.56% 70.60% 
X 
9 
71.30% 
X 
10 11 
73.29% 
X 
X 
12 
Table 8: Pairwise comparisons by grade for mean accuracy- written inferences. 
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Overall, similar patterns of differences are observed for inferences in the 
written and auditory modalities. Pairwise comparisons for factual questions in the 
written and auditory modalities are presented below in tables 9 and 10. The pattern 
of differences is similar to that of inferential questions. For auditory facts, significant 
differences were observed between grades 6 and grades 10, 11, and 12, and 
between grades 7 and 12. For written facts, improvements were observed between 
grades 6 and grades 8, 10, 11, and 12, between grades 7 and 10, 11, 12 and between 
grade 9 and 12. 
Grade 6 7 9 8 10 11 
72.80% 73.61% 74.43% 75.22% 
X 
11 
12 
Table 9: Pairwise comparisons by grade for mean accuracy- auditory facts. 
Grade 
6 
6 
73.04% 
7 
74.12% 
9 
77.17% 
8 
77.45% 
X 
10 
78.20% 
X 
11 
79.03% 
X 
Table 10: Pairwise comparisons by grade for mean accuracy- written facts. 
75 
12 
X 
12 
81.15% 
X 
It is notable that students did not consistently improve to a significant degree 
across all grades for both factual and inferential questions, but given that grade 12 
students performed significantly better than most middle school grades in all 
conditions suggests that measurable improvement does occur over the longer 
period within middle and high school. 
Differences in response time need to be investigated within each modality 
because of the different metrics used to define RT when students are listening or 
reading a passage. In the auditory modality, RT was significantly longer in the 
inferential condition (M=875.40 ms, SD=441.44) than in the factual condition 
(M=807.59 ms, SD=394.75; t(1651)=10.835), p<O.OOl), signifying that students took 
longer to make judgments about inferential statements. This finding is repeated in 
the written modality; response time in the inferential condition (M=4457.38 ms, 
SD=1540.00) is longer than in the factual condition (3768.25 ms, SD=1859.73); 
t(1655)=30.150, p<O.OOl). 
B. Correlational Analyses 
Question #3: How are question accuracy (Ace), question response time (QRT), 
and passage reading (PRT) related? Are there differences in the relationship 
between these metrics across question types and across middle and high 
school students? 
The purpose of this section is to use correlational analyses between 
measures of reading performance to better understand how accuracy and response 
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time are related when students are making judgments about facts and inferences 
based on expository text. Because descriptive statistics revealed a pattern of 
increased accuracy and decreased (faster) response time on comprehension 
questions over grade levels, correlations will investigate whether these metrics are 
related. It is possible that as students develop the reading skills that are related to 
improved accuracy (see structural equation models) on comprehension questions, 
they may be able to respond to them faster, yielding an inverse relationship 
(negative correlation) between the two measures (QAcc and QRT). However, if 
students are developing and applying meta-cognitive strategies for improving 
reading comprehension, such as spending time to scan text for relevant vocabulary 
items and propositions, the relationship between accuracy and response time may 
be positive. 
Additionally, because laptops separately logged response time for individual 
questions (QRT) and time between button presses to advance to the next sentence 
in both modalities during passage presentation (PRT), it is possible to investigate 
the relationship between how long a student spends reading a passage (and 
presumably encoding it, though this may not be in the case in actuality), and how 
long they spend responding to a question. If students spend more time encoding 
and/or processing the passage (i.e., constructing propositional content) as they are 
presented it, they may demonstrate a decreased response time when faced with 
questions because they have already encoded the relevant information. 
However, the QRT metric cannot separate question reading time from 
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question processing time, or from the additional associative processes that occur 
after the question and relevant content in the text have been understood (such as 
integration with background knowledge for inference-making in particular). 
Therefore, separate correlations for these processes cannot be constructed, and it 
must be inferred that QRT includes both time to read the question and time to "think 
about" the question. Additionally, given that students were able to look back onto 
written passages once questions were presented, QRT may also represent the time 
students spent intentionally re-accessing the passage to scan for the answer to the 
question. However, a study of college-age readers found that less than half of 
readers spontaneously look back onto text (Alexander, Hare, & Garner, 1984). For 
"text-based questions," (analogous to factual questions), only 30% of readers re-
accessed text. This was less likely to occur if question presentation followed passage 
presentation, as it did in the current test. Other research has found that younger 
. . 
readers employ this strategy less frequently than older readers (Garner & Reis, 
1981; Garner & Hare, 1984), so it may be inferred that this behavior did not always 
occur in this population of students. However, it is impossible to verify the 
occurrence or frequency of lookbacks without the use of eye-tracking data. 
To assess the direction and strength ofthe relationships between QAcc, QRT 
and PRT, simple correlations were performed on these data points separately across 
students in middle school (MS) and high school (HS). Although by-grade 
correlations may be more specific, analysis is restricted to school groupings for the 
scope of this project. Additionally, separate correlations were constructed for 
78 
factual and inferential questions to determine unique relationships between these 
variables for inferences. 
While correlations demonstrate how strongly variables are related and imply 
predictive relationships, they cannot be interpreted as causal statements. For 
instance, it is inaccurate to assume that given a positive correlation between QRT 
and QAcc that students who spend longer answering questions will as a direct 
consequence ofthat behavior answer more questions correctly. However, a 
correlational analysis will reliably demonstrate the strength and direction of 
association between variables. All variables are plotted in z-scores and correlations 
are expressed in Pearson's product-moment correlation coefficients (r). A r value of 
<0.30 represents a mild correlation, 0.30<r<O.SO represents a moderate correlation, 
and an r>O.SO represents a high or strong correlation. 
Question Response Time (QRT) and Question Accuracy (QRT): 
In middle school, QRT and QAcc were found to be only mildly correlated in a 
positive direction for factual questions (r=0.14703, p<0.0001) signifying that as 
students' QRT increased, QAcc increased, though this association is not strong (see 
Chart 1). For inferential questions, this relationship was found to be within the 
moderate range (r= 0.31439, p<0.0001). MS students who spent more time 
answering inferential questions demonstrated better accuracy to a greater extent 
than when answering factual questions. In light of the discrepant processes involved 
in making inferences, MS students who are engaging in a more complex, generative, 
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time-consuming process that involves integrating multiple propositions with 
background knowledge are more likely to respond to inferential questions correctly. 
This effect is especially strong for these younger students, (compared to high school 
students: see Figure 18) who are in earlier stages of developing these skills, and may 
need more time to implement them. 
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Figure 18: MS QRT and QAcc Correlations: 
Factual questions r=0.14703 (p<0.0001) 
Inferential questions r= 0.31439 (p<0.0001) 
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Figure 19 demonstrates that in high school (HS), QRT and QAcc were only 
mildly correlated for both factual and inferential questions (r= 0.11924, p<0.001; r= 
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0.19364, p<0.001, respectively), though the relationship was slightly stronger for 
inferential questions. Higher QRT was therefore not as strongly associated with an 
increase in QAcc as it was in MS. HS students may not benefit from spending longer 
answering inferential questions to the same extent as younger students (despite the 
overall increase in accuracy over grades), possibly because they have developed 
more automaticity with generating inferences while reading, and so do not need to 
spend as much time doing so while responding to questions. Or, they may be faster 
overall at generating inferences as they are presented with questions. 
Question Accuracy v. Question Rsponse Time, by school. 
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Figure 19: HS QRT and QAcc Correlations; 
Factual questions: r= 0.11924 (p<0.001) 
Inferential questions: r= 0.19364 (p<0.001) 
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In both grades, spending additional time answering questions was found to 
be related to improved accuracy, more so for inferential than factual questions. 
Generating inferences requires constructing appropriate situational models in 
which to contextualize and elaborate upon information given in the text, and this is 
a process that benefits from taking time to look back on the passage after reading 
the question (encapsulated in the QRT metric) to re-read and synthesize 
information. 
Passage Reading Time (PRT) and Question Accuracy (QRT): 
Given that QAcc is not highly correlated with QRT, it may be that students 
who spend longer reading passages may be able to answer questions more 
accurately. Spending time encoding and integrating propositions as they are first 
presented may be associated with the construction and retention of more accurate 
meaning representations, which are involved in a better ability to answer questions 
correctly. 
However, it is also possible that students quickly learned that all passages 
remained up on the screen after all sentences were clicked through. Therefore, they 
may have developed a strategy to press the button to advance to the next sentence 
before thoroughly reading each sentence, and either reading the entire paragraph 
after all sentences appeared, or scanning back as each question appeared. In this 
case, PRT may not be a reliable measurement of how long students spent reading 
passages as they are first presented, and a correlational relationship with question 
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accuracy may not be s.ignificant. However, using Figure 20 as a guide, there are not 
many students who demonstrated very low RT and high QAcc, which would be 
expected if many students used this strategy. 
In MS and HS, only a very mild correlation between PRT and QAcc for both 
facts and inferences was found (MS factual r=0.11465 (p<0.01), inferential r= 
0.10556 (p<0.01); HS factual r= 0.13560, p<0.01 inferential r=0.11412, p<0.01). See 
Figures 20 and 21 below for visual representations of these relationships. Students 
who spend longer reading passages before the questions appear only do mildly 
better in terms of responding correctly to both factual and inferential questions. 
While these correlations are significant, they likely represent much weaker 
relationships than would be found if all subjects were motivated to spend their time 
fully comprehending the passage as it appeared (i.e., given explicit instruction). 
Therefore, as both MS and HS students are reading, they may not tend to 
spontaneously spend their time constructing an adequate situational model that 
permits them to answer the questions with considerably greater accuracy. 
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Figure 20: MS PRT and QAcc Correlations 
Factual: r= 0.11465 (p<0.01) 
Inferential: r= 0.10556 (p<0.01) 
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Figure 21: HS PRT and QAcc Correlations 
Factual: r= 0.13560 (p<0.0001) 
Inferential: r= 0.11412 (p<0.001) 
It is notable that the correlation between PRT and QAcc is lower for 
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inferential questions than for factual questions. This finding may indicate that even 
as students spend longer reading the passage, they encode or comprehend fewer 
inferences than factual units, or text-based propositions. This is in line with theories 
of inferential processing, which state that generating inferences requires creating 
"new" propositional content using what is stated in the text (Davoudi, 2005), as well 
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as drawing from general knowledge (Goetz, 1977). Students may not be motivated 
to make these connections until they are prompted to by specific comprehension 
probes, especially given that many of the inferences are of the elaborative, rather 
than bridging variety, which are not necessary to draw to maintain local coherence 
of the text (Iza & Ezquerro, 2000; Singer,1980, McKoon & Ratcliff,1992; Haviland & 
Clark, 1974). Given that these questions are presented after the text, it is possible 
that readers are generating inferences during the QRT metric rather than the PRT 
metric. This is supported by the higher correlations demonstrated between QRT and 
QAcc for inferences than for facts. 
Passage Reading Time (PRT) and Question Response Time (QRT): 
This set of correlations examines the relationship between PRT and QRT for 
factual and inferential questions. One possible relationship may be that students 
who spend longer reading passages also spend longer responding to questions by 
virtue of a consistent reading/processing speed. However, if students are spending 
longer reading passages, it is feasible that they will spend less time reading and 
responding to questions, especially if they have read and encoded meaning 
thoroughly. This relationship is assuming a high level of efficiency on the part of 
students, who in reality may not be entirely motivated to perform so optimally. The 
latter idea is supported by a study by Alexander, Hare, & Garner (1984), which 
demonstrated that older students who were presented with questions after reading 
a passage were less likely to look back on the text than students who were 
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presented the passage and the questions concurrently. Though students were not 
separated into these two conditions in this project's testing procedure, it may be 
hypothesized that since all students were presented questions following the 
passage, they may spend less time looking back on the text and answering questions 
if they spend more time reading the passage (yielding an inverse correlation 
between PRT and QRT) . 
However, the data reveal that PRT and QRT are positively correlated to a 
significant degree for both MS and HS for both question types (see Charts 22 and 23 
below). In MS, QRT and PRT are mildly correlated for factual questions (r=0.26388, 
p<0.001) and moderately correlated for inferential questions (r=0.30775, p<0.001). 
These relationships signify that students who spend longer reading passages also 
spend longer answering questions, which may include processing ("thinking about") 
questions as well as looking back on the text. This suggests that a student who 
spends longer reading the passage does not necessarily encode all explicitly-stated, 
text-based information to a degree that allows for faster retrieval while answering 
factual questions. Additionally, students may not recognize the importance of 
salient elements in the text as they are reading, and require look backs as the 
question is presented to discover the relevant information (Alessi et al. 1979). 
This moderate correlation for inferential questions may suggest that 
students did not encode all relevant inferences online while reading passages, even 
if they spent longer reading. Again, many of the inferences on the test were 
"elaborative" versus "bridging," and therefore not required for construction oflocal 
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coherence. As students are presented with inferential questions, they are prompted 
to re-access the text for elements highlighted by the question as salient and examine 
multiple propositions or text that surrounds the relevant sentences, which takes 
longer than finding the single detail that facilitates their ability to answer factual 
questions. However, it is unclear why spending longer reading the passages is so 
strongly related to longer QRTs, rather than not related at all. Perhaps this finding is 
a marker of inefficiency in inferential processing, where students who take longer 
reading the passages tend to simply take longer overall, and they are not engaging in 
facilitative processing (e.g., linking propositions, making associations with 
background knowledge, etc.) while reading passages. 
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Question Response Time v. Passage Reading Time, by school. 
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Figure 22: MS PRT and QRT Correlations 
Factual: r=0.26388 (p<0.001) 
Inferential: r=0.30775 (p<0.001) 
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In HS, PRT and QRT are moderately correlated in a positive direction for both 
factual and inferential questions (see Chart 23 below). Therefore, HS students who 
spend more time reading the passages also spend more time responding to 
questions. The increased strength of correlation from MS to HS supports the finding 
in previous research that older, more proficient students may utilize the lookback 
strategy more frequently, even if they spend longer reading the passages initially. It 
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is possible that high school students do not assess the significance of text elements 
and details on their first time through the passage, even if they spend time reading it 
carefully. But when presented with questions, they develop a goal-oriented strategy 
of parsing through the passage for relevant information, and given their overall 
higher accuracy on both question types (see descriptive statistics), they are also 
more successful. 
Question Response Time v. Passage Reading Time, by school. 
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Figure 23: HS PRT and QRT Correlations: 
Factual: r= 0.4380 (p<0.0001) 
Inferential: r= 0.45242 (p<0.0001) 
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Overall, the positive relationship between all three measures of performance 
(QAcc, QRT, and PRT) suggests that middle school and high school students who 
take their time both reading the passage and answering questions are more 
successful on this particular measure of reading comprehension. This chain of 
relationships is consistently stronger for middle school students, whose accuracy is 
related more strongly to both QRT and PRT. Figure 24 summarizes these 
relationships. 
MS: 0.26380, 0.30715 
HS: 0.43800, 0.45242 
MS: 0.11465, 0.10556 
HS: 0.13000, 0.11412 
MS: 0.14703, 0.31439 
H$: 0.11924, 0.19364 
Figure 24: Pearson's product-moment correlations (r) for PRT, QRT, and QAcc. Italics 
represent r for inferential questions. Arrows represent the direction of the relationship. 
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C. Component Skills of Inferential Processing 
To assess the relationship between component skills of reading and language 
comprehension and performance on factual and inferential questions based on oral 
and written discourse, structural equation models (SEMs) were constructed. These 
models reveal the effects of underlying factors measured by subtests on particular 
outcome measures (Performance, Accuracy, or Response Time for facts and 
inference in auditory and written modalities) . 
The model began with exploratory factor analysis (EFA), a statistical analytic 
technique used to detect structure among a set of indicators by determining "the 
number of fundamental influences underlying a domain of variables" (Cudeck, 
2000). In the assessment batteries, variables include students' performance 
(measured in CompZ, defined below) on ten sublexical, lexical, morphological, and 
sentence-level tests as outlined in Methods. 
One purpose of EFA is to reduce the number of variables by grouping them 
into a set of factors (or latent variables) arising from a carefully-formulated domain 
framed in theories of levels and interactions in language processing (Tucker & 
MacCallum, 1997). Because subtests in the reading assessment battery were 
designed to assess specific levels of written language processing, this analysis was 
appropriate in determining whether performance on individual subtests within 
each level actually correlated with one another to support this grouping. A 
correlation between subtests suggests a dependence of the surface attributes on a 
common factor. One feature of this model is that the groupings of subtests cannot be 
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specified a priori; subtests are free to load onto any factor, which are subsequently 
described according to language processing theory. Additionally, EFA is a 
preliminary step in examining whether performance on subtests that correspond 
theoretically to a particular domain oflanguage processing actually influence the 
outcome measure in a systematic way. 
EFA was performed for a previous study examining the component skills of 
students' performance on written discourse as a whole (Waters, Caplan, & Bertram, 
2011). This revealed three underlying factors for each school (MS/HS) in each 
modality, labeled post-hoc according to which components of language processing 
they reflected. EFA was followed by a confirmatory factor analysis (CFA), which is 
used to validate an a priori specification of a model by restricting subtests to loading 
on specific factors. 
Tables 1-4 below present results of the EFA/CFA. Bold text indicates latent 
factors (constructs), and test (indicator) loadings for each school in each modality. 
Standardized loading describes the correlation between a test and a factor, and is 
expressed in a correlation coefficient. A correlation coefficient >0.50 is considered a 
strong relationship. Reliability in a CFA describes the percent of variation in a test's 
performance that is accounted for by the factor it maps onto. The minimum 
suggested value is 0.6. Variance extracted estimate indicates the amount of variance 
in an underlying factor in relation to variance due to measurement error (the 
suggested minimum value is 0.5). 
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Middle School, Written Modality 
Constructs and Indicators (Subtests) Standardized Reliability Variance 
Loading Extracted 
Estimate 
Factor 1: Recognizing Forms of 0.7700 0.5350 
Simple and Morphologically 
Complex Words 
Pseudohomophone Judgment 0.5503 0.3028 
(Decoding) 
Lexical Decision (Simple Word 0.7550 0.5700 
Recognition 
Lexical Decision, Affixed (Complex 0.8557 0.7322 
Word Recognition} 
Factor 2: Understanding Simple and 0.7609 0.5168 
Morphologically Complex Words 
Word-Picture Matching (Simple Word- 0.6249 0.3905 
Picture Matching) 
Word-Picture Matching Affixed 0.7559 0.5714 
(Complex Word-Picture Matching) 
Relatedness Judgment (Simple 0.7672 0.5886 
Relatedness Judgment) 
Factor 3: Structuring and 0.6382 0.4689* 
Comprehending Sentences 
Grammaticality Judgment (Syntax 0.6672 0.4452 
Judgment) 
Sentence-Picture Matching 0.7018 0.4925 
Table 11: Middle school factor loadings in the written modality (CFA). Latent factors 
are F1: Recognizing Forms of Simple and Morphologically Complex Words, F2: 
Understanding Simple and Morphologically Complex Words and F3: Structuring and 
Comprehending Sentences. 
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Middle School, Audito1y Modality 
Construct and Indicators (tests) Standardized Reliability Variance 
Loading Extracted 
Estimate 
Factor 1: Recognizing Forms of Simple 0.8057 0.5809 
and Morphologically Complex Words 
Pseudohomophone Judgment (Decoding) 0.7030 0.4952 
Lexical Decision (Simple Word 0.7906 0.6251 
Recognition 
Lexical Decision, Affixed (Complex Word 0.7897 0.6236 
Recognition) 
Factor 2: Understanding Simple and 0.6697 0.5039 
Morphologically Complex Words 
Word-Picture Matching (Simple Word- 0.6753 0.4560 
Picture Matching) 
Word-Picture Matching Affixed (Complex 0.7429 0.5519 
Word-Picture Matching) 
Factor 3: Structuring and 0.6143 0.4444* 
Comprehending Sentences 
Grammaticality Judgment (Syntax 0.6209 0.3855 
Judgment) 
Sentence-Picture Matching 0.7094 0.5033 
Table 12: Middle school factor loadings in the auditory modality (CFA). Latent factors 
are Fl: Recognizing Forms of Simple and Morphologically Complex Words, F2: 
Understanding Simple and Morphologically Complex Words and F3: Structuring and 
Comprehending Sentences. 
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High School, Written Modality 
Construct and Indicators {tests) Standardized Reliability Variance 
Loading Extracted 
Estimate 
Factor 1: Recognizing Forms of Simple 0.8613 0.6755 
and Morphologically Complex Words 
Pseudohomophone Judgment (Decoding) 0.7364 0.5423 
Lexical Decision (Simple Word 0.8406 0.7067 
Recognition 
Lexical Decision, Affixed (Complex Word 0.8818 0.7776 
Recognition) 
Factor 2: Understanding Simple and 0.8201 0.6054 
Morphologically Complex Words 
Word-Picture Matching (Simple Word- 0.6688 0.4488 
Picture Matching) 
Word-Picture Matching Affixed (Complex 0.8091 0.6546 
Word-Picture Matching) 
Relatedness Judgment (Simple 0.8442 0.7126 
Relatedness Judgment) 
Factor 3: Understanding Complex 0.7941 0.5624 
Words and Sentences 
Relatedness Judgment, Affixed 0.7558 0.5713 
Grammaticality Judgment (Syntax 0.7583 0.5750 
Judgment) 
Sentence-Picture Matching 0.7356 0.5411 
Table 13: High school factor loadings in the written modality {CFA). Latent factors are 
F1: Recognizing Forms of Simple and Morphologically Complex Words, F2: 
Understanding Simple and Morphologically Complex Words and F3: Understanding 
Complex Words and Sentences. Note that Relatedness judgment, Affixed maps onto F3 
for high school while in middle school it does not. 
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High School, Audit01y Modality 
Construct and Indicators (tests) Standardized Reliability Variance 
Loading Extracted 
Estimate 
Factor 1: Recognizing Forms of Simple 0.8437 0.6432 
and Morphologically Complex Words 
Pseudohomophone Judgment (Decoding) 0.7560 0.5716 
Lexical Decision (Simple Word 0.7985 0.6377 
Recognition 
Lexical Decision, Affixed (Complex Word 0.8488 0.7204 
Recognition) 
Factor 2: Understanding Simple and 0.7927 0.5611 
Morphologically Complex Words 
Word-Picture Matching (Simple Word- 0.6920 0.4788 
Picture Matching) 
Word-Picture Matching Affixed (Complex 0.7579 0.5744 
Word-Picture Matching) 
Relatedness Judgment (Simple 0.7939 0.6302 
Relatedness Judgment) 
Factor 3: Structuring and 0.7679 0.5257 
Comprehending Sentences 
Relatedness Judgment, Affixed 0.6520 0.4251 
Grammaticality Judgment (Syntax 0.7474 0.5587 
Judgment) 
Sentence-Picture Matching 0.7703 0.5934 
Table 14: High school factor loadings in the auditory modality (CFA). Latent factors 
are Fl: Recognizing Forms of Simple and Morphologically Complex Words, F2: 
Understanding Simple and Morphologically Complex Words and F3: Understanding 
Complex Words and Sentences. 
Given that CFA reduced the number of observed variables into three 
underlying factors and validated that subtests loaded onto factors in a reliable 
manner, structural equation modeling (SEM) was the next step used to identify 
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linear causal relationships between factors, and between factors and an observed 
outcome measure (factual and inferential questions forMS and HS in both 
modalities). Schreiber eta!. (2006) describe the relationships between latent factors 
revealed by SEM as direct, indirect and total effects "as dictated by theory or 
empirically based suppositions" and uses the factor loadings identified by CFA to 
determine the strength of these effects. 
A direct effect describes the covariance of an independent variable (latent 
factor, individual factor score) on a dependentvariable (outcome measure). For 
example, in the models below, Factor 3 often has a direct effect on students' 
performance on inferential questions. An indirect effect represents the effect of an 
independent variable on a dependent variable through an intermediary (or 
"mediating") variable. For instance, F1 has an effect on discourse comprehension 
through its effects on F2 and F3. A total effect is the summation of the direct and 
indirect effects of a given independent variable on a dependent variable. The effect 
sizes table (pp. 115) presents a set of tables indicating direct, indirect, and total 
effect sizes for each of 24 SEMs. 
Each structural equation model below demonstrates the strength of 
presumed causal relationships based on these factor loadings. In each model below, 
a single-headed arrow points from cause to effect, and are labeled with correlation 
coefficients. Not all relationships are significant; bold indicates a correlation 
coefficient that has an associated p value< 0.05. A dashed bold line indicates 
significance in an inverse relationship. 
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Structural equation models were constructed using each aspect of 
performance (CompZ, accuracy, and response time) as a separate outcome measure, 
grouped by research question. Additionally, performance on factual and inferential 
types of questions is analyzed separately, as are both modalities. To identify 
differences between age groups/grade level groups, MS and HS are done separately 
as well. Therefore, for each question type in each modality, three separate models 
are produced, leading to a total of 24 models (factual/inferential question types x 
written/ auditory modality x RT I accuracy I compz performance measure x middle 
schooljhigh school). As mentioned previously, performance on subtests EFA and 
CFA was measured in CompZ. 
Direct effect sizes are printed next to each relationship pathway. Multiple 
side-by-side comparisons of corresponding factual and inferential models is useful 
for comparing covariance relationships between modalities, schools, and question 
types, but these findings will be discussed in Discussion. 
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Question #4: Are there differences in the relationship between middle and 
high school students' performance on component language or reading skills 
and performance across factual and inferential question types in the auditory 
and written modalities? 
This question lends itselfto structural equation analyses. For reference, the 
organization of SEMs is presented and numbered below: 
Written Modality: 
Factual Questions 
CompZ- MS (SEM #1), HS (SEM #2) 
Inferential Questions 
CompZ- MS (SEM #3), HS (SEM #4) 
Auditory Modality 
Factual Questions 
CompZ- MS (SEM #5), HS (SEM #6) 
Inferential Questions 
CompZ- MS (SEM #7), HS (SEM #8) 
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SEM 1: Written Factual Questions- CompZ, MS 
SEM 2: Written Factual Questions- CompZ, HS 
F2 covaries with performance (CompZ) on factual questions in MS. F2 and F3 covary 
in HS. 
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SEM 3: Written Inferential Questions- CompZ, MS 
SEM 4: Written Inferential Questions- CompZ, HS 
F2 and F3 covary with performance on factual questions as measured by CompZ in MS. Only 
F3 covaries in HS. 
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SEM 5: Auditory Factual 
SEM 6: Auditory Factual Questions- CompZ, HS 
In the auditory modality, F3 covaries with performance in terms of CompZ in both MS and 
HS. This effect is stronger in HS. F2 and Flare not significant predictors. 
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SEM 7: Auditory Inferential Questions- Camp~ MS 
SEM 8: Auditory Inferential Questions- CompZ, HS 
For auditory inferences with CompZ as the outcome measure, only F3 is predictive in both 
MS and HS. 
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Question #5: Are there differences in the relationship between middle and 
high school students' performance on component language or reading skills 
and accuracy and response time across factual and inferential question types 
in the auditory and written modalities? 
For reference, the organization of SEMs is presented and numbered below: 
Written Modality 
Factual Questions 
Accuracy- MS (SEM 9), HS (10) 
RT- MS (SEM 11), HS (SEM 12) 
Inferential Questions 
Accuracy- MS (SEM 13), HS (SEM 14) 
RT- MS (SEM 15), HS (SEM 16) 
Auditory Modality 
Factual Questions 
Accuracy- MS (SEM 17), HS (SEM 18) 
RT- MS (SEM 19), HS (SEM 2 0) 
Inferential Questions 
Accuracy- MS (SEM 21), HS (SEM 22) 
RT- MS (SEM 23), HS (SEM 24) 
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SEM 9: Written Factual Questions- Accuracy, MS 
SEM 10: Written Factual Questions- Accuracy, HS 
In MS, F2 covaries with accuracy on factual questions. In HS, F2 and F3 covary. 
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SEM 11: Written Factual Questions- RT, MS 
SEM 12: Written Factual Questions- RT, HS 
When response time on factual questions is used as the outcome measure, the only 
significant predictor is F3 in HS. Note that a positive correlation coefficient indicates 
that as performance on F3 increases, response time on average decreases. 
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SEM 13: Written Inferential Questions; Accuracy- MS 
SEM 14: Written Inferential Questions; Accuracy- HS 
When accuracy is used as the outcome measure on inferential questions, F2 is significant in 
both MS and HS. 
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Recognizing Forms of Simple 
ard Morphological~/ Gompie,x 
Words (F1} 
SEM 15: Written Inferential Questions- Response Time, MS 
SEM 16: Written Inferential Questions- Response Time, HS 
When RT on written inferential questions is used as the outcome measure, F2 is 
significantly inversely proportional, revealing that higher performance on F2 contributes to 
slower response times when making inferences in MS and HS. Higher performance on F3 in 
both MS and HS is related to lower RTs for written inferential questions. 
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SEM 17: Auditory Factual Questions- Accuracy, MS 
SEM 18: Auditory Factual Questions- Accuracy, MS 
In the auditory modality, Fl and F2 covary with accuracy on factual questions in MS. In HS, 
only F2 is a significant predictor. 
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SEM 19: Auditory Factual Questions- Response Time, MS 
SEM 20: Auditory Factual Questions- Response Time, HS 
With response time on auditory factual questions as the outcome measure, F3 
covaries for both MS and HS. In HS, F2 performance is inversely related. 
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SEM 21: Auditory Inferential Questions- Accuracy, MS 
SEM 22: Auditory Inferential Questions- Accuracy, HS 
With accuracy on auditory inferences as the outcome measure, F1 and F2 are 
directly related in MS, while in HS only F2 is related. 
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SEM 23: Auditory Inferential Questions- Response Time, MS 
SEM 24: Auditory Inferential Questions- Response Time, MS 
. With response time on auditory inferences as the outcome measure, F2 in MS 
covaries, while in HS, F2 is inversely related and F3 is directly related. 
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Effect Sizes: 
Written Modality Auditory Modality 
Effect Sizes- SEM 1 Effect Sizes- SEM 5 
F Direct Indirect Total F Direct Indirect Total 
Fl 0.4544 0.4544 Fl 0.2729 0.2729 
F2 0.5082 - 0.5082 F2 0.3073 0.3037 
F3 N/A F3 0.3144 N/A 0.3144 
Factual: MS: CompZ (W) Factual: MS: CompZ (A) 
Effect Sizes- SEM 2 Effect Sizes- SEM 6 
F Direct Indirect Total F Direct Indirect Total 
F1 0.6645 0.6645 F1 0.5924 0.5824 
F2 0.1809 0.2728 0.4537 F2 0.3817 0.3817 
F3 0.5460 N/A 0.5460 F3 0.6287 N/A 0.6287 
Factual: HS: CompZ (W) Factual: HS: CompZ (A) 
Effect Sizes- SEM 17 Effect Sizes- SEM 17 
F Direct Indirect Total F Direct Indirect Total 
F1 0.5304 0.5304 F1 0.1730 0.2812 0.4542 
F2 0.5931 - 0.5931 F2 0.3166 - 0.3166 
F3 N/A F3 N/A 
Factual: MS: Accuracy (W) Factual: MS: Accuracy (A) 
Effect Sizes- SEM 18 Effect Sizes- SEM 18 
F Direct Indirect Total F Direct Indirect Total 
F1 0.6356 0.6356 F1 0.3347 0.3347 
F2 0.3796 0.1617 0.5413 F2 0.3646 - 0.3646 
F3 0.3236 N/A 0.3236 F3 N/A 
Factual: HS: Accuracy (W) Factual: HS: Accuracy (A) 
Effect Sizes- SEM 19 Effect Sizes- SEM 19 
F Direct Indirect Total F Direct Indirect Total 
F1 F1 0.4576 0.4576 
F2 F2 0.5152 0.5152 
F3 F3 0.5271 N/ A 0.5271 
Factual: MS: Response Time (W) Factual: MS: Response Time (A) 
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Written Modality 
Effect Sizes- SEM 20 
F Direct Indirect Total 
F1 0.3135 0.3135 
F2 0.1695 0.1695 
F3 0.3393 N/A 0.3393 
Factual: HS: Response Time (W) 
Effect Sizes- SEM 3 
F Direct Indirect Total 
F1 0.4041 0.4041 
F2 0.2619 0.1181 0.3800 
F3 0.1997 N/A 0.1997 
Inferential: MS: CompZ (W) 
Effect Sizes- SEM 4 
F Direct Indirect Total 
F1 0.3610 0.3610 
F2 0.1952 0.1952 
F3 0.3907 N/A 0.3907 
Inferential: HS: CompZ (W) 
Effect Sizes- SEM 13 
F Direct Indirect Total 
F1 0.4625 0.4625 
F2 0.5204 - 0.5204 
F3 N/A 
Inferential: MS: Accuracy (W) 
F 
F1 
F2 
Effect Sizes- SEM 14 
Direct Indirect Total 
0.3803 0.3803 
0.4327 - 0.4327 
F3 N/A 
Inferential: HS: Accuracy (W) 
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Auditory Modality 
Effect Sizes- SEM 20 
F Direct Indirect Total 
F1 0.4960 0.4960 
F2 -.2410 0.4622 0.2212 
F3 0.7612 N/A 0.7612 
Factual: HS: Response Time (A) 
Effect Sizes- SEM 7 
F Direct Indirect Total 
F1 0.2270 0.2270 
F2 0.2751 0.2751 
F3 0.2814 NjA 0.2814 
Inferential: MS: CompZ (A) 
Effect Sizes- SEM 8 
F Direct Indirect 
F1 0.5128 
F2 0.3304 
F3 0.5442 N/ A 
Inferential: HS: CompZ (A) 
Total 
0.5128 
0.3304 
0.5442 
Effect Sizes- SEM 21 
F Direct Indirect Total 
F1 0.1669 0.3510 0.5179 
F2 0.3950 - 0.3950 
F3 N/A 
Inferential: MS: Accuracy (A) 
Effect Sizes- SEM 22 
F Direct Indirect Total 
F1 0.3759 0.3759 
F2 0.4094 - 0.4094 
F3 NjA 
Inferential: HS: Accuracy (A) 
Written Modality Auditory Modality 
Effect Sizes- SEM 15 Effect Sizes- SEM 23 
F Direct Indirect Total F Direct Indirect Total 
F1 -.7235 -.7235 F1 0.4537 0.4537 
F2 -.2766 0.1222 -.1544 F2 0.5108 0.5108 
F3 0.2066 N/A 0.2066 F3 0.5226 N/A 0.5226 
Inferential: MS: Response Time (W) Inferential: MS: Response Time (A) 
Effect Sizes- SEM 16 Effect Sizes- SEM 24 
F Direct Indirect Total F Direct Indirect Total 
F1 0.9337 0.9337 F1 0.3670 0.3670 
F2 -.2891 0.1826 -.1065 F2 -.2646 0.3930 0.1284 
F3 0.3656 N/A 0.3656 F3 0.6473 NjA 0.6473 
Inferential: HS: Response Time (W) Inferential: HS: Response Time (A) 
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D. Relationships by Factor 
Factor 1: Recognizing Forms of Simple and Morphologically Complex Words 
The ability to recognize forms of both simple words and multi-morphemic 
words is indirectly related to the ability to understand factual and inferential 
information in both written and auditory modalities. It exerts an effect on students' 
performance (CompZ) on both question types through its strong direct relationship 
to F2 (ALL SEMs). In the auditory modality, F1 is not directly related to F3 in MS (5, 7, 
17, 21, 19, 23), though itis in HS auditory (6, 8, 18, 20, 22, 24) and all written models. In 
MS, F1 is directly related to students' accuracy on both factual and inferential 
questions in the auditory modality (17, 21). This relationship is significant though 
relatively weak. Higher performance on measures of F1 is not directly related to 
better RTs for answering both question types in MS or HS, though it does mediate 
better performance through its relationships to F2 and F3 for all models except MS 
auditory (19, 23), in which it does not exert an effect on F3. 
Factor 2: Understanding Simple and Morphologically Complex Words 
Structural equation models demonstrated that higher performance on 
measures of F2 in MS and HS is directly related to higher accuracy on both factual 
and inferential questions in both modalities (9, 10, 13, 14, 17, 18, 21, 22). Interestingly, 
higher performance on measures of F2 is related to slower response times for 
inferential questions in the written modality for both MS and HS (15, 16). It is not 
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predictive of RT on factual questions (11, 12). It did predict slower RTs for HS 
students in answering both factual and inferential questions in the auditory 
modality (20, 24). For overall performance on factual and inferential questions 
(CompZ), F2 is predictive for both factual and inferential questions in MS (1,2), and 
for factual questions only in HS (3). 
Factor 3: Structuring and Comprehending Sentences (MS); Understanding Complex 
Words and Sentences (HS) 
When CompZ is used as the outcome metric of performance in the written 
modality, F3 was found to be significantly related to performance on factual 
questions in HS (2), and inferential questions in both MS and HS (3,4). It was not 
related to performance on factual questions in MS (1). Interestingly, when accuracy 
was used as the outcome metric, F3 was only significantly predictive of accuracy on 
factual questions in HS (10). However, the SEMs using RT as the outcome metric 
follow the pattern of the CompZ models. Therefore, the effects of performance on 
measures of F3 on discourse comprehension are more consistently demonstrated in 
its relationship to discourse RT rather than accuracy. 
In the auditory modality, F3 is the only direct predictor of 
performance (CompZ) on factual and inferential questions in MS and HS (5,6,7,8). 
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DISCUSSION 
A. Overall Implications for Inferential Processing 
Descriptive statistics revealed several notable differences between students' 
overall performance on factual and inferential questions in the discourse 
comprehension portion of our assessment. For factual questions, students improve 
across grade in both modalities, although they consistently demonstrate better 
performance in the written modality. This result demonstrate that older readers are 
more successful at comprehending new, explicit, text-based information when it is 
presented in the written modality, given maintained access to text as questions are 
presented. In particular, this finding holds true for "surface" level information, 
which refers to the propositions that directly comprise the text base (Kintsch & van 
Dijk, 1978). In our assessment, surface level information corresponds to factual 
questions, which primarily probed details in text that presumably would constitute 
new information for most students who do not have prior knowledge of the topic 
(e.g .. , Dolphins and sea lions help the Navy; A manriki is a japanese weapon). Having 
access to text as questions are presented logically would have facilitated students' 
abilities to comprehend and retain these details for long enough to successfully 
verify the statement. Having access to the text-base reduces the working memory 
load and storage demands within a capacity framework of working memory (Just & 
Carpenter, 1992), contributing to increased accuracy in the written modality over 
the auditory modality. In fact, the relationship between working memory span and 
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inference-making ability has been observed in multiple studies (Daneman & 
Carpenter, 1980; Singer eta!., 1992) and will be discussed in further detail below. 
In contrast, students' abilities to answer inferential questions does not 
consistently significantly differ in the written modality from the auditory modality. 
In fact, overall accuracy was shown to be nearly identical when collapsed across 
grades. A by-grade analysis, however, revealed that students in grade 6 (beginning 
of MS) are significantly worse at answering inferential questions in the written 
modality than in the auditory. By grade 9 (beginning of HS), this pattern is reversed; 
students are better at answering inferential questions in the written modality than 
in the auditory modality. These findings may point to a developmental pattern that 
differs from the pattern demonstrated for factual questions (in which students in all 
grades perform better in the written modality); MS students do not draw inferences 
better when the text is available for re-access, possibly because they have not yet 
developed the comprehension strategies that would allow them to benefit from this. 
HS students, on the other hand, have had opportunities and time to develop 
knowledge and experience with drawing inferences, and do benefit from repeated 
access to text in searching for answers to inferential questions, which they may use 
to cross-check text-based information against situational models that are stronger 
and more readily accessed at an older age (Garner & Reis, 1981; Garner & Hare, 
1983). This is further supported by results from SEMs discussed in Section V.C. 
Given that drawing inferences in our assessment requires knowledge and 
retrieval of pragmatic context and construction of a strong situational model 
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(despite efforts to reduce the effect of these confounding variables), skills which 
may be considered cognitive rather than purely linguistic, it is not surprising that 
when the student body is taken as a whole, performance on inferential questions in 
either modality is similar. However, older readers who are experienced with 
integrating multiple propositions and clauses and drawing associations benefit from 
repeated re-access to text in the written modality because they are better at 
recognizing and scanning for cues and other relevant information to help them draw 
the inference. Additionally, older readers demonstrate improved comprehension 
monitoring skills while reading (Danks & End, 1987; Pallinscar & Brown, 1984), 
which are implicated in the ability to draw inferences (Howland & Bertram, 2012; 
Westby, 2011). 
Students also generally become faster at answering both factual and 
inferential questions as they progress through grade levels. Notably, there is a 
significant reduction in RT between grades 8 and 9 in both modalities. Students are 
consistently slower in the written modality for both question types given that they 
need to take time to read. In addition to the input modality difference, this pattern 
may also support that students are taking advantage oftime tore-access the text in 
the written modality, which they cannot do while listening. Additionally, students 
are consistently faster at answering factual questions than inferential questions in 
both modalities. This confirms that answering inferential questions is a slower 
process for students regardless of input modality. The nature of inferencing 
requires an additional associative process that, as mentioned above, benefits from 
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students taking additional time (whether deliberately or not) to construct, associate, 
and verify only deeper propositional content (e.g., It is too dangerous for people to 
grow carnivorous plants as a hobby). For factual questions on this test, students 
generally need to recognize and verify one detail at a time (e.g Carnivorous plants 
eat other plants.). This data confirms that the latter process occurs more quickly 
while students are reading and listening. 
Integrating data from correlational analysis, it is evident that despite the 
parallel trends of increasing accuracy and decreasing response time over grade 
levels, students who spend longer reading and answering questions demonstrate 
higher accuracy. HS students are better and faster at answering all question types 
than MS students, and higher response times are correlated with higher accuracy in 
all students. Therefore, students who respond more slowly relative to the mean of 
their grade level are more successful at demonstrating comprehension of factual 
information as well as inferring additional information. As a student progresses 
through grade levels, they will likely become faster and more accurate relative to 
their own performance. However, this conclusion may not hold true for all students, 
especially those diagnosed with language or reading disorders. This question is a 
major component of future directions for this line of research (see Conclusions). 
Another important finding from the correlational analysis is that QRT and 
PRT are positively correlated in MS and HS for both question types. This 
relationship signifies that students who spend longer reading passages tend to 
spend longer answering questions. While students take time to answer questions, 
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they are also reading and/or processing (or "thinking about") the question, as well 
as looking back on the text. This relationship is significantly stronger in HS, and is 
stronger for inferential questions in both MS and HS. 
In terms of inferential processing, these correlations demonstrate that 
students who spend longer making inferences are also more successful at 
generating an accurate inference. This association is stronger in younger MS readers 
who may still be developing the skills to identify and link relevant propositions, and 
who may benefit from taking additional time to do so. The finding that the 
relationship between PRT and QRT is stronger for inferential questions for both MS 
and HS supports the idea that taking time is essential when making inferences. 
Given that many of the inferences on the test were "elaborative" versus "bridging," 
and therefore not required for construction of local coherence (MeN amara et al., 
1996), it can be deduced that students likely did not encode all relevant inferences 
online while reading passages, even if they spent longer reading. As students are 
presented with inferential questions, they are prompted to re-access the text for 
elements marked by the question as salient and to examine multiple propositions or 
text that surrounds the relevant sentences, which takes longer than finding the 
single detail that facilitates their ability to answer factual questions (Davoudi, 
2005). This may explain why the PRT and QRT relationship is less strong for factual 
questions than for inferential questions. 
For factual questions, students who spend longer reading the passage may 
not engage in the depth of processing while reading that encodes every explicitly-
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stated, text-based proposition in a way that allows them to evaluate a statement 
faster when presented with questions (particularly for details that may not be 
marked as salient by the passage) . According to Davoudi (2005), readers tend to 
engage in shallow processing of text unless motivated to make deeper inferences by 
comprehension goals. Additionally, students may not recognize the importance of 
salient elements in the text as they are reading, and require look backs as the 
question is presented to discover the relevant information (Alessi et al. 1979). 
However, an alternate explanation is that a student who tends to take their time 
reading the passage will also take their time to read the question; they may be a 
"careful" reader or test-taker. They may take advantage of the untimed nature of the 
test to deliberately spend time re-accessing the text upon question presentation to 
find the information and to verify or "double-check" their answer. And, in fact, this 
student tends to be more accurate, as revealed in the positive QRT and QAcc 
correlations. 
Despite these implications in the data, it is important to acknowledge that 
our test cannot definitely demonstrate exactly what students were doing as they 
were taking the test. In the absence of eye-tracking and/or post-test direct 
questions to uncover this information, it may be possible that in reality, reading 
strategies may be at the core of this set of relationships. Students likely learned that 
passages remained on the screen while questions were presented, and may have 
strategically waited to read the passage (or parts ofthe passage) until prompted to 
by questions. If students chose to utilize this method, they may have 1). sped 
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through the passages (leading to very low PRT) or 2). demonstrated decreased 
attention while reading passages, reducing online comprehension. The first 
possibility is demonstrated in the fact that students who demonstrated the lowest 
PRTs also demonstrated very low accuracy (bottom left hand corner of PRT tables, 
particularly in HS). This finding is also mirrored in the QRT -QAcc correlations, in 
which most of the students who were fast responders on both factual and inferential 
questions also demonstrated low accuracy. Therefore, it can be inferred that 
students who take less time to read passages or questions generally demonstrate 
poorer comprehension than those who demonstrate more average PRTs and QRTs. 
Again, it cannot be determined whether these students are just faster but less 
thorough readers or if a motivational component is involved. 
Additionally, given the fairly low correlation between PRT and QAcc (and the 
relatively higher correlation between QRT and QAcc), students who spend a 
relatively longer time responding to questions demonstrate greater benefits in 
terms of their accuracy than students who spend a longer time reading passages. 
Since presumably some students look back onto the passage while QRT is being 
logged, having access to questions and text simultaneously is more highly related to 
increased accuracy (especially for inferences), supporting findings in previous 
research (Alexander et al., 1984). Comprehension questions may serve as a kind of 
"triggering event" or cue that prompts a student to allocate extra processing time to 
search for the answer and implement comprehension strategies, particularly for 
older, more mature readers (Palinscar & Brown, 1984). Perfetti et al. (2005) suggest 
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that readers employ whatever knowledge, strategies, and skills they have in order to 
obtain the information that they need. This behavior is particularly evident when 
students are reading for ((studying," or learning new information. While our battery 
was not a test that would affect students' grades, students may have approached it 
with the same active engagement. 
Automatization and generalization of these effective strategies to reading in 
the classroom likely depends on the strength of component skills, so that students 
are able to attend more to the metacognitive components of inference-making 
rather than to the fundamental language and reading processing components. Two 
important dimensions of comprehension are breadth and depth. While these terms 
have been used in the literature primarily to refer to vocabulary knowledge 
(Tannenbaum et al., 2006), it is reasonable to generalize them to comprehension at 
a higher level. Breadth can refer to the number of propositions in the text-base that 
are understood at the surface level, while depth indicates the richness of knowledge 
and meaning that the student derives from the text by engaging in the inferential 
process. According to Davoudi's (2005) review ofKintsch & Van Dijk's work, deep 
comprehension involves making inferences to assess causes and motives of actions, 
as well as generating predictions and attributing characteristics (e.g., Using a 
manriki is difficult). Both depth and breadth are highly related, and difficulty 
establishing breadth will impede a students' ability to construct an accurate 
situational model. The lower-level subtests assess students' abilities to construct 
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breadth and understand the text-base. In the following section, the contribution of 
lower-level skills is interpreted and discussed in reference to the SEMs. 
B. Contributions by Factor to Inferential Processing 
As detailed in Results, factor analysis and structural equation modeling 
succeeded in determining three underlying factors measured in the assessment 
battery whose relationships serve to shape a data-driven model of discourse 
processing. The correlations between factors and outcome variables (CompZ, 
accuracy, or response time for factual and inferential questions) demonstrated by 
structural equation modeling permit an investigation into the effect of skills in each 
factor on each condition. References to current models of inferential processing and 
contextualization in prior research will be undertaken. Interpretation will focus on 
important factors for inferential processing in the written modality, using the 
auditory modality and the factual condition to contrast as appropriate. 
Factor 1: Recognizing Forms of Simple and Morphologically Complex Words 
The general relationship that F1 is indirectly related to discourse processing 
as a whole (with no significant difference between question types) is consistent with 
a hierarchical, interactive model of reading comprehension such as proposed by 
Rastle & Coltheart (1999) as well as with the Simple View of Reading (Hoover & 
Gough, 1990). Both types of models permit phonological recoding and accessing 
127 
word forms to occur separately and in an interactive process with comprehension. 
Regardless of whether a student uses the whole-word recognition or decoding 
method of accessing word forms, these processes do not necessarily entail 
comprehension, though they are an essential precursor. Additionally, recognizing 
forms of single words is not associated with constructing the type of rich and 
detailed propositional content that is required to comprehend both explicit and 
inferential information in discourse. It is a necessary step in accessing word 
meanings and subsequently, in combining word meanings into complete 
propositions (Perfetti & Roth, 1981). Oakhill (2005) defines word identification as 
one of two major classes of processing events, though this skill is necessary but not 
sufficient for comprehension of text, since skills in retrieval of word meanings (F2) 
and integration into syntactic units (F3) are the building blocks of understanding 
propositions. Therefore, performance on measures of F2 and F3 is predicted by 
increased performance on measures on F1 in the written modality, but performance 
on discourse itself is not. 
Overall, the benefits of having strong word form recognition skills, for both 
simple and morphologically complex words, is supported by these models as a 
crucial intermediary skill for developing strong semantic and syntactic abilities. 
These, in turn, are directly related to discourse processing. Strong word 
identification skills are not enough to create successful readers at a stage where 
competent reading is defined by the ability to understand complex passages and 
infer meanings. There has been conflicting research as to whether there are some 
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students who demonstrate good word identification/recognition but poor 
vocabulary /semantic access (Brasseur Hock et al., 2011; Buly & Valencia, 2003). The 
very high correlation between Fl and F2 suggests that Fl skills are strongly 
predictive of strong vocabulary knowledge, but this does not rule out the possibility 
that reading profiles like that do exist. 
Overall, the relationship of Fl to other factors and to outcome variables 
demonstrates that programs that emphasize fluent reading alone at a young age, 
using benchmark monitoring tools such as Dynamic Indicators of Early Literacy 
Skills (Good & Kaminski, 2002) that track automatic word recognition but not 
comprehension may not be an appropriate as a sole focus for reading instruction. 
As discussed in Kuhn et al. (2010), word recognition fluency needs to be taught and 
practiced within the greater context of comprehension. 
Factor 2: Understanding Simple and Morphologically Complex Words 
After the form ofa word is recognized, comprehension proceeds with 
meaning retrieval and vocabulary building, variation in which can lead to large 
differences in comprehension ability among individual students (Reading for the 
21st Century, 2004; Tannenbaum et al., 2006). In support of this general, widely-
established idea, SEMs revealed that students who perform better on measures of 
F2 across both schools also answer factual and inferential questions more 
accurately. Both younger and older students who understand what words mean are 
more likely to understand connected text, whether it is spoken or written. This 
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relationship holds true for understanding both explicit text-based factual 
information and inferred information, since an understanding of the text-base is 
also essential for drawing accurate inferences. Understanding word meanings is an 
indispensable skill that has long been recognized as a crucial component of learning 
to comprehend text (Snow eta!., 1998). 
The finding that higher performance on measures of F2 is inversely related to 
response times for written inferences across both MS and HS (and for both question 
types in HS in the auditory modality) is particularly notable when combined with 
data from the correlational analyses. These patterns align with the correlations that 
demonstrated that students who spent longer on inferential questions also 
demonstrated higher accuracy. This finding can be refined using data from these 
models to state that stronger performance on measures of vocabulary knowledge is 
related to students spending longer making more accurate inferences. Students with 
stronger vocabularies may be recognizing lexical cues in both the questions and 
passages and scanning the text (or their memory of the text in HS readers in the 
auditory modality) for other cues to help them verify or reject the inferential 
question. 
The nature of inferencing requires associating propositional content across 
sentences and between text and background knowledge. The ability to access single 
word meanings is predictive of improved accuracy but not necessarily efficiency. 
Given that skills in F2 (such as the ability to match a picture to a word or judge 
simple synonyms) are not sufficient to construct complete propositions, but do 
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permit access to single word meanings, students who perform better in this domain 
may spend longer responding to inferential questions in the written modality 
because they gather enough meaning to look back to the text and search fo r 
evidence to verify or reject the statement. This effect is significant only in the 
inferential condition because factual questions are faster to find in the text, as many 
of them use the same vocabulary as target sentences in the text. Students with 
decreased performance on measures of F2 may not be able to establish enough 
meaning to affect response times on inferential questions. 
In the auditory modality, this effect is demonstrated for high school students, 
although for both factual and inferential questions (20, 24). High school students who 
demonstrate better performance on F2 also demonstrate significantly longer RTs. 
Despite the inability to look back on the text, these older students who have higher 
skills in understanding simple and morphologically complex words may spend 
longer processing and engaging in verbal reasoning and associative processes to 
make inferences. Given that performance on F2 is also associated with higher 
accuracy, spending longer on a question may actually be a beneficial strategy to 
improve comprehension in both modalities. 
Finally, F2 is predictive of performance (CompZ) for both factual and 
inferential questions in MS and for factual questions only in HS. Understanding 
simple and morphologically complex words is a skill that middle schoolers are still 
developing, so it may have more of an effect on the processing of discourse as a 
whole. In HS however, higher-level syntactic (F3) and metacognitive skiJJs (not 
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measured by this battery, but discussed above as important components of the 
inferential process) may be more predictive of the ability to make inferences since 
they are stronger and more developed at this age. The ability to identify and 
highlight key content words is another skill that is highly related to children's 
abilities to draw inferences (Nippold, 2007). Howland & Bertram (2012) suggest 
that learning to identify adverbs and verbs that contain salient meanings that 
situate a text within a pragmatic context (such as likelihood, fact vs. opinion, 
predictions) facilitate students' abilities to make logical inferences. Isabel Beck and 
colleagues (2002) state that vocabulary knowledge must include contextual 
knowledge about the different ways in which a word can be used (increased depth 
of knowledge). Overall, results from structural equation models support these 
recommendations. 
Factor 3: Structuring and Comprehending Sentences (MS); Understanding Complex 
Words and Sentences (HS) 
·Understanding discourse clearly depends on skills that go beyond single 
word comprehension. Meanings of words must be integrated into semantic 
representations of clauses and sentences using syntax as a guide (Danks & End, 
1987; Friederici & Weissenborn, 2006). Parsing syntax involves knowledge of many 
elements and their relations (e.g., word categories, verb argument structures, 
subject-verb agreements, dependency structures, etc). Despite considerable debate 
regarding the exact mechanism behind the online interplay of these complex and 
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interactive elements (McClelland, 1989; Trueswell and Tanenhaus, 1994; Frazier & 
Fodor, 1978; McKoon & Ratcliff, 1992), it has been reliably demonstrated in 
previous research that an inefficiency in syntactic skills is predictive of poorer 
performance on measures of discourse comprehension (Shiatsu & Weir, 2007; 
Sparks 2012). 
However, little is known about the relationship of sentence-level skills to the 
ability to draw inferences specifically. The Landscape Model (van den Broek, Rapp, 
& Kendeou, 2005) postulates that readers parse text in cycles guided by "meaning 
units" which are related to sentences. These propositions are subsequently 
integrated when necessary for coherence or when motivated by a search/effort after 
meaning. Therefore, this model predicts that syntactic-level skills would have an 
effect on the ability to make inferences. Another perspective articulated in Goetz 
(1977) articulates that the basis for an accurate inference rests in propositions 
derived explicitly from the text, which are understood by means of higher-level 
language processes such as syntactic comprehension. Indeed, making inferences 
based on unconstrained associative processes occurring in memory and prior 
knowledge can lead to inaccurate inferences (Sulin & Dooling, 1974). 
Results from SEM strongly support these hypotheses. Students who are 
better at structuring and comprehending sentences while reading are faster at 
answering inferential questions. A plausible explanation is that if students are able 
to comprehend sentences efficiently and accurately while they are reading, they 
may need less time to read questions, and less time to look back onto text. 
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When students are listening to discourse, the ability to understand and 
structure complex words (MS) and sentences (MS & HS) is significantly related to 
the ability to comprehend discourse. Interestingly, as in the written modality, this 
effect is manifested for RT SEMs and not accuracy, where RT decreased as 
performance on measures of F3 increased. Indeed, the ability to parse sentences 
effectively while listening in the absence of text to lookback on should be related to 
needing less time to process and answer questions. 
Overall, students' performance on measures of syntactic comprehension 
indicate that the ability to make inferences while reading is constrained and defined 
by abilities in the syntactic domain of language. This skill is important in both 
younger (MS) readers when making inferences and for older (HS) readers (for 
answering both factual and inferential questions). This increase in performance is 
related to improvements in response time rather than in accuracy (except for HS: 
factual). Performance on measures of F3 is always related to better performance on 
both question types for both MS and HS in the auditory modality, suggesting that 
even younger students are consistently attending to sentence-level cues to process 
even surface level information (see below for additional discussion about cues). 
C. Implications for Theories of Inferential Processing 
The data confirm that overall, students are using skills at all levels of 
language when parsing discourse and generating inferences. It also validates the 
entire assessment battery as a useful tool for measuring and isolating abilities in 
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hierarchical and interactive domains of language. There are many potential 
implications to be discussed based on these models, but as consistently noted, this 
project will remain focused on discussing ways these data illuminate the process of 
making inferences while reading. 
For HS students, the ability to draw inferences is directly predicted only by 
performance on skills that measure vocabulary knowledge (which is related to 
better accuracy and slower response times), and sentence-level processing (which is 
related to faster response times). When these metrics are combined into a CompZ 
value, F3 becomes the only predictor. 
In MS, skills in meaning access of simple and complex words are also related 
to, and have a stronger effect on, inferential performance than sentence-level skills, 
particularly for accuracy. This discrepancy likely indicates that vocabulary 
knowledge is continuing to be developed in middle school students, and that 
individual differences in this domain are more varied, and more predictive of 
whether students are able to understand the passage enough to make accurate 
inferences. Better performance on measures of vocabulary knowledge also predicts 
longer response times for drawing inferences in MS and HS, but not for responding 
to factual questions. To understand this finding, the concept of cueing may be useful. 
Linguistic processing is in constant interaction with cognition, and especially 
with cognitive processes such as memory and attention (Gernsbacher et al., 1990). 
Processing inferences, in contrast with processing explicit text-based information, 
draws on verbal reasoning and "mental logic" that depends on more than 
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knowledge of and facility with language for construction of adequate situational 
models (Johnson-Laird, 1983). Surface elements of text may serve as cues to 
relevant pieces of information or connections within a passage (Johnson & 
Zabrucky, 2011) that propel the integration of information across places in the text 
and across mental structures. 
Sparks (2012) suggests that linguistic cues are central to inferential 
processing because they influence what readers attend to and strengthen memory 
for text components. Lexical cues at the single word level (vocabulary knowledge, 
F2) serve to establish coherence among discourse elements and organize 
relationships. Structural cues at the phrasal and clausal level (F3) emphasize or . 
highlight particular concepts or pieces of information. Additionally, she and other 
researchers (Townsend et al., 1987) discuss the unique characteristics of text that 
can "enhance readers' understanding of relationships among sentences and 
concepts." These include headers, genre-based cues, topic headings, and paragraph 
organization. However, these are not pertinent to our investigation as all discourse 
passages were single paragraphs with no other written organizational cues, other 
than punctuation, which can be considered a type of syntactic cueing that visually 
delineates clauses and sentences (Baldwin & Coady, 1978). Sensitivity to these cues 
is a prerequisite to better performance on measures of component skills as well as 
on written discourse, and is measured and affirmed as related in F2 and F3. 
The auditory modality necessarily elicits different processing strategies and 
present different cues by nature of the stimulus. The transitory nature ofthe input 
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constrains comprehension to the moment or to what is retained in memory 
(Townsend et al., 1987). Additionally, speech contains rich prosodic cues at the level 
of the sentence or discourse. Because prosodic cues are not as important to 
understanding single simple or morphologically complex words, and it is more 
crucial to F3, the strong relationship between F3 and discourse comprehension is 
indicated. Additionally, readers have less control over the rate of input, which 
affects their ability to implement comprehension strategies such as making central 
inferences as texts proceed (Danks & End, 1987). 
In light ofthese fairly broad conclusions, the question remains how readers 
implement skills at the F2 and F3 level to construct propositions and infer 
information in both modalities. Proposition Theory, as outlined by Townsend et al. 
(1987), attempts to integrate syntactic-semantic processing with the role of working 
memory. In the auditory modality, Proposition Theory maintains that a reader 
parses syntactic-semantic as they are listening to construct a set of semantic roles 
assigned to elements in the discourse. After the input is immediately processed, 
working memory for the exact words fades as it is freed for processing the next 
proposition. Proposition Theory also maintains that readers utilize a similar 
processing strategy for comprehending and integrating discourse units while 
reading, drawing from Kleiman's (1975) model of reading comprehension. In this 
view, working memory for multiple or integrated discourse units is limited until 
syntactic-semantic processing of a single clause is completed. This theory of 
processing is considered bottom-up because individual units are processed linearly 
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and hierarchically proposition-by-proposition. This idea is supported by the direct 
effect of lower level factors on higher-level factors, particular in the consistent 
relationship between F2 and F3. 
An alternate framework, Schema Theory (Anderson & Pearson, 1984), does 
not highlight the role of lexical and structural cues to the same degree. In this 
theory, readers activate syntactic knowledge and process organization and 
structural cues in order to compare a proposition to expectations built into the 
schema (defined as an "abstract knowledge structure"). In its extreme, this theory 
dictates that skilled readers only activate syntactic knowledge when the proposition 
expressed by a sentence does not occupy or defies a central role in the schema. 
Unskilled readers possess insufficient schema knowledge to contextualize and infer 
information from a text. An increased reliance on structural/syntactic cues occurs in 
unskilled readers. This is not supported in the finding that F3 is more strongly 
related to inferential processing in HS readers, who are more skilled, than in MS 
readers. 
According to the Structure-Building Framework of language (Gernsbacher, 
1990), the goal of comprehension is to construct a coherent and accurate mental 
model. This process begins by readers laying "foundations" for mental models, 
which involves comprehension of surface level information and generation and 
checking of hypotheses and predictions about what the text is about. If subsequent 
elements in the text do not cohere with reader expectations and inferences, readers 
initiate a "shift" to construct new structures. In our test, comprehension questions 
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may serve as signals to shift or broaden a mental model of the text, and prompt 
readers to re-examine the text to reintegrate propositional content into the revised 
mental model. For this reason, higher RTs may be related to higher accuracy as 
demonstrated in the correlational analyses. 
The importance of skills in FZ and F3 domains therefore aligns with these 
models of inferential processing. Students rely on abilities at this level to derive 
detailed meaning from text that they subsume into mental or situational models 
drawn from background knowledge. Vocabulary and syntactic structures in both 
passages and questions cue readers into integrating and logically associating salient 
elements in the text to make accurate inferences. The following section will continue 
integrate our results into the two major models introduced in the Literature 
Review- The CI Model and the Landscape Model. 
Construction-Integration (CI) Model Kintsch & Van Dijk 1978; Kintsch, 2005; Kintsch, 
1994) 
As discussed in the Literature Review, the CI-model of inferential processing 
outlines bottom-up construction of propositions that serve in the construction of 
local coherence. Additionally, schematic frameworks interact with surface level text 
representation to allow readers to generate inferences about themes and character 
elements, make predictions, and to contextualize text with background knowledge. 
While this study did not assess the presence or strength of relevant schematic 
networks, it does illuminate which skills in which areas of language guide bottom-
up processes of proposition construction. Overall, students who perform better on 
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measures at the sentential level (F3) draw inferences faster and demonstrate better 
performance when reading and when listening. Students who are processing 
language well at that level are likely demonstrate better automaticity and fluency of 
processing, which frees processing capacity for association and drawing conclusions 
rather than constraining focus to the literal surface representation of text (Kintsch & 
Van Dijk, 1978). Additionally, these findings support the prediction made by the CI-
model that making inferences is more difficult for students than understanding 
factual information contained in text. 
In an expansion of this model, Ericsson and Kintsch (199 5) lend support to 
the importance of the concept of cues (discussed above). In this view, linguistic 
elements behave as retrieval cues to mental representations in long-term working 
memory (an expansion of short-term working memory). While reading, relevant 
portions of the previously-processed text are active and accessible in long-term 
working memory while retrieval cues in short-term working memory are integrated 
to construct an accurate situation model. Updates of the situation model occur 
constantly as students encounter new text. This process happens in "highly-
practiced and skilled activities" such as skilled reading. This model suggests that as 
students become more skilled in reading in high school, they are better able to draw 
inferences because they are responsive to retrieval cues and are able to integrate 
them consistently within the different levels and capacities of memory. 
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The Landscape Model (van den Broek, Rapp, & Kendeou, 2005; van den Broek & 
Gustafson, 1999) 
This model is notable in its emphasis that active/strategic processes in 
reading interact with automatic, memory-based retrieval and linguistic mechanisms 
within the framework of reading cycles. A reading cycle corresponds roughly to one 
proposition and can reinforce a concept if the meaning representation it contains 
overlaps with previous or subsequent reading cycles. Our results can elaborate on 
this model by demonstrating which aspects of linguistic processing are most directly 
related to the foundational process of parsing the text for surface-level meaning. 
However, it does not adequately broaden or reinforce the specific way in which 
readers draw upon their background knowledge as it is strengthened by multiple 
evocations of particular situational models. 
For future research, it may be useful to denote which inferences presented in 
the questions were activated at which point in the text, and whether inferences that 
are evoked multiple times were more likely to be answered correctly. 
D. Implications for Teaching Inferences to Students 
This research is a step in informing the long-standing effort to help students 
become better readers. In the first chapter of this project, the focus on inferences 
was supported by discussing multiple views on its contribution to reading 
comprehension as a whole. It is clear from the data that students perform differently 
when answering factual and inferential questions based on the same expository text. 
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Inferences are harder for all students, as they must actively process the text 
according to the goals derived from comprehension questions using background 
knowledge and verbal reasoning. Their ability to construct situational models must 
certainly be involved as well, though this was not measured in our assessment. 
Inferences therefore deserve a deliberate and special focus within broader 
programs of literacy instruction. 
Older students make inferences better when they are reading passages 
rather than listening to them. The ability to re-access text is certainly facilitative to 
the process, because it permits students to re-scan and reconstruct propositions 
that may have been obscured by capacities of working memory. Correlations 
demonstrated that taking time to read both passages and answer questions is 
always related to higher accuracy, especially for inferential questions. Achieving and 
measuring performance by encouraging speed is not an adequate strategy in 
building inference-making abilities. 
In general, making explicit the concepts of integration, mental structures, 
cues and reader goals in reference to text using age-appropriate language at an early 
age should be an indispensable part ofthe pursuit to improve literacy in public 
schools. Practice in using reading skills that are being developed at a given grade 
level (i.e., vocabulary in middle school) in application to making inferences should 
be provided. 
These findings also demonstrate how ''searching" or "thinking about" text 
while reading it or answering questions relates to improved accuracy on inferential 
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questions. Thus, they indicate that students should be encouraged and trained to 
take time, both to read the passage on the first time through and to search and 
reflect on answers to questions. The use of metacognitive strategies should be 
practiced and encouraged in practice to apply in reading scenarios, including 
knowledge of the different types of inferences, and how to draw from both the text 
and pragmatic/background knowledge to generate an accurate inference. Therefore, 
there may be an inherent benefit in spending time on passages and questions that 
can be nurtured with effective instruction. 
Taffy Raphael proposed a set of guidelines within a teaching framework 
called Question-Answer Relationships (QAR), which teaches students that answers 
to questions can be found by referring both to the text and to one's own knowledge 
and experience (Raphael, 1984 ). This approach seeks to develop a meta-awareness 
about the relationships between questions, the text base, and background 
knowledge. It teaches students two categories of questions that roughly correspond 
to the factual and inferential labels in our test: "text-explicit" and "text-implicit." 
These are labeled as "in the book" and "in my head" respectively. There are also two 
intermediary categories that signal the student to combine text- and knowledge-
based elements: "think and search" (requiring the student to link multiple 
propositions in the text" and "the author and me" (requiring the student to combine 
previous knowledge with text-based information). These relationships are 
summarized in the following table: 
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IN THE BOOK IN MY HEAD 
Right There The Author and You 
The answer is contained in the The answer is not contained 
text-base using the same directly in the text. Finding the 
vocabulary, within a single answer requires combining 
proposition. Corresponding to previous knowledge about a 
our "factual" questions. subject with words in the text. 
Corresponding to our 
Example: Bunce Island was "inferential" questions: 
located in Africa. 
Example: Rice farmers were 
targeted as slaves because of 
their skills. 
Think and Search On My Own 
The answer is contained in the The answer is not in the text. 
text, but the reader needs to The reader must rely on prior 
make connections across knowledge to find the answer. 
multiple propositions in the Efforts were made to eliminate 
text. This component is also this question type on our 
implicated in inferences. assessment. 
Example: Only South Carolina 
and Georgia imported most of 
their slaves from Bunce Island. 
Figure 25: Question Types, Adapted from Raphael (1984) 
In a handbook by the Institute for Educational Development (Howland & 
Bertram, 2012), a think-aloud procedure for developing inferencing skills is 
outlined as a method for teaching comprehension of implied information. Crucially, 
this approach emphasizes pausing at strategic points and asking the child to explain 
their comprehension process, scaffolding and modeling inference-making. Asking 
the student "How do you know?" requires them to reflect on where the answer to 
the question is found, and is an opportunity to introduce the matrix of relationships 
between text, author, and reader. Initially, the think-aloud protocol allows the 
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instructor to monitor comprehension by observing and providing feedback when 
the student summarizes the main topic, makes connection with prior knowledge, 
asks questions that demonstrate understanding, and identify personally with 
themes and experiences (Westby, 2011). The next-step is to encourage students to 
provide feedback to each other and finally to self-monitor for comprehension. 
Graphic organizers are also effective tools for making the process of making 
inferences explicit (Westby, 2011; Howland and Bertram, 2012). Visual aids help to 
make elements of situation models explicit by integrating information into an 
organized framework (Zwaan & Radvansky, 1998). 
While this protocol is a teaching tool, the goal is generalization to 
spontaneous reading behavior, whether in the classroom or in other real-world 
settings. The fact that the benefit of spending extra time is evident in its positive 
correlation to accuracy, it is important to teach the process of reading rather than 
focusing solely on the product (Collins & Smith, 1980), teach them to use this time to 
employ comprehension strategies, such as "generating, evaluating, and revising 
hypotheses about current and future events in the text" (pp. 1). 
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CONCLUSIONS 
Results of the current project demonstrate that having strong vocabulary 
knowledge (in MS) and syntactic skills (in MS and HS) facilitate students' abilities to 
make inferences about short expository texts. Vocabulary knowledge is predictive of 
performance in MS only because students are continuing to become proficient at 
this. The effect ofthe most complex component skill (understanding complex words 
and sentences) and performance on inferential questions based on these passages is 
stronger in older students, who are also the fastest and the most accurate, 
suggesting that inferential processing continues to develop from middle to high 
school. Analyses of students' speed and accuracy revealed that taking time to read 
and answer questions is related to a higher improvement for accuracy on inferential 
questions than for factual questions. Given the possibility of re-accessing text in the 
written modality as questions are being presented, this finding implies that looking 
back onto the text is beneficial for students when making inferences (including 
predictions, classifications, and thematic statements) about new information, 
This study is situated in a wide and varied context of previous models of 
inferential processing, many of which have the common foundational denominator 
of proposition construction, which is guided by linguistic and reading skills. While 
potential implications for both theoretical and practical domains of inference-
making are discussed, it is important to acknowledge limitations in the current 
study that may impede its generalization to all contexts. This is limited by the 
parameters of the test and the extent of the current analysis. Re-constructing or re-
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analyzing the data to eliminate the following constraints would be a useful research 
program in the future. 
First, students were only exposed to expository texts of 150-words in length. 
Different types of inferences are made in narrative and expository texts (Baretta et 
al., 2009) and previous research has demonstrated that readers are better at making 
inferences when reading narrative texts (Graesser & Kreuz, 1993; Trabasso & 
Magliano, 1996; Hildyard & Olson, 1978). Many ofthe inferences that were probed 
were elaborative inferences, but a study by Baretta and colleagues (2009) 
demonstrated that readers make bridging inferences more often and more 
effectively when reading expository texts, and these types of inferences may be 
more affected by underlying reading skills. Therefore, the effects of component 
skills are likely to be different if students are tested on narrative texts or on bridging 
inferences in particular. A comparison of outcomes in these conditions (crossing 
expository/narrative and bridging/elaborative) would be a valuable future 
direction. 
Relatedly, inferences were not controlled for type beyond an informal effort 
to minimize the role of background knowledge. While a post-hoc taxonomy of 
inferences was attempted, this effort is better reserved for a future project. 
Students were not examined for background knowledge about topics of the 
passages nor for cognitive skills such as working memory that are important for 
making inferences. Therefore, the data could not be controlled for these elements. 
Prior research has demonstrated that differences in background knowledge affect 
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readers' abilities to make accurate inferences about text (Oakhill & Yuill, 1996; 
Westby, 2011; McNamara et al., 1996). While it is unlikely, it is not unfeasible that 
some students would have possessed unusual and detailed knowledge about broad 
subjects such as World War II or botany that would have improved their accuracy 
on comprehension questions and confounded the relationship between 
performance on discourse and linguistic variables. Controlling for students' 
background knowledge will be an important step in expanding and reinforcing the 
current findings. 
Students were not asked to spontaneously generate inferences based on 
passages. It is an important methodological point that students were reading and 
then verifying and rejecting inferences that were formulated for them by the 
questions. Whether this is a detail that would have significantly obscured the results 
needs to be investigated further. 
Additionally, the current set of data may be analyzed in greater detail to 
uncover effects of passage readability (Lexile rank) and student characteristics on 
the relationship of component skills to inferential processing. Students process 
"easy" and "hard" texts differently (McNamara et al. 1996), so entering 
macrostructure variation and Lexile (a composite measure of vocabulary and 
sentence length) into the analyses may reveal differential performance and 
component skills of inference-making. Constructing separate structural equation 
models using Lexile rank and macrostructure as variables is beyond the scope of the 
current project, but constitutes a viable future direction. 
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Finally, the data in the current project collapses all students within a 
particular grade. However, student characteristics are available to be entered into 
the analyses as separate variables. For instance, 16% of students were on IEPs with 
documented learning or language disabilities, and 1% did not have English as their 
mother tongue. It is highly likely that these students will perform differently on a 
measure of inferential processing (Crane & Snow ling, 2002). Further research is 
necessary to investigate the extent and implications of these differences. 
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APPENDIX 
Examples of passages plus select inferential and factual questions, both Easy and 
Hard macrostucture (mac) versions. Lexile rank is included. 
"Manriki" 
Easy Mac, 860 Lexile 
A manriki is a traditional Japanese throwing chain used for defense and attack. It is 
usually about 11 inches long. Some manrikis can have chains as long as three to six 
feet with weights on the ends. They are common to the ninjutsu style. The weapons 
can be used in many different ways. The chain of the manriki tends to be held 
hidden in the hand until the attacker comes close. One of the weighted ends can then 
be thrown at the attacker. When used with a whipping motion of the wrist, it can 
injure or knock out attackers from a distance. The weights can also be used up close 
to punch the attacker and then trap him in the chain. The manriki is strong enough 
to stop a slash from a sword blade. Each end is held and the chain could then be 
used to tangle the arms or neck of the swordsman. 
Hard Mac, 930 Lexile 
The manriki is usually about 11 inches long. Some manrikis can have chains as long 
as three to six feet with weights on the ends. They are common to the ninjutsu style. 
The chain of the manriki tends to be held hidden in the hand until the attacker 
comes close. One of the weighted ends can then be thrown at the attacker. When 
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used with a whipping motion of the wrist thi s traditional Japanese throwing chain 
can injure or knock out attackers from a distance. The weights can also be used up 
close to punch the attacker and then trap him in the chain. The manriki is strong 
enough to stop a slash from a sword blade. Each end is held and the chain could then 
be used to tangle the arms or neck of the swordsman. 
Factual Questions: 
Manrikis are easily hidden. (true) 
Manrikis are not powerful enough to stop a sword blade. (false) 
A manriki can be used with one hand. (true) 
A manriki will not seriously injure an attacker. (false) 
Inferential Questions: 
Manrikis were used many years ago. (true) 
Manrikis were the only weapons used for a long time. (false) 
Using a manriki is difficult. (true) 
The entire Manriki can not be thrown at the attacker. (false) 
"Navy" 
Easy Mac, 890 Lexile 
The Navy relies on animals to carry out several tasks. Dolphins and sea lions help 
protect lives by locating sea mines far below the water's surface. These animals can 
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also help patrol the waters. If there is a suspicious object or diver in the area, the 
animals can alert the Navy. Dolphins and sea lions can also help the Navy with 
recovering important equipment from the sea. Because these animals are intelligent, 
they are easily trained to carry out these tasks. Dolphins and sea lions are used 
because they can often do better than humans. Both animals are great divers. Unlike 
humans, they can easily make several deep-water dives. Dolphins and sea lions also 
have sharp senses. Dolphins can use sonar to locate objects at great depths. Sea lions 
can see well in darker water, and they can hear very well underwater. 
Hard Mac, 900 Lexile 
Dolphins and sea lions help the Navy with recovering important equipment from the 
sea. These animals can also help patrol the waters. If there is a suspicious object or 
diver in the area, the animals can find them and alert the Navy. Dolphins and sea 
lions help protect lives by locating sea mines far below the water's surface. The 
Navy relies on animals to carry out several important tasks. These animals are 
intelligent, and they are easily trained to carry out these tasks. Dolphins and sea 
lions are great divers. These animals are used because they can often do better than 
humans. Unlike humans, they can easily make several long deep-water dives. 
Dolphins and sea lions also have sharp senses. Dolphins can use sonar to locate 
objects at great depths. Sea lions can see well in darker water, and they can hear 
very well underwater. 
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Factual Questions: 
Sea lions are good divers. (true) 
Sea lions use sonar to locate objects. (false) 
Dolphins and sea lions are intelligent. (true) 
Sea Lions are only able to hear when above water. (false) 
Inferential Questions: 
Strong underwater senses make sea lions useful to humans. (true) 
Dolphins are intelligent because they are trained by humans. (false) 
The use of marine animals would be valuable during wartime. (true) 
All equipment recovered from the sea is probably rusted over and useless. (false) 
"Carnivorous" 
Easy Mac, 890 Lexile 
Carnivorous plants are plants that catch and eat insects and animals. The plants 
usually grow in places where soil is thin or low in nutrients like rocky areas. 
Therefore to get nutrients they must eat flying or crawling insects. Those plants that 
live in the water eat small water animals. More than 600 types of these plants have 
been found; the Venus-flytrap is probably the most well known. To attract prey 
some plants smell sweet and some have bright colors. Once the prey is attracted 
there are five basic ways that the plants can trap. Some plants are shaped specially, 
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some are sticky, and some can even snap shut and catch the prey inside. The prey 
must now be eaten. While some plants can digest their catch on their own, many 
need help forming digestive juices. Some plants even need helper bugs to eat the 
prey and digest it for the plants. 
Hard Mac, 900 Lexile 
Carnivorous plants eat flying or crawling insects. The Venus-flytrap is probably the 
most well known. The carnivorous plants that live in the water eat small water 
animals. The plants tend to grow in places where soil is thin or low in nutrients such 
as rocky areas. More than 600 types of these plants have been found. Some plants 
smell sweet and some have bright colors. These features are useful for drawing in 
prey. Some plants are shaped specially for trapping, some are sticky and some can 
even snap shut and catch the prey inside. While some plants can digest their catch 
on their own, many need help forming digestive juices. Some plants even need 
helper bugs to eat the prey and digest it for the plants. The plant can then eat what 
the bug has digested and left behind. 
Factual Questions: 
Carnivorous plants use color and scent to attract their prey. (true) 
The Venus flytrap is one of only a few types of carnivorous plants. (false) 
Carnivorous plants sometimes need help digesting their prey. (true) 
Carnivorous plants eat other plants. (false) 
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Inferential Questions: 
Plants need nutrients to survive. (true) 
Carnivorous plants eat the helper bugs. (false) 
Carnivorous plants must digest their prey to get their nutrients. (true) 
It is too dangerous for people to grow carnivorous plants as a hobby. (false) 
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