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ABSTRACT 
Confirmatory Analysis of Market Structures 
September 1983 
Rajiv Grover, B.Tech. (Hons.), I.I.T. Kharagpur, India 
M.B.A., I.I.M. Calcutta, India 
Ph.D., University of Massachusetts 
Directed by: Professor William R. Dillon 
Essentially, the term Market Structuring refers to the process of 
organizing a set of products/brands such that their interrelationships 
are, in some way, apparent. Specifically, the structure of a market is 
defined as that set of products judged to be substitutes, within those 
usage situations in which similar patterns of benefits are sought, by 
the customers for whom such usages are relevant. The output of a 
Market Structuring exercise can manifest itself in the form of a table, 
a chart, a picture or a hierarchy which describes the similarity between 
the products/brands. Hierarchical structuring of markets is particu¬ 
larly important since it can be more insightful than structuring a market 
j:n a non-hierarchical fashion. However, even though hierarchical market 
structures have sufficient theoretical justification and are better 
analytical tools for formulating marketing strategies, their utiliza¬ 
tion has been very limited. One problem in previous attempts at hier¬ 
archical market structuring has been the explanatory manner in which 
hierarchies have been established. Other problems relate to the lack 
of statistical goodness-of-fit measures and aggregation biases. 
vi 
This dissertation addresses the problematic issues involved in 
hierarchical market structuring and proposes a new confirmatory method¬ 
ology for testing hierarchical structures. The methodology relies on a 
class of modeling techniques called patent Structure Analysis (LSA). 
A-priori hierarchies predicated on theoretical (or other) grounds are 
tested for acceptance or rejection with the use of a Maximum Likelihood 
Latent Structure Analysis program called MLLSA (Clogg 1977). The pro¬ 
posed methodology overcomes most of the problems inherent in previous 
attempts at structuring markets in a hierarchical fashion. 
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CHAPTER I 
INTRODUCTION 
A plausible way to view markets is in a hierarchical fashion. A 
theoretical justification for existence of tree-type hierarchies is 
provided by the information processing paradigm and stochastic choice 
models in the consumer behavior literature. As compared to other forms 
of market structuring, which will be described in Chapter IV, hierarch¬ 
ical structuring can be more insightful. To date, the problem has been 
the exploratory manner in which such hierarchies have been established. 
Exploratory techniques are typically data-driven in that no statistical 
goodness-of-fit measure is utilized. Moreover, several of them are 
idiosyncratic while others entail problematic aggregation assumptions 
or have tedious data collection phases. The utilization of tree struc¬ 
tures has not been very pervasive because of the problems plaguing the 
procedures to uncover behavioral hierarchies. 
The purpose of this dissertation is to propose a methodology, 
which is confirmatory in nature, for testing hierarchical market struc¬ 
tures. The methodology which will be used falls in the class of Latent 
Structure Analysis (LSA). It is applied to the coffee market. The 
methodology utilizes panel data which give information on the type of 
coffee bought for each purchase occasion. 
The organization of this dissertation is as follows. Chapter II 
elucidates, in some detail, the problem that this dissertation will 
deal with. Chapter III presents an extensive review of the existing 
1 
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literature on Consumer Decision Processes, both deterministic and sto¬ 
chastic, and argues for the existence and relevance of tree structures. 
Chapter IV enumerates the various approaches, both hierarchical and 
non-hierarchical, that have been used in structuring markets. Chapter 
V describes the methodology; it begins with a brief exposure to LSA 
(Latent Structure Analysis) and then formulates the market hierarchy 
problem in the latent structure framework. Chapter VI presents the 
results of structuring of the coffee market. Chapter VII presents the 
conclusions and discusses the implications and limitations of this 
research. 
CHAPTER II 
PROBLEM DEFINITION 
Introduction 
The purpose of this chapter is to explicitly define the problem 
this dissertation proposes to address. The significance of this problem 
for strategic marketing purposes is highlighted. The practical contri¬ 
butions of this research will also be discussed. 
Market Structuring Hierarchical and Non-Hierarchical 
Surprisingly, even though structuring markets has been the sub¬ 
ject of some concern for almost a decade, there is no formal definition 
of the concept. Myers and Tauber (1977) describe the process of market 
structuring as the process of simplifying and organizing which gives 
insight into interrelationships of firms, people, and products for bet¬ 
ter understanding and prediction of consumer responses to marketing 
action. However, this definition is very general and, consequently, 
operationally vague. Some authors have preferred to restrict the scope 
of market structure to the product-market area. Day, Shocker and 
Srivastava (1979), for example, introduced the notion of Product-Market 
which meshes well with the market-structure concept alluded to by Myers 
and Tauber and others. Product-Markets are defined as "a set of pro¬ 
ducts , judged to be substitutes, within those usage situations in which 
similar patterns of benefits are sought, and the customers for whom 
3 
such usages are relevant" (Day, Shocker and Srivastava 1979). This 
definition includes both the brands/products and customers. 
4 
For the purposes of this research, however, a narrower definition 
of market structure encompassing only the brands/products set is re¬ 
quired. The following definition, which varies subtly but significant¬ 
ly from Day, Shocker and Srivastava's definition, will be adopted. 
Market Structure: A set of products judged to be substitutes, 
within those usage situations in which similar patterns of benefits 
are sought, by_ the customers for whom such usages are relevant. 
Under this definition Market Structure refers to only the interrela¬ 
tionship between brands/products in the eyes of those customers who seek 
certain similar benefits from the brands/products under consideration. 
The decision as to which brands/products to include in structuring a 
particular market would be dictated by the overall objective of the 
analysis. Thus, the delineation of market boundaries can be quite 
arbitrary. Such a definition of Market Structure is, in spirit, con¬ 
sistent with what Urban and Hauser (1980) and Urban, Johnson and 
Brudnick (1981) call "competitive structure." 
Various typologies can be thought of for classifying market 
structuring approaches. For example, we could bifurcate them into 
"supply/firm" oriented approaches and "demand/consumer" oriented ap¬ 
proaches, or into hierarchical and non-hierarchical methods. For the 
purposes of this dissertation the latter is preferred for reasons cited 
shortly. To aid in defining the problem an example of both hierarchi¬ 
cal and non-hierarchical approaches is described below. 
5 
A classical example of non-hierarchical structuring is the per¬ 
ceptual map. A perceptual map may be an output of a Multidimensional 
Scaling algorithm or a Multiple Discriminant Analysis. Essentially, 
the brands/products being analyzed are positioned in lower dimensional 
space. Figure 1 shown below illustrates a perceptual map based on a 
non-hierarchical approach involving a two-dimensional solution. 
DIM 2 
► 
C B 
X X 
F A 
X X 
x G 
D x x E 
Figure 1. Perceptual map: An example of non-hierarchical 
structuring 
In the figure brands/products closer to one another are perceived 
to be more similar to one another than ones further apart. For 
example, brands/products A and B are more alike to each other than 
brand/products A and D. 
6 
Figure 2 shows a hierarchical structure. 
Breakfast Cereal 
Figure 2. A hierarchical structure for the breakfast cereal 
product class. 
Notice that the highest level of the hierarchy is defined by sig¬ 
nificantly different products which satisfy the same generic need (Lunn 
1972). As we go down the hierarchy brands/products within a branch are 
more similar to one another than brands/products across branches. Thus 
in the figure brands/products B^q, B^ and B-^ are more similar than 
brands/products B-jq and B-,. Moreover brands/products B-jg and B^ are 
more alike than brands/products B^g and B-j since the branches that con¬ 
nect brands/products B-jg and B-j g meet lower down in the hierarchy than 
branches connecting brands/products B-jg and B-j. The incidence of 
7 
switching between brands within a subset, which is more homogeneous in 
terms of perceived similarity, will be higher than switching between 
brands in different subsets. 
The need for analyzing market structures is fundamental to devel¬ 
oping effective marketing strategy. For example, market structure 
analysis can: (a) identify competitors, (b) lead to setting and meet¬ 
ing market share targets, (c) aid in new product entry strategy, and 
(d) help in repositioning old products. With hierarchical market struc¬ 
turing an even finer tuning of the strategic planning process is pos¬ 
sible. In any "one" market there are various brands/products competing 
with one another. Some brands/products may be in more direct competi¬ 
tion than others. Viewing the market as a hierarchy makes these "more- 
of-a-competition" products conspicuous. Market share targets can be 
set at various levels depending upon which brand is included within the 
boundary of the market being analyzed. 
The significance of uncovering hierarchies from a marketing stra¬ 
tegy point of view is highlighted by the hypothetical hierarchy shown 
in Figure 3 depicting the deodorant market. The hypothetical deodorant 
market is structured on the basis of two attributes, namely brand and 
type. The first tree is a brand dominant hierarchy. This implies that 
the consumers first decide on which brand of deodorant to buy. The sec¬ 
ond tree implies that consumers first decide on the type of deodorant 
to buy and then the brand. Now consider the case of Mennen. If the 
first tree is applicable, then the absence of roll-on variety does not 
hurt the market share of Mennen. Moreover, introduction of the roll-on 
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variety will produce a cannibalistic effect. However, if the second 
tree is appropriate, it will be beneficial for Mennen to introduce a 
roll-on variety (Urban and Hauser 1980). 
Tree type structures can be managerial useful in a number of dif¬ 
ferent ways. Thus, it is not surprising that researchers have devoted 
considerable effort to uncovering hierarchies for various product 
cl asses. 
Objectives of this Research 
The purpose of this research is to develop a confirmatory method¬ 
ology for testing hierarchies for frequently purchased consumption 
goods. Details of this methodology are described in Chapter V. The 
methodology falls in the class of models commonly called j_atent Struc¬ 
ture Analysis (LSA). It is applied, in this research, to structure the 
coffee market. A new approach to structuring markets is needed because 
of the disadvantages associated with those techniques that have been 
used to date in empirical analyses. These techniques are discussed in 
some detail in Chapter IV. Suffice it here to note that some of the 
common limitations of the existing approaches to hierarchically struc¬ 
ture markets are: 
(i) The techniques are exploratory or data driven. This could 
mean that significantly different hierarchies for the same 
product class can be the outcome for different samples or 
data sets. 
(ii) There are no statistical tests for goodness-of-fit. No hypo¬ 
theses can be formulated and tested and, hence, results must 
be interpreted cautiously. 
10 
(iii) The data collection requirements can be tedious for some 
techniques. 
(iv) The techniques could be idiosyncratic and getting an aggre¬ 
gate tree for a target population can be problematic (Bettman 
1974). For a practitioner it is more important to have an 
aggregate idea of the market than knowing every individual's 
tree. 
The methodology being proposed overcomes the drawbacks discussed 
above. Confirmatory analysis means specifying a hierarchy a-priori and 
testing whether the data observed could have been generated if a 
hierarchy of the kind specified was actually in effect. The a-priori 
specification of a hierarchy is based on theoretical and/or empirical 
findings. The methodology allows the researcher to place restrictions 
on the parameters of the latent class model corresponding to the struc¬ 
ture of the tree hypothesized. Thus it is not data driven like, say, 
cluster analysis, in the sense that the data do not dictate the hier¬ 
archy. The methodology also gives a statistical test of goodness-of- 
fit of the model which means that the purported hierarchy will be 
either accepted or rejected. 
Contributions of this Research 
It has been mentioned that the objective of this research is to 
develop a methodology to structure markets hierarchically. It is 
applicable for low cost frequently purchased goods. The methodology is 
confirmatory in nature. This entails the a-priori specification of a 
tree structure and the use of LSA to test whether the hypothesized tree 
structure is consistent with the observed data. For many product 
11 
classes, it may be difficult to specify a-priori which hierarchy is in 
operation. In such situations alternative hierarchies may be hypothe¬ 
sized and tested. The confirmatory methodology being proposed makes 
this possible by allowing the user to impose different sets of restric¬ 
tions for different trees. The hierarchy which best fits the data is 
selected as the most appropriate one. 
Another possibility is that for some product classes the target 
population may not be homogeneous in that one tree can adequately 
characterize all individuals. It is possible that one subset of the 
population structures the market in one fashion, while another subset 
structures it in a different way. The various hierarchical structures 
may be different in terms of the ordering of the attributes. For ex¬ 
ample, one subset, consisting of young consumers, may structure the 
market based on attributes A, B and C with attribute A as the most 
important and attribute C as the least important. On the other hand, 
another subset consisting of older consumers may rate attribute C as the 
most important and attribute A as the least important. In this case of 
a heterogeneous population, it will be inappropriate, if not impossible, 
to describe the population with one tree. However, it may be possible 
to divide the population into mutually exclusive segments, based on 
demographic or other variables, such that each segment has both a 
unique and common hierarchy. The most important advantage of the pro¬ 
posed methodology lies in this area. It is not necessary to segment 
the population first and then test hierarchies for each segment. The 
methodology implicitly segments the population into mutually exclusive 
12 
groups such that each segment has a unique tree. This is illustrated 
in Chapters V and VI. Differences between these groups can be ana¬ 
lyzed. 
Clearly, the contribution of this research will be in terms of 
providing a new and better tool to structure markets of frequently 
purchased goods. The data requirements are not too stringent as panel 
data on brands purchased on each purchase occasion is all that is 
required. Though, in general, it is not easy to collect panel data, 
for certain product classes it is available through professional agen¬ 
cies. Therefore, markets can be structured without any major invest¬ 
ment in time and money for, at least, these product classes. Moreover, 
markets can be analyzed as and when management feels there are reasons 
for a possible change in the underlying structure. Reasons for a 
change may be introduction of a new brand or salience of new attribute. 
Summary 
In this chapter it was argued that hierarchical market structur¬ 
ing is more beneficial for strategic marketing planning than a non- 
hierarchical process. The existing methodologies to uncover hierarchies 
have a number of limitations and these are that the techniques are: 
(i) data driven and/or (ii) idiosyncratic and/or (iii) have mammoth 
data collection tasks. The purpose of this dissertation is to propose 
a methodology which is confirmatory and overcomes some of the limita¬ 
tions of the existing methodologies. This research, thus, furnishes 
the marketing practitioner with a better tool for structuring markets. 
CHAPTER III 
CONSUMER CHOICE MODELS--DETERMINISTIC AND STOCHASTIC 
Introduction 
As indicated earlier, there is both empirical and theoretical 
justification for hierarchically structuring markets. In discussing 
the deodorant market the particular model of consumer decision-making 
assumed is the Lexicographic Model. The question which will be ad¬ 
dressed in this chapter is the pervasiveness of the Lexicographic Model 
of alternative evaluation. If ample evidence of its usage can be 
found, an argument for markets being organized in a hierarchical fash¬ 
ion can be made. 
This chapter discusses two major approaches for modeling the 
choice process: deterministic models stemming from the information 
processing paradigm; and stochastic models. These two research 
streams support the notion that tree-type structures furnish a realis¬ 
tic representation of how many consumption decisions are made. 
Deterministic Models 
Various types of Deterministic Models are first described. 
1. Affect Referral 
This is the simplest of all the models in that consumers are con¬ 
ceived to form wholistic images of the various alternatives (Bettman 
1979). No detailed cognitive processing of the attributes is 
13 
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undertaken. The consumer chooses the best from the set of alternatives 
available. This overall impression might be previously formed because 
of prior experience or formed at the time of decision making. 
2. Linear Compensatory Models 
This general class of models, and the subtle differences that 
exist between the models, have received considerable attention in both 
psychology and marketing literature. Essentially the model is of the 
form 
A = l B.W (3-1) 
i=l 1 1 
where A is the attitude towards a particular object, n is the number of 
attributes, and B. and W. are belief and importance variables which 
take on different meanings for different models as discussed below. 
The model is linear in the variables and because the deficiency in one 
attribute can be compensated by an extra amount of another attribute 
these models are compensatory. The object with the highest (i.e., most 
favorable) attitude score is presumed to be the chosen alternative. The 
following describes, in some detail, several of the compensatory models 
that have been proposed. 
Rosenberg Model. The Rosenberg (1956) formulation assumes the 
following form: 
A = I (VI).(PI)., (3-2) 
i=l 1 1 
where A is the overall attitude toward a particular object, n is the 
number of attributes considered for this object, (VI). is the 
15 
importance of value (attribute) i for that respondent and (PI)^ is the 
perceived instrumentality of the object with respect to value i. 
Rosenberg's model measures importance on a 21 point scale, (+10) "gives 
me maximum satisfaction" to (-10) "gives me maximum dissatisfaction." 
Perceived instrumentality is measured on an 11 point scale with end 
points (+5) "the condition is completely attained through a given 
action" and (-5) "the condition is completely blocked through undertak¬ 
ing the given action." 
Fishbein and Ajzen. The Fishbein and Ajzen model (1975) is simi¬ 
lar in structure to Rosenberg's model but differs from it theoretically. 
The model is 
A = 
n 
I 
i=i 
biei ’ (3.3) 
where b^ is the probability that an object does or does not have a par- 
th 
ticular attribute i (i.e., belief about the object vis-a-vis i attri- 
th 
bute), e. is the evaluation of the i r attribute normally expressed in 
terms of goodness or badness. The parallel to Rosenberg's model is 
obvious by equating b^ with PI. and e- with VI.. From a practical 
point of view the differences between these two models stem from how 
the importance and belief variables are operationalized. 
Other variations. The marketing literature has promoted the use 
of linear compensatory models (Wilkie and Pessemier 1973) of the form 
n 
l 
i=l 
W.B.. , 
l lb 
(3.4) 
where is the attitude toward brand B, n is the number of attributes 
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considered, is the weight or importance of attribute i and is 
the belief with respect to utility of brand B to satisfy attribute i. 
n 
If the weights are constructed such that I W.=l we have a model 
i=l 1 
called the Linear Averaging Model. Troutman and Shanteau (1976) in two 
empirical studies found that consumers use averaging rather than addi¬ 
tive models. Support for averaging has been found by other researchers 
(cf. Youngblood and Himmelfarb 1972, Anderson 1970, 1974, Lichtenstein, 
Earle and Slovi 1975, Shanteau 1975, and Butzin and Anderson 1973). 
Another variation of the multiattribute model is 
A = IB (3.5) 
1=1 
where B. is the belief that the brand would be able to satisfy criter¬ 
ion i. This model is equivalent to specifying unit weights for all n 
attributes (Bruno and Wildt 1975). Wilkie and Pessemier (1973) in sum¬ 
marizing the various issues related to the use of multiattribute models 
in marketing conclude that one of the most debated dimensions in 
multiattribute models is the choice of attributes to include. Besides 
the semantic problem of salience, importance and determinant attri¬ 
butes, there is little consensus as to the method to use in identifying 
"relevant" attributes (Alpert 1971, Olson, Kanwar and Mudenisogler 
1979). It is clear, however, that any attribute used should provide 
insights into the differences that exist between alternatives for the 
specific choice situation under consideration. To illustrate, Alpert 
(1980) argues that even though safety may be a very important attribute 
in cars, if all the competing brands are perceived as being equal in 
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this respect then this attribute need not be included. The second 
issue is how to assign weights to the attributes deemed determinant. 
The other component of the model is beliefs. Even though there 
is a general agreement that the purpose of this variable is to reflect 
a respondent's perceptions of the association between a particular at¬ 
tribute and a given brand, the conceptual problem of whether it should 
be purely affective or cognitive or a combination of both is not clear. 
Perhaps the most sensitive issue is the confounding effect of Impor¬ 
tance and Beliefs (Hughes 1970); that is, belief is more extreme for 
important attributes. Halo effects--completely consistent pattern of 
more favorable belief ratings given by respondents who prefer a parti¬ 
cular brand--have been reported by a number of researchers (cf. Bass, 
Pessemier and Lehmann 1972; Lehmann 1971; Bass and Talarzyk 1971). If 
present, halo effects confound the linear compensatory models. 
3. Conjunctive Models 
In this conceptualization it is hypothesized that consumers 
establish minimum cut-off levels for each attribute and any alternative 
which does not pass all of the cut-offs is rejected. This is obviously 
a non-compensatory type of model. It could be used either as the first 
stage of a decision making process to reduce the number of alternatives 
which can later be processed in detail, or as a self sufficient model 
where one chooses the first alternative to meet the criteria. 
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4. Disjunctive Models 
In Disjunctive models it is also hypothesized that consumers 
establish limits or cut-offs on various attributes, but the choice cri¬ 
teria are different from the Conjunctive model. An alternate is 
selected if it passes a cut-off on any one attribute. 
Dawes (1964a, 1964b) formulated a general function 
V(x) = (IXir)1/r (3.6) 
which can represent Linear, Conjunctive or Disjunctive models according 
to whether r=l , -°°, or +<», respectively. Wright (1974b) notes that the 
Conjunctive Model is equivalent to weighting negative data heavily; 
similarly, weighting positive attributes heavily results in a Disjunc¬ 
tive model. Einhorn (1970) and Wright (1974b) give simple mathematical 
formulations to approximate Conjunctive and Disjunctive types of models 
and they are 
N 
V(X) = l a. log X., (3.7) 
i=l 1 1 
for Conjunctive and 
N 
V(X) = l -bjlogfa.-X.) (3.8) 
i=l 1 1 
for Disjunctive. 
5. Lexicographic Models 
This model assumes that the attributes are ordered in terms of 
importance. Alternatives are first compared with respect to the most 
important attribute. The alternative which is the best on the most 
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important dimension is selected first. In case of a tie the second 
most important attribute is used to compare alternatives. The process 
goes on until only one alternative remains. This choice heuristic can 
be represented as a tree structure as shown in Figure 4. 
Comparison on 2nd 
attribute 
B-j (selected) 
B5 B9 
Figure 4. Tree structure representing a lexicographic process 
6. Lexicographic Semi-Order 
This model is similar to the Lexicographic Model, but the second 
attribute is considered if there is a tie on the first or if there are 
insignificant differences on the most important dimension. This model 
can, however, lead to intransitivity of paired choices (Tversky 1969). 
In other words brand A could be chosen over brand B and brand B over 
brand C but brand C is chosen over brand A. 
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Evidence for Lexicographic Processing-- 
Consumer Choice of Heuristics 
There have been no unequivocal findings as to when or why a par¬ 
ticular model is chosen. Different models make different demands, in 
terms of cognitive processing, on the consumers. The consumers, in 
turn, have different information processing capabilities. The choice 
of the model will, therefore, depend on individual characteristics. 
Similarly, situational factors like time pressure, complexity of task, 
etc. will influence the type of model chosen. The Linear Compensatory 
Model generally explains a significant proportion of the variance. The 
good fit of the Linear Compensatory Model is frequently presented as 
evidence of its justification. However, the actual decision making 
process might be non-linear (Einhorn 1970). 
Linear Compensatory Models in general require a fair amount of 
computation on the part of consumers and are stress inducing. The 
Lexicographic process, on the other hand, is simpler and less stressful 
(Bettman 1979). Wright (1974, 1975) found that consumers make tradeoffs 
between better choice outcomes and simplicity of choices. Consumers 
tend to simplify complex task situations. Such simplification can be 
done in more than one way: Wright (1974), Lussier and Olshavsky (1974) 
and Van Raaij (1976) found that if the task was complex a fewer number 
of attributes were considered, or consumers might use phased decision 
making wherein the first phase is a simplification phase and the next 
one involves detailed processing. Svenson (1974) and Lussier and 
Olshavsky (1974) report that when the initial set of alternatives is 
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large (i.e., six to twelve) subjects eliminated certain alternatives in 
the first phase. Phased strategies were also found to be used by other 
researchers (cf. Russ 1971 and Sheridan, Richards and Slocum 1975). 
It is generally agreed that attribute based processing is simpler 
than brand based processing (Tversky 1969). In brand based processing, 
brands are evaluated on all dimensions and then are compared with one 
another (this is implied by the Compensatory and Conjunctive Models), 
whereas processing by attributes means that all brands are compared on 
any one dimension and then the next dimension is considered. All tree 
type structures can be framed in a processing by attribute paradigm. 
The empirical evidence for attribute based processing is strong: Russ 
(1971), Russo and Rosen (1975), Russo and Dosher (1975), Bettman and 
Jacoby (1976), and Capon and Burke (1977). 
Even though Conjunctive models are interdimensional and reflect 
brand processing, they tend to be simpler than Compensatory models. In 
Conjunctive models we need not examine all the brands on all attri¬ 
butes. We reject an alternative if it falls below a cut-off for any 
one attribute. Payne (1976a) gives two excerpts from protocols from 
two subjects which clearly show the simplifying process which typifies 
Conjunctive and Lexicographic models. Wright (1975) found that consum¬ 
ers felt that Conjunctive and Compensatory were equally strenuous and 
the Lexicographic simpler. However, in this study the respondents were 
made to memorize the rules of the models and then apply them to the 
choice situation. Conjunctive model (brand processing) can become 
strenuous in this case of using all attributes for all brands, and is 
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not the same as Payne's (1976a) methodology. However, in an earlier 
study Wright (1974) found that respondents tended to weight negative 
data more under time pressures and distractions. It has already been 
shown that the extreme case of negative data weighting is equivalent to 
a conjunctive model. This implies that Conjunctive Model is simpler to 
execute than Compensatory, but it should still be kept in mind that 
Conjunctive processing is brand based and more difficult than attribute 
based processing. 
Wright and Weitz (1977) suggest that under time pressures, sub¬ 
jects dichotomize dimensions into accept and reject regions. This im¬ 
plies that a Lexicographic model was being used. Wright (1974a) found 
that when judges were forced to use incomplete data or noncomparable 
scalings across alternatives they tended to use Lexicographic models. 
In conclusion it appears that in cases of complex tasks, made 
complex either by too many alternatives, distractions or time pres¬ 
sures, Lexicographic models may be used either as the only phase or as 
the first phase (Tversky 1969, Russ 1971, Newell and Simon 1972, Wright 
1974a, Russo and Rosen 1975, Russo and Dosher 1975, Bettman and Jacoby 
1976, Capon and Burke 1977, Wright and Weitz 1977, Lussier and Olshavsky 
1979). In the marketing context for a product class with many brands, 
consumers may have non-consciously applied this phased strategy. They 
may have gone through the Lexicographic process as the first phase and, 
therefore, in any given choice situation they operate only with a few 
brands in their choice set. Or in other words, in any product class, 
which satisfies a generic need, consumers do not grapple with all the 
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brands every time they have to make a choice, but choose from a smaller 
set of brands. This is implied by the "evoked set" theory too (Howard 
and Sheth 1969). 
To set ideas firmly consider a hypothetical situation for a pro¬ 
duct class where N brands, B-j ^,... ,B^ are available. If a consumer 
considers only brands Bj, Bj and B^ whenever he/she has to buy, then 
Bj, Bj and B^ is his/her choice set. From what has been said earlier, 
the rest of the brands B^ i/I,J,K have been hierarchically eliminated 
consciously or otherwise. It is also reasonable to presume that for 
this consumer Bj, Bj and B^ are more similar to one another than any 
one of these three (Bj, Bj, B^) is to any other brand not in the choice 
set. To choose one brand from Bj, Bj and BK the consumer could apply 
either a strenuous strategy (like Linear Compensatory or Conjunctive) 
or a simple strategy (like Affect Referral) depending upon his/her 
propensity for detailed cognitive processing. What strategy is actual¬ 
ly used is beyond the scope of this dissertation. But an argument can 
be made that the consumers have structured the market in a hierarchical 
way. Figure 5 pictorially portrays this argument. 
The hierarchy and the choice set consisting of Bj, Bj, B^ is 
stable until such time there is a "shock" in the market; e.g., intro¬ 
duction of a new brand or introduction of a new sub-class of a product, 
for example, decaffeinated coffee, sugar free soft drinks. 
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B-| B2 ... B^ (All brands in a product class) 
Accef Reject First attribute 
Wibjbk B., i^l ,2,1,J,K 
Reject Second attribute 
(The set consumers would consider in any purchase occasion) 
Figure 5. Conscious or non-conscious hierarchical structuring of 
a market. 
Decision Nets 
A different paradigm receiving attention in the literature has 
been popularized by Bettman (1975) and is referred to as Decision Nets. 
The decision net approach to studying information processing has been 
characterized by the viewpoint that a good way to understand decision 
processes is to start with individual subjects, and build detailed 
models of the choice heuristics used by these particular individuals in 
specific choice situations. Bettman (1971) describes decision nets in 
terms of tree type structures as is shown in Figure 6. 
The numbers 1, 2 or 3 represent certain attributes. One branches 
into a No (N) or Yes (Y) branch depending upon whether the attribute is 
present or not. The alternative which meets all the criteria is se¬ 
lected. Research on decision net models in the consumer behavior area 
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1 
Figure 6. A simple example of a decision tree. 
has been done primarily by Bettman, however others have contributed 
(cf. Clarkson 1962; Haines 1964a,b). 
The essential difference between Decision Net and Lexicographic 
types of models is that Decision Net models theoretically postulate 
brand processing, whereas Lexicographic models are attribute based pro¬ 
cessing. Bettman stresses this subtle difference. Decision Net models 
were specifically developed for shopping behavior. Since most of the 
stores have brand oriented displays, he hypothesizes that the brands 
are considered one by one and for every brand the consumer goes through 
the tree structure until the alternate is rejected or accepted. Obvi¬ 
ously there may be more than one brand that may be acceptable. The 
choice criterion in such a situation is not clear. Some researchers 
suggest the first alternative to meet the criteria is accepted. Given 
26 
the reigning school of thought that processing may indeed by by attri¬ 
butes, decision nets are not very popular. Note, however. Decision Net 
models are yet another evidence that hierarchical structuring may be 
operating. It is intuitively reasonable to conjecture that the first 
question the consumer asks is the most important one. When not in an 
actual shopping situation, the consumers would probably process all 
brands simultaneously. Hence, the market is being hierarchically 
structured. 
Stochastic Models 
Bass (1974) writes: 
If an intelligent being from a remote planet was presented with 
certain facts about the trivial physical differences in brands and 
identical prices which exist in many product categories here on 
earth and asked to develop a model of consumer choice behavior for 
these conditions, he might assert with little hesitation that: 
consumers would be indifferent with respect to the available brands, 
choice would be a random process . . . 
The most fundamental question that can be asked about consumer 
choice behavior, or about any human behavior, is whether that be¬ 
havior is at least partially stochastic or whether, in some funda¬ 
mental sense, there exist causes and explanations for all behavior. 
Many, if not most, behavioral scientists since Freud have believed 
that there exists an explanation for all behavior even if the ex¬ 
planation must be sought in the unconscious. At some point, how¬ 
ever, the distinction between an explanation based on objective and 
reproducible evidence and an explanation based on subjective 
conjecture becomes a distinction between an explanation and no 
explanation at all. To the extent that there is a stochastic 
component in behavior, it is no more possible to provide an 
explanation for that component than it is to provide an explana¬ 
tion for the outcome of the toss of a coin. Despite growing 
evidence that individual consumer choice behavior is characterized 
by substantial randomness, the underlying premise or rationale 
which guides most of the current research in individual consumer 
behavior is that, in principle, behavior is caused and can there¬ 
fore be explained. . . . Thus, works such as those by Howard and 
Sheth (1969) and Engel, Kollat, and Blackwell (1968), however 
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valuable they may have been in providing structure and framework 
for empirical research, may have misdirected research by implicitly 
overemphasizing deterministic models of behavior. 
Fortunately for the purposes of this dissertation we do not have 
to get involved in this debate. What is important is that the stochas¬ 
tic modeling literature provides further justification for existence of 
tree structures. The discussion here does not deal with all the proba¬ 
bilistic theories of preference but only ones consistent with tree 
structures. Luce's model (Luce 1959) which is based on the notion of 
independence of irrelevant alternatives is discussed first. Though 
Luce's theory has come under criticism with regard to its simplistic 
and unrealistic nature, it nonetheless forms the basis for the more 
sophisticated models. 
Luce's Model 
Let T={x,y,z...} be a finite set of alternatives under consi¬ 
deration from which a consumer has to choose. Let A,B,C... be specific 
non-empty sets. The number of elements in A,B,C... are a,b,c... The 
probability of choosing an alternative x from an offered set AcT is 
denoted by P(x,A). 
Luce's model rests on the assumption of "simple scalability." A 
scale is defined as a real-valued, non-negative function in one argu¬ 
ment. Under the above assumption each alternative can be scaled so 
that each choice probability is expressible as a monotone function of 
the scale values of the respective alternatives. Krantz (1964) formal¬ 
ly stated the assumption of simple scalability as: Simple scalability 
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holds if there exists a scale V defined on the alternatives of T and 
functions Fp in n arguments (2<n<t) such that for any A = (xy.. .z}<rT 
P(x,A) = Fa(u(x),...u(z)), (3.9) 
where Ffl is strictly increasing in u(x) and strictly decreasing in the 
remaining a-1 arguments provided P(x,A)/0 or 1. 
In Luce's (1959) model, the P(x,A) takes the form 
p(x,A)=_rnfyI • (3J0) 
m 
In a simple case of just two alternatives 
p(x,{x,y}) - ^(^yT • (3.11) 
The above model means that the relative odds of alternative x be¬ 
ing chosen over the alternative y are independent of the number and 
nature of the other options in the set, i.e., 
if P(x,A) > P(y,A) then P(x,{x,y}) >1/2 
and P(x,B) >P(y,B) 
where x,ycA,B. 
Many authors have criticized the naive assumption in Luce's 
model. Debreu (1960) explicates this with the following illustrative 
example. Suppose one is faced with a choice between three records: a 
suite by Debussy, denoted by D, and two different recordings of the 
same Beethoven symphony denoted by B-j and B^, respectively. If the 
Beethoven recordings are of equal quality and if one is indifferent 
between Beethoven and Debussy, the scale value associated with each 
alternative is equal. Thus 
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P(D,{BrD}) = P(D,{B2,D}) = P(B1#{B1#B2} = 1/2. 
From Luce's model we find P(D,{B-| ,B2,D}) = 1/3, which is not intuitively 
acceptable. The indifference is between Beethoven and Debussy and, 
therefore, one would expect even when B2 is included in the choice set 
containing B-j and D, the probability of choosing D would still remain 
close to 1/2. Another illuminating example is provided by Tversky 
(1972). Tversky concludes by saying, "Choice probabilities, therefore, 
reflect not only the utilities of the alternatives in question, but 
also the difficulty in comparing them." Thus, an extreme choice proba¬ 
bility (i.e., close to 0 or 1) can result from either a large discre¬ 
pancy in value or from an easy comparison as in the case of an added 
bonus to one alternative. 
Elimination By Aspect Theory (EBA) 
Tversky (1972) describes choice as a covert sequential elimina¬ 
tion process. At every stage of the process an aspect is selected 
(from those included in the available alternatives) with probability 
that is proportional to its weights. The selection of an aspect elimi¬ 
nates all the alternatives that do not include the selected aspect. 
The process continues until a single alternative is left. This process 
is similar to Lexicogrpahic models (Coombs 1964; Fishhurn 1968). How¬ 
ever, in those models the ordering of the relevant attributes is speci¬ 
fied a-priori. In the EBA model, no fixed prior ordering of aspects or 
attributes is assumed and the choice process is inherently probabilis¬ 
tic. * 
The way the model works is perhaps best illustrated by a simple 
example. Let there be a three-al ternative set T={x,y,z}. We do not 
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know what aspects are considered by an individual in any particular 
choice problem. Let the associated aspects be denoted by 
x' = {a, 0102 plp2 0)} 
y' = {6^2 ®1 ®2 P1 °2 w} 
z' II r-*—
i 
-<
 
ro
 C
\J 
C
L
 
Q. al a2 0)} . 
It should be noted that a, 3 and y are unique aspects of x, y and 
z, go is common to all and 0, p and a are common to xy, xz and yx, re¬ 
spectively. o) can be discarded from the process since it does not eli¬ 
minate any alternative. 
Let y be a scale which assigns to each aspect a positive number 
representing its utility or value, i.e., the utility of aspect a-j to a 
consumer is y(a-j). The probability that x will be chosen from an 
offered set T is P(x,T). 
Now x can be directly chosen from T by selecting either a-j or a2 
in the first stage. The probability that either a-j or a2 will be 
selected in the first stage is 
y(a, ) + y(ou) 
—-— (3.12) 
where 
K = ) + y(a2) + y(p1) + y(p2) + p(3-j) + y(32) + b(Y-| ) + 
+ y(a-j) + y(a2)+y(Q1) + y(©2). (3.13) 
K is the sum of scale values of all aspects under consideration, x can 
be chosen via {x,y}, i.e., 0-j02 is selected in the first stage and then 
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\ is cvso" over y. This occurs with the probability 
utej+^ej 
-£-P(x,{x,y}). (3.14) 
Similarly, \ can be chosen via {x,z}. This occurs with a probability 
li(p|)+v(pp) 
-jT-— P(x,{x»z}). (3.15) 
~tjs, the probability of x being chosen from T is 
^ [y(^ ) +11(012) + (11(6^) + y(e2))(P(x,{x,y}) + 
(p(p-j) + y(p2))(P(x,{x,y})]. (3.16) 
The E3A model has been formulated in terms of aspects. However, 
the model can be made more "pragmatic" if we reformulate it in terms of 
jm'qje aspects. 
Let 
{x} denote the aspects that belong to x alone; 
{xy} denote the aspects that belong to x and y alone; 
{yz} denote the aspects that belong to y and z alone. 
Also define by 
u(x) = u(0|) + y(a2) (3.17) 
and y(xy) = y(©1)+y(©2). (3.18) 
P(x,T) can now be written as 
y(x) + y(xy)P(x,{x,y}) + y(xy)P(x,{x,z}) _ (3.19) 
y(x) +y(y) +y(z) + y(xy) + y(xz) + y(yz) 
The model can be easily extended to larger sets. 
The Elimination by Aspect model settles the problem of Constant 
Ratio Model (Luce's Model). 
32 
Elimination by Tree (EBT) 
The EBA model is not a parsimonious model at all, since it is 
characterized by 2n-2 parameters where n is the number of alternatives. 
The representation of choice alternatives as a tree structure drasti¬ 
cally reduces the number of parameters to 2n-2. To illustrate consider 
the following example. The set of alternatives consists of five 
entries--steak, roast beef, lamb, soil, and trout. The links denote 
the aspects and the nodes a set of alternatives. The tree is shown in 
Figure 7 below. 
Steak, Roast Beef, Lamb, Sole, Trout 
Figure 7. The illustrative tree for the EBT Model 
Simple application of EBA to a tree structure is Elimination By 
Tree. 
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Hierarchical Elimination Method (HEM) 
A tree can also be viewed as a hierarchy of choice points. One 
begins at the top of the tree, selects the branch and then proceeds to 
a node. The process is repeated until only one alternative is left. 
Tversky and Sattath (1979) have proved that EBT and HEM are 
equivalent. To see this consider the simple example described in Fi¬ 
gure 7 and compute the probability of choosing steak. Under the EBT 
model 
P(steak,T)EBT a+ 0(a+$) + A^a+3+Y+0) + ^a+3+Y+O^ ^a+3^ 
= (a)(a+g+e)(a+3+Y+Q+A) 
(a+3+Y+0)(a+3) 
(3.20) 
under the HEM model 
Pfsteak T) = (a+3+Y+e+Ax x / a+3+Q w a \ Pi steak, UHEM l 1 ) x la+3h-q+y'W'* (3.21) 
Note, however, that after some rearrangement the two probabilities can 
be shown to be the same. 
Thus, the HEM model states that the probability a choice set is 
selected is proportional to the sum of the measures of all aspects 
which are associated with at least one alternative in the choice set 
excluding aspects shared across partitions. The decision proceeds 
through a succession of partitions until one alternative is left. 
Thus, HEM is the stochastic analog of the Lexicographic Model and does 
not suffer in the same way as the Luce Model. 
It will now be shown that with a structuring of the initial 
choice set into a tree structure. Luce's Model can be used to predict 
probabilities accurately. Luce's model breaks down in the case where 
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sow of the alternatives, within a choice set, are more similar to one 
another than others in the set. In the example described earlier the 
two Beethoven records are more similar to each other than either is to 
the Debussy record. Luce's model predicts a 1/3 probability for each 
of the events, whereas it was argued that the probabilities should be 
1/2 for Debussy and 1/4 for B-j and 1/4 for B2. Figure 8 shows how the 
problem with Luce's Model can be resolved by structuring the choice 
set. The initial choice set {B^ B2 D} is split into two homogeneous 
subsets {B-j B9} and {D}. If Luce's Model is applied to the homogeneous 
subsets, the assumption of independence of irrelevant alternatives does 
not create problems. Luce's Model will also predict more or less equal 
probabilities for all alternatives within a homogeneous subset. This 
Figure 8. Initial choice set structured into a tree. 
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implies that there can be random switching (and easier) within this 
homogeneous segment. 
In conclusion the stochastic modeling literature also presents 
evidence for accepting tree-structures as plausible descriptions of 
consumer decision making. Models which scale alternatives, like Luce's 
Model, make more accurate predictions if the initial choice set is 
structured in the form of a tree than if the initial choice set is 
unstructured. For the case of models scaling aspects (attributes), 
e.g., EBA, tree structures result in estimation of lesser number of 
parameters than unstructured choice sets. Another important result, 
that needs to be highlighted, is the equivalence of HEM and £BT in 
terms of predicting the probability of an event. In other words 
whether the aspects are arbitrarily selected, for the purposes of brand 
comparison, or selected in the sequence implied by the tree, the proba¬ 
bility of selecting any alternative is the same provided the weights 
(scales) associated with the aspects (attributes) remain the same. 
Summary 
This chapter discussed two approaches to modeling consumer deci¬ 
sion making: deterministic models and stochastic models. Review of 
the literature in the deterministic models field provided evidence of 
pervasiveness of Lexicographic decision making. It was argued that 
consumers may non-consciously go through the Lexicographic process, 
i.e., hierarchically structure the market, as the first phase of their 
decision making. For day to day decision making they choose from 
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within a smaller homogeneous subset (within a branch). Decision Net 
Models provided further support for tree type structures in decision 
making. Though Decision Net Models were specifically hypothesized for 
shopping situations and as brand-based processing, in the absence of a 
shopping environment they imply hierarchical structuring of the market. 
The section on stochastic modeling literature concluded by proving 
that initially structuring of the choice set in the form of a tree re¬ 
sulted in more accurate predictions of choice probabilities or a more 
parsimonious model. Overall one is inclined to conclude that hierarchi¬ 
cal structuring of markets indeed has enough theoretical and empirical 
foundation. 
CHAPTER IV 
MARKET STRUCTURING—HISTORICAL AND 
CURRENT PERSPECTIVES 
Introduction 
In this chapter various techniques of market structuring will be 
described and briefly evaluated. As was mentioned in Chapter II 
approaches to structuring markets can be bifurcated into hierarchical 
and non-hierarchical techniques. Non-hierarchical techniques are first 
discussed followed by hierarchical techniques. The chapter concludes 
with a summary table comparing the various techniques. 
Non-Hierarchical Methods 
1. Cross-Elasticity of Demand 
The cross-elasticity of demand is given by 
3qa 3p. 
<4-D 
qi pk 
where q. is the quantity of brand "i" sold and p^ is the price of brand 
"k". The change in sales of one brand due to the change in price of 
another is an indicator of how similar the two are perceived to be. A 
large positive value means that the products are substitutes and are 
therefore in direct competition with each other. If cross-elasticities 
can be calculated for all pairs of brands in the set under considera¬ 
tion, we could infer something about the way the market is structured. 
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Critique. 
(a) In any real world situation there are many variables operat¬ 
ing simultaneously. There may be price cuts by more than one brand, 
promotional campaigns by others. It would be practically impossible to 
purge such confounding and indirect effects. 
(b) Even if the confounding effects are ignored, collection of 
data is a mammoth task. 
(c) Clearly the methodology is very weak. The output is just a 
"similarity" matrix, which has to be interpreted. Techniques like 
Multi Dimensional Scaling (MDS) and Cluster Analysis use similarity 
matrices as inputs for more insightful and interpretable outputs. 
2. Repeat Purchase Behavior 
For frequently purchased goods probabilities of repeat purchase 
and switching can be calculated in the tradition of a first-order 
Markovian Model. The transition probabilities obtained indicate which 
brands can be considered similar. Though it is easy to operationalize, 
techniques based on repeat-purchase probabilities have a number of 
problems stemming from the usage of panel diaries. 
Critique. 
(a) Panel Diaries do not control for different shoppers. For ex¬ 
ample, the brand switching observed may be due to another member of the 
family making the purchase. 
(b) The brand switching may be because of temporary promotional 
campaign. 
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(c) For frequently purchased goods multiple purchases may take 
place. 
(d) Variety seeking may be the cause, of a new brand being pur¬ 
chased, rather than its similarity to the previous brand. 
(e) Consumers may purchase different brands for different uses. 
(f) Like Cross-Elasticity of Demand, the output is just a simi¬ 
larity matrix which is not very interpretable. 
3. Similarities in Customer Usage Behavior 
This technique tries to overcome the disadvantage present in 
Repeat Purchase Behavior technique of purchasing a different brand for 
different need or usage occasion. Substitutability or similarity is 
indicated by the percentage of total usage of a brand for a particular 
benefit. Thus, if two or more brands are used for more than a certain 
percentage of their total usage for a particular product benefit, these 
brands can be called substitutes (cf. Cocks and Virts 1975). 
Critique. 
(a) The data requirement for this technique is very stringent. 
Every time a brand is bought we have to know for what product benefit 
it is being bought. Cocks and Virts (1975) used this methodology suc¬ 
cessfully because of the availability of a panel of three thousand phy¬ 
sicians who recorded "prescription" and "desired action of the drugs." 
(b) The criterion on judging substitutability is quite arbitrary. 
Cocks and Virts classified drugs as substitutes if 10 percent or more 
of the total usage of each drug was in the treatment of a specific 
diagnosis. 
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4. Similarities in Customer Usage--Judgments 
Since the data requirement for Cocks and Wirts (1975) methodology 
is complex, Steffler (1979) used judgmental data. Respondents were 
asked to judge the appropriateness of 52 drugs for 52 symptoms. A 
Product-by-Uses Matrix was formed. A cell (i,j) is checked if Product 
"i" is used for symptom "j". The rows and columns are rearranged to 
cluster as many checks as possible. The resulting matrix pictorially 
portrays products in direct competition for the same usage situation. 
Critique. 
(a) This technique does not utilize behavioral data and, there¬ 
fore, the disadvantages associated with behavioral data are not pre¬ 
sent. But the demand on respondents to complete a matrix can be fairly 
taxing. 
(b) No formal methods for judging which brands are substitutes 
are available. 
5. Perceptual Maps 
Perceptual maps are probably the most popular techniques used to 
structure markets. Various algorithms are available to generate per¬ 
ceptual maps. For example, perceptual maps can be obtained from Multi 
Dimensional Scaling (MDS), Multiple Discriminant Analysis and Factor 
Analysis. 
Critique. Techniques for deriving perceptual maps suffer from a 
number of liabilities. Most important are the following: 
.(a) Most of these techniques are data driven. 
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(b) Different algorithms, even under the same general class like 
MDS, give different results. 
(c) Labeling of the dimensions can be subjective. 
(d) If the solution is restricted to two dimensions, the reduced 
space can become cluttered when many brands are involved. 
(e) Increasing the number of dimensions makes the solution diffi¬ 
cult to comprehend. 
(f) No statistical goodness-of-fit test. 
Hierarchical Models 
The arbitrariness in deciding the set of brands to be included in 
the analysis has already been mentioned. Therefore, it becomes all the 
more useful to think in terms of hierarchy of products (Lunn 1972). The 
highest level of hierarchy being defined by significantly different pro¬ 
ducts satisfying the same generic need. The following describes and 
critiques many of the techniques that have been proposed to identify, 
directly or indirectly, hierarchies. 
1. Decision Nets 
This method of directly identifying trees has been discussed 
earlier. Essentially individual subjects in specific choice situations, 
for example in a store, are asked to think aloud while making a deci¬ 
sion. The protocol data collected is analyzed to uncover a decision 
tree of the type shown in Figure 6. 
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Critique. 
(a) Though from an information processing point of view this is 
the most appealing technique, the collection of data through protocols 
is both expensive and time consuming. 
(b) There are statistical difficulties in aggregating individual 
trees (Bettman 1974). Since the concept of market structure does have 
an "overall average" connotation, the applicability of this approach is 
limited for structuring markets. 
(c) Finally, the works of Tversky (1969) and others (cf. Russ 
1971, Russo and Rosen (1975), Russo and Dosher (1975), Bettman and 
Jacoby (1976) and Capon and Burke (1977)) on attribute based processing 
models further limits the popularity of decision nets. 
2. Hendry System 
Butler (1966, 1976) developed a theoretical model to define hier¬ 
archical competition. In this model products are considered to be in 
the same partition (or branch) and, therefore, in competition if 
switching is proportional to the product of their market shares. The 
representation corresponds to a zero order heterogeneous multinomial 
model (Kalwani and Morrison 1977). The switching between brands i and 
j, if they are within the same partition, is given by 
P(1j) = K^-S y (4.2) 
where 1^ is a switching constant, and S^ and Sj are the market shares 
for brands i and j, respectively, within the partition. The theoreti¬ 
cal switching constant is given by 
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q 
l 
i=i 
S?ln(l/S.) 
1+Siln(l/Si) 
S.(l-S-) 
1 V V 
(4.3) 
where q is the number of brands/product within the partition. The 
method entails hypothesizing alternate hierarchies by expert opinion 
and testing the theoretical switching rates with empirically observed 
rates. The best fitting model then defines the structure of the mar¬ 
ket. 
Critique. 
(a) The Hendry Model uses behavioral data and, therefore, has all 
the disadvantages discussed under the Repeat Purchase technique. 
(b) Vanhonacker (1979) found that substantially different hier¬ 
archies adequately fitted the same data. 
(c) The Hendry Model is based on the arbitrary assumption that if 
two brands are within a partition (subset of homogeneous brands), the 
switching between them will be proportional to the product of their 
market shares. 
3. Hierarchical Elimination Method 
This method has been discussed earlier in Chapter III. Essen¬ 
tially choice alternatives are represented as a tree structure. One 
begins at the top of the tree and chooses from the branches that follow 
directly from the node. The probability of selecting a branch is pro¬ 
portional to its weight. The next choice node is at the bottom of this 
branch. The process is repeated until a branch with a single 
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alternative remains. Maximum Likelihood techniques can be used to 
estimate the 2n-2 parameters of a tree. Experiments in which respon¬ 
dents make repetitive choices from a pair or triples of stimuli are 
conducted to gather estimates of probabilities and test whether hypo¬ 
thesized trees are true (see Tversky and Sattath 1979). 
Critique. 
(a) A major limitation of this methodology is its inability to 
analyze certain types of trees. For example, trees with two or more 
branches which further branch out along the same attribute are inadmis¬ 
sible. An inadmissible tree is shown in Figure 9. 
Soft^ 
National Regional 
/\ /\ 
Sugar Sugar Sugar Sugar 
free free 
Figure 9. Inadmissible trees for HEM. 
(b) Data collection tasks are very complex. 
4. Clustering Techniques 
Rao and Sabavala (1981) estimated hierarchical structure for the 
soft drink market using brand switching data. A matrix of brands pur¬ 
chases at time period 1 and time period 2 is modified to give a simi¬ 
larity matrix which is subjected to a hierarchical clustering algorithm, 
which produces a hierarchical structure in the form of a dendogram. 
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Critique. 
(a) The problems inherent with the use of behavioral data as de¬ 
scribed under Repeat Purchase Behavior technique apply to Clustering 
Techniques too. 
(b) Clustering techniques are data driven. 
(c) No formal statistical tests for goodness-of-fit are available 
for clustering algorithms. 
5. Prodegy Model 
This model has been very recently developed for market entry 
strategy formulation by Urban, Johnson and Brudnick (1981). It has a 
component which develops a technique for identifying hierarchies. 
The criterion to judge the appropriateness of a hierarchical tree 
structure is based on the probability of an individual buying a product 
in the branch that contains that individual's first preference product, 
under the condition that the first preference product is not available. 
Aggregate probabilities across individuals for each branch are used. 
The model formulation is as follows: 
= number of individuals whose first choice is in branch "b" 
P -• = probability of individual "i" buying brand "j" 
PT- = probability of individual "i" buying the first preference 
J product 
. = conditional probability of "i" buying "j" when first 
J choice is not available 
Ih = set of individuals whose first preference product is in 
branch "b" 
B^ = set of products in branch "b" 
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C. = set of products individual "i" would consider buying 
JT = individual i's first preference product 
Pib = for individual "i" who has his/her preference in branch 
"b", probability of buying a product in branch "b" when 
his or her first preference is not available 
Pb = ^or inc*ividuals who have their first choice in branch "b" 
the probability of buying a product in branch "b" when 
their first choice is unavailable 
It follows that 
ft 
p.. 
u (4.4) 1 • . 
1J (1-p*.) ’ 
1J 
pib 
= l p.., 
jcBb ’3 
(4.5) 
pb = y p../n. . • “t ib b 
ieIb 
(4.6) 
Testing of the tree is branch-wise. If a particular branch of a 
tree was specified correctly, i.e., it contains a homogeneous subset, 
then would be high. To obtain an overall measure (P) of goodness of 
a tree, P^ is averaged across branches to produce an aggregate tree 
probability of buying in the branch when the first preference is not 
avail able. 
P = IWIV (4-7) 
b b 
A good tree structure will have a high value of P. The P measure can 
be tested for statistical significance. For details see Urban, 
Johnson and Brudnick (1981). 
47 
Critique. 
(a) Estimation of probability p.. is very complex. Direct survey 
* J 
measures of rank order preference are obtained by interviewing respon¬ 
dents. These rank orders of preference can be converted to p^. using 
various formulae based on different assumptions. None of these conver¬ 
sions is free from problems (see Urban, Johnson and Brudnick 1981). 
Moreover, further data are collected by simulating a shopping environ¬ 
ment in a lab. Clearly the data collection task is a major drawback of 
this technique. On the other hand, since data are specifically col¬ 
lected, this technique allows flexibility in the type of data gathered. 
6. Principal Partitioning of Revealed Substitutabilities 
Like many of the techniques (Perceptual Maps, Cluster Analysis) 
already discussed. Principal Partitioning is also based on analyzing a 
"similarity" matrix (Fraser and Bradford 1983). Rndex °f Revealed 
Substitutability (IRS) is used as an indicator of "similarity" between 
two brands/items. The IRS criterion is based on interpurchase times. 
Let X..j denote the interpurchase time between two consecutive purchases 
of brand "i" and X.. denote the interpurchase time between two pur- 
• J 
chases of brand "i" and brand "j". If "i" and "j" were perfect substi¬ 
tutes then it would be expected that 
E(X.•) = E(X. .) 
v n i j 
and, similarly. 
E(X ..) = E(X ..). 
JJ Ji 
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If "i" and "j" were perfectly independent items then 
E(X..) > E(X. .) 
v n l J 
and 
E(xjJ)>E(xji)- 
Using these expected values, Fraser and Bradford (1983) develop 
the Index which is 1 for any perfectly substitutable pair of brands and 
0 for any perfectly independent brands. 
The matrix of indices is subjected to Principal Components Analy¬ 
sis. Brands/Items which load on the same component are interpreted as 
to be in the same partition and, hence, in direct competition. Brands/ 
Items loading on different components are in different partitions are 
not in direct competition. 
The use of interpurchase time does overcome certain limitations 
inherent in using switching frequency data. Firstly, within family 
multiple purchases to satisfy distinct needs present no problems for 
this technique. Secondly, methods using switching frequency data make 
inferences based on aggregate proportions of households having switched 
whereas IRS reflects degree of substitutability within households. 
Critique. 
(a) While IRS has these attractions, the use of Principal Compo¬ 
nents as a method to hierarchically structure markets is not compelling. 
Principal Component Analysis by itself is not capable of producing 
tree-structures. Hence, the interpretation of components as levels in 
a hierarchy is misleading. Moreover, using loadings to identify 
brands/items within a branch can result in a brand/item belonging to 
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more than one branch. Brands belonging to more than one branch were 
justified by Fraser and Bradford as reflecting heterogeneity of the 
population. But, under heterogeneous conditions, it may be advisable 
to a-priori segment the market so that a brand/item belongs to only one 
branch. 
(b) The IRS matrix is not a correlation or covariance matrix. 
Moreover the IRS matrix may not be positive semi-definite. Therefore, 
interpretation of the loadings and eigenvalues extracted from matrices 
which are not positive semi-definite can be misleading; for example, 
the correlations in Table 3 reported by Fraser and Bradford are greater 
than one. 
Summary 
In this chapter various techniques to structure markets were 
described. Both hierarchical and non-hierarchical techniques were 
discussed. Table 1 compares the various methodologies for structuring 
a market on a few common dimensions. 
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CHAPTER V 
METHODOLOGY 
Introduction 
This chapter begins with an introduction to Latent Structure 
Analysis. The model, goodness-of-fit criteria, estimation and identi- 
fiability are discussed. The next section investigates the relation¬ 
ship between Latent Structure parameters and Transition Probabilities. 
The problem of testing hierarchies is formulated in the Latent Struc¬ 
ture framework. A step by step methodology, which can be used to 
confirm an a-priori hypothesized hierarchy, is then developed. 
Latent Structure Analysis 
Basic Model 
Consider a three-way IxJxK multidimensional table formed by the 
crossclassification of variables A, B, and C. The table has IJK cells 
and we denote by n... the population or expected probability in the 
1J K 
(i,j,k) cell of the ABC Table (i=l ,2,... ,1; j=l ,2,... ,J; k=l ,2,...,K). 
Let X be an unobservable latent factor having T levels or 
classes. If the latent factor X having T levels can explain the 
observed relationships among the manifest variables A, B, and C then 
the following relationship holds: 
i nABCX 
tSiw 
(5.1) 
51 
52 
where 
nAB™ - njAW 
ijkt t it jt kt (5.2) 
denotes the probability that an individual is at level (i,j,k,t) with 
respect to the directly unobservable joint variable (A,B,C,X). Substi¬ 
tuting (5.2) into (5.1) yields the fundamental equation of latent 
structure analysis: 
T 
n = y nVWx 
ijk t=-| tili tJ jtJ kt* 
rX 
(5.3) 
th nt refers to the probability that an individual will be in the t 
latent class of X. 
nAX(nBX)(nBX) denotes the conditional probability that an indivi¬ 
dual will be at level i(j)(k) on variable A(B)(C) given that the 
individual is in the t^*1 latent class of X. 
X 
n. provides information with respect to the class distribution of 
^ Sy ry c y 
the latent factor. n?*, n.and provide information on the 
relationship between a particular manifest variable and the latent 
factor and are thus interpreted in an analogous way as factor 
loadings are in the common factor analytic model. 
From (5.1), (5.2), and (5.3) we see that within the ttfl latent class of 
X the manifest variables are mutually independent. This implies that 
the latent factor X does indeed explain the relationship among the 
manifest variables. 
Because the latent class parameters given in (5.3) are probabili¬ 
ties they are nonnegative and subject to certain constraints. For 
example, 
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in;.., in*;.., in';-. 
t=l 1 i=l .1=1 k=l Kt 
SX K ,cx 
T rX„AX _ „a I „X„BX „B tlWt - ni • tl KnTt=nj ’ tl, "X't' nk • 
By applying the definition of conditional probability we can 
write 
ttABCX _ nABCX/TT (- 
nijkt - nijkt/nijk (5-4) 
ABCX 
where denotes the conditional probability that an individual is 
in latent class t given that the individual is in the (i,j,k) cell 
with respect to the joint variable (A,B,C). 
The relationship in (5.4) allows us to rewrite the parameter 
as 
nx = y n nABCX 
* ilk1*1*4 
(5.5) 
and the conditional probabilities as 
rAX _ , r „ „ABCX1ttX 
n it - U.vTkX 
J 5^ 
nSx = ( y n nABCV 
jt iiJk ijkt' t 
ncx . ( y „ nABCX. X 
kt i jkJ1i jkt;nt 
* »J 
(5.6) 
(5.7) 
(5.8) 
Estimation 
Iterative proportional scaling methods developed by Goodman can 
be used to obtain maximum likelihood estimates of the latent propor¬ 
tions and conditional probabilities. A general purpose computer pro¬ 
gram for Maximum Ukelihood Latent Structure Analysis, called MLLSA, is 
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available (Clogg 1977). The algorithm used in MLLSA 
1. ensures that estimates of model parameters are all within the 
permissible (0,1) range while satisfying certain probability 
restrictions; and 
2. determines the local identifiability (to be discussed) of the 
specific latent class model requested. 
Equations (5.5)-(5.8) imply the likelihood equations that are 
used to obtain the estimation algorithm. Letting P.be the observed 
proportion of individuals at level (i,j,k) with respect to the joint 
variable (A,B,C) the maximum likelihood estimates (njS, n^, n^, nj^) 
satisfy the following system of equations: 
nx = l P... ii^BBX t ij^ijkukt (5.9) 
«■ < 
J 
(5.10) 
nBx = ( y p nABCX)nx •jt L‘,k ijk"ijkt;'‘t (5.11) 
nCx = ( y P nABCX)nx kt ijk ijkt;llt (5.12) 
n = (nx /x nBx nCx) .. Ult. »it. Ujt» \t' (5.13) 
n = (nx nSx nBx nCx) -• U1t’ J1it’ J1jt’ kt (5.14) 
To calculate fi apply the following iterative procedure. 
1. Start with initial trial value for 
n(o) = {itx(o), n^x(o), nBx(o), nBx(o)}. 
2. Use 
nABCX = nxnflxnBxnBx 
ijkt t it jtukt 
(5.15) 
to obtain a trial value by replacing the terms on the right-hand 
side of (5.15) by the corresponding components in n(0). 
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3. Use 
(5.16) 
to obtain a trial value replacing the terms on the right-hand side 
of (5.16) by the corresponding trial value found in Step 2. 
4. Use 
(5.17) i jkt ijk 
to obtain an initial trial value replacing the terms on the right- 
hand side of (5.17) by the corresponding trial values. 
5. Use (5.9) to obtain a new trial value for fit and (5.10)-(5.12) to 
6. Having obtained a new trial value for the vector n, repeat the pro¬ 
cedure starting with the new trial value using in turn (5.15), 
(5.16), (5J7), (5.9), and (5.10)-(5.12) to obtain the next trial 
value for n. 
Goodness-of-Fit 
Once the maximum likelihood estimates have been found, the fit of 
a specified model to the data can be assessed with two different test 
2 2 
statistics. The first is the Pearson x statistic, denoted by X , 
where 
(5.18) 
The second is the x statistic based on the likelihood-ratio criterion, 
2 
denoted by L , where 
2 
(5.19) 
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Identification 
The number of parameters in need of estimation is called the 
"basic set" and is equal to 
{I+J+K-(M-l)}T-1 , (5.20) 
where M is the number of manifest variables, in this case M=3. How¬ 
ever, since £ II.., =1 only IJK-1 of the II.., need be considered. If 
i,j,k 1JK 1JK 
IJK< (I+J+K-(M-l) )T, (5.21) 
the parameters will not be identifiable since the number of parameters 
in the basic set exceeds the corresponding number of n..^. 
When (5.21) is not satisfied with respect to each IL the deri¬ 
vatives of the function n.., described by the fundamental equation of 
1 J K 
latent structure analysis 
T 
n = y nVVVx 
ijk t [it jt kt 
is taken with respect to the parameters in the basic set. 
A specified latent class model will be locally identified when- 
A 
ever the transformation from the parameter n to n is nonsingular. The 
transformation will be nonsingular if and only if the matrix ji of first 
derivatives 
is of rank equal to the number of nonredundant components of n. The jH 
matrix is shown below. 
57 
. .n AX 
1-1,1 
an* 
an 
an 
211 
X 
1 
niJ(K-l) 
8IIIJ(K-1) 
an* 
Ji Matrix 
.,n AX 
1-1 ,2 
.,n cx K-l ,T 
an 
an 
in 
cx 
K-l ,T 
an 
an 
211 
CX 
K-l ,T 
3HIJ(K-1) 
PjttCX 
3ITk-i ,t 
To summarize the necessary conditions for identifiability are 
IJK-l > (I+J+K-2)T-1 
for the case of 3 manifest variables and T latent classes. The neces¬ 
sary and sufficient condition for local identifiability is that the H 
matrix is of full column rank. For the case of 3 manifest variables 
«• i* f 
and T latent classes, the dimensions of the H matrix are 
(IJ K-l )x(I+J+K-2)T-l. There are IJK-1 rows corresponding to the non- 
redundant manifest proportions and the columns pertain to the non- 
redundant parameters. The elements in the matrix are partial deriva¬ 
tives of the row element with respect to the column element using 
equation (5.3) (Goodman 1974c). The program (MLLSA) developed by 
Clogg (1977) has provisions to check for identifiability. 
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Standard Errors 
The standard errors of the non-redundant parameters can prove 
useful for hypothesis testing. Following Bishop, Feinberg and Holland 
(1975) define J as the Jacobian matrix consisting of first derivatives 
of the expected proportions with respect to the nonredundant parame¬ 
ters. The J matrix is, therefore, an IJKx(I+J+K-2)T-l matrix. If D 
is a diagonal matrix of cell frequencies, then define 
(5.23) 
The matrix of standard errors S is given by 
£ - 1 (5.24) 
where N is the total sample size. 
Restricted Latent Class Models 
Restricting certain latent class parameters can prove useful from 
a confirmatory perspective. Conditional probabilities and latent class 
proportions can be either fixed, i.e., assigned particular values, or 
constrained to be equal to one or more other parameters (Goodman 1974a). 
The MLLSA program allows both types of restrictions to be specified. 
The necessary and sufficient conditions for identifiability are 
easily extended for restricted models. The H matrix contains columns 
corresponding to the non-redundant parameters of the restricted model. 
Parameters constrained to be equal to some constant are not free, and 
are not included in the columns of J1 matrix. Similarly, two parameters 
constrained to be equal will result in only one column in the H matrix 
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instead of two. Goldstein and Dillon (1984) present a clear elementary 
exposition of this subject. For more extensive discussion refer to 
Clogg (1981a,b,c), Dillon, Madden and Kumar (in press), Dillon, Madden 
and Mulani (1983), Goodman (1974a,b,c, 1975, 1978, 1979), and Lazarfeld 
(1950, 1968). 
Latent Class Parameters and Transition Probabilities 
The relationship between latent class conditional probabilities 
and proportions and Markovian transition probabilities is now dis¬ 
cussed. Consider a two-way IxJ cross-classification of variables A and 
B where the rows represent the brands from which the switch occurs and 
the col umns represent the brands switched to_. The rows are denoted by 
variable A having I levels and the columns are denoted by variable B 
having J levels. Therefore, A., i=l,2,...,I represents the ¥ brand 
th 
from which the switch occurs and B., j=l,2,...,J represents the j 
3 
AB 
brand switched tcK Further let n. . be the expected probability of 
* vJ 
belonging to cell (i,j). If a T-class model fits the data, we have 
y nA¥¥ it Jt t* (5.25) 
Let r.. be the Markovian transition probability, i.e., the probability 
■ J 
of going to state "j" given that the previous state was "i", then 
where 
ttAB /ttA 
ri j nij/1Ti ’ 
nA = £nAB. 
1 4 13 
(5.26) 
(5.27) 
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Substituting (5.25) into (5.26) we have 
• = y nAxnBxnx/nA 
ij t“-| it jt t' i ‘ (5.28) 
Now, since 
A‘X 
"it 
= nAX/nA = nAxnx/nA 
“it' i itV i (5.29) 
we can substitute (5.29) into (5.28) which yields 
„ = V /UX 
ij it jt 
(5.30) 
Equation (5.30) states that the conditional probability of going 
to state "j" given that the previous state was "i" is the sum of the 
"T" probabilities of moving from state "i" to latent class "t" and 
from latent class "t" to state "j". This situation is shown in 
Figure 10. The latent classes can be viewed as intervening between the 
beginning (FROM) and ending (TO) states. 
To extend these results to the three dimensional case, where 
more than one switch is incorporated, consider a three-dimensional 
cross-classification as a stack of two-dimensional matrices. Thus, the 
IxJxK cross-classification formed from variables A, B and C is viewed 
as K, (IxJ) FR0M-T0 switching matrices. The level k, k=l,2,...,K, of 
variable C denotes the number of switches. Thus k=l is the first 
switch, k=2 is the second switch and so on. Under this set-up, let 
r.j^ be the probability of going to state "j" given that the previous 
XL. 
state was "i" in the kLn two-way cross-classification, i.e., the 
beginning and ending states are within the same k. Thus, 
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Intervening 
nA¥x + n AX BX 12 1 2 
or 
r 
ij 
= nA¥x Jii 11 j 1 + n 
AXJ3X 
i2 j2 V 1 < i, j < 4 
Figure 10. Markovian transition probabilities and conditional 
probabilities. 
r..,-. = conditional probability of going to state “j" given 
that the previous state was "i" for the first switch; 
r.= conditional probability of going to state "j" given 
that the previous state was "i" for the second switch; 
etc. 
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Now 
r = nABC/nAC 
ri j/k JLi jk/llik 
= (nABC/nc)(nAC/nc) 
ULijk/J1kMJlik/J1k; 
= nABC/nAC 
Now, since a T-class model fits the IxJxK cross-classification 
T ,SxJxrTcx„x ABC = y nA¥xnCxnx 
ijk t“-j it Jt ktnt' 
Substituting (5.33) into (5.32) 
(5.31). 
(5.32) 
(5.33) 
= ( y nAxnBxnCxnx)/nAC 
ij'/k ' t“1 i t jt kt V ik (5.34) 
Now 
ACX = nACX/ AC = AX CX X AC 
]1ikt Likt7 ik ]iitilkt [tx ik 
Substituting (5.35) into (5.34) yields 
T 
= T nACXnBX 
ij/k t£-, iktnjt 
(5.35) 
(5.36) 
which is the analogue to equation (5.29) for a three-dimensional table. 
As will be demonstrated in Chapter VI, equation (5.36) becomes useful 
when a series of transition matrices are analyzed simultaneously. 
Testing Hierarchies Using Latent Structure Analysis 
To illustrate how latent class models can be judiciously used to 
structure markets consider a hypothetical market for a single product 
class, call it product class X, composed of eight brands B1 ,B2,... ,B8, 
which are evaluated by the presence or absence of only two attributes, 
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A1 and A2. Table 2 presents a description of each of the eight brands. 
TABLE 2 
ATTRIBUTES OF EIGHT BRANDS OF A HYPOTHETICAL 
PRODUCT CLASS X 
Brands 
Attributes 
A1 A2 
B1 B2 
B3 B4 
B5 B6 
B7 B8 
0 
0 
1 
1 
0 
1 
0 
1 
In the table a "0" denotes the absence of the attribute, and a "1" de¬ 
notes the presence of the attribute. For ease of exposition, assume 
that there is only one hierarchy existing for the population of 
interest and that attribute A1 is the most important attribute. This 
hierarchy is shown in Figure 11. 
According to the hierarchy shown in the figure switching between 
B1 and B2 or between B3 and B4 should occur more frequently than 
switching between B1 and B3 or B1 and B5. Since we have assumed that 
only one hierarchy drives the market, brands B1, B2 can be viewed as 
forming one homogeneous subset of brands, whereas brands B3, B4 form 
another; similarly, brands B5, B6 and brands B7, B8 form two additional 
homogeneous subsets. It was hypothesized in Chapter II that consumers 
consciously or otherwise structure the market in a hierarchical 
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B1 B2 ... B7 B8 
Figure 11. Hypothetical hierarchy for Product Class X. 
fashion. The implication of this is that for day-to-day decisions con¬ 
sumers consider only one homogeneous subset, and not all the brands 
within the product class as their choice set. One consumer might con¬ 
sider only brands B1 and B2 when buying in product class X, whereas 
another consumer might consider only brands B5 and B6. For the former 
consumer switching is easier between brands B1 and B2, whereas for the 
latter consumer switching is easier between brands B5 and B6. Before 
the market is structured, i.e., preferred homogeneous subsets of 
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brands are decided upon, consumers can switch between subsets rather 
than within a subset. After structuring, however, they operate only 
within the selected subset. In terms of brand switching probabilities 
this means that a consumer who does not have a "meaningful" history of 
being within a homogeneous subset has a higher probability of switching 
out of the homogeneous subset, whereas a consumer who has been within a 
homogeneous subset for some time has a lower probability of switching 
out of the homogeneous subset. It is hypothesized, therefore, that the 
longer a consumer stays within a homogeneous subset the probability of 
switching out of the homogeneous subset decreases. With this as the 
background, the following develops a stepwise procedure for testing 
hierarchies. The testing procedure will be illustrated in the context 
of the hierarchy shown in Figure 11. 
A Stepwise Procedure 
In discussing the proposed stepwise procedure the following nota¬ 
tion will be used. Each unique combination of the two attributes 
(A1 , A2) defines a brand type. Denote these types as 1(0,0), 11(0,1), 
111(1,0), and IV(1,1). Brands B1 and B2 are type I since both register 
(0,0) on attributes (A1,A2); similarly, brands B7 and B8 are type IV. 
The hierarchy based on brand type is shown in Figure 12. The stepwise 
procedure is now outlined below. 
Step 1. 
From the panel data select members, who have at least five 
switches, and construct a string of six purchases reflecting 
five consecutive switches for each chosen member. 
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I, II, III, IV 
Figure 12. Hierarchy for Product Class X in terms of types. 
The number of switches may be more or less depending upon the 
market being structured. Chapter VII discusses this point. A switch 
occurs whenever a consumer purchases another brand type compared to the 
previous type. Thus, in the context of this illustration, the purchase 
sequence I, I, II, I, I would be characterized as having two switches. 
For analysis purposes repeat purchases are not included. Thus, if a 
consumer has the purchase sequence II, I, II, II, II, I, II, II, I, 
III, IV, the string for analysis is II, I, II, I, II, I. 
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Step 2. The second step has two phases both of which involve 
constructing the cross-classification tables from data from Step 1. 
The total number of tables formed is equal to the number of switches 
considered in Step 1. 
Step 2A. Form a two-way IxJ cross-classification of type 
bought when the first purchase was made by type bought the 
first time a switch occurred. 
Note in the context of brand switching matrices, I will always be equal 
to J. 
The next four cross-classifications, described in Step 2B below, 
are necessary to test the hypothesized phenomena that the longer consum¬ 
ers remain at a lower level of a hierarchy, i.e., switch within a homo¬ 
geneous subset, the lower becomes the probability of switching to a higher 
level of a hierarchy, i.e., switching out of the homogeneous subset. 
Step 2B. Form four other IxJ cross-classified tables repre¬ 
senting the second, third, fourth and fifth switches. The 
columns of the second (third) (fourth) (fifth) table denote the 
types bought the second (third) (fourth) (fifth) time a switch 
occurred. The rows represent the types from which the switch 
occurred. Only those individuals who have any one of a few 
patterns of previous switching sequences are classified in the 
second (third) (fourth) (fifth) table. These patterns of 
switching sequences are determined by the a-priori hypothesized 
hierarchy being tested. The second table cross-classifies in¬ 
dividuals who had their first switch within a homogeneous seg¬ 
ment. The third table cross-classifies individuals who had 
their first two switches within a homogeneous segment. Simi¬ 
larly, tables four and five are constructed with rows corre¬ 
sponding to individuals with three and four switches within 
homogeneous segments respectively. 
In terms of hypothetical product class X and the hierarchy of 
Figure 12, Figure 13 shows the design of the five 4x4 cross-classified 
tables formed, following steps 2A and 2B. The hierarchy of Figure 12 
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To B 
From A 
Table i (k=l) 
To B 
Past switches n i 
I II 
From A IV III 
III IV 
Table ii (k=2) 
To B 
Past 
switches I II I 
II I II 
FromA In Iv HI 
IV III IV 
Table iii (k=3) 
Past 
switches II I II I 
I II I II 
FromA m iv III 
III IV III IV 
Table iv (k=4) 
To B 
I II III IV 
To B 
Past 
switches 
From A 
I II I II I 
II I II I II 
III IV III IV III 
IV III IV III IV 
I II III IV 
Table v (k=5) 
Figure 13. Five cross-classified tables based on the hypothe¬ 
sized hierarchy shown in Figure 12. 
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implies that the lowest level of switching is between types I and II or 
between types III and IV. Tables (ii) through (v) permit a test of 
whether the longer consumers switch between I and II (III and IV) the 
lower becomes the probability of switching to III or IV (I or II). The 
second cross-table shows the second switch. The first row of the sec¬ 
ond table (table ii) consists of individuals who switched from type II 
to type I (i.e., at the lowest level) the first time they switched. 
The second row of table ii consists of individuals who switched from 
type I to type II the first time they switched. The third and fourth 
rows consist of individuals who switched from type IV to III and III to 
IV respectively, the first time they switched. The columns of the 
second cross-table denote the type bought the second time they switched. 
Similarly, the third cross-classification (table iii) in Figure 13 
describes the third switch. Rows 1 to 4 of table iii consist of indi¬ 
viduals who had previous switching histories of I II I, II I II, 
III IV III, and IV III IV, respectively. The columns denote the type 
these individuals switched to on the third switching occasion. The 
fourth and fifth cross-table describe the fourth and fifth switch for 
individuals with previous switches within one homogeneous subset, i.e., 
either subset {1,11} or subset {III,IV}. 
Note that because the string selected in step 1 contains no re¬ 
peat purchases, the diagonal elements of all the tables formed in step 
2 are zeroes. The sample size in each cross-classification table pro¬ 
gressively decreases as k increases. This occurs because only those 
individuals who have previous switches at the lower level of the 
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hierarchy are considered. For example, in the second table (k=2) 
individuals who switched from III to I, IV to I, III to II and IV to II 
are not considered and, hence, the number of individuals cross- 
classified in the second table will be less than those cross-classified 
in the first table. In Figure 13 the row variable is symbolized by A 
and the column variable by B. The switches are symbolized by variable 
C. 
Step 3. 
Stack all the two-way switching matrices constructed in Step 2 
to yield a three-way IxJxK cross-classified table of manifest 
variables A, B and C. 
For the hypothetical product class X, Step 3 produces a 4x4x5 
three-way table of manifest variables A (From), B (To) and C (Switches). 
Variable A has 1=4 levels, B has J=4 levels, and C has K=5 levels. The 
th 
iL level of A represents the brand "i" from which the switch occurs 
and the level of B represents the brand "j" to^ which the switch 
occurs. 
Step 4. 
Restricted latent class models are row fitted to the IxJxK 
three-dimensional tables. The analysis is implemented with the 
use of the MLLSA program. The restrictions placed on the con¬ 
ditional latent class parameters must be consistent with the 
a-priori hypothesized hierarchy. 
Figure 14 shows the appropriate restrictions for the illustrative 
hierarchy shown in Figure 12. Note the following: 
(i) There are seven latent classes for each and every two-way 
table described in Figure 13. The character of the seven 
latent classes for each of the five cross-tables is based on 
the hierarchy in Figure 12 and can be described as follows: 
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Class 1 allows switching from type I to type II 
Class 2 -*■ allows switching from type II to type I 
Class 3 -► allows switching from type III to type IV 
Class 4 allows switching from type IV to type III 
Class 5 -► allows switching from types I and II to types 
III and IV 
Class 6 -* allows switching from types III and IV to types 
I and II. 
Class 7 -► is a free class and allows switching from any 
one type to any other. 
(ii) The restrictions on variable C 
nn = 1 = 
n^ = 0 Vt = 8,9,... ,35 
n£* = i Vt = 8>9>--->14 
35 
35 
28. 
imply that the first seven classes belong exclusively to the 
first table of Figure 13 (first switch), classes 8 to 14 
belong to the second table (second switch) and so on with 
classes 29 to 35 belonging to the fifth table (fifth switch). 
(iii) All the latent class probabilities (11*) are allowed to be 
free. 
Step 5. 
This step involves assessing the goodness-of-fit of the re¬ 
stricted latent class model. 
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If the hierarchy is congenial with the data two conditions 
should be met: 
(i) The model should provide a good statistical fit; i.e., a 
fairly low value should be obtained. 
(ii) If the hypothesis that switching out of a homogeneous sub¬ 
set becomes less likely the longer a consumer switches 
back and forth at a lower level is tenable, then the pro¬ 
portion of people classified in the last few classes, 
which allow switching at the higher level, should 
monotonously decrease as k increases. 
In the context of the present illustration, the number of indi¬ 
viduals in latent classes 5+6+7 divided by the number of individuals in 
latent classes 1 through 7 should be greater than the number of indivi¬ 
duals in latent classes 12+13+14 divided by the number of individuals 
in latent classes 8 through 14 and so on. Formulated mathematically, 
we have 
7 X l n£ 
t=5 L 
7 X 
l nt 
t=l L 
14 ) 
I n 
t=l 2 
14 X l n* 
t=8 
> 
21 , 
l n; 
t=l 9 
21 i 
l n; 
t=l 5 
28 
l 
t=26 
28 
n x 
t=22 
35 , 
I n 
t=33 
35 
I nt In x 
t=29 
7 X 14 X 21 
Note we cannot compare I n£, I n£, I n 
t=5 t=l 2 t=19 
28 
t’ 
t=26 
35 
I nt and l 
t=33 
n* because 
the sample size in each table successively decreases and the sums of 
the last three classes will, therefore, correspondingly decrease. 
Step 6. This step investigates whether there are alternative 
trees operating in the market. If the two conditions outlined in step 
5 are met, we can accept that the hypothesized hierarchy is plausible. 
However, it is still possible that a significant proportion of the 
population could be structuring the market according to a different 
hierarchy. 
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For one or several alternative hierarchies repeat Step 2 
through Step 5. 
For example, consider Figure 15 which presents another plausible 
hierarchy for product class X. Figure 16 shows the design of the 
relevant cross-classification tables and Figure 17 shows the appropri¬ 
ate restrictions on the conditional probabilities for this alternative 
hierarchy. Note that the first table of Figure 16 is the same as the 
first table of Figure 13. However, the remaining tables differ. Note 
that a consumer can be characterized by one of the tables in Figure 13 
or by one of the tables shown in Figure 16 but not both. In other 
words, individuals cross-classified in table (ii) of Figure 13 and 
individuals cross-classified in table (ii) of Figure 16 constitute 
mutually exclusive groups. 
I II III IV 
Figure 15. An alternative hypothetical hierarchy of product 
class X. 
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To B 
I II III IV 
I 
II 
From A 
III 
IV 
Table i (k=l) 
Past 
switches 
From A 
Past 
switches I III I 
To B 
I II III IV 
From A 
II IV II 
III I III 
IV II IV 
Table iii (k=3) 
Past 
switches 
III I 
From A ^ 11 
I III 
II IV 
Past 
switches I III I III I 
From A II IV II IV II 
III I III I III 
IV II IV II IV 
to B 
I II III IV 
Table v (k=5) 
Figure 16. Five cross-classified tables 
hierarchy of Figure 15. 
To B 
I II III IV 
iii i_ITTI 
IV II 
I III 
II IV 
Table ii (k=2) 
To B 
I II III IV 
III I_ 
IV II_ 
I III_ 
n iv TLLl. 
Table iv (k=4) 
based on alternative 
76 
LD u_ U_ Li_ u_ Lu LU Lu Lu O O 0 0 1— 
CO 1 
0 
0 u_ 0 Lu LU O Lu O O O 0 0 a) >> 
CO 0. jo 
CO CJ 
CO u_ 0 F O O Lu O Lu O O 0 0 1— a> p 
CO s~ CD 03 
jQ p 
CXI 0 
0 0 r— O p— O O O O 0 O r— CL) cu 
CO c O • r— 
0 4-> -C 
r— 0 0 r- 0 |- O O O O O 0 O 1— 
CO s- CO cu 
0 -a > 
0 0 0 0 O O O r— O O 0 O r— CU •r— 
CO 0 cu +-> 
p c 03 
cr> I— 
0 0 0 O O r— 0 O O 0 O r— CL) c 
CXI N -0 p 
c cu 
• CO 03 •P 
•1— r— 
• CU 03 
>5 cu 
• -p P CU 
•f— 4- -C 
1— -P 
Ll_ U_ Li_ Lt_ Lu Lu Lu LU O ,- 0 
0 0 •1— CO 
1— JO •1— P 
ro O 
CO O F 0 u_ F 0 F 0 O |— 0 0 0 .0 4- 
r— 0 -p 
p •1— CO 
CM Lu O Lu 0 0 LU 0 LU O 1- 0 
0 0 Q. 1— cu 
r— •r— •1— 
1— JO 4-> 
1— O 0 0
 
I— 0 |- 0 O O |— 0 
0 0 03 03 •1- 
r— c: -O p— 
0 O •r— 
0 O 0 1— 0 1— O 0 O O 1— 0 0 0 •r— P JO 
1— 4-> CL rd 
•r— JO 
cn O 1— 0 0 
0 0 0 (- O r— 0 0 0 -0 r— O 
c 03 p 
0 C CL 
CO I- 
0 0 0 0 0 1— O O 1— 0 0 0 0 O 
•r~ 1— 
cn •P 03 
c •1- c 
x Ll_ U- Li_ Ll_ LU Lu LU LU |- 0 0 
0 0 •1— T3 0 
■0 C •r— 
c O -p 
CO O F 0 U- F 0 LU O p— 0 0 0 0 0 (_> •r— 
Q- -a 
+ CO cn sc 
LD U_ O Lu 0 0 LU O Lu |- 0 0 
0 0 a; 0 cz 0 
P II •1— 0 
p X CXI T3 
O 
0 0 r— 0 |- O O |- 0 0 0 0 01C 1— C c: 
u O 0 
CL 
CO O O 0 1— O O O |- 0 
0 0 0 cu -0 CO CO 
jo c: cu c 
* -p 03 P 0 
CXI O I— 0 0 0 O O |- p— 0 0 
0 0 p •1— 
-p l- 0 -p 
* 03 11 0 0 
p— r— 
0 0 0 0 O O P— 0 0 0 0 0: X r- •r— 
-Pica; ,— a) p 
JO -p 
CO •p CO 
a> cu 
•r— • 4-> az • 
»—H t—t 1—H > 1—1 hH H-H > |- CXI CO LD <4- >> fd LO 
»—H h—< 1—1 t—i 1-1 1-1 1— .c P— 
HH t—H C CU +-> • 
cn > • X CD 
•1— • r— CO TO p— P 
CO 4-> <U <D =3 
•r- -P cu CD 
Z *4— 03 P •1- 
0 ,- •r- E 13 LU 
z C -p- cn 
CO cn +-> •r- c 
a> p •1— CO Lu •r— 
<c -C 0 CO cu 
0 sc 
E 00 ■p z z <: 
O •1— 0 Lu 0 
s- O z z JC 
u_ 1— 00 * + CO 
77 
An indication of the non-plausibility of an alternative hierarchy 
is that some of the latent class proportions (n^) will tend to zero. 
In conventional model building, in such cases, the model is re- 
estimated with the number of latent classes reduced. However, in the 
context of validating the existence of particular hierarchies, latent 
classes which tend to zero imply that the hypothesized hierarchy is not 
tenable. 
It can happen that the alternative hierarchy may provide a 
reasonable statistical fit, but the ratios of the latent class pro¬ 
portions, as discussed in Step 5, may not be monotonically decreasing. 
In such cases, the alternative hierarchy should also be rejected. In 
our hypothetical product class X, a hierarchy is suspect if the latent 
class proportions for the last three classes are very high, even if the 
conditions mentioned in Step 5 are met because this implies that most 
of the switching is being explained by switching at higher levels and 
not lower levels as hypothesized by the hierarchy. 
If both the hypothesized hierarchy and the alternative hierarchy 
meet the conditions specified in Step 5, then Step 8 (see below) should 
be implemented. 
Step 7. This step examines the proposition that, if the a-priori 
hypothesized hierarchy is tenable, we should observe that the longer 
one switches within a subset the lower is the probability of switching 
out of it. This step consists of two parts. The first part computes 
the "residual" transition probabilities for each switching matrix and 
the second part tests for significant differences between the 
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"residual" matrices. The steps are enumerated after a brief theoreti¬ 
cal introduction. 
It was shown in equation (5.30) and Figure 10 that 
ij 
T 
= I 
t=i 
AX BX 
itrjt’ 
where r.. is the transition probability of going to state "j" given 
^ 3 
that the previous state was "i". If the latent classes can be viewed 
as "stepping stones" which facilitate the transition from state "i" to 
state "j", then the flow from "i" to "j" would decrease if certain 
paths were blocked by removing those latent classes. Expressed mathe¬ 
matically 
nAVx< y nAVx 
t ■ i t j t - t£n ni tnj t (5.37) 
where t'_>l and T'<J. The three-dimensional case can be expressed in a 
similar manner. The IxJxK table can be considered to be K IxJ tables 
and equation (5.37) holds for each IxJ subtable. Or in general for a 
three-dimensional table equation (5.38) holds. 
V nAC¥x< y nACXnSx 
t^t, ikt^t-^ iktnjt’ 
(5.38) 
Switching at higher levels of a hierarchy can be considered as 
switching that is not explained by the hierarchy. Some latent classes 
allow switching at the higher level and others at the lower level. 
Therefore, switching through those latent classes which allow switching 
at higher levels can be termed as residual switching. This is illus¬ 
trated in the context of our example of product class X. Referring to 
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the hypothesized tree of Figure 12 and corresponding restriction on 
conditional probabilities shown in Figure 14, we see that the first 
four latent classes allow switching at lower levels. The next three 
latent classes allow switching at a higher level. Table 3 shows the 
latent classes, the switching they allow and the level at which the 
switching occurs. 
TABLE 3 
LATENT CLASSES, THEIR CHARACTER AND THE LEVEL AT 
WHICH SWITCHING OCCURS FOR THE HYPOTHESIZED 
HIERARCHY FOR PRODUCT CLASS X 
Latent Class Switching Allowed Level 
1 , 8, 15, 22, 29 Type I to Type II Low 
2, 9, 16, 23, 30 Type II to Type I Low 
3, 10, 17, 24, 31 Type III to Type IV Low 
4,11, 18, 25, 32 Type IV to Type III Low 
5, 12, 19, 26, 33 Types I, II to Types III, IV High 
6, 13, 20, 27, 34 Types III, IV to Types I, II High 
7, 14, 21, 28, 35 Free High 
Following equation (5.36) we can write 
V -prACX^BX , r TT^A 
rij/l ■ + J5ni 11 
ACXJ3X 
11 jt 
„ V jjACXjjBX + V4 nACX BX 
ij/2 t^g i2t jt *3,, i 2t jt 
t=l 2 
(5.39A) 
(5.39B) 
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r (5.39C) 
r (5.39D) 
r (5.39E) 
The second term in each of the five equations in (5.39) represents 
switching at a higher level. If the hierarchy is plausible, then we 
should observe that the longer one switches at the lower level the 
lower is the probability of switching out of it, and correspondingly 
observe that the second terms in equations 5.39 should monotonically 
decrease as k increases for all i,j. To summarize, the switching from 
"i" to "j" via the last three latent classes can be viewed as residual. 
Essentially, we have K (=5) IxJ (4x4) residual matrices. As k increases 
the elements of the residual matrix should decrease, if the hierarchy 
is plausible. 
Step 7A. This step involves the construction of residual 
matrices. Following equation 5.39 construct K, IxJ residual 
matrices. 
The second part of Step 7 entails testing whether the elements 
of the residual matrices decrease as k increases. The derivation of 
the statistical properties of the residuals is complex and beyond the 
scope of this research. However, non-parametric tests can be used to 
test the residual. In particular, the Wilcoxon Matched-Pairs Signed- 
Ranks Test which is a non-parametric analogue of paired t-test can 
prove useful. 
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Step 7B. A two dimensional IxJ matrix can be equivalently rep¬ 
resented by a vector of length IJ. Each of the K residual 
matrices is converted into a vector of length IJ. Let the re¬ 
sidual matrix corresponding to K=1 be converted to vector VI, 
the residual matrix corresponding to K=2 be converted to vector 
V2, and so on. VI is compared to V2. The null hypothesis, 
HO: Vl=^2, is that there is no difference between VI and V2. 
The alternative hypothesis, H]: V1>V2, is that V2 is less than 
VI. Similarly tests are carried out for the other K-l pairs: 
(\2 and ^3), (^3 and ^4), ...» (^K-l and ^K). If the hierarchy 
fits the data all the null hypotheses should be rejected. 
Note Step 7 is repeated for all plausible alternative hierarchies 
considered in Step 6. 
Step 8. 
In this last step an analysis is undertaken to investigate 
whether demographic or other factors can explain why consumers 
have different hierarchies. Consumers having one type of hier¬ 
archy form one group and consumers having the alternative type 
of hierarchy form the other group. It was shown in Step 6 
that these two groups are mutually exclusive, i.e., a consumer 
can belong to one and only one group. Multiple Discriminant 
Analysis using demographic variables as predictor variables 
can be used to analyze the differences between groups. Note 
that if there are more than two plausible hierarchies then a 
K-group Multiple Discriminant Analysis should be utilized. 
To illustrate the formation of groups, assume that both the hier¬ 
archy of Figure 12 and the alternative hierarchy of Figure 15 were 
plausible. The first group consists of individuals who have the 
hypothesized hierarchy of Figure 12 and the second group consists of 
individuals who have the alternative hierarchy of Figure 15. The 
second table (k=2) of Figure 13 crossclassifies individuals who have 
the hierarchy of Figure 12 and, hence, these individuals form the first 
group. The second table (k=2) of Figure 16 cross-classifies indivi¬ 
duals who have the hierarchy of Figure 15 and, hence, these individuals 
form the second group. 
Summary 
This chapter began with a brief exposure to Latent Structure 
Analysis. The model, estimation of parameters, goodness-of-fit cri¬ 
teria, and identification issues were discussed. Restricted latent 
class models were then discussed and the parameters of latent class 
models were related to Markovian type transition probabilities. An 
eight step procedure to test hierarchies was then formulated. 
CHAPTER VI 
ANALYSIS: AN APPLICATION TO THE COFFEE MARKET 
Introduction 
The stepwise procedure discussed in Chapter V for testing hier¬ 
archies is now applied to structure the coffee market. The Coffee 
Market is divided a-priori into the Ground Coffee Market and the 
Instant Coffee Market. The two are structured separately. The hier¬ 
archies hypothesized in this chapter are based on the empirical find¬ 
ings of Urban, Johnson and Brudnick (1981). The data analyzed are 
panel data, from Market Research Corporation of America (MRCA), on 
coffee purchases. 
The Data 
Panel data obtained from MRCA provide the raw input for the 
analysis of the coffee market. The original data comprise 155,085 pur¬ 
chases of coffee by approximately 8,000 households. Coffee purchases 
for both Ground and Instant Coffee were available. Within Ground 
Coffee there are sixteen types and within Instant Coffee there are 
twenty-three types (see Table 4). The sixteen types of Ground Coffee 
were collapsed into five types as follows: 
1. Automatic Drip Regular (caffeinated) 
2. Automatic Drip Decaffeinated 
3. Percolator Regular (caffeinated) 
4. Percolator Decaffeinated 
5. Adulterated 
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TABLE 4 
TYPE CODES FOR GROUND AND INSTANT COFFEE MARKET 
Ground, Flaked, Concentrated, Extra Measure, etc. - To be Brewed 
01 10 Filter Rings Percolator Blend 
02 11 Regular 
03 12 Decaffeinated 
04 Flaked, Concentrated, Extra 13 Filter Pouch, Automatic Drip 
Measure, High Yield, Decaffein - 14 Adulterated 
ated (320) 15 Electric Percolator 
05 Flaked, Concentrated, Extra 16 Filter Rings, Electric 
Measure, High Yield, Electric Percolator 
Percolator 17 Filter Rings, Regular 
06 Adulterated Automatic Drip 18 Decaffeinated, Electric 
07 Flaked, Concentrated, Extra Percolator 
Measure, High Yield, Automatic 19 Automatic Drip 
Drip 
08 Flaked, Concentrated, Extra 
Measure, High Yield, Regular 
09 Decaffeinated Automatic Drip 
Instant Coffee 
20 25 
21 Regul ar 26 Adulterated 
22 Decaffeinated 27 
23 Freeze Dried 28 
24 Decaffeinated, Freeze Dried 
European Style Flavored Coffee 
50 Cafe au Lait 60 Chocolate 
51 Capri 61 Almond Mocha 
52 Cappuccino 62 De Menthe 
53 Francais (France) 63 Cinnamon 
54 Swiss Mocha (Suise) 64 Apricot 
55 Vienna (Viennese) 65 Toffee Mocha/Toffee Kaffee 
56 Orange Cappuccino 66 Mocha 
57 Bavarian Mint 67 
58 Irish Mocha 68 Assorted Flavors (one package) 
59 69 Assorted Mochas 
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Table 5 shows the original type codes which were collapsed into one of 
the five types for Ground Coffee. Original types 10, 13, 16, 17 did 
not have any purchases and hence were not included in the analysis. 
TABLE 5 
ORIGINAL TYPES AND COLLAPSED TYPES FOR GROUND COFFEE 
Original Type Codes Collapsed into Type 
07, 08, 11,19 1 
04, 09, 12 2 
05, 15 3 
18 4 
06, 14 5 
For the Instant Coffee the European Style was collapsed into one 
category and Flavored into another. In all seven types were ultimately 
considered and they are listed in Table 6. 
TABLE 6 
TYPES OF COFFEE CONSIDERED FOR ANALYSIS OF 
INSTANT COFFEE MARKET 
21 Regular Caffeinated 
22 Regular Decaffeinated 
23 Freeze Dried Decaffeinated 
24 Freeze Dried Decaffeinated 
50 European 
26 Adulterated 
60 Flavored 
To summarize, five types were considered for the Ground Coffee 
market and seven types for the Instant Coffee market. 
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Analysis 
Purchase of Ground Coffee by consumers who do not possess a per¬ 
colator or coffee brewer is highly unlikely. Also if Instant is pur¬ 
chased by purchasers of Ground Coffee, it can be argued that Instant is 
being bought for different usage occasions. Alternate purchases of 
Ground and Instant Coffee, therefore, do not reflect switching but con¬ 
sumption of both types. For these reasons the Instant and Ground 
Coffee markets are treated as distinct markets and analyzed separately. 
The Ground Coffee Market 
The a-priori hypothesized Ground Coffee Market structure is shown 
in Figure 18. It is hypothesized that consumers perceive Automatic 
Drip (A.D.) to be similar to Percolator (Per.) provided both are decaf¬ 
feinated or both are caffeinated. Or in other words caffeinated or de¬ 
caffeinated is the most important attribute followed by A.D./Per. 
attribute. Switching is frequent between 1 and 3 or between 2 and 4. 
Switching between 1 and 2 or 1 and 4 or 3 and 2 or 3 and 4 is hypothe¬ 
sized to be less frequent. The adulterated coffee branch intersects 
with the caffeinated branch which reflects the hypothesis that switch¬ 
ing to a purchase of adulterated coffee is purely a variety seeking 
behavior for most consumers. Since types 1 and 3 hold more than 70 
percent of the market share, most of the switchers to adulterated 
coffee are going from these types. Similarly consumers who switch 
out of type 5 are likely to switch to types 1 or 3 again because of 
their high market shares. 
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Ground Coffee 
Figure 18. Hypothesized hierarchy for the ground coffee market. 
Results of the confirmatory analysis of Ground Coffee Market 
Structure are now presented according to the eight step procedure dis¬ 
cussed in Chapter V. 
Step 1. 1196 households, who had five switches or more, were 
selected and a string of six purchases reflecting the first five 
switches was chosen for each selected household. 
Step 2. Following the procedure developed in Step 2 of Chapter 
V, five cross-classified tables are generated since five switches are 
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being analyzed. The hypothesized Ground Coffee Hierarchy implies lower 
level switching is between (1 and 3) or (2 and 4). To test the propo¬ 
sition that the longer one switches at the lower level the lower 
becomes the probability of switching out of the level, cross-tables are 
constructed as shown in Figure 19. Note that since the hypothesized 
hierarchy of Figure 18 has three branches coming out of the caffeinated 
branch a consumer could switch to Type 1 from either Type 3 or Type 5 
and still be switching at a lower level. Therefore the first row of 
table (ii) in Figure 19 contains individuals whose first switch is 
either from 5 to 1 or from 3 to 1. Similar remarks can be made for 
rows 2 and 5 of table (ii), and rows 1, 3 and 5 for tables (iii), (iv), 
and (v). 
The actual cross-classified tables are shown in Table 7. 
Step 3. The five matrices shown in Table 7 are stacked to yield 
a 5x5x5 three-way cross-classified table of manifest variables A, B, 
and C. Note that the A variable represents the Type "From" which the 
switch occurred, the B variable represents the type "To" which the 
switch occurred and the C variable represents the number of the switch. 
Step 4. In this step restricted latent class models are fitted 
to the 5x5x5 cross-classification generated in Step 3. The character 
of the latent classes along with the level at which switching is al¬ 
lowed is shown in Table 8. There are eight classes for each subtable 
in Table 7. Classes 1 to 8 are for table (i), 9 to 16 for table (ii), 
17 to 24 for table (iii), 25 to 32 for table (iv) and 33 to 40 for 
table (v). 
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From A 
To B 
1 2 3 4 5 
To B 
table ii (k=2) 
Past switches 
131 & 151 
242 
From A 353 & 31 3 
424 
535 & 515 
table iii (k=3) 
To B 
1 2 3 4 5 
To B 
Past swi tches J— 
3131 & 5151 
4242 
From A 5353 & 1 31 3 
2424 
3535 & 1515 
table iv (k=4) 
To B 
From A 
Past switches 
13131 & 15151 
24242 
35353 & 31313 
42424 
53535 & 51515 
table v (k=5) 
Figure 19. Cross-tables design to test Ground Coffee hierarchy 
of Figure 18. 
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TABLE 7 
FIVE CROSSCLASSIFICATIONS WITH THE DESIGN OF FIGURE 19 
From A 
To B To B 
1 2 3 4 5 Pa«;t <;wi tr.hp<; 1 2 3 4 5 
1 0 141 392 38 55 626 31 & 51 0 13 254 6 26 299 
2 112 0 15 31 4 162 42 9 0 1 18 0 28 
3 276 22 0 14 9 321 
rrom 
A 53 & 13 371 12 0 8 4 395 
4 18 28 10 0 1 57 
H 
24 5 21 4 0 1 31 
5 23 4 3 0 0 30 35 & 15 51 4 7 2 0 64 
429 195 420 83 69 1196 436 50 266 34 31 817 
Table (i) (k- =i) Table (ii ) (k=2) 
To B To B 
Past switches 
1 2 3 4 5 Past switches 
1 2 3 4 5 
131 & 151 0 29 333 9 43 414 3131 & 5151 0 4 229 1 21 
From 
n 
242 5 0 1 15 0 21 4242 3 0 2 9 0 
353 & 313 236 6 0 7 5 254 5353 & 1313 316 2 0 2 3 
H 
424 4 14 0 0 0 18 2424 0 15 0 0 0 
535 & 515 19 0 1 1 0 21 3535 & 1515 27 0 1 0 0 
255 
14 
323 
15 
28 
264 49 335 32 48 728 346 21 232 12 24 635 
Table (iii) (k=3) Table (iv) (k=4) 
From A 
To B 
Past switches 
1 2 3 4 5 
131 31 & 15151 0 14 291 6 31 342 
24242 7 0 0 8 0 15 
35353 & 31313 244 1 0 3 0 228 
42424 0 9 0 0 0 9 
53535 & 51515 19 0 1 0 0 0 19 
250 24 291 1 7 31 613 
Table (v) (k=5) 
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TABLE 8 
LATENT CLASSES AND THEIR CHARACTER CORRESPONDING TO THE 
HYPOTHESIZED HIERARCHY OF GROUND COFFEE 
Character: Switching Allowed 
Latent Classes From To Level 
1 9 17 25 33 Types 3 and 5 Type 1 Low 
2 10 18 26 34 Type 4 Type 2 Low 
3 11 19 27 35 Types 1 and 5 Type 3 Low 
4 12 20 28 36 Type 2 Type 4 Low 
5 13 21 29 37 Types 1 and 3 Type 5 Low 
6 14 22 30 38 Types 1, 3 and 5 Types 2 and 4 High 
7 15 23 31 33 Types 2 and 4 Types 1, 3 and 5 High 
8 16 24 32 40 Any Type Any Type High 
The restrictions on the conditional probabilities are dictated 
by the character of the latent classes. Table 9 shows the restrictions 
on the conditional probabilities. Mathematically, the logic behind the 
restrictions can be explained as follows. Equation (5.36) states that 
Therefore, if we hypothesize a certain r.,., to be zero through a par- 
3_ 
R V 
ticular intervening latent class t', then II-,., is constrained to be 
J » 
zero. No switching is allowed through the latent class t' from Type i' 
to Type j'. 
Step 5. Table 10 shows the latent class proportions. Columns 1 
to 8 represent the eight latent classes. The five rows correspond to 
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TABLE 9 
RESTRICTIONS ON CONDITIONAL PROBABILITIES FOR GROUND COFFEE 
Latent Class 
1 2 3 4 5 6 7 8 
1 0* 0 F 0 F F 0 F 
2 0 0 0 1 0 0 F F 
A 3 F+ 0 0 0 F F 0 F 
4 0 1* 0 0 0 0 F F 
5 F 0 F 0 0 F 0 F 
1 1 0 0 0 0 0 F F 
2 0 1 0 0 0 F 0 F 
B 3 0 0 1 0 0 0 F F 
4 0 0 0 1 0 F 0 F 
5 0 0 0 0 1 0 F F 
1 1 1 1 1 1 1 1 1 
2 0 0 0 0 0 0 0 0 
C 3 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 
From 
To 
Switches 
Key: 
*"0" or "1" signifies that the corresponding conditional probability 
is zero or one respectively. 11^=0 • 
"F" signifies that the corresponding conditional probability is free 
and needs to be estimated. 
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TABLE 9 
(continued) 
Latent Class 
9 10 11 12 13 14 15 16 
10 0F0FF0F 
20 00100FF 
From A 3 F 000FF0F 
40 10000FF 
5 F 0F00F0F 
1 1 0 0 0 0 0 F F 
20 1000F0F 
To B 3 0 01000FF 
40 0010F0F 
50 0 0 0 1 OFF 
Switches C 
1 0 
2 1 
3 0 
4 0 
5 0 
0 
1 
0 
0 
0 
0 0 0 
1 1 1 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
1 1 1 
0 0 0 
0 0 0 
0 0 0 
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TABLE 9 
(continued) 
Latent Class 
1 7 18 19 20 21 22 23 24 
10 0F0FF0F 
20 00100FF 
From A 3 F 000FF0F 
4 0 1 0 0 0 0 F F 
5 F 0F00F0F 
1 1 0 0 0 0 0 F F 
20 1000F0F 
To B 3 0 01000FF 
40 0010F0F 
50 0 0 0 1 OFF 
10 0000000 
20 0000000 
Switches C 3 1 1111111 
40 0000000 
50 0000000 
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TABLE 9 
(continued) 
25 26 
Latent Class 
27 28 29 30 31 32 
1 0 0 F 0 F F 0 F 
2 0 0 0 1 0 0 F F 
From A 3 F 0 0 0 F F 0 F 
4 0 1 0 0 0 0 0 F 
5 F 0 F 0 0 F F F 
1 1 0 0 0 0 0 F F 
2 0 1 0 0 0 F 0 F 
To B 3 0 0 1 0 0 0 F F 
4 0 0 0 1 0 F 0 F 
5 0 0 0 0 1 0 F F 
1 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 0 
Switches C 3 0 0 0 0 0 0 0 0 
4 1 1 1 1 1 1 1 1 
5 0 0 0 0 0 0 0 0 
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TABLE 9 
(continued) 
33 34 
Latent Class 
35 36 37 38 39 40 
1 0 0 F 0 F F 0 F 
2 0 0 0 1 0 0 F F 
From A 3 F 0 0 0 F F 0 F 
4 0 1 0 0 0 0 F F 
5 F 0 F 0 0 F 0 F 
1 1 0 0 0 0 0 F F 
2 0 1 0 0 0 F 0 F 
To B 3 0 0 1 0 0 0 F F 
4 0 0 0 1 0 F 0 F 
5 0 0 0 0 1 0 F F 
10 0000000 
20 0000000 
30 0000000 
40 0000000 
5 1 1111111 
Switches C 
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the five tables which were analyzed. Column 9 is the sum of the last 
three latent class proportions, i.e., 6, 7, 8 for k=l; 14, 15, 16 for 
k=2; 22, 23, 24 for k=3; 30, 31, 32 for k=4; 38, 39, 40 for k=5. 
Column 10 gives the total latent class proportions for each row. 
Column 11 is the ratio of sum of the last three classes to the total. 
2 
The L value of 2.772 with 35 degrees of freedom suggests that a 
very good fit has been achieved. Column 11 shows that the ratio of the 
last three classes to the total latent class proportions uniformly 
decreases except for the last row (k=5). This means that for the 
first table, more transition has to be made through latent classes 6, 
7 and 8 to explain the switching, than for other tables. 
To summarize, the two conditions discussed in Step 5 of Chapter V 
are met by the hypothesized hierarchy for Ground Coffee. We accept 
this hierarchy as the structure for Ground Coffee for at least one 
segment of the population. Step 6 needs to be implemented to check 
whether there exists another segment with any other hierarchy. 
Step 6. The steps 1 to 5 are repeated for the Alternative hier¬ 
archy shown in Figure 20. The hypothesis on which this tree is based is 
that the Automatic Drip/Percolator attribute is more important 
than the caffeinated/decaffeinated attribute. The lowest level of 
switching is between Types 1 and 2 or between Types 3 and 4. Adulter¬ 
ated coffee purchases are again considered to be a manifestation of 
variety seeking behavior. In the alternative hierarchy consumers 
switch to Type 5 from Types 1 or 2. In the hypothesized hierarchy of 
Figure 18 consumers switched to Type 5 from Types 1 or 3. However, as 
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the results show, the alternative hierarchy is rejected not because of 
this change, but because of lack of switching between Types 3 and 4. 
Ground Coffee 
Figure 20. Alternative hierarchy for Ground Coffee. 
Figure 21 shows the design of the cross-tables based on the al¬ 
ternative hierarchy. Table 11 presents the cross-classified data for 
analysis; Table 12 presents the character of latent classes; and Table 
13 shows the corresponding restrictions on conditional probabilities. 
The Alternative hierarchy was not found to be congenial with the 
2 
data (L =6611.9 with 15 degrees of freedom). Three latent class 
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From A 
To B 
1 2 3 4 5 
Table (1) (k=l) 
To B 
Table (ii) (k=2) 
To B 
1 2 3 
Past switches |———r 
121 & 151 
252 & 212 
From A 343 
434 
525 & 515 
Table (iii) (k=3) 
Past switches 
2121 & 5151 
5252 & 1212 
From A 4343 
3434 
2525 & 1515 
Table (iv) (k=4) 
To B 
1 2 3 4 5 
To B 
Past switches 
12121 & 15151 
25252 & 21212 
From A 34343 
43434 
52525 & 51515 
1 2 3 4 5 
Table (v) (k=5) 
Figure 21. Cross-tables design to test alternative Ground Coffee 
hierarchy of Figure 20. 
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TABLE 11 
FIVE CROSSCLASSIFICATIONS FOR ALTERNATIVE HIERARCHY 
OF FIGURE 20 FOR GROUND COFFEE 
From A 
To B To B 
1 2 3 4 5 
Past c\*m‘ tr hoc 
1 2 3 4 5 
1 0 141 392 38 55 626 21 & 51 0 84 19 10 22 135 
2 112 0 15 31 4 162 12 & 52 128 0 8 8 1 145 
3 276 22 0 14 9 321 From A 43 1 0 0 9 0 10 
4 18 28 10 0 1 57 34 4 2 8 0 0 14 
5 23 4 3 0 0 30 35 & 15 45 7 6 1 0 59 
429 195 420 83 69 1196 178 93 41 28 23 363 
Table ( i) (k=l) Table (ii ) (k=2) 
To B 
Pa«;t <;witrhp<; 1 2 3 4 5 
121 & 151 0 86 43 7 32 168 
212 & 252 67 0 7 9 2 85 
From A 343 7 1 0 0 0 8 
434 0 5 3 0 1 9 
525 & 515 19 0 0 1 0 20 
93 92 53 17 35 290 
Table (iii) (k=3) 
Past switches 
2121 & 5151 
1 
To 
2 
B 
3 4 5 
0 49 8 6 20 83 
1212 & 5252 72 0 6 3 0 81 
From A 4343 0 1 0 2 0 3 
3434 0 0 0 0 0 0 
2525 & 1515 26 0 1 0 0 27 
98 50 15 11 20 194 
Table (iv) (k=4) 
To B 
Past switches 
12121 & 15151 0 59 11 6 22 98 
21212 & 25252 43 0 1 5 0 49 
From A 34343 0 0 0 0 0 0 
43434 1 0 1 0 0 2 
52525 & 51515 18 0 0 0 0 18 
62 59 13 11 22 167 
Table (v) (k=5) 
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TABLE 12 
LATENT CLASSES AND THEIR CHARACTERS CORRESPONDING TO 
THE ALTERNATIVE HIERARCHY FOR GROUND COFFEE 
Latent Cl ass 
Character: 
From 
Switching Allowed 
To Level 
1, 9, 17, 25, 33 Types 2 and 5 Type 1 Low 
2, 10, 18, 26, 34 Types 1 and 5 Type 2 Low 
3, 11, 19, 27, 35 Type 4 Type 3 Low 
4, 12, 20, 28, 36 Type 3 Type 4 Low 
5, 13, 21 , 29, 37 Types 1 and 2 Type 5 Low 
6, 14, 22, 30, 36 Types 1, 2 and 5 Types 3 and 4 High 
7, 15, 23, 31, 39 Types 3 and 4 Types 1, 2 and 5 High 
8, 16, 24, 32, 40 Any Any High 
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proportions (corresponding to classes 20, 27 and 36) were estimated to 
be zero. Referring to Table 12 we find that all these three classes 
allow switching between Types 3 and 4. Thus the estimated zero counts 
for latent classes 20, 27 and 36 imply that there is not enough switch¬ 
ing between Types 3 and 4, and hence, the alternative hierarchy is not 
tenable. 
Step 7. Table 14 shows the reproduced and observed r.. for the 
hypothesized hierarchy. The observed r.are calculated from the 
cross-tables of Table 7 and the reproduced r.. have been calculated 
by the formula of equation (5.36) shown below 
r = y nAC¥x 
lj/k t=-| ikt jt' 
From Table 14 we see that the reproduced and observed r.. are 
very close to each other. This is to be expected since the model fits 
the data very well (L =2.772 with 35 degrees of freedom). In fact, the 
reproduced r..'s are equivalent to the expected frequencies under the 
13 
model. Step 7, however, entails testing for the monotonic decreasing 
trend in the residual (r^y^) matrix. For the hypothesized hierarchy 
of Figure 18 and the corresponding restrictions shown in Table 9, 
Latent Classes 6, 7 and 8; 14, 15 and 16; 22, 23 and 24; 30, 31 and 32; 
and 38, 39 and 40 are the classes in which higher level switching 
occurs for k=l; k=2; k=3; k=4; and k=5 respectively. Table 15 shows 
the residual (r..,,) matrices calculated according to the second terms 
1 J / K 
appearing in equation 5.39. 
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TABLE 14 
OBSERVED AND REPRODUCTED r-jj/k FOR HYPOTHESIZED 
HIERARCHY OF FIGURE 18 
To B 
1 2 3 4 5 
1 0 .225 .626 .061 .088 
(0)* (.225) (.626) (.061) (.088) 
2 .691 0 .093 .191 .025 
(.691) (0) (.093) (.191) (.025) 
From A 3 .860 .069 0 .044 .028 
(.860) (.069) (0) (.044) (.028) 
4 .316 .491 .175 0 .018 
(.318) (.492) (.176) (0) (.015) 
5 .767 .133 .100 0 0 
(.767) (.132) (.10) (0) (.001) 
k=l 
To B 
1 2 3 4 5 
Past switches 5 1 & 3 1 0 .043 .849 .02 .087 
(0) (.043) (.849) (.020) (.087) 
4 2 .321 0 .036 .643 0 
(.321) (0) (.030) (.643) (.006) 
From A 53 & 1 3 .939 .030 0 .020 .010 
(.939) (.030) (0) (.020) (.010) 
2 4 .161 .677 .129 0 .032 
(.161) (.677) (.134) (0) (.027) 
3 5 & 1 5 .797 .063 .109 .031 0 
(.797) (.062) (.109) (.031) (0) 
k=2 
*Figures in parentheses are Reproduced r^. 
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TABLE 14 
(continued) 
To B 
1 2 3 4 5 
Past switches 
1 5 1 & 1 3 1 0 .070 .804 .022 .104 
(0) (.070) (.804) (.022) (.104) 
2 4 2 .238 0 .048 .714 0 
(.257) (0) (.029) (.714) (0) 
From A 3 1 3 & 3 5 3 .929 .024 0 .028 .020 
(.929) (.022) (0) (.029) (.020) 
4 2 4 .222 .778 0 0 0 
(.200) (.778) (.022) (0) (0) 
5 3 5 & 5 1 5 .905 0 .048 .048 0 
(.905) (.020) (.048) (.027) (0) 
k=3 
To B 
1 2 3 4 5 
Past switches 
5 1 5 1 & 3 1 3 1 0 .016 .898 .004 .082 
(0) (.016) (.898) (.004) (.082) 
4 2 4 2 .214 0 .143 .643 0 
(.214) (0) (.143) (.643) (0) 
From A 535 3 & 1 3 1 3 .978 .006 0 .006 .009 
(.978) (.006) (0) (.006) (.009) 
2 9 2 4 0 1 0 0 0 
(0) 0) (0) (0) (0) 
3 5 3 5 & 1 5 1 5 .964 0 .036 0 0 
(.964) (0) (.036) (0) (0) 
k=4 
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TABLE 14 
(continued) 
To B 
1 2 3 4 5 
Past switches 
15 15 1 & 1 3 1 3 1 0 .041 .851 .018 .091 
(0) (.041) (.851) (.018) (.09) 
2 4 2 4 2 .467 0 0 .533 0 
(.467) (0) (0) (.533) (0) 
From A 
3 5 3 5 3 & 3 1 3 1 3 .982 .004 0 .013 0 
(.982) (.004) (0) (.013) (0) 
4 2 4 2 4 0 1 0 0 0 
(0) (1) (0) (0) (0) 
5 3 5 3 5 & 5 1 5 1 5 1 0 0 0 0 
0) (0) (0) (0) (0) 
k=5 
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TABLE 15 
RESIDUAL r 
i j/k 
OF HYPOTHESIZED GROUND COFFEE HIERARCHY 
Switches 1 2 
To j = 
3 4 5 
1 0 .225 .046 .061 .001 
2 0 .043 0 .02 0 
1 k = 3 0 .070 .023 .022 .007 
4 0 .016 0 .004 0 
5 0 .041 .006 .018 .002 
From i = 3 
1 .691 0 .093 0 .025 
2 .322 0 .030 0 .006 
k = 3 .257 0 .029 0 0 
4 .214 0 .143 0 0 
5 .467 0 0 0 0 
1 0 .069 0 .044 0 
2 .117 .03 0 .02 0 
k = 3 0 .022 0 .029 0 
4 .026 .006 0 .006 .002 
5 0 .004 0 .013 0 
1 .318 .376 .176 0 .015 
2 .161 0 .134 0 .027 
k = 3 2 0 .22 0 0 
4 0 0 0 0 0 
5 0 0 0 0 0 
1 0 .132 .047 0 .001 
2 .049 .062 0 .032 0 
k = 3 0 .02 0 .27 0 
4 0 0 0 0 0 
5 0 0 0 0 0 
5 
109 
Table 16 shows the results of the Wilcoxon Matched-Pairs Signed- 
Ranks Test. The decrease in residual (r^.^) matrices is monotonic as 
k increases from 1 to 5. The decrease is significant from ^1 to ^2 and 
^3 to ^4. The ideal situation would have been that all four compari¬ 
sons show a significant decrease. Nonetheless, the results do support 
the existence of the hypothesized hierarchy shown in Figure 18. 
TABLE 16 
WILCOXON MATCHED-PAIRS SIGNED-RANKS TEST FOR RESIDUAL 
MATRICES r. .OF HYPOTHESIZED HIERARCHY 
i j/k 
Comparison Cases Ties 
Negative 
Ranks # 
and Means 
Positive 
Ranks # 
and Means 
1- 
Z 
Tailed 
P 
^1 with 25 6 15,10-7 4,9-00 -2.4 .009* 
12 with 13 25 9 8,8-63 8,8-38 -.05 .479 
^3 with ^4 25 11 11 ,7-73 3,6*67 -2.04 .02* 
V4 with V5 
% r\j 
25 15 4,5-25 6,5*67 -.667 .254 
*Significant at a=.05 level 
Step 8 . No alternative hierarchy was found to be plausible and 
therefore, Step 8 need not be executed. 
To summarize, the Ground Coffee market structure is as hypothe¬ 
sized and is shown in Figure 22. The Caffeinated/Decaffeinated attri¬ 
bute is more important than the Automatic Drip/Percolator attribute. 
No other hierarchy was found to be congenial with the data. 
no 
Ground Coffee 
Figure 22. Structure of the Ground Coffee market. 
Instant Coffee 
As previously discussed, for the Instant Coffee market seven 
types are considered for analysis. The a-priori hypothesized structure 
of the Instant Coffee market is shown in Figure 23. The hierarchy 
depicted in the figure postulates that the Caffeinated/Decaffeinated 
attribute is more important than the Freeze Dried/Regular attribute. 
Switching, therefore, is more likely between Types 21 and 23 or between 
Types 22 and 24 than between Types {21,24} or {21,22} or {22,23} or 
{23,24}. Purchase of European (50), Adulterated (26) and Flavored (60) 
Ill 
is considered to be a manifestation of variety seeking behavior. 
Therefore, consumers can switch to Types 50, 26 or 60 from any of the 
Types 21, 22, 23 or 24. Similarly, from Types 50, 26 or 60 consumers 
can switch to any of the Types 21, 22, 23 or 24. 
Instant Coffee 
Figure 23. Hypothesized hierarchy for Instant Coffee market. 
The following discusses the testing of the hypothesized hierarchy 
shown in Figure 23, based on the 8-step procedure developed in Chapter 
V. 
Step 1. 1,595 households, who have switched at least five times, 
were selected. A string of six purchases reflecting the first five 
switches was selected for analysis. 
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Step 2. Step 2 of the methodology involves generating cross- 
c'assified tables such that the switching history is taken into 
account. Following the procedure developed in Chapter V, Step 2, and 
previously illustrated for the case of Ground Coffee, the cross-tables 
are designed as shown in Figure 24. As shown in Figure 24, for types 
50, 26 and 60 no purchase history is necessary as consumers could switch 
to and from types 50, 26 or 60 from and to any of the types 21, 22, 
23 or 24. For types 21, 22, 23 and 24 past switches need to be consi¬ 
dered to test the phenomena that if the hierarchy is plausible we would 
observe that switching out of subsets {21,23} ({22,24}) becomes less 
probable the longer one switches within {21,23} ({22,24}). 
Table 17 shows the individual cross-classified tables. 
Step 3. The five cross-tables of Table 17 are stacked to yield a 
7x7x5 three-way crossclassification of manifest variables A, B and C, 
where the variables A and B represent the Type switched from and Type 
switched to respectively; and variable C represents the number of the 
switch. 
Step 4. The restrictions on the latent class model parameters are 
determined by the hypothesized hierarchy. The latent classes, their 
character, and the level at which switching is allowed are shown in 
Table 18. The restrictions on the conditional probabilities are shown 
in Table 19. From Table 19 we see that there are ten classes for each 
7x7 table of Table 17. Classes 1 to 10 correspond to table (i), which 
describes the first switch, Classes 11 to 20 correspond to table (ii). 
113 
To B 
Table i (k=l) 
To B 
Past 
From A 
Table ii (k=2) 
Figure 24. Cross-tables design to test the hypothesized hier¬ 
archy for Instant Coffee. 
From 
From A 
To B 
Table iii (k=3) 
Past swi tches 
23 21 23 21 
24 22 24 22 
21 23 21 23 
22 24 22 24 
50 
26 
60 
21 22 
To B 
23 24 50 26 60 
Table iv (k=4) 
Figure 24 (continued) 
To B 
Figure 24 (continued) 
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TABLE 17 
FIVE CROSS-CLASSIFICATIONS WITH THE DESIGN SHOWN 
IN FIGURE 24 FOR THE HYPOTHESIZED HIERARCHY 
FOR INSTANT COFFEE 
To B 
21 22 23 24 50 26 60 
21 0 277 123 68 9 44 3 524 
22 244 0 72 156 25 31 6 534 
23 77 39 0 61 8 8 0 193 
24 45 96 60 0 9 5 1 216 
50 14 20 6 10 0 2 4 56 
26 28 18 11 7 0 0 2 66 
60 1 1 0 2 2 0 0 6 
409 451 272 304 53 90 16 1595 
Table (i) (k=l) 
To B 
21 22 23 24 50 26 60 
Past switches 23 21 0 21 45 6 0 5 0 77 
34 22 27 0 11 51 3 3 1 96 
21 23 89 18 0 10 1 5 0 123 
From A 22 24 32 108 9 0 6 0 1 156 
50 9 18 12 10 0 1 3 53 
26 40 27 8 13 2 0 0 90 
60 2 7 0 0 7 0 0 16 
159 199 75 90 19 14 4 611 
Table (ii) (k=2) 
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TABLE 17 
(continued) 
To B 
21 22 23 24 50 26 60 
Past switches 21 23 21 0 16 60 7 1 4 1 89 
22 24 22 32 0 9 61 2 4 0 108 
23 21 23 38 5 0 2 0 0 0 45 
From A 24 22 24 3 38 7 0 0 3 0 51 
50 21 16 8 13 0 1 6 65 
26 29 26 15 10 3 0 0 83 
60 1 3 2 1 4 0 0 11 
124 104 101 94 10 12 7 452 
Table (iii) (k=3) 
To B 
21 22 23 24 50 26 60 
Past switches 23 21 23 21 0 5 28 4 0 1 0 38 
24 22 24 22 6 0 4 26 1 1 0 38 
21 23 21 23 49 10 0 1 0 0 0 60 
From A 22 24 22 24 11 46 4 0 0 0 0 61 
50 20 16 4 8 0 3 4 55 
26 43 25 15 6 2 0 0 91 
60 1 3 2 1 8 1 0 16 
130 105 57 46 11 6 
Table (iv) (k=4) 
4 359 
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TABLE 17 
(continued) 
To B 
21 22 23 24 50 26 60 
Past switches 21 23 21 23 21 0 13 31 3 1 1 0 49 
22 24 22 24 22 8 0 5 30 1 2 0 46 
23 21 23 21 23 16 7 0 3 1 1 0 28 
From A 24 22 24 22 24 2 21 3 0 0 0 0 26 
50 17 20 11 11 0 4 9 72 
26 46 17 8 8 2 0 0 81 
60 1 2 0 1 4 1 0 9 
90 80 58 56 9 
Table v (k=5) 
9 9 311 
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TABLE 18 
LATENT CLASSES AND THEIR CHARACTER FOR THE 
HYPOTHESIZED HIERARCHY FOR INSTANT COFFEE 
Latent Class 
Character: Switching Allowed 
From To Level 
1, 11, 21 , 31, 41 Types 23, 50, 26 , 60 Type 21 Low 
2, 12, 22, 32, 42 Types 24, 50, 26 , 60 Type 22 Low 
3, 13, 23, 33, 43 Types 21, 50, 26 , 60 Type 23 Low 
4, 14, 24, 34, 44 Types 22, 50, 26 , 60 Type 24 Low 
5, 15, 25, 35, 45 Types 21, 22, 23, 24, 26, 60 Type 50 Low 
6, 16, 26, 36, 46 Types 21 , 22, 23, 24,50, 60 Type 26 Low 
7, 17, 27, 37, 47 Types 21 , 22, 23, 24,50, 26 Type 60 Low 
8, 18, 28, 38, 48 Types 21, 23 Types 22, 24 High 
9, 19, 29, 39, 49 Types 22, 24 Types 21 , 23 High 
10, 20, 30, 40, 50 Any Any High 
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TABLE 19 
RESTRICTIONS ON CONDITIONAL PROBABILITIES FOR THE 
HYPOTHESIZED HIERARCHY FOR INSTANT COFFEE 
1 2 3 
Latent Class 
4 5 6 7 8 9 10 
21 0* 0 F 0 F F F . F 0 F 
22 0 0 0 F F F F 0 F F 
23 F+ 0 0 0 F F F F 0 F 
From A 24 0 F 0 0 F F F 0 F F 
50 F F F F 0 F F 0 0 F 
26 F F F F F 0 F 0 0 F 
60 F F F F F F 0 0 0 F 
21 1* 0 0 0 0 0 0 0 F F 
22 0 1 0 0 0 0 0 F 0 F 
23 0 0 1 * 0 0 0 0 0 F F 
To B 24 0 0 0 1 0 0 0 F 0 F 
50 0 0 0 0 1 0 0 0 0 F 
26 0 0 0 0 0 1 0 0 0 F 
60 0 0 0 0 0 0 1 0 0 F 
1 1 1 1 1 1 1 1 1 1 1 
2 0 0 0 0 0 0 0 0 0 0 
Switches C 3 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 
Key: 
*"0" or "1" signifies that the corresponding conditional probability is 
zero or one respectively. n^=0, H^=l 
"F" signifies that the corresponding conditional probability is free and 
has to be estimated. 
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TABLE 19 
(continued) 
Latent Cl ass 
11 12 13 14 15 16 17 18 19 20 
21 00F0FFFF0 F 
22 000FFFF0F F 
23F000FFFF0 F 
From A 24 0F00FFF0F F 
50FFFF0FF00 F 
26FFFFF0F00 F 
60FFFFFF000 F 
21 1 0000000F F 
22 01 00000F0 F 
23 001 OOOOOF F 
To B 24 0001 000F0 F 
50 000010000 F 
26 000001000 F 
60 000000100 F 
Switches 
1 0 
2 1 
3 0 
4 0 
5 0 
0 0 0 0 0 
11111 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 
1 1 1 
0 0 0 
0 0 0 
0 0 0 
0 
1 
0 
0 
0 
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TABLE 19 
(continued) 
Latent Class 
21 22 23 24 25 26 27 28 29 30 
From 
To 
21 00F0FFFF0 F 
22 000FFFF0F F 
23F000FFFF0 F 
A 24 0F00FFF0F F 
30FFFF0FF00 F 
26FFFFF0F00 F 
60FFFFFF000 F 
21 1 0000000F F 
22 01 00000F0 F 
23 001 00000F F 
B 24 0001 000F0 F 
50 000010000 F 
26 000001000 F 
60 000000100 F 
1 0 0 
2 0 0 
3 1 1 
4 0 0 
5 0 0 
0 0 0 
0 0 0 
1 1 1 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
1 1 1 
0 0 0 
0 0 0 
0 
0 
1 
0 
0 
0 
0 
1 
0 
0 
Switches C 
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TABLE 19 
(continued) 
Latent Class 
31 32 33 34 35 36 37 38 39 40 
21 00F0FFFF0 F 
22 000FFFF0F F 
23F000FFFF0 F 
From A 24 0F00FFF0F F 
50FFFF0FF00 F 
26FFFFF0F00 F 
60FFFFFF000 F 
21 1 0000000F F 
22 01 00000F0 F 
23 001 00000F F 
To B 24 0001 000F0 F 
50 000010000 F 
26 000001 000 F 
60 000000100 F 
Switches C 
1 0 0 0 0 
2 0 0 0 0 
3 0 0 0 0 
4 1111 
5 0 0 0 0 
0 
0 
0 
1 
0 
0 
0 
0 
1 
0 
0 0 0 
0 0 0 
0 0 0 
1 1 1 
0 0 0 
0 
0 
0 
1 
0 
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TABLE 19 
(continued) 
Latent Class 
41 42 43 44 45 46 47 48 49 50 
21 00F0FFFF0 F 
22 000FFFF0F F 
23F000FFFF0 F 
From A 24 0F00FFF0F F 
50FFFF0FF00 F 
26FFFFF0F00 F 
60FFFFFF000 F 
21 1 0000000F F 
22 01 00000F0 F 
23 001 00000F F 
To B 24 0001 000F0 F 
50 000010000 F 
26 000001000 F 
60 000000100 F 
1000000000 0 
2000000000 0 
Switches C 3000000000 0 
4000000000 0 
5 111111111 1 
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which describes the second switch; and so on for Classes 21 to 30, 31 
to 40, and 41 to 50. 
Step 5. Table 20 shows the latent class proportions. The five 
rows correspond to the five tables k=l to k=5. Columns 1 to 10 repre¬ 
sent the ten latent classes. Column 11 is the sum of the last three 
latent class proportions, column 12 is the sum of all the ten classes 
in the row and column 13 is the ratio of column 11 to column 12. 
? 
The model fits the data very well since L =1.911 with 54 degrees 
of freedom. The ratio column shows that the ratio decreases as k 
increases except for k=4. We, therefore, conclude that there is one 
segment which structures the Instant Coffee market as shown in Figure 
23. 
Step 6. Figure 25 shows an alternative hierarchy which postu¬ 
lates that the Freeze Dried/Regular attribute is more important than 
the Caffeinated/Decaffeinated attribute. Table 21 presents the cross- 
classified data dictated by this alternative hierarchy. Table 22 tabu¬ 
lates the latent classes and their character, and Table 23 shows the 
restrictions on the conditional probabilities. The results are shown 
in Table 24. The results indicate that the alternative hierarchy fits 
o 
the data well (L =5.428 with 50 degrees of freedom). Column 13, of 
Table 24, which presents the ratio of the sum of the last three latent 
class proportions to the total latent class proportions, shows that the 
ratio uniformly decreases as k increases. Therefore, we can conclude 
that a sufficient proportion of the population structures the market 
as shown in Figure 25. No other hierarchy was found to be congenial 
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Instant Coffee 
Figure 25. Alternative hierarchy for Instant Coffee. 
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TABLE 21 
FIVE CROSS-TABS FOR THE ALTERNATIVE HIERARCHY 
FOR INSTANT COFFEE 
To B 
21 22 23 24 50 26 60 
21 0 277 123 68 9 44 3 524 
22 244 0 72 156 25 31 6 534 
23 77 39 0 61 8 8 0 193 
24 45 96 60 0 9 5 1 216 
50 14 20 6 10 0 2 4 56 
26 28 18 11 7 0 0 2 66 
60 1 1 0 2 2 0 0 6 
409 451 272 304 53 90 16 1595 
Table (i) (k=l) 
To B 
21 22 23 24 50 26 60 
Past switches 22 21 0 175 26 24 4 12 3 244 
21 22 209 0 22 35 4 6 1 277 
24 23 9 11 0 37 2 1 0 60 
From A 23 24 6 12 40 0 2 1 0 61 
50 9 18 12 10 0 1 3 53 
26 40 27 8 13 2 0 0 90 
60 2 7 0 0 7 0 0 16 
275 250 108 119 21 21 10 801 
Table (ii) (k=2) 
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TABLE 21 
(continued) 
To B 
21 22 23 24 50 26 60 
Past switches 21 22 21 0 144 32 21 3 8 1 209 
22 21 22 135 0 16 16 1 6 1 175 
23 24 23 9 7 0 23 1 0 0 40 
From A 24 23 24 7 10 19 0 1 0 0 37 
50 21 16 8 13 0 1 0 65 
26 29 26 15 10 3 0 0 83 
60 1 3 2 1 4 0 0 11 
202 206 92 84 13 15 2 620 
Table (iii) (k=3) 
To B 
21 22 23 24 50 26 60 
Past switches 22 21 22 21 0 112 6 10 0 6 1 135 
21 22 21 22 122 0 9 8 2 3 0 144 
24 23 24 23 1 3 0 15 0 0 0 19 
From A 23 24 23 24 1 1 20 0 0 1 0 23 
50 20 16 4 8 0 3 4 55 
26 43 25 15 6 2 0 0 91 
60 1 3 2 1 8 1 0 16 
188 160 66 48 12 14 5 483 
Table (iv) (k=4) 
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TABLE 21 
(continued) 
To B 
21 22 23 24 50 26 60 
Past switches 21 22 21 22 21 0 95 13 6 1 7 0 122 
22 21 22 21 22 95 0 5 9 1 2 0 112 
23 24 23 24 23 0 2 0 18 0 0 0 20 
From A 24 23 24 23 24 1 4 10 0 0 0 0 15 
50 17 20 11 11 0 4 9 72 
26 46 17 8 8 2 0 0 81 
60 1 2 0 1 4 1 0 9 
160 140 47 53 8 14 9 431 
Table v (k=5) 
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TABLE 22 
LATENT CLASSES AND THEIR CHARACTER FOR ALTERNATIVE 
HIERARCHY FOR INSTANT COFFEE 
Character: Switching Allowed 
Latent Class From To Level 
1, n, 21, 31, 41 Types 22, 50, 26, 60 Type 21 Low 
2, 1 2, 22, 32, 42 Types 21 , 50, 26, 60 Type 22 Low 
3, 13, 23, 33, 43 Types 24, 50, 26, 60 Type 23 Low 
4, 14, 24, 34, 44 Types 23, 50, 26, 60 Type 24 Low 
5, 15, 25, 35, 45 Types 21, 22, 23, 24, 26, 60 Type 50 Low 
6, 16, 26, 36, 46 Types 21, 22, 23, 24, 50, 60 Type 26 Low 
7, 17, 27, 37, 47 Types 21 , 23, 20, 24, 50, 26 Type 60 Low 
8, 18, 28, 38, 48 Types 21 , 22 Types 23, 24 High 
9 , 19 , 29, 39, 49 Types 23, 24 Types 21, 22 High 
10, 20, 30, 40, 50 Any Any High 
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TABLE 23 
RESTRICTIONS ON CONDITIONAL PROBABILITIES FOR THE 
ALTERNATIVE HIERARCHY FOR INSTANT COFFEE 
1 2 3 
Latent Class 
4 5 6 7 8 9 10 
21 0* F+ 0 0 F F F F 0 F 
22F000FFFF0 F 
23 000FFFF0F F 
From A 24 00F0FFF0F F 
50FFFF0FF00 F 
26FFFFF0F00 F 
60FFFFFF000 F 
21 1* 0000000 F F 
22 01 OOOOOOF F 
23 001 OOOOFO F 
To B 24 0001 OOOFO F 
50 000010000 F 
26 000001000 F 
60 000000100 F 
1 1 1 1 1 1 1 1 1 1 1 
2 0 0 0 0 0 0 0 0 0 0 
Switches C 3 0 0 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 
Key: 
*"0" or "l" signifies that the conditional probability is zero or one 
respectively. n^=0, n!j^=l 
+ "F" signifies that the conditional probability is free and has to be 
estimated. 
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TABLE 23 
(continued) 
Latent Class 
11 12 13 14 15 16 17 18 19 20 
21 0F00FFFF0 F 
22F000FFFF0 F 
23 000FFFF0F F 
From A 24 00F0FFF0F F 
50FFFF0FF00 F 
26FFFFF0F00 F 
60FFFFFF000 F 
21 1 0000000F F 
22 01 000000F F 
23 001 0000F0 F 
To B 24 0001 000F0 F 
50 000010000 F 
26 000001000 F 
60 000000100 F 
1000000000 0 
2 111111111 1 
Switches C 3000000000 0 
4000000000 0 
5000000000 0 
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TABLE 23 
(continued) 
Latent Class 
21 22 23 24 25 26 27 28 29 30 
21 0F00FFFF0 F 
22F000FFFF0 F 
23 000FFFF0F F 
From A 24 00F0FFF0F F 
50FFFF0FF00 F 
26FFFFF0F00 F 
60FFFFFF000 F 
21 1 0000000F F 
22 01 000000F F 
23 001 0000F0 F 
To B 24 0001 000F0 F 
50 000010000 F 
26 000001000 F 
60 000000100 F 
Switches C 
10 0 0 
2 0 0 0 
3 111 
4 0 0 0 
5 0 0 0 
0 0 0 0 
0 0 0 0 
1111 
0 0 0 0 
0 0 0 0 
0 0 
0 0 
1 1 
0 0 
0 0 
0 
0 
1 
0 
0 
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TABLE 23 
(continued) 
Latent Class 
31 32 33 34 35 36 37 38 39 40 
21 0F00FFFF0 F 
22F000FFFF0 F 
23 000FFFF0F F 
From A 24 00F0FFF0F F 
50FFFF0FF00 F 
26FFFFF0F00 F 
60FFFFFF000 F 
21 1 0000000F F 
22 01 000000F F 
23 001 0000F0 F 
To B 24 0001 000F0 F 
50 000010000 F 
26 000001000 F 
60 000000100 F 
1000000000 0 
2000000000 0 
Switches C 3000000000 0 
4 111111111 1 
5000000000 0 
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TABLE 23 
(continued) 
Latent Class 
41 42 43 44 45 46 47 48 49 50 
21 0F00FFFF0 F 
22F000FFFF0 F 
23 000FFFF0F F 
From A 24 00F0FFF0F F 
50FFFF0FF00 F 
26FFFFF0F00 F 
60FFFFFF000 F 
21 1 0000000F F 
22 01 000000F F 
23 001 0000F0 F 
To B 24 0001 000F0 F 
50 000010000 F 
26 000001000 F 
60 000000100 F 
1000000000 0 
2000000000 0 
Switches C 3000000000 0 
4000000000 0 
5 111111111 1 
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with the data, and, hence, we conclude that there are two types of 
hierarchies for the Instant Coffee market. 
Step 7. Table 25 presents the observed and reproduced r.. 
i<1, j<7, 1 <_k<5, for the hypothesized hierarchy. The observed r 
ij/k 
are calculated from the cross-tables of Table 17 and the reproduced 
rij/k are ca^cu^a^ec* using equation (5.36). The reproduced r.. are 
very close to the observed r.^. This is to be expected since the fit 
of the model is very good (L^=l.911 with 54 degrees of freedom). Table 
26 presents the observed and reproduced r. for the alternative hier¬ 
archy. Here too the reproduced r. match the observed r. since 
the alternative hierarchy also fits the data (L =5.428 with 50 degrees 
of freedom). 
Table 27 shows the residual (r^^) matrices for the hypothesized 
hierarchy. The residual r.^^'s are calculated as described in Step 7 
in Chapter V. Latent Classes 8, 9 and 10 (for k=l); 18, 19 and 20 (for 
k=2); 28, 29 and 30 (for k=3); 38, 39 and 40 (for k=4); and 48, 49 and 
50 (for k=5) allow switching at higher levels for the hypothesized 
Instant Coffee hierarchy. Table 28 presents the residual r\ for the 
alternative hierarchy. The last three classes permit switching at 
higher levels for this hierarchy too. 
The results of the Wilcoxon Matched-Pairs Signed-Ranks Test for 
the hypothesized hierarchy are shown in Table 29. The results show 
that ^5<^4<^3<^2<^1, and only the ^1, ^2 difference is significant. 
Even though the differences between V2 and V3; V3 and V4; and V4 and V5 
are not significant, the results do support the existence of the hypo¬ 
thesized hierarchy for one segment of the population. 
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TABLE 25 
OBSERVED AND REPRODUCED rn‘j/k FOR THE HYPOTHESIZED 
HIERARCHY FOR INSTANT COFFEE 
To B 
21 22 23 24 50 26 60 
21 0 .529 .235 .130 .017 .084 .006 
(0)* * (.529) (.235) (.130) (.017) (.084) (.006) 
22 .457 0 .135 .292 .047 .058 .011 
(.457) (0) (.135) (.292) (.047) (.058) (.oil) 
23 .399 .202 0 .316 .041 .041 0 
(.399) (.202) (0) (.316) (.041) (.041) (0) 
24 .208 .444 .278 0 .042 .023 .005 
(.208) (.444) (.278) (0) (.042) (.023) (.005) 
50 .25 .357 .07 .179 0 .036 .071 
(.25) (.357) (.107) (.179) (0) (.036) (.071) 
26 .424 .273 .167 .106 0 0 .030 
(.424) (.273) (.167) (.106) (0) (0) (.030) 
60 .167 .167 0 .333 .333 0 0 
(.167) (.167) (0) (.333) (.333) (0) (0) 
(k=l) 
i j/k* 
*Figures in parentheses are the reproduced r 
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TABLE 25 
(continued) 
To B 
Past switches 
From A 
21 22 23 
23 21 0 .273 .584 
(0) (.249) (.584) 
24 22 .281 0 .115 
(.281) (0) (.115) 
21 23 .724 .146 0 
(.724) (.161) (0) 
22 24 .205 .692 .058 
(.205) (.692) (.058) 
50 .170 .340 .226 
(.170) (.340) (.226) 
26 .444 .300 .089 
(.444) (.300) (.089) 
60 .125 .438 0 
(.125 (.438) (0) 
24 50 26 60 
.078 0 .065 0 
(.102) (0) (.065) (0) 
.53 .031 .031 .010 
(.531) (.031) (.031) (.010) 
.081 .008 .041 0 
(.066) (.008) (.041) (0) 
0 .038 0 .006 
(0) (.038) (0) (.006) 
.189 0 .019 .057 
(.189) (0) (.019) (.057) 
.144 .022 0 0 
(.144) (.022) (0) (0) 
0 .438 0 0 
(0) (.437) (0) (0) 
(k=2) 
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TABLE 25 
(continued) 
To B 
21 22 23 24 50 26 60 
Past switches 
21 23 21 0 .180 .674 .079 .011 .045 .011 
(0) (.181) (.674) (.078) (.oil) (.045) (.oil) 
22 24 22 .296 0 .083 .565 .019 .037 0 
(.296) (0) (.083) (.565) (.019) (.037) (0) 
23 21 23 .844 .111 0 .044 0 0 0 
(.844) (.108) (0) (.047) (0) (0) (0) 
From A 24 22 24 .059 .745 .137 0 0 .059 0 
(.059) (.745) (.137) (0) (0) (.059) (0) 
50 .323 .246 .123 .2 0 .015 .092 
(.323) (.246) (.123) (.200) (0) (.015) (.092) 
26 .349 .313 .181 .120 .036 0 0 
(.349) (.313) (.181) (.120) (.036) (0) (0) 
60 .091 .273 .182 .091 .364 0 0 
(.091) (.273) (.182) (.091) (.364) (0) (0) 
(k=3) 
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TABLE 25 
(continued) 
To B 
21 22 23 24 50 26 60 
Past switches 
23 21 23 21 0 .132 .737 .105 0 .026 0 
(0) (.132) (.737) (.105) (0) (.026) (0) 
24 22 24 22 .158 0 .105 .684 .026 .026 0 
(.158) (0) (.105) (.684) (.026) (.026) (0) 
21 23 21 23 .817 .167 0 .017 0 0 0 
(.817) (.167) (0) (.017) (0) (0) (0) 
From A 22 24 22 24 .180 .754 .065 0 0 0 0 
(.180) (.754) (.066) (0) (0) (0) (0) 
50 .364 .291 .073 .145 0 .055 .073 
(.364) (.291) (.073) (.145) (0) (.055) (.073) 
26 .473 .275 .165 .066 .022 0 0 
(.473) (.275) (.165) (.066) (.022) (0) (0) 
60 .063 .188 .125 .063 .5 .063 0 
(.063) (.188) (.125) (.063) (.500) (.063) (0) 
(k=4) 
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TABLE 25 
(continued) 
To B 
21 22 23 24 50 26 60 
Past switches 
21 23 21 23 21 0 .265 .633 .061 .020 .020 0 
(0) (.265) (.633) (.061) (.020) (.020) (0) 
22 24 22 24 22 .174 0 .109 .652 .022 .043 0 
(.157) (0) (.126) (.652) (.022) (.043) (0) 
23 21 23 21 23 .571 .25 0 .107 .036 .036 0 
(.571) (.25) (0) (.107) (.036) (.036) (0) 
24 22 24 22 24 .077 .808 .115 0 0 0 0 
(.106) (.808) (.085) (0) (0) (0) (0) 
From A 50 .236 .278 .153 .153 0 .056 .125 
(.236) (.278) (.153) (.153) (0) (.056) (.125) 
26 .568 .210 .098 .098 .025 0 0 
(.568) (.210) (.099) (.099) (.025) (0) (0) 
60 .111 .222 0 .111 .444 .111 0 
(•111) (.222) (0) (■111) (.444) (.111) (0) 
(k=5) 
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TABLE 26 
OBSERVED AND REPRODUCED r-jj/k FOR ALTERNATIVE 
HIERARCHY FOR INSTANT COFFEE MARKET 
To B 
21 22 23 24 50 26 60 
21 0 .529 .235 .130 .017 .084 .006 
(0)* (.529) (.235) (.130) (.017) (.084) (.006) 
22 .457 0 .135 .292 .047 .058 .011 
(.457) (0) (.135) (.292) (.047) (.058) (.oil) 
23 .399 .202 0 .316 .041 .041 0 
(.399) (.202) (0) (.316) (.041) (.041) (0) 
24 .208 .444 .278 0 .042 .023 .005 
(.208) (.444) (.278) (0) (.042) (.023) (.005) 
50 .250 .357 .107 .179 0 .036 .071 
(.250) (.357) (.107) (.179) (0) (.036) (.071) 
26 .424 .273 .167 .106 0 0 .030 
(.424) (.273) (.167) (.106) (0) (0) (.030) 
60 .167 .167 0 .333 .333 0 0 
(.167) (.167) (0) (.333) (.333) (0) (0) 
k=l 
^Figures in parentheses are reproduced r 
i j/k* 
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TABLE 26 
(continued) 
To B 
21 22 23 24 50 26 60 
Past switches 22 21 0 
(0) 
.717 
(.717) 
21 22 .755 
(.754) 
0 
(0) 
24 23 .15 
(.149) 
.183 
(.183) 
From A 23 24 .098 
(.098) 
.196 
(.197) 
50 .170 
(.170) 
.34 
(.340) 
26 .444 
(.444) 
.3 
(.300) 
60 .125 
(.125) 
.438 
(.438) 
.107 .098 .016 .049 .012 
(.107) (.098) (.016) (.049) (.012) 
.079 .126 .014 .022 .004 
(.079) (.126) (.014) (.022) (.004) 
0 .617 .033 .017 0 
(0) (.617) (.033) (.017) (0) 
.656 0 .033 .016 0 
(.656) (0) (.033) (.016) (0) 
.226 .188 0 .019 .057 
(.226) (.189) (0) (.019) (.057) 
.088 .144 .022 0 0 
(.089) (.144) (.022) (0) (0) 
0 0 .438 0 0 
(0) (0) (.438) (0) (0) 
k=2 
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TABLE 26 
(continued) 
To B 
21 22 23 24 50 26 60 
Past switches 
21 22 21 0 .689 .153 .100 .014 .038 .005 
(0) (.689) (.153) (.100) (.014) (.038) (.005) 
22 21 22 .771 0 .091 .091 .006 .034 .006 
(.771) (0) (.091) (.091) (.006) (.034) (.006) 
23 24 23 .225 .175 0 .575 .025 0 0 
(.225) (.175) (0) (.575) (.025) (0) (0) 
From A 24 23 24 .189 .270 .514 0 .027 0 0 
(.189) (.270) (.514) (0) (.027) (0) (0) 
50 .323 .246 .123 .2 0 .015 .092 
(.323) (.246) (.123) (.200) (0) (.015) (.092) 
26 .349 .313 .181 .120 .036 0 0 
(.349) (.313) (.181) (.120) (.036) (0) (0) 
60 .091 .273 .182 .091 .364 0 0 
(.091) (.273) (.182) (.091) (.364) (0) (0) 
k=3 
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TABLE 26 
(continued) 
To B 
21 22 23 24 50 26 60 
Past switches 
22 21 22 21 0 .830 .044 .074 0 .044 .007 
(0) (.830) (.054) (.065) (0) (.044) (.007) 
21 22 21 22 .847 0 .063 .056 .014 .021 0 
(.847) (0) (.054) (.064) (.014) (.021) (0) 
24 23 24 23 .053 .158 0 .789 0 0 0 
(.070) (.140) (0) (.789) (0) (0) (0) 
From A 23 24 23 24 .043 .043 .870 0 0 .043 0 
(.029) (.058) (.870) (0) (0) (.043) (0) 
50 .364 .291 .073 .145 0 .055 .073 
(.364) (.291) (.073) (.145) (0) (.055) (.073) 
26 .473 .275 .165 .066 .022 0 0 
(.473) (.275) (.165) (.066) (.022) (0) (0) 
60 .063 .188 .125 .063 .500 .063 0 
(.063) (.188) (.125) (.062) (.500) (.063) (0) 
k=4 
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TABLE 26 
(continued) 
To B 
21 22 23 24 50 26 60 
Past switches 
21 22 21 22 21 0 .779 .107 .049 .008 .057 0 
(0) (.779) (.085) (.071) (.008) (.057) (0) 
22 21 22 21 22 .848 0 .045 .08 .009 .018 0 
(.848) (0) (.068) (.057) (.009) (.018) (0) 
23 24 23 24 23 0 .1 0 .9 0 0 0 
(.014) (.086) (0) (.9) (0) (0) (0) 
From A 
24 23 24 23 24 .067 .267 .667 0 0 0 0 
(.047) (.286) (.667) (0) (0) (0) (0) 
50 .236 .278 .153 .153 0 .056 .125 
(.236) (.278) (.153) (.153) (0) (.056) (.125) 
26 .568 .210 .099 .099 .025 0 0 
(.568) (.210) (.099) (.099) (.025) (0) (0) 
60 .111 .222 0 .111 .444 .111 0 
(•111) (.222) (0) (•111) (.444) (•111) (0) 
k=5 
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TABLE 27 
RESIDUAL r../k FOR THE HYPOTHESIZED HIERARCHY FOR INSTANT COFFEE 
To B 
Switches 21 22 23 24 50 26 60 
1 0 .529 0 .130 0 0 0 
2 0 .249 0 .102 0 0 0 
21 k 3 0 .181 0 .078 0 0 0 
4 0 .132 0 .105 0 0 0 
5 0 .265 0 .061 0 0 0 
1 .457 0 .135 .244 .012 .008 0 
2 .281 0 .115 0 0 0 0 
22 k 3 .296 0 .083 0 0 0 0 
4 .158 0 .105 0 0 0 0 
5 .157 0 .126 0 0 0 0 
1 .389 .202 0 .316 .014 .008 0 
2 .011 .161 0 .066 0 0 0 
23 k 3 0 .109 0 .047 0 0 0 
4 .159 .167 0 .017 0 0 0 
5 .009 .250 0 .107 0 0 0 
1 .208 0 .278 0 0 0 0 
2 .206 0 .058 0 .002 0 0 
From A 24 k 3 .059 .008 .137 0 0 0 0 
4 .180 .075 .066 0 0 0 0 
5 .107 0 .085 0 0 0 0 
1 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 
50 k 3 .004 .002 .031 0 0 0 0 
4 .049 .045 0 0 0 0 0 
5 .003 .009 0 .020 0 0 0 
1 0 0 0 0 0 0 0 
2 .023 0 0 0 .001 0 0 
25 k 3 .007 .003 .057 0 0 0 0 
4 .080 .074 0 0 0 0 0 
5 .005 .014 0 .031 0 0 0 
1 0 0 0 0 0 0 0 
2 .011 0 0 0 0 0 0 
> 60 k 3 .007 .003 .058 0 0 0 0 
4 .047 .043 0 0 0 0 0 
5 0 0 0 0 0 0 0 
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TABLE 28 
RESIDUAL r. 
ij/k 
FOR THE ALTERNATIVE HIERARCHY FOR INSTANT COFFEE 
To B 
Switches 21 22 23 24 50 26 50 
1 0 .233 .235 .130 0 0 .001 
2 0 0 .107 .038 0 0 0 
21 k 3 0 .054 .153 .1 0 0 0 
4 0 0 .054 .065 0 0 0 
5 0 0 .085 .071 0 0 0 
1 0 0 .135 .292 0 0 0 
2 .025 0 .079 .126 0 0 0 
22 k 3 0 0 .091 .091 0 0 0 
4 0 0 .054 .064 0 0 0 
5 0 0 .068 .057 0 0 0 
1 .399 .202 0 0 0 0 0 
2 .150 .183 0 .123 0 0 0 
23 k 3 .225 .175 0 0 0 0 0 
4 .070 .140 0 0 0 0 0 
5 .014 .086 0 0 0 0 0 
1 .208 .445 .255 0 0 0 .002 
2 .099 .197 0 0 0 0 0 
From A 24 k 3 .189 .270 .120 0 0 0 0 
4 .029 0 0 0 0 0 0 
5 .048 .286 0 0 0 0 0 
1 0 .09 .067 0 0 0 0 
2 .014 0 0 .03 0 0 0 
50 k 3 0 .058 .057 0 0 0 0 
4 .069 .118 .029 .045 0 0 0 
5 .014 .087 .013 .038 0 0 0 
1 0 .015 .011 0 0 0 0 
2 .009 0 0 .02 0 0 0 
26 k 3 0 .044 .043 0 0 0 0 
4 .044 .075 .018 .028 0 0 0 
5 .005 .034 .005 .015 0 0 0 
1 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 0 
60 k 3 0 .059 .057 0 0 0 0 
4 .047 .081 .020 .031 0 0 0 
5 0 0 0 0 0 0 0 
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TABLE 29 
WILCOXON MATCHED-PAIRS SIGNED-RANKS TEST, FOR THE 
HYPOTHESIZED HIERARCHY FOR INSTANT COFFEE, 
FOR RESIDUAL MATRICES r..,. 
lj/k 
Comparison Cases Ties 
Negative 
Ranks # 
and Means 
Positive 
Ranks # 
and Means 
1-Tailed 
P 
^1 with ^2 49 31 14,10-79 4,5-00 -2.85 .002* 
}(2 with p 49 28 11 ,11 -45 10,10-5 -.365 .357 
13 with ^4 49 30 7,10-07 12,9*96 -.986 .162 
V4 with V5 49 31 11 ,9-91 7,8-86 -1.024 .153 
^Significant at a=.05 level 
Table 30 presents the results of Wilcoxon Tests on residual ma¬ 
trices (Table 28) of the alternative hierarchy. Only the V3, V4 com¬ 
parison is insignificant. Therefore, the results support the existence 
of the alternative hierarchy for another segment of the population. 
We conclude that there are two segments in the population, and 
for one segment the hypothesized hierarchy is relevant and for another 
segment the alternative hierarchy is relevant. These two hierarchies 
are shown in Figure 26. 
Step 8. Step 8 of the methodology entails analyzing the differ¬ 
ences in demographic or other characteristics between the group who has 
the Hierarchy I (Figure 26) and the group who has Hierarchy II (Figure 
26). Group I consists of households who switch between types 21 and 23 
and between types 22 and 24. Group II, on the other hand, consists of 
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TABLE 30 
WILC0X0N MATCHED-PAIRS SIGNED-RANKS TEST FOR 
THE ALTERNATIVE HIERARCHY FOR INSTANT COFFEE, 
FOR RESIDUAL MATRICES r. ... 
ij/k 
Comparison Cases Ties 
Negative 
Ranks # 
and Means 
Positive 
Ranks # 
and Means Z 
1-Tailed 
P 
^1 with 12 49 27 16,12-63 6,8-5 -2.451 .007* 
12 with IS 49 27 8,7-75 14,13-64 -2.094 .018* 
IZ with ^4 49 27 13,12-46 9,10-11 -1 .153 .125 
^4 with ^5 49 29 15,10-97 5,9-10 -2.221 .013* 
*Significant at a=.05 level. 
Hierarchy II 
Figure 26. Hierarchies prevalent for the Instant Coffee market. 
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households who switch between types 21 and 22 and between types 23 and 
24. This is the essential difference between the two groups, since in 
both groups there are variety seeking incidents of switching to and 
from types 50, 26 and 60. Group I was selected from Table (ii), 
corresponding to k=2, of Table 17. The 452 households who had switched 
from type 23 to type 21 or from type 21 to type 23 or from type 24 to 
type 22 or from type 22 to type 24 comprised this group. Group II was 
selected from Table (ii), corresponding to k=2, of Table 21. The 642 
households who had switched from type 22 to type 21 or from type 21 to 
type 22 or from type 23 to type 24 or from type 24 to type 23 comprised 
this group. However, out of 452 households in Group I, demographic 
data for 442 households were available and out of 642 households in 
Group II demographic data for 626 households were available. Thus, 
for analysis purposes the total sample size is 1,068 households, with 
442 households classified in Group I and 626 households classified in 
Group II. The discriminating variables used are listed in Table 31. 
Stepwise Discriminant Analysis was used. In the first step BHH 
(Year of Birth of Household Head) was entered and in the second step 
EHH (Education of Household Head) was entered. No other variables were 
entered in further steps. Since there are only two groups, there is 
only one discriminant function (equation 6.1). 
Z = .844BHH - .821EHH. (6.1) 
The group centroids in this dimension are 
Group I -.102 
v Group II .07 
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TABLE 31 
DISCRIMINATING VARIABLES USED IN 
ANALYZING GROUP DIFFERENCES 
Variable 
Name Variable Description Val ue 
BHH Year of Birth of Household Head Year of Birth 
BHM Year of Birth of Homemaker Year of Birth 
OHH Occupation of Household Head 0 out of work 
1 employed 
OHM Occupation of Homemaker 0 out of work 
1 employed 
EHH Education of Household Head 0 to 20 or 
more years 
EHM Education of Homemaker 0 to 20 or 
more years 
INC Income per Annum 
EASZ Number of individuals in the household 
sharing groceries 
Equation (6.1) shows that both Age and Education are equally im¬ 
portant in the function. As BHH increases (or age decreases). Hier¬ 
archy II becomes more relevant; i.e., the caffeinated/decaffeinated 
attribute becomes less important. Older consumers consider the 
Caffeinated/Decaffeinated attribute as being more important than the 
Freeze Dried/Regular attribute. This is an intuitively plausible 
finding. 
The education variable loads negatively, and given the group cen¬ 
troids, this implies that the higher the education the more the chances 
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that Hierarchy I will be relevant. Again this is intuitively plausible 
because more educated people are increasingly becoming conscious of the 
importance of the Caffeinated/Decaffeinated attribute. 
The members of Group I were chosen based on the criterion that 
they had a switching sequence of the form 21, 23 or 23, 21 or 22, 24 or 
24, 22. Similarly members of Group II had a switching sequence 21, 22 
or 22, 21 or 23, 24 or 24, 23. Age and Education were found to be the 
best discriminators between these two groups. If the explanation pro¬ 
vided above, as to why age and education discriminate in the way they 
do, is accurate, then we should find that these two variables would 
discriminate even better for groups formed in the following fashion. 
Let Group I consist of people who have had a switching sequence 21, 23, 
21 , 23, 21 , 23 or 23, 21 , 23, 21 , 23, 21 or 22, 24, 22, 24, 22, 24 or 
24, 22, 24, 22, 24, 22. This new group I is a subset of the previous 
Group I and can be considered as the "more loyal" Hierarchy I holders. 
Group II is formed of individuals with switching sequence 21, 22, 21, 
22, 21, 22 or 22, 21, 22, 21, 22, 21 or 23, 24, 23, 24, 23, 24 or 24, 
23, 24, 23, 24, 23. It is logical to hypothesize that Age and Educa¬ 
tion should be even better discriminators between these two new groups. 
From Table 17 we see that there are 96 households which belong to Group 
I. Similarly from Table 21 we find that 218 households have switching 
sequences which classify them into Group II. 
Demographic data for all 96 households classified in Group I were 
available. Demographic data for 212 households, out of 218 classified 
in Group II, were available. Stepwise Discriminant Analysis, usingthe 
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same set of discriminating variables described in Table 31, was uti¬ 
lized to analyze group differences. 
In the first step EHM (Education of Homemaker) was entered with 
an F-to-Enter of 9.1 (EHH had the second highest F-to-Enter of 4.8). 
In the second step BHH was entered with an F-to-Enter of 2.9 (BHM had 
the second highest F-to-Enter of 2.1). No more variables were entered 
in further steps. 
The discriminant function is shown in equation (6.2), 
Z = .520BHH - 1.01EHM (6.2) 
and the group centroids are 
Group I -.295 
Group II .134 
The two stepwise analyses can be interpreted to mean that it is 
the "average" age of the couple or the "average" education of the 
couple which determines which hierarchy is operational for the panel 
member. This is so because BHH, the year of birth of the household 
head, will be, generally, highly correlated to the year of birth of 
the homemaker and EHH is generally highly correlated to EHM. Hence, 
anyone's age and education are a good discriminating variable. 
Also as hypothesized earlier, with the new composition of 
groups, the centroids (-.295, .134) are further apart than the cen¬ 
troids (-.102, .07) with the old composition. 
In conclusion it appears that the main difference between con¬ 
sumers who structure the Instant Coffee market as depicted by Hierarchy 
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I and those who structure it as depicted by Hierarchy II is that the 
former tend to be older and/or more educated. 
Summary 
This chapter described the structuring of the Coffee Market and 
presented the results. The Coffee Market was separated into Ground 
Coffee Market and Instant Coffee Market and each was analyzed separate¬ 
ly. Only one type of hierarchy was found for the Ground Coffee. 
According to this hierarchy the Caffeinated/Decaffeinated attribute 
is more important than the Percolator/Automatic Drip attribute. 
For the Instant Coffee Market two hierarchies were found to be 
operating. One group of consumers considered Caffeinated/Decaffeinated 
as the most important attribute and, therefore, switched freely between 
Freeze Dried and Regular Coffee. The other group switched between 
Caffeinated and Decaffeinated Coffee and considered Freeze Dried and 
Regular as the more important attribute of the two. The differences 
between these groups are that the former tends to be composed of older 
and/or more educated people. All the criteria for judging the quality 
of an a-priori hypothesized hierarchy are met by the hierarchies found 
plausible. 
CHAPTER VII 
DISCUSSIONS AND CONCLUSIONS 
Introduction 
This chapter begins with some general comments on the methodology 
described in Chapter V. Next, some of the advantages and limitations 
of the methodology are discussed. Table 1, which compared the existing 
techniques on some common dimensions, is updated by incorporating the 
proposed methodology. 
Some Comments on the Methodology 
Selecting Five Switches 
The methodology suggests analyzing five switches. The justifica¬ 
tion for choosing five switches is as follows. Step 5 assesses the 
plausibility of the hierarchy by examining the ratios (of the sum of 
proportions of the latent classes that allow switching at a higher 
level to the sum of all the latent class proportions). Ratios decreas¬ 
ing as k increases are an indicator of the plausibility of the hierar¬ 
chy. Recall that the number of ratios is equal to the number of 
switches analyzed. Analyzing five switches would provide a reasonable 
number of observations to check whether the ratios do decrease. Ana¬ 
lyzing lesser numbers of observations would provide too few observa¬ 
tions and, therefore, five switches are recommended. 
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Selecting Households with Five or More Switches 
Step 1 of the methodology entails selecting, from the panel, 
households who have five or more switches. This might mean elimination 
of a noteworthy number of households from the total sample. Therefore, 
it can be argued that the confirmed hierarchy is relevant only to the 
segment of the population which switches five or more times. To 
examine this issue the following analysis can be performed. It should 
be evident that households who have no switches do not contribute in¬ 
formation toward the hierarchical structure of the market; therefore, 
these households can be eliminated from the sample. Recall the proce¬ 
dure by which the cross-classified tables were formed. Each successive 
table was composed of households which were a subset of the households 
comprising the previous table. To test whether there is a significant 
difference between the total sample (i.e., consisting of households 
having one or more switches) and the selected sample (i.e., consisting 
of households having five or more switches) it is sufficient to test 
for significant differences between the two cross-classifications show¬ 
ing the first switch for both samples. 
For both the total sample and the selected sample form a cross- 
classified table showing the first switch. The cell freguen- 
cies are converted to cell probabilities by the formula 
where IT-jj is the probability of belonging to cell (i,j), fjj is 
the observed count in cell (i,j) and N is the total sample size 
of the table. Each of the two two-way tables is stringed as a 
vector. Wilcoxon Matched-Pairs Signed-Ranks Test is utilized 
to test for significant differences between the two. 
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The above procedure was carried out for the Ground and Instant 
Coffee markets to test whether for these markets there is any differ¬ 
ence between the selected sample and the total sample. Table 32 pre¬ 
sents the two cross-classifications for the Ground Coffee. Table 32A 
is the cross-classification for the total sample and shows the first 
switch. Table 32B is the cross-classification for the selected sample 
and shows the first switch. The figures in brackets are the calculated 
cell probabilities. Table 33 shows the results of the Wilcoxon 
Matched-Pairs Signed Ranks Test. The result shows that there is no 
difference (p=.490) between the selected sample and the total sample. 
Table 34 shows the corresponding cross-classifications for the Instant 
Coffee data. Table 34A Shows the first switch for the total sample and 
Table 34B shows the first switch for the selected sample. Table 35, 
which presents the results of the Wilcoxon test, shows that there is no 
difference (p=.878) between the selected and total sample. 
Advantages and Limitations of the Proposed Methodology 
Advantages 
The strengths of a confirmatory methodology over exploratory 
techniques have already been emphasized in the earlier chapters. We 
now briefly discuss the other merits of this technique. 
Latent Structure Analysis is based on cell frequencies. Some 
techniques like Multidimensional Scaling and Cluster Analysis (Rao and 
Sabavala 1981) require conversion of the cell frequencies to a 
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TABLE 32 
CROSS-CLASSIFICATIONS SHOWING THE FIRST SWITCH FOR THE 
TOTAL SAMPLE (TABLE 32A) AND THE SELECTED SAMPLE 
(TABLE 32B) FOR GROUND COFFEE 
1 2 3 4 5 
1 0 502 1305 114 149 2070 
(O) (.134) (.347) (.03) (.04) (.551) 
2 355 0 54 87 6 502 
(.094) (0) (.014) (.023) (.002) (.134) 
3 814 49 0 27 30 920 
(.216) (.013) (0) (.007) (.008) (.245) 
4 71 66 30 0 2 169 
(.019) (.018) (.008) (0) (.001) (.045) 
5 73 10 14 2 0 99 
(.019) (.003) (.004) (.001) (0) (.026) 
1313 627 1403 230 187 3760 
(.349) (.167) (.373) (.061) (.05) (1.0) 
Tabl e 32A 
1 2 3 4 5 
1 0 141 392 38 55 626 
(0) (.118) (.328) (.032) (.046) (.523) 
2 112 0 15 31 4 162 
(.094) (0) (.013) (.026) (.003) (.135) 
3 276 22 0 14 9 321 
(.231) (.018) (0) (.012) (.008) (.268) 
4 18 28 10 0 1 57 
(.015) (.023) (.008) (0) (.001) (.048) 
5 23 4 3 0 0 30 
(.019) (.003) (.003) (0) (0) (.025) 
429 195 420 83 69 1196 
(.359) (.163) (.351) (.069) (.058) (1.0) 
Table 32B 
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TABLE 33 
WILCOXON MATCHED-PAIRS SIGNED-RANKS TEST FOR 
DIFFERENCE BETWEEN TOTAL AND SELECTED 
SAMPLES FOR GROUND COFFEE 
Cases Ties 
Negative Ranks 
# and Means 
Positive Ranks 
# and Means 
2-Tailed 
Z-Value p 
25 11 6,6*92 8,7*94 -.691 .490 
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TABLE 34 
CROSS CLASSIFICATIONS SHOWING THE FIRST SWITCH FOR 
THE TOTAL SAMPLE (TABLE 34A) AND THE SELECTED 
SAMPLE (TABLE 34B) FOR INSTANT COFFEE 
21 22 23 24 50 26 60 
21 0 855 323 204 89 109 16 1596 
(0) (.174) (.066) (.042) (.018) (.022) (.003) (.325) 
22 736 0 178 419 82 89 12 1516 
(.15) (0) (.036) (.085) (.017) (.018) (.002) (.309) 
23 247 154 0 171 35 22 5 634 
(.05) (.031) (0) (.035) (.007) (.004) (.001) (.129) 
24 179 279 149 0 22 25 4 658 
(.036) (.057) (.030) (0) (.004) (.005) (.001) (.134) 
50 89 69 32 32 0 16 14 252 
(.018) (.014) (.004) (.007) (0) (.003) (.003) (.051) 
26 103 57 33 16 6 0 2 217 
(.021) (.012) (.007) (.003) (.001) (0) (.000) (.044) 
60 10 7 2 6 12 1 0 38 
(.002) (.001) (.000) (.001) (.002) (.000) (0) (.008) 
1364 1421 717 848 262 246 53 4911 
(.228) (.289) (.146) (.173) (.053) (.050) (.oil) (1.0) 
Table 34A 
21 22 23 24 50 26 60 
21 0 277 123 68 9 44 3 524 
(0) (.174) (.077) (.043) (.006) (.028) (.002) (.329) 
22 244 0 72 156 25 31 6 534 
(.153) (0) (.045) (.098) (.016) (.019) (.004) (.335) 
23 77 39 0 61 8 8 0 193 
(.048) (.024) (0) (.038) (.005) (.005) (.000) (.121) 
24 45 96 60 0 9 5 1 216 
(.028) (.060) (.038) (0) (.006) (.003) (.001) (.135) 
50 14 20 6 10 0 2 4 56 
(.009) (.013) (.004) (.006) (0) (.001) (.003) (.035) 
26 28 18 11 7 0 0 2 66 
(.018) (.011) (.007) (.004) (0) (0) (.001) (.041) 
60 1 1 0 2 2 0 0 6 
(.001) (.001) (0) (.001) (.001) (0) (0) (.004) 
409 451 272 304 53 90 16 1595 
(.256) (.283) (.171) (.191) (.033) (.056) (.01) (1 .0) 
Table 34B 
165 
TABLE 35 
WILCOXON MATCHED-PAIRS SIGNED-RANKS TEST FOR 
DIFFERENCE BETWEEN TOTAL AND SELECTED 
SAMPLES FOR INSTANT COFFEE 
Cases Ties 
Negative Ranks 
# and Means 
Positive Ranks 
# and Means 
2-Tailed 
Z-Value p 
45 15 19,16*13 15,19*23 -.154 .878 
"Similarity Index." There is no single conversion method which is free 
from drawbacks. The advantage with using LSA is that no such conversion 
needs to be made. 
Even though methods based on behavioral data have certain disad¬ 
vantages, behavioral data is preferable when one is concerned with the 
actual patterns of switching and substitution. Thus, using behavioral 
data results in a hierarchy which is based on actual switchings and 
which uncovers the existing market structure, whereas usage of judge¬ 
mental data, based on asking consumers which items they perceive to be 
substitutes, will reflect potential patterns of substitutabilities. 
For example, consumers might "think" that European coffee is more 
similar to Caffeinated Regular coffee than to Decaffeinated Freeze 
Dried, but based on actual switching patterns it might be revealed that 
purchase of European coffee is a manifestation of variety seeking 
behavior for consumers of both Caffeinated Regular and Decaffeinated 
Freeze Dried coffees. Similarly Adulterated and Flavored coffees might 
be perceived as more similar to each other than either is to any other 
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type of coffee, but actual switching between the two might be non¬ 
existent and purchase of Adulterated or Flavored coffee might be for 
the sake of variety. In fact all trees, which allowed switching at 
lower levels between Adulterated and Flavored coffee, were not found to 
be tenable. 
This methodology is the only one which incorporates dynamic 
analysis. A series of switches for consumers is analyzed to check 
whether the switches are congruent with the hierarchy. Recall that we 
had emphasized that if the hierarchy is plausible, we would observe 
that the longer one switches at the lower level the lower becomes the 
probability of switching out to a higher level. Other techniques, for 
example. Cluster Analysis or Hendry System, analyze only one matrix to 
infer a hierarchy. 
Perhaps the most important advantage of this methodology is the 
simultaneous segmentation and structuring of the market. The methodol¬ 
ogy segments the market such that each segment has both a common and 
unique hierarchy. The demographic differences between the segments 
having different hierarchies can then be investigated. 
Lastly, the advantage of a confirmatory analysis is that any a^- 
priori hypothesized tree can be tested. Whether the branching is by 
usage occasion, benefits sought, physical attributes or a combination 
of the three, confirmatory analysis can test for the plausibility of 
the hierarchy. But the caveat, to be kept in mind, is that there 
should be enough past empirical findings or theory to enable us to 
a-priori hypothesize a tree. 
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Limitations 
The only major limitation of the methodology stems from the fact 
that it is based on switching data from a panel. This method assumes 
that alternate purchases of two items reflect switching which is not 
necessarily the case. If heterogeneous preferences or multiple uses 
exist within a household, alternate purchases of two items may be to 
satisfy separate and distinct needs and do not reflect switching. 
The fitting of models with MLLSA might become too unwieldy if 
there are many levels in the hierarchy being tested. The exact number 
of levels, in a hierarchy, that can be handled is dependent upon the 
structure of the tree and the computer installation. 
Applicability of the Methodology 
to Different Markets 
This section speculates on the applicability of the methodology 
to different markets. Since this method is based on switching data, 
the methodology would be improper for those product classes character¬ 
ize by infrequent switching. It was mentioned above that one of the 
important strengths of the proposed methodology was the dynamic way in 
which it established hierarchies. To enable this dynamic analysis, it 
was necessary to analyze around five switching matrices. Therefore, 
for product classes which have less than three switches, in the time 
period over which panel data is collected, it may not be possible to 
incorporate this dynamic analysis. Of course, it is possible to 
observe more switches if panel data for a longer period is considered. 
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But one has to be careful that the period is not so long such that the 
market structure could have changed within that period. To summarize, 
the methodology would work well for any product class which is charac¬ 
terized by three or more switches within a period during which the 
market structure can be assumed to be stable. 
The methodology is equally applicable for new and mature markets. 
For new products it is likely that most of the panel members would 
switch frequently, whereas for a mature market one might have to elimi¬ 
nate a portion of the sample to select only those who switch more than 
a certain number of times. Therefore, on the face of it, it might 
appear that the methodology produces more "accurate" results for new 
products. But, since the methodology entails comparing the total 
sample with the selected sample for invariance, it does produce equally 
reliable results for mature markets. 
Summary 
In this last chapter of the thesis, the issue concerning the num¬ 
ber of switches to be considered for analysis was first discussed. It 
was argued that five switches was a reasonable number to analyze. Since 
the methodology entails eliminating all households who have less than 
five switches, a procedure was developed to check whether the total 
sample (consisting of all households who have one or more switches) was 
any different from the selected sample (consisting of only those house¬ 
holds who have five or more switches). The procedure applied to the 
Ground and Instant Coffee data showed that for both the markets the 
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total sample was the same as the selected sample. The major advantages 
and limitations of the proposed methodology were briefly discussed. 
Table 36 compares all the methodologies, both current and proposed, on 
a few common dimensions. It is speculated that the methodology is 
applicable to all product classes having three or more switches during 
the time period over which the market structure can be assumed to be 
stable. 
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