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Abstract: Example-based statistical face models using principle component analysis (PCA) have been widely deployed for three-
dimensional (3D) face reconstruction and face recognition. The two common factors that are generally concerned with such
models are the size of the training dataset and the selection of different examples in the training set. The representational
power (RP) of an example-based model is its capability to depict a new 3D face for a given 2D face image. The RP of the
model can be increased by correspondingly increasing the number of training samples. In this contribution, a novel approach
is proposed to increase the RP of the 3D face reconstruction model by deforming a set of examples in the training dataset. A
PCA-based 3D face model is adapted for each new near frontal input face image to reconstruct the 3D face shape. Further an
extended Tikhonov regularisation method has been employed to reconstruct 3D face shapes from a set of facial points. The
results justify that the proposed adaptive PCA-based model considerably improves the RP of the standard PCA-based model
and outperforms it with a 95% confidence level.1 Introduction
The problem of three-dimensional (3D) facial modelling
remains as a partially solved problem in the field of
computer vision. The deployment of 3D faces in image
processing applications has received substantial attention
during the recent decades. Three-dimensional face
modelling has potential applications in various fields, such
as virtual reality simulations, face recognition [1, 2] and
plastic surgery [3]. For example, in biometric identification,
it has been shown that face recognition rate could be
significantly improved by incorporating 3D face shapes
with 2D face images [4].
The objective of 3D facial reconstruction systems is to
recover the 3D shape of individuals from their 2D pictures
or video sequences. However, accurate reconstruction of a
person’s 3D face model from his/her 2D face images still
remains as a challenge. Even with the aid of the most
sophisticated technology, 3D facial models are not directly
obtained from images but by laser-scanning of people’s
faces [5]. This leads to the following limitations:
1. These scanners are usually expensive and targeted to work
in tightly controlled environments.
2. Laser-scan-based reconstruction could not be applied in
certain scenarios; for example, a person’s face had been
damaged during an accident and his/her face needs to be
reconstructed in order to assist plastic surgery. Here, we
cannot apply laser-scan but we can reconstruct the face
using computational techniques with the aid of available
photos of the person taken prior to the accident.A 3D face can be reconstructed from a single image, or
from multiple images. Some of the typical approaches
based on 3D face reconstruction from multiple images
include video-based and silhouette-based methods.
Video-based techniques are used for 3D face reconstruction
from images captured from different viewpoints. There are
a number of techniques based on video frames such as
reconstruction using generic model morphing [6], linear
basis functions that do not require a generic model [7] and
shape-from-motion (SFM) [8, 9] where motion information
of feature points from multiple video frames are extracted
to obtain 3D face reconstruction.
This paper focuses on the problem of reconstructing 3D
face shapes from single 2D image. This technique does not
require setting up of multiple cameras to capture the objects
simultaneously, and thereby it is not limited to working in
controlled environments.
Shape-from-shading (SFS) [10–12] is one of the several
approaches aim in the reconstruction of 3D faces from a
single image. This approach utilises the idea that the depth
information is proportional to the intensity of a face image
being acquired through a given/chosen reflectance model.
Based on this idea, SFS estimates the illumination direction
in the 2D face image to produce the 3D shape of the surface.
There are also conventional learning-based methods, such
as neural networks [13, 14] and typical statistical
learning-based methods such as hidden Markov model
(HMM) [15], Markov random field (MRF) [16] and analysis
by synthesis using 3D morphable model (3DMM) [17].
Recently, Kemelmacher-Shlizerman and Basri [18] have
proposed an approach that combines shading information1
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with generic shape information derived from a single
reference model by utilising the global similarity of faces.
This method uses only a single reference model of a
different person’s face to reconstruct the 3D face shape. It
does not need a learning stage to build a model for
representing input faces. The involved fitting process
requires boundary conditions and parameters to be adjusted
during the reconstruction process. Such a 3D reference
model that ignores shape similarities pertaining to the input
image may result in inaccurate 3D shape estimation.
The advancement of 3D scanning technology has led to the
creation of more accurate 3D face exemplar models [19].
Example-based modelling allows more realistic face
reconstruction than other methods [20, 21]. However, the
quality of face reconstruction using such models are
affected by the chosen examples. For example,
Kemelmacher-Shlizerman and Basri [18], and Jose et al.
[22] have emphasised that learning a generic 3D face model
requires large amounts of 3D faces. Furthermore, analytical
results in [23] show that in many cases the representational
power (RP) of the model may vary if the model is trained
with a different sample although the same sample size is
retained.
The PCA-based model proposed by Blanz and Vetter with
relatively small sample size (100 faces) used for face
recognition has obtained reasonable results [24]. Castelan
and van Horebeek [25] apply partial least square regression
technique to predict 3D face shape from single image by
describing the relationship between the intensity images and
3D shape. However, the method was sensitive to pose and
illumination changes [25].
Our findings in [23] indicate that shapes are more
amendable to PCA-based modelling than textures, as
textures, unlike shape features, are subject to vast variation
[26]. Therefore, the model we intend to propose here is
based on modelling of shapes. In fact, the reconstruction of
3D faces from 2D images using a shape-based model is
relatively simple. A popular method is a
regularisation-based reconstruction where a few feature
points are selected as the observations for reconstruction
[26]. Alternatively, the regularisation that uses the 3DMM
to reconstruct a 3D face shape from facial 2D points has
also been presented in [27, 28]. On the other hand, the face
shapes reconstructed using regularisation are bound by the
RP of the PCA-based model [23].
A short version of the adaptive model has been presented in
our previous paper [29]. In this paper, we have extended this
idea, with extensive experiments, quantitative and qualitative
analysis, to address the problem of increasing the RP of the
PCA-model to improve its capability in depicting a new 3D
face from a given input face image. A 3D face shape
modelling scheme is proposed to handle the vital model
adaptation part of the PCA-based model. Model adaptation
here infers that the model can be tuned with the guidance
of a given input image by deforming 3D faces in the
training data set. There are other methods that intend to
create synthetic views in training sets for face recognition.
These synthetic views include different pose [30] and
different expression [31]. However, this work is different
and novel in the context of deforming 3D faces using the
given input face for the problem of 3D face reconstruction.
A different representation of faces such as spherical
harmonics [32–34] may have a different effect on the
reconstruction accuracy. Further, we study the effect of
deforming faces in the training set with respect to the
quality of reconstruction of 3D faces.2
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deformed as governed by the input face. In order to learn
the deformation trend from the input face, information from
a set of facial landmarks has been acquired. Further, we use
the thin plate spline (TPS) technique [35, 36] for
transforming the exemplar faces into deformed faces based
on those facial landmarks (see Section 3.1.2).
An extended Tikhonov regularisation method, which was
presented in [26], is also employed in this paper to test the
adaptive model by reconstructing 3D faces from a set of
feature points. The regularisation mechanism intends to find
a tradeoff between fitting 3D shape to the given 2D facial
landmarks, thereby producing plausible solution in terms of
prior knowledge [28]. The de facto standard USF human ID
3D database [17] has been used to experiment the proposed
adaptive PCA model. For a given 2D face, the objective is
to reconstruct its corresponding 3D model using the
proposed algorithm with a good degree of accuracy. For 3D
face shape reconstruction from real 2D images, 2D images
from CMU-PIE database [37] have been used to
qualitatively evaluate the proposed scheme.
This paper is organised as follows: Section 1 provides a
brief introduction and throws some light on related studies
about the problem of 3D face reconstruction. Section 2
demonstrates the RP of the PCA-based model. Section 3
describes the methodology of the proposed adaptive 3D
face shape modelling approach. Section 4 is devoted to the
formulation of the proposed reconstruction techniques, and
Section 5 deals with the experimental evaluation and
associated discussions. Finally, Section 6 concludes the
research.2 Representational power of PCA-based
model
The RP of the PCA-based model has been defined in [23] as
its capability to depict a new 3D face shape for a given input
face image. The capability of the model under study can be
measured by evaluating the quality of reconstruction of the
output 3D face yielded by the model (with respect to its
ground-truth). To compare two given 3D surfaces, we can









where Edw is the weighted Euclidean distance, s is the testing
face shape, sr is the reconstructed face shape and n is the
number of vertices of the face shape.
As an example, Fig. 1 demonstrates the significance of RP
in terms of evaluating the quality of reconstruction of a given
face shape. A typical test face has been projected onto various
PCA subspaces (PCA10, PCA30 and so on by gradually
increasing the size of the training set) and its corresponding
3D face shape is reconstructed. As one can see in Fig. 1,
the 3D representation of reconstructed face shapes gets
more realistic and more closer to the ground truth when
Edw decreases. This demonstration hypothesises that the
PCA model that represents a new 3D face with less Edw
possesses more RP.
In the following section, we propose a novel method that is
capable of improving the RP of the PCA model for the same
training data set by reducing the weighted Euclidean distance
Edw of the reconstructed face shapes.IET Comput. Vis., pp. 1–14
doi: 10.1049/iet-cvi.2013.0220
Fig. 1 Typical test face being projected onto various PCA subspaces (PCA10, PCA30, …)
PCA10 indicates that the training set has 10 examples, PCA30 indicates that the training set has 30 examples and so on. The lesser the EDw, the better the RP of the
model
www.ietdl.org3 Adaptive 3D face shape modelling:
proposed method
The bird’s eye view of the proposed scheme is shown in
Fig. 2. It shows how a given input face gets reconstructed
via a deformation synthesis mechanism. Basically, the
proposed adaptive PCA-based model intends to enhance the
RP of the standard PCA-based model by adding deformed
faces into the training examples. The following subsections
demonstrate the steps involved in building an adaptive PCA
model for a given face.3.1 Deforming 3D exemplar faces
To learn the deformation mapping between the input image
and neutral 3D models in the database, initially a set of
facial landmarks are extracted. Since the facial geometry
and aspect ratios between the input face image and the 3D
models are different, the following procedure is proposed to
transfer the learned deformation into a 3D neutral model in
the database for synthesis.
1. Register the input face with the 3D face shape using
predefined facial landmarks.
2. Deform 3D face shapes using TPS [35, 36]:
(a) Establish a mapping between the landmark set of the
input face and the 3D face shape.
(b) Apply the mapping established in step (a) to the
remaining vertices in the 3D face shape to translate
them to the new positions.Fig. 2 Proposed scheme of the adaptive 3D face shape reconstruction
IET Comput. Vis., pp. 1–14
doi: 10.1049/iet-cvi.2013.0220Fig. 3 demonstrates the deformation procedure applied to
3D faces using a set of 20 chosen feature points. In the
following two subsections, we explain the deformation
procedure in detail.
3.1.1 Facial feature points registration: Similar to
Farkas [38] as referred by Knothe et al. [39], first we
choose landmarks over facial regions such as eyes, nose,
mouth and chin for the purpose of face alignment and
shape deformation. The landmarks of the input image are
first aligned to the corresponding points of a reference 3D
face shape (3D average face shape) so that the selected
landmarks are in the same coordinate system with that of
the training 3D face shapes. The input feature points are
aligned using a standard algorithm called ‘Procrustes
analysis’. Procrustes determines a linear transformation
(translation, reflection, orthogonal rotation and scaling) of
the points in Shape A (input object) to best conform them
to the points in Shape B (reference object). The concept of
Procrustes analysis is similar to iterative closest point [40],
which has the following four main steps:
1. Select control points from the first object.
2. Determine the correspondence points in the second object.
3. Calculate the optimal transformation between these two
point sets based on their correspondence relationships.
4. Transform the points. Repeat step 2, until convergence is
achieved.
3.1.2 Deforming 3D examples using the TPS
technique: TPS is a commonly used basis function formodel
3
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Fig. 3 Typical illustration of the TPS-based facial deformation process
www.ietdl.orgrepresenting coordinate mappings from rigid to non-rigid
deformations. It is used for estimating a deformation
function between two surfaces [31].
Let g0 and g1 be two 2D/3D shapes, and X = x1, x2, …, xm
and Y = y1, y2, …, ym where X, g0 and Y, g1, and m is the
number of corresponding points. Then, we can define a
warping function F that intend to warp point set X onto Y
using
F(xj) = yj, j = 1, 2, . . . , m (2)
The interpolation deformation model [41] is given in terms of
the warping function F(x) using
F(x) = xA+ KW (3)
where x ∈ g0, A is an affine transformation, W is a fixed
m-dimensional column vector of non-affine warping
parameters constrained to XTW = 0 and K is an
m-dimensional row vector. Ki is the Green’s function
σ(|x−xi|) which can be written as
K i(x) = s(|x− x1|), s(|x− x2|), . . . , s(|x− xm|)
( )T
(4)
The Green’s function σ(|x− xi|) can be calculated by
determining the Euclidean distances between vectors x and
xi as
‖ x− xi ‖=

‖ x ‖2 + ‖ xi ‖2 −2x · xi
√
(5)
In our model, the sets X and Y correspond to a predefined
number of landmarks on 3D neutral scan and the input face
image (2D/3D face), respectively.






|yi − F(xi)| + lJ , i = 1, . . . , m (6)
where yi represents the ith 2D/3D point (landmark) of the
input face (base points) and xi = (xi1, …, xid) is the ith point
given in d-dimensions (in our case d could be 2D or 3D, xi
represents the set of points used to warp an image), m is the
total number of corresponding points, J is a smoothness4
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parameter [36].
For the case when λ is zero, the data points are interpolated
without any smoothing. On the other hand, when λ tends to
infinity, we get the problem of finding a plane which is the
least square fit of the data. For the interpolating case, TPS













where Kij = σ(|xi− xj|). For the approximating case, (6) can be
written in the following matrix form
XA+ (K + mlI )W = Y , XTW = 0 (8)
which actually performs the standard QR decomposition.
Obviously, a QR decomposition of the matrix X produces
an orthogonal matrix Q and an upper triangular matrix R
such that X =QR [36]. The following two examples
demonstrate the registration process using the TPS technique.
Illustrative Example 1: Registration 3D faces to a test
3D face: Fig. 4 shows the predefined landmark set on the
pair of face scans and their corresponding deformed 3D
faces generated based on the warping function F in (2). The
deformation procedure works as follows: For 3D–3D
deformation/registration, first 20 predefined vertices on the
source mesh S are selected. Then 20 corresponding vertices
on the target mesh T are found. TPS is then used to map
the sample source vertices to their corresponding targets. A
new mesh T′ is generated based on the TPS map. TPS
basically defines a global warping pertaining to a given
space and is therefore used to warp the entire source mesh
onto the target mesh.
Illustrative Example 2: Registration of 3D faces to a
given 2D face: Fig. 5 shows six deformed 3D faces for
two original faces registered with reference to three typical
2D images. For 3D–2D deformation/registration, the source
image is in 2D form. We further use the TPS technique in
order to establish a correspondence between the 3D face
mesh T and the 2D face mesh of the given image based on
the 20 2D selected facial landmarks. A new 3D mesh T′ is
generated based on the correspondence mappings.IET Comput. Vis., pp. 1–14
doi: 10.1049/iet-cvi.2013.0220
Fig. 4 Typical 3D–3D registration scheme based on the proposed deformation model
The top row shows three typical test faces (Faces 81, 89 and 85). The leftmost column (column 1) shows original two 3D face images (Faces 1 and 2). The
corresponding deformed face images are shown in columns 2, 3 and 4 (right most)
www.ietdl.org3.2 Adaptive PCA model construction
The characteristic shape properties of the 3D face shapes are
derived from a dataset of 3D scans. The 3D shapes are aligned
with one another in such a way that a 3D–3D correspondence
for all vertices is obtained [17]. In addition, each registered/
deformed 3D face model captures only some characteristics
from its corresponding input face. This leads to a 3DMM
that is a linear combination of 3D face shapes, some ofFig. 5 Typical 3D–2D registration scheme based on the proposed defo
The top row shows three 2D face images (Faces 15, 68 and 18) from CMU-PIE da
(Faces 1 and 2). The corresponding deformed face images are shown in columns 2
IET Comput. Vis., pp. 1–14
doi: 10.1049/iet-cvi.2013.0220which are obtained as a result of a deformation transfer
mechanism from one input face to neutral 3D example face
shapes. The number of p vertices corresponding to each
face can be vectorised as
si = xi1, yi1, zi1, . . . , xip, yip, zip
( )T
, i = 1, . . . , m (9)
where si is of dimension n = p × 3, p is the number of verticesrmation model
tabase. The leftmost column (column 1) shows original two 3D face images
, 3 and 4 (rightmost)
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and m is the sum of the number of original training face
shapes and the number of deformed face shapes.
The dimensions of the shape vectors are very large
compared to the sample size, while the number of vertices,
p, is equal to 75 972, and the sample size m comprises
about 100 face shapes. If PCA is applied to the data, the
covariance matrix will be n × n, which is very huge.
However, the same eigenvectors and eigenvalues can be
derived from a smaller m ×m matrix, while the covariance







xTi xi [ R
m×m (10)
where X = [x1, x2, …, xm]T∈ Rm × m is the data matrix with
each vector, xi = si−s0 is centred around the mean s0, and i
= 1, …, m. PCA is then applied on the covariance matrix C.
As a result of the analysis, a new shape vector, srec, can be
expressed as




where E = [e1, e2,…, em] is the matrix of scaled basis vectors,
and αi is the coefficient of the scaled basis vector ei. Since E is
an orthogonal matrix, the PCA coefficients α of the vector
x = s− s0∈ Rn can be derived from (11) as
a = ETx (12)
After building the adaptive PCA model, 3D faces can be
reconstructed from a limited number of feature points using
regularisation. In the following section, we will demonstrate
the reconstruction procedure.
4 Three-dimensional face shape
reconstruction: fitting stage
The goal of a robust fitting algorithm is to reduce the
chance of fitting noise and increase the accuracy in
predicting new data. Noise in our case may occur due toFig. 6 Typical input face being aligned using the Procrustes analysis-b
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depends on the acquisition systems or the uncertainties
imposed by the used alignment methods. Fitting the shape
model to a given 2D image is formulated as an
optimisation problem to solve the linear system in (11),
whereas the goal of this inverse problem is to find the
shape coefficients α rapidly and efficiently, given a shape
vector x = si − s0 and the orthogonal matrix E. However,
there are three major difficulties with 3D face shape
reconstruction, namely
1. The number of available feature coordinates is much fewer
than the coordinates of the reconstructed face shape.
2. The relationship in (11) is usually not linear.
3. The inverse problem is ill-posed and ill-conditioned.
These difficulties could cause the solution to be unstable
and very sensitive to noise in the input data. Therefore,
regularisation can be used in order to enforce the result to
be plausible with the aid of acquiring some prior
knowledge from the 3D object domain [39]. Tikhonov
regularisation is a sophisticated method used to acquire
such prior information. In the proposed adaptive model,
prior knowledge of 3D face shape properties are learned
from the training set, some of which are deformed with the
guidance of the input face image.
The following subsection will brief down the
reconstruction procedures incurred in the regularisation
algorithms.4.1 Three-dimensional face shape reconstruction
from 2D face image
The feature points have been aligned with the reference 3D
model using Procrustes analysis (Section 3.1.1), which is
the usual preliminary step before the reconstruction stage.
Fig. 6 demonstrates the alignment procedure used. The
aligned feature points have been used to compute the 3D
shape coefficients of the eigenvectors using Tikhonov
regularisation [42]. Similar to [23], the coefficient a of a
new 3D face shape can be estimated using Tikhonovased transformation
IET Comput. Vis., pp. 1–14
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Fig. 7 Average representation error of 20 testing faces using
different numbers of PCs
www.ietdl.orgregularisation as
a = ETf Ef + lL−1
( )−1
ETf Sf − S f 0
( )
(13)
where Λ is a diagonal m ×m matrix with eigenvalues, λ being
the weighting factor, Sf be the set of selected points on the 2D
face image, Sf0 be the corresponding points on S0 (the average
3D face shape) and Ef be the corresponding columns on E
(the matrix of row eigenvectors). Then, the whole 3D face
shape can be obtained by applying α to (11). Jiang et al.
[26] have used the same regularisation equation in an
iterative procedure in order to bring about a stable solution.
In this work, however, the shape coefficients are calculated
directly using (13).
The following section demonstrates how many principle
components (PCs) are used in the PCA representation.
4.2 Selection of principle components
In this work, we are dealing with small sample size
modelling. Under normal circumstances, that is, with large
sample (e.g. number of faces) size of training data (where
the sample size is comparable or larger than the data
dimension (e.g. number of vertices in the face vector)),
removing the PCs with small eigenvalues will be better
than using all PC components since the latter one will
introduce instability and model-overfitting. However, when
dealing with small sample size problem (i.e. the number of
training data is much less than the data dimension), a PC
component, although corresponding to small eigenvalues
(even 0), however, if effectively representing a true
dimension of the high dimensional data, will contribute to
better modelling of the data. To assess the effect of PC
number on representing new 3D faces, we use a sample size
of 80 training faces and the remaining 20 faces for testing.
The number of PC was varied from 1 to 80 as a sequence
of 1, 2, …, 80. Fig. 7 shows the average representation
error of 20 testing faces for different numbers of PCs. The
figure shows that as the number of PCs increases the
accuracy of representation increases. This indicates that all
PCs may be needed to be used for reconstruction.
Therefore, in this work we used all PCA components for
standard and adaptive PCA-based models. Further studies
are suggested to test the effect of PCs on the representation
accuracy with small sample sizes.
5. Experiments and discussion
In this section we intend to report the experimental evaluation
aspects of the proposed adaptive PCA-based model inIET Comput. Vis., pp. 1–14
doi: 10.1049/iet-cvi.2013.0220comparison to the standard PCA-based model. We have
systematically categorised our experimental study in terms
of the following three phases:
1. Representation of testing 3D face shapes using both
models.
2. Reconstruction of testing 3D face shapes from feature
points.
3. 3D face shapes reconstruction from real 2D images.
In the first two phases, the adaptive PCA-based model is
evaluated quantitatively and qualitatively in comparison to
the standard PCA-based model. By quantitative evaluation,
the RP of the represented/reconstructed 3D face shape has
been computed for all testing faces.
In the first phase, the full testing face shape vectors have
been projected on both PCA models (adaptive and standard
PCA), then the average representation error for all test faces
has been computed. However, in the second phase, the
complete 3D face shape vector has been reconstructed from
limited number of feature points using Tikhonov
regularisation.
For the first two phases, the t-test has been applied to
statistically compare the two models. The α-value of the
t-test (level of significance) has been chosen to be 0.05
which means that the two models have been compared at a
95% confidence level. On the other hand, the represented/
reconstructed 3D face shapes have been visualised to clarify
the qualitative features of the represented/reconstructed face
shapes in order to complement the findings in the
quantitative results.
The 100 examples of the USF database (Section 5.1) were
randomly divided into two sets; 80 examples have been used
for training and deformation purposes and the remaining 20
for testing the adaptive model. Using testing faces from the
USF database enables numerical evaluation of the adaptive
model through the comparison of the represented/
reconstructed 3D face shapes with its ground truth.
In the third phase, the model is qualitatively evaluated
pertaining to the visualisation aspect of the reconstructed
faces from their 2D face images which were selected from
the CMU-PIE database [37].
To assess the impact of deformed faces on the 3D shape
representation accuracy, we varied the number of deformed
faces in the training sets from 2 to 70 as a sequence of 2, 5,
10, 20, 30, …, and max of 70. The experiment was
conducted for three different training sets, 40, 60 and 80.
PCA40, PCA60 and PCA80 are trained with 40, 60 and 80
faces, respectively. This variety of training set sizes is to
show the effect of various training set sizes on the
reconstruction accuracy in case of adding deformed
examples to the original training sets.
We have used MATLAB to implement the models used in
this study and experiments were conducted on a CPU
E5620@2.40 GH with an Intel(R) Xeon(R) processor.5.1 USF Human ID database
The adaptive and the standard PCA models have been
experimented using the USF Human ID 3D Face database
[17]. This database includes shape and texture information
of 100 3D faces with neutral expression acquired using the
CyberwareTM laser scanner. We have divided the data set
into a training set of 80 faces and a testing set comprising
the remaining faces. Each face model in the database has 757
& The Institution of Engineering and Technology 2014
Fig. 9 Comparison between the standard PCA (sample size 80)
and the adaptive PCA (sample size 60 + 20) in terms of RP; the
www.ietdl.org
972 vertices. The faces have been aligned with each other
using the procedures explained by Blanz and Vetter [17].
The 3D shapes in the database are aligned with each other
in such a way that the 3D–3D correspondence for all vertices
are obtained [21]. For example, if the tip of the nose is
assigned an index, for example, k = 587, then the tip of the
nose for all 3D face shapes will have the same index as k =
587, even though the x, y and z coordinates that represent
the position of the tip on the nose on the face will change.
So, the indices of the vertices that can be selected from a
reference face can be used to directly select the
correspondences of the feature point from the other face
shapes.
This study emphasises on the usage of shape vectors for
training and testing the models for the reason stated in
Section 1.
5.2 Representational power (RP) of the adaptive
PCA
The RP of new 3D face shapes has been analysed to compare
the adaptive PCA with the standard PCA. Initially, we would
experiment how the number of deformed examples affects the
representation accuracy. Then, a comparison between the
adaptive PCA and the standard PCA model would be made
for an example of 20 deformed faces.
5.2.1 Effect of deformed faces on the adaptive PCA:
Fig. 8 shows the average representation error of 20 testing
faces for the three different training sets which vary on size.
The figure shows that by increasing the number of
deformed examples in the training set leads to the increase
in the RP of the model.
5.2.2 Adaptive PCA against standard PCA in terms of
RP: The RP of the PCA-based model was evaluated by
comparing it with the standard PCA-based model. For this
purpose, 20 face shapes were deformed and added to the
original faces. Subsequently, this resulted in the following
two comparison examples:
1. Each of the adaptive PCA and the standard PCA was
trained with the same number of training face shapes.
2. The adaptive PCA was trained with more face shapes than
the standard PCA.
In the first example, the adaptive PCA was trained with 80
faces, including 60 original and 20 deformed face shapesFig. 8 Average representation error of 20 testing faces on
PCA-based models which vary on size
PCA40 indicates that the training set has 40 original examples
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with only 80 original faces shapes (standard PCA80). Fig. 9
shows the representation errors for 20 testing faces
exhibited by the adaptive PCA and the standard PCA which
were trained with the same number of face shapes.
In the second example, the adaptive PCA was trained with
100 face shapes, including 80 original and 20 deformed face
shapes. Whereas the standard PCA remained with same
sample size, that is, 80 original face shapes. Fig. 10 shows
the representation errors for 20 testing faces exhibited by
the standard and the adaptive PCA with different sample
sizes.
From Figs. 9 and 10, it has been concluded that two factors
affect the RP of the PCA-based model. These factors are the
deformation of training shapes and the increase in the number
of training shapes. That is, as in the first example, the
representation errors of the PCA model decreased when 20
original face shapes were replaced with 20 deformed face
shapes in the training sample. Similarly, in the second
example, when the 20 deformed face shapes were added to
the 80 original face shapes, thus composing a training
sample of 100 face shapes, the representation errors
decreased more noticeably compared to the first example.
Moreover, t-test was conducted in order to verify that
significant differences exist between the adaptive PCA and
the standard PCA using 20 testing face shapes. The average
results of the 20 testing face shapes for the said two
examples as shown in Table 1 indicate that the adaptive
PCA-based model outperforms the standard PCA-based
model with a 95% confidence level. This confirms that thetwo models have the same sample sizes
Fig. 10 Comparison between the standard PCA (sample size 80)
and the adaptive PCA (sample size 80 + 20) in terms of RP
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Table 1 Comparative results between the representation/reconstruction errors of standard PCA-based model and the adaptive
PCA-based model
Accuracy measures Standard model Adaptive model Significance level
Mean Std. dev. Mean Std. dev. (P-value)
1: representational accuracy (different sample sizes – example1) 2.59 × 10−3 4.07 × 10−4 2.15 × 10−3 3.02 × 10−4 1.07 × 10−8
2: representational accuracy (same sample sizes – example2) 2.59 × 10−3 4.08 × 10−4 2.35 × 10−3 3.53 × 10−4 4.96 × 10−6
3: reconstruction accuracy 6.13 × 10−3 1.51 × 10−3 4.90 × 10−3 1.30 × 10−3 6.55 × 10−5
t-Test against adaptive model
www.ietdl.orgproposed method (adaptive PCA-based model) yields better
RP than that of the standard PCA-based model. Thus, it is
concluded that adaptive PCA-based model which includes
deformed face shapes has better RP. However, the adaptive
PCA is more effective when it has deformed faces as well
as larger training sample size as demonstrated in Example 2
above.
Three typical representations of testing face shapes
represented using both models are visualised in Fig. 11.
The 3D representation of face shapes shown in Fig. 11
demonstrate that sharp features of the facial components
(e.g. nose, lips) are well retained by the proposed adaptive
PCA-based model when compared to the standard
PCA-based model. This visual comparison aids one to
clearly justify the qualitative features of the proposed model
with a larger training sample size caused by adding the
deformed face shapes to the training sample.5.3 Reconstruction of 3D testing faces from limited
number of feature points
Here, we intend to compute the accuracy of 3D face
reconstruction using the adaptive PCA against the standard
PCA. Additionally, we would also like to determine the
optimal number of deformed faces which are required to beFig. 11 Visual comparison of represented 3D face shapes using the sta
IET Comput. Vis., pp. 1–14
doi: 10.1049/iet-cvi.2013.0220added to the training set with respect to the reconstruction
accuracy.
5.3.1 Determining the optimal number of deformed
faces: We have selected feature points in sets of f = 25, 58
and 78 from the reference 3D face. These feature points
were formed using salient points such as nose-tip and eyes
corners. First, the 3D feature points were manually selected
from the mean face. Then, the correspondences of the
feature point from the testing face shapes have been directly
selected using their indices. The xy coordinates of the
feature points selected from the testing face shape have
been used to calculate α, the 3D shape coefficients.
Fig. 12 shows the average reconstruction error of 20
training faces based on the optimal λ value for different sets
of feature points using three different training sets which
vary in size. The optimal λ has been determined by
computing the minimum Euclidean distance between the
reconstructed shape and the ground truth. Then, λ, which
meets the minimum distance, is the optimal one.
Apparently, from the trends in the 2D plot in Fig. 12,
although additional deformed examples increase the RP of
the prior PCA model (Fig. 12) and improve the
reconstruction accuracy of the 3D test faces (Fig. 12, for the
number of deformed faces Nd = 2, 5 and 10), yet an
excessive addition of deformed examples (Nd > 10)ndard PCA-based model and the adaptive PCA-based model
9
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Fig. 12 Average reconstruction error of 20 testing faces
reconstructed from different sets of feature points
www.ietdl.orgincreases the freedom degree of the model and, thus, may
affect negatively the reconstruction accuracy. Note that
Fig. 12 shows the average reconstruction errors of 20
testing 3D faces which have been reconstructed using PCA
models trained with different sample sizes.Table 2 Average reconstruction error of 20 faces by deforming two f
Experiments Standard PCA Face1-2 Fa
25 points 0.0061 0.0049 0.
58 points 0.0056 0.0047 0.
78 points 0.0055 0.0047 0.
Face1-2 means face numbers 1 and 2 of the USF database; Face3-4 me
Table 3 Average reconstruction error of 20 faces by deforming five fa
Experiments Standard PCA Face1-5 Face
25 points 0.0061 0.0052 0.0
58 points 0.0056 0.0051 0.0
78 points 0.0055 0.0051 0.0
Face1-5 means face numbers 1, 2, 3, 4 and 5 in the USF database; Face
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2 to 10. Since this range is not so big, the reconstruction
process will not be much time-consuming. That is why the
consistency of selection of different faces was tested with
sets of faces within the boundary 2–10 face shapes. In order
to examine if this selection of different sets of faces affects
the reconstruction accuracy, examples of sets containing
two and five faces were separately selected for this purpose.
Tables 2 and 3 provide the average reconstruction results of
four experiments (in columns) on various face feature points
(in rows). As can be seen in Table 2, when the number of
deforming faces are two, the consistency of the average
reconstruction error is not identical. For example, for Face
1-2 on 25 points, the average reconstruction error is 0.0049,
whereas for Face 3-4 on 25 points, the average
reconstruction error is 0.0057. However, when the deformed
faces are five, the consistency of the model gets increased
(see Table 3). This is because the difference between the
average reconstruction results on different faces is small and
this fact is being witnessed by the results tabulated in Table 3.
As shown in Tables 2 and 3, the total number of training
faces got increased to 85 faces (80 original and 5 deformed
faces). This number of training faces is potentially suitable
for building a 3D face reconstruction model where only a
limited number of feature points are required for 3D face
reconstruction. As a conclusion, three crucial factors may
be taken into consideration to build any adaptive model for
reconstruction of 3D faces from limited feature points:
1. Computational time of the proposed PCA-model.
2. The degree of freedom of the PCA-model.
3. The number of available feature points used for
reconstruction.
5.3.2 Adaptive PCA against standard PCA in terms of
reconstruction accuracy: According to the findings on
the optimal number of deformed faces (Section 5.3.1), the
selection of any five training faces to be deformed would
be appropriate to reduce the reconstruction errors. This is
because the selection of five faces ensures a combination
of consistency, less time consumption and less
reconstruction errors. Therefore, five deformed shapes
have been added to PCA80 (training set = 80 original face
shapes + 5 deformed faces). The results in Fig. 13 show
that the reconstruction errors yielded by reconstruction of
20 testing face shapes from 25 feature points using theaces
ce3-4 Face5-6 Face17-18 Average
0057 0.0051 0.0053 0.0053
0055 0.0049 0.0051 0.0051
0054 0.0048 0.0051 0.0050
ans face numbers 3 and 4 and so on
ces
6-10 Face11-15 Face41-45 Average
052 0.0050 0.0049 0.0051
051 0.0049 0.0048 0.0050
051 0.0049 0.0048 0.0050
6-10 means face numbers 6, 7, 8, 9 and 10 and so on
IET Comput. Vis., pp. 1–14
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Fig. 13 Comparison between the standard PCA and the adaptive
PCA in terms of ‘reconstruction from limited number facial points = 25’
www.ietdl.orgadaptive-PCA-based model is minimised when compared to
the standard PCA-based model.
Moreover, the average results of the 20 testing face
shapes shown in Table 1 indicates that the reconstruction
errors of the adaptive PCA-based model are significantly
lower than those observed for the standard PCA model at
a 95% confidence level. Fig. 14 helps to visualise three
typical reconstructed testing faces from 25 feature points
using both the models.
These results enable us to conclude that the inclusion of
similar 3D faces in the training set strengthens the prior
knowledge about the input face shape and results in a more
accurate reconstruction of the 3D face shape.
5.4 Three-dimensional face shape reconstruction
from 2D image
The CMU-PIE database [37] has been used for testing the
visual effects of the proposed model. We intend toFig. 14 Visual comparison between the standard PCA and the adaptiv
points
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database. In this work, the input 2D images are in near
frontal pose with most of them containing neutral and
smiling expression. The feature points were manually
selected for reconstruction. The 3D shape coefficients of the
eigenvectors were calculated using (13). Then, the
coefficients are used to reconstruct the 3D face shape using
(11). For each 2D face image, the adaptive PCA-based
model was trained with 85 face shapes, including 80
original and 5 deformed face shapes. The comparisons
between some typical 2D face images and their 3D
reconstructions using standard PCA-based model and the
adaptive PCA-based model are illustrated in Fig. 15. From
the results in Fig. 15c, one could notice some visual
improvements in the reconstructed 3D face shapes. For
example, in the rightmost face image of Fig. 15c, the
reconstructed 3D face shape has retained some expression
of the input image (Fig. 15a) such as the facial smile, chin
features and lip expressions.
This means that the capability of the model to depict a new
3D face can be improved when 3D exemplar training faces are
deformed with the guidance of the input 2D image. However,
in addition to the number of feature points used for 3D face
shape reconstruction [43], the accuracy of reconstruction
can be affected by the following factors:
1. Number of feature points used for deformation modelling.
2. Number of deformed faces that are being added to the
training set.
Interestingly, the proposed model is capable of
reconstructing 3D faces from 2D face images by retaining
facial expressions although the training samples contain
only neutral expression. By this way we do not impose that
the training samples should contain a variety of expressionse PCA; reconstruction has been performed using 25 chosen feature
11
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as imposed by certain recent approaches (e.g. Shu-Fan and
Shang-Hong [44]). Moreover, the original 2D texture has
been registered with the reference texture and warped on
the reconstructed 3D shapes. Fig. 16 shows the
texture-mapping results. We can see that, interestingly, the
proposed model is capable of reconstructing 3D face shapes
from 2D face images without losing the smile expression.Fig. 15 Visual comparison
a Typical input 2D images
b 3D reconstruction using standard PCA-based model
c 3D reconstruction using adaptive PCA-based model
Fig. 16 Reconstructed 3D faces with texture
a Typical input 2D images
b 3D reconstruction using adaptive PCA-based model
Table 4 Comparison of the proposed method with the other state-of-
Input face
proposed method near frontal,
smile
stochastic Newton optimisation method (SNO)
[17, 24]
arbitrary view
linear shape and texture fitting (LiST) [45] arbitrary view
shape alignment and interpolation method
correction (SAMIC) [26]
frontal view
using a single reference face shape (SRFS) [18] 5 different poses
constructing a low-dimensional expression
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PCA-based model with other state-of-the-art
methods
A comparison of the proposed method on par with other
state-of-the-art approaches is synthesised in Table 4. Our
implementation of the algorithm (including deforming fivethe-art methods
Feature pts. Efficiency Texture recovery
more than 25 manually 39.7 s interpolation and
warping
all facial points 4.5 min find optimal texture
coeff.
all facial points 54 s find optimal texture
coeff.
87 automatic 10 s directly mapped
all facial points 29 s image overlay
84 predefined feature pts.
(same as [46])
5–7 min texture coeff.
estimation
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faces, rebuilding the PCA model and reconstructing the
complete face shape vector) takes approximately 39.7 s.
Notably, as shown in Table 4, the proposed method is able
to outperform SNO [24] and CLDEDM [44] in terms of
efficiency, and comparably comparative with others.
Note that the information in Table 4 is gathered from the
survey paper [21] and the recently published papers [18, 44].
6 Conclusion and future work
In this contribution, a novel approach for the problem of 3D
face reconstruction from single 2D face images has been
proposed. We have intuitively demonstrated how RP aids to
compare the qualitative aspect of the proposed model. This
study has investigated how a 3D deformable PCA-based
model can be adapted for a given input 2D face image by
deforming 3D faces in the training data set so as to gain
significant RP. Then, the adapted PCA-based model is used
to reconstruct a 3D face shape from the given input 2D
image using a number of feature points. Our experimental
results demonstrate that the proposed deformation model
scheme increases the RP of the standard PCA-based model
for any given input face image. The proposed model
outperforms the standard PCA-based model with a 95%
confidence level. Further, it could reconstruct 3D faces from
limited number of feature points. However, deforming 3D
face shapes using TPS tends to increase the computational
cost of the proposed scheme compared with the standard
PCA-based model. We would consider to work on the
following directions as part of our future work:
1. Other deformation techniques would be considered to
improve the deformation synthesis of the proposed adaptive
model.
2. Addressing the effect of different representation of faces,
such as spherical harmonics [32–34], could be explored.
3. Similar to other approaches [27, 31], the proposed method
uses manual facial landmark selection. An automatic facial
landmark selection method using approaches such as active
shape model [47] could be attempted.
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