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Abstract
We review results for the phase diagram of QCD, the properties of quarks and gluons and the resulting proper-
ties of strongly interacting matter at finite temperature and chemical potential. The interplay of two different
but related transitions in QCD, chiral symmetry restoration and deconfinement, leads to a rich phenomenology
when external parameters such as quark masses, volume, temperature and chemical potential are varied. We
discuss the progress in this field from a theoretical perspective, focusing on non-perturbative QCD as encoded in
the functional approach via Dyson-Schwinger and Bethe-Salpeter equations. We aim at a pedagogical overview
on the physics associated with the structure of this framework and explain connections to other approaches,
in particular with the functional renormalization group and lattice QCD. We discuss various aspects associated
with the variation of the quark masses, assess recent results for the QCD phase diagram including the location
of a putative critical end-point for Nf = 2 + 1 and Nf = 2 + 1 + 1, discuss results for quark spectral functions
and summarise aspects of QCD thermodynamics and fluctuations.
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1 Introduction
Exploring the structure of the phase diagram of QCD, unravelling the potential existence of a critical end point
(CEP) and mapping out the region of a first order transition at large chemical potential are major goals of
current and future experimental programs at the Relativistic Heavy Ion Collider (RHIC) at the Brookhaven
National Laboratory (BNL) and future experiments at the FAIR facility in Darmstadt and NICA in Dubna. These
experiments seek to probe the chiral as well as the deconfinement transition from the hadronic state of mat-
ter to the quark-gluon plasma phase. The experimental verification of a CEP would be a major step in our
understanding of QCD and an important cornerstone in the further exploration of the QCD phase diagram.
Non-perturbative methods are mandatory in this endeavour. Lattice QCD has firmly established the notion
of an analytic crossover at zero chemical potential [1–6]. However, the situation is much less clear at (real)
chemical potential, where lattice calculations are hampered by the notorious fermion sign problem. Although
much progress has been made in the past years it seems fair to say that a satisfactory solution of this problem
is yet to be found. Various extrapolation methods from zero or imaginary chemical potential into the real
chemical potential region have been explored and agree with each other for chemical potentials µB/T < 2.
Then errors accumulate rapidly and solid predictions are not yet possible.
Larger chemical potentials are accessible by continuum methods, i.e. effective models and the functional
approach. The Polyakov-loop enhanced effective models such as the Polyakov-loop Nambu–Jona-Lasinio model
(PNJL) [7–9] and the Polyakov-loop quark-meson model (PQM) [10–12] are excellent tools to study a range of
fundamental and phenomenological questions related to the QCD phase diagram, see e.g. [13, 14] for recent
review articles and comprehensive guides to the literature. These models rely on a chiral effective action
augmented by the Polyakov loop potential which serves as a background that couples the physics of the Yang-
Mills theory (in particular its confining aspects) to the chiral dynamics. However, gluons are no active degrees
of freedom and their reaction to the medium can neither be studied nor directly taken into account.
This is possible within functional approaches to QCD. Dyson-Schwinger equations, the functional renormal-
isation group, the Hamilton variational approach and the Gribov-Zwanziger formalism work with the quark
and gluon degrees of freedom and determine the phase structure of QCD from order parameters extracted
from Green’s functions. In general, the functional approach is restricted by the need to truncate an infinite
system of equations to a level which can be dealt with numerically. The truncation assumptions, however, are
not arbitrary and can be systematically assessed. Consequently, in the past decade functional methods have
contributed substantially to our understanding of the phase diagram, the properties of quarks and gluons and
observable consequences related to thermodynamics, transport and fluctuations.
Certainly, a review of this size cannot be complete and we selected the material reflecting our personal
interest. We focus a choice of topics that has been addressed via the framework of Dyson-Schwinger (DSE)
and Bethe-Salpeter (BSE) equations and reflect the progress that has been made in the almost twenty years
since the renowned review of Roberts and Schmidt [15]. Whenever appropriate, we will also make contact
with results obtained using other functional approaches and provide links to results from lattice gauge theory.
Nevertheless, it is clear that many equally interesting topics cannot be properly done justice to the given amount
of space and time.
We start the discussion in section 2 with general remarks on the QCD phase diagram, possible phases in the
temperature and real chemical potential plane and comments on interesting extensions into several directions
such as imaginary chemical potential, isospin chemical potential or non-zero magnetic field. We focus in some
detail on the physics of the Columbia plot of non-physical quark masses and highlight the interesting interplay
of chiral and deconfinement transitions in various limits. In section 3 we summarise the DSE approach and
discuss truncation strategies. A brief overview on selected results in the vacuum serves as a basis for the
subsequent presentation of results at finite temperature and chemical potential in section 4. We walk through
the Columbia plot starting with the pure gauge corner and the region of first and second order deconfinement
transitions in section 4.1, spend some time in the upper left corner of a potential second order chiral transition
in section 4.2 and then concentrate on results for physical quark masses in section 4.3. In section 4.4 we
summarise results on observable quantities related to thermodynamics and fluctuations and discuss the issue
of quark spectral functions and positivity in section 4.5. We then conclude the section with a brief overview on
DSE-results for the color superconducting region of the QCD phase diagram 4.6. A general outlook is given in
3
section 5. Some technical details are relegated to an appendix.
Readers mostly interested in the context of the research field and the results and solutions offered by the
functional approach are encouraged to skip section 3 in a first reading and directly progress from section 2 to
section 4. In a second reading the technical details and general considerations on DSEs offered in section 3
may then be beneficial.
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Figure 2.1: Sketch of the QCD phase diagram in the temperature and baryon chemical potential plane.
2 Generalities
2.1 QCD phase diagram
2.1.1 A sketch
Even after decades of theoretical and experimental exploration, the sketch of the QCD phase diagram given
in Fig. 2.1 is largely driven by (more or less well-grounded) speculation. There is widespread agreement
that results from lattice QCD [1–6] demonstrate an analytic cross-over at zero chemical potential from a
low-temperature phase characterised by confinement and chiral symmetry breaking to a high-temperature
deconfined and (partially) chirally restored phase where the quark-gluon plasma (QGP) is realized. The cor-
responding pseudo-critical temperature for the chiral transition has been localized at Tc ≈ 155 MeV with an
error margin below ten MeV [3, 4]. Furthermore, the thermodynamic properties of the hot matter in a broad
temperature range around Tc have been pinned down with great accuracy [6, 16–19] and serve as input and
benchmark for a large number of phenomenological applications. Thus the emerging standard picture of the
situation at zero baryon chemical potential µB and physical quark masses is that of a continuous cross-over
characterized by narrow but finite peaks in various susceptibilities.
Many model calculations suggest, that this continuous cross-over becomes steeper with increasing chemical
potential and finally merges into a second-order order critical end-point (CEP) followed by a region of first-
order phase transition at large chemical potential [20–22]. In Ref. [23] one of the main arguments for the
existence of such a critical end-point has been formulated accordingly: (i) we know that there is an analytic
cross-over at finite temperature and zero chemical potential; (ii) we believe (from model studies) that the
chiral phase-transition along the zero temperature and finite chemical potential axis is first-order. It is then
highly suggestive (if not thermodynamically unavoidable) that there has to be a critical end-point somewhere
in the QCD phase diagram. Another argument along similar lines even suggests the universality class of the CEP
[21, 24, 25]: From symmetry arguments (cf. the discussion in section 2.2 below) one is led to believe that the
T -µB-phase diagram of the two-flavour theory in the chiral limit features a line of second order phase transition
points that merges into a tricritical point followed by a region of first order transition at large chemical potential
- similar to the sketch of Fig. 2.1 but with cross-over replaced by second order and critical endpoint replaced by
tricritical point. This second order line is expected to be in the universality class of O(4) spin models in three
dimensions [26] with three pseudoscalar pion fields and one scalar sigma field as massless degrees of freedom.
In the theory with massive quarks (Fig. 2.1) the second order line collapses into a single second order point (the
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CEP), and the pion fields are no longer Goldstone bosons but become massive. The remaining massless sigma
field at the CEP places the theory then in the Z(2) universality class of the Ising model in three dimensions2.
In principle, there are at least two obvious strategies to make these suggestions more rigorous: first, one
could follow the cross-over line into the phase diagram until one hits the critical end-point and second, one
could aim to nail down the first-order nature of the phase-transition at zero temperature and large chemical
potential. The first strategy has been followed by lattice QCD and functional methods. In general, lattice
calculations suffer from the notorious sign-problem at finite chemical potential and therefore need to involve
extrapolations from zero to positive real chemical potential. Methods like Taylor expansion, re-weighting
schemes or extrapolation from imaginary chemical potential (where the sign problem is not present) thus
allow for indirect access to quantities at moderate chemical potential [28–31]. These methods have been
refined over the years and work well up to the region of µB/T . 2 [19, 32], after which errors accumulate
rapidly. In contrast to early lattice studies [33–35] which indicated the presence of a critical end-point at rather
small chemical potentials, there seems to be agreement from recent studies that a potential CEP may only be
located in the region µB/T > 2 [19, 32]. As we will see in the course of this review, this finding is in agreement
with the ones from Dyson-Schwinger studies [36, 37].
The second strategy, aiming at clarifying the situation at zero (or small) temperature and large chemical
potential is hampered by the potentially rich physics in this region of the QCD phase diagram. It is probably fair
to say, that there is currently no approach that captures all features of this physics and therefore to quite some
degree this is the realm of speculation, based on more or less rigorous studies. For zero temperature and small
chemical potential, a well-founded expectation is the silver-blaze property of QCD: unless the baryon chemical
potential is larger than the lowest baryon mass in medium (i.e. roughly the mass of the nucleon minus 16 MeV
binding energy), the system must stay in the vacuum ground state and all observable quantities are similar to
the vacuum. In the QCD path integral formulation, this property can be shown analytically for the case of finite
isospin chemical potential, but on physical grounds it is at least extremely plausible also for the case of finite
baryon chemical potential [38, 39]. In a lattice calculation with heavy but dynamical quarks the silver blaze
property of QCD has been demonstrated in Ref. [40]. In the Dyson-Schwinger framework suitable truncations
that respect the silver blaze problem are discussed in [41].
As soon as the chemical potential reaches values beyond the silver blaze region the system is able to produce
baryonic matter. In model calculations (see e.g. [13, 42] for overviews) this is associated with a first-order
phase transition which can be identified with the liquid-gas transition of infinite nuclear matter. The associated
order parameter is the baryon density, which jumps from zero to ρ0 = 0.17/fm
3. Signals for this transition have
again been observed in an effective lattice theory [43] and are also visible in contemporary chiral mirror meson-
baryon models [44]. At even larger chemical potential, model studies find the above mentioned first-order
chiral transition, which in sufficiently rich models progresses directly into a (number of) color superconducting
phase(s), see e.g. [25, 45–52]. In the Dyson-Schwinger approach, superconducting phases have been studied
in [41, 53–57] with the aim to clarify the interplay between the superconducting 2SC phase (only up- and
down-quarks form Cooper pairs) and the color-flavor-locked (CFL) phase (up- down- and strange-quarks are
paired symmetrically). We will discuss this topic in more detail in section 4.6. It is probably worth mentioning,
that in principle there could be a gap between the phases with broken chiral symmetry and the one with colour
superconductivity. There has been some debate about this possibility in the context of QED3 as an effective
model for high temperature superconductors, see e.g. Refs. [58–61]. In this context the gap is generated by a
region with chirally restored but non-superconducting matter. There are, however, other possibilities as will be
summarised in the next subsection.
2.1.2 More structure and additional axis’
So far we discussed the sketch in Fig. 2.1, but there is much more. An important possibility, well-known in
solid state physics, has been suggested for QCD in [62–65] and reviewed in [66]. It is the appearance of an
inhomogeneous phase, where the quark condensate is spatially modulated at moderate temperatures and high
2This picture including the O(4) and Z(2) scaling behaviour has been confirmed in renormalization group studies of the PQM model
[27].
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densities. In the sketch of 2.1 this corresponds to the region where the putative first order chiral transition
between the hadronic and the quark-gluon plasma or color superconducting phases takes place. Investigations
using Ginzburg-Landau theory, effective models (NJL, QM, PQM), large Nc expansions or Dyson-Schwinger
techniques indicate, that this possibility has to be taken seriously. However, most of these studies are only
performed on the mean field level. Since it is known that fluctuations may have a significant influence on the
phase structure of a theory, no firm conclusions can be made so far. A beyond mean field treatment has been
performed within the framework of Dyson-Schwinger equations in Ref. [67], with a chiral-density-wave like
modulation of the condensate taken into account in the quark-sector of QCD (but not in closed quark loops).
One of the striking results of this calculation (in agreement with effective model approaches; see however [68]
for counterexamples) is the appearance of the inhomogeneous phase precisely at and around the first order
transition with a so called Lifshitz point3 at the location of the critical end point. We will briefly come back to
this result in section 4.3. It is an important task for the future to corroborate (or reject) the existence of such
inhomogeneous phases in more stringent approaches, in particular with respect to their potential significance
for signals in heavy ion experiments.
Another possibility, introduced in Ref. [69] and reviewed in Ref. [42] is the appearance of a phase of
’quarkyonic matter’ in the same region of the phase diagram as for the inhomogeneous phase(s). Based on
large-Nc considerations, quarkyonic matter has been described as a state of dense, strongly interacting baryons
that has similar thermodynamic properties as quark matter. Its chiral properties are often associated with
inhomogeneous condensates. Within this review, however, we will not cover this topic in any detail and we
refer the interested reader to the literature, see e.g. [42, 69–71] and references therein.
There are also a number of possibilities to add more axis’ to the sketch in Fig. 2.1. A huge amount of
literature is available that deals with the effects of non-zero magnetic field onto the various transitions discussed
above. Magnetic fields are interesting in connection with important physics applications: (i) in heavy ion-
collisions huge (but short-lived) magnetic fields are created by the nuclei moving rapidly in opposite directions;
(ii) some compact stars, so called magnetars, are characterized by extremely high magnetic fields that may
have a profound impact on the equation of state; (iii) magnetic fields may have played an important role in the
electroweak phase transition of the early universe. Comprehensive reviews on the effects of magnetic field are
e.g. Refs. [72, 73]. From a fundamental point of view, one of the most interesting effects of a non-vanishing
magnetic field is the generation of magnetic catalysis, i.e. the fact that an external magnetic field initiates (or
enhances) the dynamical generation of fermion masses even in theories with only weak interaction [74, 75].
This effect has been studied in detail over the years and similarities and discrepancies with Cooper pairing
effects have been worked out, see [73] for an overview. Perhaps surprisingly, results from lattice QCD also
demonstrate that the opposite effect happens for large enough temperatures: the dynamical mass generation
is reduced and consequently the transition temperatures for the crossover to the chirally restored phase is
decreased [76–80]. This effect, not present in simple models, can be traced back on the back-reaction of the
quarks onto the Yang-Mills sector, and has been seen also in the Dyson-Schwinger framework [81]. A further
interesting consequence of non-vanishing magnetic fields, discussed extensively in the literature, is the chiral
magnetic effect of generated electric currents in heavy ion collisions, see e.g. [82] for a recent review. In this
context the introduction of finite chiral chemical potential µ5 has been considered within lattice QCD [83–86],
effective models [87–90] and the Dyson-Schwinger framework [91–93].
Another axis that can be added to the sketch in Fig. 2.1 is one of finite isospin chemical potential µI ,
which creates an imbalance between up- and down-quarks [94]. This axis is by no means academic, since this
imbalance is present in heavy ion collisions (due to different numbers of protons and neutron in the colliding
nuclei), as well as in compact stars due to β-equilibrium and charge neutrality. The study of the QCD phase
diagram with zero baryon chemical potential but non-zero µI is furthermore of systematic interest since it
allows comparisons of the results of lattice QCD (which can be simulated at finite µI [95–98]) with studies in
other approaches, see e.g. [99–104] and references therein. The physics of finite isospin chemical potential
is related to several phase transitions. For µI < µpi/2 the silver-blaze phenomenon takes place, similar to the
situation at finite baryon chemical potential. One then finds a second order transition to a phase with pion
3I.e. the point where the inhomogeneous phase, the chirally symmetric and the chirally broken phase meet, c.f. [66] p.20 for a
discussion of the precise terminology.
7
0 200 400 600 800 1000 1200 1400
Baryon chemical potential [MeV]
0
50
100
150
200
Te
m
pe
ra
tu
re
 [M
eV
]
Figure 2.2: Sketch of the QCD phase diagram - visualisation of the
extrapolated curvature range 0.0120 < κ < 0.0141 explained in
the main text.
κ
Lattice [108] 0.0180 (40)
Lattice [109] 0.0130 (30)
Lattice [110] 0.0135 (20)
Lattice [32] 0.0149 (21)
Lattice [111] 0.0145 (25)
QM-model (Nf = 2) [112] 0.0155 (7)
QM-model (Nf = 2) [113] 0.0157 (1)
0.0160 (1)
0.0089 (1)
DSE [36] 0.0238 (100)
Table 2.1: Results for the curvature κ of the transi-
tion line from different approaches. The error budget
of the QM-model contains errors from the fitting proce-
dure only; the error of the DSE-result is based on an esti-
mate according to the systematic corrections introduced
in [37]. If not indicated otherwise, all calculations are
performed with Nf = 2 + 1 quark flavours.
condensation, which may even play a role in compact stars, see e.g. [105] and references therein. The pion
condensation phase extends to finite temperature and may show another first order transition accompanied
with a CEP inside [94, 100]. More interesting phenomena (like the appearance of a Fulde-Ferrell-Larkin-
Ovchinnikov (FFLO) phase [94, 106, 107]) occur when both the baryon chemical potential and the isospin
chemical potential are considered.
2.1.3 Curvature of the phase boundary
Let us now come back to the sketch of Fig. 2.1 and consider again the boundary of the chiral transition in
the region close to vanishing chemical potential. As has been mentioned in the introduction, lattice gauge
theory at non-zero chemical potential is hindered by the sign problem. However, various methods like Taylor
expansion, re-weighting schemes or extrapolation from imaginary chemical potential have been developed
and refined over the years, such that reliable results in the region µB/T . 2 are available. One of the most
interesting issues from an experimental point of view may be the determination of the pseudo-critical line
separating the low-temperature phase from the high-temperature one. At small chemical potential, this line
can be parametrised by an expansion quadratic in the dimensionless ratio of chemical potential to temperature:
Tc(µB)
Tc
= 1− κ
(
µB
Tc
)2
− λ
(
µB
Tc
)4
· · · , (2.1)
with baryon chemical potential µB, pseudo-critical temperature Tc(µB) and Tc = Tc(0)4. The expansion is
quadratic, since the grand canonical QCD partition function Z is symmetric with respect to a change of sign in
µB/T [114]
Z
(µB
T
)
= Z
(
−µB
T
)
, (2.2)
and therefore all odd powers of µB/T in the expansion have to vanish.
4A word of caution is in order here: this expansion has been used in the literature in different forms, sometimes it is formulated
not in baryon but in quark chemical potential and sometimes factors of pi2 are included, resulting in trivial changes of the values of the
expansion coefficients κ and λ. Sometimes on the right hand side Tc(µB) is used instead of Tc(0). The latter change is immaterial for
small chemical potential but has some impact on extrapolations at larger µB . In this review we will stick to the formulation Eq. (2.1).
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Which values for the curvature κ of the critical transition line can we expect in Eq. (2.1)? Suppose for the
sake of the argument that the sketch of Fig. 2.1 represents the qualitative aspects of the QCD phase diagram
accurately and the chiral transition line is not affected by additional physics in the low-temperature and high
chemical potential region such as inhomogeneous condensates or other phenomena. A naive estimate of κ
can then be based on the following consideration: Because of Eq. (2.2) and analyticity at µB = 0 and T = 0,
the transition lines cross the temperature and chemical potential axis’ perpendicularly.5 A suitable functional
form for the entire transition line including the cross-over and first-order sections that reproduces both, the
quadratic expansion (2.1) around zero chemical potential but also its counterpart for the first order line around
zero temperature is elliptic, i.e. (
Tc(µB)
Tc
)2
= 1− 2κ
(
µB
Tc
)2
. (2.3)
The two free parameters are the transition temperature at zero chemical potential Tc ≡ Tc(µB = 0) and the
curvature κ of the transition line. The former is well determined from lattice QCD, Tc ≈ 155 MeV [3, 4]. Using
this value and the safe assumption that the chiral transition at T = 0 cannot happen for chemical potentials
smaller than the liquid-gas transition at µlgB ≈ 922 MeV we immediately obtain an estimate for the lower bound
of the curvature
κ ≤ 0.0141 . (2.4)
It is interesting to compare this naive estimate with the results from lattice calculations and continuum ap-
proaches displayed in table 2.1. While earlier lattice studies obtained lower values for the curvature [30, 31,
115], the recent continuum extrapolated results now indicate convergence between different methods (Tay-
lor expansion techniques and analytical continuation from imaginary chemical potential) [32, 108–111]. The
naive estimate of Eq. (2.4) agrees very well with the lattice results. It is also not too far from the results for
the quark-meson model (although this comparison is not rigorous due to differences in Nf ). The DSE-result of
[36] is somewhat larger, although the results of [37] indicate that there is a systematic error that can account
for this discrepancy; this is discussed in detail in sections 4.3.1 and 4.3.3.
Thus it seems as if our naive estimate is not so bad at all. Indeed, expanding Eq. (2.3) and comparing with
Eq. (2.1) we can also predict the size of the coefficient λ in Eq. (2.1) to be given by
λ =
1
2
κ2 ≤ 0.0001 . (2.5)
This value is very small. Recent lattice estimates indeed confirm that λ may be orders of magnitude smaller
than κ [116, 117], although the error bars are still large.
Taking the error band of the lattice result in Ref. [111] as a lower limit we arrive at the spread of tran-
sition lines show in Fig. 2.2 representing the range 0.0120 < κ < 0.0141. This construction establishes a
connection between rigorous results at finite temperature and zero chemical potential and the zero tempera-
ture large chemical potential region, and predicts a chiral transition at 922 . µB . 1000 MeV. Of course, this
naive construction may very well be modified by dynamical effects at large chemical potential including the
potential appearance of additional phases such as the inhomogeneous one discussed in the previous section.
Nevertheless, it is amusing to see that this simple procedure leads to intuitive and interesting predictions.
2.1.4 Detecting the critical end point by observables: fluctuations
As mentioned in the introduction, it is one of the main goals of contemporary (Beam Energy Scan program
at RHIC) and future (CBM/FAIR and NICA) experimental programs to study the existence and the location of
the critical end point in the QCD phase diagram. To this end it is vital to identify observables that connect the
theoretical properties of the CEP with experimental data. This endeavour is reviewed extensively in Ref. [118]
and we therefore give only a brief overview here. Provided the chemical freeze-out in heavy ion collisions is
sufficiently close to the chiral critical line and the CEP, it has been suggested [21, 22, 119–123] that fluctuations
5At zero temperature and finite chemical potential this is also guaranteed thermodynamically by the Clausius-Clapeyron relation,
provided the transition is first order.
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of conserved charges provide important information on the location of the CEP. In the experiments these appear
as event-by-event fluctuations of the net baryon number B, the electric charge Q or the strangeness S of the
heavy ion system. In particular, ratios of susceptibilities are expected to provide clean signals.
In order to analyse these quantities theoretically one starts from the dimensionless pressure P/T 4 extracted
from the QCD partition function via
P
T 4
=
1
V T 3
ln[Z(V, T, µB, µQ, µS)] , (2.6)
with Lagrange multipliers for the baryon chemical potential µB, the charge µQ and the strangeness chemical
potential µS . The normalized generalised susceptibilities are defined via
χBSQlmn =
∂l+m+n(p/T 4)
∂(µB/T )l∂(µS/T )m∂(µQ/T )n
. (2.7)
Experimentally, ratios of cumulants
CBSQlmn = V T
3χBSQlmn (2.8)
are extracted that do not depend explicitly on the volume (though there may be implicit dependencies) and
can be directly compared with ratios of theoretical susceptibilities, see [118] for details. They are related to
statistical quantities via
mean: MB = CB1 ,
variance: σ2B = C
B
2 ,
skewness: SB = CB3 /(C
B
2 )
3/2 ,
kurtosis: κB = CB4 /(C
B
2 )
2 , (2.9)
for the example of baryon number and analogous expressions for charge and strangeness.
In terms of quark degrees of freedom, the chemical potentials for baryon number, strangeness and charge
can be related to the chemical potentials of the up, down and strange quarks via
µu = µB/3 + 2µQ/3 ,
µd = µB/3− µQ/3 , (2.10)
µs = µB/3− µQ/3− µS .
In order to take into account the situation of heavy-ion collisions, these need to be adjusted appropriately.
Strangeness conservation in the colliding nuclei implies that the mean density of strange quarks vanishes,
i.e. 〈ns〉 = χS1 = 0. On the other hand, typical ratios of the number of baryons to protons in Au-Au and
Pb-Pb collisions imply that 〈nQ〉 = Z/A 〈nB〉 with Z/A ≈ 0.4. Thus the dependence of µQ and µS on µB
or alternatively µu, µd and µs need to be defined such that these conditions are satisfied. This has been
studied in lattice simulations at small chemical potentials [124, 125]. Within errors both groups agree that for
temperatures around T = 150 MeV the leading order result is µQ ≈ −0.02µB, while µS ≈ 0.2µB. Thus to a
good approximation one can choose µu = µd and µs = 0 to explore the QCD phase diagram. For the location
of the CEP this has been checked in the DSE approach [126], cf. also section 4.3.
Ratios of generalised susceptibilities have been used to extract the freeze-out points from experimental
data from first principles lattice calculations [124, 125] that can be compared with those obtained from the
Hadron Resonance Gas model [127]. Furthermore various higher order fluctuations have been determined
as functions of temperature and chemical potential [128–134]. In model calculations, it has been shown
that these fluctuations are sensitive to the critical end-point, see e.g. [27, 135–137] and references therein.
Important results include the discovery of the smallness of the critical region around the CEP in calculations
using the renormalization group approach [27] and the appearance of different critical exponents depending
on the path across the CEP [135]. Detailed comparisons between the model results and experimental data have
been performed e.g. in [136, 137].
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Figure 2.3: Left: Columbia plot of phase transition lines as functions of quark masses including UA(1) anomaly.
Right: Same plot with UA(1) anomaly restored.
2.2 The Columbia plot
2.2.1 A sketch
The sketch of the QCD phase diagram discussed in the last section is, if at all, only valid for ’physical quark
masses’, i.e. quark masses that lead to a physical hadron spectrum in agreement with experiment. From
a theoretical point of view it is also highly interesting to consider situations with unphysical values for the
up-, down- and strange-quark masses. The variation of these reveals the intricate interplay of chiral and
deconfinement transitions, sketched in Fig.(2.3), the ’Columbia plot’ [138]. Each of these transitions is related
to an underlying symmetry of QCD: chiral symmetry and center symmetry. Their explicit breaking due to
non-vanishing (chiral) or non-infinite (center) quark masses generates the pattern displayed in Fig.(2.3).
Let us briefly discuss the various regions in the plot starting from the pure gauge theory limit of infinitely
heavy masses in the upper right corner. In this limit the theory is symmetric with respect to center trans-
formations associated with the center of the gauge group, i.e. Z(3) for SU(3). Whereas center symmetry is
maintained in the low temperature phase, it is broken dynamically at large temperatures. The transition tem-
perature of the associated first-order deconfinement transition [139] is much larger than the pseudo-critical
one at the physical point: for SU(3) it is around Tc ≈ 270 MeV, see e.g. [28], whereas other gauge groups
result in different values [140]. The transition can be traced by center sensitive order parameters such as the
Polyakov-loop (cf. section 3.2). Finite-mass quarks in the fundamental representation of the gauge group fur-
thermore break center symmetry explicitly and turn the first-order transition into a cross-over at light enough
masses. The second order separation line in the upper right corner of the Columbia plot is in the Z(2) univer-
sality class [114, 141] and its location in the u/d-s-quark mass plane has been mapped out by lattice gauge
theory [142–144], effective models [145, 146], the Dyson-Schwinger approach [147] and background field
techniques [148, 149]. We come back to this issue in much more detail in section 4.1.
The low-mass corners of the Columbia plot are governed by the chiral transition. Massless QCD with Nf
quark flavours is invariant under a global flavour symmetry UV (1) × UA(1) × SUV (Nf ) × SUA(Nf ). Whereas
UV (1) is conserved and related to the baryon number, SUV (Nf ) is explicitly broken by differences in the finite
quark masses of the QCD-Lagrangian. The most important properties of the chiral transitions of QCD are
governed by the two axial symmetries UA(1) × SUA(Nf ). Whereas the latter one is broken dynamically at
low temperatures (and always explicitly by finite quark masses), the former one is broken anomalously. The
corresponding current J5µ = Ψ¯γµγ5Ψ with quark fields Ψ is not conserved,
∂µJ5µ =
g2Nf
16pi2
tr
(
F˜µνF
µν
)
, (2.11)
due to the appearance of the topological charge density on the right hand side. Both, the dynamical and
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anomalous breaking can be restored at large temperatures, albeit the corresponding transition temperatures
may very well differ from each other, since the underlying physics is different: any temperature effect that
significantly reduces the interaction strength of QCD will lead to the restoration of SUA(Nf ); in order to
restore the chiral UA(1), however, one needs an effect that reduces the topological charge density. Although
both restoration mechanisms may be related, they are not necessarily so.
The fate of the UA(1)-symmetry is expected to affect the order of the chiral SUA(Nf ) transition as shown in
the two versions of the Columbia plot given in Fig. 2.3. With an anomalously broken UA(1) at all temperatures
it has been conjectured that the chiral transition for the two flavour theory (upper left corner of the plot) is
second order and in the universality class of the O(4) theory, whereas with restored UA(1) the transition may
remain first order [26] (right diagram). In both scenarios the chiral three-flavour theory (lower left corner
in both diagrams) is expected to be first order[26], since no three-dimensional SU(Nf ≤ 3) second order
universality class is known [150, 151]. With restored UA(1) the two first order corners are expected to be
connected as shown in the right diagram of Fig. 2.3. The corresponding scenario with broken UA(1) in the left
diagram, however, features a tricritical strange quark mass mtris where the first order region around the chiral
three-flavour point merges into the second order line connected to the chiral two-flavour point.
It is currently an open question which of these scenarios is realised in QCD. For the theory with three
degenerate flavours, lattice studies seem to support the existence of a first order region in the lower left corner
of the Columbia plot [152–158]. However, the size of the first order region depends strongly on the formulation
of the lattice action and the temporal extend of the lattice and has not yet been determined unambiguously.
Even the possibility that the first order region vanishes in the lattice continuum limit is not yet excluded [151].
The situation in the upper left corner and, related, in the chiral limit of the Nf = 2 + 1-theory with strange
quark mass fixed is also not clear and indications from lattice simulations vary between favouring either of the
two scenarios of Fig. 2.3 [109, 159–166].
Both scenarios of Fig. 2.3 can be also realised in effective low energy QCD models such as the PQM or
PNJL model, see e.g. [167–172] and Refs. therein. In Ref. [172] it has been demonstrated that results
on the Columbia plot from mean field approaches are substantially modified once fluctuations have been in-
cluded using the functional renormalisation group (FRG). Depending on the strength of the t’Hooft interaction
parametrizing the effects of the UA(1)-anomaly one then ends up with a chiral phase structure precisely along
the lines of Fig. 2.3 with small first order regions in both scenarios. First results on the chiral two-flavour
theory are also available for functional FRG and DSE approaches to QCD: while the FRG-approach suggests a
second order transition in the chiral limit [173], it has also been shown how O(4)-scaling might emerge in the
DSE-approach [174]. We will come back to this point in much more detail in section 4.2.
2.2.2 Extension to real and imaginary chemical potential
The Columbia plot sketches the variation of the order of the QCD transitions at zero chemical potential. Possible
scenarios for the extension of the plot by a third axis denoting real or imaginary chemical potential are shown
in Figs. 2.4a and 2.4b. Let us first briefly discuss the extension to real chemical potential. In Fig. 2.4a we
show the ’default’ scenario encountered in many model calculations. The second order chiral critical line
discussed above extends into the region of positive real chemical potential and bends to the right, i.e. the
first order region increases with chemical potential. At suitably large values of µ this surface then covers the
point of physical quark masses leading to the appearance of the QCD critical end point discussed above. This
situation corresponds to the one sketched in Fig. 2.1. That this behaviour of the critical surface is by no means
trivial and actually might not be realised has been argued by de Forcrand and Phillipsen from the results of
lattice simulations with three degenerate quark flavours [29, 114, 141, 142]. They used an extrapolation
procedure from imaginary chemical potential to determine the curvature of the critical surface at µ = 0 and
found that it bends towards smaller quark masses, i.e. in the other direction. This corresponds to a weakening
of the chiral transition with increasing chemical potential instead of the strengthening shown in Fig. 2.4a.
Whether this observation survives the continuum limit is an open question that needs to be explored further.
Furthermore, if the chiral first order region of the three-flavour theory is indeed small, as discussed above, then
the corresponding behaviour of the critical surface at the three-flavour degenerate point might have nothing to
do with the behaviour of the critical surface in the region of physical quark masses [158]. Again, this needs to
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μ(a) Real chemical potential (chiral transition only). (b) Imaginary chemical potential.
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Figure 2.4: Extensions of Columbia plot to finite chemical potential and resulting phase diagrams.
be explored further.
The extension of the Columbia plot to imaginary chemical potential, at least for heavy quark masses, stands
on firmer ground. First, lattice calculations for imaginary chemical potential do not suffer from the sign prob-
lem. Second, effective theories for heavy quarks are available that can be simulated with low CPU costs
even at real chemical potential [144, 175]. Third, much can be learned from symmetry considerations alone.
Introducing the dimensionless variable θq ≡ Im(µq)/T with quark chemical potential µq and taking center
symmetry into account, Roberge and Weiss found that the physics of the theory is invariant under changes of
θ → θ + 2pi/Nc with Nc the number of colours [176]. This symmetry is smoothly realised at low temperatures,
but occurs via a first order phase transition at large temperatures beyond TRW . The situation in the temperature
imaginary chemical potential plane is sketched in Fig. 2.4c. Above TRW the regions [0, pi/Nc[, ]pi/Nc, 3pi/Nc[,
and ]3pi/Nc, 5pi/Nc[ are distinguished by the Polyakov loop L = |L|e−iφ, whose phase φ changes by 2pi/Nc at
every first order RW-transition line. The point where the first order RW-transition lines end are touched by
the confinement/chiral transition lines with temperature. Depending on the values of the quark masses, i.e.
on the location in the Columbia plot, these transitions are of different order, as visualised in Fig. 2.4c for the
locations A (1st order region), B (second order critical line), C (slightly in the cross-over region) and D at
µ = 0 displayed in Fig. 2.4b. The point D is defined to be on the line in the mass plane where the second order
critical surface of the deconfinement transition intersects the plane with iµq/T = pi/3. For points further out in
the crossover region the deconfinement transition is a crossover everywhere, regardless of the value of iµq/T .
It has been shown [144] that the tricritical point occurring at the intersection of the RW-transition with the
deconfinement transition for D strongly influences the whole second order critical surface in the sense that it
can be parametrised by tricritical scaling relations. We will came back to this issue in section 4.1, where we
discuss results from the DSE-framework for the critical surface.
The critical surfaces for the chiral transition, also sketched in Fig. 2.4b are much harder to evaluate on
the lattice, since the corresponding quark masses are small and therefore simulations very cost intensive.
Nevertheless it is very interesting to map these out, since this may give vital clues on the issue of the order of
the transition in the two-flavour theory, discussed above. The situation sketched in Fig. 2.4b corresponds to the
scenario with broken UA(1)-anomaly, i.e. the left plot of Fig. 2.3. If it were established that the critical surface
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intersects the left backplane of Fig. 2.4b above the µ = 0 plane for all quark masses, then the other scenario
of Fig. 2.3 is realised. Again, simulations have been performed indicating that this may very well be the case
[109, 164, 165], with the (important) caveat that a continuum extrapolation has not yet been done.
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3 Non-perturbative quark and glue
In the previous section we discussed general aspects of the QCD phase diagram at finite temperature and
baryon chemical potential, highlighted the merits of theoretical studies at unphysical external parameters such
as quark masses or imaginary chemical potential and summarised briefly the connection to heavy ion collision
experiments via fluctuations of conserved charges. In this section we focus on the technical aspects of the
functional approach to QCD via Dyson-Schwinger equations (DSEs). We deal with the derivation of the DSEs,
explain the extraction of order parameters from the correlation functions of the theory and discuss strategies
for devising truncations that can be systematically tested and improved.
Readers interested in the available results at finite T and µ but not in the technical details of the framework
are encouraged to skip this section in a first reading and proceed to section 4. In order to appreciate the details
of the calculations and to understand the level of the rigorousness of the results, revisiting section 3 afterwards,
however, may be beneficial.
3.1 Functional equations
We work with the Euclidean version of the QCD generating functional that describes strongly interacting matter
in thermodynamical equilibrium as a grand-canonical ensemble. The gauge fixed partition function Z[T, µ] is
given by6
Z[T, µ] = N
ˆ
D[AΨ¯Ψcc¯] exp
{
− SQCD[A,Ψ, Ψ¯]− Sgf [A, c, c¯]
}
, (3.1)
with the QCD gauge invariant action
SQCD = −
ˆ 1/T
0
dx4
ˆ
d3x
 ∑
q=u,d,s,...
Ψ¯q (− /D +mq − µqγ4) Ψq + 1
4
F aµνF
a
µν
 , (3.2)
and the gauge fixing part
Sgf =
ˆ 1/T
0
dx4
ˆ
d3x
(
(∂µAµ)
2
2ζ
− i∂µc¯Dµc
)
. (3.3)
Quarks with flavour q and bare massesmq are represented by the Dirac fields Ψq and Ψ¯q. Local gauge symmetry
of the quark fields demands the introduction of a vector field Aaµ, which represents gluons. The gluon field
strength F aµν is given by
F aµν = ∂µA
a
ν − ∂νAaµ − gfabcAbµAcν , (3.4)
with the coupling constant g and the structure constants fabc of the gauge group SU(Nc), where Nc is the
number of colours. The covariant derivative in the fundamental representation of the gauge group is given by
Dµ = ∂µ + igAµ , (3.5)
with Aµ = Aaµt
a and the ta are the generators of the gauge group. We work with fixed gauge using the
Faddeev-Popov procedure [179] (see [180, 181] for pedagogical treatments of the subject) which introduces
the Grassmann valued Faddeev-Popov ghost fields c and c¯. The integral over the gauge group is absorbed in the
normalisation N . The gauge parameter is denoted by ζ. Below we always use Landau gauge, which is defined
by the gauge condition ∂µAµ = 0 and gauge parameter ζ = 0. 7
6An introduction into path integral methods in quantum field theories is given e.g. in [177]. In the following we adhere to the
conventions of the review article [178].
7Gauge fixing via the Faddeev-Popov procedure is well-known not to be complete and leaves one to deal with the problem of
Gribov-copies, i.e. multivalued instances of ∂µAµ = 0 for gauge field configurations related by gauge transformations (see the reviews
[182, 183] for a detailed account of the problem). This problem has been studied intensively on the lattice [184–188] and found to be
relevant for the behaviour of ghost and gluon propagators at very small momenta much below the temperature scales we are interested
in. Thus for the topic of this review we can safely ignore this problem.
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Renormalization of the QCD action entails the introduction of suitable counterterms. The correspondence
between the bare Lagrangian (3.2,3.3) and its renormalised version is given by the following rescaling trans-
formations
Aaµ →
√
Z3A
a
µ, c¯
acb → Z˜3c¯acb, Ψ¯Ψ→ Z2Ψ¯Ψ, (3.6)
g → Zgg, ζ → Zζζ, (3.7)
where five independent renormalisation constants Z3, Z˜3, Z2, Zg and Zζ have been introduced. Furthermore
five additional (vertex-) renormalisation constants are related to these via Slavnov–Taylor identities,
Z1 = ZgZ
3/2
3 , Z˜1 = ZgZ˜3Z
1/2
3 , Z1F = ZgZ
1/2
3 Z2, Z4 = Z
2
gZ
2
3 , Z˜4 = Z
2
g Z˜
2
3 . (3.8)
In general, these renormalisation constants depend on the renormalisation scheme, the renormalisation scale µ
and the regularisation procedure. In the numerical treatment of Dyson-Schwinger equations, further detailed
below, it is common to use either a hard cut-off or a Pauli-Villars type regulator, resulting in a generic depen-
dence of the renormalisation constants on a regularisation scale Λ, i.e. Zi = Zi(µ,Λ). Provided multiplicative
renormalisability is not violated in the process of truncating the DSEs, all Green’s functions extracted from
the renormalised DSEs are independent of Λ and therefore do not suffer from divergences when Λ is sent to
infinity8. This technical issue is well under control and further detailed in appendix A.
The generating functional (3.1) depends on temperature via the restriction of the x4-integration from zero
to 1/T := β. In the imaginary time Matsubara formalism, which we adopt throughout this review, all fields
obey (anti-)periodic boundary conditions such that φ(x4) = ±φ(x4+1/T ) for a generic field φ. Due to the Kubo-
Martin-Schwinger condition bosons (i.e. gluons) need to have periodic boundary conditions, while fermions
(quarks) have anti-periodic boundary conditions. The Faddeev-Popov ghosts are the exception from this rule
with periodic boundary conditions despite their Grassmann nature due to their origin from the gauge fixing
procedure [191]. In momentum space, this translates into momentum vectors p = (p, ωn) with Matsubara
frequencies ωn = piT (2n + 1) for fields with antiperiodic boundary conditions and ωn = piT2n for those with
periodic boundary conditions with integers n running from minus to plus infinity.
The quark chemical potential µq is added to the QCD action via a Lagrange multiplier −nqµq for the net
quark density
nq =
ˆ 1/T
0
dx4
ˆ
d3x Ψ†Ψ (3.9)
with Ψ† = Ψ¯γ4 and is subsequently absorbed into the quark part of the QCD Lagrangian, cf. Eq (3.2). For
non-zero chemical potential the Matsubara frequencies for fermions are modified into ω˜n = ωn − iµ.
Starting from the generating functional (3.1) one can derive the Dyson-Schwinger equations for the Green’s
functions of the theory. In the following we outline the formalism in a very dense, symbolic notation. Readers
interested in more details are referred to the textbooks [177, 192] or the reviews [178, 193]. Dyson-Schwinger
equations follow from the generating functional (3.1) and the fact that the integral of a total derivative van-
ishes, i.e.
0 =
ˆ
D[AΨ¯Ψcc¯] δ
δφ
exp
{
−SQCD − Sgf +
ˆ 1/T
0
dx4
ˆ
d3x
(
AJ + η¯Ψ + Ψ¯η + σ¯c+ c¯σ
)}
=
〈
−δ(SQCD + Sgf )
δφ
+ j
〉
(3.10)
for any field φ ∈ {A,Ψ, Ψ¯, c, c¯} and its corresponding source j ∈ {J, η, η¯, σ¯, σ}. Equation (3.10) is correct pro-
vided that the functional integral (3.1) is well-defined and the measure D[AΨ¯Ψcc¯] is translational invariant.
Acting onto (3.10) with a suitable number of further functional derivatives and setting all sources to zero after-
wards leads to the Dyson-Schwinger equation (DSE) for any desired full n-point function. A similar procedure
8Within quenched QED, the independence of the resulting Green’s functions from the employed regularisation scheme has been
studied and shown to hold in Ref.[189, 190]
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applied to the generating functional W = ln(Z) or the effective action Γ = W + 〈φ〉j leads to the DSEs for
connected Green’s functions and the ones for one-particle irreducible Green’s functions. The expression (3.1)
and its functional derivatives constitute an infinite tower of coupled integral equations. Provided QCD is a local
quantum field theory, this infinite tower contains all physics of the original path integral, cf. the review article
Ref. [178]. Below we will analyse some of these equations in more detail.
Closely related to the formalism of Dyson-Schwinger equations is the one for the functional renormalization
group (FRG), see [194, 195] and the reviews [196–199]. The basic idea of this approach is to endow the gen-
erating functional with an (infrared) cut-off scale k which suppresses all quantum fluctuations with momenta
q2
<∼ k2 smaller than this scale. The resulting effective action Γk depends on the cut-off scale and satisfies a
functional differential equation which controls this dependence. Lowering k takes into account more and more
quantum fluctuations characteristic for the scale k in question. In this way one can explore the relevant physics
in a systematic way. Finally, sending k → 0 recovers the full effective action of the theory. By taking functional
derivatives of the functional differential equation one obtains an infinite tower of coupled integro-differential
equations for the Green’s functions of the theory, which are not too dissimilar in structure to the tower of
Dyson-Schwinger equations. Thus, in principle it is possible to explore the physics content of the Green’s func-
tions of QCD from both frameworks, the DSE and the FRG tower of equations. Interestingly, the combination
of both methods sometimes leads to unique results, see [200, 201] for an example. In this review article we
focus primarily on results for QCD at finite temperature and density obtained in the DSE approach, but we
make connections to corresponding or complementary results from the FRG-framework wherever possible.
A third functional framework that has been employed for QCD at finite temperature and chemical potential
is the variational Hamilton approach in various formulations [202–208]. For all technical details we refer the
interested reader to the original literature and the review article Ref. [209]. Similar to other functional methods
one ends up with a coupled set of integral equations for the Green’s functions of the theory which have to be
solved using numerical methods. Again, in the following we do not review the corresponding results in any
detail but make connections to the DSE results discussed in this review wherever appropriate.
Finally, there is growing interest in a fourth framework based on functional methods, the Gribov-Zwanziger
approach. This approach is based on studies of the effects of gauge fixing on the theory and the desire to
eliminate the effects of Gribov copies [210, 211]. As a result one arrives at an effective action which contains a
new scale, the Gribov parameter, which affects the gluon dispersion relation and changes its infrared behaviour,
see [183] for a review on the technical details. This approach was generalized to finite temperature in [212].
Somewhat related to the Gribov-Zwanziger approach is the one of [213, 214] based on the Curci-Ferrari model.
Both, the Gribov-Zwanziger framework and the Curci-Ferrari model have been used at finite temperature and
chemical potential, and heavy quark physics and transport properties of the quark-gluon plasma have been
explored [148, 149, 215–219]. Again, we will not discuss these results in detail but point the interested reader
to the literature wherever appropriate.
3.2 Quarks, gluons and order parameters
The DSEs for the ghost, gluon and quark propagators are given diagrammatically in figure 3.1. They form
a coupled system of equations which demand dressed ghost-gluon, three-gluon, four-gluon and quark-gluon
vertices as input.9 These three- and four-point functions satisfy their own DSEs, which in turn contain four-
and five-point functions and so on. In order to solve the tower of DSEs one has to choose a truncation scheme,
i.e. a strategy to break down the infinite tower into a closed system of equations. We will come back to ponder
on strategies to make this procedure systematic in subsection 3.3 below. Here we wish to focus first on the
relation of the propagators of QCD to suitable order parameters for the phase transitions at finite temperature
9 The corresponding equations in the framework of the functional renormalization group display a number of interesting structural
differences. First, they do not feature two-loop diagrams, as are present in the DSE for the gluon propagator. From the point of view of
the practitioner aiming at numerical solutions for these equations, this is clearly an advantage. On the other hand, however, the FRG
equations contain more unknown four-point functions (such as a fully dressed ghost-gluon scattering kernel and others), which need
to be specified in order to close the equations. Also, besides being integral equations, the FRGs contain derivatives with respect to the
FRG-scale k. Thus, both formulations of functional equations present their own challenges which more or less balance out and it is
often only a matter of personal taste and experience which ones to choose.
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Figure 3.1: Dyson-Schwinger equations for the gluon (curly lines), the ghost (dashed lines) and the quark (solid lines) propagator.
and chemical potential.
3.2.1 Chiral transition
Let us first discuss the chiral transition. The prime candidate for a suitable order parameter is the quark
condensate 〈ψ¯ψ〉f . For a quark with flavor f it is given by the trace of the quark propagator Sf (p) via
〈ψ¯ψ〉f = −Z2ZmNcT
∑
n
ˆ
d3p
(2pi)3
TrD
[
Sf (p)
]
, (3.11)
where Z2 is the quark wave function renormalization constant, Zm the quark mass renormalization constant
and Nc = 3 the number of colours. The sum is over fermion Matsubara frequencies ωn = piT (2n + 1) and the
momentum four-vector given by p = (p, ωp). Logarithmic divergences of the integral when the cut-off is sent
to infinity are taken care of by the renormalisation factors Z2 and Zm. However, for all flavours with non-zero
bare quark mass the condensate is also quadratically divergent and needs to be regularized. For dimensional
reasons (the condensate has dimension three), the divergent part is also proportional to the bare quark mass
(c.f. section 3.4.2 for details) and therefore the difference
∆l,h = 〈ψ¯ψ〉l − ml
mh
〈ψ¯ψ〉h , (3.12)
fulfils this purpose: the divergent part of the light-quark condensate (l ∈ {u, d}) is cancelled by the divergent
part of the heavy (h) quark condensate. In order to extract a clean signal for the chiral transition of the light
quark flavour, the mass of the heavy quark needs to be sufficiently larger than the one of the light quark. For
the extraction of the light up/down-quark condensate a heavy quark mass of the order of the strange quark is
already sufficient.
As discussed in section 2.2, for physical quark masses and small chemical potential the chiral transition
is a crossover which leads to ambiguities in the definition of a pseudo-critical temperature. Frequently used
quantities to determine Tc are the inflection point of the condensate, (i.e. the maximum of
∂〈ψ¯ψ〉l
∂T ) or the
maximum of the chiral susceptibility
χ〈ψ¯ψ〉 =
∂〈ψ¯ψ〉l
∂ml
. (3.13)
As an aside let us note, that it is also possible to directly use one of the Matsubara frequencies of the
scalar dressing function of the quark propagator, B(p, ωp), as indicator for the chiral transition. Formally, full
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chiral restoration requires all functions B(p, ωp) to be zero (a condition equivalent to a zero value of the quark
condensate). In practise one finds, however, that the functions B(p, ωp) for any Matsubara frequency ωp react
similarly to temperature, thus if one of these goes to zero, all others do as well. Thus already the zeroth
Matsubara frequency of B alone offers a reliable and quick way to extract Tc.
3.2.2 Deconfinement transition
As discussed in section 2.2, there is a well-defined notion of the deconfinement phase transition in the heavy
quark limit of QCD associated with the breaking of center symmetry.10 The extraction of a corresponding order
parameter from the propagators of the theory has been an unsolved problem for the DSE-community for many
years. In the past decade, however, this problem has been solved and we now have a range of good order
parameters for the deconfinement transition at our disposal. These are the dressed Polyakov loop [173, 224],
the dual scalar quark dressing [225], the generalized ϕ-dependent quark condensate [226] and the Polyakov
loop potential [227–229]. Especially the latter is of considerable importance also in the context of Polyakov
enhanced effective models like the PNJL and the PQM model. As we will discuss further in section 4.3.1, the
general capacity of the functional methods to perform calculations at arbitrary large chemical potential offers
opportunities to not only study this quantity all across the QCD phase diagram, but also provide input for
phenomenological model calculations in regions not accessible to lattice QCD.
Let us start and briefly summarize the notion of the dressed Polyakov loop, introduced first on the lattice
in [230] and adapted to functional methods in [224]. The method emerged from previous studies of spectral
sums of the Dirac operator and their behaviour under center transformations explored in [230–234]. In order
to appreciate the notion of the dressed Polyakov loop it is useful to first discuss the ’ordinary’ Polyakov loop L
[235, 236]. It is defined by
L =
1
Nc
trFP , P = P exp
[
ig
ˆ β
0
dx4A4(x, x4)
]
. (3.14)
where P denotes path ordering and the trace is in the fundamental representation of the gauge group SU(Nc).
The Polyakov loop can be represented by a straight line winding once around the compactified time direction
of the space-time manifold with β = 1/T , see e.g. [237] for a graphical representation. The loop is closed by
the temporal boundary conditions. The expectation value 〈L〉 of the Polyakov loop can be interpreted as the
partition function in the presence of one single static quark and is thus related to the free energy E of the static
quark via
E = −T ln〈L〉 . (3.15)
Thus the Polyakov loop presents a simple picture of quark confinement: in the confined phase the free energy
is infinite and the expectation value 〈L〉 is zero, whereas in the deconfined phase 〈L〉 is finite and therefore
also the free energy. This in turn means that single quarks can be generated. In a lattice formulation of QCD,
the temporal Wilson line P is given by
P = ΠU4(x, x4) , (3.16)
with link variable U4 in time direction and the product is over a line of temporal links between x4 = 0 and
x4 = 1/T . Under a center transformation U4 → zkU4 of one element in the chain of links with respect to the
center element zk = diag(e2piik/Nc , · · · , e2piik/Nc) with k = 0, 1, · · · , Nc − 1 the Polyakov loop transforms as
L→ zkL . (3.17)
Hence center symmetry is only present in the confined phase with 〈L〉 = 0 and the Polyakov loop is an order
parameter for center symmetry breaking. The dressed Polyakov loop, or ’dual condensate’ Σ1 is defined via the
Fourier-transform
Σn = −
ˆ 2pi
0
dϕ
2pi
e−iϕn 〈ψψ〉ϕ |n=1, (3.18)
10A concise and detailed discussion of many aspects of confinement can be found e.g. in Refs. [220–222], see also [223].
19
of the ordinary quark condensate 〈ψψ〉ϕ evaluated using U(1)-valued boundary conditions with angle ϕ in the
temporal direction, i.e. Ψ(1/T ) = Ψ(0)eiϕ. Thus instead of the usual anti-periodic boundary conditions for
fermions (ϕ = pi) or periodic ones for bosons (ϕ = 0) here we vary ϕ in the interval [0, 2pi]. This results in
Matsubara modes ωp(n, ϕ) = (2piT )(n + ϕ/2pi) in the p4-direction. In order to explain why the quantity Σ1 is
of considerable interest, we again resort to the lattice formulation. It turns out, that the ϕ-dependent quark
condensate 〈ψψ〉ϕ can be represented by a sum over all possible closed chains of link variables, i.e. closed loops
l. One obtains
〈ψψ〉ϕ =
∑
l
eiϕn(l)
m|l|
U(l) , (3.19)
where U(l) denotes the closed chains of links including some sign and normalisation factors, see [230] for
details. Each of these loops consists of |l| links and is weighted by corresponding powers of the inverse quark
mass m. Each time such a closed loop winds around the temporal direction of the lattice it picks up a factor
e±iϕ from the U(1)-valued boundary condition introduced above. Thus every loop is weighted by eiϕn(l), where
n(l) is the winding number of a given loop l. By a Fourier transform with respect to e−iϕn it is possible to
project onto loops with n(l) = 1 as done in Eq. (3.18). The resulting quantity Σ1 transforms under center
transformation in the same way as the conventional Polyakov loop and is therefore an order parameter for the
deconfinement transition. The numerical agreement between dressed and conventional Polyakov loops with
respect to the location of the phase transition has been established in Ref. [238]. Within functional methods
this order parameter has been used in [173, 224, 239–241].
Another order parameter for the deconfinement transition can be obtained by performing a similar trans-
formation as done in Eq. (3.18) to the scalar quark dressing function, e.g. evaluated at lowest Matsubara
frequency and zero momentum. At finite temperature and chemical potential the inverse quark propagator can
be written as
S−1(p, ωp) = iγ4 ω˜pC(p, ωp) + iγi piA(p, ωp) +B(p, ωp) , (3.20)
with vector and scalar quark dressing functions C,A,B.11 The scalar quark dressing function B(p, ωp) evalu-
ated at p = 0 and ωp = piT is an order parameter for chiral symmetry breaking, similar to the quark condensate
discussed above. The ’dual scalar quark dressing’
ΣB =
ˆ 2pi
0
dϕ
2pi
e−iϕB(0, ωp(0, ϕ)) , (3.21)
is also sensitive to center transformation in a similar fashion as the dual quark condensate or other spectral
sums [234]. This can be seen as follows [225]: Using B(0, ωp(0, ϕ)) = 1/4 tr[S−1(0, ωp(0, ϕ))] we have
ΣB =
ˆ 2pi
0
dϕ
8pi
e−iϕ
ˆ
d3x
ˆ 1/T
0
dx4 tr〈x, x4|D−1ϕ |0〉−1 , (3.22)
where Dϕ is the (massive or chiral) Dirac operator evaluated under presence of the U(1)-valued boundary con-
ditions. A center transformation on ΣB introduces an additional phase factor z = ei2pik/N with k = 0, . . . , Nc−1
for Nc colours, which adds to the phase eiϕ for our U(1)-valued boundary conditions. We then obtain
zΣB =
ˆ 2pi
0
dϕ
8pi
e−iϕˆ d3x
ˆ 1/T
0
dx4 tr〈x, x4|D−1ϕ+2pik/N |0〉−1
= z
ˆ 2pi
0
dϕ
8pi
e−iϕ
ˆ
d3x
ˆ 1/T
0
dx4 tr〈x, x4|D−1ϕ |0〉−1 , (3.23)
i.e. the dual scalar quark dressing ΣB transforms under center transformations exactly like the conventional
Polyakov loop and therefore acts as order parameter for the deconfinement transition in the heavy quark limit.
This has also been confirmed by numerical results discussed in [225].
11A further tensor component proportional to σµν is possible in principle but can be omitted in all practical calculations, since its
contribution to order parameters is extremely small [15].
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Recently, the generalised ϕ-dependent quark condensate has been suggested as yet another order pa-
rameter based on the idea of dual transform defined by [226]
Σ(q) =
ˆ 2pi
0
dϕ
2pi
e−iϕ Σ(q)ϕ ,
Σ(q)ϕ = T
∑
n
[
1
4
trS(0, ωn(ϕ))
]2
. (3.24)
In contrast to the ordinary dual condensate which has to deal with the problem of divergences in the quark con-
densate away from the chiral limit, this quantity is always finite. First numerical results confirm its suitability
especially for functional methods [226].
Finally, we discuss the Polyakov loop potential. Its direct relation to the properties of the Yang-Mills sector
of the theory (in contrast to the indirect relation offered by the dual quantities discussed above) makes it one of
the most interesting tools to distinguish between the confined and deconfined phases. The detailed properties
of the Polyakov loop and its potential, its interpretative content and its various applications in the context of
Polyakov loop enhanced effective models have recently been reviewed by Fukushima and Skokov [14]. They
also give a comprehensive guide to the extensive literature on the subject. Therefore, here we restrict ourselves
to some essentials which become relevant later in the discussion of the results. In particular we focus on
a related quantity that is directly accessible by functional methods and therefore offers direct access to the
confining properties of the theory from its basic Green’s functions. In the following we briefly summarise the
derivation and the properties of this quantity, detailed discussion can be found in Refs. [227, 228, 242]. The
basic idea is to introduce a constant A4 background field, which directly feeds into the Polyakov loop and whose
properties are therefore directly related to the deconfinement transition. To this end one splits the gauge field
A = A¯+ a in a background field A¯ and fluctuations a and implements the Landau-DeWitt gauge condition
Dµ(A¯)aµ = 0 , (3.25)
with Dµ(A) = ∂µ− igAµ. With this gauge condition the effective action becomes dependent on the background
field, i.e. Γ = Γ(a, A¯) and the effective potential V is evaluated at Γ(0, A¯). Above, we discussed the expectation
value 〈L[A4]〉 of the Polyakov loop evaluated for a gauge field A4. For a constant background field in temporal
direction, A¯ = A4, it has been shown [227, 242] that also the quantity
L[〈A4〉] ≥ 〈L[A4]〉 (3.26)
is an order parameter for confinement. The expectation value 〈A4〉 is determined from the minimum of the
effective potential V
V [A4] =
1
βΩ
Γ[0, A4] (3.27)
with three-dimensional spatial volume Ω. In turn, the effective potential V [A4] can be computed in terms
of dressed propagators and vertices using functional continuum methods. This can be exploited either using
the functional renormalisation group, see e.g. [173, 227, 228, 242–244], the Dyson-Schwinger equations
[36, 147, 229] or in the Hamilton approach [245]. Furthermore, there are interesting applications in effective
models, see e.g. [246, 247].
The derivative of the effective potential with respect to the background field A4 can be expressed in the
FRG, the DSE and the 2PI-framework as shown in [228]. Written as a DSE it is given by
∂V [A4]
∂A4
=
1
βΩ
∂Γ[A4; 0]
∂A4
(3.28)
and the important part of the right hand side is shown diagrammatically in Fig. 3.2. The one and two-loop terms
contain fully dressed correlators for fluctuating fields as well as mixed vertices with two or three fluctuation legs
and one background leg associated with the cut external gluon line, see [228] for technical details. There it has
also been argued that the two-loop terms can be neglected for many practical purposes, leaving the one-loop
terms with their dependence on the ghost (dashed line), gluon (curly line) and quark (solid line) propagators
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4Figure 3.2: The DSE for a background gluon one-point function.
only. In principle, the DSEs for the corresponding propagators need to be evaluated also in the background
Landau-DeWitt gauge to take full advantage of the formalism. In practise, it has been argued [227] that the
ordinary Landau gauge propagators are already a good approximation for most purposes. Using solutions of
the coupled system of DSEs for the gluon and quark propagators at finite temperature and chemical potential
the one-loop equation Fig. 3.2 has been applied to study the deconfinement of heavy quarks in Ref. [147] and
for QCD with Nf = 2 + 1 quark flavours in Ref. [229]. The resulting deconfinement transition line in the
QCD phase diagram agrees with the one from the dressed Polyakov loop. We will discuss this in more detail in
section 4.1.2 and 4.3.
3.2.3 Positivity and spectral functions
A physical particle that can be directly detected in experiments needs to have a propagator with a positive
definite spectral function. Conversely, if a certain degree of freedom has negative norm contributions in its
propagator, it cannot describe a physical asymptotic state, i.e. there is no Källén–Lehmann spectral represen-
tation for its propagator. The precise mathematical structure of this condition in the context of an Euclidean
quantum field theory has been formulated by Osterwalder and Schrader in the so called axiom of reflection
positivity [248]. On the level of propagators this condition can be phrased as
∆(t) :=
ˆ
d3x
ˆ
d4p
(2pi)4
ei(tp4+x·p)σ(p2) , (3.29)
=
1
pi
ˆ ∞
0
dp4 cos(tp4)σ(p
2
4) ≥ 0 , (3.30)
where σ(p2) is a scalar function extracted from the respective propagator. Eq. (3.30) is a necessary condi-
tion, thus once ∆(t) develops negative values at some times t the propagator cannot correspond to a stable
asymptotic particle. In fact it can be shown [178, 193, 249] that ∆(t) even has to be convex, i.e.
d2
dt2
ln ∆(t) ≥ 0 , (3.31)
in order to represent a particle with positive definite spectral function.
In the context of the chiral transition of QCD it is especially interesting to monitor the behaviour of the
Schwinger function of the quark dressing functions across the phase transition. To this end it is instructive to
introduce the (Euclidean) projectors on positive and negative energy solutions12
Λ±p =
1
2εp
(εp ∓ iγ4(/p+m)) , (3.32)
with the limit L± = 12 (1∓ iγ4) for p = 0. In this limit we define the quark propagator components S± by
S(0, ωp) = −i [S+(ωp)L+ + S−(ωp)L−] γ4 , (3.33)
12Conventions are chosen such that Minkowsky and Euclidean gamma matrices are related by γ0M = −iγ4 and γiM = γi.
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and obtain
S±(ωp) =
−iω˜pC(0, ωp)±B(0, ωp)
ω˜2pC
2(0, ωp) +B2(0, ωp)
. (3.34)
The Fourier transform of these quantities
S±(τ) = T
∑
n
e−iωnτS±(ωp) , (3.35)
with respect to time τ are Schwinger functions in the sense of Eq. (3.30) and can be used to study the positivity
properties of the quark propagator at finite temperature and chemical potential. Corresponding results will be
discussed in section 4.5.
It is furthermore interesting to study potential spectral representations of the quark propagator. Parametriz-
ing the spectral function ρ(p, ωp) by
ρ(p, ωp) = 2pi (ρ4(p, ωp)γ4 + ρv(p, ωp)i/p/p− ρs(p, ωp)) , (3.36)
with p = |p|, the spectral representation is given by
S(p, ωp) =
ˆ ∞
−∞
dω′p
2pi
ρ(p, ω′p)
iωp − ω′p
. (3.37)
With a positive definite metric, which is not the case for gauge-fixed QCD, the components of the spectral
function would furthermore obey the inequality
ρ4(p, ωp) ≥
√
ρv(p, ωp)2 + ρs(p, ωp)2 ≥ 0 , (3.38)
as well as the sum rules
1 = Z2
ˆ ∞
−∞
dω ρ4(p, ωp) , (3.39)
0 =
ˆ ∞
−∞
dω ρv(p, ωp) , (3.40)
0 =
ˆ ∞
−∞
dω ρs(p, ωp) , (3.41)
with wave function renormalization constant Z2.
A useful component of the spectral function is ρ4 with corresponding left hand side of Eq. (3.37) given by
the γ4 component of the quark propagator, i.e.
S4(p, ωp) =
−iωpC(p, ωp)
ω2pC
2(p, ωp) + p2A2(p, ωp) +B2(p, ωp)
, (3.42)
which is particularly well suited for spectral reconstructions using e.g. Maximum Entropy methods (MEM), see
[250–252] for technical details.
Beyond the study of positivity, spectral functions are very interesting quantities to study. Thermal and
transport properties of the QGP are encoded in the correlation functions of QCD and can be extracted from real
time properties of the quark and gluon propagators [250, 251, 253–261]. In heavy ion collisions, the dilepton
production rate is directly related to the dispersion relation of quarks [262–265]. Therefore, a detailed under-
standing of a potential quasi-particle spectrum in the QGP, in particular close to the chiral phase transition, is
desirable. We come back to this topic in the results section 4.5.
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Figure 3.3: Dyson-Schwinger equations for the gluon (curly lines) and the quark propagator (solid lines), displaying explicitly the
contributions from the up/down (blue), strange (green) and charm quarks (red).
3.3 Truncation strategies
In the previous section we discussed various order parameters for chiral symmetry breaking as well as the
deconfinement transition, which are all accessible by functional methods since they can be computed from
gauge fixed Green’s functions. These Green’s functions satisfy coupled sets of Dyson-Schwinger or functional
renormalisation group equations that in general need to be truncated in order to be solvable.13
In the Review article Ref. [268] truncations of DSEs have been discussed in the context of vacuum hadron
physics14 starting from very simple truncation schemes that lead to NJL-type equations up to rainbow-ladder
(RL) and beyond rainbow-ladder (BRL) constructions. There it has been argued, that rainbow-ladder type
of truncations can be viewed as a water shed between phenomenological modelling and more systematic
truncations of QCD. From a technical point of view this distinction is justified by two important properties of
the RL and BRL schemes that are not present in simpler truncations: (i) the correct momentum running of the
Green’s functions in the perturbative, asymptotically free region of QCD and in the transition region to non-
perturbative physics; (ii) the preservation of multiplicative renormalizability. Thus while simpler truncations
can be used to explore and model qualitative aspects of hadron physics, only RL and BRL have the merit that
they can be improved systematically within QCD. We will se below that advanced schemes capture important
physics that is generated from the Yang-Mills sector of the theory. Concerning applications at finite temperature
and chemical potential this aspect turns out to be crucial in many respects. After all, this insight has led
to the construction of the ’P’-models, i.e. the enhancement of the NJL and quark-meson (QM) models by
supplementing the Polyakov-loop potential.
In the following sections we therefore focus only on truncation schemes that fall into the RL and BRL class.
Before we detail the properties of two of these scheme in section 3.3.2 and 3.3.3, however, we first discuss in
general which aspects of QCD we can reasonably hope to cover in feasible truncation schemes.
3.3.1 General considerations
In the light of our discussion of the QCD phase diagram, the potential CEP and the Columbia plot in sections 2.1
and 2.2 one should wish for a truncation of the DSEs that includes the rich physics associated with the variation
of quark masses and flavours and the resulting interplay of the chiral and the deconfinement phase transitions.
13There are exceptions from this rule. One obvious exception is the limit of large momenta, where asymptotic freedom allows
the use of perturbation theory which effectively decouples the tower of DSEs of FRGs and allows for an order by order approach.
Another, highly non-trivial exception has been identified in [200, 201, 266, 267]: for very small momenta, general scaling laws for
all one-particle irreducible Green’s functions of the theory have been identified that solve the complete tower of DSEs (and FRGs)
self-consistently.
14A corresponding discussion of truncations in the Yang-Mills sector of QCD can be found in Ref. [269].
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To this end it is inevitable to explicitly take into account the back-coupling of the quarks onto the Yang-Mills
sector. To leading order in an expansion in 1/Nc, this is accomplished by the quark loop in the DSE for the
gluon propagator, shown again in Fig. 3.3. Compared to Fig. 3.1 we have combined the inverse bare gluon
propagators as well as all ghost and gluon diagrams into one symbol, the inverse gluon propagator on the right
hand side of the gluon-DSE with a yellow dot. For now, this is just an abbreviation. Furthermore, we have made
the contributions from the up/down, the strange and the charm quark loops explicit (with an implicit factor
of 2 in the up/down quark loop accounting for isospin degeneracy). Furthermore, we made explicit that the
different quark flavours each satisfy a separate DSE for their respective propagator. This serves to explain, how
the physics of varying bare quark masses affects this system of equations: if e.g. one flavour becomes infinitely
heavy, its quark loop becomes zero and this flavour decouples from the equations. Thus for all quark masses
going to infinity we arrive at the pure gauge limit of the Columbia plot, i.e the upper right corner. Keeping
only the charm infinite and varying the up/down and strange quark masses we are able to navigate through
the Columbia plot and explore the associated changes of orders of the chiral and deconfinement transitions.
What else can be expected ? In order to study the properties of the quark-gluon plasma, i.e. the state of
matter reached in high energy heavy ion collisions one would like to extract the properties of gluons under
variation of temperature and chemical potential. Of particular fundamental interest may be the question of
the analytic structure of the pure gauge gluon propagator below and above the deconfinement transition and
the related property of positivity violation. Furthermore interesting physics is expected to show up in the
different components of the propagator: At finite temperature and chemical potential the gluon propagator
splits into two different parts transverse and longitudinal to the heat bath.15 Both depend separately on the
three momentum p and the energy ω. In Landau gauge, the propagator is then given by
Dµν(p) = P
T
µν(p)
ZT (p)
p2
+ PLµν(p)
ZL(p)
p2
(3.43)
= P Tµν(p)DT (p) + P
L
µν(p)DL(p) ,
with momentum p = (p, ωn). The Matsubara frequencies are ωn = piT 2n. All dressing functions implicitly
depend on temperature and chemical potential. The projectors P T,Lµν are transverse (T ) and longitudinal (L)
with respect to the heat bath vector aligned in four-direction and given by
P Tµν = (1− δµ4) (1− δν4)
(
δµν − pµpν
p 2
)
,
PLµν = Pµν − P Tµν ,
(3.44)
where Pµν = δµν − pµ pν/p2 is the covariant transverse projector. As we will see later on, especially at or
around the deconfinement phase transition, temperature effects act differently on the transverse (magnetic)
and longitudinal (electric) part of the gluon propagator and lead to interesting effects such as the realisation of
an electric screening mass. These effects can be studied from the gluon DSE. Explicit knowledge of the gluon
is furthermore required in order to determine important observable quantities such as thermodynamics and
transport coefficients, see e.g. [260, 271].
While the Yang-Mills part of the tower of DSEs accounts for gluonic effects correlated with confinement,
screening and other important phenomena, the matter part matters when it comes to effects of chiral symmetry
breaking. From the study of highly simplified versions of the quark DSE (such as NJL-type of equations) it is
known that chiral symmetry breaking is triggered by a certain strength of the interaction independent of its
details. These simple models also produce chiral restoration with temperature and even feature the appearance
of a critical end point at finite chemical potential. However, they are not predictive on a quantitative basis as can
be seen e.g. by the variety of results from such simple models collected in Ref. [23]. In order to quantitatively
study important questions like the location and even the very existence of the critical end point we need to
take into account all we know about the non-trivial structure of the gluon propagator and the quark-gluon
vertex. As we will see later on in sections 4.1 and 4.3.1, we already have very detailed and accurate results
15For a discussion of hidden Lorenz invariance of this formulation see e.g. [270].
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(a) Left: Dyson-Schwinger equation for the quark-gluon vertex [280]. All internal propagators are fully dressed. Dashed
lines with arrows denote ghost propagators, curly lines gluons and solid lines quarks. Right: Expansion of one of the
diagrams in terms of hadronic and non-hadronic contributions to the quark-antiquark scattering kernel. The dotted line
denotes mesons and the triple line baryons.
NH
qq,dq_
(b) Resulting quark DSE with gluon, meson/diquark and baryon loop. In these loops the right vertices (circles) are
Bethe-Salpeter amplitudes whereas the left vertices (hatched circles) are effective ones, well approximated by bare ones.
Figure 3.4: Meson and baryon effects in the quark-DSE.
for the temperature dependence (and presumably to a lesser extent also the chemical potential dependence)
of the gluon propagator at our disposal. From the quark-DSE in Fig. 3.3 we then identify the fully dressed
quark-gluon vertex as the crucial quantity to determine the quark completely.
What is known about the quark-gluon vertex ? Unfortunately not as much as we would like. First of all,
the vertex is a complicated object. In Landau gauge, there are already 12 different Dirac tensor structures in
the vacuum, which inflate to 32 different structures at finite temperature and chemical potential due to the
splitting in directions longitudinal and transverse to the heat bath.16 Although by using the transversality of
Landau gauge these can be reduced to 8 (vacuum) or 24 (medium) structure, it remains a highly complicated
object. The longitudinal part of the vertex satisfies a Slavnov-Taylor identity (STI), which has been solved
approximately in the vacuum, see [272] and references therein. At finite temperature, however, these are
not yet available. Similarly, exploratory lattice calculations of the vertex only exist at zero temperature and
chemical potential [273]. The Dyson-Schwinger equation for the quark-gluon vertex has been explored in quite
some detail in the vacuum using highly elaborate truncation schemes, see e.g. [274, 275], the review [268] and
references therein. At finite temperature and chemical potential, however, explicit calculations are still only
on an exploratory level with first results discussed in Ref. [126, 276, 277] (see Ref. [278] for corresponding
exploratory results for the ghost-gluon vertex at finite temperature). Despite its complexity, however, the
vertex-DSE is an important source of additional information. In fact, following Refs. [37, 279], we will now
argue that there are important effects related to the physics of the Columbia plot that can be identified.
The exact DSE for the quark-gluon vertex is shown in the left part of Fig. 3.4a. It contains a two-loop and
three one-loop diagrams with fully dressed quarks (solid), ghosts (dashed) and gluon lines (curly) running
through the loops and attached to the external gluon by a corresponding bare vertex. Consider now the
highlighted diagram with the internal four-quark Green’s function. The right part of Fig. 3.4a shows a skeleton
expansion of this diagram in terms of Bethe-Salpeter vertices and propagators of mesons as well as Faddeev-type
vertices for baryons. Why is such an expansion meaningful ? Suppose we would evaluate the diagram on the
left hand side for time like momenta running through the quark legs. Internally, these can be routed through
the four-point function. Whenever these time-like momenta are evaluated at the location of meson bound
states or resonances, the quark four-point functions features a corresponding singularity. In the vicinity of the
16This can be seen as follows: Due to the external gluon and quark legs there is one Lorenz index and two Dirac indices. Furthermore
momentum conservation leaves two independent four-momenta. The building blocks for the vertex are therefore the three four-
momenta [pµ, qµ, γµ] which can be multiplied each with one of the four possible different Lorenz contractions [1, /p, /q, /q/p]. Thus we
obtain twelve different and linearly independent Dirac structures. At finite temperature all four-vectors split up into a part longitudinal
and a part transverse to the direction of the heat bath. It can be shown that multiplying [q,p,γ, γ4] × [1, γ4] × [1,γq,γp, (γq)(γp)]
accounts for all 32 different possibilities.
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singularities the four-point function is well approximated by the propagator of the bound state or resonance
and two corresponding Bethe-Salpeter amplitudes. Thus around these meson poles, a representation of the left
hand side of this equation in terms of the first diagram of the right hand side is an excellent approximation. In
this context it is important to keep in mind that these mesons are not introduced as new elementary fields; they
are rather composite objects of a quark and an antiquark that are described (at least on-shell) by their Bethe-
Salpeter equation (BSE). In principle, mesons with all quantum numbers contribute to this diagram including
ground states and radial excitations and it depends on the values of the external quark momenta, which of
these are most important. In this review we are interested in equilibrium phenomena at finite temperature and
chemical potential and, as we will see below, the quark momenta relevant to determine quantities such as order
parameters are purely space-like. Thus we will never evaluate the vertex for momenta where the exchanged
mesons are on-shell, but will mostly be sensitive to the tails of the singularities caused by the mesons with
lowest mass. In the Nf = 2-theory these are the pseudoscalar pions and the scalar sigma meson, in the
Nf = 3 theory this includes kaons, the η-meson, and, depending on the fate of the UA(1) symmetry, also a
light or heavy η′. In addition to meson exchange, there are also diagrams which feature internal baryons. The
first baryon exchange diagram shows up as a two-loop diagram involving the baryon’s Faddeev amplitude, the
second diagram on the right hand side of the equation. Naturally, these diagrams are expected to contribute less
than the mesons due to larger masses of the baryons. Furthermore we display a representative non-resonant
contribution due to dressed one-gluon exchange.17
By plugging the DSE for the quark-gluon vertex into the quark-DSE and making diagrammatic rearrange-
ments it has been argued [37] that the effects of the diagrams involving hadron exchange can be represented
on the level of the quark-DSE by the one-loop diagrams displayed in Fig. 3.4b. In both hadronic diagrams the
vertex appearing on the right are proper Bethe-Salpeter amplitudes, once for a meson/diquark and once for a
baryon in quark-diquark approximation. The hatched vertices on the left carry the same quantum numbers as
their counterparts on the right but represent effective vertices, which can be argued to be well represented by
bare vertices [37]. The non-hadronic part of the quark-gluon vertex (denoted by ’NH’ in Fig. 3.4b) represents
all contributions from the quark-gluon vertex which cannot be rewritten in hadronic diagrams, i.e. all ghost
and gluon loop contributions in the left equation of Fig. 3.4a and the non-resonant parts of the expansion in
the right equation.
The important physics that is made apparent in such a construction is at least three-fold. First, as discussed
above in section 2.2 we expect the chiral two-flavour theory to feature a second order phase transition in the
O(4) universality class provided the UA(1) remains anomalously broken. This physics should be reflected in
the scaling properties of the chiral order parameter as e.g. the chiral condensate or the scalar quark dressing
function. Indeed, as will be reviewed in section 4.2 this can be achieved in the DSE-framework using explicit
meson degrees of freedom as displayed in Fig. 3.4b. We will actually find, that (only) in the close vicinity of the
phase transition the meson loop dominates the quark-DSE, which is precisely what we expect from universality.
Second, such an explicit construction allows to assess the impact of baryons on the chiral order parameters,
which will be important at large densities. Third, taking into account hadronic contributions will improve the
quantitative accuracy of the framework with respect to the search for the critical end-point of QCD. This will
be the topic of section 3.5.1.
3.3.2 Exploring the Columbia plot: a truncation including the Yang-Mills sector explicitly
In the subsection above we discussed general expectations on the physics that can be extracted from DSEs and
corresponding truncation strategies. In this subsection and the following one we explicate two such truncation
schemes, that have been employed in the past decade.
We start with a scheme that takes the Yang-Mills sector, i.e. the DSE for the gluon propagator as shown
in Fig. 3.1, explicitly into account. In the vacuum, this DSE has been subject to intense scrutiny over the past
20 years and we will review some of the results in section 3.4. The temperature dependence of the gluon
propagator, however, is difficult to explore in the DSE framework, see e.g. [270, 281] for reviews. In the
17Note that double-counting is trivially avoided in this combined expansion in elementary and effective degrees of freedom due to
different quantum numbers in the exchange channel.
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FRG framework, great efforts have been involved to extract the temperature dependence of the magnetic and
electric part of the gluon propagator in pure Yang-Mills theory [282, 283] with partial success: corresponding
results of lattice simulations have been reproduced for temperatures below and above the first order phase
transition. However, the truncations were still not rich enough to capture the drastic changes around the
critical temperature. The authors of [36, 37, 147, 224, 225, 239–241] therefore explored the idea to replace
the Yang-Mills self-energy diagrams of the gluon DSE with lattice data for the quenched propagator. In Fig. 3.3
these are precisely the ghost and gluon diagrams that have been abbreviated by the inverse dressed propagator
on the right hand side of the equation (yellow dot). By replacing this symbol with the quenched lattice data one
misses unquenching (quark-loop) effects in the Yang-Mills self-energies. These can be shown to be subleading
in an 1/Nc expansion, whereas the leading quark-loop contributions are the ones explicitly taken into account
by the quark-loops shown in Fig. 3.3. At zero temperature, the effects of this approximation can be explicitly
determined using the framework of Ref. [284] and are found to be well below the five percent level for the
resulting gluon dressing functions.
With the quenched lattice input, the resulting DSEs for the quark and gluon propagators read[
Sf (p)
]−1
= Zf2
[
Sf0 (p)
]−1
+ CF Z
f
1F g
2 T
∑
n
ˆ
d3l
(2pi)3
γµ S
f (l) Γfν (l, p; q)Dµν(q), (3.45)
[Dµν(p)]
−1 =
[
Dqu.µν (p)
]−1 − Nf∑
f
Zf1F
g2
2
T
∑
n
ˆ
d3l
(2pi)3
Tr
[
γµ S
f (l) Γfν (l, q; p)S
f (q)
]
, (3.46)
where q = (p − l), Sf is the quark propagator for one specific flavour f ∈ {u, d, s, c}, CF = N
2
C−1
2NC
is the
Casimir operator and Γν the dressed quark-gluon vertex. The (inverse) dressed quark propagator has been
given already in Eq. (3.20), its bare counterpart is given by[
Sf0 (p)
]−1
= iγ · p+ Zfmmf , (3.47)
and contains the renormalized quark mass mf from the Lagrangian of QCD. The quark-gluon vertex and quark
wave function and mass renormalization constants are denoted by Zf1F , Z
f
2 and Z
f
m; for the running coupling
they used α = g2/(4pi) = 0.3. The details of the fit functions for the quenched gluon are given in the appendix
of Ref. [37], the corresponding lattice results [239, 285] are discussed later on in section 4.1.
The remaining quantity to be determined in the coupled system of DSEs (3.45) and (3.46) is the dressed
quark-gluon vertex Γν . Here they used a convolution of the first term of the Ball-Chiu vertex, satisfying the
Abelian WTI, multiplied with an infrared enhanced function Γ(p2, k2, q2) that accounts for the non-Abelian
effects in the STI of the vertex and its correct ultraviolet running with momentum; see the appendix of Ref. [37]
for more details. The resulting expression reads
Γfµ(l, p; q) = γµ · Γ(l2, p2, q2) ·
(
δµ,4
Cf (l) + Cf (p)
2
+ δµ,i
Af (l) +Af (p)
2
)
, (3.48)
Γ(l2, p2, q2) =
d1
d2 + x
+
x
Λ2 + x
(
β0α(µ) ln[x/Λ
2 + 1]
4pi
)2δ
, (3.49)
where l and p are fermionic momenta and q is the gluon momentum. The vertex features an implicit tem-
perature, chemical potential and quark mass/flavor dependence via the quark dressing functions Af and Cf
in agreement with the Abelian part of the STI. The second term in Eq.(3.49) ensures the correct logarithmic
running of the loops in the quark and gluon-DSE. Both scales Λ = 1.4 GeV and d2 = 0.5 GeV2 are fixed such that
they match the corresponding scales in the gluon lattice data. The anomalous dimension is δ = −9Nc44Nc−8Nf and
β0 =
11Nc−2Nf
3 . The only free parameter of the interaction is the vertex strength d1 which has been adapted to
(pseudo-)critical temperatures determined on the lattice. This results in d1 = 4.6 GeV2 for the quenched theory
[239] and d1 = 7.5 GeV2 for the theory with Nf = 2+1 quark flavours [241]. We come back to this point when
we discuss the results in this truncation in section 4.
The squared momentum variable x is identified with the gluon momentum q2 in the quark DSE and with the
sum of the two squared quark momenta l2 + p2 in the quark loops of the gluon DSE. This different treatment of
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the momentum dependence is necessary to maintain multiplicative renormalizability of the gluon-DSE [284].
Details of the renormalization procedure of the gluon-DSE have been discussed in [241].
The resulting truncation scheme includes the leading back-coupling effects of four quark flavours onto the
Yang-Mills sector of QCD. By varying the quark masses mf one can navigate in the Columbia plot and mf →∞
completely switches off the corresponding flavour. This truncation is therefore suited to explore the quenched
limit of QCD with massive test quarks [224, 225], the heavy quark deconfinement transition [147] and the
QCD phase diagram for Nf = 2, Nf = 2 + 1 and Nf = 2 + 1 + 1 quarks with physical masses [36, 240, 241].
Corresponding results will be discussed in section 4. The truncation is, however, not yet elaborate enough
to discuss the critical behaviour of the two-flavour theory, i.e. the putative second order phase transition in
the upper left corner of the Columbia plot. To this end, as already indicated above, one needs to incorporate
meson effects in the quark-gluon vertex explicitly. This will be detailed in section 4.2, where we summarise
corresponding results. Furthermore, the back-reaction effects of baryons onto the quarks have been explored
along the lines discussed in section 3.3.1; corresponding results will be shown in section 4.3.3.
3.3.3 Rainbow-ladder and beyond rainbow-ladder truncations using a model for the gluon
We now come to the second class of truncations, those that model the temperature effects of the gluon without
an explicit back-coupling of the quarks. In the literature, these models appear in various stages of sophisti-
cation. The advantage of these models is their simplicity and the reduced CPU-time needed to perform the
calculations. This allowed to include and explore the effect of additional tensor structures in the quark-gluon
vertex. It also allowed to determine quantities like the pressure and quark number susceptibilities and fluctua-
tions that have not yet been addressed in the truncation scheme detailed in the previous section. The drawback
of these models is the lack of a well-defined quark flavour number, i.e. it is not possible to address the physics
of the Columbia plot. Moreover, the non-trivial temperature and chemical potential dependence of the gluon,
discussed in sections 4.1.1 and 4.3.1, may not be represented well in the models. Nevertheless, the results
obtained from the model truncations, presented in section 4.4 are both, interesting on their own and they serve
as benchmarks for more complete truncation schemes.
In the notation fixed in the quark-DSE, Eq. (3.45), the model approach does not take into account the DSE
for the gluon but instead uses an ansatz for the magnetic part DT (k, ωk) and the electric part DL(k, ωk) of the
gluon propagator. To make the evolution of the various models transparent we use the following notation
DT (s) = D(s, 0) , (3.50)
DL(s) = D(s,mg) , (3.51)
with s = k2 +m2g = k
2 + ω2k +m
2
g. Thus mg = 0 indicates that DT = DL, whereas m
2
g = 16/5(T
2 + 6µ2/(5pi2))
introduces an electric gluon screening mass in agreement with a leading order hard thermal loop calculation
[286]. The most important part of the gluon models is a term which provides interaction strength at low
momenta that is large enough to trigger dynamical chiral symmetry breaking. To this end, simple exponentials
such as
g2D(s,mg) = 4pi
2D
ω6
s e−s/ω
2
(3.52)
and variants thereof have been explored in the literature. The form (3.52) has been used in [287] together with
mg = 0 (i.e. DT = DL) and in [288] with non-zero m2g as given above. Slight variations have been employed in
Refs. [289, 290]. The parameters ω = 0.5 GeV and D = (0.8 GeV)3/ω distribute the strength of the interaction
over a range of momenta dependent on the values of the parameters. More elaborate versions of the model
include the logarithmic running of the interaction at large momenta together with different versions of the
exponential that incorporate a potential variation D(T, µ) of the strength of the interaction with temperature
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and chemical potential via
g2D(s,mg) =
{
4pi2D(T,µ)
ω6
s e−s/σ2
8pi2D(T,µ)
ω4
e−s/ω2
}
+
8pi2γm
ln[e2 − 1 + (1 + s/Λ2QCD)2]
1− e−s/4m2t
s
, (3.53)
D(T, µ) =
 D, T < Tpa
b(µ)+ln[T ′/ΛQCD]
, T ≥ Tp
(3.54)
Here mt = 0.5 GeV, γm = 12/25, ΛQCD = 0.234 GeV throughout the literature, whereas the most common
values for ω = 0.5 GeV and σD = (0.8 GeV)3 are sometimes slightly varied. The parameters a, b and T ′ are
used to model potential screening effects in the interaction that appear for temperatures larger than Tp. These
parameters have been adjusted differently in different works. In Refs. [291, 292] this interaction has been used
together with mg = 0 (i.e. DT = DL), and constant D(T, µ) = D. In Ref. [293] a non-zero m2g as given above
has been employed together with Tp(µ) = Tc(µ), (T ′)2 = T 2 + 6µ2/[5pi2] and a = 0.029, b = 0.47. The same
choices have been used in Ref. [294] but b = 0.432. Finally, in [295] a non-zero m2g has been used together
with Tp = 1.3Tc, T ′ = T and two implicit conditions for a and b. Here, also both variants of the exponential
have been compared and several variations of ω have been studied.
Together with the models for the gluon propagator, three different truncations for the quark-gluon vertex
have been used and in some publications directly compared. These are either the bare vertex [287, 291, 293–
295]
Γµ = γµ (3.55)
or a Ball-Chiu construction generalised to finite temperature and chemical potential given by
Γµ(p, q) = γ
T
µΣA + γ
L
µΣC + (p˜+ q˜)µ
[
1
2
γTα (p˜+ q˜)α∆A
1
2
γLα (p˜+ q˜)α∆C + ∆B
]
(3.56)
ΣF∈{A,B,C} =
F (q) + F (p)
2
(3.57)
∆F∈{A,B,C} =
F (q)− F (p)
q˜2 − p˜2 (3.58)
with p˜ = (p, ωp + iµ) and q˜ = (q, ωq + iµ) [287, 288]. In [292] the Ball-Chiu vertex was even supplemented
by a construction for the transverse parts of the vertex that has been taken from the vacuum physics studies
of Ref. [296]. Since this construction is quite elaborate we refrain from giving the details here and refer the
interested reader to Ref. [292].
For completeness we wish to mention that there are a number of studies in the Dyson-Schwinger framework
that used even simpler truncations than the rainbow-ladder models discussed above. These have been reviewed
comprehensively in [15]; later results can e.g. be found in Refs. [297–299].
3.4 Brief overview on selected vacuum results: gluons and quarks
In the following we give a brief summary on vacuum results for the most basic correlation functions of QCD,
the propagators of the gluon and the quark, since these will play a major role below when we discuss results
at finite temperature and chemical potential. Many more details can be found in a number of review articles
focusing on different aspects [15, 178, 193, 268–270, 300–306].
3.4.1 The gluon
The exploration of the content of the gluon DSE started already in the 70ies using simplified truncations
schemes which neglected the ghost contributions to the gluon [307–309]. At the end of the nineties, the
importance of these contributions have been realised [310–313] and subsequently full numerical solutions
of the coupled ghost and gluon DSE have been obtained [314] and expanded to also include the quark-DSE
in a self-consistent scheme [284]. A particular focus in the vacuum continuum explorations of the gluon
and ghost-DSEs has been the infrared behaviour of the gluon and the ghost. In the small momentum regime,
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p 100 MeV, the DSEs can be solved analytically and exact solutions without any truncations are possible [200,
201, 266, 315, 316]. This has been corroborated also in the corresponding tower of functional renormalization
group equations (FRGs) [200, 201, 317]. In both towers, two qualitatively different solutions have been
found named ’scaling’ and ’decoupling’. Whereas the scaling solution consists of infrared power laws for all
Green’s functions with an infrared vanishing gluon propagator and an infrared divergent ghost, the decoupling
solution [305, 318–321] is characterized by an infrared finite gluon propagator and a finite ghost dressing
function. Self-consistent numerical solutions of both types have been discussed in [322, 323]. Current lattice
calculations on very large volumes clearly favour the decoupling type of solutions [186, 324]; potentially
significant effects from different gauge fixing strategies in the deep infrared have been discussed, see e.g.
[187, 188, 325–331] and references therein. The existence of a family of decoupling type solutions together
with the scaling limit may be connected to the principal problem of incomplete gauge fixing in Landau gauge
and the Gribov copy problem as discussed e.g. in [187, 188, 322, 329]. Since in this review we are concerned
with the QCD phase diagram and the associated deconfinement transition, the most important question related
to the deep infrared behaviour of the gluon propagator is its relation to confinement as indicated by the order
parameters for center symmetry breaking discussed in section 3.2.2. It is therefore reassuring that both types of
solutions, scaling and decoupling, satisfy a confinement criterion based on the Polyakov-loop potential derived
in Ref. [243]. Furthermore, the relevant scales for all studies at finite temperature and chemical potential are
much larger than the scaling/decoupling region: well below the chiral transition the most important scales
are ΛQCD ≈ 250 MeV and the dynamically generated quark masses M ≈ 400 MeV; at larger temperatures and
chemical potential 2piT and µq are important landmarks. Thus for the subjects discussed in this review, the
deep infrared behaviour of the ghost and gluon propagators is not relevant.
Numerical solutions for the coupled system of ghost and gluon-DSEs are available in the vacuum, see
e.g. [305, 314, 318, 322, 332, 333] and Refs. therein even including the non-perturbative gluonic two-loop
diagrams [334]. In recent years, several groups have begun to explore in addition the DSEs for the ghost-gluon,
three-gluon, four-gluon and quark-gluon vertices, see the end of section 3.2. in Ref. [268] for a short overview
and guidance to further literature.
Technically, there are a number of issues for both, the gluon and the quark DSE that have to be carefully
taken into account in order to obtain reasonable and meaningful solutions. One is multiplicative renormaliz-
ability (MR). This exact property of QCD has to be maintained by any reasonable truncation claiming to respect
the properties of the theory. Technically, it is easy to show that the exact equations are MR, see appendix A for
an upshot, and therefore it is not too difficult to devise truncation schemes that maintain this property. Much
more elaborated are issues related to transversality of the gluon propagator and the appearance of artificial
quadratic divergences in numerical treatments of the gluon-DSE. These have to be eliminated carefully, see e.g.
[314, 335] and Refs. therein for discussions of this problem and practical solutions.
A lot of interesting physics is hiding in the gluon propagator. In the vacuum the two dressing functions
ZT (p) and ZL(p) of Eq. (3.43) become degenerate and the gluon propagator is given in terms of one function
Z(p
2) = ZT (p) = ZL(p)
Dµν(p) =
(
δµν − pµpν
p2
)
Z(p2)
p2
, (3.59)
A typical result for the gluon dressing Z(p2) in Landau gauge is shown in the left diagram of Fig. 3.5. The
DSE-solutions are taken from [275] and are compared to lattice calculations [336, 337]. There are numerous
studies of the gluon propagator on the lattice, see e.g. [184–186, 325, 336, 339–347] and references therein
as well as [270] for a review. In the large momentum region the DSEs can be solved analytically and the
numerical results follow the analytical solution
Z(p2) = Z(µ2)
[
α(µ2)β0
4pi
ln
(
p2
µ2
)
+ 1
]γ
, (3.60)
(3.61)
in accordance with resummed perturbation theory. Here µ2 denotes the renormalisation point, β0α(µ2)/(4pi) =
(11Nc − 2Nf )/3 and the leading order anomalous dimension of the gluon reads γ = (−13Nc + 4Nf )/(22Nc −
4Nf ). A detailed account of the analytical ultraviolet analysis is given e.g. in [348]. In the mid-momentum
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Figure 3.5: Left: Gluon dressing function Z(p2) for Nf = 0 and Nf = 2 calculated from DSEs [275] and compared to lattice calcu-
lations [336, 337]. Right: Spectral functions of the gluon and ghost propagators from a direct calculation in the complex momentum
plane [338]; see text for explanations.
region one finds a characteristic bump in the gluon dressing function. This bump has interesting properties.
First, lattice studies suggest that on the level of individual gluon field configurations this bump is mostly
generated by center vortices [346, 349]. To demonstrate this, lattice ensembles of gauge fields have been
generated where all vortex content has been removed, see [350, 351] for technical details. This reveals an
interesting correlation: the full configurations of the pure gauge theory deliver a gluon dressing function as the
one shown in Fig. 3.5 (for Nf = 0) together with a static quark-antiquark potential that is linearly rising for
large inter-quark distances. The vortex-removes ensembles, however, deliver a drastically reduced (though not
vanishing) bump in the dressing function and a constant potential which is no longer confining. It therefore
seems as if the gauge field configurations with vortex content are responsible for both, confinement in the pure
gauge theory and the appearance of a sizeable bump in the gluon dressing function.
As mentioned above, the DSEs can also be solved analytically in the small momentum region and one
finds either a scaling solution, Z(p2) ∼ (p2)(2κ) with the precise value of the exponent κ > 0.5 depending on
the truncation, or one finds decoupling which means Z(p2) ∼ p2 and consequently the propagator dressing
function D(p2) = Z(p2)/p2 ∼ const. approaches a constant, which can be associated with a mass of the gluon.
Since this ’decoupling’ solution is the one also favoured by the lattice, we focus on this type in the following.
The apparent massive behaviour of the decoupling solution cannot be produced by a mass in the ordinary sense
attached to the physics of a particle that can be detected. This can be seen in many ways and has been reviewed
for example in [270, 305], we therefore give only a short summary here.
The simplest possibility for the propagator of a massive particle is given by
D(p2) ∼ 1
p2 +m2
, (3.62)
which is indeed constant at small momenta, respects positivity and shows a single pole at time-like momentum
p2 = −m2. The Landau gauge gluon propagator cannot have this form, simply because a constant mass is
excluded already at the level of the QCD Lagrangian due to gauge invariance. Thus the ’mass’ contribution to
the gluon needs to be momentum dependent, as indeed encoded in the dressing function Z(p2) shown above.
Although its infrared behaviour generates a ’mass-like’ behaviour similar to (3.62), its ultraviolet behaviour
is different in accordance with the tree-level theory and perturbative corrections. Furthermore, as discussed
above, the momentum dependence at intermediate momenta contains important non-perturbative physics (the
’bump’) that cannot be captured by (3.62). Consequently, also the analytic structure of the gluon propagator in
the complex p2-momentum plane is different than the one of (3.62). Formally, this can be seen also from the
Oehme-Zimmermann superconvergence relation [352–355] (see also [178] for a summary)
0 =
ˆ
dsρ(s) , (3.63)
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Figure 3.6: Left: Typical DSE solutions for the quark mass function; figure adapted from the Reviews [268, 301]. Right: Quark
mass function for an up/down quark from a realistic truncation of DSEs [275] compared to quenched (Nf = 0) and unquenched
(Nf = 2 + 1) lattice data [362]. Figure adapted from [275].
where ρ(s) ∼ Im(D(s)) and the integration is on the time-like momentum axis. This sum rule shows, that the
gluon propagator necessarily has to contain negative norm contributions in its spectral function; in fact the
presence of these can be shown already in perturbation theory.
The analytic structure of the fully dressed gluon propagator has been studied intensely in the past years with
methods ranging from explicit solutions of DSEs in the complex momentum plane [338], analytic continuations
using MEM and related methods [349, 356, 357], considerations based on axiomatic field theory [358], studies
of the Schwinger function [359] up to guided fits to lattice data [342, 360, 361]. While some of these results
point towards a pair of complex conjugate singularities in the squared momentum plane, others indicate a cut
along the time-like momentum axis together with potential further structure on the second Riemann sheet.
In the right diagram of Fig. 3.5 we show the result for the ghost and gluon spectral functions from a direct
calculation in the complex momentum plane [338]. A strict derivation of boundary conditions for the spectral
function at small momenta (in disagreement with the non-zero gluon spectral function of the gluon seen in
Fig. 3.5) has been presented recently in Ref. [357]. At finite momenta, the spectral reconstruction performed
in [357] agrees qualitatively with the explicit calculation.
The physical interpretation of a cut-structure in the gluon propagator is straight forward: one unphysical
particle (the gluon) is splitting into other unphysical particles (two or three gluons or a ghost-antighost pair).
While the last word is not yet spoken on this issue, a simple particle interpretation of the gluon along the lines
of Eq.(3.62) is certainly ruled out.
3.4.2 The quark
Similar to the gluon DSE, also the quark DSE has been explored already in the 70ies starting with [363].
Important milestones were the classification of the ultraviolet asymptotic behaviour in the presence of dynam-
ical chiral symmetry breaking [364, 365] and the numerical exploration of gauge invariance at the beginning
of the nineties, see [193] for an early review. The importance of the quark-DSE as the central equation to
study dynamical chiral symmetry breaking on the level of the microscopic degrees of freedom of QCD has been
repeatedly pointed out, c.f. the review articles mentioned at the beginning of section 3.4.
The inverse dressed quark propagator at zero temperature and chemical potential can be parametrised by
S−1(p) = i/pA(p2) +B(p2) =
1
Zf (p2)
(
i/p+M(p2)
)
(3.64)
either by the vector and scalar dressing functions A(p2) and B(p2) or, equivalently, by the quark mass function
M(p2) = B(p2)/A(p2) and the quark wave function Zf (p2) = 1/A(p2). The latter representation has the
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advantage that one of the functions, the mass function, is independent of the renormalization point, cf. A.
When comparing the vacuum expression (3.64) with the one for finite temperature given earlier in Eq. (3.20)
we find that in the zero temperature limit the functions C(p, ωp) and A(p, ωp) become degenerate and are
combined into one function A(p2). The two different Dirac tensor structures in the quark propagator, /p and
1, behave different under chiral symmetry transformations. The vector part /p is invariant, whereas the scalar
part is not. A non-vanishing function B(p2) (or equivalently M(p2)) thus signals unambiguously that chiral
symmetry is broken and therefore may serve as an order parameter as discussed in section 3.2.1. Typical
results for the mass functions of different quark flavours are shown in the left diagram of Fig. 3.6, whereas in
the right diagram we display results for the quenched and unquenched theory compared to lattice data.
Similar to the gluon-DSE also the one for the quark propagator can be solved analytically in the large
momentum region [364, 365], featuring the asymptotic behaviour
M(p2) =
2pi2γm
3
−〈Ψ¯Ψ〉
p2
(
1
2 ln(p
2/Λ2QCD)
)1−γm +M(µ2) [α(µ2)β0 ln( p2µ2
)
+ 1
]−γm
. (3.65)
Here γm = 1211Nc−2Nf is the anomalous dimension of the quark and 〈Ψ¯Ψ〉 denotes the renormalisation point
independent quark condensate in the chiral limit. In this limit, this condensate is related to the renormalisation
point dependent one already discussed in Eq. (3.11) by a simple logarithmic factor
〈Ψ¯Ψ〉(µ2) =
(
1
2
ln(µ2/Λ2QCD)
)γm
〈Ψ¯Ψ〉 , (3.66)
provided the renormalisation point µ2 is taken large enough. In the chiral limit, the second term in Eq. (3.65)
is absent and the chiral condensate is a well-defined and convergent quantity. The quark mass function then
vanishes like a power law for large momenta as can be seen in the left plot of Fig. 3.6. For a finite quark mass in
the Lagrangian the logarithmic term in Eq. (3.65) dominates at large momenta as is also visible in Fig. 3.6. This
logarithmic term, however, is directly responsible for the divergence of the quark condensate as extracted from
the trace of the quark propagator, Eq. (3.11). Introducing a hard cut-off Λ in the integration in the vacuum
version of Eq. (3.11) it can be shown on dimensional grounds that this divergence is proportional to mΛ2, with
bare quark mass m. This explains, why the expression in Eq.(3.12) remains finite.
In the infrared momentum region one clearly sees the sizeable effect of dynamical mass generation as one
consequence of dynamical chiral symmetry breaking. At zero momentum, the quarks acquire dynamical masses
of the order of 350-400 MeV. These dynamical effects play together with the presence of the (renormalized)
current quark masses into continuous functions connecting a ’constituent quark’ mass at small momenta with
the running ’current’ quark mass at large momenta. Thus the notions of the quark model and the findings of
deep inelastic scattering are naturally connected. As can be seen in the right diagram of Fig. 3.6, the size of
the dynamically generated quark mass decreases when quark-loops are present in the unquenched theory. This
is similar to the gluon propagator, where screening effects due to the presence of quark-loops also lead to a
decrease of the bump, cf. Fig. 3.5.
The quark-DSE is a coupled system of two (vacuum) or three (finite T) equations for the quark dressing
functions. The sizeable dynamical effects discussed for the quark mass function therefore also lead to drastic
modifications of the wave function Zf (p2). In advanced truncation schemes, these can be extracted reliably in
agreement with the results of lattice gauge theory, see [275] for details.
The analytic structure of the quark propagator in the complex momentum plane in an open issue. Generic
rainbow-ladder truncations lead to complex conjugate singularities in the complex squared momentum plane,
see e.g. Fig. 3.9 in Ref. [268] for a graphic representations of the situation or Ref. [366] for a heroic exploration
beyond the leading singularity structures. Although this type of structure seems to persists in more complete
truncations beyond rainbow ladder [275, 367] there is also evidence for the principal possibility of a leading
singularity on the real axis [359]. The latter situation is realised in QED18, but may not be very plausible in the
18Indeed, numerical evidence presented in [359] suggests, that vertices that satisfy the Abelian Ward-Takahashi identity lead to a
singularity on the time-like momentum axis accompanied by a cut. In QED this is the natural structure one would expect for a fermion
with a photon cloud. Abelianised truncations of QCD deliver similar results.
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non-Abelian theory. In any case, the analytic structure of the quark propagator plays an important role when
it comes to the possibilities and limitations of determining hadronic observables in the functional framework.
This is discussed in detail in the reviews Ref. [268, 306].
Finally, we wish to mention that the solution displayed in Fig.3.6 is not the only one possible for the
quark-DSE. To see this, consider the quark-DSE in the chiral limit, i.e. with m → 0. The equation for the
scalar quark dressing function is then homogeneous and always admits an additional solution with B(p2) = 0
for all momenta. In contrast to the Nambu-Goldstone solution B(p2) 6= 0 with broken chiral symmetry, this
Wigner-Weyl solution is chirally symmetric. At not too large finite quark masses, this solution persists and has
even been used to extract a finite quark condensate away in the chiral limit by an alternative procedure than
Eq.(3.12) [368, 369]. Details of the Wigner solution beyond rainbow-ladder have been explored in [367]. We
will briefly come back to the Wigner solution in section 4.5, when we discuss quark spectral functions at large
temperature.
3.5 Brief overview on selected vacuum results: mesons and baryons
In this section we give a very brief overview on selected results for meson and baryon spectra obtained in the
Dyson-Schwinger approach using bound state Bethe-Salpeter equations. Detailed recent reviews on this and
many more topics such as spectra, electromagnetic properties, decays, etc. are available [268, 303, 304, 370,
371]. Therefore, we keep the discussion brief and focus only on results that will play a role later on in the
presentation of the finite temperature and chemical potential results.
3.5.1 Mesons
Chiral symmetry, its breaking and its restoration at large temperatures and chemical potential is one of the
main topics in this review, therefore we will focus on this aspect first. The dynamical breaking of the SUA(3)
part of the flavour chiral symmetry of the QCD Lagrangian leads to the appearance of a multiplet of eight
pseudoscalar Goldstone bosons in the chiral limit, which become massive due to additional explicit symmetry
breaking effects by finite bare quark masses. These pseudoscalar states are actually both, Goldstone bosons and
bound states of quarks and antiquarks. This dichotomy has been explored in great detail in the framework of
Dyson-Schwinger and Bethe-Salpeter equations, see e.g. [268, 371–373]. There are a number of exact results
that can be shown analytically in this framework such as the Goldstone boson nature of the pseudo-scalars, the
Gell-Mann-Oakes-Renner relation
f2pim
2
pi = −2mq〈Ψ¯Ψ〉0 (3.67)
with pion decay constant fpi, pion mass mpi, light quark mass mq and the light quark condensate in the chiral
limit. Furthermore in the chiral limit mq → 0 there is the exact relation
Γ0(p;P ) = γ5
B(p2)
fpi
(3.68)
between the scalar part B(p2) of the quark propagator and the leading component Γ0 of the pion’s Bethe-
Salpeter vertex, thus manifesting the tight relation between signatures of dynamical mass generation and the
vertex of the Goldstone boson. For a pedagogical derivation of these results see section 3.4 and 4.2 of Ref. [268].
The full Bethe-Salpeter vertex of any pseudoscalar quark-antiquark bound state can be decomposed into four
Dirac-structures,
ΓPS(p;P ) = γ5 [Γ0(p;P )− ı /PΓ1(p;P )− ı/pΓ2(p;P )− [ /P, /p] Γ3(p;P )] , (3.69)
with total momentum P of the bound state and relative momentum p between the internal quark-antiquark
pair. For the sake of brevity we suppressed the flavour and colour structure of the vertex.
Pseudoscalar bound states of a quark and an antiquark are described by the homogeneous Bethe-Salpeter
equation (BSE) which can be written schematically as
ΓPS(p;P ) =
ˆ
d4k
(2pi)4
K(p, k;P )S(k+) Γ
PS(k;P )S(k−). (3.70)
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Figure 3.7: The isovector meson spectrum for light quarks and total angular momentum J = 0, 1 beyond rainbow-ladder, obtained
with 2PI and (where available) 3PI truncations [275]. Figure adapted from [268].
Here K(p, k;P ) is a 2PI quark line irreducible Bethe-Salpeter kernel, which describes the interaction of the
quark and the antiquark. The momentum arguments k+ = k + ξP and k− = k + (ξ − 1)P of the two quark
propagators are defined such that the total momentum of the pion is given by P = k+−k−. All physical results
are independent of the momentum partitioning ξ = [0, 1] between the quark and the antiquark. Bethe-Salpeter
equations with similar structure have been written down and solved also for scalar, (axial-)vector mesons and
tensor mesons with total spin J = 2 [374] and J = 3 [375].
The crucial link between the meson bound states and their quark and gluon constituents is provided by the
axial vector Ward-Takahashi identity (axWTI). Abbreviating the quark DSE by
S−1(p) = S−10 (p)− Σ(p) (3.71)
one can write the axial vector Ward-Takahashi identity as
− [Σ(p+)γ5 + γ5Σ(p−)] =
ˆ
d4k
(2pi)4
K(p, k;P ) [γ5S(k−) + S(k+)γ5] , (3.72)
where again all flavour and spinor indices have been omitted. We see that this identity demands a tight relation
between the quark self-energy Σ and the Bethe-Salpeter kernel K. It is therefore at the heart of the proof of
the above mentioned analytical results. In addition, analytic proofs have been established [376, 377] that
Weinberg’s low energy theorems for pi−pi scattering, the Goldberger Treiman relation and the Adler zero in the
chiral limit hold in all approximation schemes for the quark DSE and the Bethe-Salpeter kernel K that satisfy
the axWTI. This is guaranteed in all rainbow-ladder type schemes, but also in beyond rainbow-ladder (BRL)
truncations, see Ref. [268] for an overview.
In Fig. 3.7 we show numerical results for ground and excited state light mesons with total angular momen-
tum J = 0 and J = 1 arising in such a BRL truncation [275]. In comparison with the PDG results, most results
for the ground and even for the excited states below 1.5 GeV are in good agreement with experiment. For
the pseudoscalar and vector channels, results of similar quality can also be obtained in simpler rainbow-ladder
schemes. However, these fail badly in the scalar and axial-vector channels due to missing tensor structures in
the quark-gluon interaction. This deficiency is mostly remedied when effects beyond the rainbow are taken
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(b) Simplification of the Faddeev equation in Fig. 3.8a to the quark-diquark Bethe-Salpeter equation (upper panel). The
lower panel shows the ingredients that enter in the equation and are calculated beforehand: the quark propagator,
diquark Bethe-Salpeter amplitudes and diquark propagators.
Figure 3.8: Baryons treated in the DSE/BSE framework once as three-quark systems (a), once in the quark-diquark approximation (b).
Figures adapted from [268].
into account [275, 296]. An interesting exception is the scalar meson channel: typical rainbow-ladder results
for the lowest mass scalar bound state are of the order of 650 MeV. In beyond rainbow ladder calculations
this mass is increased above 1 GeV as can be seen in Fig. 3.7. At the same time, DSE/BSE studies of scalar
tetraquark states find a multiplet in qualitative agreement with the lowest scalar meson states seen in experi-
ment, i.e. the f0(500) and its cousins [378, 379]. This indeed suggests the identification of the lowest scalar
nonet with tetraquarks as discussed frequently in the literature, see e.g. [380–385] and references therein. The
quark antiquark bound state seen in Fig. 3.7 is then at roughly the right scale to be identified with one of the
scalar states seen experimentally in this region. Finally, we wish to mention that very recently also the problem
of the dynamical decay of mesons has been considered and solved for the case of the rho-meson [386].
3.5.2 Baryons
The masses and wave functions of baryons can be extracted from their Faddeev equation, shown diagram-
matically in Fig. 3.8a (the Faddeev amplitudes are illustrated by the shaded half-spheres). Its ingredients are
the fully dressed quark propagator (solid line with open circle) as well as the quark two-body and irreducible
three-body interactions. The wave functions (Faddeev amplitudes) of baryons are much more complicated
than the ones for mesons discussed above. Besides their colour and flavour parts, the fully relativistic Faddeev
amplitudes contain a substantial number of Dirac tensor structures (64 for J = 12 and 128 for J =
3
2 baryons)
with dressing functions dependent on one total and two relative momenta of the quarks inside the baryons.
While the treatment of the three-body Faddeev equation has become well feasible in recent years, it is
instructive to compare its results with those in a quark-diquark approximation, shown in the upper panel of
Fig. 3.8b, which simplifies matters considerably. Its main ingredients are again the dressed quark propagator,
together with the diquark propagator (double line with open circle) as well as the diquark Bethe-Salpeter
amplitude. In turn, the latter needs to be calculated from the diquark Bethe-Salpeter equation (bottom centre
diagram of Fig. 3.8b with similar structure than the BSE for mesons). It turns out that for JP = 1/2+ octet and
JP = 3/2+ decuplet baryons it is sufficient to take scalar and axial-vector diquarks into account [387], whereas
for the remaining states contributions from pseudoscalar and vector diquarks cannot be left out [388]. The
three-body and quark-diquark approximation can only be systematically compared when the same underlying
quark-gluon interaction is chosen. This is not possible in quark-diquark models that utilize ansaetze for the
quark propagator and the diquark wave functions without contact to the underlying QCD dynamics [387,
389, 390]. Such a comparison has been discussed in [391, 392] and we show the corresponding results from
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Figure 3.9: Nucleon and ∆ baryon spectrum for JP = 1/2± and 3/2± states determined within a rainbow-ladder truncation [391, 392].
The three-body results (open boxes) are shown along with results from a quark-diquark approximation with full diquark content (filled
boxes) and with the PDG values [395]. The width of the symbols for the PDG results represent their experimental uncertainties, the
widths of the DSE results represent an estimate of (part of) the systematic error, see [391] for details.
the three-body calculation (open boxes) [393, 394], the quark-diquark approximation (filled boxes) [391] in
Fig. 3.9 compared them with the two-, three- and four-star states given by the PDG [395].
Let us first concentrate on the nucleon channel. There is good agreement of the three-body with the quark-
diquark approach for the ground-state nucleon as well as the first radially excited state. The mass of the latter
is in the ballpark of the Breit-Wigner mass of the Roper shown as a red shaded box.19 The next two excited
states have been determined only in the quark-diquark framework with masses close to the PDG’s N(1710) and
N(1880). In the 1/2− channel there is again good agreement of the ground and excited states with experiment.
In particular the N(1535) is where it should be and the experimental level ordering as compared to the positive
parity channel is correctly reproduced. The rest-frame Faddeev amplitudes of these states can be analysed in
terms of angular momentum and interesting results have been found: In agreement with the quark model
and a recent quark-diquark model calculation [396], the negative parity states are dominated by contributions
with one unit of angular momentum (p waves), although other contributions (s-wave and d-wave) are also
present. In contrast, in the positive-parity channel the ground-state nucleon is s-wave dominated, whereas the
first excited state, the Roper, is dominated by p-wave components which are absent in the quark model. This
points towards the extraordinary nature of this state which still needs to be explored further. A similar picture is
observed in the various ∆ channels. The quantitative agreement between the quark-diquark and the three-body
approach is somewhat less pronounced than in the nucleon case but still satisfied on a semi-quantitative level.
In general, not only the first radial excitations but also the second and third ones are close to experimentally
identified states. The DSE/BSE framework therefore delivers a consistent and quantitative description of the
light baryon spectrum below 2 GeV in terms of quark degrees of freedom.
It has been emphasised, however, that this does not mean that pion-cloud or coupled-channel effects are
absent [391, 396]. On the contrary, these are expected to contribute substantially, but compete with opposite
sign beyond rainbow-ladder effects from non-Abelian corrections in the quark-gluon interaction. In the meson
sector, this cancellation is indicated by the results of [397, 398]. In the baryon sector these effects have already
been explored for baryons on an exploratory level [399, 400] and work will continue in this direction. This
cancellation mechanism may very well be dependent on the channel in question as well as on the internal
structure of the states in question, such that sizeable net effects may remain for some states such as the Roper.
This will need to be explored in the future.
19The mass evolution of the Roper with varying pion mass is discussed in [391] and compared with results from lattice QCD.
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4 Results under variation of the number and masses of quarks, temperature
and chemical potential
In the preceding two sections we laid the foundations, both conceptually and technically, for the main part
of this review, the discussion of recent results for QCD at finite temperature and chemical potential. In the
following subsections we will walk through the Columbia plot. We start in the upper right corner, i.e. the pure
gauge theory and the heavy quark physics associated with the first order region and second order surface of the
deconfinement transition in section 4.1, continue to the chiral two flavour theory, i.e. the upper left corner of
the Columbia plot in section 4.2 and end up at the physical point and the quest for the critical end point at finite
chemical potential in section 4.3. Along the way we discuss properties of mesons (4.2) and baryons (4.3.3) at
finite temperature as studied in the DSE/BSE approach. In section 4.4 we deal with issues of thermodynamics,
transport properties and quark number susceptibilities and digress to the issue of quark spectral functions in
section 4.5. We finish this chapter with a discussion of results for the colour superconducting phases in section
4.6.
4.1 Heavy quark limit: (De-)confinement and the Roberge-Weiss transition
The physics of the pure gauge/heavy quark region of the Columbia plot is dominated by the gauge theory, the
associated deconfinement phase transition and the Roberge-Weiss point at imaginary chemical potential. In
order to address these issues within the DSE/BSE framework it is mandatory to take the Yang-Mills sector, i.e.
at least the DSE for the gluon propagator explicitly into account. This has been done in Refs. [147, 224, 225]
using the truncation scheme discussed in section 3.3.2. To this end input from corresponding lattice simulations
has been used: numerical results for the transverse (magnetic) and longitudinal (electric) part of the gluon
propagator have been fitted, interpolated and incorporated into the gluon DSE as described in section 3.3.2.
We therefore proceed by first discussing the properties of the pure gauge gluon propagator at finite temperature,
before we come back to the case of heavy (but not static) quarks.
4.1.1 Pure gauge gluon propagator at finite temperature
The gluon propagator at finite temperature is an interesting object to study, see [270] for a comprehensive
review. On the lattice SU(2) simulations [285, 401–403] in two and three spatial dimensions20 have been
complemented by SU(3) simulations in Refs. [239, 285, 406–408]. The interest in comparing these different
cases comes from the different orders of the transitions: whereas the SU(2) gauge theory features a second
order transition in the universality class of the Ising model, the SU(3) theory is characterised by a (weak)
first order phase transition. In section 3.2.2 we discussed the extraction of order parameters such as the
Polyakov loop potential from the correlation functions of the theory, in particular the (gauge fixed) propagators.
Therefore one may expect that the critical behaviour of the theory is also encoded at least in some of the two-
point functions and can be extracted. Indeed from an analytic analysis of the correlators in a background gauge
formulation it has been argued in Ref. [285] that the electric part of the gluon propagator should be sensitive
to critical physics, whereas the magnetic part as well as the ghost propagator should not. A suitable candidate
for critical behaviour is the electric screening mass
mL =
1√
DL(0)
, (4.1)
defined from the zero energy and momentum behaviour of the electric part of the propagator, cf. Eq.(3.43),
and its associated susceptibility
χT =
∂mL
∂T
. (4.2)
As discussed in detail in [285] it turns out to be extremely involved to separate the temperature dependent
screening mass and its expected critical behaviour from the (temperature independent) ’gluon mass’ already
20See also [404, 405] for early works.
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Figure 4.1: Dressing functions and screening masses of the gluon propagator at finite temperature.
present at zero momentum as discussed in section 3.4.1. In the vicinity of a second order phase transition the
latter adds a constant offset to a part scaling with temperature resulting in a total of
mL(t) = m|T=0 + a±|t|γ/2 . (4.3)
Here t = T/Tc − 1 is the reduced temperature, the critical anomalous dimension characteristic for the univer-
sality class is denoted by γ and there are non-universal coefficients a− for t < 0 and a+ for t > 0.
Lattice data for the magnetic and electric gluon dressing functions in pure SU(3) gauge theory are shown
in Fig. 4.1a together with the above mentioned fits. Whereas the running of both dressing functions at large
momenta is mainly unaffected by temperature effects (as expected), for low momenta at and around the bump
at roughly 1 GeV temperature effects are drastic and different for both dressing functions. The magnetic part
of the propagator continuously ’melts’, i.e. the low momentum bump discussed in section 3.4.1 decreases
continuously with temperature. In contrast, the electric part of the propagator shows a markedly different
behaviour: the bump first increases by a sizeable amount and then decreases dramatically around the critical
temperature. This decrease then continues into the high temperature phase. Whereas there has been some
debate on the influence of technical lattice parameters associated with volume and cut-off effects on the size of
change in the electric part of the propagator [285, 403], there is general agreement that the difference between
the magnetic and electric parts is genuine and contains important physics.
The general temperature behaviour of the SU(3) lattice gluon propagators for temperatures below and
40
200
250
300
350
400
0
pi/2
pi
3pi/2
2 pi
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
∆(ϕ) [GeV3]
T [MeV]ϕ
0 pi/2 pi 3pi/2 2pi
ϕ
0
0.1
0.2
0.3
0.4
∆(
ϕ)
 
 
[ar
bit
rar
y u
nit
s]
m=60 MeV
m=10 MeV
chiral             
Figure 4.2: Left: Dependence of the chiral condensate ∆(ϕ) ≡ 〈Ψ¯Ψ〉ϕ on boundary angle and temperature. Right: Dependence of the
quark condensate ∆(ϕ) on the boundary angle ϕ for three different values of the test quark mass at T = 400 MeV. Both figures are
adapted from [225].
above the first order transition have been reproduced in the FRG framework [282, 283]. However, although an
impressive amount of technical efforts have been involved, the truncations were still not rich enough to cap-
ture the drastic changes around the critical temperature. Potential reasons and solutions have been discussed in
[283] and await their implementation in the future. In the Hamilton approach, the ghost and gluon propagator
at two different temperatures above and below the critical one have been studied in Ref. [203]; correspond-
ing thermodynamic quantities are presented in [207]. In the Gribov-Zwanziger approach, thermodynamic
quantities of pure Yang-Mills theory have been extracted in [215].
The electric screening masses for the SU(2) and SU(3) gauge theory associated with the lattice results are
shown in Fig. 4.1b as a function of the reduced temperature t. The corresponding critical temperature Tc in
both cases is extracted from the string tension. This critical temperature coincides with the one where the
screening masses display an interesting change of behaviour. Below the critical temperature in both cases
the masses are constant within error bars. Above the critical temperature both masses rise with temperature.
For the SU(3) case a fit to a
√
t-behaviour has been given in [285] (a linear fit is also possible within error
bars). The marked difference between the SU(2) and SU(3) case occurs in the close vicinity of the critical
temperature. Whereas the SU(3) data clearly signal a pronounced jump associated with the discontinuity
expected for a first order phase transition, there is a smooth transition in the SU(2) data that can be explained
by the scaling law Eq. (4.1.1) of a second order transition. These findings substantiated earlier indications
discussed in [239, 401] that the electric screening mass of the gluon indeed serves as an order parameter for
the deconfinement phase transition. Unfortunately, with the volumes and lattice spacings available at the time
it was not possible to extract a clean value for the anomalous dimension γ [285]. This task is left for future
studies. Further interesting results for the electric and magnetic gluon susceptibilities of the SU(2) theory have
been found in a background field approach inspired by the Curci-Ferrari model in Refs. [214, 218].
Since signatures of the deconfinement transition are encoded in the gluon propagator it is interesting to
study the deconfinement order parameters discussed in section 3.2.2 that either can be determined from the
gluon and the ghost propagators of the pure Yang-Mills theory (Polyakov loop potential) or from a test quark in
the quenched theory (dressed Polyakov loop, ...). Indeed, within the FRG-approach the Polyakov-loop potential
has been determined in Ref. [227, 242] and delivered a clean distinction between the SU(2) second order and
the SU(3) first order transition. The same has been found for the dressed Polyakov loop determined in the
DSE-approach in Ref. [225, 239] using the truncation described in section 3.3.2. Since we will have a closer
look at the Polyakov loop potential in the next subsection, here we discuss briefly the dressed Polyakov loop
Σ1.
To this end, consider again Eq. (3.18). In the following we discuss results for the first order deconfinement
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transition in the SU(3) gauge theory at T ≈ 270 MeV; similar results are found for the case of SU(2). Below
the critical temperature the condensate does not depend on the variation of the boundary condition with ϕ.
Within numerical error this can be seen in the left diagram of Fig. 4.2, where we plot the dependence of the
chiral condensate on ϕ and T . As a consequence the Fourier transform in Eq. (3.18) integrates to zero and
the order parameter Σ1 = 0 in this region. Above the critical temperature this behaviour changes drastically
and the dressed Polyakov loop develops non-zero values. The precise form of this variation depends on the
mass of the test quark that is exposed to the Yang-Mills gluon propagator. For large test quark masses, the
condensate develops a smooth variation with respect to ϕ, whereas for small test quark masses this variation
becomes stronger until it develops a zero plateau with a derivative discontinuity at two finite values of ϕ. This
mass dependence can be readily understood from the loop-expansion, Eq.(3.19): each chain of gauge links
winding around the compactified time direction is weighted by the quark mass to the power of the number
of links involved in the loop. Thus at sufficiently large quark masses longer loops are heavily suppressed. As
a result mostly loops winding only once around the torus contribute and the resulting angular behaviour of
the condensate is approximately proportional to the smooth cos(ϕ). Indeed, this is seen for the large quark
mass in the left diagram of Fig. 4.2. For small quark masses more and more loops winding n times around the
torus contribute and the additional cos(nϕ)-terms generate the flat behaviour in the region around ϕ = pi. In
the chiral limit, the expansion Eq.(3.19) finally breaks down and becomes meaningless. Note, however, that
Eq. (3.18) is still valid and the dressed Polyakov loop can be used as order parameter even for test quarks in
the chiral limit, see [173, 225, 239] for details. In the Hamilton approach, the dressed Polyakov loop has been
determined in Ref. [205].
4.1.2 Phase structure of QCD for heavy quarks
After the successful description of the first order phase transition in the pure gauge theory discussed in the last
section, the authors of [147] studied the upper right corner of the Columbia plot, i.e. the region where the first
order deconfinement transition turns into a crossover separated by a second order critical line at critical quark
masses mc. This critical line becomes a critical surface mc(mu/d,ms, µ) when extended to real and imaginary
chemical potential as discussed in section 2.2.2. To study this critical surface the authors of [147] employed
the truncation described in section 3.3.2 with Nf = 2 + 1 heavy but dynamical quarks back-coupled to the
Yang-Mills sector. The order parameter studied has been the Polyakov loop potential evaluated using the DSE
of Fig. 3.2 in the presence of a constant background field A4. Such a constant field can always be rotated in
the Cartan sub-algebra of the SU(3) colour group and decomposed into
A4 =
2piT
g
(
ϕ3
λ3
2
+ ϕ8
λ8
2
)
, (4.4)
with Gell-Mann matrices λa. The introduction of a constant background field allows one to evaluate the order
parameter L[〈A4〉] = L[A¯4] discussed around Eq. (3.26) and one obtains
L[A¯4] =
1
3
[
e
−i 2piϕ8√
3 + 2e
−ipiϕ8√
3 cos(piϕ3)
]
. (4.5)
In general this is a complex function which becomes real for ϕ8 = 0. The minima of the Polyakov-loop potential
determine the values of ϕ3 and ϕ8.
In the left plot of Fig. 4.3a the Polyakov-loop potential at zero chemical potential is shown as a function ϕ3
and ϕ8 for a quark mass below mc and a temperature where the system is in the approximate center symmetric
low temperature phase. The potential then has six degenerate minima located close to (ϕ3, ϕ8) = (±2/3, 0)
and (ϕ3, ϕ8) = (±1/3,±1/
√
3) and consequently the order parameter L[A¯4] ≈ 0 is approximately zero. In the
right plot of Fig. 4.3a the behaviour of the potential around the minimum at (ϕ3, ϕ8) = (2/3, 0) is shown as a
function of ϕ3 for quark masses below, at and above the critical mass mc, all tuned to the corresponding critical
temperatures. From the inlay magnifying the region around ϕ3 = 0.5 one can clearly see the emergence of a
second order and a first order phase transition when the quark masses are increased across the critical one: For
m < mc one finds only one minimum away from the confining value ϕ3 = 23 , at m = mc the potential is flat
and for m > mc one has two degenerate minima. This structure of the potential translates to the behaviour of
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(a) Left: Polyakov loop potential at zero chemical potential in the approximately center symmetric phase.
Right: Polyakov loop potential at Tc (µ = 0) for quark masses above, equal and below the critical mass of the
Nf = 1 theory (shifted up and down by arbitrary values for better visibility).
(b) Left: Polyakov loop as a function of temperature (µ = 0) for masses above, equal and below the critical
mass of the Nf = 1 theory. Right: Argument of the Polyakov loop as a function of the imaginary part
θ = µI/(2piT ) of the chemical potential.
Figure 4.3: Results from DSEs for the deconfinement transition at heavy quark masses. All figures adapted from [147].
the Polyakov loop shown in the left plot of Fig. 4.3b as a function of T for the same quark masses as used for
the potential. Again, one can clearly distinguish the crossover for m < mc from the weak first order transition
at m > mc and the second order phase transition at m = mc. For the critical exponents it turned out that the
approximation to the Polyakov loop potential used in [147] was not sufficient to obtain critical scaling beyond
mean field, i.e. they found L[A¯4] ∼ |T − Tc|β in the vicinity of Tc with a mean field exponent β = 1/2. In order
to go beyond mean field one would need to incorporate the effects of the background field also into the coupled
system of DSEs for the propagators, which has not yet been done.21 In general, the Matsubara modes of the
quark propagator are shifted by both, the background gauge field and the chemical potential. For imaginary
chemical potential µ = iµI = i2piTθ both shifts become real with
ω˜ = ω + gA4 + 2piTθ . (4.6)
Roberge-Weiss symmetry, discussed in section 2.2.2, results in the fact that a shift in imaginary chemical poten-
tial by θ → θ+k/3 with integer k can be absorbed by a shift in the Matsubara sum and a center transformation
of the background gauge field A4. Correspondingly, the Polyakov loops are shifted by the center transformation
and so are the minima of the effective potential. For the argument of the Polyakov loop this shift is displayed in
21In the vacuum there is a large body of successful work available on DSEs in the background field formalism, see [302, 305] for
reviews.
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Figure 4.4: Left: Critical quark mass as a function of (µ/T )2 together with the scaling laws Eq. (4.1.1). Right: Sketch of the Columbia
plot extended to real and imaginary chemical potential. All figures adapted from [147].
the right plot of Fig. 4.3b, which needs to be compared with Fig. 2.4c in section 2.2.2. One clearly identifies the
structure of the Roberge-Weiss transitions, where the Polyakov loop changes its phase discontinuously into the
next center sector. These transitions become continuous for temperatures below the Roberge-Weiss transition
temperature. The situation shown in Fig. 4.3b corresponds to the crossover region of the Columbia plot, i.e.
point D of Fig. 2.4c). The other situations corresponding to the points A − C of Fig. 2.4c) have also been
verified in [147].
The main result of Ref. [147] is shown in the left plot of Fig. 4.4 and incorporated into a sketch of the
extended Columbia plot in the right diagram of Fig. 4.4. The plots show the critical surface mc(mu/d,ms, µ)
as a function of squared chemical potential for Nf ∈ {1, 2, 3} starting at the plane µ/T = ipi/3 of the first
Roberge-Weiss transition. These results are compared to the expected tricritical scaling from the Roberge-Weiss
endpoint, given by
mc
T
=
mtric
T
+K
[(pi
3
)2
+
(µ
T
)2]2/5
, (4.7)
and displayed in the left plot of Fig. 4.4. Here mtric is the quark mass on the tricritical surface µ/T = ipi/3 and
K is a parameter that has been determined by fitting. The agreement of the numerical results with the expected
scaling law is excellent even up to large real chemical potential, i.e. the Roberge-Weiss end-point exercises its
influence far beyond the zero chemical potential plane. Only at very large µ2 one finds slight deviations from
the scaling behaviour. These results have been found previously also in lattice gauge theory [144]. The critical
quark masses have been addressed recently also in a perturbative study in the background field Curci-Ferrari
inspired approach of Refs. [148, 149] and in a very recent publication [219] universal aspects of the critical
quark mass have been studied.
We come back to the Polyakov loop potential at finite chemical potential in section 4.3, when we discuss
the Nf = 2 + 1 theory at physical quark masses.
4.2 Nf = 2: Critical scaling in the chiral limit and temperature dependence of meson masses
Assuming the UA(1) symmetry remains anomalously broken across the critical temperature, two-flavour QCD
is expected to exhibit a second order phase transition in the O(4) universality class of the Heisenberg anti-
ferromagnet [26, 409]. The critical physics at reduced temperature t = (T − Tc)/Tc is characterised by six
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critical exponents
α = 2− dν ,
β =
ν
2
(d− 2 + η) , (4.8)
γ = (2− η)ν , (4.9)
δ =
d+ 2− η
d− 2 + η , (4.10)
and the relevant dimension is d = 3. The six critical exponents are expressed in terms of the two independent
quantities η and ν, which describe the scaling relation for the inverse correlation length (here the mass of the
scalar sigma meson) and the order parameter (here the chiral condensate):
mσ ∼ tν , 〈ψ¯ψ〉 ∼ t ν2 (1+η) . (4.11)
The values for the exponents of the O(4)-universality class are given by ν ≈ 0.73 and η ≈ 0.03, see e.g.
[409, 410]. Mean field scaling corresponds to ν = 0.5 and η = 0.
In the DSE approach to the chiral limit two-flavour theory a second order phase transition has been seen
already at a very early stage [411]. Results obtained in the last millennium have been discussed by Roberts and
Schmidt in their review Ref. [15]. They pointed out that all truncations falling in the class of the rainbow-ladder
models discussed in section 3.3.3 will show critical scaling on the mean field level only, simply because meson
correlators that are expected to develop long-range correlations are not explicitly taken into account. This
notion has been corroborated also in the systematic study of Ref. [412]. In the Hamilton variational approach,
first results for the chiral transition have been presented in [208], but no attempts have been made to extract
the critical exponents of the second-order transition.
What is needed in a more complete approach? First of all note again that dynamical chiral symmetry
breaking and the associated formation of a chiral condensate is driven by the Yang-Mills sector of QCD. The
interaction strength of QCD is largest in the quenched theory and receives unquenching corrections of order
1/Nc from quark loops which decrease the amount of dynamical mass generation as discussed already in section
3.4.2, see Fig. 3.6. These corrections are of the order of 10-20 %. In the quark-DSE, these corrections stem
from two different sources: they occur in the DSE for the gluon propagator [284, 413] and they contribute
to the dressed quark gluon vertex. In section 3.3.1 we argued that the latter contributions can be cast into
diagrammatic representations that involve (off-shell) hadronic propagators and wave functions [367, 397].
With respect to the discussion here it is particularly important that meson exchange diagrams appear, which
contain the degrees of freedom relevant for the problem at hand, namely an iso-triplet of pions and the iso-
singlet scalar correlator which we call the sigma meson in the following. In the Nf = 2 theory these are the
dominating hadronic contributions with the smallest masses. In Fig. 4.5 we show the resulting quark-DSE,
which is an approximation of the one shown in Fig. 3.4. In the vacuum and for all temperatures sufficiently
far away from the critical one, the mesonic contributions to the quark-DSE are subleading as compared to the
gluonic diagram. For temperatures close to the critical one, however, universality tells us that the long range
fluctuations take over and the microscopic interaction becomes irrelevant. In fact this is the very notion of
universality. In the quark-DSE this means that the dressing diagrams with the mesons should then dominate and
lead to a self-consistent scaling law for the order parameters, i.e. for the chiral condensate or, equivalently, the
scalar quark dressing function B(0) evaluated e.g. at lowest Matsubara frequency and zero spatial momentum.
This has been shown analytically and numerically in Ref. [174], which we summarise in the following.
In order to analyse the quark-DSE of Fig. 4.5, we first need to specify the pion propagator and wave
functions appearing in the second diagram. Following Ref. [414], we write the (real part of the) Euclidean
in-medium pion propagator as
Dpi =
1
ω2p + u
2(p2 +m2pi)
. (4.12)
denoting by u the pion velocity at mpi = 0. The pion screening mass mpi is defined by the zero of the dispersion
relation at vanishing energy and the pion pole mass ωp = iEpi = iumpi by the zero of the dispersion relation at
zero spatial momentum. At finite temperature there are also two distinct pion decay constants denoted by fs
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Figure 4.5: DSE for the quark propagator with non-hadronic contributions and hadronic contributions from pion and sigma mesons.
transverse to the heat bath and ft longitudinal to the heat bath [415] with ft = fs = fpi in the zero temperature
limit. The ratio of these is equal to the pion velocity
u2 =
f2s
f2t
, (4.13)
and the generalized Gell-Mann-Oakes-Renner relation at finite temperature is given by
f2sm
2
pi = −2mq〈Ψ¯Ψ〉0 . (4.14)
The pion decay constants are static quantities and are in principle calculable in a thermodynamic equilibrium
approach [414]. Using the abbreviation P˜µ = (uP , ωP ) for the total four-momentum of the pion one finds
P˜µft = 3 trDT
∑
nq
ˆ
d3q
(2pi)3
Γpi(q, P )S(q + P )γ5γµS(q) , (4.15)
valid on the pion mass shell. In the chiral limit, m2pi → 0 and Pµ → 0, one obtains ft from the time component
of Eq. (4.15), whereas the transverse decay constant fs = uft can be extracted from the spatial components
of the equation. The pion Bethe-Salpeter vertex Γpi can be extracted from its Bethe-Salpeter equation which is
discussed below in section 3.5.1. In the chiral limit and in the vacuum the leading part of the vertex satisfies
Eq. (3.68), which generalises to
Γ0(p;P ) = γ5
B(p)
ft
, (4.16)
at finite temperature.
The scaling behaviour of the pion velocity and decay constants close to the critical temperature has been
obtained from a matching of an effective theory with QCD at the scale mσ in Ref. [414]. This matching results
in
u ∼ fs ∼ tν/2 , (4.17)
which means that the pion velocity vanishes at the critical temperature. Using the pion Bethe-Salpeter vertex
(4.16), the scaling law (4.17), the pion velocity (4.13) and the pion propagator (4.12) the authors of Ref. [174]
found that at the critical temperature (and only there) the meson dressing loop (third diagram on the right
hand side in Fig. 4.5) dominates over the one with the gluon. The scalar quark dressing function then satisfies
the self-consistent scaling law
B(t) ∼ tν/2 . (4.18)
This demonstrates universality. As a direct consequence, the chiral condensate satisfies a similar scaling law
which (up to small corrections due to η) agrees with Eq. (4.11). Plugging these scaling laws into Eq.(4.15)
furthermore leads to fs ∼ tν/2 in agreement with Eq. (4.17). This renders the scaling analysis self-consistent.
These analytical results have been verified also numerically in Ref. [174]. Employing two different forms
of the truncation for the gluonic dressing loop, the Yang-Mills back-coupled truncation described in section
3.3.2 and a rainbow-ladder type of truncation with completely different infrared behaviour, they verified that
in both cases universality kicks in close to Tc and the gluonic dressing loop is overwhelmed by the meson
diagram. Furthermore, using the scaling ansatz Eq. (4.17) for the pion decay constant they showed that the
scalar quark dressing function and the chiral condensate scale in a temperature region of about 10 MeV below
the chiral critical temperature, see the left plot in Fig. 4.6. Despite this progress, however, the exploratory
46
-3 -2 -1 0 1 2 3
ln(t T
c
)
-5
-4
-3
-2
-1
0
~  ν/2 ln(t)
ln B(p=0,ωp=piT)
ln(-<ΨΨ>)
0 100 200 300 400
T [MeV]
0
500
1000
1500
2000
m
 [M
eV
]
m
pi
m
σ
m
symm
mean field scaling
Figure 4.6: Left: Critical behaviour of the quark mass function and the quark condensate as a function of reduced temperature together
with the scaling law Eq. (4.18). Figure adapted from [174]. Right: Masses of the pion and the sigma meson as a function of temperature
together with the mean field scaling laws. Figure adapted from [147].
study of Ref. [174] did not succeed in producing the O(4) critical exponents self-consistently. To this end the
truncation used was still not rich enough. One would need to include the meson Bethe-Salpeter equation, its
normalisation condition and the explicit equations for the pion decay constants in the analysis. This has been
left for future work.
Using a rainbow-ladder framework, the study of Ref. [416] already long ago managed to determine the
masses of the pion and the sigma meson as a function of temperature in the chiral limit. The results, also
discussed in the review [15], can be seen in the right plot of Fig. 4.6. As expected, in the chiral symmetry pre-
serving scheme the pion remains a massless Goldstone boson up to the critical temperature of the second order
phase transition. The sigma meson starts out massive, but becomes massless at Tc with the proper mean field
scaling law indicated by the red dashed line. Above Tc the masses of the two mesons are degenerate and follow
again the mean field scaling law until the screening masses approach the expected behaviour proportional to
T for large temperatures.
As a final remark to the critical physics associated with the upper left corner on the Columbia plot (and a
putative critical end point) let us briefly compare the inherent strengths and problems of approaches that are
used to study this issue. As we have seen, in the Dyson-Schwinger approach it is a highly non-trivial problem to
self-consistently include the degrees of freedom that generate the critical physics at and around Tc. In effective
chiral theories, such as the the PQM model, these degrees of freedom are built in from the start and therefore
the critical physics is extracted easily [199, 417] and even the question of the fate of the UA(1) anomaly can be
discussed [172]. On the other hand, the non-universal physics of the Yang-Mills sector is readily accessible in
the DSE approach, whereas it has to be included indirectly and without control over the back-reaction effects
of the quarks onto the Yang-Mills sector in the PQM approach. Since this back-reaction drives the interaction
strength of the theory, its proper inclusion is mandatory to obtain quantitative results on a putative critical
end point in the QCD phase diagram. In the DSE approach this is straightforward; corresponding results are
discussed below in section 4.3. On the other hand, if one is interested in the details of the critical universal
behaviour of the theory at the CEP, the PQM model may have distinct advantages since the putative Z(2)
universality class of the CEP is associated with a massless sigma that is readily accessible in the PQM. This
interplay of different approaches, together with the common contact to lattice gauge theory at small chemical
potential, seems interesting and fruitful for future research.
The theory with Nf = 2 quark flavours is not only interesting with respect to the problems discussed above,
it also serves as a test bed for the investigation of systematic aspects of phase transitions without having to deal
with the numerical complexity of the Nf = 2 + 1 theory. This has been exploited in [418], where the back-
coupled truncation scheme described in section 3.3.2 has been explored for three different gauge theories,
SU(2), SU(3) and G2 and the expected types of transition in the quenched and unquenched theories have
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Figure 4.7: DSE results for the unquenched magnetic (left) and electric (right) gluon dressing function. Compared are fits to cor-
responding quenched lattice data of Ref. [239, 285] (cf. Fig. 4.1a) for three different temperatures in dashed lines to unquenched
DSE-results [241] and unquenched lattice data [419]. All results are for Nf = 2 and a pion mass of mpi = 316 MeV. Figure adapted
from Ref. [229].
been found. Furthermore, this has been exploited also in the FRG approach in Ref. [173], where the chiral
limit of the two-flavour theory has been studied and general arguments concerning the connection of quark
confinement and chiral symmetry breaking derived from the dressed Polyakov loop and other dual quantities
have been given.
4.3 Physical quark masses: The critical end point for Nf = 2 + 1 and Nf = 2 + 1 + 1
In our walk through the Columbia plot we now come to the most interesting point: the one with physical quark
masses. In order to study this point with DSEs in the back-coupled truncation of section 3.3.2 one needs to
solve eight coupled integral equations self-consistently: one for the magnetic and one for the electric part of the
gluon propagator, three equations for the dressing functions of the isospin symmetric and therefore degenerate
up and down quarks and three equations for the dressing functions of the strange quark. This formidable
numerical task has been performed first in Ref. [241] and extended to include the effects of the charm quark
in Ref.[36]. Finally, baryonic effects on the CEP in the Nf = 2 + 1-theory have been studied in [37]. In the
following we will discuss the corresponding results in turn.
4.3.1 The QCD phase diagram for Nf = 2 + 1
In section 3.3.1 we discussed general aspects of truncations of DSEs. We argued that the physics of the Columbia
plot can only be explored if the truncation is rich enough that back-reaction effects on the Yang-Mills sector are
taken into account appropriately. This then also allows to study temperature effects in the gluon propagator
and the associated generation of a temperature dependent electric screening mass. Furthermore, we identified
important physics encoded in the non-perturbative coupling of the gluon to the quark. Although much can be
done in this respect from DSEs alone, at some point it is crucial to assess the quality of a given truncation not
only by the richness of the physics it is supposed to contain, but also by direct comparison with the results from
other approaches. In this respect, results from lattice gauge theory offer extremely valuable guidance: on the
one hand, gauge invariant quantities like the quark condensate can be compared but also gauge dependent
quantities like the gluon propagator can be extracted from gauge fixed lattice simulations.
Using the truncation outlined in section 3.3.2, the (iterated) back-reaction of the quarks onto the gluons
in the Nf = 2 and Nf = 2 + 1 theory has been determined first in Ref. [241] for physical quark masses.
The first unquenched lattice results for the temperature dependence of the gluon propagator became available
somewhat later in a simulation with Nf = 2 quark flavours and quark masses corresponding to mpi = 316 MeV.
In [229] these two sets of results have been compared directly, whereas in [36] an update of this comparison
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(a) Left: Regularized quark condensate and the Polyakov loop for Nf = 2 + 1 quark flavours as a function of
temperature at zero chemical potential. Figure adapted from Ref. [36]; lattice results are from Ref. [3]. Right:
Regularized quark condensate for light (lower surface) and strange (upper surface) quarks as a function of
temperature and chemical potential. Figure adapted from Ref. [241].
(b) Left: Electric screening mass of the gluon normalized by its asymptotic (HTL) behaviour as a function
of temperature and chemical potential. Figure adapted from Ref. [241]. Right: Polyakov loop L[〈A4〉] as a
function of temperature and chemical potential. Figure adapted from Ref. [229].
Figure 4.8: Results from DSEs for Nf = 2 + 1 at finite temperature and chemical potential.
has been performed with DSE quark masses adapted to the large quark masses on the lattice. It turned out
that the changes of the unquenched gluon due to the different up/down quark masses in the DSE result were
smaller than the (statistical) error bars of the lattice data, such that both comparisons have been meaningful
and delivered a similar result, shown in Fig. 4.7. One finds large unquenching effects in both, the magnetic
and electric part of the gluon propagator. These affect the momentum dependence of the gluon with a large
reduction of the size of the bump in the non-perturbative moment region. Furthermore, the quark loop effects
even invert the temperature dependence of the electric gluon dressing function ZL: for the temperatures shown
the bump in the quenched dressing function increases with T [239], whereas it decreases in the unquenched
case. This effect is seen in both, the DSE approach and on the lattice. In general, the quantitative agreement
between the two approaches is excellent. Considering that the DSE results have been predicting the lattice
results, this provides a non-trivial quality check for the truncation scheme outlined in section 3.3.2.
The resulting temperature behaviour of the (normalized) light quark condensate [36] is shown in the left
diagram of Fig. 4.8a and extended to finite chemical potential in the right diagram22. There we also show the
corresponding condensate of the strange quark. The melting of the condensate with temperature seen in the
left plot is nicely matched by corresponding lattice results taken from Ref. [3]. The pseudo-critical temperature
22Note that Ref. [241] reported results for the light quark condensate that have been obtained with up/down quark masses about a
factor of two too large, resulting in a mismatch with the lattice data at large temperatures. This has been corrected in [36].
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of the chiral crossover has been determined from the chiral susceptibility and from the inflection point of the
light-quark condensate resulting in slightly different values
Tc| d〈ψ¯ψ〉
dm
= 160.2 MeV ,
Tc| d〈ψ¯ψ〉
dT
= 155.6 MeV. (4.19)
These reproduce the corresponding transition temperatures from different lattice groups [3, 4, 19, 110, 111]
within error bars. As discussed in [36], this agreement is not a result of the DSE framework, but has been
achieved by an adjustment of the strength parameter d1 in the quark-gluon vertex Eq. (3.48). Less trivial is the
excellent agreement of the steepness of the chiral transition with the lattice data. This has been achieved as well
in effective models such as the Polyakov loop quark-meson model [171, 420, 421]. The effect of non-vanishing
chemical potential on the chiral transition can be seen in the right diagram of Fig. 4.8a. The condensates are
not normalized and shown on different scales for the z-axis for the sake of clarity. Clearly, the chiral crossover
becomes steeper and steeper with chemical potential until we reach a critical point and subsequently the gap of
a first order phase transition opens. A corresponding behaviour can be seen in the strange quark condensate;
here it is the back-coupling of the effects of the light quark onto the strange quarks via the gluon propagator
that causes the opening of a gap at the same location as for the light quark condensate.
Corresponding plots for order parameters of the deconfinement phase transition can be seen in Fig. 4.8b.
In the left diagram we show the electric screening mass of the gluon propagator [241] multiplied (but not
normalized) with the asymptotic form evaluated in the hard thermal loop formalism, m2th,HTL ∼ T 2 + 3µ2/pi2.
For very large temperatures this behaviour is reproduced. Around T ≈ 150 MeV one clearly sees the continuous
change of a crossover for small chemical potential. For larger chemical potential the transition becomes steeper
until it becomes discontinuous in the vicinity of the critical endpoint of the chiral transition. A similar behaviour
can be seen from the Polyakov loop L[〈A4〉] [229] shown in the right diagram of Fig. 4.8b, see also the zero
chemical potential curve shown in the left plot of Fig. 4.8a. Both deconfinement order parameters react to
the chiral transition and develop a critical end point at the same location. The direct calculation presented
in Ref. [229] made the Polyakov loop potential available at finite chemical potential for the first time. These
results have been further refined and their relation to the effective potentials used in model approaches such
as the PQM and the PNJL model have been discussed in detail in Ref. [244].
The resulting phase diagram is shown in the left diagram of Fig. 4.9. The chiral cross over line indicates the
chiral transition extracted from the inflection point of the quark condensate. It turns into a critical end-point
at [36]23
(TCEP , µCEPB ) = (117, 488) MeV , (4.20)
which corresponds to a ratio µCEPB /T
CEP = 4.2, i.e. large chemical potential. The deconfinement crossover
line extracted from the inflection point of the Polyakov-loop L[〈A4〉] is a couple of MeV below the chiral tran-
sition line at zero chemical potential, but joins the chiral transition at and beyond the critical end-point. Thus
in this region of the phase diagram there is no quarkyonic phase in the sense of Ref. [69]. The (brown) shaded
area indicates the width of the deconfinement cross-over defined by a ±20 % range around the inflection
point. This range includes the chiral transition and deconfinement transition lines from other order parameters
such as the dressed Polyakov loop. Since all these quantities test different properties of the quark and gluon
propagators this agreement underlines the consistency of the approach [229].
As an aside, note that the location of the CEP is hardly affected by the choice of µs. In the calculation
shown in Fig. 4.9 µs has been set to zero, but it has been checked [126] that the implementation of strangeness
neutrality discussed in section 2.1.4 does not change the location of the CEP within the numerical error of the
calculation, which is below five MeV in each direction. Other quantities such as isentropes are more sensitive
to µs, as explored in the PNJL and PQM models see e.g. [422–424].
Furthermore, note that the presence of the critical end-point at finite chemical potential indicates a bending
of the corresponding 2nd order critical surface in the three-dimensional Columbia plot as indicated in Fig. 2.4a.
23In Ref. [36] accidentally two slightly different values for the CEP have been given which stem from numerical runs with different
precision: In the figure, high precision data have been used, whereas the number given in the main text has been obtained with
somewhat lower accuracy. Here, we only include the high accuracy result.
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Figure 4.9: Left: QCD phase diagram from DSEs [36]. Shown is the chiral transition (inflection point) and the deconfinement transition
from the Polyakov loop (inflection point). The brown shaded area shows the width of the deconfinement cross-over defined by 80 %
of the inflection point. Right: QCD phase diagram from DSEs including: the region of extrapolated curvatures extracted from lattice
QCD (green band), see [111] and references therein; region of chiral crossover from lattice QCD (blue band) [32] (see also [3, 4]);
freeze-out points from heavy ion collisions extracted by different methods/groups [427–432]; and the DSE results of Ref. [36].
In an exploratory calculation, the positive slope of the critical surface with respect to growing light quark masses
has been explicitly verified for three fixed strange quark masses in Ref. [126]. This bending of the chiral critical
surface is opposite to the behaviour of the deconfinement critical surface discussed above around Fig. 4.4.
In the right diagram of Fig. 4.9 we compare the transition line from the DSE-approach with corresponding
lattice calculations and freeze-out points from heavy ion collision experiments. Within errors, there is no
tension between all results. Let us compare in turn. The lattice results for the chiral transition [32] (blue
dashed band) have been obtained by analytic continuation from imaginary chemical potential. The transition
temperature at zero chemical potential is Tc = 157 MeV. The systematic error of the calculation is represented
by the width of the band and is claimed to be under control up to a chemical potential of µB = 300 MeV, i.e.
up to a ratio µB/T = 2. For larger chemical potentials the error accumulates rapidly as can be seen in the
plot. Similar results for the chiral crossover at finite µB have been extracted in [19] using Taylor expansion
methods. Thus the combined evidence from different lattice techniques clearly disfavours the existence of a
CEP for µB/T ≤ 2. This result confirms the predictions from functional methods [229, 241, 425, 426].
The green band in the right diagram of Fig. 4.9 represents the results of Ref. [111] for the curvature of
the chiral transition using the Taylor expansion technique. As explained in section 2.1.3, the curvature κ
can be extracted from the expansion Eq. (2.1) at small chemical potential. With Tc = 155 MeV, the green
band represents a continuation of Eq. (2.1) to the chemical potentials shown in the plot for the values of
κ = 0.0145(25) given in [111]. This range is in line with the result κ = 0.0149(21) of Ref. [32] and similar
results from other works already discussed in table 2.1. Compared to the lattice results, the DSE cross-over
line has a somewhat larger curvature, given by κ = 0.0238, which results in a shift of the CEP towards lower
temperatures of about 10-15 MeV as compared to the green band. This shift may serve as indication for the size
of the systematic error of the DSE calculations. We come back to this point in the next section. Finally, when
comparing the lattice and DSE-results with the freeze-out points extracted by various methods from heavy ion
experiments it seems that at least in this region of the phase diagram the chiral transition temperatures are not
much larger than the freeze-out ones. Thus, if the CEP is confirmed to be located in the region indicated by the
DSE, there may be hope to detect its signals in experimental observables.
4.3.2 The QCD phase diagram for Nf = 2 + 1 + 1
In the last subsection we discussed results for the phase diagram of QCD with Nf = 2 + 1 obtained from DSEs
in the truncation discussed in section 3.3.2. It turned out that this truncation can be expanded to accommodate
more quark flavours in a systematic fashion without conceptual difficulties. This has been done for QCD with
51
0 0.5 1
µ/µ
c
0
0.5
1
T/
T c
(µ
=
0)
Chiral, Nf=2+1
Chiral, Nf=2+1+1
Deconfinement, Nf=2+1
Deconfinement, Nf=2+1+1
Figure 4.10: Changes in the QCD phase diagram due to the additional presence of the charm quark. The black dot signals the CEP for
Nf = 2 + 1, whereas the red dot is the corresponding CEP for Nf = 2 + 1 + 1 Figure adapted from Ref. [36].
Nf = 2 + 1 + 1 in Ref. [36]. The only new element, studied thoroughly in [36], is the problem of setting
the scale. For the Nf = 2 + 1 calculations the scale has been inherited by corresponding lattice calculations
via the fixing of the strength parameter d1 in the quark-gluon vertex, which guaranteed agreement with the
lattice pseudo-critical temperature at zero chemical potential. Since there were no lattice data on the chiral
transition available for Nf = 2 + 1 + 1, the authors of [36] probed a different strategy: they fixed the scales in
the Nf = 2 + 1 and Nf = 2 + 1 + 1 theory both from vacuum physics. This procedure allows for a systematic
comparison of the two theories and delivers the overall effect of the inclusion of the charm quark onto the QCD
phase diagram. The results were two-fold. Firstly, the different strategy to fix the parameters of the interaction
by vacuum physics led to a reduction of the pseudo-critical temperature at zero chemical potential by δT = 23
MeV, i.e. 15 % also in the Nf = 2 + 1 case. This has been interpreted as a measure of the systematic error of
the truncation scheme [36]. This estimate is of the same order as the one discussed in the previous section,
comparing shifts in temperature along the chiral transition lines. Secondly, with scales fixed as described above,
the influence of the charm quark onto the phase diagram is almost negligible, see Fig. 4.10. This does not mean
that the charm has no effect at all on the system. On the contrary, the authors noted that the presence of the
charm quark affected the momentum dependence of the gluon propagator on the level of 15-20 % in the mid
and ultraviolet momentum region. However, for low momenta at scales of temperatures relevant for the chiral
transition, the gluon propagator remained essentially unchanged such that the chiral transition temperature
remained the same within their numerical uncertainty of 1–2 MeV. Finite chemical potential did not change
this situation such that the location of the critical end point is hardly affected by the charm. This effect, first
established in [36], now awaits confirmation from other approaches.
4.3.3 Baryon effects on the CEP
Above, we have seen that the critical endpoint found from DSEs is at rather large quark chemical potential.
Since this result relies on a truncation of the quark-gluon interaction which is far from complete, it is an
important task to quantify its systematic error. At zero chemical potential, justification can be obtained by
good agreement with lattice data on the quark condensate and the unquenched gluon propagator as discussed
above. However, effects at non-zero chemical potential cannot be tested in this way and may provide for
sizeable quantitative corrections. The authors of Ref. [37] therefore focused on a particular class of such
corrections, namely vertex corrections that can be parametrized in terms of (off-shell) baryons. As outlined
in section 3.3.1 baryonic back-reaction effects onto the quark propagator provide a direct mechanism how the
quark condensate may be influenced by changes in the baryon’s wave functions such as the one inflicted e.g.
by the nuclear liquid-gas transition at very small temperatures. These back-reaction effects, however, may very
well decrease in size for growing temperatures and it is an interesting question whether they are still important
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Figure 4.11: Changes of the location of the CEP when baryons are included (see text for details). Figure adapted from Ref. [37].
at the location of the CEP.24
To this end the authors of [37] considered the quark-DSE in an approximation where the explicit contri-
butions from diquarks and baryons become apparent, see Fig.3.4 but without the meson contributions. The
diquark and baryon wave functions have been parametrized from explicit solutions of the baryon’s Faddeev
equation, discussed in section 3.5.2, see Ref. [37] for details. In order to come to terms with the numerical ef-
fort of this exploratory study, the authors furthermore chose Nf = 2. The resulting pseudo-critical temperature
for the chiral transition at zero chemical potential is at TNf=2c = 211 MeV, i.e. larger than in the Nf = 2 + 1
theory. For Nf = 2 the ground state baryons that have been taken into account are the nucleon with quantum
numbers JP = 1/2+ and its parity partner with JP = 1/2−. The rationale for this choice was that the effect of
excited states with mass mB is suppressed compared to the nucleon with mass mN by powers of m2N/m
2
B. The
parity partner, however, although initially heavier than the nucleon becomes (approximately) mass-degenerate
once chiral symmetry is restored, i.e. in the high temperature/density phase. In fact, due to different Dirac
structure leading to different signs, the effects of mass-degenerate parity partners onto the quark cancel out in
the quark mass function.
What is not yet known in detail is the temperature and chemical potential dependence of the baryons
wave function.25 Ideally these need to be determined consistently from their BSEs evaluated at finite T and
µc, but this formidable numerical task is yet to be performed (see section 4.2 for first results on mesons). In
order to evaluate the potential impact of such changes, the authors of [37] considered two cases: (i) they
used wave functions from the vacuum thus neglecting all T - and µ-effects in the wave functions (they have
been taken into account, though, in the baryon propagator); (ii) they modelled the µ-dependence of the wave
function with a strength function f(µ). Both results are shown in Fig. 4.11. Whereas the changes imposed by
baryonic corrections on the CEP are minuscule using the vacuum wave functions for the baryons, they become
somewhat larger when a chemical potential dependence has been assumed. The result shown in the curve has
been obtained at the expense of a sizeable modification of the strength of the baryon loop by more than 50 %.
Whether such a variation of the baryon wave function and masses with chemical potential is realistic or not
needs to be investigated in the future. In any case, it is interesting to note that in principle, such variations
are capable to drive the curvature of the cross-over obtained in DSE results to smaller values matching those
obtained in lattice QCD: the result shown in Fig. 4.11 corresponds to κ = 0.0149.
24In a two-color version of QCD this influence has been studied in Refs. [433–435] using functional methods and found to be crucial
to an extent that not only the location but even the very existence of a CEP is affected. SU(3), however, may very well be an entirely
different matter.
25Within the NJL-model results for the temperature and chemical potential dependence of the nucleon masses have been discussed
in [436, 437]. Lattice results on this issue are presented in [438].
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Figure 4.12: Upper left diagram: Phase diagram obtained from DSEs with modelled gluons [292, 293] (red curve with dotted and
dash-dotted lines) compared to the DSE [36] (black curve with dashed line) and lattice results [32, 111] already displayed in Fig. 4.9.
Upper right and lower right diagrams: Normalised pressure P/PSB and trace anomaly I from [293] evaluated for different values of
quark chemical potential µ. The temperature is normalised to TM , the location of the peak of the trace anomaly at µ = 0; see [293]
for details. Lower left diagram: Speed of sound from [293] (black curve) compared to results from lattice QCD [439] (blue dots) and
[6] (green band).
4.4 Thermodynamics and quark number susceptibilities
All results in the previous subsections have been obtained in the truncation scheme outlined in section 3.3.2
and generalisations thereof, i.e. including the back-reaction of the quarks onto the gluon explicitly. We now
focus on results using the gluon models detailed in section 3.3.3. Since quark-loop effects alone determine
the number of quark-flavours, Nf is not a well defined quantity in these truncation schemes. In the chiral
limit these truncations lead to a (mean-field) second order transition at µ = 0 and consequently they have
been interpreted as models for the two-flavour theory [292]. On the other hand, the parameters are tuned
such that the chiral transition temperatures are much more in line with the ones typical for the Nf = 2 +
1-theory. In the following, we adopt the latter interpretation and interpret the single quark-DSE in these
models as the one for the light up/down quark with interaction strength generated from a model gluon that
incorporates the effects of two light and one strange quark loops. This allows for a direct comparison with
lattice calculations and DSE-results for Nf = 2 + 1 (as done anyway e.g. in [292]). The location of the CEP in
the QCD phase diagram has been explored in a broad range of variants of the truncations discussed in section
3.3.3 [287, 289, 290, 292, 293, 295]. The resulting phase diagram for the set-up with the most detailed gluon
model [293] and the one with the richest quark-gluon vertex [292] is shown in Fig. 4.12. For completeness
we also show results already discussed in Fig. 4.9. Comparing the locations of the CEP in the different DSE
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truncations one finds roughly the same critical temperatures, but quite different values for the critical chemical
potential:
back-coupled quarks, dressed vertex [36]: (TCEP , µCEPB ) = (117, 488) MeV
gluon model, bare vertex [293]: (TCEP , µCEPB ) = (128, 333) MeV
gluon model, dressed vertex [292]: (TCEP , µCEPB ) = (126, 262) MeV
Both versions of truncations with gluon model find a CEP at rather moderate chemical potential, far lower
than the result obtained with the back-coupled truncation including the gluon-DSE of Ref. [36]. In [292] other
choices of parameters and vertex truncations are discussed and locations of the CEP have been determined
(although no data for the respective crossover lines are given). None of these choices result in as large a
chemical potential as the truncation with back-coupling. It also seems as if the details of different truncations
for the quark-gluon vertex do not have a material impact on the location of the CEP (a conclusion also stated in
[293] and in line with the discussion of section 4.3.3), whereas the treatment of the Yang-Mills sector obviously
has.26
Also it seems as if the gluon models tend to produce much too large values for the curvature of the phase
boundary marked by the cross-over line: The authors of [292] report κ = 0.038 from a fit of the whole cross-
over line from µB = 0 up to the CEP. However, this value increases to κ = 0.100(10) if only the interval
µB ∈ [0, 100] is considered in the fit. Such large values seem to be generic for all versions of the gluon model
that roughly reproduce the (pseudo-)critical temperature Tc ≈ 155 MeV from the lattice at zero chemical
potential, see e.g. [290, 293]. In particular, similarly large curvatures are obtained in versions of the gluon
model truncation with and without vertex dressing.
On the other hand, there are a number of studies of interesting quantities using the gluon model truncations,
that have not yet been able in the back-coupled truncation scheme. These include thermodynamic quantities
and fluctuations of conserved charges, which we will discuss in the following.
In rainbow-ladder truncations of the quark-DSE the pressure (and subsequently the thermodynamics) of
the system can be obtained via
P (S) =
T
V
lnZ =
T
V
(
Tr ln[T−1S−1] +
1
2
Tr[ΣS]
)
(4.21)
where Z denotes the generating functional, S is the fully dressed quark propagator and Σ = S−10 − S−1
the quark self-energy. This expression can be derived from a 2PI effective action at the stationary point, but
neglecting contributions from the Yang-Mills sector. Ultraviolet divergences are taken care of by a subtraction
scheme described in [293, 294]. From the pressure one can also determine the entropy density s = ∂P/∂T ,
the energy density ε = −P + Ts+ µn, the trace anomaly I = ε− 3P and the speed of sound c2s = ∂P/∂ε.
The results of Ref. [293] for the normalised pressure and trace anomaly can be seen in the two diagrams
on the right of Fig. 4.12. At zero chemical potential, and for appropriate rescalings, it has been argued in
[293] that the trace anomaly is in qualitative agreement with results from lattice QCD. At non-zero chemical
potential one clearly sees a change of behaviour for the pressure once the chemical potential approaches the
critical one, µB = 3µ = 330 MeV, and beyond: the continuous growth with temperature at small chemical
potential turns into one with a maximum at the location of the CEP/first order phase transition. For similar
values of chemical potential one also observes a drastic increase of the trace anomaly. The results for the speed
of sound at µ = 0 are shown in the bottom left diagram of Fig. 4.12 and compared to results of lattice QCD
[6, 439], again with qualitative and partly quantitative agreement. It is furthermore interesting, to consider
the thermodynamic details of the first order phase transition for chemical potentials larger than the critical
one. This has been discussed in Ref. [294]. In order to study both, the transition from the hadronic to the
quark-gluon plasma phase and vice versa, the authors included not only bulk entropy contributions but also
contributions from interfaces between the bubbles of different phases in the coexistence region of the phase
diagram. These proofed vital to ensure that the entropy increases in both directions of the phase transitions.
26This conclusion is also supported by the observation of a sizeable shift in the location of the critical end-point when comparing the
fully back-coupled truncation scheme of [241] with the one of Ref. [240] where an HTL-approximation for the quark-loop has been
used.
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Figure 4.13: Left diagram: Temperature dependence of the ratio χq4/χ
q
2 proportional to the kurtosis determined from DSEs (model
gluon) compared to the lattice results of [128]. Right diagram: The quark chemical potential dependence of ratios of generalised
susceptibilities. Both figures are adapted from Ref. [295].
Finally we summarise results for the quark number susceptibilities and fluctuations, obtained in the model
set-up of Ref. [295] (see also [291]) and shown in Fig.4.13. These have been determined with the same
chemical potential for both light quarks, i.e. µu = µd ≡ µq. In the left diagram the ratio
χq4
χq2
= κqσ
2
q (4.22)
proportional to the kurtosis κq is shown. Results from the gluon model in the lower equation of Eq. (3.53)
are displayed together with the data from the lattice simulation of Ref. [128]. The qualitative agreement is
reasonable, although in magnitude one notes a sizeable overshoot of the DSE-results and a shift towards larger
temperatures. With this in mind one can study the behaviour of such ratios at different values of chemical
potential. The results for two ratios are shown in the right plot of Fig.4.13. Analysing the behaviour of the ratios
the authors of [295] were able to extract the corresponding critical end point (TCEP , µCEPq ) = (129, 124) MeV
in this model in agreement with the one determined from the chiral susceptibilities. This clearly demonstrates
the presence of signals of the CEP in the fluctuations. For corresponding recent studies in the PQM model see
[136, 137].
4.5 Quark spectral functions and positivity restoration
In order to connect the properties of quarks and gluons in the high temperature quark-gluon plasma phase
with observable quantities it is mandatory to determine their properties at time-like momenta. Moreover, as
discussed in section 3.2.3, the analytic structure of quarks and gluon in the complex momentum plane might
give vital clues why we are not able to observe these as asymptotic states. To this end, let us first discuss the
quenched theory which features the first order deconfinement transition of pure SU(3) Yang-Mills theory, c.f.
Figs.4.1b and 4.4. The corresponding Schwinger function of the test quark has been determined in Ref. [225]
using the truncation scheme of section 3.3.2; earlier results in Ref. [440] were obtained using a very simple
model. The results of [225] are shown in the upper left diagram of Fig. 4.14. There are clear signals for a
qualitative change in the Schwinger function at Tc. Above the critical temperature S+(τ) is positive and found
to be convex. Chiral symmetry restoration for massless quarks furthermore translates into S+(ωn) = −S+(−ωn)
and S+(τ) = S+(1/T − τ). Indeed, this symmetry emerges when the current quark mass m of the test quark
is decreased. Below the critical temperature, the Schwinger function changes it behaviour: it becomes concave
and for some quark masses even negative for larger times. As discussed in section 3.2.3 this entails a non-
positive spectral function. Similar results have been found in quenched lattice calculations [257] and the
56
0 0.2 0.4 0.6 0.8 1
tT
10-1
100
| S
+
(τ)
 |
chiral
m = 0.05 GeV
m = 0.2 GeV
m = 0.4 GeV
10-3
10-2
10-1
100
| S
+
(τ)
 | 
1.25 T
c
0.99 T
c
0.0 0.2 0.4 0.6 0.8 1.0 1.20.0
0.2
0.4
0.6
0.8
1.0
1.2
ω
p 
[G
eV
]
ω
−
ω
+
ω0
0.0 0.2 0.4 0.6 0.8 1.0 1.2
p [GeV]
0.0
0.2
0.4
0.6
0.8
1.0
sp
ec
tra
l s
tre
ng
th
 Z
Z0
Z
+
Z
-
p/T=0, m=0
p/T=0, m=3.7 MeV
Figure 4.14: Upper left diagram: Absolute value of the Schwinger function S+(τ) as a function of time τ in units of inverse temperature
for two temperatures below and above Tc [225]. Upper right diagram: Dispersion relation of the quark propagator and spectral
strength showing three different branches at T = 1.1Tc; figure adapted from [251]. Lower left diagram: Spectral function for a range
of temperatures above Tc = 142 MeV (gluon model) [252]. Lower right diagram: Strength of the zero frequency peak [252].
model calculations of Ref. [440]. Within numerical accuracy, these changes in the Schwinger function occur
at the same temperature as the critical one extracted from the dressed Polyakov loop. This establishes an
interesting connection between the analytic properties of the quark propagator and center symmetry breaking,
which needs to explored in more detail.
The positive and convex Schwinger function of the quark propagator at temperatures above the chiral
transition opens up the possibility to employ standard MEM methods to determine the spectral function of
the quark. This has been pioneered in Ref. [225] for the quenched theory, refined in Refs. [251, 258, 259]
for the truncation of section 3.3.3 with model gluon, and in Ref. [252] for the model gluon and the back-
coupled truncation of section 3.3.2. For weak coupling, i.e. large temperatures, reliable results have been
obtained previously in the hard-thermal loop (HTL) expansion [441–443]. The quark spectral function there
shows two excitations in the dispersion relation, the ordinary quark with a positive ratio of chirality to helicity
and a collective ’plasmino’ mode with a corresponding negative ratio. Both have thermal masses of order
gT and decay widths of order g2T , where g is the coupling constant. The two excitations are accompanied
by a continuum contribution from a branch cut in the quark propagator due to Landau damping, i.e. the
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absorption of a space-like quark by a hard gluon or hard antiquark. In addition, ultra-soft fermionic collective
excitations have been discussed frequently in the literature, see e.g. [444–447] and references therein. By some
authors, these have been attributed to the breaking of a supersymmetry of the free Lagrangian by temperature
or chemical potential effects at weak coupling. The emerging Nambu-Goldstone mode has been called quasi-
goldstino.
Since the DSEs contain the weak coupling perturbative limit, it is not surprising that these structures have
also been extracted in the MEM-approaches to the DSE-results at large temperatures. It is, however, non-trivial
that these persist in the strong coupling region, i.e. for temperatures close to the pseudo-critical one. In the
upper right panel of Fig. 4.14 we show the corresponding results of Ref. [251] in the gluon model truncation
discussed in section 3.3.3. The quark and the plasmino branch can be seen in the time-like region above the
free-fermion demarcation line ω ∼ p. Below this line, the ultra-soft spectral branch starting at zero frequency
has been seen first in [258] and has been corroborated in Refs. [251, 252, 259]. Whereas the quark and the
plasmino branches mostly share their properties with the ones obtained in the HTL-approach, it is not entirely
clear whether the ultra-soft branch can be identified with the quasi-goldstino mentioned above.27 To this end
one also needs to discuss the residues Z+,−,0 associated with the three quasi-particle branches, which are also
displayed in the upper right diagram of Fig. 4.14 as a function of momentum. Whereas at large momenta
the ordinary quark branch dominates, at low momenta the peak of the zero mode is clearly the largest. This
behaviour has been confirmed in a different formulation of MEM that allows for a systematic error control
in Ref. [252]. From the spectral function shown in the lower left plot of Fig. 4.14 we again see that for
temperatures not too far above Tc = 142 MeV the dominating part of the spectral function is the peak at zero
frequency. For larger temperatures, however, this peak becomes smaller and its fate at very large temperatures
(where it could be identified with the pseudo-goldstino) remains an open question. Whereas in [251, 258, 259]
the peak disappeared around T = 1.4Tc, the authors of [252] found evidence for the persistence of this peak
for much larger temperatures, as can bee seen in the lower right digram of Fig. 4.14 for two different current
quark masses m. Since the region of very high temperatures above T = 400 MeV is not reliably captured due
to the sparseness of the grid of Matsubara frequencies, it is not clear whether the zero peak vanishes at all at
some temperature. In any case, the existence of this zero peak has been confirmed not only in truncations using
the model function for the gluon but also in the truncation of section 3.3.2 including back-coupling effects in
the Yang-Mills sector [252]. Thus it seems to be a stable, truncation independent feature of the quark for
temperatures larger than the (pseudo-)critical one.
A zero frequency mode with different properties as the one discussed above has been extracted analytically
from the quark propagator in the Gribov-Zwanziger approach of Ref. [216]. It has the interesting properties
that for small momenta the dispersion relation behaves similar as the one seen in the upper right diagram of
Fig. 4.14, whereas at large momenta it approaches the free fermion line. Moreover, its residue is negative and
approaches zero for large as well as vanishing momenta, in marked contrast to the one discussed above. In
the set-up of Ref. [216], the properties of this mode have been traced back to complex conjugate poles in the
gluon propagator of the Gribov-Zwanziger framework. Due to its negativity, the resulting quark mode has been
interpreted not as a physical excitation but as a remnant of positivity violation in the quark propagator also
for temperatures above the deconfinement transition. Whether this result is in contradiction with the positive
and convex Schwinger function observed in the DSE-approaches as discussed above has to be explored in more
detail.
Finally, we wish to mention that finite temperature gluon spectral functions in the quenched theory have
been determined in the FRG approach in Ref. [271] using a MEM approach that has been adjusted for non-
positive definite spectral functions. As a result they provided gluonic spectral functions for 0.4Tc ≤ T ≤ 4.5Tc,
with a zero temperature extrapolation that agrees with the result from explicit DSE-calculations discussed
in section 3.4.1. These gluon spectral functions have then been used to compute the viscosity over entropy
ratio in this temperature range. In agreement with other approaches, they found a minimum of the ratio
at temperatures slightly above Tc, which is close but above the lower bound η/s = 1/(4pi) derived from the
AdS-CFT correspondence [448]. An interpretation of the results in terms of a glueball resonance gas at low
27An alternative interpretation has been given in [251], where it has been identified as the temperature analogue of the vacuum
Wigner type solution of the DSEs, discussed at the end of section 3.4.2.
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temperature and a high temperature behaviour consistent with HTL-resummed perturbation theory has been
given in [260] together with a first estimate for η/s in full QCD. A very recent application to heavy-ion collision
phenomenology within the framework of hydrodynamics is reported in [449]. ForNf = 2+1+1 quark flavours,
results for the gluon spectral functions from lattice QCD have been discussed in [261]. In the Gribov-Zwanziger
approach, shear and bulk viscosities have been determined in [217].
4.6 Colour superconductivity
We conclude this chapter with a brief summary of results obtained in the low temperature and high density
region of the QCD phase diagram. As outlined in section 2.1.1, this is the region where we expect to find a
first order transition for the chiral restoration followed by a region where Cooper pairs of quarks condense and
form the SU(3) analogue of superconductivity. The study of this form of matter using the DSE-approach has
been pioneered in a series of four papers [53–56]. Subsequently, it has been extended to the truncation with
back-coupling of the quarks onto the gluons: In a first step, this has been done in a hard thermal and dense loop
approximation [57] (similar to [240]) and in a second step [41] in the fully back-coupled truncation discussed
in section 3.3.2. In the following we discuss the results of the most advanced truncation scheme of Ref. [41].
In order to study superconducting phases in the DSE framework one has to gain access to the associated
condensates. To this end the Nambu-Gorkov formalism has been used, generalising the quark-propagator S
and the quark self-energy Σ to the forms
S(p) =
(
S+(p) T−(p)
T+(p) S−(p)
)
, Σ(p) =
(
Σ+(p) φ−(p)
φ+(p) Σ−(p)
)
. (4.23)
The normal components S± and Σ± correspond to particle and charge conjugate particle propagators and
self-energies, whereas the off-diagonal components are related to the colour-superconducting condensates.
The colour and flavour components of the propagator have to be adjusted to the situation under scrutiny.
In the colour-flavour locked phase (CFL) all flavour and colour components are arranged in a one-to-one
correspondence; this form of pairing is known to prevail in the limit of very high densities accessible in hard-
dense-loop perturbation theory [47]. In this limit, the mass differences between the up/down and the strange
quark are negligible as compared to the scale set by the chemical potential. However, at lower chemical
potential this mass difference can become important and the two-flavour colour superconducting state (2SC)
may be energetically favoured. In this state only the up/down quarks (cross-)pair leaving the strange quarks
as spectators.28. It is of potential great interest in connection to the physics in the interior of neutron stars to
explore the phase boundary between the CFL and the 2SC states. This has been one of the main points of the
studies in the DSE approach. In contrast to NJL-model studies [51], the early DSE calculations indicated that
the CFL phase is dominant for chemical potentials down to the chiral phase transition [53, 54]. This result has
been revised in the more sophisticated truncation schemes of Refs. [41, 57] reintroducing stable 2SC phase(s)
directly after the chiral restoration.
The results of Ref. [41] for the QCD phase diagram with Nf = 2 + 1 flavours is shown in the left diagram
of Fig. 4.15. Let us first compare the location of the critical end-point with the result of Ref. [36] discussed in
section 4.3.1, Fig. 4.9. Compared to Eq. (4.20) the critical end-point (TCEP , µCEPB ) = (120, 400) MeV seen in
Fig. 4.15 occurs at roughly the same temperature but smaller chemical potential. This can be attributed to the
omission of the Ball-Chiu dressing of the quark-gluon vertex in [41] that affects the back-coupling of the quarks
onto the gluon sector. As a consequence, also the location of the chiral first order transition at zero temperature
is shifted to smaller values than expected, cf. the discussion in section 2.1.3. In the superconducting phase,
however, the truncation used in Ref. [41] unfolds its full power even including non-diagonal terms in the
quark-gluon vertex that are important for the CSC phases. Consequently, the phase structure seen in the left
diagram of Fig. 4.15 is the most elaborate extracted from DSEs (and arguably also in general). In the region of
28Taking boundary conditions such as local neutrality and beta equilibrium into account even this type of pairing might be disfavoured
as compared to pairings of same quarks in each flavour channel. Symmetries then suggest Copper pairs in spin 1 channels with
a potential preference to the so-called colour-spin locked phase (CSL) [450–452]. In the DSE-approach, this possibility has been
explored in Ref. [55].
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Figure 4.15: Left diagram: QCD phase diagram as a function of temperature and quark chemical potential including phases of colour-
superconductivity. Right diagram: Meissner and Debye masses (dots) as function of the gap parameter φ in comparison with weak-
coupling results [453] (lines) for the CL phase. Both diagrams taken from Ref. [41].
large chemical potential one finds the usual CFL-phase in accordance with the hard-dense loop results. At zero
temperature, when the chemical potential is lowered this phase turns into a 2SC-state which persists down to
the region of the chiral first order transition. Due to the elaborate construction of the quark-gluon vertex used
in [41] the authors did not have a thermodynamic potential readily at their disposal. Consequently, only first
order coexistence regions can be shown bounded by spinodals. An interesting second region of 2SC-favoured
pairing occurs at finite temperatures and large chemical potential above the CFL-region. In contrast to the 2SC
region at smaller chemical potentials, this region is characterised by small values of the screening mass of the
strange quark defined by
Ms(p, ωp) =
Bs(p, ωp)
Cs(p, ωp) |p=0,ωp=piT
(4.24)
with scalar dressing functionB and temporal dressing function C of the strange quark propagator, cf. Eq.(3.20).
The two 2SC phases are not continuously connected but separated by a large spinodal region (dark blue in the
plot) which borders at four different phases - the CFL-phase, the two 2SC phases and the quark-gluon plasma
phase. Within this region, all phase transitions between these four phases are first order. Outside this region,
the transitions between the 2SC phases and the quark-gluon plasma phase are found to be second order and
take place between T = 40− 60 MeV.
In the right diagram of Fig. 4.15 we display the quark contribution to the gluon Debye (electric) and
Meissner (magnetic) screening masses in the weak coupling limit defined by
(mabD,M )
2 = lim
p→0
ΠabL,T (p, ωp = 0) , (4.25)
where ΠabL,T denote the transverse and longitudinal quark-loop contributions to the gluon self-energy. These
masses are shown as a function of the gap parameter φ, which enters the quark self energies via φ+ = γ5φiMi.
Here the matrices Mi reflect the colour-flavour structure of the superconducting phase and for the comparison
with the weak coupling limit φ is taken as constant, see [41] for technical details. The electric and magnetic
masses agree with the weak coupling results in the region T  φ  µ, where one expects the weak coupling
expansion to hold. This is an important cross-check of the calculation. In other regions sizeable deviations
occur indicating the strong coupling non-perturbative nature of the problem. For more detailed results on the
screening masses we refer the interested reader to Ref. [41].
A further interesting problem, addressed within the DSE approach in Ref. [56] and recently followed up
in Ref. [454] is the one of charge neutrality. For the CFL phase it has been argued in Ref. [455] that charge
neutrality is satisfied exactly. Thus no electrons would be allowed in this phase; it would be an insulator. This
has been confirmed in self-consistent NJL-type calculations [456, 457] which produces energy independent
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gap functions. In contrast, the DSE-approach takes into account the full energy and momentum dependence
of the gap functions which in turn opens the possibility of deviations from charge neutrality. Indeed, this has
been found in Ref. [56]. While at the time it was not clear whether this finding is robust enough to persist
in even more elaborate truncations, it has recently gained support from the study of Ref. [454] in a different
framework.
61
5 Outlook
With the ongoing experimental program at ALICE/CERN and the beam energy scan at RHIC/BNL as well as
the future dedicated programs at NICA and HADES/CBM/FAIR, it remains a major task and challenge for the
theoretical approaches of QCD to make solid qualitative and quantitative predictions for the potentially rich
structure of the QCD phase diagram and the associated physics of strongly interacting matter. One of these
approaches, the Dyson-Schwinger equations of QCD, has been reviewed in this article. In principle DSEs can
be used with two essentially different goals in mind: (i) they may serve as devices for model building with a
prime focus on qualitative features of the strong interaction and the exploration of phenomenological effects
with low numerical costs; or (ii) they can be used as heavy duty machinery to study the physics of QCD in a
systematic expansion in terms of n-point functions. In this review we presented results that originated in the
past decade from first steps in the second direction.
Contemporary truncation schemes of DSEs at finite temperature and chemical potential are advanced to a
point which enables us to explore the physics of the Columbia plot and its extensions to real and imaginary
chemical potential as well as the structure of the QCD phase diagram at realistic quark masses in a systematic
and meaningful way. Since the back-coupling of the quarks onto the gluons is handled explicitly, variations
of the number of active quarks can be assessed systematically. The physics of deconfinement for heavy quark
masses is accessible via order parameters such as the Polyakov loop potential and the dressed Polyakov loop.
The associated change of the analytic structure of the quark propagator has been studied in some detail. At
physical quark masses, results at zero temperature can be compared with available lattice data. This shows
very good agreement for quantities such as the temperature behaviour of the chiral order parameter, the quark
condensate, and the unquenched gluon. Furthermore, the extrapolations of lattice QCD to finite chemical
potential are in agreement with the results from DSEs. Based on the combined evidence from functional
methods and lattice gauge theory, the appearance of a critical end point for chemical potentials µB/T ≤ 2 is
clearly disfavoured. Instead, the DSEs find a CEP at much large values but still close to the extrapolated curve
of the chiral transition found on the lattice. The further improvement of the truncations used to extract this
CEP is an important and necessary task for the future. To this end, results using other functional approaches
such as the functional renormalisation group that corroborate (or reject) this finding are highly desirable.
The very existence of a CEP is potentially called into question by the possibility of more complicated phases
such as the ones featuring inhomogeneous condensates. Although many calculations including inhomogeneous
phases merely replace the CEP with a Lifshitz point (thereby rendering searches for the location of the CEP not
including this possibility still meaningful) this may not be the case in general and needs to be explored further.
An important task for the next years is to intensify contact with experimental heavy ion physics in all
possible respects. Important interfaces are the calculation of fluctuations and ratios thereof, the calculation of
thermodynamic quantities and transport coefficients and the access to spectral functions not only of quarks and
gluons but also of light and heavy mesons. Promising first steps in this direction have been discussed in this
review and will be expanded in the future.
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A Multiplicative renormalizability in the DSEs for the propagators
In the following we discuss the renormalization of the Dyson-Schwinger equations for the ghost, gluon and
quark propagators at zero temperature and chemical potential. The case of finite temperature and chemical
potential is completely analogue, since no new divergences may appear at finite temperature and chemical
potential [458]. The discussion extends the one on the DSE for the ghost propagator given in Ref. [322] to
include the DSE of the gluon propagator and the one for the quark.
Let us start with the Yang-Mills sector. Multiplicative renormalizability of QCD implies the following rela-
tions between unrenormalized and renormalized ghost, gluon and quark dressing functions as well as the ones
for the dressing functions of the ghost-gluon Γghglµ , three-gluon Γ
3g
µνσ and quark-gluon Γ
qg
µ vertices.
G(p2, µ2)Z˜3(µ
2,Λ2) = G0(p2,Λ2) , (A.1)
Z(p2, µ2)Z3(µ
2,Λ2) = Z0(p2,Λ2) , (A.2)
A(p2, µ2)Z−12 (µ
2,Λ2) = A0(p2,Λ2) , (A.3)
B(p2, µ2)Z−12 (µ
2,Λ2) = B0(p2,Λ2) , (A.4)
g(µ2)Zg(µ
2,Λ2) = g0(Λ2) , (A.5)
Γghglµ (p, q, µ
2)Z˜−11 (µ
2,Λ2) = Γghgl,0µ (p, q,Λ
2) , (A.6)
Γ3gµνσ(p, q, µ
2)Z−11 (µ
2,Λ2) = Γ3g,0µνσ(p, q,Λ
2) , (A.7)
Γqgµ (p, q, µ
2)Z−11f (µ
2,Λ2) = Γqg,0µ (p, q,Λ
2) . (A.8)
Here, besides momentum unrenormalized dressing functions depend on an ultraviolet cut-off Λ and are de-
noted with superscript zero, whereas the renormalized dressing functions depend on the renormalization point
µ2 instead. The renormalization factors have been introduced in Eq. (3.7).
Note that the right hand sides of Eqs. (A.8) are independent of the renormalization point. Thus a finite
re-normalization, i. e., a change in the renormalization point from µ2 to ν2 is described by
G(p2, ν2) = G(p2, µ2)
Z˜3(µ
2,Λ2)
Z˜3(ν2,Λ2)
(A.9)
for the ghost dressing function and similar relations for all other dressing functions. Furthermore the identities
(3.8) between the renormalization factors are extremely useful.
In the following we demonstrate explicitly, that the Dyson-Schwinger equations for the gluon and quark
propagators satisfy multiplicative renormalizability. A corresponding demonstration for the ghost-DSE can
be found in the appendix of Ref. [322]. Consider the DSE for the gluon propagator in symbolic notation,
where we kept all Lorenz indices as well as (almost) all dependencies on momenta implicit and instead high-
light the dependencies of the dressing functions and renormalization factors on the renormalization point µ2
(e.g.Γ3gµνσ(p, q, µ2) → Γ3g(µ2); all symmetry factors colour factors, multiple factors of 2pi etc. are absorbed in
the integration symbol
´
).
1
Z(µ2)
= Z3(µ
2)− Z˜1(µ2)g2(µ2)
ˆ
G(µ2)G(µ2)Γgh(µ2)
− Z1(µ2)g2(µ2)
ˆ
Z(µ2)Z(µ2)Γ3g(µ2)
− Z1F (µ2)g2(µ2)
ˆ
A(µ2)
q2A2(µ2) +B2(µ2)
A(µ2)
q2A2(µ2) +B2(µ2)
Γqgl(µ2) (A.10)
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This equation is invariant under a change of the renormalization point, since we have
1
Z(ν2)
=
1
Z(µ2)
Z3(ν
2)
Z3(µ2)
= Z3(ν
2)− Z3(ν
2)
Z3(µ2)
Z˜1(µ
2)g2(ν2)
(
Zg(ν
2)
Zg(µ2)
)2 ˆ
G(ν2)G(ν2)
(
Z˜3(ν
2)
Z˜3(µ2)
)2
Γghgl(ν2)
Z˜1(µ
2)
Z˜1(ν2)
− Z3(ν
2)
Z3(µ2)
Z1(µ
2)g2(ν2)
(
Zg(ν
2)
Zg(µ2)
)2 ˆ
Z(ν2)Z(ν2)
(
Z3(ν
2)
Z3(µ2)
)2
Γ3g(ν2)
Z1(µ
2)
Z1(ν2)
− Z3(ν
2)
Z3(µ2)
Z1F (µ
2)g2(ν2)
(
Zg(ν
2)
Zg(µ2)
)2 ˆ
A(ν2)
q2A2(ν2) +B2(ν2)
A(ν2)
q2A2(ν2) +B2(ν2)
×
×
(
Z2(ν
2)
Z2(µ2)
)2
Γqgl(ν2)
Z1F (ν
2)
Z1F (µ2)
(A.11)
= Z3(ν
2)− Z˜1(ν2)g2(ν2)
ˆ
G(ν2)G(ν2)Γgh(ν2)
− Z1(ν2)g2(ν2)
ˆ
Z(ν2)Z(ν2)Γ3g(ν2)
− Z1F (ν2)g2(ν2)
ˆ
A(ν2)
q2A2(ν2) +B2(ν2)
A(ν2)
q2A2(ν2) +B2(ν2)
Γqgl(ν2) , (A.12)
where in the first line of Eq.(A.11) we have used the STI Z˜1 = ZgZ˜3Z
1/2
3 , in the second line the identity
Z1 = ZgZ
3/2
3 and in the last line Z1F = ZgZ
1/2
3 Z2.
Since the equation is invariant, the change in the renormalization point µ2 → ν2 does not affect the mo-
mentum dependence of the gluon dressing function Z(p2, µ2). The solutions Z(p2, µ2) and Z(p2, ν2) of both
equations (A.10) and (A.12) are uniquely related by the momentum independent ratio Z3(µ2)/Z3(ν2). To our
mind it is mandatory for any reasonable truncation of DSEs that these relations are not spoiled.
Along completely analogous lines one can show the same property for the DSE of the quark propagator.
Since model building often takes place in this equation, we show this property explicitly and detail, how a
rainbow-ladder model is able to cope with this. The renormalized Dyson-Schwinger equation for the inverse
dressed quark propagator S−1(p) = −i/pA(p2, µ2) +B(p2, µ2) is given in symbolic notation by
S−1(µ2) = Z2(µ2)S−10 + g
2(µ2)Z1F (µ
2)
ˆ
S(µ2) Γqg(µ2)Z(µ2) , (A.13)
where again we suppressed the notation of all momentum dependencies and only made the dependence on
the renormalization point µ2 explicit. Note that the µ2 dependence of the bare propagator term with S−10 =
−i/p + m0 and renormalization point independent quark mass m0 = Z4(µ2)m(µ2) is completely carried by the
quark renormalization factor Z2. From Eqs. (A.3) and (A.4) we infer that S−1(µ2) ∼ Z2(µ2). This entails
that separately, A(p2, µ2) ∼ Z2(µ2) and B(p2, µ2) ∼ Z2(µ2), and therefore the quark mass function M(p2) =
B(p2, µ2)/A(p2, µ2) is independent of the renormalization scale. Again, we change the renormalization point
from µ2 to ν2,
S−1(ν2) = S−1(µ2)
Z2(ν
2)
Z2(µ2)
= Z2(ν
2)S−10 +
Z2(ν
2)
Z2(µ2)
g2(ν2)
(
Zg(ν
2)
Zg(µ2)
)2
Z1F (µ
2)
ˆ
S(ν2)
Z2(ν
2)
Z2(µ2)
Γqg(ν2)
Z1F (µ
2)
Z1F (ν2)
Z(ν2)
Z3(ν
2)
Z3(µ2)
= Z2(ν
2)S−10 + g
2(ν2)Z1F (ν
2)
ˆ
S(ν2) Γqg(ν2)Z(ν2) (A.14)
where in the last line we have used the STI Z1F = ZgZ
1/2
3 Z2. The equation is form-invariant under a change
of the renormalization point in agreement with multiplicative renormalizability.
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An often employed truncation scheme in the DSE/BSE framework is a rainbow-ladder truncation together
with an effective running coupling. A convenient way to introduce this truncation and keep track of multiplica-
tive renormalizability is to replace the fully dressed quark gluon vertex Γqg(p, q, ν2) with quark momenta p and
q with the expression
Γqg(p, q, ν2)→ Z1F (µ2)γµΓqg(k2) (A.15)
where the renormalization factor Z1F (µ2) keeps track of all the dependence of the vertex on the renormaliza-
tion point and the tensor structure γµ is dressed by a function Γqg(k2) depending on the gluon momentum only.
In the DSE we then use the STI Z1F = Z˜1Z2/Z˜3 (cf. Eq.(3.8)) and replace the expression(
Z˜1(µ
2)
Z˜3(µ2)
)2
g2(µ2)
4pi
Z(k2, µ2)Γqg(k2)→ α(k2) (A.16)
with the so-called effective coupling α(k2) to arrive at
S−1(µ2) = Z2(µ2)S−10 + Z
2
2 (µ
2)
ˆ
γS(µ2)γ α(k2) , (A.17)
where we made the resulting two bare quark-gluon vertices γ explicit (still suppressing Lorenz indices).
It is easy to check that (A.17) is still multiplicatively renormalizable, provided that the effective coupling
α(k2) is a renormalization group invariant. That this is indeed the case is apparent from Eq. (A.16) using
g(µ2) ∼ 1/Zg(µ2), Z(k2, µ2) ∼ 1/Z3(µ2) from Eqs. (A.2),(A.5) and Z˜1 = ZgZ˜3Z1/23 . The frequently used
rainbow-ladder truncation therefore indeed satisfies multiplicative renormalizability, provided careful track of
all renormalization factors is kept. In particular, the appearance of the factor Z22 (instead of Z2) in front of the
integral of the resulting quark-DSE is mandatory.
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