This is a digital era, in which imaging has become simple and easy with so many handheld compact devices. Extraction of the text from captured images also becomes necessary for efficient indexing and retrieval purpose. But real time images have issues such as sensor noise, blur, viewing angle, different font size, low contrast etc. Though so many efficient methods exist, they faultier when it comes to complex background images. A wavelet based method is used here. This method preprocesses the image before it is given to an OCR filter. A color quantizer is used to minimize the number of distinct colors in the input image. A discrete wavelet transform is performed on the color quantized image which classifies the image into text and nontext pixels based on their color and the standard deviation of the wavelet. This step is followed by fuzzy C means clustering which partitions the image into the background and text regions. This preprocessed image is then passed through an OCR filter to check the quality of text being segmented.
INTRODUCTION
Optical Character Recognition (OCR) is a process that converts images of scanned texts or pictures with characters into machine editable text. A pdf file or a scanned image of a magazine can be converted to editable text. Optical character recognition using optical techniques such as mirrors and lenses and digital character recognition using scanners and computer algorithms were originally considered separate fields. OCR has been broadened to include digital image processing. Early systems required training to read a specific font. Intelligent systems with a high degree of accuracy for most fonts are very common nowadays. Some systems are even capable of reproducing formatted output that closely approximates the scanned page including images, columns and other non-textual components. However the approach is sensitive to the size of the font and the font type. For handwritten input, the task becomes even more formidable. Soft computing has been adopted in the process of character recognition for its ability to create input output mapping with a good approximation. The alternative for input output mapping may be the use of a lookup table that is totally rigid with no room for input variations. Text appearing in images can be classified into two groups: scene text and artificial text. Scene text is part of the image and does not represent any information about the image content, whereas artificial text is laid over the image in a later stage. Artificial text is usually a good key to index images or videos. To obtain such useful indexing data, an OCR system must be used . If the original images are fed directly into an OCR system, the OCR results are often not sufficient due to the complexity of the image background . Text segmentation is aimed at simplifying or removing the background and thus increasing the text quality in order to achieve good results with OCR systems. Image pre-processing is the term for operations on images at the lowest level of abstraction. These operations do not increase the image information content but they decrease it if entropy is an information measure . The aim of pre-processing is to improve the image data by suppressing undesired distortions or enhances some relevant image features for further processing and analysis task. Image pre-processing uses the redundancy in images. Neighboring pixels corresponding to one real object have the same or similar brightness value. If a distorted pixel can be picked out from the image, it can be restated as an average value of neighboring pixels. Image pre-processing methods can be classified into categories according to the size of the pixel neighborhood that is used for the calculation of a new pixel brightness. This paper involves text detection, localization and extraction of text from images with complex background. The OCR filtering stage is not included in this system. The color of the text and background is determined by color quantization. This decreases the distinct number of colors present in the image which will relatively simplify the input image. This simplified image is further decomposed by performing a wavelet transform on it. The color of the pixel and the standard deviation of the wavelet will distinguish the pixels into text and non-text pixels. The text pixels are further classified by Fuzzy C-means clustering (FCM) algorithm. FCM clusters the image into foreground and background clusters. This clustering information is used to produce a binary image with black text on white background. ICDAR data sets have been used to evaluate this proposed method.
PREVIOUS WORK
S.Antani [1] has proposed a shot segmentation approach followed by recognition of text for video indexing. The image is binarized, two segmented text regions are generated . The connected components are determined and those which does not satisfy the required aspect ratio are eliminated. The segmented text regions are given a score based on their text-like characteristics. The image with the maximum score goes into the OCR filtering stage. Text detection methods are classified into two, texture based and region based methods. [3, 9, 19] are text based methods where images are scanned at a number of scales. The neighborhood pixels are classified according to high density edges, DCT Coefficients, distribution of wavelet, high variance of intensity etc. Lack of precision, computational complexity, problems with information integration are the limitations of this method. Region based methods are discussed in [6, 10] . Pixels exhibiting certain properties such as approximately constant color are grouped together. The connected components are filtered geometrically and using texture properties to remove unwanted components. This method simultaneously detects text at any scale and is not limited to horizontal texts. An unsupervised text segmentation method by Julinda Gllavata [4] uses a clustering algorithm to cluster the image as foreground and background, resulting in a binarized image with the text in black color and the background in white color. This method claims to have achieved better results in the case of images with complex backgrounds. Bunke [16] clustered text pixels from images using a common image segmentation or color clustering algorithms. Heuristic analysis of local connectivity of handwritten text by Kamel [5] and Milewski and Govindaraju [12] addresses the problem of varying illumination with an image by searching for stroke locations and targeting only nonstroke areas. While Kamel [5] removes the noise in nonstroke areas by interpolation and thresholding Milewski and Govindaraju [12] restores the strokes of handwritten forms using a simple interpolation of neighboring pixels. The spatial constraints applied to the images are determined by a heuristic. Niblack [13] and Sauvola [15] used histogram analysis to determine the threshold locally. Lee and Kankanhalli [8] use a combined detection and segmentation stage. Detection is performed by searching for strokes with the same gray level. Each potential character is thresholded using the gray level of its boundary. Le Bourgeois [7] assumes that the dominant portion of the image histogram is the background. Binarization is performed using a maximum entropy thresholding scheme with an additional stage to split characters inadvertently connected by the threading. Messelodi and Modena [9] use a simple global thresholding scheme at the tails of the histogram to extract text from book covers. Zhang et al [20] proposed a two step iterative conditional random field algorithm with a BP interference. Two types of neighborhood relationships are used. This method effectively extracted multiple text lines . Y.F Pan [14] presented a CRF model for component analysis using text confidence as a unary feature. D.Q. Zhang [19] proposed a parts based approach for 3D scene text detection using a three order MRF model. Wu.et.al [18] use a low pass Gaussian filter to smooth the image and compute an intensity histogram. The histogram is also smoothed and the first peak from the left of the histogram is used as a threshold for the binarization process. Wolf.et.al [17] proposed a text localization, enhancement and binarization method for multimedia documents. A local thresholding is calculated for each block separately.
TEXT SEGMENTATION
The method proposed in this paper is designed to segment horizontally aligned scene text and artificial text of any font, size and color. The segmentation module operates on the bounding boxes in the image. The output of segmentation is a binary image of black text pixels on a white background. The segmentation approach is divided into the following steps:
1 
Image Enhancement
Image enhancement alters the visual impact on the interpreter . It improves the information content of the image. Most commercial OCRs performs best only if the images have a resolution of 300 dpi. Not all images have a resolution of 300 dpi. Hence in order to improve the resolution of such images a cubic interpolation is performed on the image. The image now qualifies to be acted upon by the subsequent steps involved in segmentation. 
Color Quantization
Color quantization reduces the number of colors present in the input image. The resulting image has only the most dominating colors present in it. But to us it appears to be the same input image. Color quantization is performed by a color quantization method [18] . Two color histograms are constructed and the difference histogram is calculated. The maximum of this difference histogram gives the text color and the minimum gives the background color.
Discrete Wavelet Transform
Wavelet analysis is similar to the Fourier analysis.Wavelets are classified as linear transform that is capable of displaying the transformed output at multiple resolutions depending on the point of time/space and at the desired frequency. The wavelet transform was developed to overcome the shortcoming of the Short Time Fourier Transforms. To process images at multiple resolutions Discrete Wavelet Transform (DWT) is the obvious choice. DWT, which is based on sub-band coding yields a faster wavelet transform. It is possible to reduce the computation time and resources required. DWT can be implemented using filter banks consisting of high pass and low pass filters. The wavelet transform to an image consist of a filtering process in the horizontal direction and a subsequent filtering process in the vertical direction. There are numerous basic functions called mother wavelets that can be used based on the application. Since the mother wavelet produces all wavelet functions used in the transformation through translation and scaling , it determines the characteristics of the resultant wavelet . A Haar wavelet has been used here. The mother wavelet function ψ(t) of a Haar Wavelet is described as:
( 1) Its scaling function φ (t) is described as:
( 2) The standard deviation of the wavelet coefficients in the sliding window is expected to be low within a character's texture and high at its boundaries. The standard deviation of wavelet coefficients in a sliding window at position (x,y) is defined as follows:
where I(x+i,y+j) is the wavelet coefficient at pixel position (x+i,y+j)
Fuzzy C-means Clustering
Fuzzy C-means Clustering is one of the most efficient algorithms for image segmentation. It allows a pixel to exist in more than one cluster and the degree of membership of that pixel can be identified. This helps to segment the objects in an image effectively and accurately. The identification of the pixel membership in each cluster helps to segment the overlapped objects accurately. The number of clusters is decided by the number of objects present in the image. The centroid is chosen by computing the mean of the data point or randomly. The exact centroid is obtained after several iterations until the coefficients have converged. The centroid is calculated as follows :
where is the degree of belonging to the k th cluster. Here there are two clusters, one is the foreground and the other is the background. The background is eliminated and only the foreground that contains the text region is segmented.
Morphological Filtering
The basic morphological filtering operations such as erosion and dilation are performed to remove unwanted small objects from the image.
SIMULATION AND RESULTS
The data for the tests are obtained from ICDAR 2003 robust reading competition. The data sets had varying challenges such as low resolution, uneven lighting, complex backgrounds, sensor noise etc. Further noise such as Gaussian, Salt and Pepper, Speckle, Poisson were added to the images to find out the precision rate under these noisy conditions. The simulations were repeated with different types of blur added to the test data. The simulation results are given below and the precision rate is compared with other existing methods. The Recall rate and the Precision rates are calculated as follows:
Precision rate =
Recall rate =
where is the total number of characters, is the number of correctly recognized characters and Is the total number of extracting characters. 
CONCLUSION
In this work we have applied a discrete wavelet transform to decompose the image and then classified the image into the background and foreground using fuzzy c means clustering algorithm. The segmented foreground consists of the text. The unwanted regions are removed by morphological filtering. The proposed method is reliable and robust to the complex background and geometric variations. This method is applicable to both artificial and scene text images. This work can be further extended for video images.
