Abstract. We extend Witten's spinor proof of the positive mass theorem to large classes of complete asymptotically flat non-spin manifolds, including all manifolds of dimension less than or equal to 11 and all manifolds of dimension n less than 26 which admit codimension 3 immersions into Euclidean space.
Introduction
The Positive Mass Theorem in general relativity states that the mass of an asymptotically flat 3-manifold is nonnegative when the manifold has positive scalar curvature. This theorem was first proved by Schoen and Yau [SY] using minimal surface techniques. Witten [Wi] subsequently indicated a second proof, using spinors. The requisite analysis was provided by Parker and Taubes [PT] ; further details in higher dimensions were given in [Ba] . 
so that Y * l (g| M l ) = δ + a l , with δ the Euclidean metric on R n , and ∂ α (a l ) = O(r 2−n−|α| ) for |α| ≤ 2.
In 1961 Arnowitt, Desner and Misner introduced the (ADM) mass of an asymptotically flat hypersurface in space-time [ADM] ; their definition extends to higher dimension: Definition 1.2. Let (M n , g) be an asymptotically flat manifold. For each end M l we define its mass to be mass(M l , g| M l ) := 1 16π lim
where S R,l denotes the sphere of radius R in the coordinate chart (M l , Y l ). The mass of the manifold (M n , g) is the sum of the masses of its ends
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Lichnerowicz formula) shows that the mass of the manifold can be expressed in terms of ψ as mass(M, g) = ∇ψ 2 + M R 4 |ψ| 2 dvol g .
(1.7)
Therefore, if the scalar curvature R is positive, the mass of (M, g) is positive.
To prove Theorem 1.4, one might first construct a harmonic, asymptotically constant, spinor ψ on M \ V . To repeat Witten's argument requires an integration by parts, which now may introduce unwanted boundary terms from the ideal boundary V . This is a problem familiar in the study of the Hodge theory of L 2 -cohomology of singular varieties (see [PS2] ), which is resolved in that context by proving that, as they approach the singularities, harmonic forms decay sufficiently rapidly to introduce no extra boundary terms when integrating by parts. The analogous desired decay estimates are borderline for the spinor problem, and simple examples show that they cannot hold in general. To overcome this, we perturb the Dirac operator near V . We replace it by an operator for which we can prove both the existence of the perturbed-harmonic spinor ψ satisfying the desired asymptotic behavior at infinity and along V , and can prove positivity of the terms in the consequent modification of the Lichnerowicz formula.
We do not expect that the theorems we have stated here are the sharpest that this technique can yield. Each limiting hypothesis on dimension or codimension is introduced in order to prove an extimate for a lower bound for the first eigenvalue of a quadratic form associated to our perturbed Dirac operator. It is amusing, nonetheless, that the dimensional hypotheses we required to complete our proof are well correlated with the extremal dimensions in M and string theory. The fact that one usually expects superstring backgrounds to admit spin structures limits the application of our results in that direction. It seems more likely that our method of proof, in particular the analysis of sections of what may be viewed as degenerating or singular spin structures on smooth manifolds, may find application, as such singular spin structures might be an interesting new class of singularity to introduce to string theory.
Contents 2. Incomplete Spin Structures
Let M be an oriented n-dimensional Riemannian manifold which is not a spin manifold and thus has non-vanishing second Stiefel-Whitney class, w 2 (M ). In this section, we construct a compact V ⊂ M so that M \ V admits a spin structure.
The construction of V
The second Stiefel-Whitney class is the topological obstruction to extending (n − 1) linearly independent vector fields from the 1-skeleton to the 2-skeleton of M . Hence, it vanishes for any manifold admitting (n − 1) pointwise linearly independent vector fields. With this in mind, we consider the vector bundle Hom(R n−1 , T M ). The fiber at each point x is identified with the space of (n − 1)-tuples of vectors in T x M . In this fiber we take the subset H x of maps which are not of maximal rank. Set H := ∪ x∈M H x . This is a stratified set, with strata occurring only in codimension k b := b(b − 1). The codimension k b stratum, H k b , consists of all the points (x, T ) with T of rank n − b, b ≥ 2. The codimension is exactly the dimension of the space of normal deformations N (x,T ) = Hom(Ker T, Coker T ) at (x, T ) ∈ H.
We choose a section s of Hom(R n−1 , T M ), transverse to H; it corresponds to an (n−1)-tuple of vector fields on M . Let Σ = Σ(s) be the set where these vector fields fail to be linearly independent. It is a stratified space, with strata Σ k b only in codimension k b :
By construction, M \ Σ admits a spin structure. Let P Spin (M \ Σ) be the associated lifting of the bundle of orthonormal frames, P SO (M \ Σ). It might be possible to extend this spin structure over certain connected components of Σ 2 .
Lemma 2.1. There exists V ⊂ Σ, a stratified space
such that M \ V is spin, but the spin structure P Spin (M \ Σ) cannot be extended over Σ 2 \ V 2 .
Proof. Let x ∈ Σ 2 . The holonomy of P Spin (M \ Σ) on infinitesimally small loops in the transverse slice to Σ at x is ±1. If the holonomy is +1 then it is so for the entire connected component of Σ 2 in which x lies. This means that the spin structure extends over this connected component.
We take V 2 to consist of those connected components of Σ 2 around which the holonomy of an infinitesimal loop is −1; and then define V k := Σ k for the higher codimension strata.
This Lemma allows us to choose a spin structure over M \ V with the property that it does not extend over any component of V 2 . We call such a spin structure maximal. We fix a maximal spin structure for the remainder of this article. We denote by S the corresponding spinor bundle.
For each contractible neighborhood U of a point x ∈ V 2 , with U disjoint from V 6 , there is also a trivial spin structure S 0 . The two spin bundles S and S 0 become trivial when lifted to a connected double cover of U \ (U ∩ V 2 ). We use this lifting to identify sections of S with multivalued sections of S 0 . In particular, the maximality of the spin structure near V implies the following lemma.
Lemma 2.3. Let x ∈ V 2 , and let D x be a small transverse disk to V 2 . Let (r, θ) be polar coordinates for D x . Then with respect to the above identification, each spinor on M \ V satisfies ψ(x, r, θ + 2π) = −ψ(x, r, θ).
Therefore the Fourier decomposition of ψ in this transverse slice is
Proof. The claim follows from the fact that the holonomy of the spin connection is −1.
Remark 2.5. The individual Fourier components ψ k (x, r) in the above expansion are dependent on the choice of the trivialization S 0 and so are not globally defined. An easy application of Young's inequality shows, however, that if ψ k (x, r) and ψ k (x, r) are components with respect to two different trivializations then
Here the constant c is independent of ψ but does depend essentially on the two trivializations when V 6 is nonempty.
Lemma 2.6. Let M be an asymptotically flat manifold which is not spin. Then the stratified space V can be chosen so that it lies in the compact part K of M .
Proof. We show that we can choose a generic section s of the bundle Hom(R n−1 , T M ) so that Σ(s) ⊂ K and closed. We fix n−1 independent vector fields on each asymptotically flat end, and then extend them to a section s of the bundle Hom(R n−1 , T M ). There is enough freedom in extending these vector fields so that the section s is transverse to H. From the construction it is clear that Σ(s) ⊂ K.
The conical structure of the singularities of V
The singular structure of V is easily deduced from the geometry of the subset H of Hom(R n−1 , T M ).
Each stratum H k b lies in the closure of each of the higher dimensional strata (the strata H ka with a < b). For (x, T ) ∈ H k b , the normal bundle to this stratum within Hom(R n−1 , T M ) can be identified with the stratified space of maps in Hom(Ker T, Coker T ). The elements which are not of maximal rank can be identified with a subcone of the normal bundle. Elements in this subcone exponentiate to H. A choice of coordinates in a neighborhood U of x allows us to locally trivialize these structures and to identify, via the exponential map, a neighborhood of (x, T ) in H with the product of a neighborhood of (x, T ) in H k b and a small cone of nonmaximal rank elements in Hom(R b−1 , R b ). The cone can be realized as a cone over a subvariety of nonmaximal rank elements in a small sphere in Hom(
This subvariety is again a stratified space. Therefore, the point (x, T ) has a neighborhood which is a product of a manifold and a cone over the stratified space S k b −1 ∩ H. Inducting both on the dimension of the manifold and the dimension of the strata, we see that H is quasi-isometric to an iterated cone. This is the familiar cone over cone topological structure of singularities of projective varieties arising here as a geometric structure. This geometric cone structure is preserved under pull-back by transversal maps, and thus inherited by V .
Nested conformal changes
The geometric structure of V can be improved. Clearly deformations of V which leave the topology of M \ V unchanged do not alter the existence of a spin structure on it. We would like to construct such deformations so that the conical structure is geodesic, meaning that it is given by exponentiating cones in the normal directions to V .
For example, when V = V 2 ∪V 6 , with V 6 a smooth submanifold of M , then a neighborhood of V 6 in V is quasi-isometric to a conic subbundle of the normal bundle of V 6 . We may thus deform V 2 so that near V 6 it is exactly the image under the exponential map of this conic subbundle. We would like to have an approximation to this geodesic structure in general. We construct it iteratively.
Let k d be the codimension of the lowest dimensional stratum in V . The higher dimensional strata have codimension
Remark 2.7. Here we assume that we are in the topologically generic situation where all V kj are nonempty, 1 < j < d. For general M , some of the strata of H might give empty strata of V . This affects the following discussion only notationally.
First deform V k d−1 so that in a geodesic tubular neighborhood of V k d , the intersection of
with each ball in the fiber is a geodesic cone. Let ρ d denote the radial function of this tubular neighborhood. Since V k d is smooth, we may choose its tubular neighborhood of uniform diameter. Let ρ d be a smooth extension of ρ d , constant outside some larger tubular neighborhood of V k d . We denote g = g d and define a conformal change of the metric g to
This converts the balls of the fibers of the tubular neighborhood to asymptotically cylindrical fibers; it sends V k d to infinity, while keeping
In general, assuming we have constructed g b , which sends V k b+1 to infinity, we take a tubular neighborhood of V k b of uniform diameter and denote by ρ b its radial distance. We let ρ b be a smooth extension of ρ b which is constant outside a larger tubular neighborhood. We define the metric
This metric again transforms the balls of the tubular neighborhood into asymptotically cylindrical fibers, sending V k b to infinity and keeping V k b−1 at finite distance. Inductively this allows us to deform V and define a conformal change g 1 of the metric g so that V is of bounded geometry with bounded second fundamental form in the g 1 metric. At the last stage, g 1 sends V k2 = V 6 to infinity and keeps V k1 = V 2 at finite distance. Now, by construction V 2 has a tubular neighborhood of uniform diameter and bounded geometry in the g 1 metric. We set r = ρ 1 and define
where
The metric g ′ is also of bounded geometry.
Remark 2.10. In sum, for small r, r = ρ 1 is the distance to V 2 = V k1 with respect to the metric g 1 , while for small ρ b , ρ b is the distance to V k b with respect to the metric g b .
Moreover, the distance to V 2 with respect the initial metric g is bounded above and below by constant multiples of r = r l (x)| on the asymptotically flat end to the entire M , so that it is equal to 1 in a smaller compact K ′ ⊂ K.
Spaces of sections
Let S be the spin bundle on (M \ V, g), which we fixed in the previous section. Let ∇ g denote the associated spin connection and D g the corresponding Dirac operator.
For each set W ⊂ M \V , we define the Hilbert space L 2 ρ (W, S, g) to be the completion of
Lemma 3.1. Let Z be a compact subset of M . The inclusion
by compact sets. By Rellich's theorem, we can find a subsequence {ψ j,1 } which converges on Z 1 in the L 2 ρ (g)-norm. Moreover, given a subsequence {ψ j,k } that converges on Z k , we can pass to a new subsequence {ψ j,k+1 } that converges on Z k+1 . Passing to a diagonal subsequence {ψ j,j }, we produce a sequence -which we again denote by {ψ j } -that is convergent on each of the compact sets of the chosen exhaustion. Now, using Kato's inequality |∇ψ|(x) ≥ |d|ψ||(x) (3.2) and Rellich's theorem for scalar functions on compact subsets of the complete manifold M , we deduce that {ψ j } admits a subsequence -again denoted by {ψ j } -so that the sequence of scalar-valued functions
To conclude the proof, we need to show that {ψ j Z } is a Cauchy sequence. Chose ǫ > 0. Since {|ψ j | Z } is convergent, there exist n and N 1 so that || ψ j Z\Zn || g < ǫ/3 for all j > N 1 .
Next we choose N 2 so that || (ψ j − ψ k ) Zn || g < ǫ/3 for j, k > N 2 . Let N be the maximum of N 1 and N 2 . Then
Poincaré estimates
In this section we gather together some Poincaré inequalities which we require. We will use these inequalities to control both large scale and small scale behavior of functions and spinors. All the estimates arise as simple perturbations of basic Euclidean Poincaré inequalities for functions, whose proofs we first recall. The passage from inequalities for functions to inequalities for spinors follows from Kato's inequality (3.2).
Euclidean Poincaré Inequalities
Proposition 3.3. Let f ∈ H 1 (R n ), n > 2. Let r denote the radial coordinate. Then
Hence it suffices to prove the estimate for this subspace. Let f ∈ C ∞ 0 (R n \ {0}), and compute in spherical coordinates:
Dividing through by f r and squaring gives the desired estimate. When n = 2, one computes similarly with Essentially the same proof yields the following variant of the above proposition.
Poincaré inequalities for the asymptotically flat ends
We modify Proposition 3.3 to a form suitable to the asymptotically flat ends M l of M . Let E l denote the closure of C ∞ 0 (M l ), with respect to the norm
Let r M l denote the pullback by Y l of the radial coordinate in R n .
Proposition 3.9. There is a constant
Proof. It suffices to prove the estimate for
coordinates we have
for some C l > 0 independent of f .
Remark 3.11. Since the iterative chain of conformal changes of Section 2.3 modify the metric only near V , the Poincaré estimate on the asymptotically flat ends is valid for all these new metrics.
Poincaré inequalities near V
We also need Poincaré inequalities in a small neighborhood in M of a point x in the stratum
is a closed stratum, such an estimate will not be uniform on it, but will depend on the neighborhood. Let T k b be a rotationally symmetric neighborhood of the zero section of the normal bundle
α=1 be an orthonormal moving frame in U for the normal bundle of V k b . Define a map
In particular if we write the metric near x as
Now, with this set-up we are ready to derive a local Poincaré inequality near
There is a constant
Proof. The proof is similar to the proof of (3.10). It suffices to prove the estimate for
where m is smooth and multiplicatively bounded. Integrating by parts gives
and the result follows.
Remark 3.16. Similar Poincaré type estimates hold for any of the other metrics g b (of the iterative sequence of conformal changes that we construct in Section 2.3) and the strata they keep at finite distance.
Angular estimates near V 2
Near the codimension two stratum of V , the absence of a zero mode in the Fourier decomposition (2.4) gives us a sharper estimate.
We continue with the notation from the preceding section. Let {U α } α∈A be a locally finite open cover of V 2 by coordinate ball neighborhoods, and let N α := exp(T
Uα
). Then {N α } α∈A is an open cover of W 2 by contractible sets. Fix a trivialization of a trivial spin bundle, S 0 , on each N α , and write correspondingly for any section ψ of S the Fourier mode decomposition
Let e θ denote a unit vector in the ∂ ∂θ direction, and ∇ g e θ denote the corresponding covariant derivative. Let {e a } n a=1 be a g-orthonormal moving frame in a coordinate neighborhood of x ∈ V 2 . Then ∇ g e θ can be expressed as
where ω denotes the Levi-Civita connection one form in this frame. The frame can be chosen so that ω at y is O(d(x, y)). On a normal disk centered at x this becomes
Hence we find that on a normal disk in a suitable frame,
Invoking Lemma 2.3 to obtain a nonzero lower bound for the Fourier coefficients of ψ on a normal disk we have:
Proposition 3.17. For ψ a spinor on M \ V , and U α a small open set as above on which the Fourier decomposition of ψ holds, there exist a constant C 2 independent of ψ so that
Remark 3.19. The above Proposition is an estimate with respect to g, the initial metric on M . The estimate also holds for the metric g 1 , replacing r by r, the corresponding distance to V 2 .
The Dirac operator D g and the Lichnerowicz formula
Now we turn to the Dirac operator D g on M \ V . We recall the Lichnerowicz formula relating the Dirac Laplacian to the connection Laplacian on the spinors:
Here D * g and ∇ * denote respectively the formal adjoints of the Dirac operator and the spin connection, while R g denotes the scalar curvature of the metric g.
is bounded.
we have the Lichnerowicz formula,
Proof. This is true since both sides define continuous functionals which agree on the dense subspace
Lemma 3.23. The Dirac operator
Proof. This is a consequence of the Lichenerowicz formula. Let ψ ∈ H 1 ρ (g) so that D g ψ = 0. Since R g ≥ 0, formula (3.22) tells us that ∇ψ = 0 and therefore since ψ → 0 on the flat ends, it must be identically 0 in order to be (weighted) L 2 .
Proposition 3.24. Let ψ 0l be smooth spinors defined on the asymptotically flat ends, M l , which, in a neighborhood of infinity are covariant constant with respect to the connection pulled-back by Φ −1 l . Assume that there exist a smooth spinor ψ on M \ V so that:
Proof. Apply the Lichnerowicz formula to the spinor ψ given in the hypothesis. Since ψ is asymptotically covariant constant, it is not in H S) . Hence the integral version of the Lichnerowicz formula will contain boundary integrals taken over spheres of radius R, R → ∞ on each end. Each of these integrals converges to the mass term corresponding to that end (the proof is exactly the one given by Witten, Parker and Taubes [Wi, PT] ). Moreover, condition (ii) assures us that there is no contribution due to the (ideal) boundary coming from V .
Remark 3.26. In order to prove the Positive Mass Conjecture it is sufficient to produce a spinor ψ which satisfies the conditions of the Proposition, and so that ||D g ψ|| g is very small compared to the positive terms on the left hand side of the formula (3.25). The bulk of this paper is aimed at finding such a spinor.
Analysis on Conformally Changed M \ V
In this section we obtain estimates for Dirac operators defined with respect to the conformally modified metric g ′ = F 2 g which was defined in (2.8).
The Dirac operator D g ′
We start by recalling standard formulas relating the spin connection of g ′ to that of g. To make the computations easier to follow, we now let { e a } n a=1 be a g-orthonormal moving frame, and let {e a } n a=1 , be the corresponding g ′ -orthonormal frame: e a = F −1 e a . This correspondence of frames, and therefore between SO(n)-bundles of orthonormal frames, induces a bundle isometry φ : S → S ′ between the spin bundles associated to the metric g
We will suppress φ from our expressions. For example, letting ( ∇, c) and (∇, c) denote the pair spin connection and Clifford multiplication on S and S ′ respectively, we (suppressing φ conjugations) write
We note that our conventions imply, in particular, that
Let D g and D g ′ denote the Dirac operators associated to g and g ′ respectively. As a consequence of the connection relations, one has (suppressing ψ ′ s) the following formula relating the two Dirac operators
Also, the scalar curvature transforms as
It is convenient to write
with f = r −1 ln −p (1/r). Then we have
for small r. Thus we see that our choice of F yields an R g ′ which will be negative for r sufficiently small. Hence, we cannot rely on the standard Lichnerowicz formula (3.22) to obtain lower bound estimates for D g ′ u 2 , unless ∇u 2 is large relative to
In the next section, we will modify the usual Lichnerowicz argument in order to remove the troublesome negative scalar curvature terms, so that we can handle the situation when ∇u 2 is not large. These computations will be less effective when ∇u 2 is large. Hence it is convenient to record an elementary lemma which allows us to employ a minor variant of the standard Lichnerowicz argument in this latter case.
Lemma 4.4. Fix two constants t 1 , t 2 > 0. Suppose that on the support of u, r < t 1 . Suppose also that r 1/2 ∇u 2 ≥ t 2 ln p−1 (1/r)u 2 . Then for some constant c > 0 independent of u,t 1 , and t 2 we have
Proof. For h ∈ C 1 (M \ V ) bounded with bounded derivative, we have
g ′ , we finally deduce
Taking c = n + supR g ′ then yields the result.
Modified Lichnerowicz formula
In this section, we derive local Lichnerowicz formulas associated to subbundles of the tangent bundle. We take W to be a subbundle of the tangent bundle, defined over some open subset O of M \ V . Eventually, we will choose W to be the vertical tangent bundle of the g 1 -normal bundle of V 2 , identified via the exponential map with a subbundle of the tangent bundle of a tubular neighborhood of V 2 .
Let Π denote the g ′ -orthogonal projection onto W , and let Π ⊥ := 1 − Π. The covariant derivative of Π (and equivalently Π ⊥ ) will be controlled by the g 1 -second fundamental form of V 2 . Our conformal change (2.8) was chosen so that this second fundamental form is bounded.
It is convenient to write , where e a = f e a . We have
where f b := e b (f ), the derivative of f by e b . We set
and then we can write
This decomposition is not convenient for manipulations because the two summands are not usually self-adjoint. In fact,
where Π] . This leads us to define the self-adjoint modification:
Lemma 4.6. The self-adjoint operator D W has the following expression
Proof. We compute
Summing over a gives
and the conclusion follows.
Remark 4.8. We also have more generally
We introduce the operator
(4.10) Proposition 4.11 (Local Lichnerowicz Formula). For u a smooth compactly supported spinor supported in O, we have
(4.12)
Proof. This follows from writing
and using (4.10) to express the cross-term in terms of D W,1 u and D W ⊥ ,1 .
Lower Bound Estimates
We use formula (4.12) to obtain estimates for ||D g ′ u|| 2 which are not plagued by negative scalar curvature terms. In this expression, the most important cross-term is ({D W,1 , D 
where the algebraic operators A and B a satisfy: B a is O(r ln p (1/r)), and A is O(r ln 2p (1/r)).
Proof. Using the formulas (4.10) and (4.9), we examine the anticommutator
If we fix a point and compute in a frame where ∇ e a = 0, then ∇ e b e a = 0. In such a frame, we see that the preceding formula reduces to
The conclusion follows from this computation, keeping in mind that e a derivatives are f −1 times e a derivatives, and the hypotheses imply the boundedness of the various e a derivatives and curvatures appearing.
In order to control the above commutator we are left to estimate
Lemma 4.14. If u and v are two compactly supported spinors supported on O, then
The same equation holds when we switch
Proof. Since D W is selfadjoint, this formula is straightforward.
Computing in a g 1 -normal coordinate system, we see that the hypothesis on ∇r eliminates the first two terms on the right-hand-side of the formula. The remaining terms are clearly O(r ln 2p (1/r)).
Control of
Having controlled the cross-terms in our expression for D g ′ u 2 , we are left to obtain esti-
The middle term, as well as the other cross-terms in (4.12) is of the form O(||r 1/2 ln p (1/r)u||
Terms of the form O(||r 1/2 ∇u|| 2 g ′ ) will be estimated by ǫ ln p−1 u 2 , using Lemma 4.4. In other words, we will assume for the remainder of this section that ||r 1/2 ∇u|| 2 g ′ < ǫ 2 ln p−1 u 2 , for some ǫ > 0. We note that ǫ can be made as small as we want by choosing t 1 in Lemma 4.4 sufficiently small. For example, with our subsequent choices of p and related constants, we may take ǫ = 10 −6 . Therefore, we are left to control D W,1 u 2 . For this, we need to specialize the subbundle W . Now let W be the subbundle of the tangent bundle, tangent to disk fibers of a tubular neighborhood of V 2 . Then, letting e 1 and e 2 denote respectively unit vectors in the radial and angular directions, we have
where λ is a smooth function satisfying λ − 1 vanishes to first order on V 2 and the g 1 -second derivative of λ is uniformly bounded. Here λ − 1 measures the deviation of the metric in geodesic coordinates from the Euclidean metric. Since f e 1 and f e 2 arise from the exponential map, we can choose a frame for the spin bundle so that in a given fiber:
Here the error terms arise from the approximation of the metric and the connection by Euclidean ones.
Let u be a smooth compactly supported spinor in a tubular neighborhood of V 2 . The L 2 -norm of D W,1 u restricted to the fiber of the normal disk bundle to V 2 satisfies:
Here the "eucl" subscript means that in each disk, we are computing in the metric f 2 δ where δ denotes the Euclidean metric in the disk fiber pulled back via the g 1 -exponential map from the normal bundle.
Our analysis near V 2 will exploit the Fourier decomposition of a spinor: u = k∈1/2+Z u k .
We introduce a finer decomposition by writing
where c(e 1 )c(e 2 )u ± = ±iu ± .
In the Euclidean disk, the zero order operators c(e 1 ) and c(e 2 ) can be written as 
We obtain
These terms are estimated by variants of the elementary computations of Sections 3.2 and 3.3. Recall that f = r −1 ln −p (1/r). Then for a spinor φ we have
Lower bound estimate for D g ′ u
Now we are ready to analyze ||D g ′ u||. As in the previous paragraph, W is the subbundle of the tangent bundle tangent to the normal disk fibers in a tubular neighborhood of V 2 . We let W ⊥ be the orthogonal complement. Then
(4.20)
Proof. With the given choice of W , we have
From Lemmas 4.14 and 4.16 we see that the bilinear form (
f 2 c(e 1 )v) is symmetric in u and v up to O( r 1/2 ln p (1/r)v 2 + r 1/2 ln p (1/r)u 2 ), and takes the form
When u = v and λ k is any collection of real numbers in the interval [0, 1], we have
Hence,
Setting λ 1/2 = 1, λ −1/2 = 1/2, λ −3/2 = 0, and all other λ k = 0 gives the desired estimate
Here, we have replaced the O( r 1/2 ∇u 2 ) by O(ǫ 2 ln p−1 (1/r)u 2 ) and take ǫ so small that the additional ǫ factor can absorb the uniform constant implicit in the O(ǫ 2 ln p−1 (1/r)u 2 ) notation. 
Of course, a simpler argument using the standard Lichnerowicz formula gives a sharper estimate for D g u 2 :
Using our estimates for angular derivatives this implies
Here χ is a characteristic function supported in a g 1 tubular neighborhood of V 2 where |dr| = 1 andr is the g-radial function in this tubular neighborhood. Thus, r ≃ r d j=2 ρ j .
The Perturbation
The estimates proved in the preceding section can be used to prove existence results and decay estimates for harmonic spinors. Unfortunately, they are borderline for our purposes. In particular, for p > 1 we can construct a harmonic spinor v with the desired asymptotics at infinity but cannot derive that v ∈ Dom min (D g ), while if p < 1 we can show that if v exists it lies in the minimal domain, but we cannot guarantee existence. Any number larger than (p − 1) 2 /4 in the estimate (4.20) or larger than 1/4 in (4.23) would allow us to produce a spinor with the desired properties. Simple examples in flat space show that the estimates cannot be sharpened. Unable to improve the estimates, we perturb the operator D g ′ .
Small self-adjoint perturbation
Useful selfadjoint deformations are difficult to find. To give us more room to maneuver, we replace the spin bundle S with S ⊕ S. We extend D g ′ to act on sections of S ⊕ S by
Let a be a positive constant. We define a selfadjoint perturbation L by
where η 0 (r) is a smooth cutoff function supported in a neighborhood of r = 0, and identically equal to 1 in a smaller neighborhood. Set
Remark 5.3. Given the relation (4.2) between D g ′ and D g , we have
We will call a section u = (u 1 , u 2 ) of S ⊕ S a double spinor. To make the computations easier we also introduce the following selfadjoint operators on S ⊕ S γ 1 (u 1 , u 2 ) := (u 1 , −u 2 ) and γ 2 (u 1 , u 2 ) := (u 2 , u 1 ).
Estimates for the perturbed operator
Using the perturbation L we improve the lower bound estimate (4.20).
Proposition 5.4. Let u be a double spinor, which is compactly supported in a tubular neighborhood of V 2 . Then
Proof. For u a double spinor compactly supported near V 2 , we have:
From this formula and the lower bound estimate (4.20) for ||D g ′ u||, we have the desired estimate.
Improved Integrability Estimates
In this section, we use our lower bound for D g ′ ,L u 2 to obtain weighted integrability es-
) for any bounded, piecewise differentiable function k, with bounded derivative. Therefore
Let ζ(r) be a smooth (in the g 1 metric) cutoff function supported in a tubular neighborhood of V 2 where η 0 = 1, and identically equal to 1 in a smaller neighborhood of V 2 . We define
m . Then plugging into the above inequality we get for some positive constant C, depending on ζ,
with χ m the characteristic function for r > 1 m . Taking the limit as m → ∞, it follows that
and therefore since ǫ is arbitrarily small, ln
Proof. In the preceding proof, we showed that
The preceding lemma implies that
g ′ is uniformly bounded as m → ∞. Hence, taking the limit as m → ∞ we obtain
Hence it is square integrable.
We give a criterion which guarantees that v (and
and is supported on the support of χ. If
Proof. The proof is similar to the proof of Lemma 6.1. Since ξ ∈ C ∞ 0 (M \V 6 ), on its support r/ r is multiplicatively bounded; so the integrability criterion of the hypothesis remains true when w is replaced by ξw and r is replaced by r.
Consider now the equality, for k compactly supported, µ j ( r)ξw
For 0 < q < α, which we now assume, the Lebesgue dominated convergence theorem implies the vanishing of the terms with µ j differentiated in the limit as j → ∞. Hence, taking the limit as j → ∞ gives 1 4
The sum of the first two terms dominates any multiple of the third and fourth term. Hence we may take the limit as m → ∞ to get
which allows us to conclude ξw ∈ Dom min (D g + F L), since µ j ξw is a compactly supported sequence converging to ξw in the D g + F L graph norm.
Proof. From Lemma 6.1 and Lemma 6.3, we have ln
Corollary 6.10. Let u, v, ξ be as in Lemma 6.9. Assume that 0 < b < |a − |1−p|
Proof. This follows from the Lemma 6.9 and Proposition 6.5.
Remark 6.11. Note that the conditions b must satisfy in order to get ξ u and ξ v in the minimal domain are easily satisfied. For p > 1 we need 0 < b < |a − p−1 2 |, while for p ≤ 1 we need a > 1 − p, in order to assure that b with the desired properties exists.
Invertibility of D g ′ ,L
For the remainder of the paper we impose the condition that V = V 2 ∪ V 6 , This condition assures that V 6 is smooth. We choose the constant p ≤ 1 for the function F which defines our conformal transform (2.8). This choice gives a metric g ′ which is complete. Moreover, from Remark 6.11 it follows that we need to choose a > 1 − p.
In this section we prove the following coercivity result: 
Recall that ρ is the distance function on the asymptotically flat ends of M .
denote the closure of C ∞ 0 (M \ V, S ⊕ S) with respect to the norm
The preceding theorem implies that u →
As a consequence, we obtain the following invertibility result:
Corollary 7.3. Let M be a non-spin asymptotically flat manifold as in the above theorem.
Proof of the Corollary. The hypotheses on Ψ imply
. Hence the Riesz representation theorem implies the existence of a
. In particular, for all
implying that Φ is a weak solution to D 2 g ′ ,L Φ = Ψ. Elliptic regularity then implies that Φ is smooth.
The proof of Theorem 7.1 consists of three steps: (1) Show that the kernel of D g,F L is trivial on its minimal domain for η 0 of sufficiently small support; (2) Show that the kernel of D g ′ ,L is trivial; (3) Show that 0 is not in the essential spectrum of D g ′ ,L .
The first step is used to prove the second. The last two steps taken together imply the proposition.
Proof of Step 1
The first step is the following proposition: 
The Lichnerowicz formula applied to this double spinor gives
The estimate (4.23) together with the decay of F L, gives u = 0, if we choose the support of η 0 sufficiently small that ||F Lu||
η0u r 2 .
Remark 7.5. We henceforth assume that η 0 is chosen so that D g,F L has trivial kernel.
Proof of Step 2
Proposition 7.6. Assume that
Proof. Since we have chosen p ≤ 1, the metric g ′ is complete. Therefore the minimal and
, and from Proposition 6.1 we have ln
. From (4.2), the double spinor u := F (n−1)/2 u may be identified with an element in the kernel of D g,F L . The integrability condition on u implies that
This implies that ξ u
for all ξ smooth and compactly supported in M \ V 6 . We choose b so that 1/2 − p/2 < b (this is admissible by Remark 6.11 and by our choice of a > 1 − p). From Proposition 6.5 we obtain that ξ u is in the minimal domain of D g,F L .
To prove this claim, let µ j be the sequence of functions we introduced in (6.7). Evaluated on ρ 2 , they give differentiable cut-offs near V 6 . For any ξ 2 ∈ C ∞ 0 (M ), we have ξ 2 µ j (ρ 2 )ρ 2 u ∈ Dom min (D g,F L ). The completeness of M then implies that µ j (ρ 2 )ρ 2 u is also in the minimal domain. Now we take w j,m to be a smooth compactly supported sequence converging to µ j (ρ 2 )ρ 2 u, with µ j (ρ 2 )ρ 2 u − w j,m graph < 1/m. Then w j,j converges to ρ 2 u in the graph norm. Therefore ρ 2 u is in the minimal domain of D g,F L .
To prove this, we apply our standard argument: Consider a sequence of bounded functions k m of the form k m = ρ α 2 , for ρ 2 ≥ 1/m, and
Since k m u lies in the minimal domain of D g,F L , it lies in the minimal domain of D g (shown in the proof of Proposition 7.4). Hence, we may integrate by parts to get
g , and applying (3.14) to estimate ∇ ∂ ∂ρ 2
, and the preceding inequality implies
The last two terms can be absorbed into the first two, and taking the limit as m → ∞, we deduce
proving Claim 2.
This extra integrability implies that µ j (ρ 2 ) u converges to u in the D g,F L -graph norm. The same argument that showed that ρ 2 u lies in the minimal domain of D g,F L can now be repeated to show that u also lies in the minimal domain. We have chosen η 0 so that 0 is the only element of the kernel of D g,F L . Hence u = 0.
Proof of Step 3
In order to complete the proof of Proposition 7.1, we are left to show that there does not exist an
} be an infinite orthonormal sequence of sections satisfying D g ′ ,L u j g ′ → 0. By Rellich's theorem, we may pass to a subsequence which converges on compacta, strongly in L 2 (g ′ ) and weakly in H 1 to a section u. Weak H 1 convergence implies that u lies in the kernel of D g ′ ,L and therefore vanishes. By passing to a subsequence, we may therefore assume that {u j } converges to zero on compacta. We will show that our hypotheses prohibit this sequence from converging to zero on compacta and arrive at a contradiction.
First, we observe that the sequence must also converge to zero on the asymptotically flat ends. This is an easy consequence of 3.9 and the Lichnerowicz formula. Hence the L 2 -mass of the sequence accumulates in an arbitrarily small neighborhood of V . Let ζ b be cutoff functions with |dζ b | g ′ < 2, supported in a neighborhood of small ρ b and identically equal to 1 in a smaller neighborhood of smaller ρ b . To arrive at a contradiction, we use the following proposition.
for all w compactly supported in a region where ρ b is sufficiently small. Suppose that for our sequence {u j } we have 
By construction
The first and second term on the right-hand-side of this inequality converge to zero, since u j converges to zero on compacta. Hence we have
Hence, choosing m sufficiently large and ǫ m sufficiently small, we deduce that u j → 0 in the complement of any M neighborhood of
norm). Inducting, we deduce that
→ 0, contradicting our hypothesis of orthonormality.
Proof of the Estimate (7.10)
We now turn to proving that the estimates (7.9) and (7.10) hold when V has at most two strata V 2 and V 6 . In fact, the estimate (7.9) for V 2 follows immediately from the estimate (5.5). This implies that the sequence u j converges to zero in the complement of
The analysis in a neighborhood of V 6 is complicated by the modifications we have made to the operator and metric near V 2 . We need to balance two separate estimates -one for double spinors supported in a small neighborhood of V 2 , and one for double spinors supported in the complement of a smaller neighborhood -to prove the requisite estimate. Let η 1 and η 2 be two cutoff functions with g ′ -bounded derivatives. Then our hypothesis
Assume that η 1 is supported in a small neighborhood of V 2 and identically equal to 1 in a smaller neighborhood of V 2 . Our lower bound estimate (4.20) in this neighborhood yields
Here e r denote the unit vector in the ∂ ∂r direction, and the last term is the error term in the lower bound estimate.
Let r j be a sequence of eventually constant approximations to r: r j = r for ǫ 0 ≥ r ≥ ǫ j , r j = ǫ j for r < ǫ j , and r j = ǫ 0 for r > ǫ 0 . Here {ǫ j } is some decreasing sequence of positive numbers which converges to 0, and ǫ 0 is to be determined. Let χ ǫj denote the characteristic function of the set where r j = r. Then given such a sequence {ǫ j } with ǫ j decreasing sufficiently slowly so that
we may replace η 1 by ln 1 2 (1/r j )η 1 in(7.11).
Recall that χ is the characteristic function of the set where |dr| = 1. It is convenient on the support of χ to write u j = u For if these conditions were to hold, we could absorb all terms of negative or undetermined sign into 1 10 χη 2 ln 1/4 (1/r)u j 2 g ′ , given choices of the support of χ and η 0 sufficiently small (independent of j). Thus we are left to treat the case when one of the two above conditions fails.
With these computations, we see that the failure of (7.21) implies that We now consider the sum of the limit inequalities (7.17) and (7.13) under the assumption that (7.22) holds. We fix ǫ 0 = 5 4 T 0 . We only make explicit those terms which are integrals with ln 1/4 (1/r) weight, as the remaining terms can be absorbed into these if we can obtain a good estimate for these higher order terms. Similarly, we suppress terms with dη 1 and dη 2 . This leaves us with 0 ≥ lim 
Now
, we want to make sure that we can absorb all the terms which come with a minus sign. First, we take the terms with coefficient 11/64 and split them into pieces on each of the sets B q and rearrange the sum above. Then, we recall that the relation between the t-coordinate and the r-coordinate is given by t = 4 ln 1/4 (1/r). Since |dη 0 | = Since F is equal to 1 away from V , it follows that Ψ is also an asymptotically covariant constant double spinor on the asymptotically flat ends of M . From Corollary 7.7, Ψ ∈ Dom min (D g + F L). Therefore, we can apply Proposition 3.24 (a double spinor version) to conclude mass(M, g) =
