One of the great challenges in developing models of materials deformation is that the deformation response depends on the evolution of the dislocation microstructure, which in turn depends on the history of the deformation. While a description that depends on details of the discrete dislocations that make up the microstructure may be desirable, the number of dislocations in a deformed material is huge.
To bridge the gap between discrete dislocations and the continuum, we seek a coarse-grained theory, in which the dislocation structures are incorporated in a realistic, but average way. Our approach is built on ideas from continuous dislocation theory, as formulated by Kröner 1,2 and others. [3] [4] [5] While an elegant and powerful theory, continuous dislocation theory has not proved to be particularly useful for practical applications. One of the deficiencies in the theory is the use of a dislocation density tensor that is explicitly an average over some volume. Any detailed information about that volume is therefore ignored, including any underlying structures or the energy associated with those structures. The shortcomings of continuous dislocation theory have been summarized in a recent paper. 2 In this paper, we present a new approach to incorporate local structure within continuous dislocation theory. Our approach is to include terms, described with a multipole expansion, 6 that reflect underlying dislocation structures and can be used as order parameters in a coarse-grained theory. There are three issues that must be addressed: ͑1͒ development of a description of the interactions between averaging volumes ⍀ ͑corresponding to an extension of continuous theory͒, ͑2͒ identification of the energetics of the dislocations within the averaging volume ͑not included in continuous theory at all͒, and ͑3͒ dynamics. Our goal in this Brief Report is to lay the crucial foundation for coarse-grained dislocation simulations via a general formulation of dislocation interactions ͓issue ͑1͔͒, followed by a brief discussion of issues ͑2͒ and ͑3͒.
The theory of continuous dislocations is based on the introduction of a coarse-graining volume ⍀ over which we average the dislocation density.
1,2,7 The Kröner dislocation density is a tensor denoted by ␣ ki , in which k indicates the component of the line direction and i the component of the Burgers vector. In the development of the theory, it is generally assumed that ⍀ is large relative to the dislocation spacing, yet small relative to the system size. 7 ␣ ki is an average quantity and thus does not reflect any properties of the underlying structure at length scales less than ⍀ 1/3 . 2 Consider, as an example, two dislocations in a volume, each having the same line direction and antiparallel Burgers vectors. The net dislocation density in this volume would be zero, yet there would be a dislocation dipole, which has a long-range stress field. There would also be an energy associated with the dislocations in that volume that arises from the interactions between dislocations and the dislocation self-energy.
The interaction energy of a system of continuous dislocations ͑assuming isotropic linear elasticity͒ can be written in as
where the integrals are over the entire system, ␦ i j is the Kronecker delta, ⑀ i jk is the Levi-Civita tensor, repeated indices are summed, is the shear modulus, and is Poisson's ratio. R ,mk indicates the derivative ‫ץ‬ 2 ͉r ជ ЈϪr ជ ͉/‫ץ‬x m ‫ץ‬x k . The form of R ,mk and its derivatives are presented elsewhere. 8 To extend the theory, we start by considering the interaction between a set of discrete dislocations. The interaction energy of a dislocation q lying along a curve C (q) with Burgers vector b ជ (q) with another dislocation t lying along a curve C (t) with Burgers vector b ជ (t) can be written as
͑2͒
where the integrals are over the differential line elements d l ជ (q) and d l ជ (t) .
Consider now the interaction between a set of dislocations in a volume ⍀ϭh 3 of space ͑A͒ with those in another region (B), also with volume ⍀. The centers of the volumes are separated by the vector R ជ o . Assuming linear elasticity, the interaction between the regions E AB is given by a sum over the n A dislocations that cross region A and the n B dislocations that cross B, where it is understood that we integrate over only those parts of dislocation line q A(B) that lie within the respective volumes. R ,mp in Eq. ͑2͒ is the second derivative of Rϭ͉R ជ o ϩr ជ (q A ) Ϫr ជ (q B ) ͉, where r ជ (q A(B) ) are defined as vectors relative to the centers of region A(B). The net energy for a distribution of dislocations is a sum over the interactions between regions in space, i.e., E total ϭ1/2͚ Aϭ1 N ͚ Bϭ1 N E AB , where the 1/2 corrects for double counting and N is the total number of small regions that define the entire system.
We expand R ,mp in a Taylor series around r ជ (q A ) ϭ0 and r ជ (q B ) ϭ0,
where the superscript ͑o͒ indicates that the derivatives are evaluated with both r ជ (q A ) ϭ0 and r ជ (q B ) ϭ0. The derivatives R ,mp␣␤ . . . , are taken with respect to the components of r ជ . We define a set of moment densities of the distribution of loops in ⍀ as
We have defined a coarse-grained dislocation density tensor i j that does not necessarily have the same properties as the Kröner continuous tensor ␣ i j , except in the limit of differential averaging volumes.
We proceed by truncating the expansion of R ,mp at zeroth order, using the moment from Eq. ͑4a͒, assuming that the averaging volumes are sufficiently small (⍀→dxdydz), and taking that R ,mp (o) is a constant ͑to first order͒ over the volumes. Summing the energy terms converts the sums over all AB integrations to double integrals over all space and we recover Eq. ͑1͒. For finite ⍀, however, the expression in Eq. ͑1͒ neglects both local energies and the effects of local structure on the interaction energy between regions.
An important property of the continuous dislocation tensor is that ‫␣ץ‬ i j /‫ץ‬x i ϭ0, which ensures that dislocations either close on themselves or terminate at boundaries. 5 For dislocation densities representing sets of discrete dislocations ͑i.e., sums of ␦ functions͒, the definition of the coarsegrained density tensor i j in Eq. ͑4a͒ meets this requirement. For a distribution of dislocations in finite averaging volumes ⍀, dislocations may not maintain their direction over adjacent volumes, so ‫ץ‬ i j /‫ץ‬x i ϭ0 does not necessarily hold.
Extensions to the theory can be found by including higher-order terms from the expansion of R ,mp . The firstorder correction involves the dislocation dipole density tensor i j␣ , defined in Eq. ͑4b͒ and is equivalent to a dipolecharge term in electrostatics. Making the same assumptions as above ͑e.g., ⍀→dxdydz and summing the energy over all space͒, the first-order correction becomes
͑5͒
The next term in the expansion of R leads to a sum of expressions equivalent to the dipole-dipole and quadrupolecharge terms in electrostatics 6 
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͑6͒
We do not consider the quadrupole or higher moments in this paper, though they are straightforward. Equations ͑1͒, ͑5͒, and ͑6͒ ͑and higher-order terms͒ offer a prescription for incorporating structure into the interaction between averaging volumes in terms of the dislocation density tensor and the dipole density tensor. They do not, however, yield any information about the energy associated with the dislocations within the volumes. 9 To examine the importance of this term, consider a small volume ⍀ containing all or part of n ⍀ dislocations. The energy of that volume is defined as the cell energy of that cell. The cell energy is given by a sum of three terms. The first term is the sum of interactions between all the dislocations within the volume as given in Eq. ͑2͒. The second term is the interaction of a dislocation with itself, i.e., it is Eq. ͑2͒ with AϭB, divided by 2 to correct for overcounting and with an introduced cutoff distance ␥ such that all interactions between parts of the dislocation separated by less than ␥ are ignored ͓to avoid infinite energies associated with the use of the linear elasticity within the core region ͑for all calculations here it is taken to be a Burgers vector͔͒. Another term, E core is introduced to account for the core energy and can be calculated from ato-mistic simulations. 10 We do not consider the core energy further in this paper, though it can be comparable in size to the self-energy. 11 Consider now a system of dislocations in a volume that has been subdivided into smaller cells. The total dislocation energy is then a sum of the cell energies of each cell (E cell ) plus the total sum of the interactions between dislocations in the cells, i.e., cell-cell interactions (E cell-cell ). As we will see, the cell energy is a large part of the total dislocation energy of the system even for cases in which the cell volumes are quite small, yet it is typically left out of all discussions of continuous dislocation theory.
To examine the effects of such a discrete coarse graining, we considered a set of 315 discrete dislocation loops in three dimensions in relaxed configurations. 12 The cubic volume ⍀ containing the dislocations had sides with length h Ϸ3354b, where b is the magnitude of the Burgers vector ͑approximately 1 m for simple metals͒. We partitioned ⍀ into smaller volumes by dividing each side of the cube into 2 n cells, where we denote the order of the discretization by n. The coarse-graining volumes thus are cubes with side h n ϭa/(2 n ) ͑the volume per cell is ⍀ n ϭh n 3 ). We calculated the energy directly by integrating over the loops and summing interactions for each order of the discretization. To calculate the line integrals needed for the evaluation of the energy and the dislocation moments, we employed the fast-summation method recently introduced by Ghoniem and co-workers, 13 in which a cubic spline interpolation is used to smoothly connect nodes along the dislocation line. The line integrals are evaluated numerically.
The total energy of the system was then partitioned into the net cell energy E cell and the total interactions between cells E cell-cell as a function of the order of the discretization. At large discretization volumes, most of the energy is associated with interactions within the cells, as expected. At a discretization with nϭ7, where the coarse-graining volume is a cube with side h 7 Ϸ26b, E cell and E cell-cell are approximately equivalent. At nϭ10 (h 10 Ϸ3.3b), the highest order of discretization examined ͑i.e., smallest cell volumes͒, the cell energy is still about 10% of the total energy. Thus, for any discretization scheme that represents a significant averaging over dislocations, the cell energy is an appreciable part of the total and cannot be neglected.
To explore the discretization in more detail, we located the coarse-graining volume for the nϭ5 discretization that had the largest scalar dislocation density. We denote this specific volume, a cube with side h 5 ϭ105b, by ⍀ 5 o . We then considered three cases in which that volume was divided into sequentially smaller cells with sides 1/2, 1/4, and 1/8 of h 5 , respectively, corresponding to the nϭ6, 7, and 8 discretizations of the full system. We calculated the density tensor and dipole-density tensor of Eq. ͑4͒ for each cell in the three discretizations. We also calculated the cell and cell-cell energies for each case based on the discrete dislocations. The partitioning between cell energies and the interaction energy between cells for the discretizations of ⍀ 5 o mirrored those for the full system.
The main goal of this paper is to examine the interactions between averaging volumes E cell-cell as described by continuous dislocation theory and the extensions to it outlined above. To examine the convergence of that expansion, we calculated ͑for the volume ⍀ o ), the coarse-grained energy E cg ϷE 0 ϩE cd ϩE dd , where E 0 is the Kosevich form of Eq. ͑1͒ with ␣ i j replaced with the coarse-grained density tensor i j , E cd is the dipole-charge term of Eq. ͑5͒, and E dd is the dipole-dipole of Eq. ͑6͒. The convergence of the coarsegrained energy is shown in Fig. 1 , where we plot the fraction of the energy contribution relative to the cell-cell contribution E cell-cell determined from the discrete dislocations. Comparing the sum of the three terms shows that by nϭ8, the three terms have converged to within 9% of the correct answer, while the dipole-dipole term has dropped to about 3% of the total. The Kosevich form, even for the smallest volume, represents only about 78% of the total interaction energy. These results are quite encouraging, however, in that the addition of a few structural parameters, i.e., the dipole density tensor, greatly improves the energetics in our coarsegrained approach.
We see that the extensions to continuous theory presented here ͑especially if more terms are considered in the expansion͒ provide a way to calculate the net interaction energy of the system. We thus have an energy that is a functional of a set of position-and time-dependent order parameters ͑the components of the i j and i j␣ ), which, as will be discussed below, provides a connection to the dynamic evolution of the order parameters, and thus, structure.
As noted above, however, there are two other issues besides the interaction energy that we need for a complete theory. The first of these is the variation of the cell energy with the dislocation structure. We have not completely solved this issue, but we have examined the dependence of the cell energy on the simplest measure of the dislocation structure, the scalar dislocation density . We found that the relation between E cell and dislocation length is essentially linear, which, given the dominance of the dislocation selfenergy, makes good physical sense.
There has been some discussion on the use of correlation functions to represent local cell structures in systems of dislocations. 14, 15 It remains to relate, however, dislocation structure to dislocation energetics. One possible approach is to write the configuration-averaged energy as ͗E͘
is a Green function that contains the logarithmic interaction energy between dislocation pairs, S(k ជ ) is a structure factor for objects carrying a vector charge that embodies the multipole expansion discussed above and the sum is performed over the Brillouin zone. An approximate structure-energy relationship can be obtained for a coarse-grained description by eliminating high-k ជ points and then constructing a new structure factor on the remaining points so as to reflect the frequency of dislocation dipoles in the dislocation microstructure. This procedure is currently under development.
The third issue that is needed is a description of the dynamics of the evolution. Recently, Rickman and Viñals showed that the driving force for overdamped, dislocation dynamics involves the functional derivative ␦E͓ ͔/␦ i j for standard continuous theory ͑and, by extension, ␦E͓ ͔/␦ i j␣ for the current theory͒. 16 It follows from our previous discussion that other driving forces that incorporate local cell structure should also be included in the description.
In summary, we have shown that the continuous dislocation formalism when applied to discrete averaging volumes ignores both long-range fields arising from the underlying structure as well as the energy associated with the dislocations within the cells. We then showed that it is straightforward to extend the theory to approximate local structures by using a multipolar representation of the energy, which introduces new sets of order parameters for a coarse-grained description. While we have not derived an expression for the energy associated with the underlying structures, we have shown a simple scaling law that may prove useful in an approximate theory. 
