Abstract. The properties of diffusion processes are drastically affected by the heterogeneity of the medium that can induce non-Gaussian behavior of the propagator in contrast with the idealized realm of Brownian motion. In this paper we analyze the diffusion propagator when distinct origins of heterogeneity (e.g. time-fractional diffusion, diffusing diffusivity, superstatistics) are combined. These combinations allow one to describe new classes of strongly heterogeneous processes relevant to biology. Based on a combined subordination technique, we obtain the exact propagator for different instructive examples. This approach is then used to calculate analytically the first-passage time statistics (on half-real line and in any bounded domain) for a particle undergoing non-Gaussian diffusion of mixed origins.
Introduction
The description of diffusion processes in heterogeneous media is fundamental for the characterization of physical and biological diffusion-controlled systems. In the last decade, many experiments in complex media have shown evidences that heterogeneities have a drastic effect onto the diffusive properties of particles. In particular, the distribution of displacements of a particle can significantly deviate from the conventional Gaussian distribution [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . The non-Gaussian character, observed at short times, can either disappear at long times or not. In the former case, the particle can be assumed to explore different diffusivities along its path that induce non-Gaussian displacements.
In such theoretical models, when the diffusivity is fluctuating around its mean [14] [15] [16] [17] [18] [19] [20] , the Gaussian regime is recovered when the trajectory duration is much longer than the mean-reverting time of diffusivity [21, 22] . In another group of models, known as annealed transit time model (ATTM), the particle experiences a medium where the diffusion coefficient does not evolve continuously but changes at random times [23] .
When diffusion remains non-Gaussian even at long times, several explanations can be at play. When the distribution of periods with a constant diffusivity in the ATTM model has a heavy tail with infinite mean, the particle never explores the whole distribution of diffusivities. Therefore the dynamics exhibits weak ergodicity breaking [23, 24] . Another model that displays both non-Gaussian distribution and weak ergodicity breaking is the time-fractional diffusion when the particle dynamics is so slow that it never explores the whole phase space. The non-Gaussian behavior can also originate from inter-trajectory fluctuations when trajectories with different diffusion coefficients are used to build up an empirical probability density which is termed superstatistics [25] [26] [27] . This situation can typically happen in cell biology when intercell fluctuations are unavoidable. Another occurrence of non-Gaussian distributions Non-Gaussian diffusion of mixed origins 3 arises when a Gaussian process is superimposed with additional non-Gaussian noise. A priori, all these mechanisms are not mutually exclusive and can combine to produce very complicated types of motion [28, 29] .
In this article, we investigate the probability density function of particle displacements subject to non-Gaussian diffusion of mixed origins when several mechanisms contribute. We will take advantage of the fact that many non-Gaussian diffusion processes can be mathematically described via subordination [30] [31] [32] [33] . Then we successively apply the subordination technique in order to describe the combined effect of different mechanisms causing heterogeneous non-Gaussian diffusion. The path properties of the particle remain the same as in the case of Brownian motion but the "speed" at which the particle travels along the path is disorder-driven. An equivalent way of interpreting the subordination is that the integrated diffusivity is not deterministic but randomly increasing.
In Sec. 2, we formulate several physical mechanisms leading to non-Gaussian diffusion in terms of subordination integrals and describe the particular forms of the probability density function of their integrated diffusivity. In Sec. 3, we propose a model of integrated diffusivity which can either converge to normal diffusion at long time or not. We also discuss its relation to other random diffusivity models. In Sec.
4, using the properties of subordination, we obtain the probability density function of particle displacements, subject to several heterogeneity origins. In Sec. 5, we address an important topic of first-passage time statistics that have been studied for diffusing diffusivity [34] [35] [36] , Brownian motion subordinated by a Lévy process [37] and general random diffusivity models [35] but not for their combination. Based on our description, we calculate, for these mixed models, the first-passage time statistics in a bounded domain and on the real half-axis.
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Integrated-diffusivity zoology
In this section we make a non-exhaustive inventory of models of non-Gaussian diffusion that can be described via the subordination approach. In order to compute the probability density function P (x, t) of being at x at time t starting from the origin at time 0, one specifies the probability density p(x, u) of a displacement x with integrated diffusivity u and integrate it with respect to the probability density function R(u, t) of having u in a time t such that
In the case of one-dimensional Brownian motion, the diffusion coefficient is constant so the integrated diffusivity is deterministic u = λ u t/λ t , where λ u and λ t are respectively the scales of integrated diffusivity and of physical time, from which we have
and the distribution of displacement reads
with the length-scale λ x . After integration in Eq. (1), we retrieve the Gaussian propagator
where the diffusion coefficient D = λ 2 x /λ t is the ratio of the squared length-scale λ 2 x to the time-scale λ t . Note that the scale associated to u disappears after integration because we chose the same scale λ u in Eqs. (2, 3) ; along the rest of the paper the final propagators will include only λ x and λ t due to the particular choice of intermediate scales.
Except for the trivial case of Brownian motion, subordination integrals might be difficult to compute analytically, and it is convenient to compute instead the Non-Gaussian diffusion of mixed origins 5 characteristic functionP (k, t) which is the Fourier transform of P (x, t) with respect to xP
From the characteristic function, the moments of the distribution and the excess kurtosis are easily calculated. The propagator in real space can then be obtained by analytical or numerical Fourier inversion of the characteristic function.
Time-fractional diffusion
Perhaps the best studied model of annealed disorder leading to non-Gaussian distribution is the one of time-fractional diffusion of order β. This anomalous diffusion process that displays weak ergodicity breaking can be obtained as the long-time limit of a continuous time random walk in which the waiting times are power-law distributed with an infinite mean. The probability density function of displacements is expressed in terms of the Fox H function by using a Mellin transform of the time-fractional diffusion equation [38] . The very same results can equivalently be obtained by subordination of Brownian motion with an inverse Lévy stable subordinator [30, 33] . The pathwise representation to time-fractional diffusion equation is
with y(t) the standard Brownian motion (or Wiener process) and S(t) the subordinator
where U β (τ ) is the stable subordinator with an exponent 0 < β < 1. The associated propagator P (x, t) takes the form of a subordination integral
Non-Gaussian diffusion of mixed origins 6 where p(x, τ ) plays the same role as p(x, u) in Eq. (1) (i.e. the probability density of displacements) and T (τ, t) is the probability density of the integrated operational time
In the case of time-fractional diffusion, the probability density T (τ, t) of the inverse stable subordinator is given by [30] T
where λ τ is the time-scale of internal time and f β (z) is defined by the inverse Laplace
where [39] . One gets thus
Diffusing diffusivity
The subordination concept has also been used to describe the propagator P (x, t) of a diffusion process with time-dependent diffusivity [18, 19] . In this case, P (x, t) is calculated by another subordination integral
where Q(u, t) is interpreted as the probability density of integrated diffusivity
Several models have been explored in which the mean squared displacement is linear but the diffusivity is fluctuating around its mean [14] [15] [16] [17] [18] [19] . For instance, diffusivity
Non-Gaussian diffusion of mixed origins 7 was modeled as the distance from the origin of an n−dimensional Ornstein-Uhlenbeck process [14, [16] [17] [18] , as a Cox-Ingersoll-Ross process [19] , and as more exotic stochastic processes [20, 22, 40] . The Langevin equation associated to positive time-dependent diffusivity D t can be written
with some drift a D and volatility b D . To describe the fluctuating diffusivity by subordination, one needs to obtain the probability density of the integrated diffusivity
The Laplace transform of the probability density of Y t conditioned on the value D 0 of
satisfies the Feynman-Kac formula which for the considered case of time-independent coefficients a D and b D can be written via time reversal as [41]
subject to the conditionQ(s, t = 0|D 0 ) = 1. The Laplace transform of the probability density of the integral of the CIR processQ(D, t|D 0 ) was named Υ(D, t|D 0 ) in our previous paper [35] ; here we keep the notation Υ(D, t|D 0 ) for the Laplace transform of the probability density of any integrated diffusivity process that will be used in the context of first-passage time statistics in a bounded domain in Sec. 5.1. The marginal probability density is obtained by averaging the initial diffusivity D 0 over the stationary
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Assuming the Gaussian form (3) of p(x, u) in Eq. (13) and performing the Fourier transform with respect to x, one gets
Superstatistics
In the case when the observed dynamics is sampled from a collection of independent particles with a constant but random diffusion coefficient, an appropriate description is in terms of superstatistics [18, 19, 25, 26] . The propagator of the ensemble of particles
is a superposition of individual propagators p(x, t|D) with diffusion coefficients picked from a probability density Π(D). When the spatial coordinates of the individual
being the anomalous exponent and D µ the generalized diffusion coefficient, then the propagator can be written p(x|D µ t µ ). The superstatistical propagator
can be reformulated in terms of a subordination integral through the variable change
where the probability density of integrated diffusivity is
Continuous-time random integrated diffusivity (CTRID)
Here we propose a simple model of integrated diffusivity that reproduces the main features of fluctuating diffusivity. Instead of describing the fluctuations of diffusivity, we directly model its integral. We model the integrated diffusivity by a piecewise
Non-Gaussian diffusion of mixed origins 9 constant function which takes increasing random values on successive time intervals of random durations. We define the transit times to be the random time spent between two successive increments of integrated diffusivity. We consider both the transit times and the increments of integrated diffusivity to be independent, although this assumption can be relaxed (see [42] ). While the piecewise constant integrated diffusivity and a continuously increasing one are different at short times, their long-time behaviors are expected to be the same. Using the renewal theory, we construct a formula for the probability density of integrated diffusivity R(u, τ ) (see Eq. (56)). Then, based on the long-time behavior of our version of the Montroll-Weiss formula, we establish an advection equation and a fractional advection equation that describe long-time and large-integrated-diffusivity-increments behavior of the CTRID that we solve and apply in next sections.
We also note that our CTRID model is different from the annealed-transit-time model in which the diffusivity is piecewise constant [23] . Figure 1 illustrates the graph of integrated diffusivity in the case of diffusing diffusivity model (DD), ATTM model and in our case (CTRID), suggesting that both models should be equivalent in the longtime limit. In the two latter cases, the parameters of the models can be tuned to be much closer to the DD model than presented here.
Renewal formula
We obtain the distribution R(u, τ ) by adapting the continuous-time random walk framework. We choose a stationary strictly positive distribution of integrated diffusivity jumps with density r(u) and a stationary strictly positive distribution of transit times with density φ(t). The probability density for an integrated diffusivity to be equal to u after m jumps is
which in the Laplace domain becomeŝ
In the same way, one obtains the probability density of making m integrated diffusivity increments in a time τ in the Laplace domain
whereas the probability of no integrated diffusivity change for a time τ reads in the
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Laplace domain aŝ
Summing over all possible numbers of jumps, one gets for the double Laplace transform
which simplifies to an analog of Montroll-Weiss formulâ
For instance, whenr(s u ) is a Gamma distribution, one obtains the integral of a timedelayed version of the Gamma process studied in [31] .
Advection equation
We first consider the case when both transit times and increments of integrated diffusivity have finite means λ τ and λ u respectively. For small s τ and s u , one haŝ
andr
so thatR
Using the properties of the Laplace transform we obtain that in the long-transit-time and large-integrated-diffusivity-jump limit, R(u, τ ) is described by an advection equation
Given an initial distribution R 0 (u) that verifies R 0 (u) = 0 for u < 0, the solution is
where the Heaviside function Θ(z) ensures the positivity of the solution.
The functional form R 0 (z) of the distribution is preserved but the mode of the distribution has a constant drift over time. In this way, u is strictly increasing therefore it is an appropriate subordinator. The particular choice R 0 (z) = δ(z) makes the integrated diffusivity deterministic, implying a constant diffusion coefficient. The integrated diffusivity is characterized by both a diffusivity scale λ u representing the strength of integrated diffusivity fluctuations, and a timescale λ τ .
We illustrate the behavior of this model by considering a simple case when R 0 (u)
is an exponential distribution
with the integrated diffusivity scale λ u . The Laplace transform of R(u, t) with respect
Using Eq. (3) for p(x, u) we deduce the characteristic functioñ
The first factor is the characteristic function of the Laplace distribution while the second factor is that of the Gaussian distribution. When λ t ≪ 1, it is well approximated by a Laplace distribution. When t/λ t ≫ 1, the distribution is Gaussian with exponential tails. However, for sufficiently long time, the exponential tails cannot be observed in practice due to a limited amount of measurable data. Note that this is exactly the propagator for Brownian motion with additional Laplace distributed measurement noise.
The propagator in real space is then obtained through the convolution integral
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where erfc(x) is the complementary error function. Figure 2 illustrates the propagator for CTRID and Gaussian distributed displacements obtained in Eq. (39) that is a Laplace probability density function at short time and converges to a Gaussian one a longer time. Similar calculations can be conducted for more general R 0 (u) (e.g. generalized Gamma distribution).
Because the distribution of the integrated diffusivity preserves its shape at all times, the mean squared displacement as well as all even moments of displacements are not zero Non-Gaussian diffusion of mixed origins 14 at time t = 0. For this reason, we characterize the distribution by its moments minus their initial values. In this case the mean squared displacement is a linear function of time,
and the fourth moment is a quadratic function of time
such that the shifted normalized excess kurtosis is
The long-time behavior is the same as in the diffusing diffusivity model at times longer that the diffusivity autocorrelation time [19] . This minimal model reproduces then well a situation of uncorrelated fluctuations of diffusivity.
The fractional advection equation
Now we get to the case of heavy-tailed distribution of both transit times and integrated diffusivity jumps. The developments for small s τ and small s u read:
where λ τ and λ u are respective scales, while 0 < δ < 1 and 0 < γ < 1 are the scaling exponents. Eq. (29) yields thuŝ
so that R(u, τ ) satisfies the fractional advection equation
where D
1−δ τ
and D γ τ are the Riemann-Liouville operators, e.g.
The inverse Laplace transform of Eq. (45) 
where E δ (z) is the Mittag-Leffler function [43] . The inverse Laplace transform of Eq.
(48) with respect to s u can be expressed in terms of the Fox H function [39] 
Multiple subordination
In this section we discuss the possibility of describing time-dependent heterogeneity of mixed origins. The Langevin equation associated with time-dependent diffusivity and waiting times between displacements can be written as a system of three independent Langevin equations
where dη(u) is a continuous noise term (e.g. increments of a Lévy process) with a
is the time-dependent diffusivity, and S(t) describes the increments of the internal time; both D(τ ) and S(t) can be stochastic processes. There are at least two methods to solve these equations. The first method is to consider the three-dimensional Fokker-Planck equation for the joint probability density P (x, u, τ, t). The marginal propagator P (x, t) that can be estimated
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We choose the second method consisting in solving three independent Fokker-Planck equations: (i) one on the probability density p(x, u) of displacements, (ii) the other on the probability density R(u, τ ) of the integrated diffusivity and (iii) the last one describing the evolution of the probability density T (τ, t) of the internal time of waiting times. The mathematical key is that a subordinated subordinator is itself a subordinator. Therefore, the probability density obtained by successively subordinating Brownian motion with different subordinators can be seen as Brownian motion subordinated by a single more sophisticated subordinator. For example, the pathwise properties of a particle with Gaussian displacements with diffusing diffusivity and waiting times between jumps can be represented as
with the standard Brownian motion y(t) and the subordinator I(t) interpreted as integrated diffusivity
and S(t) is the subordinator associated to waiting times, defined in Eq. (7), whose distribution is given in Eq. (12) . Let us define x(t) = y ⋆ S 1 ⋆ S 2 ⋆ (t) as the operation associated to a double subordination x(t) = y[S 1 (S 2 (t))]. In general, the subordination can be done an arbitrary number of times, and the characteristic function of the n-fold subordinated process
with y(t) distributed according to p(x, u), is
with the probability density R i of the i-th subordinator.
In this section we study the propagator for processes with combined time-fluctuating diffusivity and waiting times between jumps by combining Eq. (8) and Eq. (13) into a double subordination formula
This representation allows one to model a great variety of diffusion phenomena by adjusting p(x, u), R 1 (u, τ ) and R 2 (τ, t).
In Table 1 , we list some examples of diffusion processes that can be described within the double subordination framework. In each case we present the characteristic function of displacementp(k, u), and the probability densities R 1 (u, τ ) and R 2 (τ, t) of two subordinators, necessary to get the characteristic function of the desired mixed non-Gaussian model.
Superstatistical CTRID
When analyzing single particle data from an experiment on living cells, a representative statistical set is often obtained from numerous cells. If we assume that the dynamics of an individual tracer can be described by a diffusing-diffusivity model, then each tracer may have a different long-term average diffusion coefficient due to the cell-to-cell variability. Then the propagator obtained from the ensemble of acquired trajectories is a superposition of diffusing diffusivity processes, i.e., a superstatistical diffusing diffusivity
propagator. Taking our CTRID as a example of diffusing diffusivity model, our approach allows for the first time to describe such superposition:
x u/λ u ), R 0 (u) to be defined in Eq. (35) , and the
with dimensionless scale λ t /λ τ and shape parameter η, the characteristic function is
At this stage, we notice that the initial non-Gaussian propagator converges to another non-Gaussian propagator in the long-time limit.
The distribution is then the convolution of a Laplace distribution with the probability density (16) from [19] 
where K ν (z) is the modified Bessel function of the second kind.
The propagator in real space can be computed through the convolution integral
which in the case η = 1 reduces to
which remains positive and properly normalized at all times. Figure 3 illustrates the propagator from Eq. (61), which behaves at short times as a Laplace distribution and then converges to an even less Gaussian distribution at long time (the kurtosis has increased).
Space-diffusivity-time fractional diffusion
In the literature, diffusion processes with a stable distribution of particle jumps (space fractional diffusion) and power law waiting times between jumps (time fractional diffusion) have been investigated [45] [46] [47] [48] . Here our approach allows us to generalize these processes by introducing an example of non-Gaussian diffusion in which four mechanisms leading to anomalous diffusion are superimposed that we call "space-diffusivity-time fractional diffusion".
The jumps are distributed according to a symmetric stable distribution, and exhibit fluctuating diffusivity for which the integral is modeled according to the fractional advection equation developed in Sec. 3.3. Finally there are power law waiting times between displacements of the particle similar to that of the time-fractional diffusion model. The system of integro-differential equations describing the whole system is
where the first equation describes diffusion with symmetric stable displacements, the second one is the fractional advection equation for the integrated diffusivity, and the last one is the time-fractional advection equation of the inverse stable subordinator [30] .
The characteristic function (i.e., the Fourier transform with respect to space coordinate of the solution to Eq. (63a)),
is first combined with the probability density of integrated diffusivity from Eq. (49) such thatṼ
is the Laplace transform of R(u, τ ) with respect to u with parameter s u = λ α x |k| α /λ u :
that can be written in terms of the Fox H-functioñ
The probability density T (τ, t) of the inverse stable subordinator is given by Eq. (12) . Then the characteristic function of displacements at time t is expressed as the subordination integral 
Then, the inverse Fourier transform is performed by using the properties of the Fox H-function which gives access to the exact expression for the probability density
Because α and γ appear as a product in the propagator, the changes of fractional integrated diffusivity plays the same role as the stable displacements of a Lévy flight. In turn, although β and δ appear as a product that scales time, they differ in the arguments of the Fox H function, suggesting new effects from the combination of both mechanisms.
The combined effect of β < 1 and δ < 1 is to slow down the dynamics while the combined effect of α < 2 and γ < 1 is to make more probable large displacements.
First-passage times
We now look into the problem of the first-passage time statistics which is central for the description of reaction kinetics.
First-passage time in any bounded domain in R d
In the case of first-passage time in a bounded domain Ω in R d , many results are known for Brownian motion. The approach developed in this article was to design an elaborate annealed disorder description of non-Gaussian diffusion which can be shown to be equivalent to a subordinated Brownian motion. As a consequence, as explicited in [35] , the first-passage time statistics can be obtained by applying appropriate subordination 
This approach gives access to various first-passage time statistics for any combination of time-dependent heterogeneities.
For instance, in the case of Diffusivity-Time Fractional diffusion model which is the solution of Eq. (69) with α = 2 to ensure the process to be a subordinated Brownian
