Abstract. In 2010, Everitt and Fountain introduced the concept of reflection monoids. The Boolean reflection monoids form a family of reflection monoids (symmetric inverse semigroups are Boolean reflection monoids of type A). In this paper, we give a family of presentations of Boolean reflection monoids and show how these presentations are compatible with quiver mutations of orientations of Dynkin diagrams with frozen vertices. Our results recover the presentations of Boolean reflection monoids given by Everitt and Fountain and the presentations of symmetric inverse semigroups given by Popova respectively. Surprisingly, inner by diagram automorphisms of irreducible Weyl groups or Boolean reflection monoids are constructed by sequences of mutations preserving the same underlying diagrams. Besides, we show that semigroup algebras of Boolean reflection monoids are cellular algebras.
Introduction
Around 2000, Fomin and Zelevinsky introduced a new family of commutative algebras called cluster algebras, [19] . The theory of cluster algebras has connections and applications to diverse areas of mathematics and physics, including quiver representations, Teichmüller theory, tropical geometry, integrable systems, and Poisson geometry.
Barot and Marsh applied the idea in cluster algebras to give new presentations of finite irreducible crystallographic reflection groups, [2] .
Quiver mutations play an important role in the theory of cluster algebras and the work of Barot and Marsh [2] . Finite type cluster algebras are classified by finite type Dynkin diagrams, [20] . The quivers appearing in the work of Barot and Marsh [2] are quivers of finite type (i.e., these quivers are mutation equivalent to orientations of finite type Dynkin diagrams).
Let Γ be a quiver whose underlying graph is a Dynkin diagram. In [2] , Barot and Marsh gave new presentations of the reflection group W Γ determined by Γ and showed that these presentations are compatible with mutations of Γ quivers. More precisely, Barot and Marsh introduced some additional relations (cycle relations) corresponding to chordless cycles arising in quivers of finite type. For any quiver Q of finite type, they defined an abstract group W (Q) by generators (corresponding to vertices of Q) and relations and then proved that W (Q) ∼ = W Γ .
Motivated by Barot and Marsh's work, new presentations of affine Coxeter groups, braid groups, Artin groups, and Weyl groups of Kac-Moody algebras have been studied using quiver mutations in [16, 17, 24, 28, 37] , respectively.
One of the aims in this paper is to give new presentations of Boolean reflection monoids and show that these presentations are compatible with mutation of certain quivers.
In [10] , Everitt and Fountain introduced the concept of reflection monoids. The Boolean reflection monoids are reflection monoids. Symmetric inverse semigroups are Boolean reflection monoids of type A. In [11] , Everitt and Fountain obtained presentations of the Boolean reflection monoids of type A, B/C, D.
Let A ε n−1 (respectively, B ε n , D ε n ) be the Dynkin diagram with n (respectively, n + 1, n + 1) vertices, among them the first n − 1 (respectively, n, n) vertices are mutable vertices and the last vertex ε is a frozen vertex, which is shown in the 4-th column of Table 1 . We label an edge if its weight is greater or equal to 2.
Let ∆ ∈ {A ε n−1 , B ε n , D ε n } and Q any quiver mutation equivalent to a quiver whose underlying graph is ∆. We define an inverse monoid M (Q) from Q, see Section 4.3, and show that M (Q) ∼ = M (Φ, B), where M (Φ, B) is the Boolean reflection monoid defined in [10] , see Theorem 4.7 and Proposition 4.9. This implies that Boolean reflection monoids can also be classified by ∆, see Table 1 . In [2, 16, 24, 28] , the diagrams corresponding to presentations of irreducible Weyl groups, affine Coxeter groups, braid groups, Artin groups have no frozen vertices. In present paper, the diagrams corresponding to presentations of Boolean reflection monoids have frozen vertices. Table 1 . Boolean reflection monoids and Dynkin diagrams A ε n−1 , B ε n , D ε n .
In Proposition 3.1 of [10] , Everitt and Fountain proved that the symmetric inverse semigroup I n is isomorphic to the Boolean reflection monoid of type A n−1 . We recover the presentation of the symmetric inverse semigroup I n defined in [9, 32] . The presentation corresponds exactly to the presentation determined by A ε n−1 . Moreover, we recover Everitt and Fountain's presentations of Boolean reflection monoids defined in Section 3 of [11] , see Proposition 4.9. These presentations can be obtained from any ∆ quiver by a finite sequence of mutations.
We show in Theorem 4.10 that the inner automorphism group of the Boolean reflection monoid M (Φ, B) is naturally isomorphic to W (Φ)/Z(W (Φ)). Surprisingly, inner by diagram automorphisms of irreducible Weyl groups and Boolean reflection monoids are constructed by a sequence of mutations preserving the same underlying diagrams, see Theorem 3.5 and Theorem 4.12 respectively.
Finally we study the cellularity of semigroup algebras of Boolean reflection monoids. It is well known that Hecke algebras of finite type, q-Schur algebras, the Brauer algebra, the Temperley-Lieb algebras and partition algebras are cellular, see [21] [22] [23] 41, 42] . Recently, the cellularity of semigroup algebras is investigated by East [7] , Wilox [40] , Guo and Xi [25] , and Ji and Luo [29] respectively. Applying Geck's and East's results, we show that semigroup algebras of Boolean reflection monoids are cellular algebras, see Proposition 4.13. Moreover, we describe their cellular bases using the presentations we obtained.
Automorphisms of finite symmetric inverse semigroups are studied in [38] . Coxeter arrangement monoids are defined in [10, 11] and studied in [10, 11, 13, 14] . Braid inverse monoids are defined in [12] and studied in [8, 12] . It would be interesting to study automorphisms of Boolean reflection monoids, presentations of Coxeter arrangement monoids and braid inverse monoids using the method in this paper. We plan to study these in future publications.
The paper is organized as follows. In Section 2, we recall some notations and background knowledge that will be used later. In Section 3, we recall Barot and Marsh's work about presentations of irreducible Weyl groups and then study inner by diagram automorphisms of irreducible Weyl groups (Theorem 3.5). In Section 4, we state our main results, Theorem 4.7 and Proposition 4.9, which show that presentations of Boolean reflection monoids are compatible with quiver mutations. In Section 5, we describe mutations of ∆ quivers and the oriented cycles appearing in the mutations. In Section 6, we define the inverse monoid M (Q). In Section 7, we prove Theorem 4.7.
Preliminaries

Mutation of quivers.
Let Q be a quiver with finitely many vertices and finitely many arrows that have no loops or oriented 2-cycles. Given a quiver Q, let I be the set of its vertices and Q op its opposite quiver with the same set of vertices but with the reversed orientation for all the arrows. If there are q arrows pointing from a vertex i to a vertex j, then we draw an arrow from i to j with a weight w ij = q. We will frequently draw an arrow with no label if w ij = 1.
For each mutable vertex k of Q, one can define a mutation of Q at k, [3, 20] . This produces a new quiver denoted by µ k (Q) which can be obtained from Q in the following way [20] :
(i) The orientations of all edges incident to k are reversed and their weights intact.
(ii) For any vertices i and j which are connected in Q via a two-edge oriented path going through k, the quiver mutation µ k affects the edge connecting i and j in the way shown in Figure 1 , where the weights c and c ′ are related by
where the sign before √ c (resp., √ c ′ ) is "+" if i, j, k form an oriented cycle in Q (resp., in µ k (Q)), and is "−" otherwise. Here either c or c ′ may be equal to 0, which means no arrows between i and j.
iii) The rest of the edges and their weights in Q remain unchanged. Two quivers Q 1 and Q 2 are said to be mutation equivalent if there exists a finite sequence of mutations taking one to the other. We write Q 1 ∼ mut Q 2 to indicate that Q 1 is mutation equivalent to Q 2 and U (Q) for the mutation class of a quiver Q.
The underlying diagram of a quiver Q is a undirected diagram obtained from Q by forgetting the orientation of all the arrows. Dynkin quivers are quivers whose underlying diagrams are Dynkin diagrams of finite type. A quiver Q is called connected if its underlying diagram is connected (every node is "reachable"). It was shown in [20, Theorem 1.4] that there are only finitely many quivers in the mutation classes of Dynkin quivers. A cycle in the underlying diagram of a quiver is called a chordless cycle if no two vertices of the cycle are connected by an edge that does not itself, see [2] . As shown in [20, Proposition 9.7] (or see [2, Proposition 2.1]), all chordless cycles are oriented in the mutation classes of Dynkin quivers.
2.2. Cellular algebras and cellular semigroups. Let us first recall the basic definition of cellular algebras introduced by Graham and Lehrer [23] .
Let R be a commutative ring with identity.
Definition 2.
1. An associative R-algerba A is called a cellular algebra with cell datum (Λ, M, C, i) if the following conditions are satisfied: (C1) Λ is a finite partially ordered set. Associated with each λ ∈ Λ there is a finite set M (λ) of indices and there exists an R-basis {C λ S,T | λ ∈ Λ; S, T ∈ M (λ)} of A; (C2) i is an R-linear anti-automorphism of A with i 2 = i, which sends C λ S,T to C λ T,S ; (C3) For each λ ∈ Λ, S, T ∈ M (λ), and each a ∈ A,
where r a (S ′ , S) ∈ R is independent of T and A(< λ) is the R-submodule of A generated by {C µ S ′′ ,T ′′ | µ < λ, S ′′ , T ′′ ∈ M (µ)}. Cellular algebras provide a general framework to studying the representation theory of many important classes of algebras including Hecke algebras of finite type, q-Schur algebras, the Brauer algebra, the Temperley-Lieb algebras and partition algebras, see [21-23, 41, 42] .
Recently, the cellularity of semigroup algebras is investigated by East [7] , Wilox [40] , Guo and Xi [25] , and Ji and Luo [29] respectively. In the following, we recall some basic notions and facts from the theory of semigroups.
Let S be a semigroup. For any a, b ∈ S, define Let S be an inverse semigroup with the set E(S) of idempotents. Let D be a D-class of S. Suppose that e 1 , . . . , e k ∈ D ∩ E(S). Choose a 1 = e 1 , . . . , a k ∈ L e 1 such that a j R e j for each j. Then D = R e 1 ∪ R a 2 ∪ · · · ∪ R a k . Put H D = H e 1 and by Green's Lemma, for each x ∈ D we have x = a i ga −1 j for unique 1 ≤ i, j ≤ k and g ∈ H D . Using East's symbol in [7] , let [e i , e j , g] D be the element x. Then x −1 = [e j , e i , g −1 ] D . For more detail knowledge about semigroups, the reader is referred to [7, 27] .
A semigroup S is said to be cellular if its semigroup algebra R[S] is a cellular algebra. In [7] , East proved the following theorem: Theorem 15] ). Let S be a finite inverse semigroup with the set E(S) of idempotents. If S satisfies the following conditions:
Then S is a cellular semigroup with cell datum (Λ, M, C, i), where
By the definition of cellular algebras, we have the following corollary. Corollary 2.3. Suppose that A is a cellular algebra over R with cell datum (Λ, M, C, i) and ϕ is an R-linear automorphism of
where r a (S ′ , S) ∈ R is independent of T and A(< λ) is the R-submodule of A generated by {C
where r b (S ′ , S) ∈ R is independent of T . Therefore (Λ, M, C, i) is a cellular basis of A, as required.
Some new results of irreducible Weyl groups
In this section, we recall Barot and Marsh's work about presentations of irreducible Weyl groups and then study inner by diagram automorphisms of irreducible Weyl groups. We refer the reader to [4, 18, 26, 33] for more information about Weyl groups, root systems, and reflection groups.
3.1. Barot and Marsh's results. It is well known that finite irreducible crystallographic reflection groups or irreducible Weyl groups are classified by Dynkin diagrams, see [26] . Let Γ be a Dynkin diagram and I the set of its vertices. Let W Γ be the finite irreducible Weyl group determined by Γ. A quiver is called a Γ quiver if its underlying diagram is Γ. In [2] , Barot and Marsh gave presentations of W Γ . The construction works as follows: Let Q be a quiver mutation equivalent to a Γ quiver. Barot and Marsh defined an inward mutation at vertex k as follows:
For two vertices i, j of Q, one defines
2 i and j are not connected, 3 i and j are connected by an edge with weight 1, 4 i and j are connected by an edge with weight 2, 6 i and j are connected by an edge with weight 3.
(3.2) Definition 3.1. Let W (Q) be the group with generators s i , i ∈ I, subjecting to the following relations: (1) s 2 i = e for all i; (2) (s i s j ) m ij = e for all i = j; (3) For any chordless cycle C in Q:
where either all of the weights are 1, or ω 0 = 2, we have:
where e is the identity element of W (Q).
One of Barot and Marsh's main results in [2] is stated as follows. In [1, Table I ], Bannai computed the center Z(W (Φ)) of an irreducible Weyl group
The following important notation was introduced by Franzsen in [15] . ). An inner by diagram automorphism is an automorphism generated by some inner and diagram automorphisms in Aut(W ). The subgroup of inner automorphisms is a normal subgroup of Aut(W ), therefore any inner by diagram automorphism can be written as the product of an inner and a diagram automorphism.
By Proposition 1.44 of [15] , we know that all automorphisms of irreducible Weyl groups that preserve reflections are inner by diagram automorphisms.
The following theorem reveals a connection between inner by diagram automorphisms of irreducible Weyl groups and quiver mutations. Theorem 3.5. Let Q be a Γ quiver and W (Q) the corresponding Weyl group generated by a set S of simple reflections. Then α is an inner by diagram automorphism of W (Q) if and only if there exists a sequence of mutations preserving the underlying diagram Γ such that α(S) can be obtained from Q by mutations. In particular, all reflections in W (Q) can be obtained from Q by mutations.
Proof. By observation, every variable obtained by mutations must be some reflection of the corresponding Weyl group. The sufficiency follows from the fact that all automorphisms of Weyl groups that preserve reflections are inner by diagram automorphisms.
To prove necessity, assume without loss of generality that the vertex set of Q is {1, 2, . . . , n} and α is an inner by diagram automorphism of W (Q). Note that diagram automorphisms of any Dynkin diagram keep the underlying Dynkin diagram. Then relabelling the vertices of Q if necessary, there exists an inner automorphism α of W (Q) such that α(S) = α(S). It is sufficient to prove that α(S) can be obtained from Q by mutations and the sequence of mutations preserves the underlying diagram Γ. Let g = s i 1 s i 2 · · · s ir ∈ W (Q) be a reduced expression for g, where s i k ∈ S, 1 ≤ k ≤ r. We assume that α(S) = gSg −1 = {gsg −1 | s ∈ S}. In the following we use induction to construct a sequence of mutations preserving the underlying diagram Γ such that gSg −1 is obtained from Q by mutations.
Step 1. We mutate firstly Q at the vertex i 1 twice. Then we get a quiver Q 1 , which has the same underlying diagram with Q. Moreover, the set S becomes
We keep vertices of Q 1 having the same label as vertices of Q.
Step 2. We then mutate Q t−1 , t = 2, 3, · · · , r at the vertex i t twice. Note that the variable corresponding to the vertex i t of Q t−1 is s i 1 . . . s i t−1 s it s i t−1 . . . s i 1 . Then we get a quiver Q t , which has the same underlying diagram with Q, Q 1 , . . . , Q t−1 . Moreover, the set s i 1 . . .
We keep vertices of Q t having the same label as vertices of Q t−1 .
Step 3. We repeat Step 2 until we get the quiver Q r . By induction, it is not difficult to show that the set of generators in Q r is
Finally, every reflection in W (Q) is conjugate to a simple reflection by Lemma 3.3. So we assume that every reflection is of the form gs i g −1 , where g = s i 1 s i 2 · · · s i k is a reduced expression for g in W (Q). By the same arguments as before, we mutate the sequence i 1 , i 1 , i 2 , i 2 , . . . , i k , i k starting from Q, we obtain the reflection gs i g −1 .
Remark 3.6.
(1) In types A n , B n (n > 2), D 2k+1 , E 6 , E 7 , and E 8 , all inner by diagram automorphisms of the corresponding Weyl groups are inner automorphisms.
is also a Coxeter system of W . (3) Suppose that Q is a quiver mutation equivalent to a Γ quiver. Let W (Q) be the corresponding Weyl group with a set S of generators. Then Theorem 3.5 holds for Q.
Main results of Boolean reflection monoids
Let A ε n−1 (respectively, B ε n , D ε n ) be the Dynkin diagram with n (respectively, n + 1, n + 1) vertices, among them the first n − 1 (respectively, n, n) vertices are mutable vertices and the last vertex ε is a frozen vertex, which is shown in Figure 2 . The label is left on an edge only if its weight is greater than 2, otherwise left unlabelled. Figure 2 . Classical Dynkin diagrams A ε n−1 , B ε n and D ε n with a frozen vertex ε.
In this section, we assume that ∆ is one of A ε n−1 , B ε n and D ε n . A quiver is said to be a ∆ quiver if the underlying diagram of such quiver is ∆. It follows from the connectivity and finiteness of ∆ that any two ∆ quivers are mutation equivalent. Let U (∆) be the mutation class of any ∆ quiver.
Boolean reflection monoids.
In 2010, Everitt and Fountain introduced reflection monoids, see [10] . The Boolean reflection monoids are a family of reflection monoids (symmetric inverse semigroups are Boolean reflection monoids of type A).
Let V be a Euclidean space with standard orthonormal basis {v 1 , v 2 , . . . , v n } and let Φ ⊆ V be a root system and W (Φ) the associated Weyl group of type Φ. A partial linear isomorphism of V is a vector space isomorphism Y → Z for two vector subspaces Y , Z of V . Any partial linear isomorphism of V can be realized by restricting a full isomorphism to some subspace. We write g Y for the partial isomorphism with domain Y and effect that of restricting g to Y . We denote by M (V ) (respectively, GL(V )) the general linear monoid (respectively, general linear group) on V consisting of partial linear isomorphisms (respectively, linear isomorphisms) of
Let us recall the notation "system" in V for a group G ⊆ GL(V ) introduced in [10] .
For J ⊆ X = {1, 2, . . . , n}, let X(J) = j∈J Rv j ⊆ V , and B = {X(J) : J ⊆ X} with X(∅) = 0. Then B is a Boolean system in V for W (Φ), where Φ = A n−1 , B n /C n , or D n . For example, the Weyl group W (A n−1 )-action on the subspaces X(J) ∈ B is just g(π)X(J) = X(πJ), where π → g(π) induces an isomorphism from the symmetric group S n on the set X to W (A n−1 ), πJ = {π(j) | j ∈ J}. Note that B is not a system for any of the exceptional W (Φ).
Definition 4.2 ([10, Definition 2.2])
. Let G ⊆ GL(V ) be a group and S the system in V for G. The monoid of partial linear isomorphisms given by G and S is the submonoid of M (V ) defined by
If G is a reflection group, then M (G, S) is called a reflection monoid.
Let G be the reflection group W (Φ) for Φ = A n−1 , B n /C n , or D n , and S the Boolean system in V for G, then M (G, S) is called a Boolean reflection monoid. In general, we write M (Φ, B) instead of M (W (Φ), B), and call M (Φ, B) the Boolean reflection monoid of type Φ.
We recall Everitt and Fountain's presentations in Section 4 of [11] :
Lemma 4.3. Everitt and Fountain's presentations of Boolean reflection monoids are as follows:
where m ij is defined in (3.2).
In [10], Everitt and Fountain proved that the Boolean reflection monoid
) is isomorphic to the symmetric inverse semigroup I n (respectively, the monoid I ±n of partial signed permutations, the monoid I e ±n of partial even signed permutations).
4.2.
Mutation classes of ∆ quivers. By a result of Fomin and Zelevinsky, the mutation class of a Dynkin quiver is finite. Let U (A k+1 ) be the mutation class of Dynkin quivers of type A k+1 , we use one given in [5] :
(1) Each quiver has k + 1 vertices.
(2) All nontrivial cycles are oriented and of length 3.
A vertex has at most four incident arrows. (4) If a vertex has four incident arrows, then two of them belong to one oriented 3-cycle and the other belong to another oriented 3-cycle. (5) If a vertex has three incident arrows, then two of them belong to one oriented 3-cycle and the third arrow does not belong to any oriented 3-cycles.
Let φ(A ε k ) be the class of quivers which satisfy the above conditions (1)- (5) and (6) The frozen vertex ε has at most two incident arrows and if it has two incident arrows, then ε belongs to one oriented 3-cycle. Let U A (respectively, U A ε ) be the union of all U (A k ) (respectively, φ(A ε k )) for all k. For a quiver Q ∈ U A or Q ∈ U A ε , a vertex v in Q is called a connecting vertex if v has at most 2 neighbours and, moreover, if v has 2 neighbours, then v is a vertex in a 3-cycle in Q.
Let φ(B ε n ) be the class of quivers which belong to one of the following two types (here a is a connecting vertex for Q ′ ∈ U A ε ):
As a generalization of mutation class of Dynkin quivers of type D n in [39] , let φ(D ε n ) be the class of quivers which belong to one of the following four types:
Type I: Q has two vertices a and b which have a neighbour and both a and b have an arrow to or from the same vertex c, and Q ′ = Q\{a, b} is in φ(A ε n−2 ), and c is a connecting vertex for Q ′ , see Figure 4 . Type III: Q has a full subquiver which is an oriented 4-cycle drawn in the left hand side of Figure 6 and Q\{a, b} = Q ′ ∪ Q ′′ is disconnected with two components Q ′ ∈ φ(A ε k ) for some integer k and Q ′′ ∈ U (A ℓ ) for some integer ℓ and for which c and d are connecting vertices, see the right hand side of Figure 6 . Figure 6 . Type III Type IV: Q has a full subquiver which is an oriented d-cycle, where d ≥ 3. We will call this the central cycle. For each arrow α : a → b in the central cycle, there may (and may not) be a vertex c α which is not on the central cycle, such that there is an oriented 3-cycle traversing a → b → c α → a. Moreover, this 3-cycle is a full subquiver. Such a 3-cycle will be called a spike. There are no more arrows starting or ending in vertices on the central cycle.
Now Q\{vertices in the central cycle and their incident arrows} = Q ′ ∪ Q ′′ ∪ Q ′′′ ∪ . . . is a disconnected union of quivers, one for each spike, which Q ′ ∈ φ(A ε k ) for some integer k and the other are all in U A and for which the corresponding vertex c is a connecting vertex, see Figure 7 . Figure 7 . Type IV Let U (∆) be the mutation class of any ∆ quiver.
Lemma 4.4. The set U (∆) consists of these diagrams described as before.
Proof. The mutation class U (∆) is contained in the mutation class of the corresponding Dynkin quiver obtained by viewing the frozen vertex as a mutable vertex.
The mutation classes of Dynkin quivers of types A n , B n , and D n were given in [2, 5, 20, 39] . In particualr, Dynkin quivers of type D n are also obtained by using Schiffler's geometric model of cluster categories of type D n in [36] .
By Lemma 3.2 of [39] , we deduce that these quivers in φ(A ε k ) (respectively, φ(B ε n ), φ(D ε n )) belong to the corresponding mutation class U (∆) of ∆ quivers. It is not difficult to show that the set φ(A ε k ) (respectively, φ(B ε n )) keeps invariant under the mutations. By using the similar argument as Theorem 3.1 of [39] , we show that the φ(D ε n ) also keeps invariant under the mutations.
4.3.
Inverse monoids determined by quivers. Let I ∪ {ε} be the set of vertices of a quiver Q with a frozen vertex ε. For any i, j ∈ I and ε, define Setting, in addition, m ii = 1 for any i ∈ I ∪ {ε}. Then (m ij ) i,j∈I is a Coxeter matrix.
In order to define an inverse monoid M (Q) associated to Q, we introduce some notations. Let (i 1 , i 2 , . . . , ε) denote the shortest path from i 1 to ε in Q. We denote by e and P (s i 1 , s ε ) the identity element and the element s i 1 . . . s ε in M (Q) respectively. Denote by (aba . . .) m an alternating product of m terms. Definition 4.5. For any quiver Q ∈ U (∆), we define an inverse monoid M (Q) with generators s i , i ∈ I ∪ {ε} and relations:
for any j ∈ I; (R3) (i) for every chordless oriented cycle C in Q:
where i j ∈ I for j = 0, 1, . . . , d− 1, either all of the weights are 1, or w 0 = 2, we have:
(ii) for every chordless oriented cycle C in Q:
where i j ∈ I for j = 1, . . . , d − 1, we have:
(iii) for every chordless oriented cycle C in Q:
where i 1 , i 2 ∈ I, if w 1 = 1 and w 2 = 2, we have loss of generality, let (0, 1, . . . , d, ε) be the shortest path from 0 to ε in Q ∈ U (B ε n ), we have
For any Q ∈ U (D ε n ) drawn in Figure 7 , we have
Remark 4.6.
(1) In (R2), if m jε = 2 then m εj = 2. In this case the equation
(2) For relation (R3) (ii), though in this paper we only use the case d = 3, 4, the defined relation for arbitrary d is still meaningful, we will study it in future work.
Now we are ready for our main results in this section.
We will prove Theorem 4.7 in Section 7. Up to the above isomorphism, we denote by M (∆) the inverse monoid associated to any quiver appearing in U (∆).
The following example is given to explain Theorem 4.7.
Example 4.8. We start with a A ε 3 quiver Q 0 which is shown in Figure 8 (a). Let Q 1 = µ 2 (Q 0 ) be the quiver obtained from Q 0 by a mutation at vertex 2.
It follows from Definition 4.5 that
2 ε = t ε , t 1 t 2 t 1 = t 2 t 1 t 2 , t 1 t ε t 1 t ε = t ε t 1 t ε t 1 = t ε t 1 t ε , t 2 t ε t 2 t ε = t ε t 2 t ε t 2 = t ε t 2 t ε , t ε t 2 t 1 t 2 = t 2 t 1 t 2 t ε .
Then an inverse monoid isomorphism
When we say that we mutate a sequence (n, n − 1, · · · , 2, 1) of vertices of a quiver we mean that we first mutate the n-th vertex of the quiver, then we mutate the (n − 1)-th vertex, and so on until the first vertex. The following proposition shows that Everitt and Fountain's presentations of Boolean reflection monoids can be obtained from any ∆ quiver by mutations.
Proof. In view of Theorem 4.7, we only need to prove that there exists a quiver Q ∈ U (∆) such that M (Q) = M (Φ, B).
We mutate the sequence (n − 1, n − 2, · · · , 2, 1) of vertices of the following A ε n−1 quiver
we obtain the quiver Q 1 :
Then by Definition 4.5
After the sequence (n − 1, n − 2, · · · , 1, 0) of mutations, the B ε n quiver
After the sequence (n − 1, n − 2, · · · , 2, 0) of mutations, the D ε n quiver
We claim that M (Q 3 ) = M (D n , B), which follows from Lemma 6.1 (3) and Lemma 4.3.
For any quiver Q ∈ U (∆), by Theorem 4.7 and Proposition 4.9, M (Q) gives a presentation of the corresponding Boolean reflection monoid. In particular, our presentations recover the presentation of the symmetric inverse semigroup I n defined in [9, 32] .
4.4.
Inner by diagram automorphisms of Boolean reflection monoids. We first consider inner automorphisms of the Boolean reflection monoid M (Φ, B) .
An automorphism α of M (Φ, B) is called an inner automorphism if there exists a uniquely determined element g ∈ W (Φ) of the Weyl group W (Φ) such that α(t) = gtg −1 for all t ∈ M (Φ, B) . Let Aut(G) (respectively, Inn(G)) be the automorphism (respectively, inner automorphism) group of G and Z(G) be the center of G for any semigroup G.
It was showed in [30, 38] that Aut(M (A n−1 , B)) = Inn(M (A n−1 , B) ). In other words, Aut(M (A n−1 , B) ) ∼ = W (A n−1 )/Z(W (A n−1 )) for n ≥ 3 and Aut(M (A 1 , B) ) ∼ = W (A 1 ).
As a generalization of the above result, we have the following theorem.
We will prove the parts of Φ = B n (n ≥ 2), D n (≥ 4). Let Φ ε be one of B ε n and D ε n shown in Figure 2 . Suppose that Λ = {s 0 , s 1 , . . . , s n−1 , s ε } is a set of generators of M (Φ, B). For any element g ∈ W (Φ), we claim that the set
is still a set of generators of M (Φ, B). Obviously, (gs i g −1 ) 2 = e, (gs ε g −1 ) 2 = gs ε g −1 , and gΛg −1 satisfies (R2)-(R4) in Definition 4.5. Finally, we show that g 1 s ε g 
The theorem is proved.
Let ∆ be one of A ε n−1 , B ε n , and D ε n shown in Figure 2 . Let Q be a ∆ quiver. Let I ∪ {ε} be the set of vertices of Q and Q ′ = µ k (Q) the quiver obtained by a mutation of Q at a mutable vertex k. Following Barot and Marsh's work [2] , one can define variables t i for i ∈ I, and t ε in M (Q ′ ) as follows:
(4.1)
From Lemma 3.3 and Equation (4.1), it follows that new elements t i , i ∈ I, appearing in the procedure of mutations of quivers, must be some reflections in Weyl groups. We introduce the definition of inner by diagram automorphisms of M (Φ, B).
Definition 4.11. An inner by diagram automorphism of M (Φ, B)
is an automorphism generated by some inner automorphisms and diagram automorphisms in Aut(M (Φ, B) ).
For simplicity, let W (Q\{ε}) be the unit group of M (Q). In the following theorem, we show that inner by diagram automorphisms of M (Φ, B) can be constructed by a sequence of mutations preserving the same underlying diagrams. 1 , B) .
The remainder proof of the sufficiency is to prove types B n and D n . Since all automorphisms of irreducible Weyl groups that preserve reflections are inner by diagram automorphisms, we assume without loss of generality that M (µ(Q)) is generated by {t 0 , t 1 , . . . , t n−1 , t ε }, where t i = gs i g −1 for 0 ≤ i ≤ n − 1, g ∈ W (B n ) or W (D n ). We claim that t ε = gs ε g −1 . If t ε = gs ε g −1 , then {t 0 , t 1 , . . . , t n−1 , t ε } is a set of generators of M (µ(Q)) and µ(Q) preserves the underlying diagram ∆.
On the one hand, since t ε t i = t i t ε for 0 ≤ i ≤ n − 2, we have t ε ∈ Z(W (B n−1 )) or Z(W (D n−1 )), where {t ε t 0 , t ε t 1 , . . . , t ε t n−2 } is a set of generators of W (B n−1 ) or W (D n−1 ). On the other hand, the variable t ε must be of the form g ′ s ε g ′ −1 for some g ′ ∈ W (B n ) or W (D n )). So t ε is not the longest element w 0 in W (B n−1 ) or W (D n−1 ) and hence t ε must be the unique identity element in W (B n−1 ) or W (D n−1 ). Therefore by the uniqueness t ε = gs ε g −1 .
Conversely, for each inner automorphism α of M (Q), by Theorem 4.10, there exists an element g ∈ W (Q\{ε}) such that α(t) = gtg −1 for all t ∈ M (Q). The remainder proof of the necessity is similar to the proof of the necessity of Theorem 3.5.
Every reflection in W (Q\{ε}) is of the form gs i g −1 , where g = s i 1 s i 2 · · · s i k ∈ W (Q\{ε}) is a reduced expression for g. By the same arguments as Theorem 3.5, we mutate the sequence i 1 , i 1 , i 2 , i 2 , . . . , i k , i k starting from Q, we obtain gs i g −1 and gs ε g −1 .
4.5. Cellularity of semigroup algebras of Boolean reflection monoids. In this section, we show that semigroup algebras of Boolean reflection monoids are cellular algebras. We use these presentations we obtained to interpret cellular bases of such cellular algebras.
Let R be a commutative ring with identity. Recall that a semigroup S is said to be cellular if its semigroup algebra R[S] is a cellular algebra. Proposition 4.13. The Boolean reflection monoid M (Φ, B) for Φ = A n−1 , B n , or D n is a cellular semigroup.
Proof. All maximal subgroups of the Boolean reflection monoid M (Φ, B) are finite reflection groups. It has been shown in [22] that any finite reflection group W (Φ) is cellular with respect to which the anti-involution is inversion. Therefore, for each
, which satisfies East's first assumption, see Theorem 15 in [7] or Theorem 2.2.
We define a map
where r j ∈ R, g j ∈ M (Φ, B). The map i is an R-linear anti-homomorphism and
. From Theorem 19 in [7] or Theorem 2.2, it follows that the Boolean reflection monoid M (Φ, B) is a cellular semigroup, as required. Remark 4.14. A finite inverse semigroup whose maximal subgroups are direct products of symmetric groups has been considered by East, see Theorem 22 of [7] . Maximal subgroups of M (A n−1 , B) are isomorphic to symmetric groups. Maximal subgroups of M (B n , B) (respectively, M (D n , B)) are isomorphic to finite reflection groups of type B r (respectively, finite reflection groups of type D r ), where r ≤ n.
Let ∆ be one of A ε n−1 , B ε n , and D ε n shown in Figure 2 . For two quivers with the same underlying diagrams appearing in U (∆), we can construct inner by diagram automorphisms of Boolean reflection monoids, see Theorem 4.12 and then we extend it an R-linear automorphism of semigroup algebras of Boolean reflection monoids. Applying Corollary 2.3, we interpret cellular bases of semigroup algebras of Boolean reflection monoids in terms of presentations and inner by diagram automorphisms we obtained.
4.
6. An example. In this section, we denote by I n the symmetric inverse semigroup on [n] = {1, 2, . . . , n}. Let w be a partial permutation on a set A ⊆ [n] and denote the image of i ∈ A under the map w by w i and the image of i ∈ A under the map w by w i = ∅. Then w is denoted by 1 2 · · · n − 1 n w 1 w 2 · · · w n−1 w n , see [31] . A partial permutation w is called an element of rank i if the number of non-empty entries w j for 1 ≤ j ≤ n is i. Let A be a subset of [3] . As shown in Example 23 of [7] , the H-class containing the idempotent id A is the subgroup {x ∈ I 3 | im(x) = dom(x) = A} ∼ = S |A| . It is well known that the group algebra R[S n ] has cellular bases with respect to which the anti-involution is inversion. Indeed the Khazdan-Luzstig bases and the Murphy basis both have this property (see, Example (1.2) (a)
• From Theorem 4.7 and Proposition 4.9, it follows that the inverse monoids associated to quivers (a)-(f ) are isomorphic to the symmetric inverse semigroup I 3 respectively. The presentation of I 3 determined by the quiver (a) admits an initial cellular bases by Theorem 19 of [7] or Theorem 2.2. By using these presentations corresponding to quivers (a)-(f ), we construct an R-linear automorphism of R[I 3 ] and then applying Corollary 2.3, we give an alternative interpretation of cellular bases of R[I 3 ].
Mutations of quivers of finite type
Throughout this section, let as before ∆ be one of A ε n−1 , B ε n , and D ε n in Figure 2 , we consider the way of mutations of ∆ quivers and the oriented cycles appearing in them, refer to [2, 20] . We first recall: 20, Proposition 9.7] ). Let Q be a quiver of finite type. Then a chordless cycle in the underlying diagram of Q is always cyclically oriented in Q. In addition, the chordless cycle must be one of those shown in Figure 9 . We extend Corollary 2.3 in [2] to the case of ∆ quivers.
Lemma 5.2. Let Q be a ∆ quiver and k a mutable vertex of Q. Suppose that k has two neighbouring vertices. Then the effect of the mutation of Q at k on the induced subdiagram must be as in Figure 10 (starting on one side or the other), up to switching the two neighbouring vertices.
Proof. This follows from Proposition 5.1 and Corollary 2.3 in [2] by restricting quivers to Dynkin quivers of types A n , B n+1 , and D n+1 with a frozen vertex ε.
In a diagram, a vertex is said to be connected to another if there is an edge between them. Let Q be a quiver mutation equivalent to a Dynkin quiver. In Lemma 2.4 of [2], Barot and Marsh described the way that vertices in Q can be connected to a chordless cycle: A vertex is connected to at most two vertices of a chordless cycle, and if it is connected to two vertices, then the two vertices must be adjacent in the cycle.
The following lemma is a generalization of Barot and Marsh's results [2, Lemma 2.5].
Lemma 5.3. Let Q be a ∆ quiver and Q ′ = µ k (Q) the mutation of Q at vertex k. We list various types of induced subquivers in Q (on the left) and corresponding cycles C ′ in Q ′ (on the right) arising from the mutation of Q at k. The diagrams are drawn so that C ′ is always a clockwise cycle in Figures 11 and 12 . Then every chordless cycle in Q ′ arises in such a way.
Proof. Let C ′ be a chordless cycle in Q ′ . We will divide C ′ into two classes, depending on whether or not it contains the frozen vertex ε.
(1) If C ′ does not contain the frozen vertex ε, then C ′ is one of (a)-(h), which follows from Proposition 5.1 and Lemma 2.5 in [2] .
(2) If C ′ contains the frozen vertex ε, then C ′ must be a cycle of length 3 or 4. Otherwise, C ′ is a cycle of length at least 5, by Proposition 5.1, all edges of C ′ have trivial weights and C ′ is mutation equivalent to the following subquiver
If ε has two incident arrows. Then by Proposition 5.1, either both of them have trival weight or one of them has weigh 2 and the other has weight 1. This is because if ε has two incident arrows with weight 2, then C ′ is mutation equivalent to . Induced subquivers and the corresponding chordless cycles, part 1. Figure 12 . Induced subquivers and the corresponding chordless cycles, part 2.
Cycle relations and path relations
In this section, we find an efficient subset of the relations to define Boolean reflection monoids, which generalizes Barot and Marsh's results, Lemmas 4.1, 4.2, 4.4 and Proposition 4.6 in [2] .
Let ∆ be one of A ε n−1 , B ε n , and D ε n in Figure 2 . Suppose that Q is any quiver mutation equivalent to a ∆ quiver. The following lemma gives an efficient subset of relations (R3) and (R4) in Definition 4.5.
Lemma 6.1. Let M (Q) be an inverse monoid with generators subjecting to relations (R1) and (R2) in Definition 4.5.
(1) If Q contains a chordless cycle C ′ 3 , see Figure 13 , Figure 13 , then s 1 s 2 s ε s 2 = s 2 s ε s 2 s 1 . (3) If Q contains a chordless cycle C ′ 4 , see Figure 13 , then the following statement holds:
Furthermore, if one of the above holds, then the following statements are equivalent: Figure 7 , then the following statements are equivalent: Proof. For (1), the equivalence of (a) and (b) follows from: Therefore (c) and (d) are equivalent. For (4), using (R1), it is obvious.
At an end of this section, we show that M (Q) could be defined using only the underlying unoriented weighted diagram of Q, by taking relations (R1)-(R4) corresponding to both Q and Q op as the defining relations. Our result can be viewed as a generalization of Proposition 4.6 of [2] . Proof. We assume that generators s i , i ∈ I ∪ {ε} satisfy relations (R1)-(R4) with respect to Q, and show that these generators satisfy relations (R1)-(R4) with respect to Q op . The converse follows by replacing Q with Q op . Since (R1) and (R2) do not depend on the orientation of Q, generators s i , i ∈ I ∪ {ε} satisfy relation (R1) and (R2) with respect to Q op . The cases of chordless cycles appearing in quivers of finite type have been proved in Proposition 4.6 of [2] . The remaining needed to check the cases are C ′ 3 , C ′′ 3 , C ′ 4 shown in Figure 13 and C ′ d shown in Figure 7 . Case 4. In C ′ d , it follows from Lemma 6.1 (4) that (R4) does not depend on the orientation of chordless cycles in C ′ d . Since every chordless cylce in Q op corresponds to a chordless cycle in Q, the result holds.
7. The proof of Theorem 4.7
In this section, we give the proof of Theorem 4.7. Let ∆ be one of A ε n−1 , B ε n , and D ε n in Figure 2 . We fix a ∆ quiver Q. Let Q ′ = µ k (Q) be the mutation of Q at vertex k, where k ∈ I. Throughout the section, we use s i and r i for i ∈ I ∪ {ε} to denote generators of M (Q) and M (Q ′ ) respectively. Similar to [2] , we define elements t i , i ∈ I, and t ε in M (Q) as follows:
Then t 2 i = e for i ∈ I and t 2 ε = t ε . In order to prove Theorem 4.7, we need the following proposition, which we will prove in Section 7.2. Proposition 7.1. For each i ∈ I ∪ {ε}, the map
is an inverse monoid homomorphism.
7.1. Proof Theorem 4.7. For each vertex i ∈ I ∪ {ε} of Q define the elements t ′ i in M (Q ′ ) as follows:
We claim that these elements t ′ i , for each vertex i ∈ I ∪ {ε}, satisfy the relations (R1)-(R4) defining M (Q). This follows from Proposition 7.1 by interchanging Q and Q ′ and using the fact that the definition of M (Q) is unchanged under reversing the orientation of all the arrows in Q (see Lemma 6.2) . Therefore there is an inverse monoid homomorphism Θ :
, and, similarly, Φ • Θ = id M (Q) , and hence Θ and Φ are isomorphisms.
7.2. The proof of Proposition 7.1. We will prove Proposition 7.1 by showing that the elements t i , i ∈ I ∪ {ε} satisfy the (R1)-(R4) relations in M (Q ′ ). We denote by m ′ ij the value of m ij for Q ′ . (R1) is obvious. In the sequel, the proof that the elements t i , i ∈ I ∪ {ε}, satisfy (R2) in M (Q ′ ) follows from Lemma 7.2 and the rest of proof is completed case by case.
Lemma 7.2. The elements t i , for i a vertex of Q, satisfy the following relations.
(
if ε, i are not connected in Q ′ , t ε t i t ε = t ε t i t ε t i = t i t ε t i t ε if ε, i are connected by an edge with weight 1 in Q ′ , t ε = t i t ε = t ε t i if ε, i are connected by an edge with weight 2 in Q ′ .
Proof. In Lemma 5.1 of [2] , Barot and Marsh proved the parts (1) and (2) . We only need to prove the part (3). Suppose without loss of generality that i = k. The only nontrivial case is when there is an arrow ε → k = i with a weight q in Q. If q = 1, then
Suppose that i = k. We divide this proof into three cases. Case 1. There are no arrows from i, ε to k, then t i = s i , t ε = s ε hold (3). Case 2. There are arrows from one of i, ε to k and there are no arrows from the other of i, ε to k in Q, then we assume that there are arrows from ε to k and there are no arrows from i to k in Q. If ε, i are not connected in Q, then
If ε, i are connected by an edge with weight 1 in Q, then
That ε, i are connected by an edge with weight 2 and there are no arrows from i to k in Q is impossible. Case 3. There are arrows from i, ε to k. The possibilities for the subquivers induced by i, ε, and k are enumerated in (a')-(g') of Figure 10 . We show that t i and t ε satisfy (3) by checking each case. Within each case, subcase (i) is when the subquiver of Q is the diagram on the left, and subcase (ii) is when the subquiver of Q is the diagram on the right.
(a ′ )(i) We have
(h ′ ) Note that s j s ε = s ε s j and s ε s i s j s k s j s i = s i s j s k s j s i s ε . We have
(j ′ ) Note that s j s ε = s ε s j and s ε s k s j s i s j s k = s k s j s i s j s k s ε . We have
In order to prove the relation (R4), we need the following lemma.
Lemma 7.3. Let Q ∈ U (A ε ℓ ) for some ℓ ≥ 1 and c be a fixed vertex in Q. Let k be a mutable vertex. Suppose that (c, . . . , ε) (respectively, (c ′ = c, . . . , ε ′ = ε)) is the shortest path from c (respectively, c ′ ) to ε (respectively, ε ′ ) in Q (respectively, µ k (Q)). Then P (t c ′ , t ε ′ ) = P (s c , s ε ) or P (s c , s ε )s k or s k P (s c , s ε ) or s k P (s c , s ε )s k . and P (t ε ′ , t c ′ ) = P (s ε , s c ) or s k P (s ε , s c ) or P (s ε , s c )s k or s k P (s ε , s c )s k . In particular, P (t c ′ , t ε ′ )P (t ε ′ , t c ′ ) = P (s c , s ε )P (s ε , s c ) or s k P (s c , s ε )P (s ε , s c )s k .
Proof. Case 1. The vertex k does not connect to any vertex in {c, . . . , ε}. Then the shortest path relations keep unchanged.
Case 2. The vertex k connects to a vertex i ∈ {c, . . . , ε}. Either P (t c ′ , t ε ′ ) = P (s c , s ε ) or by the commutative property of s k and s j , where j goes over all vertices which are not incident to k, P (t c ′ , t ε ′ ) = s k P (s c , s ε )s k .
Case 3. The vertex k connects to two vertices i, j ∈ {c, . . . , ε}. By Proposition 5.1 and the definition of φ(A ε k ) in Section 4.2, either vertices i and j are adjacent or k ∈ {c, . . . , ε} and vertices i and j are neighbours of k. In the first case, P (t c ′ , t ε ′ ) = P (s c , s ε )s k or s k P (s c , s ε ). In the later case, either the shortest path relation keeps unchanged or P (t c ′ , t ε ′ ) = P (s c , s ε )s k or s k P (s c , s ε ) or s k P (s c , s ε )s k .
Case 4. By the definition of φ(A ε ℓ ) in Section 4.2, the vertex k is impossible to connect to three or more vertices in {c, . . . , ε}.
We reverse the order of P (t c ′ , t ε ′ ), we get P (t ε ′ , t c ′ ).
In type B ε n , without loss of generality, we assume that (0, 1, . . . , d, ε) is the shortest path from 0 to ε in Q, where the weight between vertex 0 and vertex 1 is 2. Without loss of generality, we assume that (0, 1 ′ , . . . , d ′ , ε) is the shortest path from 0 to ε in µ k (Q), where the weight between vertex 0 and vertex 1 ′ is 2.
In Figure 3 , if k = 0 or k = 1 or k, 0, 1, is an oriented 3-cycle, it is easy to check that P (t 0 , t ε ) = P (t 1 ′ , t ε ) and P (t ε , t 0 ) = P (t ε , t 1 ′ ). Otherwise, by Lemma 7.3 and the commutative property of s k and s 0 , P (t 0 , t ε ) = P (t 1 ′ , t ε ) and P (t ε , t 0 ) = P (t ε , t 1 ′ ).
In type D ε n , Lemma 7.3 allows us to reduce the proof of (R4) to the proof of the following cases: For any quiver in Figure 4 , we check that k = a, b, c, for any quiver in Figures 5-6 , we check that k = a, b, c, d, and for any quiver in Figure 7 , we check k = i 1 , i 2 , . . . , i d , c ′ , c ′′ , c ′′′ , . . ..
In Figures 4-6 , if k = a, then either the shortest path relations keep unchanged or P (t a , t ε )P (t ε , t a ) = s a P (s a , s ε )P (s ε , s a )s a , P (t b , t ε )P (t ε , t b ) = s a P (s b , s ε )P (s ε , s b )s a by the commutative relation s a s b = s b s a , so P (t a , t ε )P (t ε , t a ) = P (t b , t ε )P (t ε , t b ). We prove that k = b by interchanging a and b. If k = c or k = d, then we prove the following case, other possibilities are similar:
(i) We have P (t 0 , t ε )P (t ε , t 0 ) = t 0 t 3 P (t 4 , t ε )P (t ε , t 4 )t 3 t 0 = s 0 (s 2 s 3 s 2 )P (s 4 , s ε )P (s ε , s 4 )(s 2 s 3 s 2 )s 0 = P (s 0 , s ε )P (s ε , s 0 ), P (t 1 , t ε )P (t ε , t 1 ) = t 1 t 3 P (t 4 , t ε )P (t ε , t 4 )t 3 t 1 = s 1 (s 2 s 3 s 2 )P (s 4 , s ε )P (s ε , s 4 )(s 2 s 3 s 2 )s 1 = P (s 1 , s ε )P (s ε , s 1 ).
(ii) We have P (t 0 , t ε )P (t ε , t 0 ) = t 0 t 2 P (t 3 , t ε )P (t ε , t 3 )t 2 t 0 = (s 2 s 0 s 2 )s 2 P (s 3 , s ε )P (s ε , s 3 )s 2 (s 2 s 0 s 2 ) = s 2 P (s 0 , s ε )P (s ε , s 0 )s 2 , P (t 1 , t ε )P (t ε , t 1 ) = t 1 t 2 P (t 3 , t ε )P (t ε , t 3 )t 2 t 1 = (s 2 s 1 s 2 )s 2 P (s 3 , s ε )P (s ε , s 3 )s 2 (s 2 s 1 s 2 ) = s 2 P (s 1 , s ε )P (s ε , s 1 )s 2 .
Finally, in Figure 7 , we prove the following two cases, other possibilities are similar:
(i) We have t 3 · · · t d P (t 0 , t ε )P (t ε , t 0 )t d · · · t 3 = s 3 · · · s d s 1 P (s 0 , s ε )P (s ε , s 0 )s 1 s d · · · s 3 , and t 2 t 1 P (t 0 , t ε )P (t ε , t 0 )t 1 t 2 = s 1 s 2 s 1 P (s 0 , s ε )P (s ε , s 0 )s 1 s 2 s 1 = s 2 s 1 P (s 0 , s ε )P (s ε , s 0 )s 1 s 2 .
(ii) We have t d t 1 P (t 0 , t ε )P (t ε , t 0 )t 1 t d = s 
(i) We have t 1 P (t 0 , t ε )P (t ε , t 0 )t 1 = s 1 P (s 0 , s ε )P (s ε , s 0 )s 1 . (ii) We have t 1 P (t 0 , t ε )P (t ε , t 0 )t 1 = s 1 P (s 0 , s ε )P (s ε , s 0 )s 1 . t 2 · · · t k−1 t k t k+1 · · · t d P (t 0 , t ε )P (t ε , t 0 )t d · · · t k+1 t k t Proposition 7.1 is proved.
