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Durant les deux dernières décennies, beaucoup de chercheurs ont senti l'importance de 
développer des outils pour l'indexation de documents visuels , ce qui a donné naissance à 
plusieurs moteurs de recherche d' images (1 à 20]. 
Nous avons constaté que ces outils ont pennis des avancées, mais la précision des 
résultats demeurent très discutables. 
Comme notre travail vise la sélection des ingrédients, nous avons fait une enquête plus 
poussée sur cet aspect. Il semble que les seuls ingrédients que les chercheurs ont tenté de 
sélectionner sont les descripteurs (ou caractéristiques) [1 , 2, 4, 10, 16, 21 , 22,23, 24, 25] 
Mise à part la sélection des caractéristiques, aucun chercheur à notre connaissance ne 
s' est intéressé à la sélection des ingrédients de la recherche tels que la sélection des 
mesures de similarité ou celle des méthodes d'indexation. 
Dans ce travail de recherche, nous avons développé un outil capable de configurer 
automatiquement les moteurs de recherche d' images afin qu'ils donnent de meille.ures 
perfonnances.· Cet outil doit à tout moment sélectionner la meilleure configuration en 
tennes d' éléments tel que la combinaison des caractéristiques et de mesures de similarité, et 
ce en fonction de la situation en cours qui est caractérisée par la requête, la base de 
données, etc. 
Dans ce mémoire, nous allons tout d'abord donner une idée générale de ce qu'est la 
recherche d'images, tout en décrivant quelques domaines d'application pour lesquels la 
recherche d 'images est nécessaire. Aussi, nous allons expliquer en détaille fonctionnement 
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des moteurs de recherche d'images dont l'extraction de caractéristiques, la fOffilUlation de 
la requête et la présentation des résultats. 
Dans le deuxième chapitre, nous allons parler de la nécessité de la sélection de 
caractéristiques, nous verrons les différentes techniques qui ont été utilisées jusqu'à présent 
et nous allons faire une comparaison entre chacune de ces techniques. Fort de ces 
constatations, nous allons montrer la nécessité de sélectionner d' autres ingrédients tel que 
les mesures de similarité afin d'obtenir de bons résultats lors de la recherche. 
Ensuite, dans le troisième chapitre, nous allons présenter l'outil que nous avons 
développé et expliquerons ses fonctionnalités. 
Finalement, dans le quatrième chapitre, nous allons démontrer que la configuration 
automatique d'un moteur de recherche d'images via la sélection des paramètres de la 
recherche tels que la sélection de caractéristiques et des mesures de similarité est une 
orientation de recherche prometteuse. Nous démontrerons que nos résultats, lors de la 
classification et la recherche, sont prometteurs. Les performances de notre outil de 
configuration automatique sont mises en évidence à travers une comparaison avec d'autres 
outils de configurations fixes que nous avons développées. 
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Chapitre 1 - Généralités sur la recherche d'images 
1.1 Introduction: Qu'est-ce que la recherche d'images? 
Une image vaut mille mots. Une image permet de décrire la joie des partisans de 
football, un coucher de soleil, etc. C'est pourquoi les médias, les encyclopédies ou les 
individus utilisent les images pour représenter des évènements, des personnes, des objets et 
toute autre chose que nous voulons nous remémorer. Pour les utilisateurs, les images ont 
donc souvent plus de sens que de longues phrases, car cela leur permet de percevoir plus 
rapidement l'objet de leur recherche. 
Suite à la baisse considérable des prix des dispositifs d'acquisition d'images telle que 
les appareils photo numériques, caméras vidéo, scanneurs, etc., et aussi suite à 
l'augmentation de la capacité de stockage dans ces appareils (mémoires de masse), 
l'utilisateur peut créer des collections contenant des millions d'images qui seront stockées 
sur son ordinateur. 
De plus, suite au développement des systèmes de transmission et de diffusion 
d'infomiation tel que les réseaux internet, les réseaux spécialisés à haut débit, etc., les 
images seront partagées et accessibles sur ces systèmes par un grand public. Dès lors se 
sont posés deux problèmes importants : 
• Comment l'utilisateur peut-il retrouver rapidement les images souhaitées parmi 
une grande masse d'information? 
• Comment organiser l'ensemble des images acquises? 
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Ceci a encouragé l'apparition d'un nouveau domaine de recherche qui est aujourd'hui 
en plein essor, en l'occurrence la recherche d'images. Les travaux dans ce domaine ont 
comme objectif de concevoir et développer des outils capables d ' aider l'utilisateur à 
localiser les images recherchées dans un délai raisonnable et avec une grande précision. 
Ces outils sont un sous-ensemble des systèmes de recherches d'informations (SRI) et ils 
sont qualifiés de moteurs de recherche d'images ou de systèmes de recherche d'images. 
Nous pouvons distinguer deux approches de recherche pour les systèmes de recherche 
d'images. 
Dans la première approche, les moteurs de recherche d'images supposent qu'a priori 
chaque image de la base de données est annotée de façon manuelle ou semi-automatique 
par des mots clés. Cette approche est dénommée Concept-based image retrieval. 
Pour ce qui est de la deuxième approche, les images sont décrites à l'aide de 
caractéristiques afin d'automatiser le processus d'indexation. En effet les caractéristiques 
numériques ou dites caractéristiques visuelles des images (texture, couleur, forme, etc.) 
[26] sont des paramètres calculés de façon automatique à partir des valeurs de chaque pixel 
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de l'image à l'aide des algorithmes spécialisés en traitement d'images. On parle alors de la 
recherche d' images par le contenu ou Content-based image retrieval (CBIR). [27] 
Dans ce chapitre, nous allons aborder la nécessité de développer des systèmes de 
recherche d' images en précisant leurs domaines d'application. À la section 1.3 nous 
expliquerons le fonctionnement des moteurs de recherche d' images selon deux 
modes d'extraction (Concept-based image retrieval et Content-based image retrieval). 
Ensuite, à la section 1.4 nous présentons une description de la méthode de recherche basée 
sur la navigation dans un catalogue. 
1.2 Domaines d'application de la recherche d'images 
Dans cette section nous présenterons quelques applications du domaine de la recherche 
d'images. 
1.2.1 Les systèmes de sécurité ou d 'authentification. 
Les organismes chargés de faire appliquer la loi conservent dans leurs archives des 
données visuelles de personnes soupçonnées de méfait tel que la forme de visage, les 
empreintes digitales, l'empreinte vocale. Dès qu'une infraction est commise, il est possible 
de comparer des indices de la scène du crime avec celles des archives. Cette comparaison 
se fait à l'aide d'outils informatiques développés ces dernières années, et qui sont basés sur 
des caractéristiques biométriques [28-29] . La figure 1 illustre les principales 





Prétraitement de rimage 
Module de 
comparaison 
Figure 1 Schéma d'un système classique de reconnaissance d'empreintes. 
1.2.2 Internet (Images et vidéos) 
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Le World Wide Web (WWW) a été inventé en 1989 par le chercheur Tim Bemers-Lee 
[30] au CERN (Organisation pour la recherche nucléaire). Depuis son apparition le nombre 
de pages web est maintenant évalué à plusieurs milliards. Toutefois, le WWW ne contient 
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pas seulement des informations textuelles, il inclut également des images ainsi que des 
informations visuelles comme des vidéos, des films, des bandes dessinées, etc. 
Afin de trier ces informations, qui sont très abondantes, et toujours en plein essor, nous 
avons besoin d'outils de recherche efficaces qui permettent de classifier toutes les données 
afin que les utilisateurs puissent avoir des résultats concluants aux requêtes proposées. 
Plusieurs outils de recherche ont été mis au point pour effectuer de telles recherches. 
Un premier type de recherche est celle selon le texte [31] . Plusieurs systèmes ont été 
développés tels que Wikipédia, les dictionnaires en ligne, etc. Cela nous permet d'effectuer 
une recherche sur un sujet d'intérêt. Par exemple, si nous voulons connaître la provenance, 
et plus d'infoffilation, sur le mot « abeille », nous n' avons qu'à inscrire ce mot dans le 
moteur de recherche et l'information recueillie sera extraite selon sa pertinence par rapport 
à notre requête de départ. 
Tout comme pour le texte, il existe des outils de recherche permettant la classification 
des images à partir de bases de données lors d'une requête. Récemment, des outils de 
recherche d'images tels que Google image, Yahoo image, etc., permettent d'effectuer des 
recherches pour des bases de données d'images. 
Encore, les outils actuels de recherche permettent de préciser une requête en 
introduisant « un contenu» à la requête. Par exemple, dans l'outil de recherche de Google, 
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nous pouvons proposer une couleur comme item de départ. Le résultat sera plus spécifique 
et plus précis. À titre d'exemple, nous pouvons faire une recherche en utilisant «voiture 
rouge ». Les résultats devraient nous donner de l'information, et des items, en lien avec la 
requête «voiture rouge ». 
Malgré les avancées dans le développement des moteurs de recherche pour le texte, les 
moteurs de recherche pour les autres médias sur le Web (images, audio et vidéo) sont plutôt 
rares et ils ne sont pas encore puissants. 
Les moteurs de recherches d' images sur le web, tels que Google, Bing et Yahoo, 
utilisent le texte pour rechercher des images, sans prendre en compte le contenu visuel des 
images (couleur, fonne, texture . .. etc.). Contrairement à ces moteurs de recherches, il est 
apparu plusieurs moteurs qui utilisent le contenu visuel pour la recherche d'images tels que, 
ImageScape [32-33] , PicToSeek [34-35], Web-WISE [36] et Atlas WISE [37]. Il existe 
aussi des moteurs de recherche d'images qui utilisent le texte et le contenu visuel pour faire 
la recherche d'images tèls que ; ImageRover [38] et WebSeek [39-40]. 
1.2.3 La prévention de la criminalité 
La recherche d' images par le contenu' a été appliquée dans plusieurs situations en lien 
avec la lutte contre le crime. Par exemple, la reconnaissance des empreintes digitales, la 
reconnaissance d'un visage, rappariement d'ADN, les empreintes de semelle de chaussures 
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et les systèmes de surveillance. Un exemple de la reconnaissance d'empreintes digitales est 
illustré à la figure 1. Beaucoup de criminels conçoivent des sites web et les utilisent comme 
un moyen pour offrir des services, tel la vente d'armes illégales, de drogue et de pédophilie. 
Ces sites contiennent peu de texte et beaucoup d'informations visuelles. En s'appuyant sur 
une recherche par le texte, cette façon est souvent inefficace pour localiser les services 
illicites des criminels, donc il est nécessaire d'utiliser des outils de recherche d'images 
basés sur le texte et le contenu visuel pour localiser ces sites. 
Il y a d'autres types d'activités illégales sur les sites Web, tel que l'appel à la violence, 
le racisme et le nazisme. Les services de police ont à leur disposition des outils performants 
pour la recherche d'images sur le Web qui leur permettent de localiser ces sites. 
1.2.4 La protection de la propriété intellectuelle 
L'enregistrement d'une image de marque de commerce est utilisé et validé lorsqu'une 
nouvelle marque de commerce est déposée sur le marché. Il faut d'abord qu'elle soit 
comparée avec les autres marques de commerce existantes pour s'assurer qu'il n'existe 
aucun risque de confusion entre elles. Cette méthode a longtemps été reconnue comme un 
domaine d'application de la recherche d' images par le contenu. 
La protection des droits d'auteur sur l'image (image copyright protection) est 
également un domaine d'application de la recherche d'images. La détection d'une image 
copyright est une tâche très difficile lorsque des copies non autorisées sont transmises sur le 
WEB. Les détenteurs d'un copyright ont besoin de techniques qui les aident à chercher et à 
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identifier les copies non autorisées des images, surtout si elles ont été modifiées. L'une des 
techniques d' image copyright est le tatouage numérique (watermarking). 
1.2.5 Le Filtrage du contenu inapproprié pour les enfants 
li existe un grand nombre de sites web qui contiennent des images pornographiques et 
des vidéos qui sont disponibles gratuitement et téléchargeables. L'accès à de telles images 
et de vidéos par les enfants constitue une problématique pour la surveillance parentale. li 
est donc nécessaire de développer des outils qui filtrent les informations inappropriées 
(images, vidéos, et sites pornographiques) tels que NetNanny, Cyber Patrol, CyberSitter. 
Ces outils se sont avérés inefficaces, car ils vérifient le texte, ou l'adresse IP des sites, et 
ces sites pornographiques contiennent souvent que des images et très peu de texte. Dans des 
travaux récents des chercheurs ont exploré les techniques de la vision par ordinateur pour 
identifier de telles images pornographiques. 
Chan et al. [41] ont développé un système qui identifie les images d'un homme nu par 
la peau (skin tone) et la morphologie (lim shape) . Intégrer de tels outils à la recherche 
d'images Web peut aider considérablement à identifier les sites pornographiques et à les 
filtrer. 
1.2.6 Voyage et tourisme 
Avant la visite d'un nouveau site touristique, les gens accèdent généralement aux 
images ainsi qu'aux cartes des villes pour prendre connaissance des réseaux de transport, 
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des monuments et des attractions touristiques. Des outils de recherche d' images sur le Web 
sont nécessaires pour aider les voyageurs dans leur prospection des lieux. 
Une navigation dans un catalogue peut facilement aider les voyageurs à recueillir les 
informations sur l'endroit qu' ils désirent visiter. Cela leur permet de planifier leurs 
activités. 
1.2.7 Éducation et formation 
Les étudiants ont régulièrement l'obligation d'effectuer des recherches sur des sujets 
donnés. Ils peuvent avoir besoin d'images pour deux raisons : en tant que source 
d'information ou pour illustrer leurs propos. Les images et les vidéos peuvent aussi être 
utilisées par les enseignants dans la préparation de leurs cours. Beaucoup de ces images 
sont disponibles sur le Web, ce qui permet de les visionner ou de les télécharger. La 
localisation des images prend parfois beaucoup de temps. Donc, en ayant un moteur de 
recherche d' image sur le Web et un catalogue pour la navigation, cela peut accélérer cette 
requête. 
1.2.8 Divertissement à domicile 
Beaucoup de gens accèdent à un site web dans le but de se divertir. L'information 
visuelle utilisée pour le divertissement comprend des images de blagues, des caricatures, 
des bandes dessinées, des films et des extraits de musique. Toutefois, les gens ont souvent 
de la difficulté à trouver les images ou les mé~ias audiovisuels qu'ils recherchent. Les 
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outils pour la recherche des images et des vidéos sont indispensables pour aider les 
utilisateurs à localiser les informations recherchées. 
1.2.9 La mode, l 'architecture et la conception d 'ingénierie 
Les graphistes, les designers de mode et les concepteurs industriels réutilisent les 
images des conceptions précédentes comme source d'inspiration [42]. Pour la même raison, 
les architectes et les ingénieurs ont besoin de visualiser des plans, des images de machines 
ou d'autres matériaux connexes lors du développement de nouveaux projets. Avec 
l'apparition du Web, ces professionnels ne sont plus limités à leurs collections personnelles 
d'images. Le Web leur permet d'accéder à d'autres Images se rapprochant de leur 
recherche. 
1.2.10 Historiques et l'étude de l'art 
Les historiens, les archéologues et les sociologues utilisent des données visuelles 
comme source d' information dans leur recherche. Lorsque l'accès au travail original de 
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l'artiste est limité (par exemple : la distance géographique, la condition physique du travail, 
les moyens de transport), les chercheurs peuvent utiliser des substituts qui se trouvent sur le 
Web en fOffile de photographies ou d'images d'objet pour éviter ce problème. Ce principe 
est un exemple de récents travaux qui tentent d'appliquer la recherche d' images et de la 
recherche d'historique proposé par Barnard et al. [43] et Wang et Al. [44] . 
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1.2.11 Le domaine militaire 
Les applications militaires basées sur la technologie de l'imagerie sont les plus 
développées. La reconnaissance des avions ennemi à partir des écrans radars, 
l'identification des cibles à partir de photos satellites, les systèmes de guidage pour les 
missiles de croisière sont des exemples connus. De nombreuses techniques de surveillance 
utilisées dans le domaine de la lutte contre le crime pourraient également être utilisées dans 
le domaine militaire. 
1.2.12 Journalisme et publicité 
Les journaux et les agences publicitaires archivent des photos pour illustrer des articles 
et des publicités. Ces archives sont volumineuses et leur stockage est dispendieux s'ils ont 
été annotés avec des mots clés~ Les sociétés sont confrontées à un problème encore plus 
grand: avoir beaucoup de temps à archiver les images de vidéos qui sont presque 
impossibles à être annotées sans avoir d'outils qui rendent cette annotation automatique. 
Cette application est sans doute l'une des premières utilisations de la recherche 
d'images par le contenu qui a une technique d' indexation qui facilite la recherche d' images. 
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1.2.13 Diagnostic médical 
La relation entre la médecine moderne et les techniques de diagnostic tels que la 
radiologie, l'histopathologie et la tomographie infonnatisée a entraîné une explosion du 
nombre d'images médicales qui sont enregistrées par la plupart des hôpitaux. 
Bien que l'objectif essentiel pour les systèmes d'imagerie médicale soit d'être capable 
d'afficher les images relatives à l'état d'un patient et d'établissement d 'un diagnostic, il est 
pertinent d'utiliser des techniques de la récherche d'images par le contenu qui donne les 
meilleurs résultats et qui sont utilisées dans plusieurs systèmes, par exemple le système I2C 
pour la recherche 2-D des images radiologiques développé à l'Université de Crète [45], et le 
système pour la recherche 3-D des images neurologiques qui est en cours de 
développement à l'université Carnegie-Mellon [46] . Ces deux systèmes ont été développés, 
à titre d'exemple, dans le but d'aider le personnel médical dans le diagnostic des tumeurs 
cérébrales et de plusieurs autres diagnostics. 
1.3 Fonctionnement d'un moteur de recherche d'images 
Dans les sections précédentes, nous avons présenté deux approches utilisées pour la 
recherche d'images : Concept-based image retrieval et Contenent-based image retrieval. 
Dans cette section nous allons passer en revue les principales fonctionnalités d'un moteur 
de recherche d ' images pour chacune de ces deux approches. 
Il existe un certain nombre d' étapes communes entre la recherche d ' images par le texte 
et par le contenu : 
1) L'extraction des descripteurs de toutes les images de la BD, ainsi l'indexation doit 
se faire en mode off-hne (avant la session de recherche) et avant même que 
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l'utilisateur fonnule sa requête. Cependant, les mêmes descripteurs doivent être 
extraits de la requête. 
2) La comparaison entre la requête et une image de la BD revient à comparer entre les 
caractéristiques des deux images. 
1.3.1 Recherche d 'images par le texte (Concept-based image retrieval) 
Cette approche est utilisée généralement par les moteurs de recherche commerciaux 
comme Google, AltaVista et Lycos. 
1.3.1.1 Principe 
Le fonctiOlmement d'un moteur de recherche d'images par le texte ressemble à celui 
d'un moteur de recherche d'images sur le WEB qui utilise aussi le texte pour rechercher les 
llTIages. 
Il existe plusieurs étapes pour la recherche d'images par le texte: la digestion des 
données, la création de l ' index, la fonnulation de la requête, la recherche et le raffinement. 
Ces étapes sont illustrées à la figure 2. 
Tout d'abord, les images et les dOlmées doivent être analysées (digérées) pour calculer 
des descripteurs d'images qui seront utilisés pour la recherche et l'indexation des images. 
Ces tâches doivent être faites en mode off-line (avant la session de recherche) et avant 
même que l'utilisateur fonnule sa requête. Une fois cette étape faite, le système est prêt à 
recevoir les requêtes des utilisateurs et à les traiter en utilisant de bonnes mesures de 
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similarité. Par la suite, les résultats sont affichés et prêtes à être affiner par le biais de la 
relevance feedback. 
DOJUléeS • . 
Descripteurs et Index 
La digestion de données 
Indexation 




Figure 2 Structure générale d'un moteur de recherche d'images par le texte. 
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1.3.1.2 Étapes 
a. La digestion 
Le système digère les données pour extraire les caractéristiques (descripteurs) qUi 
seront utilisées lors de l'indexation et la recherche d' images. En général, les 
caractéristiques sont des mots-clés qui sont annotés, soit manuellement (par l'utilisateur), 
soit semi automatiquement (une partie par l'utilisateur et l'autre par le système) ou 
automatiquement (par le système). 
b. Indexation 
Dès que le système a extrait les caractéristiques des images, elles doivent être 
enregistrées sur des périphériques de stockage. Par ailleurs, le grand nombre d' images, la 
taille des caractéristiques d' images et l'utilisation des périphériques de stockage nécessitent 
l'utilisation de bonnes techniques d'indexation pour faciliter l'accès et réduire le temps de 
la recherche. 
L'indexation consiste à construire des classes d'images et dans chaque classe le 
système va mettre les descripteurs qui se ressemblent. En effet, l'utilisation d'un index aide 
à réduire le temps de recherche d'une façon significative car le système parcourt la totalité 
de la base de données des caractéristiques lorsqu'il cherche des images et il n'a qu'à 
chercher les images similaires à partir de l'index. Il existe plusieurs techniques d'indexation 
qui utilisent différents types d'algorithmes. Par exemple, K-D Tree, K-D-B Tree. 
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c. Formulation de la requête 
Les moteurs de recherche d'images par le texte fournissent à l'utilisateur deux choix 
pour faire la recherche; soit formuler une requête, soit navigué dans un catalogue. 
- La recherche basée sur la requête 
Lorsque l'utilisateur effectue une requête dans le moteur de recherche, l' interface doit 
être facile d'utilisation et elle doit permettre à ce dernier de bien cibler sa requête. 
c.I . Requête par les mots-clés 
L'usager présente sa requête en utilisant un mot-clé. Par exemple, «je cherche une 
voiture ». S'il veut chercher plusieurs objets, il peut utiliser plusieurs mots-clés. Ces mots-
clés peuvent être combinés avec différents connecteurs logiques (OU, ET et NON). Voici 
un exemple d'une telle requête : «je cherche une voiture ou un avion ». 
c.2. Requête par des phrases 
L'usager peut soumettre une phrase qui décrit ce qu' il veut chercher. Par exemple: « je 
cherche des pers Olmes qui dansent dans un théâtre». 
d. Recherche 
Après que l'utilisateur ait formulé sa requête, le moteur de recherche extrait les images 
les plus similaires en regard de la requête en appliquant des techniques d'appariement 
(matching) . En effet, la collection d' images extraites peut contenir plusieurs milliers 
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d'images aux formes de la requête. La question qui se pose est : comment peut-on ciasser 
ces images et les rendre disponible à l'utilisateur? 
Dans le cadre d'une recherche sur le web, par exemple, on peut effectuer un tri par 
pertinence ou un tri par popularité. 
Le tri par pertinence: les résultats sont affichés selon un ordre déterminé par le calcul 
d'un score pour chaque réponse. La pertinence est basée sur : le poids d'un mot dans un 
document (déterminé par sa place dans le document), la densité (la fréquence d'apparition . 
dans un document par rapport à la taille du document), le poids d'un mot dans la base, la 
correspondance d'expression (similarité entre l'expression de la question et l' expression 
correspondante dans un document) et la relation de proximité (la proximité des termes de la 
question entre eux dans le document). C'est ce qu'on appelle le tri par pertinence [47]. 
Le tri par popularité: les principes de cette technique sont différents et indépendants du 
contenu des documents, on distingue deux méthodes relié au tri par popularité [47]. 
• La méthode basée sur la co-citation 
Cette méthode est utilisée par plusieurs moteurs de recherche comme Google et Alta 
Vista. Le principe de cette méthode est que les moteurs classent les documents grâce à la 
combinaison de plusieurs descripteurs, dont le principe «Page Rank ». Ce principe utilise 
le nombre de liens WEB pointant sur les pages. Cette technique défavorise les pages 
récentes et inconnues. 
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• La méthode basée sur la mesure d'audience 
Cette méthode est basée sur l'analyse du comportement d'un internaute dans 
l'utilisation du moteur. Le système mesure le temps passé sur une page avant que 
l'internaute ne revienne aux résultats. S'il ne revient pas en arrière pour revenir à la page 
requête, alors cela veut dire que le site proposé était pertinent à sa recherche. 
e. Raffinement 
Quand les résultats sont accessibles à l'utilisateur, il se peut qu'ils soient insatisfaisants. 
Les moteurs de recherche d'images offrent la possibilité d'améliorer la pertinence des 
résultats par le biais de la relevance feedback [48]. Par exemple, si l'utilisateur veut 
chercher des voitures de couleur rouge, il ajoute rouge à la requête« voiture ». 
La figure 3 nous montre les résultats correspondant à cette requête. 
voiture tuning 
476 x 357 • 53 ko 
stevenmiot.bloguez. com 
voiture 
854 x 562 . 70 ko . jpg 
ww#. annonce·,'Oiture. com 
ir en voiture (pensez au ... Un trafic de voitures démantelé. 
500 x 332·86 ko· jpg 1920 JI: 1440·484 ko· jpg 
salondessolidarites.com WvVW.laboussole74.com 
Voiture du futur! 
495 x 330 • 27 ko • jpg 
VY'IW(.villîard.com 
[ Plus de résultats sur 
w..!<A>(. viUiar.d. (om 1 
Image : Un ouvre voiture 
840 JI: 630 . 67 ka • jpg 
WvVW. koreus. com 
La page des voitures! 
800 x 411 • 35 ko • jpg 
WIIYW.villiard.com 
Figure 3 Les résultats correspondant à une requête « voiture» 
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Nous constatons que les images affichées sont des voitures, mais elles ne correspondent 
pas toutes aux besoins de l'utilisateur. La relevance feedback [48] lui permet de reformuler 
sa requête pour augmenter la pertinence des images. La figure 4 nous montre les résultats 
obtenus avec la nouvelle requête : «voiture rouge ». 
uperbe voiture rouge métal de 
420 x 280 - 41 ko - jpg 
V>NWV,forum-auto,com 
1 Plus de résultats sur 
mediasforum-auto,com 1 
n'est pas ma voiture juste un ... 
396 )( 318 - 35 ko - jpg 
voiture rouge détouré 
400 x 267 - 32 ko 
fr.foto lia. com 
Voiture rouge ... 
600 )( 600 - 29 ko - jpg 
La rentrée dansante de l'école de . 
850 x 638 - 49 ko - jpg 
IMN'W. rockadence, com 
Voiture métal porteur rouge - Vil 
Figure 4 Les résultats correspondant à la requête « voiture rouge» 
1.3.1.3 Avantages et inconvénients 
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La recherche par le texte est utilisée dans différents moteurs de recherche d'images 
parce qu'elle présente beaucoup d'avantages, Premièrement, c' est une façon naturelle qui 
permet à l'utilisateur de s'exprimer comme il le fait dans la vie de tous les jours, 
Deuxièmement, elle permet de réutiliser tout l' arsenal des techniques développées à cet 
effet Enfin, elle intègre facilement les concepts sémantiques associés aux images, 
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Malgré les avantages que nous donne la recherche d' images par le texte, on peut 
identifier certains défauts ou les inconvénients. Premièrement, nous ne pouvons pas 
exploiter cette technique lorsque la base de données n'est pas annotée. Deuxiêmement, un 
texte est subjectif et une image peut être annotée avec des mots différents par plusieurs 
annotateurs. Troisièmement, comment peut-on décrire une image si elle contient une 
multitude d'objets constitués de différentes formes et couleurs? Quatrièmement, le texte 
dépend de la langue utilisé. Si nous ne disposons pas d'outil de traduction, il est impossible 
de faire une recherche si la requête a été écrite dans une langue et que les images de la BD 
ont été annotées dans un autre langage. Finalement, le texte ne peut pas atteindre un niveau 
élevé de précision. Si dans le moteur de recherche d'images «Google» nous entrons 
comme requête «chat », la figure 5 nous montre le résultat obtenu. 
Go Iole' '--______ . ___ ..........l l Recherched'images 1 ~:"t~;!~~;:çbtreh.mM;' 
o Le filtre SafeSearch modéré es! . activé 
-------_. ---~. 
Images Afficher : [ Toutes leslai ll e~ [Taus les types de conlen~l : : Toutes les couleurs " 
Recherches associées . chaton chat dessin 
1024 x 768·82 ka • jpg 
_.fond·ecran.com 
1 PhI" de r:isuHats su,wwFfQoO' 
~I 
UN PEU DE POESIE . Ah bah 
chat alors ••• 
499 x 363 . 53 ka . jpg 
epon.unolag.1f 
TROP MIMI LES CHATS ARMONS Les chaIS et moto ou scooter 
393 x 310 - 21 ka· jpg 
.•• un chat? ••• 
329 x 357 . 16 ka· jpg 
www-iedessine.com 
••• liré du topic chats ••• 
707 x 764 . 165 ka - jpg 
f .ha a 1 
Chat foufou 
400 x 400 . 33 ka • jpg 
li'Nffl a r.~ m 
Résuhats 1 à 18 sur un lotal 
••• nos 
500 x 357 - 19 ka · jpg 
.... ww.gameblog.fr 
Figure 5 Résultat du moteur de recherche d'images « Google » en utilisant la requête « Chat» 
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Bien que les images affichées soient ressemblantes, qu'arriverait-il si nous recherchons. 
des images qui ressemblent visuellement (des chats qui ont la même couleur et la même 
position) figure 6. Il est impossible de décrire tous ces détails en utilisant que du texte. 
Figure 6 Requête« Chat» 
1.3.2 Recherche d'images par le contenu (Content-based image retrieval ou CBIR) 
Les défauts de la recherche d'images par le texte que nous avons cités ci-dessus ont 
conduit des chercheurs à réfléchir à d'autres façons de formuler les requêtes. En 
l'occurrence la recherche qui est la recherche d'images par le contenu. Cette méthode 
consiste à effectuer des recherches à l'aide de requêtes basées sur des caractéristiques 
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visuelles d'une image: texture, couleur, forme, etc. Le cas typique d'utilisation de ce 
système est lorsque l'on dispose d'une image pour laquelle on souhaiterait obtenir des 
images visuellement similaires. 
1.3.2.1 Principe 
Contrairement au moteur de recherche d'images par le texte, la CBIR (Content-based 
image retrieval) utilise le contenu visuel des images, par exemple, la couleur, la texture,. et 
la forme. 
Le scénario le plus courant dans la recherche d'images basée sur le contenu est: 
1) le moteur de recherche d'images accompagne l'usager pour formuler sa requête. 
(les différents types de requêtes vont être détaillés plus loin.); 
2) après la formulation de la requête, le moteur compare la requête avec les données 
sur les images de la BD; ceci implique l'extraction de caractéristiques, le calcul de 
mesures de similarité, l'indexation et le tri selon la ressemblance; 
3) affichage des images résultantes. 
4) si le résultat est concluant, le moteur arrête ses recherches sinon il fournit une 
rétroaction les résultats. 
5) le moteur exploite cette infonnation et tente de trouver des images plus pertinentes à 
extraire. 
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1.3.2.2 Étapes de l'extraction de caractéristiques 
a. Extraction des caractéristiques 
Les caractéristiques visuelles qui doivent être extraites des images sont généralement 
regroupées dans quatre grandes familles. Ces familles sont; 
1) Classement par la couleur, incluant les histogrammes (RGB, HSV, L*a*b, 
CMY), les moments, etc. 
2) Classement par la texture, incluant: la matrice de cooccurrence, le filtre de 
Gabor, l'auto-covariance, etc. 
3) Classement par la forme, incluant: les moments invariants, les descripteurs de 
Fourier, les points de contour, etc. 
4) Classement par les caractéristiques mixtes qui décrivent plus d'un aspect telle 
corrélogramme qui décrit à la fois la couleur et la texture. 
Il existe d'autres caractéristiques qui décrivent la structure, les points d'intérêt, etc. 
b. Recherche 
Finalement, le système sélectionne les Images ayant le plus de similarité avec la 
requête. 
La phase de recherche contient des opérations nécessaires pour pouvoir organiser les 
descripteurs de manière à accéder rapidement aux données. Cette organisation consiste à 
mesurer la similarité entre la requête et chaque image de la BD. Idéalement, plus deux 
caractéristiques sont proches au sens de la mesure utilisée, plus les images associées sont 
proches au sens de l'utilisateur. 
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b.l Création de l'index 
Pour s'affranchir du parcours de la base de données, une solution consiste à stocker et à 
organiser les index des images de la base de données dans des tables de hachages [49] ou 
dans des structures arborescentes [50], en associant à chaque index les modèles de la base 
correspondants. Le principe de ces méthodes est de créer une partition de l'espace des 
paramètres en classes, regroupant ainsi les modèles dans des régions. Ces structures 
forment des dictionnaires permettant une recherche accélérée grâce au classement des 
index. Lors de la phase d'interrogation, cela élimine les parcours inutiles pour arriver 
directement à une solution satisfaisante [51]. 
Le fonctionnement d'un moteur de recherche par le contenu est schématisé à la figure 7. 
- --------------------------------~------------------------------------/(-S~~:;;S~è~~d~-di~~fu;----! mode autonome '\ 
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b.2 Formulation de la requête par le contenu 
La requête peut être fonnulée de différentes manières : 
1-Requête où l'utilisateur fournit la valeur de chaque caractéristique 
Dans cette technique, c'est l'utilisateur qui donne la valeur numérique de chaque 
caractéristique de l'image. Cette technique n'est pas beaucoup utilisée par les moteurs de 
recherche parce qu'elle a des inconvénients: 
Premièrement, l'utilisateur ignore la signification des caractéristiques telles que la 
matrice de cooccurrence [52] et le filtre de Gabor [53-54]. 
Deuxièmement, il est très difficile, même pour un spécialiste dans le traitement 
d'images, de traduire ses besoins en un ensemble de valeurs numériques. 
2-Requête basée sur une (des) image(s) exemple(s) 
Cette technique est la plus utilisée par les moteurs de recherche parce qu'elle est facile 
à exploiter par l'utilisateur. Le principe de cette technique est simple : l'utilisateur 
sélectionne une Image type et le moteur recherche des nnages similaires. Plusieurs 
principes ont été proposés: 
2.1-Requête basée sur une image exemple. Le principe de cette technique est que le moteur de 
recherche dirige l'utilisateur qui soumet une image type parmi les images de la BD, puis le 
moteur recherche des images similaires. 
2.2-Requête par plusieurs images exemples. L'utilisateur choisit plusieurs images types. La 
requête peut être une combinaison utilisant des connecteurs logiques (ET, OU, NON). Cette 
technique est exploitée par certains moteurs de recherche pour effectuer une sélection de 
caractéristiques. 
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2.3-Requête par région d'intérêt. L'utilisateur choisit une ou plusieurs régions de l' image. 
Cependant, il faut savoir que lors de l'extraction des caractéristiques, chaque image est 
segmentée en région, ensuite chaque région est représentée par un ensemble de 
descripteurs. Notant que lors de la comparaison entre une région et une autre, différentes 
mesures de similarité peuvent être décelées dont les distances et les mesures probabilistes. 
2.4-Requête par l'exemple, et le contre-exemple. Le contre-exemple permet à l'usager d'exprimer 
ce qu' il ne veut pas. Ce qui aide à résoudre plusieurs problèmes en recherche d'images dont 
le bruit (ensemble d ' images que l'utilisateur ne veut pas, mais que le moteur de recherche 
lui a retournées) et l'oubli (ensemble d'images qui auraient dû être retournées à l'usager, 
mais qui n'a pas été). 
Beaucoup de moteurs de recherche permettent à l'utilisateur de combiner l'exemple 
positif avec l'exemple négatif lors de la formulation de la requête. Certains moteurs 
permettent à l'utilisateur d' introduire l'exemple négatif dès la première itération tandis que 
d'autres lui permettent d ' introduire l'exemple négatif dans la deuxième itération i.e. pour 
raffiner les résultats (Relevance feedback) [55] . 
2.5-Requête par «de~sin» et requête par «icônes prédéfinies». Certains moteurs de recherche 
d' images proposent à l 'utilisateur plusieurs outils pour qu' il puisse décider l'image requête 
comme les outils proposés par « Microsoft office Word ». 
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b.3 Mesurer la similarité 
Dès que l'utilisateur formule sa requête, le moteur va vérifier l'adéquation entre les 
descripteurs de la requête et ceux des images de la BD en appliquant des mesures de 
similarité. 
Après avoir calculé une ou plusieurs mesures de similarité, le moteur affiche les 
résultats à l'utilisateur. Si les résultats affichés ne sont pas satisfaisants, le moteur de 
recherche lui donne la possibilité de raffiner ces résultats par le biais de la relevance 
feedback. 
La mesure de similarité quantifie la proximité des images dans l'espace des 
caractéristiques. Une telle mesure est généralement une métrique: Les images sont 
considérées semblables si la distance de la métrique est petite. La complexité du calcul 
d'une distance doit être raisonnable en temps d'exécution parce que dans un système CBIR 
cette tâche doit s'exécuter en temps réel. D'autres paramètres entrent en jeu tel la 
dimension de l 'espace des caractéristiques, la taille de la base de données, etc. La méthode 
exhaustive de recherche calcule les distances entre la requête de l'utilisateur et toutes les 
images de la base puis les classe selon leurs scores. Ceci par conséquent rend le temps de 
réponse proportionnel au nombre d'images (O(N». Par ailleurs, les méthodes d'indexation 
du contenu permettent de réduire le temps de recherche comparée à la recherche 
séquentielle. 
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Une bonne mesure de similarité doit respecter les propriétés suivantes : 
);> La perception : une petite distance dans l'espace caractéristique indique que 
deux images sont semblables. 
);> Le calcul : le calcul de la distance est rapide. 
);> La stabilité: le calcul de la distance ne doit pas être affecté par une modification 
de la taille de la base. 
);> La robustesse: la mesure doit être robuste face aux changements des conditions 
d'acquisition des images. 
Ci-dessous nous présentons les distances les plus utilisées pour comparer des images vues 
soit comme vecteurs ou comme des distributions statistiques : 
• Distance Euclidienne (L2) 
La métrique de la distance L2 ou métrique de la distance euclidienne entre deux 
vecteurs consiste à calculer la racine de la somme des différences au carré, soit, 
d 
L2 == IIU - Vii == L(Ui - 11;)2, 
i=l 
(1. 1 ) 
où U et V représentent les vecteurs à comparer et d la taille des vecteurs. 
• Distance du X2 
La distance du X2 est une loi de densité probabiliste qui est définie par, 
k 2 
L( X._P' ) ___ l 1 a; 
i=l 
où « X » est la valeur observée et f.1 et cr sont les valeurs théoriques. 
• Distance de Canberra [56] 
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(1.2) 
La distance de Canberra d entre deux vecteurs x et y dans un espace vectoriel réel de 
dimension n est définie comme suit, 
(1 .3) 
Ces trois distances ont été utilisées pour évaluer notre outil de configuration de 
recherche automatique. 
• Distance de Mahalanobis [57] 




où « C» est la matrice de covariance. Dans les cas où les variables, les caractéristiques, 
sont indépendantes, C ne comporte que des variances et la distance de Mahalanobis se 
simplifie à ; 
(l .5) 
Si « C » est la matrice identifiée de base donc, DM est la distance Euclidienne. 
• Intersection d'histogrammes 
Cette distance est l'une des premières distances utilisées dans la recherche d' images par le 
contenu. Elle a été proposée par Swain et Ballard [58] et elle mesure la partie commune de 
deux histogrammes. Si nous avons deux histogrammes de départ hlet h2, on a, 
Dlnter sec 
(1.6) 
L :min( hl (i),hz (i )) 
Lih2(i) 
Deux images présentant une intersection normalisée d'histogrammes ayant un résultat se 
rapprochant de l sont considérées comme similaires. Cette mesure n ' est pas une métrique 
parce que non symétrique. Cependant il existe des versions symétriques, dont celle 
proposée par Smith [59]. 
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• Earth Mover Distance (EMD) 
EMD consiste à minimiser le coût de transformation d'une distribution en une autre 
sous certaines contraintes de déplacement de classes de caractéristiques. Elle est exploitée 
notamment par Rubner et al [60]. 
Lij gijdij 
Lijgij (1.7) 
où d ij représente la dissimilarité entre deux indices (i, j) et g ij est le flot optimal entre deux 
distributions, dont le coût total est; 
D EMD = l gijdij 
ij 
Le coût est minimisé sous les contraintes suivantes : 








1.3.2.3 Avantages et inconvénients de la recherche par le contenu 
La recherche par le contenu comporte un certain nombre d'avantages, dont les suivants; 
i) Elle peut être utilisée même si la BD ne comporte aucun texte; 
ii) Elle s'applique aux images très complexes et à celles qui contiennent une 
multitude d'objets; . 
iii) Elle permet d'atteindre un niveau de raffinement que le texte ne permet pas. 
Par exemple, chercher des images qui ressemblent visuellement à une image données. 
iv) Le contenu des images est plus précis que par le texte. 
Malgré les avantages que nous donne la recherche d'images par le contenu, on peut 
trouver des inconvénients: 
* Le fossé sémantique. En général, les images sont décrites au niveau numérique alors que 
les utilisateurs sont intéressés par leur contenu sémantique. Il s'avère difficile de trouver 
une correspondance entre le niveau sémantique et le niveau numérique. Ce phénomène 
s'appelle: «Le fossé sémantique ». 
-* Différentes solutions ont été proposées afin de réduire ce problème. Certains auteurs 
combinent le contenu des images avec du texte puisque ce dernier est propice à une étude 
sémantique. D'autres auteurs ont recouru au Relevance Feedback afm de mieux 
comprendre la requête de l'utilisateur. 
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* Le problème de la page zéro: il arrive de temps en temps que lors d'une première 
requête, les images proposées par le moteur ne ressemblent pas à ce que l'utilisateur 
recherche. Ce phénomène s'appelle: le problème de la page Zéro. Certaines solutions sont 
proposées afm d'alléger ce problème (exemple: recherche par région). 
* L'extraction de caractéristiques visuelles: malgré l'évolution de CBIR, le problème 
d'extraction des caractéristiques n'est pas complètement résolu et beaucoup de travail reste 
à faire, surtout pour extraire les caractéristiques capables de capter le contenu sémantique 
des images. 
1.4 La navigation 
Cette technique consiste à organiser les images de la base de données pour former un 
catalogue regroupant des images similaires selon leurs caractéristiques et bénéficier d'une 
structure hiérarchique. Ces catalogues sont créés pour les utilisateurs qui n'ont pas de 
requête précise et qui veulent naviguer librement. Le catalogue permet à l'utilisateur de 
naviguer dans la base de données dans laquelle il pourra trouver plusieurs thèmes déjà 
identifiés. Chaque thème peut être consulté par l'utilisateur en allant soit en profondeur 
pour parcourir les sous thèmes, soit en largueur pour passer à d'autres thèmes connexes. 
Chaque ensemble d'images similaires est regroupé au sein de la même classe, cette 
similarité peut être calculée en termes d'éléments visuels, de concepts sémantiques, ou les 
deux. 
Le gestionnaire du moteur a préalablement regroupé les images de la base de données 
selon des mesures de similarité pour faciliter l'obtention d'un résultat adéquat en regard de 
la requête de l'utilisateur et pour enrayer le problème de la page zéro. L'utilisateur va 
35 
ensuite sélectionner un thème pour lequel il voudrait un résultat attendu. Suite à sa requête, 
l'utilisateur voit les résultats qui lui sont suggérés. L'utilisateur ne peut choisir que les 
images qui lui conviennent et terminer sa recherche. Sinon, il peut augmenter la précision 
de sa recherche et passer à un sous thème de la requête. Il peut sélectionner une image type 
qui lui permettra de préciser sa requête. 
Par exemple, l'utilisateur peut sélectionner le thème «auto»; les résultats obtenus 
sont des automobiles; mais s'il veut préciser les résultats et prendre comme image type la 
marque «Golf» alors, il peut sélectionner l'image correspondant à sa recherche. La figure 8 
illustre une navigation dans une base de données. 
ReQuête 
Utilisat eu,· 
Figure 8 Recherche basée sur la navigation dans un catalogue 
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1.5 Conclusion 
Suite à l'expansion fleurissante de la diffusion d'images et suite au fait que 
l'augmentation de la capacité de stockage est rendue accessible à tous les utilisateurs, les 
systèmes de recherches d' images doivent mettre de l'avant des techniques plus poussées 
pour la recherche et l'indexation d' images. Les systèmes de recherches d'images par le 
texte comportent beaucoup d' avantages, mais ne sont pas toujours efficaces lorsque vient le 
temps à l'utilisateur de perfectionner sa recherche en ayant une image type. 
Dans ce cas, le fait de perfectionner les systèmes de recherches d'images par le contenu 
permet à l'usager d'avoir des résultats beaucoup plus précis de la recherche qu' il veut 
effectuer. Pour des domaines spécifiques, les bases de données formées par les images sont 
vitales pour le travail de plusieurs gens de métier. Par exemple, pour les criminalistes, dans 
le domaine de la santé, dans le domaine des arts, .. . Tous ces gens ont besoin de se référer à 
des images pour pouvoir poser un diagnostic, faire l'analyse ou pour voir l'évolution d'une 
maladie. 
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Chapitre 2 - Sélection des caractéristiques 
2.1 Introduction 
Lorsque l'utilisateur fait une requête dans un moteur de recherche, plusieurs éléments 
entrent en compte selon les exigences de l'usager. Chacun pourrait faire une requête avec la 
même image type sans pour autant chercher les mêmes caractéristiques dans le résultat 
final. Pour faire de la classification d' images, plusieurs caractéristiques sont prises en 
compte afin indexer toutes les images des bases de données. Le choix des caractéristiques 
est au centre de l'indexation et de la recherche d'images. Parmi les caractéristiques 
principales, nous retrouvons la couleur, la forme et la texture. Ces caractéristiques sont des 
éléments visuels que chaque utilisateur pourra vouloir retrouver dans les résultats d'une 
requête. La sélection des caractéristiques est le point de départ lors de la construction d'une 
base de données. 
Dans ce chapitre, nous allons préciser ce qu'est la sélection des caractéristiques. 
Ensuite, nous allons définir des caractéristiques courantes que nous pouvons trouver lors de 
la recherche d' image en général. De plus, nous allons présenter quelques méthodes de 
sélection des caractéristiques. Finalement, nous présenter une critique de quelques 
méthodes de sélection des caractéristiques et nous allons proposer de nouvelles approches 
afin de perfectionner les moteurs de recherche afin d'obtenir de meilleurs résultats. 
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2.2 Qu'est-ce que la sélection de caractéristiques 
2.2.1 Définition d'une sélection de caractéristiques 
L'étape de l'identification des caractéristiques est un processus nous pennettant 
d'identifier des caractéristiques pertinentes, et ce, à partir d 'un ensemble de départ. Selon le 
système de recherche et les critères utilisés par celui-ci, la notion de pertinence d'un sous-
ensemble des caractéristiques est différente pour chacune des requêtes. Nous pouvons 
exposer le problème de sélection des caractéristiques comme suit : 
Ev(F') = max Ev(Z) 
ZeF 
Soit Ev = le meilleur sous-ensemble des caractéristiques possible. 
F = l'ensemble des caractéristiques. 
Max Ev= le nombre total des caractéristiques utilisées. 
z= méthode de génération de sous-ensembles. 
À la figure 9, on trouve la schématisation d'une méthode de sélection de 
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Figure 9 Procédure générale d'un algorithme de sélection de caractéristiques 
John et Al. [62] ont proposé une définition des lllveaux de pertinence d'une 
caractéristique et qui s'avère à ce jour la plus connue: 
-Une caractéristique est très pertinente si son absence enlève toute la signification de la 
performance de la classification utilisée; 
- Une caractéristique est peu pertinente si elle n'est pas classée comme la meilleure ou 
la pire caractéristique lors de la classification; 
-Une caractéristique est non pertinente si lorsqu'elle est supprimée de l'ensemble des 
caractéristiques de départ, elle n'apporte aucune pertinence à l'ensemble donc, elle ne 
donne aucun résultat concluant selon la requête demandée. 
Il Y a quatre étapes [63] à suivre pour obtenir de bonnes caractéristiques lors de leur 
sélection; 
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1) Identification du point de départ pour construire l' ensemb le des caractéristiques. 
2) Mise en place d'une procédure de génération de sous-ensembles de 
caractéristiques; 
3) Identification ou mise au point d'une méthode d'évaluation des sous-ensembles; 
4) Choix d'un critère d'arrêt de la construction de l'ensemble des caractéristiques. 
Pour construire créer des sous-ensembles de caractéristiques d'un moteur, nous 
allons présenter les principales caractéristiques qui sont généralement prises en compte 
lors de la recherche d'images. 
2.2.2 Sélection des caractéristiques dans la recherche d 'images 
Les caractéristiques d' images pour la recherche par le contenu ont un rôle très 
important lors de la recherche d'images. Nous pouvons défmir les caractéristiques telles 
que la couleur, la texture et la forme comme des caractéristiques de bas niveau. En général, 
les caractéristiques ~ont les signatures visuelles des images et dans la prochaine section, 
nous analyserons leur pertinence. 
2.2.2.1 Caractéristiques de bas niveau 
Les caractéristiques dites de bas nIveau sont des caractéristiques visuelles le plus 
facilement observables. Lorsque nous avons une image, plusieurs éléments peuvent être le 
point de départ de notre recherche de caractéristiques. Lors du processus de recherche 
d'images, les caractéristiques de bas niveau sont celles qui correspondent le plus à la 
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perception de l'utilisateur en regard à l'image type de sa requête. À la prochaine section, les 
principales caractéristiques de bas niveau sont présentées. 
2.2.2.2 La couleur 
La couleur est un des descripteurs le plus utilisé lors de l'indexation et la recherche 
d'images. Du point de vue de la vision, la couleur est significative lors d'une recherche. La 
signification de la couleur est très importante, car sans elle, plusieurs tâches quotidiennes 
de la vie seraient très difficiles à effectuer. 
2.2.2.3 La moyenne RGB 
Pour la couleur, la moyenne RGB (Red Green Blue ou RVB, Rouge, Vert et Bleu) est 
le descripteur le plus utilisé à ce jour. Les couleurs rouges, vert et bleu sont les couleurs 
primaires qui, une fois additionnées peuvent donner le blanc; soustraites donnent le noir et 
l'addition de deux de ces couleurs primaires, nous pouvons obtenir les couleurs 
complémentaires. Un des problèmes rencontrés avec la moyenne RVB est que ce système 
de codification ne peut pas décrire toutes les couleurs perçues par l' œil humain. On peut 
détecter toutes les teintes mais pas toutes les couleurs saturées, dites pures. La figure 10 
illustre les cubes des teintes et des couleurs avec une moyenne RGB. 
Figure 10 La moyenne RGB. 
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Le modèle TSV (Teinte, Saturation et Valeur) est un modèle intuitif qui est le dérivé du 
modèle RVB. La luminosité évolue selon un modèle RVB entre le noir et la luminosité 
maximum des couleurs primaires. Ce système positionne deux échelles de luminosités sur 
deux axes perpendiculaires : du noir vers la luminosité et de la couleur vers le blanc (la 
saturation). Ce modèle a pris une grande place avec l'arrivée de l' informatique. Il nous 
permet d'obtenir de meilleurs résultats lors de la recherche d' images, car nous pouvons 
capter plus de détails lors du calcul de similarité entre la requête et les images de la base de 
données. La figure Il montre le modèle TSV et les variations de couleurs que nous avons 
comme comparatif lors de la recherche d'images. 
Hue 
Figure Il Le modèle TSV. 
43 
2.2.2.4 L'histogramme de couleur 
L'histogramme de la couleur représente la distribution de pixels en fonction des 
couleurs dans une image. Le nombre de pixels est calculé selon des bandes de l' espace des 
couleurs préalablement découpées. La figure 12 illustre l'exemple d'une image et de ses 
histogrammes pour chaque bande de couleur. 
Rouge Vert Bleu 
Figure 12 Les différents histogrammes d'une image RGV. 
En 1991 , Swain et Ballard [64] ont été parmi les premiers à utiliser cet histogramme en 
recherche d' images. Plusieurs avantages sont observés lors de l'utilisation d'un tel 
histogramme; tels que la simplicité et la rapidité de l' extraction des données de 
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l'histogramme, la bonne représentation du contenu de l'image et de l'invariabilité sous les 
opérations telles que la translation, la rotation, le changement des dimensions d' image et le 
changement du point de vue de l'image. Un des points négatifs est que l'histogramme est 
sensible aux changements de luminosité et à l'absence d' information sur le point de vue de 
l'espace. 
2.2.2.5 Texture 
La texture a pris une place importante dans le domaine de la recherche d' images et de 
l'indexation par le contenu. La texture est une caractéristique qui se retrouve partout dans la 
nature. Depuis plus d'une vingtaine d'années, les chercheurs utilisent la texture comme 
descripteur. En 1973, Haralick [65] propose une approche pour calculer la similarité entre 
les matrices de cooccurrences des niveaux de gris . Les qualificatifs mis de l'avant dans 
cette approche sont: la grossièreté, l' homogénéité, la régularité ou l' irrégularité, le 
contraste, etc. La figure 13 montre quelques textures que nous pouvons observer dans la vie 
de tous les jours. 
Figure 13 Différentes textures dans la nature. 
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La moyenne et la variance des coefficients de transformation dans une région de texture 
caractérisent la méthode du filtre de Gabor. Cette méthode est développée pour être capable 
d'utiliser . les caractéristiques de la texture comme composantes lors de la recherche 
d' images. 
2.2.2.6 La forme 
La forme est un élément visuel de base lors de la recherche et l' indexation d'images. 
Nous pouvons dire que la forme est l'élément représentatif à l'intérieur d'une image. La 
structure d'un tel élément prend une image est une caractéristique qui est souvent 
recherchée pour trouver des images similaires à l'image de départ. Par contre, la forme ne 
peut donner de résultats satisfaisants si elle est la seule caractéristique utilisée, car dans 
plusieurs cas, nous pouvons avoir plusieurs images qui possèdent, . à la base, la même 
forme, mais qui n'offre aucune similarité. La figure 14 nous illustre un exemple d'une 
recherche par la fonne et s ' il est seulement question de la forme; la recherche n'est pas 
satisfaisante. 
Figure 14 Exemple de recherche par la forme 
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2.2.3 Avantages et inconvénients de la sélection des caractéristiques 
Les caractéristiques sont la base lors de la classification et la recherche d'images et leur 
utilisation permet de comparer l'image requête et les images de la base de données pour 
trouver des images qui sont similaires à la requête. Pour indexer une base de données 
adéquatement (ce processus est réalisé en mode off-line) le gestionnaire de la BD doit avoir 
un point de départ pour pouvoir initier la classification (recherche) des images. Les images 
de la BD doivent être indexées avant toute requête à partir d'une image type. 
Pour certaines catégories d' images, la couleur pourrait s 'avérer la meilleure 
caractéristique à utiliser. Par exemple, si nous cherchons des images contenant un arc-en-
ciel, la couleur serait le descripteur le plus important. 
Pour ce qui est de la texture, dans le cas de plusieurs recherches, celle-ci pourrait être le 
meilleur descripteur à utiliser. Par exemple, si nous lançons comme requête une image de 
gazon, ce qui ressort le plus de cette image est la texture visuelle du gazon. Il est donc 
important que les résultats obtenus pour une recherche sur la base de la texture retiennent 
des images ayant une texture similaire. 
La forme, dans d'autres cas, serait la caractéristique à prioriser. Si, par exemple, 
l'utilisateur cherche des images semblables à un ballon, la forme est à prioriser. 
Il devient de plus en plus difficile de classifier les images lorsque celles-ci ont plusieurs 
caractéristiques principales et discriminantes ou confondues. Lorsque nous prenons une 
image complexe qui contient beaucoup d' éléments visuels, la tâche est difficile pour 
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effectuer une classification appropriée. Le temps d'exécution est très insatisfaisant car c'est 
trop long. Dans ce cas, il est nécessaire de préciser la requête. 
Pour faire une bonne classification, plusieurs méthodes ont été développées pour faire 
une bonne sélection des caractéristiques lors de la recherche d'images. Nous préciserons le 
principe d'initialisation (point de départ) de la recherche. Ensuite, quelques méthodes de 
sélection seront présentées et une critique de celles-ci sera faite. 
2.2.4 Comment créer le point de départ de la procédure et la recherche 
Avant tout, nous devons défmir le point de départ d'une recherche. Nous pouvons 
commencer une recherche soit par un ensemble vide des caractéristiques et 
progressivement en ajouter. D'un autre côté, nous pouvons commencer la recherche avec 
l'ensemble de toutes les caractéristiques et supprimer progressivement les caractéristiques 
les moins pertinentes. D'un autre côté, nous pouvons commencer la recherche avec un 
sous-ensemble de caractéristiques que nous avons créé. 
Lorsque le point de départ est défini, nous devons sélectionner une des procédures qui 
nous permettra de commencer notre recherche. Il y a trois grandes catégories pour les 
stratégies de recherche: la génération exhaustive, la génération heuristique et celle 
aléatoire. 
2.2.4.1 La génération exhaustive 
Cette stratégie est appliquée sur les caractéristiques retenues et ex4austives afin de 
trouver le meilleur sous-ensemble de caractéristiques à conserver. Cette stratégie garanti 
l'obtention d'un sous-ensemble susceptible de donner de meilleurs résultats lors d'une 
recherche précise. Un problème de cette technique est que le nombre de combinaisons 
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possibles de caractéristiques ne cesse d'augmenter, donc, cette technique devient 
impraticable [66]. 
2.2.4.2 La génération heuristique 
Cette approche permet de sélectionner ou de suppnmer une ou plusieurs 
caractéristiques. Cette méthode a comme avantages, sa simplicité et sa rapidité d'exécution. 
Voici les trois opérations les plus courantes de cette approche: 
1- «Forward»: Permet l'initialisation avec un ensemble vide de caractéristiques et 
d'ajouter progressivement des caractéristiques. 
2- «Backward» : À partir d'un ensemble de toutes les caractéristiques, on supprime 
des caractéristiques jusqu'à l'obtention du meilleur sous-ensemble. 
3- «Stepwise ». Mélange des deux approches ci-dessus qui consiste à ajouter ou 
supprimer des caractéristiques du sous-ensemble courant. 
2.2.4.3 La génération aléatoire 
La procédure de recherche aléatoire d'un ensemble de caractéristiques consiste à 
construire aléatoirement un nombre de sous-ensembles des caractéristiques pour finalement 
conserver les meilleures caractéristiques de chaque sous-ensemble. 
Dans la prochaine section, nous présentons une revue de méthodes de sélection des 
caractéristiques en donnant les points principaux de chacun de celles-ci. Nous expliquerons 
chacune de celles-ci tout en fournissant une stratégie de recherché propre à chaque 
méthode. 
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2.2.5 Quelques méthodes de sélection des caractéristiques 
2.2.5.1 Méthode Relief 
Kira et Rendell [67] ont proposé la méthode du «Relief ». Cette méthode de filtrage est 
une des plus connues pour la sélection de caractéristiques. Cette méthode est basée sur la 
pertinence des caractéristiques. Cette technique est efficace et elle est apte pour faire une . 
estimation de la pertinence des caractéristiques ce qui permet de former les meilleurs sous-
ensembles. Ce principe calcule la pertinence des caractéristiques en calculant la différence 
entre plusieurs caractéristiques de la même collection. Cette méthode est avantageuse grâce 
à sa simplicité, sa facilité et surtout grâce à sa précision. Cette méthode utilise la stratégie 
de recherche aléatoire comme base pour la recherche. 
2.2.,5.2 Méthode LVW et LVF 
Liu et Setiono [68] ont proposé en 1996 la méthode L VW (Las Vegas Wrapper), Cette 
méthode consiste à créer aléatoirement un sous-ensemble de caractéristiques. Comme le 
nom le dit, cette méthode utilise le type «Wrapper» et la stratégie de recherche aléatoire, 
L'ensemble de base de départ des caractéristiques est censé être le meilleur sous-ensemble 
de caractéristiques. Lors de l'évaluation, si nous obtenons de meilleurs résultats que le 
sous-ensemble de départ, ce nouvel ensemble deviendra le sous-ensemble courant et ce, 
jusqu' à l'obtention du meilleur résultat possible. 
Liu et Setiono [69] ont proposé deux ans plus tard la méthode LVF (Las Vegas Filter). 
Cette méthode calcule le taux d'incohérence ou d'inconsistance d'une caractéristique d'un 
sous-ensemble. 
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2.2.5.3 Méthode mRMR 
Peng et al. [70] ont proposé la méthode « mRMR » ( Minimum-redundancy-maximum-
relevance). Cette méthode utilise soit l'information, soit la distance, etc., pour sélectionner 
les fonctions requise pour créer les sous-ensembles. Cette méthode nous permet d'obtenir 
de bons résultats entre la classification des caractéristiques sélectionnées et la variable de 
classification. Cette méthode utilise la stratégie heuristique. 
2.2.5.4 Branch and bound 
La méthode «Branch and Bound» (souvent appelée BB ou B & B) a été proposée par 
Land et Doig en 1960 [71]. C'est une méthode pour trouver de meilleures solutions aux 
divers problèmes d'optimisation. Cette méthode prend un regroupement de plusieurs 
caractéristiques où les sous-ensembles des caractéristiques non pertinentes sont ou seront 
supprimés et en utilisant les meilleurs et les plus mauvaises comme limite pour obtenir de 
bons résultats. La méthode «B&B» peut aussi être une base pour diverses méthodes 
heuristiques. Cette méthode est utilisée, car elle peut réduire considérablement les calculs 
nécessaires pour avoir de bons résultats. En 1977, Narenda et Fukunaga [72] ont utilisé 
cette technique afm de résoudre des problèmes de sélection de caractéristiques. Cette 
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méthode soustrait les plus mauvaises caractéristiques de chaque sous-ensemble qui ne sont 
pas satisfaisantes selon nos critères de sélections. 
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2.2.6 Critique des méthodes de sélection 
Après avoir énuméré quelques fonctionnements de la sélection de caractéristiques, des 
stratégies de recherches et de quelques méthodes de recherches ; plusieurs conclusions 
générales vont être définies. Les méthodes présentées dans ce chapitre nous donnent une 
approche intéressante pour résoudre le problème de sélection de caractéristiques. Par 
contre, pour chacune de ces méthodes, il y a des points positifs et négatifs lorsque nous 
faisons la comparaison entre elles. Tout d'abord, pour ce qui est de la méthode « Relief» 
cette méthode est simple, facile à utiliser et très précise. Par contre, son approche aléatoire 
ne garantit pas la cohérence des résultats car elle ne donne pas les mêmes résultats sur un 
même ensemble si nous répétons cette méthode. Pour ce qui est des méthodes «L VW et 
L VF », celles-ci ne permettent pas de garantir une méthode idéale et le temps de calcul de 
ces méthodes est trop élevé, et ce, comme toutes les méthodes de recherche exhaustive. 
D'un autre côté, la méthode «B&B » est complexe et le temps d'évaluation sont aussi des 
problèmes importants. Dans le chapitre portant sur l' expérimentation de ce mémoire, nous 
allons démontrer que l'utilisation des caractéristiques et les mesures de similarité nous 
donnent des résultats prometteurs pour l'obtention de résultats optimaux. 
2.3 Conclusion 
Dans ce chapitre, nous avons présenté des méthodes de sélection des caractéristiques 
dans le contexte de la recherche d'images. La description des caractéristiques principales 
lors de la recherche d' images a été énoncée. Nous avons vu qu'il existe trois grandes 
stratégies qui sont utilisées: l'heuristique, l'exhaustive et l'aléatoire. Ces approches sont à 
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la base même de la sélection de caractéristiques. Nous avons aussi vu, les méthodes les plus 
utilisées lors du choix de la recherche des caractéristiques. Dans un second temps, nous 
avons fait la critique des points positifs et négatifs de chacune des méthodes. Le problème 
majeur ressortant de l'ensemble des méthodes est le temps considérable que ces méthodes 
prennent pour obtenir des résultats pertinents. Nous allons voir dans le prochain chapitre 
que l'utilisation des caractéristiques et l'ajout q'autres ingrédients tel que les mesures de 
similarité nous permettent d'obtenir des résultats optimaux, et ce, dans un temps 
raisonnable. 
Chapitre 3 - Notre système de configuration 





Une multitude d'expériences ont été conduites avec les moteurs de recherche d'images 
et qui ont été développés dans les deux dernières décennies [1 à 20] nous ont permis de 
constater que ces outils ont réussi à réaliser certains progrès, mais que la précision des 
résultats qu'ils fournissent reste très discutable. En particulier, nous avons constaté que le 
même outil peut donner de bons résultats avec une requête donnée alors qu'il donne des 
résultats médiocres avec une autre. L'outil peut réussir à bien organiser une base de 
données, mais il échoue complètement avec une autre. 
Notre analyse de cette problématique a conduit aux réflexions suivantes: 
1) Un descripteur (caractéristique) qui fonctionne bien pour un ensemble d' images 
peut ne pas donner de bons résultats pour d'autres ensembles. Par exemple, si le 
descripteur est la couleur alors, les images de la classe chevaux (figure 15) se 
ressemblent, alors que les images de la classe rose (figure 16) ne se ressemblent pas. 
Par conséquent, ce descripteur est efficace pour localiser les images de chevaux 
alors qu'il doit être utilisé avec précaution dans le cas des roses. 
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Figure 10 Classe chevaux 
Figure Il Classe rose 
-
Nous avons fait une recherche avec notre moteur de recherche d'images qui est 
présenté au chapitre 4, en utilisant comme requête une des marques de voiture Ford 
et par la suite avec un arbre; en utilisant dans les deux cas le descripteur de couleur 




Figure 12 Résultats de recherche de la requête «voiture Ford» 
Figure 13 Résultats de recherche de la requête «Arbre» 
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Nous constatons que le descripteur de couleur (moyenne RGB) donne de bons 
résultats avec la requête voiture Ford et des résultats médiocres avec la requête 
arbre. 
2) Une mesure de similarité qui donne de bons résultats pour certaines requêtes ou 
ensemble d'images peut ne pas donner des résultats satisfaisants pour une autre 
requête ou un autre ensemble d'images. 
3) Pour certains groupes d'images, ce sont les descripteurs locaux (un élément précis 
dans l'image) qui donnent les meilleurs résultats. C'est le cas des images contenant 
un seul objet sur un fond, par exemple : les aigles (figure 19). D'autres images par 
contre sont plus complexes: plusieurs objets, dont certains, en cachent d'autres. Par 
exemple: les taxis (figure 20). Ce genre d'images se prête plus à une recherche par 
les descripteurs globaux (l'ensemble des items compris dans l'image). 
Figure 14 Classe aigles 
Figure 20 Classe Taxis 
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4) Dans certaines situations, l'utilisateur s'intéresse à tout le contenu de l'image 
soumise à la requête, et par conséquent, l'utilisation de descripteurs globaux peut 
être nécessaire. Dans d'autres situations l'utilisateur ne s' intéresse qu 'à une partie 
de l'image. Par exemple, des pièces de monnaie (figure 21), quel que soit la couleur 
du fond. Dans ce cas, l'utilisation de descripteurs locaux est indispensable afin 
d'éliminer les parties qui n'intéressent pas l'utilisateur. 
Figure 21 Classe Pièces de mOlmaie 
5) Certaines classes, comme la classe des chevaux (figure 15), contiennent des images 
qui se ressemblent visuellement, et donc l'utîlisation des descripteurs visuels est 
plus appropriée. D'autres classes cependant contiennent des images qui décrivent le 
même concept sémantique, mais qui ne se ressemblent pas visuellement. Par 
exemple, la classe fête (figure 22). Ces images nécessitent l'utilisation de 
descripteurs de haut niveau comme le texte, les concepts sémantiques, etc. 
Figure 22 Classe fête 
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6) Dépendamment des différents facteurs tels que le contenu de .BD, les descripteurs 
considérés et l'application visée, la précision que donnent les différentes méthodes 
d'indexation peut varier énormément. 
3.2 Notre solution au problème de classification et d'organisation des images. 
À la lumière des constatations présentées ci-dessus, nous avons choisi d'explorer la 
piste de la configuration automatique comme solution. Nous avons développé un moteur de 
recherche et d'organisation pour les documents visuels qui sont capables de s'auto-
configurer, et ce, en choisissant les caractéristiques optimales de chaque catégories 
d'images, c'est-à-dire ceux qui donnent les meilleurs résultats lors de la classification. 
Concrètement, l'outil que nous avons développé fonctionne en deux étapes. Une situation 
est décrite par le type et le contenu de la requête, la constitution de la base de données, les 
préférences de l'usager, etc. Notre moteur va essayer de s'auto configurer lors de la 
deuxième étape, et ce en répondant aux questions suivantes : 
1- Quelle est la mesure de similarité qui convient à cette situation? 
2- Quelle est la combinaison de caractéristiques qui conviennent à cette situation? 
3- Faut-il adopter le contenu visuel ou la sémantique? 
4- Doit-on chercher à partir des attributs globaux ou des attributs locaux? 
5- Doit-on considérer l'historique des requêtes ou non? 
La figure 23 illustre les étapes expliquées ci-dessus. 
(. Nous avons dévelop~ un outil de rechercbe et d'organisation pour les images qui soit capable de 'aulo-configurer afm de donner les 
meilleurs résultats possibles 
Analyser et comprendre la situation 
> Lt Iypt dlueam _1& nqlitt. 
) La COIldtadell dt la baH _ doum. 
> Les préCért'DCtS de l'u$lgfr. 
Donner le meilleurs résultats 
Figure 23 Fonctionnement de l'outil de configuration automatique 
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Cependant, se lancer dans la sélection de tous ces aspects est un travail colossal qUI 
dépasse le cadre de notre maîtrise. Par conséquent, nous avons décidé d' explorer dans un 
premier temps la sélection des caractéristiques et des mesures de similarité. Ceci étant dit, 
notre travail est tout à fait extensible, et d'autres membres de notre équipe de recherche 
travaillent déjà sur la sélection d'autres méthodes telles que la recherche globale versus la 
recherche locale. 
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3.3 Étapes de notre outil de configuration 
. La figure 24 illustre les étapes de fonctionnement du système développé. Dans ce qui 
suit, nous détaillerons chacune des étapes. 
---~ --
",..."""""".-".-- -.......... 
//"", 19 descripteurs \'isuels globm 
t Couleur ' Forme 
* Distanc:e Euclidienne 
*Distanc:e du Khi2 
*Distance Canbe.rra 
BD 
CIissifler muoellemeat BOl 
• Séledion des canctéristiques et mesures pour tUque dasse 
dentifier pour chaque classe de la BOl la combinaison ~ d'ingredienlS 
! 
E~pkliter les étapes 3 et 4 pour faire la recherohe fil utilisant une requê!e basée sur une image 
exemple 
Figure 24 Schéma de fonctionnement du système. 
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1 ère étape. Développement d'une banque de caractéristiques 
Dans un premier temps, nous avons développé une banque de caractéristiques 
composée de deux collections où chaque groupe contient un ensemble de caractéristiques 
de même type. 
Nous avons utilisé les deux collections suivantes : 
A) Une collection contenant des descripteurs visuels de l' image. Parmi les descripteurs 
que nous avons considérés, il y a : 
1. Ceux qui décrivent la couleur; les histogrammes de couleur et les moments de la 
couleur. 
2. Ceux qui décrivent la texture; la matrice de cooccurrence. 
3. Ceux qui décrivent la forme; le nombre de points de contour. 
B) Une collection contenant les mesures de similarité telles que: 
1. Distance Euclidienne. 
2. Distance du X 2 • 
3. Distance Canberra. 
2ème étape. Développement d'un processus de sélection 
Lors de la deuxième étape, nous avons développé un outil de sélection de 
caractéristiques lors de la recherche. Cet outil détecte l'état courant du moteur, puis choisit 
l'ensemble des caractéristiques qui ' répondent le mieux à cette situation. Avant tout, nous 
expliquons l' état du système, puis nous énumérerons les questions auxquelles l'outil est 
confronté. 
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Une situation est décrite par : 
• L'image requête; 
• La constitution de la BD; 
• Les préférences de l'usager; 
Une décision consiste à répondre aux interrogations suivantes : 
• Quelle est la combinaison de caractéristiques qui permet d'avoir les meilleurs 
résultats? 
• Quelles sont les mesures de similarité à utiliser pour avoir des résultats satisfaisants? 
Dans la section suivante « Principes de l'algorithme de sélection », nous expliquerons 
les principes qui guident notre choix de l'algorithme de sélection. 
3èmt' étape: Intégration des ingrédients au moteur 
Afin de pouvoir valider l'outil de sélection que nous avons développé, nous avons 
intégré ce dernier dans un moteur de recherche que nous avons aussi développé. 
3.4 Principes de l'algorithme de sélection 
Commençons par expliquer le principe selon lequel notre algorithme sélectionne les 
descripteurs et les mesures de similarité. 
Pour simplifier, nous allons considérer chaque combinaison de caractéristiques comme 
une seule caractéristique. 
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Soit maintenant une base de données (BD) à organiser pour des fins de navigation et de 
recherche. La sélection des descripteurs et des mesures de similarité passe par les étapes 
suivantes telles qu' illustré à la figure 24: 
Étape 1. Classification manuelle d'un petit échantillon de la BD 
Lors de la première étape, l'utilisateur survole le contenu de la base de données. Il 
effectue une classification manuelle d'un petit échantillon d'images de la BD en choisissant 
à chaque fois un groupe d'images pour constituer le noyau d'une nouvelle classe. 
L'ensemble des échantillons choisis par l'utilisateur formera une petite base de données 
déjà classifiée que nous appellerons BD 1. 
Afin d'assurer l'objectivité du système, nous faisons appel à plusieurs utilisateurs. 
L'affectation finale de chaque image sera celle adoptée par la majorité des utilisateurs. 
Étape 2. Sélection des ingrédients optimaux de chaque classe 
À cette étape, nous identifions les préférences de l'utilisateur, et ce, en identifiant le 
couple (caractéristique, mesure de similarité) qui convient le mieux à chaque classe 
d'images. Pour y parvenir, nous appliquons l'algorithme suivant : 
Pour chaque classe k de la BD 1 
Pour chaque caractéristique C 
Pour chaque mesure de similarité M 
Calculer la pertinence du couple (C, M) par rapport à k (voir les 
détails ci -dessous) 
Fin Pour 
Fin Pour 
Retenir pour k le couple (Ck, Mk) qui donne la pertinence maximale 
Fin Pour 
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La pertinence d'un couple (C, M) est relatif à une classe k peut être calculée de la façon 
suivante: 
Pertinence = Précision moyenne des résultats de recherche où l'on utilise à chaque fois 
une image de k comme requête et où C est la caractéristique et M est la mesure. Pour 
calculer la précision, il faut choisir un Scope (nombre d'images résultantes à considérer). 
On peut prendre la taille de k comme Scope. 
Étape 3. Généralisation de la classification au reste de la BD 
L'objectif de cette étape est de classifier le reste de la grande base de données BD. 
L'algorithme est le suivant: 
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Pour chaque classe 1 à classifier 
Pour chaque classe k; 
Calculer l ' appartenance de 1 à k (voir les détails ci-dessous); 
Fin Pour. 
Affecter 1 à la classe pour laquelle l' appartenance est maximale par rapport aux autres 
classes. 
Fin Pour 
L' appartenance de l'mage 1 à la classe k peut être calculée de la façon suivante : 
A AT 11 ' . . (pr écion initiale* lO)+Pr écision de ['image à classifier pparlellce = lVOllVe e _ p recIsIOn = -'-----==-------'-----=--==-----'''-='---'==-----''--
Taille de k + 1 
Étape 4 : Exploitation à la recherche 
(3.1) 
L 'objectif de cette étape est d 'exploiter la sélection des (caractéristiques, mesures) 
faites lors des étapes 2 et 3 pour effectuer la recherche. L ' algorithme est le suivant: 
À chaque fois qu' il y a une image requête q : 
Identifier la classe k à laquelle appartient q; 
Faire la recherche en utilisant Ck et Mk; 
Calculer la précision pour chaque valeur du Scope (Rappelons que le scope représente 
le nombre d' images retournées à l'utilisateur comme résultat de la recherche). 
Calculer la moyenne de la précision pour chaque configuration; 
Fin. 
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La recherche peut également tirer profit de la classification en limitant l'espace de 
recherche aux classes proches de la requête. Par contre, on ne limite pas la recherche à la 
classe de la requête car des images provenant d'autres classes peuvent être plus proches de 
la requête que des images provenant de sa propre classe. 
3.5 Fonctionnement de l'interface utilisateur 
Nous avons développé notre application selon les étapes qm ont été présentées 
précédemment (figure 24). 
Nous avons conçu notre application en utilisant le langage de programmation Matlab 
(Mau"ix LaboratOlY). 
La figuré 25 illustre une pnse d'écran de la fenêtre principale. Cette dernière se 
compose de sept menus et un panneau pour afficher lm échantillon ,de la base de données 
ainsi que les résultats de la recherche. 
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Figure 15 La fenêtre principale de notre application 




4. Évaluation classification. 
5. Recherche. 
6. Évaluation humaine. 
7. Évaluation mixte. 
Dans la section suivante, nous faisons une description détaillée de chacun de ces menus. 
3.5.1 Administrateur 
Le menu administrateur se compose de quatre options : 
a) Calculer les caractéristiques. 
b) Sélection de caractéristiques optimales de chaque classe. 
c) Autres paramètres de configuration. 
d) Détail des ingrédients de chaque classe. 
La figure 26 montre une prise d'écran des options du menu administrateur. 
} ConfIguration automatique du moteur de recl1erche d'Images via la sélection des paramètres de la recherche 
r~it~ti? lntiaisation Classification Evaluation œssification Recher~ &aluatior1 humaine Evaluatior1 mllC{J! 
Calculerlesœ~ 
Sélec.:tion dès ingrédients optimaUx œ chaque dasse 
Autres pari'llllètresœ amfigul'ation 
Détall des ingrédients de chaque dasse 
Figure 16 Les options du menu Administrateur 
a) Calculer les caractéristiques 
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L' administrateur doit, en premier, faire le prétraitement de la base de données en mode 
Ojjline. Le prétraitement veut dire le calcul des descripteurs des images de la base de 
données choisies. En cliquant sur cette option, l'administrateur choisit le répertoire de la 
base de données qu'il veut traiter, et spécifie le nom du fichier où les données de traitement 
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seront sauvegardées. À la fin, il peut lancer la digestion de la base de données en cliquant 
sur le bouton « Lancer la digestion ». 
La figure 27 illustre une prise d'écran de la boîte de dialogue qui permet le lancement du 
prétraitement. 
~) Calcule des caracténstiques BIiII'3 
( Cbelsir le fichier de BD 
Parœudr 
Figure 17 La boîte de dialogue du lancement du prétraitement 
b) Sélection des ingrédients optimaux de chaque classe 
L'administrateur, en second lieu, lance l'algorithme qui permet le calcul de 
caractéristiques optimales de chacune des classes de la BD 1. Cette étape se fait en mode 
Offline. 
L'application génère un fichier texte comportant les résultats finaux de cette étape. Le 
nom du fichier est : resultat final. 
La figure 28 illustre une prise d'écran du contenu du fichier : resultat_final. 
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Figure 18 Le contenu du fichier (resultat_fmal) 
c) Autres paramètres de configuration 
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Pour évaluer notre outil de configuration automatique qui prend en charge les 
ingrédients optimaux lors de la recherche, nous avons développé un algorithme qui prend 
en charge des ingrédients fixes comme critère de recherche. 
En cliquant sur cette option, une boîte de dialogue apparaît. L'administrateur doit 
choisir la caractéristique et la mesure de similarité qui lui conviennent. Sachant que 
l'administrateur a le choix entre six configurations possibles, 
À la fin de cette étape, l' application génère un fichier texte comportant les résultats 
finaux. Le nom du fichier est : autre_configuration. 
La figure 29 illustre une prise d'écran de la boîte de dialogue qui permet la sélection du 
choix de la configuration. 
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.) Autres paramètres de configuration Blil El 
r- fIXer les car8ctéristiques---..".-~ 1""'"- fixer la dist8nce'--........ --......,..----t. 
(" Distancej:uclidienne 
Configurer 
Figure 19 La boîte de dialogue qui permet la sélection du choix de configuration 
d) Détail des ingrédients de chaque classe 
Cette option convertit les fichiers texte qui ont été générés par l' applic~tion lors des 
étapes précédentes sous la forme de fichiers Excel détaillés. 
La figure 30 montre une prise d'écran du fichier Excel généré par notre application. 
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Figure 30 Détail des ingrédients de chaque classe 
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Notons, que le chiffre 1 indique que la caractéristique a été retenue et que le chiffre a 
indique qu'elle n'a pas été retenue. 
3.5.2 Initialisation 
Pour classifier le reste de la base de données ou pour faire une recherche, l'utilisateur 
choisit la base de données à classifier ou celle qui fera l'objet d'une recherche. Cette base 
de données doit préalablement être prétraitée. Pour ce faire, il choisit le menu recherche, 
puis sélectionne la commande «initialiser ». La figure 31 montre une prise d'écran de la 
boîte de dialogue qui permet l'initialisation du système via le ch<?ix du fichier où sont 
sauvegardées les données du prétraitement d'une base de données . 
. ) Initîafisaoon I!!lliI 13 
Choisir un fichier de BD 
r--p;.;~ .. ;;t ... - -.".1.1 
. . .- .. 1 
Figure 31 L'initialisation de l'application avec les données d'une base de données 
déjà traitée 
Suite à l'initialisation du système, l'utilisateur peut voir un échantillon de la base de 
données à partir du panneau «Liste des images ». La figure 32 montre une prise d'écran 
d'un échantillon des images d'une base de données. 
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Figure 32 Affichage d'un échantillon des images de la base de données 
3.5.3 Classification 
Ce menu permet à l'utilisateur de classifier le reste de la BD en utilisant soit la 
configuration automatique disponible dans ' l'application et qui prend en charge les 
ingrédients optimaux de chacune des classes de la BD 1 ou les autres configurations fixés . Il 
sélectionne le fichier des descripteurs du reste de la base de données. Cette dernière doit 
être prétraitée préalablement. 
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La figure 33 montre une prIse d'écran des commandes reliées au menu 
« Classification ». 
'., Configuratton automatique du moteur de recherche d'images via la 5 
Cla$sibtioo evalua'tlOrl dassifiœtion Re::herthè 
~tion automatique 
Autres dassifiœtians 8 . liste des im8!1 
Figure 33 Les commandes reliées au menu « Classification» 
3.5.4 Recherche 
Si l'utilisateur désire soumettre une recherche, il choisit une image requête en cliquant 
sur l'icône de l'image de son choix. Ensuite, il choisit le menu «Recherche », et 
sélectionne une des commandes disponibles, soit: «Recherche automatique » ou 
«Recherche fixe ». La figure 34 montre une prise d'écran des commandes reliées au menu 
« Recherche ». 
Redlerd1e automatique 
Retflerc:hefixe 
Figure 34 Les commandes reliées au menu « Recherche» 
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Après le lancement de la recherche, les résultats s'affichent dans le panneau « La liste 
des images ». Le numéro à côté de chaque image indique l'ordre des résultats. La figure 35 
montre la prise d'écran des résultats de la recherche automatique en utilisant «Eagle 24 » 
comme requête. 
~~,~, ~ ~~ .. ~~~~,,,,!~~~_!...~. ~.=~~~,.,, ... .;,,.~ .... ,,·:,.,w,,.N.·,·,·;"~·.,,-,_,·,·,,, .• ,, •. w~ __ ;-.m.,, __ .~" ____ ~m,, .. _.h .,._ .. .. ~~._._ ... "'·''''''_'_·'''''''_'_'u'.·'. 
nJte d .. images ~""~ '''''''~'''''''''''''~"_'''''''''~_'_'''#~'_'''''''~''_:''''''''Y'''''''''''~''''"'=~~~~·;';'''';''' _____ '_Y_''''''''~ "'-«4 
Eagle 18 
Figure 20 Résultats de la recherche automatique en utilisant «Eagle 24» comme 
requête. 
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3.5.5 Autres menus de notre application 
Les autres menus de l'application pennettent à l' administrateur de faire l'évaluation de 
la classification et de la recherche selon la configuration automatique ou les configurations 
fixes. 
3.6 Conclusion 
L'application que nous avons développée est performante et efficace. Pour la 
développer, nous avons tout d'abord extrait les descripteurs visuels qui représentent le 
contenu des images de notre base de données. Nous avons aussi utilisé des mesures de 
similarité qui permettent de faire le calcul entre les descripteurs de l'image requête et les 
images de la base de données. Ensuite nous avons développé un outil de configuration 
automatique que nous avons intégré à notre moteur de recherche. Finalement, les résultats 
de la recherche sont présentés à l 'utilisateur via une interface simple et conviviale. 
Dans le chapitre suivant, nous allons présenter une évaluation détaillée du système que 
nous avons développé. 
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Chapitre 4 - Résultats expérimentaux 
4.1 Introduction 
Ce chapitre est consacré aux résultats obtenus lors de nos expérimentations. À la section 
4.2, nous présentons la méthodologie retenue pour évaluer notre système sur une base de 
données. Nous expliquons aussi les critères de performance, telle que la précision et le 
rappel. Ensuite nous présentons les résultats de la classification, tout en expliquant ce que 
ces résultats révèlent. Par la suite, nous exposons nos résultats de la recherche en utilisant 
les différents types de configurations, et fmalement, nous terminons ce chapitre par une 
conclusion. 
4.2 Préalables 
4.2.1 ' La base de données d 'images 
Nous avons évalué notre outil de configuration sur une base de données de ·600 images 
réparties sur 20 fanlilles de 30 images chacune. Nous avons classifié manuellement 10 
images de chaque famille. La figure 36 montre des icônes qui représentent les différentes 
familles que nous avons utilisées. 
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Tiger.ppm 
SeaJp9 BoufJp9 SpoonsJp9 KnivesJp9 Sheep-singleJp9 
Figure 21 Images représentatives des familles d ' images de la base de données 
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Premièrement, nous avons classifié manuellement une partie de notre BD. C'est ce que 
nous avons appelé BD 1. 
Pour ce faire, nous avons fait appel à un utilisateur. Ce dernier visualise le contenu de 
notre BD; il effectue une classification manuelle de la BD1 , c'est-à-dire il sélectionne 
plusieurs groupes d' images et chaque groupe sera affecté à une classe. 
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Pour être plus objectif, on peut faire appel à plusieurs utilisateurs. L'affectation à un 
groupe final de chaque image sera celle adoptée par la majorité des utilisateurs. 
La figure 37 illustre l'étape de la classification manuelle de la BD. 
Figure 22 Classification d'un échantillon d' images de la BD. 
4.2.2 Caractéristiques extraites des images 
Afin de classifier et de rechercher les images dans la base de données, il faut extraire 
des caractéristiques qui représentent le contenu visuel de l'image. Les plus couramment 
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utilisées sont celles de la couleur, les moments et les histogrammes de la couleur, les 
caractéristiques de la forme et les caractéristiques de la texture. 
Dans notre recherche, nous avons utilisé dix-neuf caractéristiques qui ont été 
développées par Bourenane [73]. Nous avons utilisé ces caractéristiques lors de la 
classification et la recherche d'images dans le but de comparer l ' image requête et celles de 
la base de données afin de trouver les images qui ressemblent à la requête de l'utilisateur. 
La figure 38 montre les caractéristiques utilisées lors de la classification et la recherche. 
1 Moyenne RGB 
2 Motnent de couleur de degré 2 
3 Motnent de couleur de degré .3 
14- Moment de couleur de degré 4 
5 Moment de couleur de degré 5 
6 Moment de couteur ~ degré 6 
7 Di~l)lion RG6 
"8 Distribution HSV 
9 Distribution couleur des contours 
1 O pourœntage de point de contour 
11 La varianoe de la texture 
1 2 Le moYenI)e de lei texture 
1 3 L 'hoI'n9génélté de la texture 
14 L'entropie de l1l text.ure 
1 5 l 'énergie de la texture 
1 6 La correlation de la texture 
1 7 Le contt6Sie de la texture 
1 8 ClUsfer sh&àe de la texture 
1 9 ouster promlnence de la texture 
Figure 23 Les caractéristiques utilisées lors de la classification et la recherche 
À l'étape de la classification, le système développé classifie le reste de la base" de données, 
soit 400 images réparties dans 20 familles d'images. Pour chaque image, l'option de 
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configuration automatique calcule la distance entre les caractéristiques de l' image requête à 
classifier et les images de la base de données. 
Étant donné que le nombre total de combinaisons de caractéristiques est très élevé, pour 
dix-neuf caractéristiques. Il y a 219 combinaisons possibles (524287!). 
Nous avons fait un test de classification à partir de 200 images en utilisant trois mesures 
de similarité que nous détaillerons dans la prochaine section de ce chapitre et trois 
combinaisons de caractéristiques. Pour classifier une seule image, l'outil de configuration 
automatique a pris 49 secondes pour classer l' image requête dans la famille appropriée. 
Nous aurions besoin d 'environ 3 mois et 9 jours pour faire cette classification en utilisant 
les 219_ 1 combinaisons possibles. 
Pour remédier à ce problème, nous avons décidé de regrouper certaines caractéristiques. 
Nous avons regroupé les caractéristiques de la texture (caractéristique 14, 15, 16, 17, 18 et 
19), puis nous avons regroupé les caractéristiques de la couleur (caractéristique 3, 4, 5 et 6). 
De cette façon, nous avons obtenu un total de Il caractéristiques. 
Pour mesurer la performance de l'outil de configuration automatique, nous avons qui 
prend en compte les 219 combinaisons de caractéristiques lors de la classification et la 
recherche. Ces derniers utilisent une combinaison fixe de caractéristiques qui est: 
- Les caractéristiques utilisées avec l'outil de configuration sont regroupés 
dans « Mes Caractéristiques» avec les caractéristiques suivantes : 1, 2, 7, 8, 9, 
10, Il , 12 et 13. 
- Toutes les caractéristiques : soit la sélection de toutes les caractéristiques 
existantes. 
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Nous avons opté pour ces deux combinaisons de caractéristiques, car selon Bourenane 
[80], ces deux combinaisons nous apportent des résultats les plus précises et nous donnant 
de bons résultats selon notre requête. 
4.2.3 Mesures de similarité utilisées 
Lors de la comparaison entre les caractéristiques de l'image requête et les images de la 
base de données, nous avons utilisé les mesures suivantes : 
• Distance Euclidienne; 
• Distance du X 2 ; 
• Distance Canberra. 
4.2.4 Vérité terrain 
Pour évaluer les performances de n'importe quel système de recherche, nous devons 
définir avec précision la pertinence des résultats obtenus, c'est ce qu'on appelle la vérité 
terrain (en anglais « ground truth »). 
En ce qui concerne la vérité terrain, elle peut être défini de plusieurs façons dont ; 
» Notre outil de configuration automatique classifie la base de données en utilisant 
deux méthodes différentes : 
- Classification humaine: nous avons classifié manuellement 30 images dans 
chaque famille, en tout, nous avons 20 familles. Pour ce faire, nous avons 
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attribué un nom à chacune des images ayant le nom de la famille auquel 
nous l'avons associé suivie d'une barre de soulignement et d'un numéro. 
Par exemple, dans la famille « Bridge », nous avons nommé les images de 
la façon suivante: Bridge_OI , Bridge_02 ... Bridge_30. 
- Classification mixte: dans cette méthode, nous avons classifié manuellement 
10 images dans chaque famille, par la suite, c'est no'tre système qui a 
classifié le reste de la base de données en utilisant les différentes 
configurations possibles. 
~ Lé jugement humain: les critères des utilisateurs pour juger de la pertinence des 
images résultantes d'une recherche peuvent être très complexes pour plusieurs 
raisons où la complexité des caractéristiques des images, l'interprétation du contenu 
de l'image qui diffère d'une personne à une autre et d'où le niveau de la pertinence 
des résultats de la recherche diffère selon l'utilisateur. 
4.2.5 Mesures d'évaluation 
Afin d'évaluer la performance de notre outil de configuration automatique, nous devons 
définir les critères utilisés. 
Les critères les plus utilisés dans le domaine de la recherche d'images par le contenu 
sont la précision (Pr = Precision en anglais) et le rappel (Re = Recal! en anglais) [8, 74, 
75,76]. 
Comme notre outil de configuration automatique à deux fonctions différentes 
(classification et recherche), nous devons donner une définition de la précision et le rappel 
pour chaque classe. 
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~ Classification mixte. 
La précision nous donne la proportion d'images pertinentes dans la classe k par rapport 
au nombre total d'images dans la classe k. Elle est définie comme suit; 
Pr = Nb(bonnes.images:que.l' outil.à.mises.dans.la.classe.k) . 
Nb(images.dans.la.classe.k) (4.1) 
Le rappel nous donne la proportion d'images pertinentes qui se retrouvent dans la classe 
k par rapport au nombre total d'images que le système aurait dû mettre dans la classe k. il 




Nb(images.que.l 'outil.aurait.dû.mettre.dans.1a.classe.k) (4-2) 
~ Recherche. 
La précision nous donne la proportion de bonnes images retournées par rapport au 
nombre total d'images retournées (scope). Elle est posée comme suit; 
Pr = Nb(bonnes.images.retournées) . 
Nb(images.retournées) 
(43 ) 
Le rappel nous donne la proportion de . bonnes images retournées par rapport au nombre 
total d'images de la classe de la requête et le rappel est dOlmé par; 
Re = Nb(bonnes.images.retournées) 
Nb( images .de.1a.classe.de.la.requête) (4.4) 
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4.3 Expériences et évaluations 
Dans ce qui suit, nous présentons une description détaillée des résultats obtenus lors des 
essais. Nous avons effectué trois expériences afin de mesurer chacune des fonctionnalités 
du système. Dans la première expérience, nous avons comparé notre classification 
automatique, laquelle prend en considération les caractéristiques optimales avec six autres 
configurations fixes. Dans la deuxième expérience, nous avons évalué les résultats de la 
recherche versus la classification automatique. Dans la troisième expérience, nous avons 
mesuré la pertinence des résultats de recherche versus la classification manuelle. 
Dans la deuxième et la troisième expérience, nous avons obtenu les résultats d'une 
façon automatique. À cet effet, nous avons comparé le nom de l'image requête avec le nom 
des images résultantes. Une image résultante est considérée bonne si elle appartient à la 
même famille où elle avait été classée. 
4.3.1 Première expérience: évaluation de la classification 
L'objectif de cette expérience est de montrer que la configuration automatique, qui 
prend en considération les ingrédients optimaux (combinaison de caractéristiques, mesure 
de similarité) lors de la classification, est meilleure que celles qui prennent en considération 
les ingrédients fixes. Le tableau 4.1 montre les différentes configurations utilisées pour 
évaluer notre moteur de recherche d' images. 
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Configuration mesure Combinaison de caractéristiques 1 2 3 4 5 6 7 8 9 10 1112 13 14 15 16 17 18 19 
Configuration A~omaDQue La combinaison de caractéristiques et la mesure sont calculées d'une façon automatique 
Configuration 1 Canberra 1 1 0 0 0 0 1 1 1 1 1 1 1 o 0 0 0 0 0 
Configuration 2 Euclidienne 1 1 0 0 0 0 1 1 1 1 1 1 1.l.tlill.lW- 0 
Configuration 3 Khi·deux 1 1 0 0 0 0 1 1 1 1 1 1100000 0 
Configuration 4 Canberra 1 1 1 1Tm11 f 1 1 1 1 1 1 1 1 1 1 1 
Configuration 5 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Configuration 6 Khi-deux 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Tableau 4.1 Les différentes configurations utilisées pour évaluer notre moteur de 
recherche (les 0 étant les résultats négatifs et 1, les résultats positifs) 
4.3.1.1 Sélection des caractéristiques et mesures pour chaque classe 
Comme nous avons vu dans le chapitre précédent, l'outil de configuration calcule la 
pertinence du couple (C= chaque caractéristique, M= chaque mesure de similarité) par 
rapport à la classe k pour la BD l , et ce en suivant l' algorithme: 
Pour chaque classe k de la BD 1 
Pour chaque caractéristique C 
Pour chaque mesure de similarité M 




Retenir pour k le couple (Ck, Mk) qui donne la pertinence maximale 
Fin Pour 
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La pertinence d'un couple (C, M) par rapport à une classe k est la précision moyenne 
des résultats de recherche où l'on utilise à chaque fois une image de k comme requête et où 
C est la caractéristique et M est la mesure. Pour calculer la précision, il faut choisir un 
Scope (nombre d' images résultantes à considérer). On peut prendre la taille de k comme 
Scope. 
Les tableaux 4.2, 4.3, 4.4, 4.5, 4.6, 4.7 et 4.8 montrent les résultats obtenus lors de la 
sélection des ingrédients (C, M) pour chaque classe k et selon les sept configurations. 
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Nom_classe Moyenne_Précision mesure Combinaison de caractéristiques 1 2 3 4 5 6 7 8 9 10 11 12 13 14 16 16 17 18 19 
Rose 98 Khi-deux 1 0 0 0 0 0 1 0 0 0 0 0 0 1 1 1 1 1 1 
Butter1Jy 100 Khi-deux 0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 1 1 1 1 
Eagte 100 Euclidienne 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
CIIÎJDJley 100 Khi-deux 0 0 1 1 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0 
Sitver-Statuette 100 Euclidienne 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 
Iree 89 Khi-deux 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 
BOJle-Like 98 Canberra 1 0 0 0 0 0 1 0 1 0 1 0 1 0 0 0 0 0 0 
Ford-Car 100 Euclidienne 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
Gull 100 Euclidienne 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 
Leù-Sktuette 96 Khi-deux 0 '1 0 0 0 0 1 1 1 1 0 1 0 1 1 1 1 1 1 
~lud 98 Khi-deux 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 
Goose 100 Khi-deux 0 0 0 0 0 0 0 1 0 0 0 1 0 1 1 1 1 1 1 
Tree 91 Khi-deux 0 1 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 
'ViDdow 92 Khi·deux 1 0 0 0 0 0 1 1 1 0 0 1 1 0 0 0 0 0 0 
Gorte 92 Euclidienne 0 0 0 0 0 0 1 1 0 0 0 0 1 0 0 0 0 0 0 
Diao 100 Euclidienne 0 0 0 0 0 0 0 1 1 0 0 1 0 0 0 0 0 0 0 
DoIlar 94 Khi-deux 0 0 1 1 1 1 0 1 1 1 0 0 1 0 0 0 0 0 0 
Cial-1er 100 Khi-deux 0 0 0 0 0 0 0 0 lffim 0 1 1 1 1 1 1 Mediale 100 Euclidienne 0 0 0 0 0 0 0 1 o 0 0 0 0 0 0 0 0 0 
Stamed-G!ass 100 Canberra 0 0 0 0 0 0 0 0 o 1 0 1 0 1 1 1 1 1 1 
Tableau 4.2 Précision moyenne de recherche pour la configuration automatique 
Nom_classe Moyenne_Précision mesure Comblnajson de caractéristiques 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 
Rose 53 Canberra 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 
Butterfly 59 Canberra 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 
Eilgle 73 Canberra 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 
Chîmney 90 Canberra 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 
Silver-Statuette 71 Canberra 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 
ml Tree, 58 Canberra 1 1 0 0 0 0 1 1 1 '1 1 1 1 0 0 0 oro Bone-Like 93 Canberra 1 1 0 0 0 0 1 1 1 1 1 '1 1 0 0 0 Ford-Car 90 Canberra '1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 o 0 GUll 68 Canberra 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 o 0 
Leild-Statuette 55 Canberra 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 
Mud 61 Canberra 1 1 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 
Goose 80 Canberra 1 1 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 
Tree 66 Canberra 1 1 0 0 0 0 1 1 1 1 1 1. '1 0 
°mi 0 W'mdow 63 Canberra 1 1 0 0 0 0 1 1 1 1 1 1 1 0 000 0 Gorte 60 Canberra 1 1 0 0 0 0 1 1 1 1 1 1 1 0 000 0 
Dm!! 69 Canberra 1 1 0 0 0 0 1 1 1 1 0 o 0 0 0 0 
DQllar 53 Canberra 1 1 0 0 0 0 1 1 1 1 1 11 1 0 0 0 0 0 0 
Clavier 83 Canberra 1 1 0 0 ~~ 1 1 1 1 1 1 0 0 0 0 0 0 Medi.ale 58 Canberra 1 1 0 0 1 1 1 1 1 1 0 0 0 0 0 0 
StaiDed-GlaS$ 99 Canberra 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 
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Tableau 4.4 Précision moyenne de recherche pour la configuration 2 
Combinaison de caractéristiques 
Nom_classe Moyenne_Précision mesure 1 _3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 
I-......;Ro=s.;;.,e _-+-__ -.:;.;82::-__ +-Kh..;..::..i-<1..::e.:.;ux=:....j-.:..1 + 1 ,.1.r+ 0 0 0 0 0 0 
I-...;B;;.;u;,.;.;ffe;;:;;rfh::.::;· ;,:..: ~1--__ 1:.,.:0..::0 __ -+_K..::h:;...i-<1..::e.:.;ux.:.;· -+-.:.1 +-=--1 0 1 1 1 ~ 0 0 0 0 0 0 
Eagle 99 Khi-<1eux 1 1 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 
ChimDe,· 90 Khi·deux 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 
Silver-Statue~ 100 Khi-deux 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 
Tree 78 Khi-deux 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 
BOJle-Like 88 Khi-deux 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0I0I0 0 
Ford-Car 100 Khi-deux 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 oTOlO-o 
CUII 97 Khi-deux 1 1 0 0 ~o0 1 1 1 1 1 1 1 0 0 0 0 0 0 
~Le~a;;:;;.~S~ta~tu;;:;;ett;,.;.;e~ ___ ~85::-___ +-Kh..::::...i-<1..::e.:.;ux;,.;.;-+-.:.1 ~1~O~O~~ 1 0 0 0 0 0 0 
~Iud 81 Khi·deux 1 1 0 0 0 1 1 1 1 0 0 0 0 0 0 
Goose 90 Khi-<1eux 1 1 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 
Tree 82 Khi·deux 1 1 0 EHHffiBfr0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 
Wiadow 83 Khi-deux 1 1 0 1 1 1 0 0 0 0 0 0 I-....;.;.Go~;;:;;rt;.:.e:......-+-----~79=-----+-Kh..::::...i-d..::.:.;eux=:....j-.:..1 +-1~04 0 1 1 .  0 0 0 0 0 
Dillo 95 Khi-deux 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 
Dollar 82 Khi-deux. 1 1 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 
Clavier 100 Khi-deux ±ami 1 0 0 0 0 1 1 1 T 1 1 1 0 0 0 0 0 0 
1-..;;1\~ie~di;;;;·caJ=e~I--__ ,;;;..65:.-__ +-Kh..;..::..i-<1..::e.:.;ux=- 0 0 0 1 1 1 l 1 1 1 0 0 0 0 0 0 
a....;;S.;.;;ta.;.;;iII~e.;;;.;. G;;;.;las=s-'-___ 1:.,.:0...;;.O __ ---1.....;K..::h:;...i-<1..::.:.;eu;,.;.;K---L...:...J.... 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 
Tableau 4.5 Précision moyenne de recherche pour la configuration 3 
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Nom_classe Moyenne_Préclsjof1 mesure Combinaison de caractéristiques 1 " 6 7 8 9 10 11 12 13 14 15 16 17 18 19 
Rose 67 canberra 1 1 1 1 1 1 1 1 11 1 1 '1 1 1 1 1 1 Buiterfly 84 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 Eagle 80 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 Chîmney 86 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Sllver-Statuette 77 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 '1 1 1 1 1 1 
Tree 58 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
BOAe-Like 92 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Ford-Caf 89 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Gwl 67 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Lead-Statueite 59 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
M'ml 55 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Goose. 86 Canberra 1 1 1 1 1 1 1 1 1 1 -1 1 1 1 1 1 1 1 1 
Tree 63 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Window 63 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Corte 59 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Diao 81 Canberra 1 1 1 1 1 1 1 1 1 1 1 r:f 1 1 1 1 1 1 1 
Dollar 66 canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
CIl\ier 90 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Medicale 50 Canberra 1 1 1 1 1 1 1 1 1 1 , 1 1 1 1 1 1 1 1 
Stained-Gtass 100 Canberra 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Tableau 4.6 Précision moyenne de recherche pour la configuration 4 
Nom_èlasse Moyenne_Précision mesure Combinaison de caractéristiques 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 
Rose 79 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Bufterfly 100 Eudîdienne 1 1 h-H+~ 1 1 1 1 1 1 1 1 1 1 1 1 1 1 Eagle 100 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
ChÎlDney 90 Euclidienne 1 1 1 1 1 1#H:t 1 1 1 1 1 1 1 1 1 1 1 Sil\"er~Statueite 92 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Tree 67 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
BOlle4J.ke 90 Euclidienne 1 1 1 1 1 1 1 1 li li 1 1 1 1 1 1 1 
Ford-C'u 93 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Gwl 90 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 
Lead-Statueite 83 Euclïdienne 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Mad 60 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Goose 74 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Tree 76 Euclidienne 1 1 1 li 1 1 1 1 "1 1 1 1 1 1 1 1 1 Window 81 Euclidienne :00 1 1 1 1 1 1 1 li 1 1 1 1 1 Co.rte 77 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 
DiDo 94 Euclldienne 111 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Dollar 81 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Cluier 99 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Medicale 59 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
StailIed-GlaS$ 100 Euclidienne 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Tableau 4.7 Précision moyenne de recherche pour la configuration 5 
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Nom_classe Moyenne_Précision mesure CombinaIson de caractéristiques 8 9 10 11 12 13 14 15 16 11 18 19 
Rose 80 Khi-deux 1 1 1 1 1 1 1 1 1 1 
Butterfly 100 Khi-deux 1 1 1 1 1 1 1 1 1 
lIgIe 100 Khl.deux 1 1 1 1 1 1 1 1 1 
CIrirrmey 90 Khi'-deux 1 1 1 1 1 1 1 1 1 
Silver-Statuette 98 Khi-deux 1 1 1 1 1 1 1 
Tree 74 Khi..deux 1 1 1 1 1 1 
BoDe-Like 96 Khi-deux 1 1 1 1 1 1 1 
Ford-ür 97 Khi-deux 1 1 1 1 1 1 1 1 1 1 
Gua 94 Khi-deux 1 1 1 1 1 1 1 1 1 1 1 
L'i!ld--StItuette 87 Khi-deux 1 1 1 1 1 1 1 1 1 1 1 
Mud 62 Khî-deux 1 1 1 1 1 1 1 1 1 1 1 
Goose 94 Khi·deux 1 1 1 1 1 1 1 1 1 1 1 
Tree 79 Khi·deux 1 1 1 1 1 1 1 1 1 1 1 
WÙlOOW 84 Khi.deux 1 1 1 1 1 1 1 1 1 1 1 
Corte 78 Khi--deux 1 1 1 1 1 1 1 1 1 1 1 
Dino 96 Khi--deux 1 1 1 1 1 1 1 1 1 1 1 
Dollar 86 Khi-deux 1 1 1 1 1 1 1 1 1 1 1 
Cluler 100 Khi--deux 1 1 1 1 1 1 1 1 1 1 
Medicale 60 Khi..deux 1 1 1 1 1 1 1 1 1 1 
8taiBed-Glus 100 Khi-deux 1 1 1 1 1 1 1 1 1 1 
Tableau 4.8 Précision moyenne de recherche pour la configuration 6 
On voit bien, à partir de ces tableaux, que la configuration automatique est la meilleure. 
4.3.1.2 Généralisation de la classification 
L'objectif de cette section est la classification de la base de données BD. À cet effet 
nous utilisons l'algorithme suivant: 
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Pour chaque classe l à classifier 
Pour chaque classe k 
Calculer l'appartenance de là k (voir les détails ci-dessous) 
Fin Pour 
affecter l à la classe pour laquelle l'appartenance est maximale par rapport aux autres 
classes. 
Fin Pour 
L'appartenance de l'image l à la classe K peut être calculée de la façon suivante: 
, (pr éciol1 initiale * 10) + Pr écision de l'image à classifier Appartence = Nouvelle _precision = (4.5) 
11 
À partir de la base de données classée automatiquement selon les sept configurations, 
nous évaluons les résultats de cette classification en mesurant, pour chaque configuration, 
le pourcentage d ' images correctement classées. 
4.3.1.3 Résultats et discussions 
Pour mesurer le pourcentage d'images correctement classifiées, nous avons calculé la 
moyenne de la précision et du rappel pour chaque configuration selon les formules (4.1) et 
(4.2) 
Nous allons obtenu les résultats présentés aux tableaux 4.9, 4.10, 4.11 , 4.12, 4.13, 4.13, 
4 .14er 4.15 . 
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Tableau 4.9 Moyenne de la précision et du rappel pour la configuration automatique 
Tableau 4.10 Moyenne de la précision et du rappel pour la configuration 1 
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Nom_classe Taille_Classe 1 nbr_bonnes_Jmages precision rappel 
Rose 2 7 2 7 100.00% 9O.00°A; 
ButterOv 30 30 100~000/0 100,.00% 
Eaale 30 30 100.00% 100.000/0 
Ch1mJJey 30 28 93.33°A; 93~3% 
SU,'er-StatueUe 30 30 .100.000/'0 100,00% 
Tree-On-Sunset 32 30 93.7 50/'0 100.00% 
Bone-Like 30 28 93~30/'0 93.,330/'0 
Ford-Car 28 27 96.43% 90.00% 
Guo 29 29 :100.00% 96. 6 7 0/0 
Lead-Statuette 29 29 100,00% 96.67% 
1\'I:ud 32 29 90.63% 96. 6 7 0/0 
se-O:n-Tbe-Dar.k 23 20 86.,960/0 66.670/. 
Tree 31- 24 90.770/0 94.00°A; 
Wlndow 28 27 96.430/0 90.000/0 
Corte 28 28 100,00% 93~3% 
Dino 31 30 96.77 % 100.00% 
Dollar 32 30 93.75% 100.00% 
Clav ier 26 25 96.150/0 83~30/0 
~1:edicale 40 30 75,00% 10Q,.o0% 
Stained-Class 34 24 82.240/'0 84.00% 
Total 600 525 
Lamo''e_e 87. 870/0 1 87.50% 




' ,"," " "';:; .... 
, .... b'<,,''; <-
Nom_classe Taille _Classe nbr_~onnes _images precision rappel 
Rose 27 27 100,00% 90~00% 
Butte.r.fly 30 30 100.000/0 :100.00% 
Eaale 30 30 100,00% 100. 00% 
Chbnney 30 28 93~30/o 93~3% 
Sih'er-Statu.ette 30 30 100.00% :100.000/0 
Tree-()n-S~se~ 3.1 30 96.77% 100.00°A; 
BODe-Like 31 29 93.550/. 96.670/0 
Ford-Car 31 30 96.770/0 100.00% 
Gua 29 29 IOO.OO% 96.6 7 % 
Lead- Stamette 30 30 100. 00°A. IOO. OO% 
::\~ud 30 29 96. 6 7 0/0 96,67 °A. 
.se-()o-The-Dark 25 24 96.00% 80.00% 
Tree 3I 30 ,96.77 0/0 100.00°.4 
'ViDdow 32 29 90.630/. 96.67% 
Corte 29 29 100.00% 96.,6 7 0/0 
DiDo 30 30 100.00% :100.00% 
DoUar 31 30 96.77% IOO. oo% 
Clavier 27 26 96,300/. 86,6 7 % 
Medicale 34 24 82.24% 80.000/_ 
Staiued- Glas,s 32 24 93.7S°A. 80.00% 
Total 600 S44 
LaD1ove_e 90.80% 1 90.60% 
Tableau 4,12 Moyenne de la précision et du rappel pour la configuration 3 
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Tableau 4.13 Moyenne de la précision et du rappel pour la configuration 4 
Tableau 4.14 Moyenne de la précision et du rappel pour la configuration 5 
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Tableau 4.15 Moyenne de la précision et du rappel pour la configuration 6 
Dans ce qui suit, nous présentons les résultats de la classification en utilisant les 
histogrammes de pourcentage de la classification selon les types de configurations tel 
qu'illustré aux figures 39 et 40. 
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Figure 39 Précision moyenne pour les différentes configurati~ns 
Figure 40 Rappel moyen pour les différentes configurations 
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D'après les résultats de la première expérience, nous avons remarqué que la 
configuration automatique nous donne une précision et un rappel meilleurs que ceux des 
autres configurations. 
Le fait que notre configuration donne la meilleure précision veut dire que le 
pourcentage de bonnes images qu'elle retourne est le plus élevé par rapport à toutes les 
images retournées. 
Le fait que la configuration automatique donne le meilleur rappel indique que le 
système localise le maximum d'images pertinentes à la requête parmi toutes les images de 
la base de données. 
4.3.2 Deuxième expérience: Évaluation de la recherche avec vérité terrain automatique 
L'objectif de cette expérience est d'exploiter la sélection des caractéristiques et des 
mesures lors des étapes précédentes (section 4.3.1.1 et 4.3 .1.2) pour effectuer la recherche. 
L'algorithme utilisé est le suivant. 
À chaque fois qu'il y a une image requête q : 
Identifier la classe k à laquelle appartient q 
Faire la recherche en utilisant Ck et Mk 
Calculer la précision et le rappel pour chaque valeur du scope (Rappelons que le scope 
représente le nombre d'images retournées à l'utilisateur comme résultat de la recherche) 
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Calculer la moyenne de la précision et du rappel pour chaque configuration 
Fin 
La recherche peut également tirer profit de la classification en limitant l'espace de 
recherche aux classes proches de la requête. Par contre, on ne limite pas la recherche à la 
classe de la requête parce que des images provenant d'autres classes peuvent être plus 
proches de la requête que des images provenant de sa classe. 
Dans ce qui suit, nous allons présenter les résultats de la recherche, en utilisant la 
courbe précision-scope Pr=! (.5c). Pour chaque valeur de scope (de 1 jusqu'à 30), nous 
avons calculé la moyenne du pourcentage de bons résultats de chaque famille d'images 
dans la base de données. Par la suite, nous avons calculé la moyenne générale du 
pourcentage de bons résultats par rapport au scope de toutes les images dans la base de 
données et cela pour toutes les configurations. Nous présentons pour chaque test la courbe 
précision-scope Pr=f (Sc) de cette moyenne. 
La figure 41 montre les résultats de la recherche versus la vérité terrain automatique. 
Figure 24 Précision moyenne des résultats de la recherche versus le scope de 
toutes les familles d'images (Vérité terrain automatique) 
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D'après la courbe de la moyenne des résultats de toutes les configurations, nous 
remarquons que la précision de la configuration automatique démarre en haut et ne décline 
pas très rapidement. Par exemple, la précision est encore au-dessus de 79.5%, même rendu 
à un scope égale à 30. Nous jugeons que ce sont de bons résultats sur une base de données 
de 600 images. 
.101 
4.3.3 Troisième expérience: Évaluation de la recherche avec vérité terrain manuelle 
L'objectif de cette expérience est d'exploiter la sélection des paires de caractéristiques 
et de mesures faites lors des étapes précédentes (section 4.3 .1.1 et 4.3.1.2) pour effectuer la 
recherche. 
Nous avons utilisé le même algorithme que celui présenté à la section 4.3.2. 
La vérité terrain manuelle signifie que notre BD a été classifiée de façon manuelle par 
l'utilisateur et nous n'avons pas besoin de l'intervention de notre moteur pour faire cette 
classification. 
Dans ce qui suit, nous allons présenter les résultats de la recherche, en utilisant les 
courbes: précision-scope Pr=f (Sc) et rappel-scope Re= f (Sc). 
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Figure 42 Précision moyenne des résultats de la recherche versus le scope de 
toutes les familles d'images (Vérité terrain humaine) 
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D'après la courbe de la moyenne des résultats de toutes les configurations, nous 
remarquons que la précision de la configuration automatique démarre en haut et ne décline 
pas très rapidement. Par exemple, la précision est encore au-dessus de 58%, même rendu à 




Notre outil de configuration automatique a démontré sa fiabilité etsa précision pour la 
classification et pour la recherche d'images après l'analyse des résultats de multiples 
expériences que nous avons réalisées. Nous avons constaté, lors de nos tests, que la 
classification se fait rapidement même avec des grandes bases de données, à titre exemple, 
3 minutes pour classer une base de données de 400 images. 
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CONCLUSION GÉNÉRALE 
Le but de ce projet était de développer un outil capable de configurer automatiquement 
les moteurs de recherche d'images afin qu'ils donnent de meilleures performances. Cet 
outil doit sélectionner la meilleure configuration en termes d'éléments tels que la 
combinaison de caractéristiques et de mesures de similarité, et ce, en fonction de la 
situation en cours qui est caractérisée par la requête, la base de données, etc. 
Dans la première partie de ce travail, nous avons fait une description détaillée de tous 
les aspects de ce qu'est la recherche d'images en décrivant des domaines d'application où 
la recherche d'images est nécessaire. De plus, nous avons expliqué le fonctionnement d'un 
moteur de recherche. Pour tous ces aspects, nous avons donné les avantages et les 
inconvénients de chacun. Finalement, nous avons décrit la technique d'organisation pour 
les images de la base de données qui a pour objectif la construction d'un catalogue 
regroupant des images similaires. Cette technique est la navigation. 
Dans le deuxième chapitre, nous avons décrit les procédures générales d'un algorithme 
de sélection de caractéristiques, et ce, en donnant une description détaillée de ce qu'est la 
sélection de caractéristiques, en faisant l'analyse de stratégies de recherche et en décrivant 
des méthodes de recherche qui ont été utilisées jusqu'à présent. Nous avons aussi fait la 
comparaison entre les méthodes en donnant les points positifs et les points négatifs de 
chacune des méthodes. Les caractéristiques ont été jusqu'à présent, le seul élément utilisé 
lors de la recherche d'images, mais nous allons démontrer que l'ajout d' ingrédients tel que 
les mesures de similarité augmenterait l'obtention de résultats optimaux. 
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Dans le troisième chapitre, nous avons présenté les étapes de fonctionnement de notre 
moteur de recherche d'images. Nous avons développé un outil de configuration 
automatique qui prend en charge les ingrédients optimaux lors de la classification et la 
recherche. Nous avons intégré cet outil dans un moteur de recherche d' images par le 
contenu que nous avons développé. 
L'évaluation de notre outil de configuration automatique, présenté au quatrième 
. chapitre, démontre que cet outil est performant et que les résultats obtenus lors de la 
classification et la recherche sont très satisfaisants. 
Notre travail est tout à fait extensible, et d'autres membres de notre équipe de recherche 
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