We propose a novel data-driven method to accelerate the convergence of Alternating Direction Method of Multipliers (ADMM) for solving distributed DC optimal power flow (DC-OPF) where lines are shared between independent network partitions. Using previous observations of ADMM trajectories for a given system under varying load, the method trains a recurrent neural network (RNN) to predict the converged values of dual and consensus variables. Given a new realization of system load, a small number of initial ADMM iterations is taken as input to infer the converged values and directly inject them into the iteration. For this purpose, we utilize a recently proposed RNN architecture called antisymmetric RNN (aRNN) that avoids vanishing and exploding gradients via network weights designed to have the spectral properties of a convergent numerical integration scheme. We demonstrate empirically that the online injection of these values into the ADMM iteration accelerates convergence by a factor of 2-50x for partitioned 13-, 300-and 2848-bus test systems under differing load scenarios. The proposed method has several advantages: it can be easily integrated around an existing software framework, requiring no changes to underlying physical models; it maintains the security of private decision variables inherent in consensus ADMM; inference is fast and so may be used in online settings; historical data is leveraged to improve performance instead of being discarded or ignored. While we focus on the ADMM formulation of distributed DC-OPF in this paper, the ideas presented are naturally extended to other iterative optimization schemes.
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Index Terms-optimal power flow, recurrent neural network, alternating direction method of multipliers, machine learning, data-driven optimization I. INTRODUCTION The electric power grid is continually progressing towards a more complex, uncertain, and decentralized state. This fact stems from a variety of sources including higher penetration of renewable generation, increased presence of smart devices and subsystems, and market deregulation, to name a few. While this progression presents a number of operational and analytical challenges, the corresponding increase in available data paves the way for new approaches to improving systemwide efficiency and coordination. In this paper, we consider the specific operational problem of direct current optimal power flow (DC-OPF) in which the network is decomposed into independently operating partitions. Because each partition is connected to others via one or more branches, agreement on these line flows is required as part of an optimal solution. While there are many possible ways to solve this consensus problem in a distributed fashion, we focus on the Alternating Direction Method of Multipliers (ADMM) due to its recent popularity for solving such problems [1] , [2] , [3] , [4] . We note, however, that the ideas proposed in this paper are readily extensible to other iterative solution techniques.
In the spirit of several recent analyses of ADMM [5] , [6] , we view the iterations as the time steps of a discrete, stable dynamical system whose equilibria correspond to an optimal solution of the underlying optimization problem. The proposed method, which we call learning-accelerated ADMM (LA-ADMM), aims to leverage previously observed trajectories as training data to build a machine learning (ML) model to predict the equilibrium values using only a small number of initial iterates. Once such a model is trained, optimal values can be inferred online and injected directly into the iteration to accelerate its convergence. For the prediction task, we propose the use of the antisymmetric recurrent neural network (aRNN) [7] and argue that this is a sound choice based on the theoretical properties of the network weights.
The use of ML in power systems is a growing area of research. Interest in distributed optimization algorithms themselves is also on the rise due to the increasing prevalence of physically distributed, autonomous systems and the frequent intractability of centralized formulations that assume complete knowledge of the system's state and dynamics. The optimal power flow problem, in particular, is amenable to the use of distributed methods as evidenced by several recent reviews [8] , [9] and applications utilizing ADMM [10] , [11] , [12] , [13] , [14] , [15] , [16] . This paper sits at the intersection of these two research areas and specifically aims to augment the latter with the former.
Many straightforward applications of ML in OPF and related problems are either centralized in the sense that training requires a complete knowledge of the system's state and dynamics, or intrusive in the sense that target models are created de novo or to replace an existing one; see, e.g., [17] , [18] , [19] for recent examples. Our approach requires neither centralization nor intrusiveness. While it can leverage centralized models to accelerate the training process, it only requires access to the consensus variables for training and inference. In addition, because predicted values are fed into the optimization models as iteration parameters, the method is distinctly non-intrusive.
The paper is organized as follows. In the remainder of this section, we briefly summarize the components of the proposed method, namely, the DC-OPF problem, its distributed formulation via ADMM, and the aRNN used for the prediction task. In section II we describe empirical experiments for three test systems and present the results of using standard ADMM versus LA-ADMM. Section III discusses further issues, conclusions and future work.
A. DC Optimal Power Flow Formulation
We briefly state the optimal power flow problem, referring the reader to several recent literature reviews for further details. The formulation we adopt utilizes branch flow variables in favor of voltage angles which, in our view, simplifies the notation for ADMM (cf. Section I-B) since the consensus is stated in terms of individual variables (flows) rather than the difference between variables (voltage angles).
The aim of the DC-OPF is to determine the least-cost dispatch of generation subject to network constraints and load. Using a DC approximation to the full power flow equations leads to the following optimization problem: 1
Here x, d ∈ R m are the active power generation and load at each of m buses, respectively, and y ∈ R n is the current flow along each of n branches. Upper and lower bounds on x, y are denoted by (·), (·), respectively. A ∈ R m×n is a network incidence matrix with A ij = −1 for flows "from i to j", A ij = +1 "from j to i", and A ij = 0 otherwise. The vector of all zeros, 0, has dimension determined by context (here, 0 ∈ R m ). The cost function f : R m → R representing the cost of generation is assumed to be quadratic and separable, i.e., f (
B. Distributed DC-OPF Formulation via ADMM
In the distributed DC-OPF problem, the network is partitioned physically and/or computationally into separate components that share some number of the optimization variables. In this paper, we specifically consider the partitioning of buses into P disjoint sets indexed by I p , such that ∪ P p=1 I p = 1 An alternative formulation of the DC-OPF, popular in the power systems literature, can be derived in terms of voltage angles rather than current flow via n j=1
by selecting a reference busî ∈ {1, ..., m} such that θî = 0, and updating the power balance (3) and flow limit constraints (4) accordingly. In (1), X is the m × m network reactance matrix. In this experiment, all 12 edges are public and thus each have a pair of primal and dual values corresponding to their "from" and "to" buses, denoted by solid and dashed lines, respectively. As the iteration approaches an optimal solution, the primal variables approach consensus while dual variables agree up to opposite sign. This image illustrates the viewpoint of ADMM as a discrete dynamical system approaching a steady state at optimality.
{1, ..., m} and I p ∩ I q = δ(p, q). In other words, a bus i belongs to partition p if and only if i ∈ I p . Such a partitioning naturally leads to branch partitions whose index sets we denote as J pq , where p, q refer to the indexes of the adjacent partitions. We use the terminology of public versus private to distinguish between decision variables that are shared between partitions and internal to a partition, respectively. Using the above notation, we note that public variables consist only of branches with indicess in I pq where p = q, and denote the size of this set by n pub . In contrast, all bus-level decisions indexed by I q and internal branches indexed by J pp are private decision variables. The number of private decision variables is thus m+n pri where n pri = n−n pub . Finally, we use subscript p to denote partition membership of bus-level decisions and pq for branch-level decisions. The global DC-OPF problem (2)-(4) can be expressed in terms of the partitions by
where A pq denotes the sub-blocks of the global incidence matrix A for all buses i ∈ I q and branches j ∈ J pq for q = 1, ..., P . In other words, the constraint enforces power balance on all internal nodes subject to both internal and shared flows. The partition-wise cost functions f p are defined to be 0 for all arguments x q , q = p and f p (x p ) otherwise.
Were it not for the public flow variables y pq , the above problem (5)-(7) could be trivially decomposed into P disjoint problems whose independent solution yields the global minimum. In the presence of these variables, however, decomposition requires additional constraints that enforce consensus. ADMM accomplishes this task via an augmented Lagrangian formulation (see the classic reference [2] for more details) that drives local copies of public variables into consensus with the partitions that share them. Algorithmically, consensus ADMM equates to the following iterative scheme consisting of P independent primal optimizations followed by a centralized dual update,
where we have introduced Lagrange multipliers λ pq ∈ R |Jpq| and used X p to denote the local constraint set for partition p.
C. Antisymmetric Recurrent Neural Networks
As mentioned briefly in Section I, one way to view the ADMM iteration is as a numerical integration scheme for solving the dynamical system
Note that steady states of this system coincide with local optima of f since du/dt = 0 ⇐⇒ ∇f = 0. This point of view has proven useful in several recent works analyzing the convergence and designing accelerated variants of ADMM [5] , [6] . It is also empirically intuitive; see, e.g., Fig. 1 showing convergence of a subset of ADMM variables for the 13-bus system described in Section II. In this paper, we adopt the dynamical systems point of view of ADMM and select a machine learning algorithm with suitable properties. The recently proposed aRNN is particularly suitable because, unlike many other RNN variants, it is explicitly designed to have spectral properties like those of a stable numerical integration scheme. The network architecture is given by
h − γI, γ, > 0 are scalar hyperparameters, and • indicates elementwise multiplication. The vectors x t , h t , z t are the network inputs, recurrent inputs, and gate activations at time t, respectively. W h is an upper diagonal, trainable weight matrix that gets applied in the recurrence (to the RNN hidden state). The remaining weights V (·) , b (·) are trainable network weights and biases, respectively. Crucially, the matrix U h used in the recurrent layer has negative real eigenvalues by design and thus stabilizes the network output. This fact, combined with lower parameter complexity for comparable state-of-the-art RNNs, (2-3x fewer weights, see [7] ), make aRNN an attractive choice for the ADMM prediction task. 
II. METHODS AND RESULTS

A. Methods
1) Test systems:
The three test systems we considered were the IEEE 13-bus, IEEE 300-bus, and RTE 2848-bus systems. The 13-bus system served as exemplar for a system that is fully decomposed (P = 13, i.e., one node per partition) and was populated with ficticious data. Data for the two larger systems were obtained via the open source Power Grid Lib (pglib) repository [20] . Network properties were obtained directly from the repository, while load data was used to seed the training, as described in the following paragraph.
2) Simulation of load: A central tenet of our approach is to "learn to optimize from an abundance of data." To this end, we identified three target systems with corresponding marginal costs of generation as well as generator and line limits. Keeping network properties fixed, we sampled many instances of system load and solved the resulting DC-OPF problem to obtain optimal values of both primal and dual variables. While we envision optimal values coming from converged ADMM iterations in any real-world scenario, it is also possible to accelerate training on simulated systems by running ADMM for a small number of iterations to gather what will be the input for the aRNN and then using a centralized solution to extract prediction targets (i.e. converged Lagrange multipliers and consensus variables). We used the latter approach, running ADMM for no more than 10 iterations to obtain training inputs and using the centralized solution for prediction targets. Load for all three systems was sampled according to the following strategy. We first defined a characteristic load for each bus, d i , from existing pglib data for the 300-and 2848-bus systems and randomly for the 13-bus system. We then generated load scenarios for each bus,
where U (0, 1) denotes the uniform distribution on (0, 1). Note that the variables χ is a system-wide scaling factor while ξ i scales only the load at bus i. The net result is a profile that is between 0 − 200% of the nominal value both in terms of bus-level and total load.
3) Network partitioning: Partitioning of the network was performed using a Fluid Communities detection algorithm proposed in [21] , with the resulting number of cuts and partitions summarized in Table I . This algorithm was chosen for this study because it is fast, simple to use, and leads to qualitatively ARE THE MEAN AND   STANDARD DEVIATION FOR THE NUMBER OF ITERATIONS TO   CONVERGENCE ACROSS THE INDICATED NUMBER OF TEST SAMPLES. THE   RATIO COLUMN SHOWS THE TOTAL RATIO OF RUNS THAT CONVERGED IN   THE ALLOTTED 50 ITERATIONS. CONVERGENCE TOLERANCE 
System
Test ADMM LA-ADMM Name
Samples 1.000 * ADMM did not converge to specified accuracy for any samples. reasonable partitions. Partitioning can of course be performed in any number of ways depending on whether the goal is to, e.g., model real-world connectivity, or improve computational efficiency. However, these specific issues remain outside the scope of this paper.
4) Training and Evaluation:
Typical best practices for model selection include cross validation, hyperparameter grid search, and regularization, to name a few. After extensive experimentation along these training dimensions, we adopted an approach that favored simplicity over accuracy with respect to a held-out test set. In particular, we identified a global set of hyperparameters and applied them to the aRNN trained for each test system. While this may lead to slightly suboptimal test set accuracy for any particular system, the approach is compelling in terms of ease of use and consistent, significant speed-up of ADMM. The most salient of the global hyperparameter values used were an aRNN layer size of 128, = 0.1, and γ = 10 −4 . We also found that using just K = 4 ADMM iterations for training led to a good balance of data efficiency and prediction accuracy. Optimization of the network weights was performed with respect to mean squared error on a held-out validation set using the stochastic gradient descent ("Adam" optimizer with a learning rate of 10 −3 ) and stopped after 10 iterations of stagnation in the validation loss or after 150 epochs, whichever was first.
The training set itself consisted of all public primal and dual variables for the first K = 4 iterations of ADMM as inputs, and converged consensus values as targets,
Targets
Recall that y k pq = y k qp and λ k pq = −λ k qp by definition and so the second of each pair may be omitted from the training set.
To evaluate performance, new realizations of load were generated using the same procedure summarized in (14) and ADMM was run twice per sample: once, uninterrupted, for K 4 iterations to provide a baseline, and a second time with aRNN predictions substituted for the current ADMM iterate at step k = 4, after which the λ's and y's continue to evolve. The total number of steps to convergence and associated accuracies were then compared. Fig. 2 . Distribution of iterations to convergence with (light/orange) and without (dark/blue) injecting learned λ, y values for the 300-bus and 2848-bus systems. Each iteration was stopped after 50 steps, meaning the right-most bins correspond to scenarios that did not converge in the allotted budget. For the 13-bus test case (not shown), none of the 1000 samples of standard ADMM converged within 50 iterations, while LA-ADMM converged in 14±8 iterations on average (mean ± 1-std).
B. Results
Results from applying the proposed method to the target problems are summarized in Figures 2-3 and Table II using a convergence threshold of 10 −3 for both primal and dual residuals. All experiments were capped at 50 iterations. As indicated in Table II , none of the 1000 test samples converged for the 13-bus test case. This was by design (via a poor choice of ρ) to demonstrate that LA-ADMM could still perform well when using data from slowly converging iterations. Standard ADMM is able to converge for the 300-and 2848-bus test systems in at least half of the test problems, but it is still dramatically slower than with LA-ADMM.
A more detailed picture of convergence for these systems is shown in Figure 2 , which shows the distributions of stepsto-convergence with and without learning. Yet another view for the 300-bus system is given in Figure 3 showing the progression of the dual and primal residuals as a function of iteration number. Here it is possible to see the exact point at which predictions are injected and the immediate effect on the residual values. In both subplots of Figure 3 , the plateau in LA-ADMM beyond 20-25 iterations is somewhat devoid of information; comparing again with Figure 2 , we see that most of the iterations have already converged by this number of steps.
III. DISCUSSION, CONCLUSION AND FUTURE WORK
While not necessary apparent today, the use of distributed optimization techniques such as ADMM will almost certainly be critical in future power systems operation. However, such decomposition comes with the drawback of the need to "iterate to self-consistency". Our approach avoids this apparent jam by "pre-optimizing"; while there really is no free lunch, so we must do the work somewhere, by using computational cycles in an off-line learning mode we allow the online optimization for general inputs to be drastically sped up.
Generalizability: One may wonder not only whether our method generalizes well to all possible load vectors d (our numerical tests suggest that it does) but in what other ways it can generalize. For example, one can imagine both the network structure and generation/flow constraints changing (for the former, if at a day ahead level, say, certain units were not planned to be operating; for the latter, due to, say weather or maintenance). Machine learning models do not readily generalize outside of the domain they were trained on, so these other ways the problem could change would require retraining, but that is not an insurmountable problem. We will also need to consider whether and how this method can be transferred to the true, nonlinear formulation.
Learning to Optimize: The specific technique we have invented for this work is part of a growing realization that fertile ground for application of machine learning is not to replace optimization but to augment it. In the present case we are using learning to accelerate online optimization of the same sized problem we learn from. In other cases this idea has been used to learn "heuristics" that allow for efficient solution of much larger problems than they were trained on [22] . (This is not out of the question here, but it is beyond the scope of the present paper.)
In any case, a benefit of such on approach that is hard to overemphasize is that the learned model is used within a generally convergent optimization scheme. With or without the learning, convergence provides a global, consistent, reliable measure of the quality of the solution. This helps alleviate a frequent and justified complaint that basing decisions on datadriven machine learning models is not appropriate in safetycritical systems.
