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A quantum effect is a positive Hilbert space contraction operator.
If {Ei}, 1  i  n, are n quantum effects (defined on some Hilbert
space H), then their sequential product is the operator EnoEn−1
o . . . oE2oE1 = E
1
2
n E
1
2
n−1 . . . E
1
2
2 E1E
1
2
2 . . . E
1
2
n−1E
1
2
n . It is proved that the
quantum effects {Ei}, 1  i  n, are sequentially independent
if and only if
∏n
i=1 E
1
2
ri  0 for every permutation r1r2 . . . rn of
the set Sn = {1, 2, . . . , n}. The sequential independence of the
effects Ei , 1  i  n, implies EnoEn−1o . . . oEj+1oEjo . . . oE1 =
(EnoEn−1o . . . Ej+1)oEjo . . . oE1 for every 1  j  n. It is proved that
if there exists an effect Ej , 1  j  n, such that Ej  (EnoEn−1o . . .
Ej+1)oEjo . . . oE1, then the effects {Ei} are sequentially independent
and satisfy Ej = EnoEn−1o . . . oE1 = ∏ni=1 Ei .
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let B(H) denote the algebra of operators on an infinite dimensional complex Hilbert space H into
itself. If A, B ∈ B(H) are normal operators such that AB = λBA for some non-zero complex number λ,
then
AB = λBA ⇐⇒ A∗B = λBA∗ ⇐⇒ B∗A = λAB∗ ⇐⇒ BA = λAB ⇒ AB = |λ|2AB.
Hence if AB = 0, then |λ| = 1. The normal A, B being normaloid, it follows upon dividing (if need be)
by max{||A||, ||B||} that if AB = λBA, λ = 0 and AB = 0, then 0 < |A|, |B|  1 and
|A|2|B|2 = |B|2|A|2 ⇐⇒
[
|A| 12 , |B| 12
]
= |A| 12 |B| 12 − |B| 12 |A| 12 = 0.
Letting |A|o|B| = |A| 12 |B||A| 12 , it follows that |A|o|B| = |B|o|A|.
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Recall, [2], that an unsharp quantum measurement experiment, or simply a quantum effect, E can be
modelled by a positive (i.e., 0) Hilbert space contraction operator; if E, F ∈ B(H), 0 < E, F  I, are
two quantumeffects, then the sequential product EoF = E 12 FE 12 is amodel for the sequentialmeasure-
ment E followed by F . Two sequential quantum effects E, F are sequentially independent if EoF = FoE,
see [2–4] for further information. Apparently, “if A, B ∈ B(H) are non-trivial normal contractions such
that AB = λBA for some non-trivial complex number λ, then |A| and |B| are sequentially independent
quantum effects".
We shall henceforth shorten “quantum effect" to “effect". Let E(H) = {E ∈ B(H) : 0 < E  I}
denote the set of (non-trivial) effects. Let Sn denote the n-set Sn = {1, 2, . . . , n} and Pn the n!-set
Pn = {r1r2 . . . rn} of permutations of Sn. The sequential product of n effects Ei, 1  i  n, is the
measurement obtained as a result of performingmeasurements En followed by En1 , . . . , E1. Following
[4], denote this by
EnoEn−1o . . . oE2oE1 = E
1
2
n E
1
2
n−1 . . . E
1
2
2 E1E
1
2
2 . . . E
1
2
n−1E
1
2
n . (1)
We say that the effects {Ei} ⊆ E(H), 1  i  n, are sequentially independent if
EnoEn−1o . . . oE2oE1 = Er1oEr2o . . . oErn−1oErn
for every permutation r1r2 . . . rn−1rn ∈ Pn. Sequentially independent effects have been considered
in the recent past by Gheondea and Gudder [2], Gudder and Nagy [3,4] and Yang and Du [6]. It is
known, [3, Corollary 3 and Theorem 5], that the effects E, F are sequentially independent if and only
if E, F commute, and the effects {Ei}, 1  i  3, are sequentially independent if and only if they
permute (i.e., if and only if E1E2E3 = Er1Er2Er3 for every permutation r1r2r3 of the 3-element set{1, 2, 3}). We generalize this result in the following to prove that the sequence {Ei}ni=1 ⊆ E(H) is
sequentially independent if and only if
∏n
i=1 E
1
2
ri  0 for every permutation r1r2 . . . rn ∈ Pn. The
sequential independence of the effects {Ei}, 1  i  n, implies EnoEn−1o . . . oEj+1oEjo . . . oE1 =
(EnoEn−1o . . . oEj+1)oEjo . . . oE1 for every 1  j  n. We say that the effect F is majorized by an
effect G if F  G. We prove in the following that a sufficient condition for the effects {Ei}, 1 
i  n, to be sequentially independent is that there exist an effect Ej , 1  j < n, such that Ej 
(EnoEn−1o . . . oEj+1)oEjo . . . oE1; furthermore, in such a case Ej = EnoEn−1o . . . oE1 = ∏ni=1 Ei.
2. Results
For A, B ∈ B(H), let [A, B] = AB − BA denote the commutator of A and B. The Putnam–Fuglede
commutativity theorem for normal operators, shortened henceforth to PF-theorem, says that if A, B ∈
B(H) are normal operators such that AX = XB for some X ∈ B(H), then A∗X = XB∗ [5, p. 104]. An
operator A ∈ B(H) is hyponormal if [A, A∗] = AA∗ − A∗A  0. The following asymmetric extension
of the PF-theorem to hyponormal operators is well known (see, for example, [1]).
Lemma 2.1. If A, B∗ ∈ B(H) are hyponormal operators such that AX = XB for some X ∈ B(H), then
A∗X = XB∗.
We shall require the following technical lemma in the sequel; the lemma generalizes a result of
Gudder and Nagy [3].
Lemma 2.2. If E1, E2 ∈ E(H), then
EioEj  EjoEi ⇐⇒ [Ei, Ej] = 0 ⇐⇒ E
1
2
i E
1
2
j  0
for all 1  i = j  2.
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Proof. The effects Ei and Ej being positive operators, [Ei, Ej] = 0 ⇐⇒ [E
1
2
i , E
1
2
j ] = 0. Thus (E
1
2
i E
1
2
j )
2 =
E
1
2
i EjE
1
2
i  0, which is equivalent to E
1
2
i E
1
2
j = E
1
2
j E
1
2
i  0, and hence the equivalence [Ei, Ej] = 0 ⇐⇒
E
1
2
i E
1
2
j  0. Observe that if EioEj  EjoEi, 1  i = j  2, then E
1
2
i E
1
2
j is hyponormal. Applying Lemma
2.1 to
(
E
1
2
i E
1
2
j
)
E
1
2
i = E
1
2
i
(
E
1
2
j E
1
2
i
)
,
we have
E
1
2
j Ei = EiE
1
2
j ⇐⇒ [Ei, Ej] = 0.
The reverse implication E
1
2
i E
1
2
j  0 ⇒ EioEj  EjoEi being trivially true, the proof is complete.
Recall from [4, Lemma 4 and Theorem5] that the effects Ei, 1  i  3 are sequentially independent
if E
1
2
1 , E
1
2
2 , E
1
2
3 permute (which happens if and only if E1, E2 and E3 permute); the following theorem
extends this result to n effects.
Theorem 2.3. The following conditions are equivalent for effects {Ei} ⊆ E(H), 1  i  n.
(i) The effects E
1
2
1 , E
1
2
2 , . . . , E
1
2
n permute.
(ii) The effects Ei, 1  i  n, are sequentially independent.
(iii)
∏
1in E
1
2
ri = E
1
2
r1E
1
2
r2 . . . E
1
2
rn  0 for every permutation r1r2 . . . rn ∈ Pn.
Proof. (i) ⇒ (iii). If the effects E
1
2
1 , E
1
2
2 , . . . , E
1
2
n permute, then
0  ErnoErn−1o . . . oEr1 =
⎛
⎝ n∏
i=1
E
1
2
rn+1−i
⎞
⎠
⎛
⎝ n∏
i=1
E
1
2
ri
⎞
⎠ =
⎛
⎝ n∏
i=1
E
1
2
ri
⎞
⎠
2
implies
∏n
i=1 E
1
2
ri  0 for every r1r2 . . . rn ∈ Pn.
(iii) ⇒ (ii). Start by observing that if ∏ni=1 E
1
2
ri  0 for every r1r2 . . . rn ∈ Pn, then for every
integer r0 ∈ Sn and every permutation t1t2 . . . tn−1 of Sn \ {r0}, the PF-theorem applied to
(
E
1
2
r0E
1
2
tn−1 . . . E
1
2
t1
)
E
1
2
r0 = E
1
2
r0
(
E
1
2
tn−1 . . . E
1
2
t1
E
1
2
r0
)
implies
⎡
⎣n−1∏
i=1
E
1
2
ti
, Epr0
⎤
⎦ = 0 for all 0 < p  1.
Let L = Er0H denote the closure of the range of Er0 . Then L reduces
∏n−1
i=1 E
1
2
ti
and (
∏n−1
i=1 E
1
2
ti
)|L  0.
Observe also that Eti : L → L for all 1  i  n− 1. To see this assume that there exists an x ∈ L and a
tj , 1  j  n − 1 such that E
1
2
tj
x ∈ L⊥. Since the PF-theorem applied to
(
E
1
2
tj
E
1
2
r0E
1
2
tn−1 . . . E
1
2
tj+1E
1
2
tj−1 . . . E
1
2
t1
)
E
1
2
tj
= E
1
2
tj
(
E
1
2
r0E
1
2
tn−1 . . . E
1
2
tj+1E
1
2
tj−1 . . . E
1
2
t1
E
1
2
tj
)
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implies
E
1
2
t1
. . . E
1
2
tj−1E
1
2
tj+1 . . . E
1
2
tn−1E
1
2
r0E
1
2
tj
= E
1
2
tj
E
1
2
t1
. . . E
1
2
tj−1E
1
2
tj+1 . . . E
1
2
tn−1E
1
2
r0 ,
we have
0 = E
1
2
t1
. . . E
1
2
tj−1E
1
2
tj+1 . . . E
1
2
tn−1E
1
2
r0E
1
2
tj
x = E
1
2
tj
E
1
2
t1
. . . E
1
2
tj−1E
1
2
tj+1 . . . E
1
2
tn−1E
1
2
r0x
⇒ E
1
2
r0x = 0 ⇒ x = 0.
Hence Eri |L ∈ B(L) for all 1  i  n and
0 
⎛
⎝ n∏
i=1
E
1
2
ri
⎞
⎠ |L =
n∏
i=1
(
E
1
2
ri |L
)
for every r1r2 . . . rn ∈ Pn. We now use an induction argument to prove (iii) ⇒ (ii).
Lemma 2.2 confirms the validity of the implication for n = 2. Assume that (iii) ⇒ (ii) for some
(n =)k > 2, i.e., assume that∏ki=1 E
1
2
ri  0 for everypermutation r1r2 . . . rk of Sk implies the sequential
independence of the (Hilbert space) effects {Ei}, 1  i  k. Consider a sequence {Ei} of k + 1 effects
such that
∏k+1
ti=1 E
1
2
ti
 0 for all permutations t1t2 . . . tk+1 ∈ Pk+1. Fix an r0 ∈ Sk+1, and re-label the
remaining k elements of Sk+1 \ {r0} by S′k = {r1, r2, . . . , rk}. The PF-theorem applied to
⎛
⎝E 12r0
⎧⎨
⎩
k∏
i=1
E
1
2
rk+1−i
⎫⎬
⎭
⎞
⎠ E 12r0 = E
1
2
r0
⎛
⎝
⎧⎨
⎩
k∏
i=1
E
1
2
rk+1−i
⎫⎬
⎭ E
1
2
r0
⎞
⎠
then implies
⎡
⎣ k∏
i=1
Eri
1
2 , Epr0
⎤
⎦ = 0 for all 0 < p  1,
and hence (by the argument above) the effects Eri |L ∈ B(L) = B(Er0H), 1  i  k, satisfy
∏k
i=1 Eri |L 
0. This, in view of our induction hypothesis, implies the sequential independence of the effects Eri |L ,
and consequently that
E
1
2
r0
k∏
i=1
Eri = E
1
2
r0
k∏
i=1
Esi =
⎛
⎝ k∏
i=1
Esi
⎞
⎠ E 12r0 (2)
for every permutation s1s2 . . . sk of S
′
k . Evidently, (2) implies
Er0oEr1o . . . oErk = Er0oEs1o . . . oEsk = Es1o . . . oEskoEr0
for every permutation s1s2 . . . sk of S
′
k . Our choice of r0 being arbitrary, if we now prove
Er0oEs1oEs2o . . . oEsk = Es1oEr0oEs2o . . . oEsk ,
then it would follow that the effects Ei, 1  i  k + 1, are sequentially independent. To this end start
by observing that the operators
E
1
2
r0E
1
2
s1 . . . E
1
2
sk = E
1
2
r0E
1
2
sk . . . E
1
2
s1 = E
1
2
s1E
1
2
r0E
1
2
s2 . . . E
1
2
sk
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are normal. Applying the PF-theorem to
E
1
2
s1
(
E
1
2
r0E
1
2
sk . . . E
1
2
s1
)
=
(
E
1
2
s1E
1
2
r0E
1
2
s2 . . . E
1
2
sk
)
E
1
2
s1
we have
Es1
⎛
⎝ k∏
i=2
E
1
2
si
⎞
⎠ E 12r0 =
⎛
⎝ k∏
i=2
E
1
2
sk+i−2
⎞
⎠ E 12r0Es1 .
Since E
1
2
r0E
1
2
s1 . . . E
1
2
sk = E
1
2
r0E
1
2
s2 . . . E
1
2
sk E
1
2
s1 , we have
Es1
⎛
⎝ k∏
i=2
E
1
2
si
⎞
⎠ E 12r0 =
⎛
⎝ k∏
i=2
E
1
2
sk+i−2
⎞
⎠ E 12r0Es1 ⇐⇒ Es1
⎛
⎝ k∏
i=2
E
1
2
sk+2−i
⎞
⎠ E 12r0 =
⎛
⎝ k∏
i=2
E
1
2
sk+i−2
⎞
⎠ E 12r0Es1
⇐⇒ E
1
2
s1
⎛
⎝ k∏
i=2
E
1
2
sk+2−i
⎞
⎠ E 12r0 =
⎛
⎝ k∏
i=2
E
1
2
sk+i−2
⎞
⎠ E 12r0E
1
2
s1 ⇐⇒ E
1
2
r0
⎛
⎝ k∏
i=1
E
1
2
si
⎞
⎠ = E 12s1E
1
2
r0
⎛
⎝ k∏
i=2
E
1
2
si
⎞
⎠
⇒ Er0oEs1o . . . oEsk = Es1oEr0oEs2o . . . oEsk .
(ii) ⇒ (i). Once again we prove by induction. The implication being true for n = 2 (by Lemma
2.2), assume that the effects {Ei}, 1  i  k for some k > 2, are sequentially independent implies
E
1
2
1 , E
1
2
2 , …, E
1
2
k permute. Let {Ei}, 1  i  k + 1, be a k + 1 set of sequentially independent effects.
Choose an r0 ∈ Sk+1 and re-label the elements of the k set Sk+1 \ {r0} by S′k = {r1, r2, . . . , rk}. Then
the sequential independence of E1, E2, . . . , Ek+1 implies the normality of the operators E
1
2
r0
∏k
i=1 E
1
2
ri ,
(
∏k
i=1 E
1
2
ri )E
1
2
r0 and E
1
2
rk E
1
2
r0
∏k−1
i=1 E
1
2
ri . Applying the PF-theorem to
⎛
⎝E 12r0
k∏
i=1
E
1
2
ri
⎞
⎠ E 12r0 = E
1
2
r0
⎛
⎝ k∏
i=1
E
1
2
ri E
1
2
r0
⎞
⎠
and
⎛
⎝E 12rk E
1
2
r0
k−1∏
i=1
E
1
2
ri
⎞
⎠ E 12rk = E
1
2
rk
⎛
⎝E 12r0
k∏
i=1
E
1
2
ri
⎞
⎠
we have
E
1
2
r0
k∏
i=1
E
1
2
ri =
⎛
⎝ k∏
i=1
E
1
2
ri
⎞
⎠ E 12r0 = E
1
2
rk E
1
2
r0
k−1∏
i=1
E
1
2
ri . (3)
The sequential independence of E1, E2, . . . , Ek+1 implies the sequential independence of the k effects
Eri |L ∈ B(L) = B(Er0H), 1  i  k (see the proof above). hence by the induction hypothesis,
k∏
i=1
Eri |L =
k∏
i=1
Esi |L
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for every permutation s1s2 . . . sk of S
′
k . But then, using (3),
⎛
⎝ k∏
i=1
E
1
2
ri
⎞
⎠ E 12r0 =
⎛
⎝ k∏
i=1
E
1
2
si
⎞
⎠ E 12r0 = E
1
2
r0
k∏
i=1
E
1
2
si = E
1
2
sk E
1
2
r0
k−1∏
i=1
E
1
2
si
for every permutation s1s2 . . . sk of S
′
k . Since our choice of r0 is arbitrary, the implication follows for all
n = k + 1, hence for all n.
Corollary 2.4. A sufficient condition for effects {Ei} ⊆ E(H), 1  i  n to be sequentially independent
is that EioEj = EjoEi for all 1  i, j  n.
Proof. The hypothesis EioEj = EjoEi implies the sequential independence of the effects Ei and Ej for
all 1  i, j  n; hence, see Lemma 2.2, [E
1
2
i , E
1
2
j ] = 0 for all 1  i, j  n. Let r1r2 . . . rn be any
permutation of Sn. Then
Er1oEr2o . . . oErn =
(
E
1
2
r1E
1
2
r2 . . . E
1
2
rn
)(
E
1
2
rnE
1
2
rn−1 . . . E
1
2
r1
)
=
(
E
1
2
r1E
1
2
r2 . . . E
1
2
rn
)2
⇒ E
1
2
r1E
1
2
r2 . . . E
1
2
rn  0.
This, by Theorem 2.3, implies the sequential independence of {Ei}, 1  i  n.
The conditionofCorollary2.4 is bynomeansnecessary for the sequential independenceof 3ormore
effects: what is necessary is that (E
1
2
r1E
1
2
r2 . . . E
1
2
rn−1)|ErnH  0 for every permutation r1r2 . . . rn ∈ Pn (cf.
[4, Corollary 6]).
Corollary 2.5. If the effects {Ei}, 1  i  n, are sequentially independent, then
EnoEn−1o . . . oEj+1oEjo . . . E1 = (EnoEn−1o . . . Ej+1)oEjo . . . oE1
for every 1  j  n.
Proof. If {Ei}, 1  i  n, are sequentially independent, then
E
1
2
j+1E
1
2
j+2 . . . E
1
2
n E
1
2
j E
1
2
j−1 . . . E
1
2
1 = E
1
2
n . . . E
1
2
j+1E
1
2
j . . . E
1
2
1
= E
1
2
j E
1
2
j−1 . . . E
1
2
1 E
1
2
n E
1
2
n−1 . . . E
1
2
j+1
⇒
(
E
1
2
j+1E
1
2
j+2 . . . E
1
2
n
)
(EjoEj−1o . . . oE1) = E
1
2
j E
1
2
j−1 . . . E
1
2
1
(
E
1
2
n E
1
2
n−1 . . . E
1
2
j+1E
1
2
1 . . . E
1
2
j
)
= E
1
2
j E
1
2
j−1 . . . E
1
2
1
(
E
1
2
1 E
1
2
2 . . . E
1
2
n
)
=
(
E
1
2
j E
1
2
j−1 . . . E
1
2
1 E
1
2
1 . . . E
1
2
j−1E
1
2
j
)
E
1
2
j+1 . . . E
1
2
n
= (EjoEj−1o . . . E1)E
1
2
j+1 . . . E
1
2
n .
Similarly,
(
E
1
2
n E
1
2
n−1 . . . E
1
2
j+1
)
(EjoEj−1o . . . oE1) = (EjoEj−1o . . . oE1)E
1
2
n E
1
2
n−1 . . . E
1
2
j+1.
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Hence
(EnoEn−1o . . . oEj+1)(EjoEj−1o . . . oE1) = (EjoEj−1o . . . oE1)(EnoEn−1o . . . oEj+1).
Since EjoEj−1o . . . oE1 and EnoEn−1o . . . oEj+1 are positive, it follows that
(EnoEn−1o . . . oEj+1)
1
2 (EjoEj−1o . . . oE1)(EnoEn−1o . . . oEj+1)
1
2
= (EnoEn−1o . . . oEj+1)oEjo . . . oE1
=
(
E
1
2
n E
1
2
n−1 . . . E
1
2
j+1
)
(E
1
2
j+1 . . . E
1
2
n E
1
2
j . . . E
1
2
1 )
(
E
1
2
1 . . . E
1
2
j
)
=
(
E
1
2
n E
1
2
n−1 . . . E
1
2
j+1E
1
2
j . . . E
1
2
1
)(
E
1
2
j+1 . . . E
1
2
n E
1
2
1 . . . E
1
2
j
)
= E
1
2
n E
1
2
n−1 . . . E
1
2
1 E
1
2
1 . . . E
1
2
n−1E
1
2
n = EnoEn−1o . . . oE1,
which completes the proof.
We consider next majorization of an effect by its sequential product with other effects. Trivially, if
E1, E2 ∈ E(H), then E1oE2  E1. We prove in the following that the reverse inequality Ei  E1oE2,
i = 1 or 2, forces E1 and E2 to be sequentially independent (see [2, Theorem 2.6] and [6] for the case
E1  E1oE2). For three effects E1, E2 and E3, we prove that the condition E  (E1oE2)oE3, where
E = E1 or E2 or E3, implies the sequential independence of E1, E2 and E3. Our aim in the following is
to prove a sufficient condition for n effects, satisfying majorization properties of the type above, to be
sequentially independent. We start however by considering the cases of two and three effects, giving
a different (simpler, almost algebraic) proof of [2, Theorem 2.6] and proving a three effect analogue of
this result.
Theorem 2.6. Let {Ei} ⊆ E(H), 1  i  3.
(a) Ei  EjoEk, 1  j = k  2 and i = j or k, if and only if
EjoEk = EkoEj = Ei ⇐⇒ E
1
2
j E
1
2
k = E
1
2
i .
(b) Ei  (E1oE2)oE3, i = 1 or 2 or 3, if and only if
Ei = Eri oErj oErk = EriErj Erk = E1E2E3
for every permutation rirjrk ∈ P3.
Proof. (a)Recall fromtheproof of Lemma2.2 thatEjoEk = EkoEj ⇐⇒ E
1
2
j E
1
2
k  0 ⇐⇒ [E
1
2
j , E
1
2
k ] = 0;
hence EjoEk = (E
1
2
j E
1
2
k )
2. If, additionally, EjoEk = Ei, i = j or k, then (E
1
2
j E
1
2
k )
2 = Ei ⇐⇒ E
1
2
j E
1
2
k = E
1
2
i .
Thus the implication E
1
2
j E
1
2
k = E
1
2
i ⇒ Ei  EjoEk is trivially true; we prove the reverse implication.
Assume to start with that Ei = Ej . Since
Ej  EjoEk = E
1
2
j EkE
1
2
j  E
1
2
j E
1
2
k E
1
2
j  Ej ⇒ Ej = EjoEk = E
1
2
j E
1
2
k E
1
2
j ,
we conclude that E
1
2
k : L → L and E
1
2
k |L = I|L , where L = EjH and I is the identity map in B(H). Hence,
since E
1
2
k  0, E
1
2
k = I|L ⊕ C, with respect to H = L ⊕ L⊥, for some C  0. Since Ej = Ej|L ⊕ 0 with
respect toH = L ⊕ L⊥, we have EkoEj = Ej . Hence EjoEk = EkoEj = Ej ⇐⇒ E
1
2
j E
1
2
k = E
1
2
j .
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Now let Ei = Ek . Then
E2k  E
1
2
k (EjoEk)E
1
2
k =
(
E
1
2
k E
1
2
j E
1
2
k
)2
⇒ Ek  E
1
2
k E
1
2
j E
1
2
k  Ek ⇒ Ek = E
1
2
k E
1
2
j E
1
2
k .
Now argue as in the earlier case to prove EjoEk = EkoEj = Ek ⇐⇒ E
1
2
j E
1
2
k = E
1
2
k .
(b) The “if" part being evident, we prove the “only if" part. Here we consider the cases Ei = E3 and
Ei = E1; the proof for the case in which Ei = E2 is similar (to the case Ei = E1).
If E3  (E1oE2)oE3, then part (a) implies
E3 = (E1oE2)oE3 = E3o(E1oE2) = E3oE1oE2.
Since E3 = E3oE1oE2 implies E3  E3oE1, we also have
E3 = E3oE1 = E1oE3 ⇐⇒ E
1
2
1 E
1
2
3 = E
1
2
3 .
But then E3 = E3oE1oE2 = (E1oE3)oE2 = E3oE2 implies
E3 = E3oE2 = E2oE3 ⇐⇒ E
1
2
2 E
1
2
3 = E
1
2
3 .
Thus
E3 = E1oE2oE3 = E1oE3oE2 = E3oE1oE2, and
E3 = E2oE3 = E2oE3oE1 = E2oE1oE3.
To complete the proof of E3 = Eri oErj oErk = EriErj Erk for every permutation rirjrk ∈ P3, we prove next
that E3oE1oE2 = E1oE2oE3. Observe from the above that E
1
2
3 = E
1
2
3 E
1
2
1 E
1
2
2 = E
1
2
1 E
1
2
2 E
1
2
3 . Hence applying
the PF-theorem to
(
E
1
2
3 E
1
2
1 E
1
2
2
)
E
1
2
3 = E
1
2
3
(
E
1
2
1 E
1
2
2 E
1
2
3
)
we have
E
1
2
2 E
1
2
1 E
1
2
3 = E
1
2
3 E
1
2
2 E
1
2
1 ,
which implies E3oE1oE2 = E1oE2oE3. Notice that E1oE2oE3 = E3 = (E
1
2
1 E
1
2
3 )
2 = E3E1 = (E
1
2
2 E
1
2
3 )
2E1 =
E3E2E1 = E1E2E3.
Now let E = E1. Then
E1  (E1oE2)oE3 ⇒ E1  E1oE2 ⇐⇒ E1 = E1oE2 = E2oE1 ⇐⇒ E
1
2
2 E
1
2
1 = E
1
2
1 .
Consequently,
E1  (E1oE2)oE3 = E1oE3 ⇐⇒ E1 = E1oE3 = E3oE1 ⇐⇒ E
1
2
3 E
1
2
1 = E
1
2
1 ,
and hence
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E1 = E1oE2oE3 = E2oE1oE3 = E2oE3oE1,
E1 = E3oE1 = E3oE1oE2 = E3oE2oE1, and
E1 = E3oE1oE2 = E1oE3oE2.
Furthermore, E1oE2oE3 = E1 = (E
1
2
3 E
1
2
1 )
2 = E3(E
1
2
2 E
1
2
1 )
2 = E3E2E1 = E1E2E3.
The argument of the proof of Theorem 2.6(b) shows that the condition EioEj = EjoEi = Ej for some
fixed 1  j  3 and all 1  i = j  3 is sufficient for the effects Ei, 1  i  3, to be sequentially
independent. This observation extends to n effects.
Lemma 2.7. Let {Ei} ⊆ E(H), 1  i  n. If EioEj = EjoEi = Ej for some fixed 1  j  n and all
1  i = j  n, then the effects {Ei} are sequentially independent.
Proof. The hypothesis implies E
1
2
j = E
1
2
i E
1
2
j for every 1  i = j  n. Let r1r2 . . . rn be a permutation
in Pn. Let Erj = Ej . Then
E
1
2
r1E
1
2
r2 . . . E
1
2
rj−2(E
1
2
rj−1E
1
2
j )E
1
2
rj+1 . . . E
1
2
rn = E
1
2
r1E
1
2
r2 . . . E
1
2
rj−2E
1
2
j E
1
2
rj+1 . . . E
1
2
rn
· · ·
= E
1
2
j E
1
2
rj+1 . . . E
1
2
rn = · · · = E
1
2
j E
1
2
rn = E
1
2
j
⇒ E
1
2
r1E
1
2
r2 . . . E
1
2
rn  0.
This by Theorem 2.3 implies the sequential independence of {Ei}.
The following theorem generalizes Theorem 2.6 to n effects {Ei}, 1  i  n, such Ej  EnoEn−1
o . . . oE1. Recall from Corollary 2.5 that in so far as we are interested (primarily) in the determination
of the sequential independence of effects {Ei} satisfying an above type majorization condition, it is
reasonable to limit ourselves to considering Ej  (EnoEn−1o . . . oEj+1)oEjo . . . oE1: this is precisely
what we shall do in the following.
Theorem 2.8. Let {Ei} ⊆ E(H), 1  i  n. If there exists an effect Ej, 1  j  n, such that Ej 
EnoEn−1o . . . oEj+1oEjo . . . oE1 if j = n or n − 1, or Ej  (EnoEn−1o . . . oEj+1)oEjo . . . oE1 if j < n − 1,
then the effects {Ei}, 1  i  n are sequentially independent. Furthermore, Ej = EnoEn−1o . . . oE1 =
Er1oEr2o . . . oErn =
∏n
i=1 Eri for every permutation r1r2 . . . rn ∈ Pn.
Proof. We consider the case j < n − 1; the proof for the case in which j = n or n − 1 requires no
additional argument. If Ej  (EnoEn−1o . . . oEj+1)oEjo . . . E1  (EnoEn−1o . . . oEj+1)oEj , then (using
Theorem 2.6(b))
Ej = EjoEnoEn−1o . . . oEj+1 ⇒ Ej  EjoEn ⇐⇒ Ej = EnoEj = EjoEn
⇒ Ej = EjoEn−1o . . . oEj+1 ⇒ Ej  EjoEn−1 ⇐⇒ Ej = En−1oEj = EjoEn−1
· · ·
⇒ Ej  EjoEj+1 ⇐⇒ Ej = Ej+1oEj = EjoEj+1.
The conclusion Ej = EjoEi = EioEj for all j + 1  i  n implies
Ej = EnoEn−1o . . . oEj =
(
E
1
2
n E
1
2
n−1 . . . E
1
2
j
)2
⇐⇒ E
1
2
j = E
1
2
n E
1
2
n−1 . . . E
1
2
j .
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Hence
Ej  EnoEn−1o . . . oEjoEj−1o . . . E1 =
(
E
1
2
n E
1
2
n−1 . . . E
1
2
j
) (
Ej−1o . . . oE1
) (
E
1
2
n E
1
2
n−1 . . . E
1
2
j
)
= E
1
2
j (Ej−1o . . . oE1)E
1
2
j = EjoEj−1o . . . oE1  EjoEj−1 ⇐⇒ Ej = Ej−1oEj = EjoEj−1
⇒ Ej  EjoEj−2o . . . oE1 ⇒ Ej  EjoEj−2 ⇐⇒ Ej = Ej−2oEj = EjoEj−2
· · ·
⇒ Ej  EjoE1 ⇐⇒ Ej = E1oEj = EjoE1.
Thus Ej = EjoEi = EioEj for all 1  i = j  n, which by Lemma 2.7 implies the sequential indepen-
dence of Ei. The equality Ej = ∏ni=1 Eri being evident, the proof is complete.
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