The effect on sea surface temperature (SST) predictions caused by varying atmospheric forcing within an ocean model is examined in the Celtic Sea, a typical shelf sea situated to the southwest of the British Isles. We use the 3D ocean circulation model POLCOMS, with 2 km resolution, 30 vertical layers, and two sets of meteorological forcing, at low (1.6 ∘ ) and high (0.11 ∘ ) horizontal resolutions. The model is validated against in situ and satellite observations. Comparisons made for the year 2008 show that increasing the resolution of the meteorological forcing does not necessarily lead to more accurate results in the modelled SST. The discrepancy between the low and high resolution cases was found to be the greatest in the summer, with the errors of the mean SST being 0.15 ∘ C and 1.15 ∘ C, respectively. Overall, the most accurate reproduction of SST throughout the year is obtained using the low resolution atmospheric data. We show that this is due not to the resolution of the forcing per se, but to the differences between the meteorological models in mean values of parameters such as cloud cover, which in turn reduce the solar radiation flux reaching the sea surface in the oceanographic model.
Introduction
The quality of ocean simulations depends on a number of factors such as approximations in governing equations, errors introduced by the numerical scheme, uncertainties in input parameters, and atmospheric forcing. Relations between those uncertainties and the accuracy of a model's output have been a topic for a number of studies. Wright and Stocker [1] examined sensitivity of the meridional fluxes of heat and water as functions of model parameters as well as the significance of various model simplifications. They found that the results are relatively insensitive to the value of the horizontal diffusion coefficient provided it is of the order of 10 3 m 2 /s or smaller. Incorporation of the realistic wind stress significantly improves the comparison with observational estimates. The effects of the vertical discretisation schemes on the accuracy density driven currents were studied by Ezer and Mellor [2] , Legg et al. [3] , and Shapiro et al. [4] . The effect of variation in initial and open boundary conditions on circulation in the North East Atlantic was studied by Wakelin et al. [5] . They found that on the continental shelf, the effect of using different ocean model initial and boundary conditions was small, whilst it was significant in the deeper oceanic regions. Berntsen et al. [6] studied the sensitivity of nonhydrostatic effects to the grid size and found that nonhydrostatic effects are small for the horizontal grid sizes larger than 50 m [6] .
Probably the strongest effect on the quality of modelling of currents in a nontidal sea is the accurate representation of the meteorological parameters. For example, the basinwide circulation pattern and the temperature structure in the Black Sea produced by the same model are significantly dependent on the source of the meteorological input [7] . Atmospheric data of approximately the same resolution from two different sources, National Centers for Environmental Prediction (NCEP, USA) and Japanese 25 year Re-Analysis Project (JRA) sometimes provided very different circulation patterns and water column stratification.
Atmospheric forcing plays a significant role in controlling the dynamics of shelf seas, in the form of surface fluxes of heat, momentum, precipitation, and evaporation. Sensitivity studies are becoming increasingly important due to their particular role in improving accuracy of shelf sea models. Young and Holt [8] studied the sensitivity of salinity fields produced by a 3D numerical model to boundary conditions and precipitation/evaporation in the Irish Sea. They concluded that investigating the sensitivity to the details of the meteorological forcing would be an obvious next step. A recent sensitivity study by O'Neill et al. [9] examined the effect of varying ocean model resolution on the model skill in representing sea surface temperature and salinity in the Irish Sea. The authors showed that the NEMO model with 7 km resolution performed very similarly to the 1.8 km POLCOMS model when both used the same atmospheric forcing data set. The representation of the sea surface temperature was improved when meteorological forcing with higher spatial and temporal resolution was used. In particular, the use of higher resolution forcing was reduced the RMS error in sea surface temperature by 20-30%.
In this paper we examine if the performance of an ocean model is improved when the data to force the model is taken from a higher resolution atmospheric model. Our study is conducted in the Celtic Sea, a typical European shelf sea situated to the southwest of the British Isles (Figure 1 ). The sea is encompassed by the coasts of southern Ireland, southwest Wales, Cornwall, and by the St George's Channel, the English Channel and the 200 m isobath of the continental shelf linking with the North Atlantic [10] . The Celtic Sea is a tidally dominated water basin, with the tidal stream amplitude varying from 0.25 ms −1 in the southwest to 2 ms
in the Bristol Channel [11, 12] . It is also filled with mesoscale eddies which contribute to the formation of the residual (tidally averaged) circulation pattern [13] . The sea is strongly stratified with a sharp thermocline from April to November [14] , which adds to the formation of density-driven currents.
In the summer, the Celtic Sea features intense and persistent cyclonic baroclinic jet-like flow associated with the margins of a cold pool with saline bottom water [15] . We use two versions of a 3D ocean circulation model POLCOMS [16, 17] with 2 km resolution. The models are identical except for their meteorological forcing: the low resolution forcing was obtained from the National Centers for Environmental Prediction (NCEP-II, 1.6 ∘ resolution), and the high resolution forcing obtained from the British Atmospheric Data Centre (BADC, 0.11 ∘ resolution). Both models are run for the year 2008, and comparisons are made with the sea surface temperature (SST) obtained from NASA POET (http://poet.jpl.nasa.gov/). Additionally the model with low resolution forcing was run from June to August 1998 for validation purposes, since this period coincides with a comprehensive survey carried out by Brown et al. [15] in the Celtic Sea. The high resolution meteo forcing for this period was not available.
Methods and Data

Ocean Model.
The POLCOMS model is a three-dimensional primitive equation finite difference model that has been used successfully for modelling different regions of the world ocean, such as the European continental shelf [16] [17] [18] , the Black Sea [19] the Rockall Bank [20] , and the Celtic Sea [21] . POLCOMS has been used operationally by the UK Met Office for the European Shelf seas [22] . The model uses the Arakawa B grid in the horizontal [23] , the terrain-following s-coordinate system of Song [24] , and the Piecewise Parabolic Method advection scheme [25] which has low numerical diffusion. The -turbulent closure scheme is provided by embedded General Ocean Turbulence Model [26] .
This Figure 1 . The model configuration is similar to that developed in [21] . The model uses an s-coordinate system with 30 vertical layers at horizontal resolution of 2 km. The bathymetry was acquired from the ETOPO-2 database with 1/30 ∘ resolution [27] and smoothed by applying a 3 × 3 matrix filter. In order to exclude wetting and drying effects, numerical calculations were performed in the areas deeper than 5 m. The temperature and salinity initial fields and boundary conditions were extracted from the World Ocean Database [28] . Simulations were initialised from the restart files produced by geostrophic runs, allowing the currents to spin up without losing initial temperature and salinity field as in [19] . The following minor amendments were introduced compared to the configuration used in [21] 
Atmospheric
Forcing. POLCOMS uses the following 7 variables as the atmospheric forcing: and components of the wind at 10 m above sea surface, air temperature at 2 m, atmospheric pressure, relative humidity, cloudiness, and precipitation rate. Downward solar radiation is calculated by the model from astronomical data and cloudiness. Two sets of atmospheric forcing are used for this study: (i) data from the British Atmospheric Data Centre (BADC, 0.11 ∘ resolution) and (ii) data from the National Centers for Environmental Prediction (NCEP-II, approximately 1.6 ∘ resolution), both of which have the same frequency of 6-hour interval.
Higher resolution BADC data produced by the Met Office North Atlantic European (NAE) unified model (UM) for 
Model Simulations.
In total, three sets of simulations have been carried out, see Table 1 : two with NCEP low resolution forcing, and one with BADC high resolution forcing.
For the purpose of model validation throughout the water column, the period for the simulation N98 has been chosen so that it overlaps with extended in situ measurements by Brown et al. [15] who used an undulating CTD probe. The period for simulations N08 and B08 was chosen based on the availability of high resolution BADC data. The outputs of model simulations were stored with hourly intervals for the whole period and contain 3D data on and currents, temperature, and salinity. The model outputs for the year 1998 are synchronised in time and space with observations by Brown et al. [15] as detailed in the following section. The model skill is assessed by calculating statistical parameters (the bias of the mean, root mean square of the demeaned fields, and the correlation parameter), and calculating the Willmott skill parameter [30] . Model outputs are also validated against the observed SST, obtained from NASA (http://poet.jpl.nasa.gov/). Simulations N08 and B08 are used to assess sensitivity of various model outputs to the resolution of the atmospheric forcing.
Observational Data.
The temperature and salinity structures of the Celtic Sea were examined by Brown et al. [15] using a towed undulating CTD (Scanfish) on 19 transects in the Celtic Sea between 26 August and 5 September 1998 (hereafter referred to as Cor98). We use 4 of these transects Interpolation has been done using the Kriging method with a search radius of 1.5 km in the horizontal and 5 m in the vertical and then interpolating the 3D hourly POLCOMS outputs onto the same grid. As the Scanfish transects took several hours to complete, they have been split into 1-hour segments to match the model output for the same hour. Finally, a synthetic model output from individual 1-hour blocks was generated to cover the whole period of the transect and compare the model output and the observations. The sea surface temperature (SST) for model validation was obtained from high quality MODIS (Moderate Resolution Imaging Spectroradiometer) Aqua satellite data (http://poet.jpl.nasa.gov/) at 4 km resolution. These data are used for validation of N08 and B08 observations. MODIS Aqua data is not available for the year of 1998.
Methods of Analysis.
Here we apply statistical methods to make the following comparisons between 2D atmospheric and oceanographic data fields:
(ii) POLCOMS model against undulating CTD observations;
(iii) POLCOMS with NCEP forcing against MODIS Aqua SST;
(iv) POLCOMS with BADC forcing against MODIS Aqua SST;
(v) POLCOMS with NCEP forcing against POLCOMS with BADC forcing.
Consider two variables and , (e.g., obtained from a model and observations) which are defined at the same discrete points either in space or time. The bias of the mean (BoM) measures the average magnitude of differences between the two variables and is given by
The Root Mean Square error (RMSe) gives an estimate of random differences between two fields. In order to isolate the effect of BoM from RMSe, it is applied to the deviations from the mean rather than to the original values. The RMSe is defined by the equation
where and are the means of two patterns over the discrete points.
The correlation coefficient quantifies the strength and direction of the linear relationship between two variables and is defined as
where and are the standard deviations of the two variables.
The Willmott skill parameter [30] is another measure which is used to assess how close two sets of data are. It is defined as
The value of Skill = 1 represents perfect match while Skill = 0 means no match. Figure 3 . The left panel shows the temperature structure observed on 27 August in 1998 while the right one describes the model results. The model reproduces the complex thermal features observed, predicting the intense thermocline through the centre to the south. Furthermore, small variations along the thermocline due to the interaction between wind induced mixing and bottom tidal mixing are modelled accurately, giving a surprising agreement here. The cold bottom dome (<11 ∘ C) over the Celtic deep (distance 95-160 km from the starting point of the transect) is resolved clearly, although with slightly colder water than observed. A secondary dome expanding from 160 km to 200 km associated with the bottom front is also reproduced successfully by this model, but with less horizontal diffusion in the modelled results. The modelled surface temperature shows a peak of ∼17 ∘ C ranging from 100 km to 220 km is similar to observations, although it is approximately 0.5 ∘ C colder near the Cornish coast (230-250 km), most likely resulting from the insufficient surface heat flux. However, the north-western margin of the cold bottom dome (close to the open boundary, left of 100 km mark in Figure 3 ) is predicted without showing the front below 50 m which is evident in observations. As the tides within this model were carefully validated, it is unlikely that this discrepancy is due to insufficient magnitude of tidal currents. A potential reason for reduced accuracy near the open boundary of the domain is the poor resolution of boundary temperature and salinity data extracted from 0.25 ∘ monthly climatology of World Ocean Atlas [28] . Figure 3 shows, as well as other model outputs not shown here, that at the western boundary water column is much colder in August than observed, particularly below a depth of 30 m. This cold water is advected horizontally from the open boundary thus hindering formation of the front by tidal mixing near the 80 km mark in Figure 3 . In order to assess quantitatively the model skill, Section 182 is divided into four layers in the vertical direction, labelled as A (surface mixed layer), B (stratified layer), C (intermediate layer), and D (bottom layer), respectively. The statistical analysis is summarised in Table 2 , which also shows the depth for each layer and the number of points sampled for statistical calculation. Table 2 shows a very good model skill in the surface mixed layer A, with BoM = −0.02 ∘ C (model is slightly colder) and RMSe less than 0.4 ∘ C. Despite missing one of the temperature fronts in the bottom layer, the model still performs reasonably 6 ISRN Oceanography well there with slightly higher RMSe of 0.92 ∘ C. Although the thermocline location and variations are well reproduced, given the complexity of the temperature pattern in the stratified layer, the temperature difference in layer B is higher (RMSe = 1. Figure 2 ) is located to the northwest of the model domain, along the axis of the Celtic deep. The comparison of thermal structure between the model and observations is shown in Figure 4 . According to both the model and observations, the Celtic deep is strongly stratified with an intense thermocline at a depth of approximately 30 m. The temperature structure along this section is well resolved by the model, predicting the precise location of the thermocline. In the surface mixed layer, the model underestimates temperature by ∼0.5 ∘ C, presumably due to insufficient surface heat flux. Two bottom cold pools (at 0-25 km and 30-54 km marks) are also reproduced, although the modelled water is slightly colder than observed. Such discrepancy is probably resulted from the errors in the initial and boundary conditions which were taken from relatively coarse climate data. As examined by Wakelin et al. [5] , the effect of initial temperature and salinity conditions on the model outputs can be neglected after 15 months of model time, and then the meteorological forcing becomes dominant. For this study the model outputs are taken from the 3rd month of the model time, so that the effect of initial field is reduced but cannot be ignored completely; however, the effect of boundary conditions is felt at the edges of model domain independently of the length of simulation. At the north-eastern end of this transect, the thermocline jumps suddenly from depth ∼33 m to ∼28 m, which is not consistent with the observations. This is likely to be the effect of errors in the open boundary condition. A statistical summary for this transect is given in Table 3 . Figure 2 ) reveals a strong thermocline at a depth ∼30 m, associated with a series of bottom fronts as shown in Figure 5 . The intense stratification predicted is similar to the observations. At a distance of 0-20 km the bottom cold water is reproduced accurately by the model, as well as the associated bottom fronts. They are, however, more diffuse in comparison with the observations. The location of the coastal front at 100 km is also modelled well, although it is slightly displaced and diffused compared to the observations. A possible reason for this is the excessive tidal mixing at 100-200 km, resulting from the inaccurate representation of bathymetry by ETOPO2 data used in the model. Figure 2 ) is positioned to the north of Section 189, crossing the margin of the Celtic deep eastwards to the Bristol Channel. As shown in Figure 6 , the model provides a temperature distribution close to that observed, with a strong stratification at a depth of ∼35 m and a well-mixed water column near the Bristol Channel. However, the bottom front in the model is not far enough eastwards. As we do not take into account the river input near the Bristol Channel, the resulting lack of freshwater input in this region leads to insufficient buoyancy inputs, thus contributing to a less accurate location of the bottom front compared to other transects.
Results and Discussion
Section 202. Section 202 (
Section 189. Section 189 (
Section 187. Section 187 (
The statistical properties of Sections 202, 187, and 189 are summarised in Table 3 . The data points for statistical calculations are sampled from the entire section. The thermal structures of the transect are well resolved with high correlation coefficients and low errors (biases) in the mean values. The values of the demeaned RMSe between the model and observation on all three sections are slightly higher but still not exceeding 1 ∘ C. The model skill is as high as = 0.87-0.98, and the errors at the end of the transects are caused mainly by uncertainties in the boundary temperature conditions. Overall, the data shown in Table 3 confirm the high skill of the model in representing the temperature structure in the Celtic Sea, both at the surface and within the water column. The difference in the cloud cover between NCEP and BADC, as shown on the upper panel in Figure 8 , is particularly strong. The high resolution BADC data capture smallscale variations, both over the sea and land. The cloudiness from BADC data is consistently about 20% higher than from NCEP. The demeaned RMSe is relatively small at about 10% but a very low correlation coefficient ( = 0.2-0.3) indicates a poor match between the spatial patterns of clouds provided by NCEP and BADC.
Sensitivity Analysis
Variations in Meteorological Forcing
The statistics covering all four seasons of the year (winter: December, January, and February; spring: March, April, and May; summer: June, July, and August; and autumn: September, October, and November) and all 7 atmospheric variables used by the ocean model are summarized in Table 4 . The bias of the mean (BoM), demeaned root-mean-squared errors (RMSe) and correlation coefficient ( ) are calculated using daily NCEP and BADC data. The mean sea level pressures from both data sets are very similar with extremely low bias (0.12-0.55 hPa) and RMSe (0.44−0.63 hPa), and a high correlation coefficient ( = 0.73-0.83). Although the relative humidity and precipitation have low biases and RMSe, the spatial patterns are quite dissimilar with low correlation coefficients. The wind speed of BADC is consistently lower than that of NCEP, and spatial patterns are different. Table 5 .
Variations in the Modelled
The difference between SST produced with BODC forcing and POET data increases consistently from late spring, reaching the peak point at the end of August, whereas the SST from the model forced by NCEP data gives a much better match with observations. The main reason for the difference between simulated SST obtained with BADC and NCEP data is that these data sets have significantly different values for the cloud cover, and hence downward solar radiation. In the summer, the SST from simulation forced by NCEP is overestimated by only 0.15 ∘ C while the model using BADC predicts much colder SST (−0.61 ∘ C). The discrepancy reaches the value of BoM as high as (−1.15 ∘ C) in late August. The length scales of most energetic dynamic features in the atmosphere are defined by the Rossby radius of deformation, which is about 1000 km (the typical size of a cyclone). However submesoscale atmospheric patterns, such as patchiness in the cloud cover, could result in smaller scale variations of both the wind and solar radiation, hence creating a direct link between these smaller atmospheric features and the ocean mesoscale variability, which has a natural length scale of 10-20 km in a shelf sea.
Our analysis indicates that in the Celtic sea, the SST produced by the same model is extremely sensitive to variations in meteorological forcing during the summer. The results support the conclusion by O'Neill et al. [9] who claimed that the resolution of surface forcing has significant impact on the seasonal cycle of sea surface and bottom temperatures. However, our results show that the main reason behind the differences is not the resolution of the forcing as such, but a significant difference in the mean values of cloudiness, wind speed, and air temperature. These factors control the majority of sea-air heat exchange and hence the sea surface temperature. The total cloud cover in BADC data is consistently much higher than that of NCEP, so that the resulting solar short wave radiation is lower, which in turn leads to inadequate surface heat flux being transferred to the ocean. This effect is partly compensated by lower winds represented in BADC, which reduces evaporation and hence the loss of latent heat from the sea. Lower air temperatures in the spring and the beginning of summer in the BADC data also contribute to lower SST produced by the model. In contrast to the situation in the Irish Sea reported by O'Neill et al. [9] , higher resolution meteo data over the Celtic Sea do not necessarily result in better representation of the SST by the ocean model. To the contrary, it is the low resolution NCEP data which resulted in better simulation of the SST, particularly in the summer months.
Conclusions
The ability of the optimally configured POLCOMS model to resolve vertical thermal structures in the Celtic Sea is assessed by comparisons of model simulations with an extensive set of observational data (4 Scanfish sections selected for this study) collected in the Celtic Sea in 1998. The analysis reveals a good model skill, with the mean deviations of modelled and observed temperatures of −0.72 ∘ C, −0.35 ∘ C, −0.08 ∘ C, and −0.17 ∘ C for the transects 182, 202, 189, and 187, respectively. The Willmott model skill parameter on the same transects is as high as 0.93, 0.98, 0.87, and 0.97, respectively. The intercomparison between high resolution BADC meteo forcing data and coarser resolution NCEP data demonstrates strong dissimilarities, which result in differences in the SST produced by the ocean model driven by those data. Our results indicate that simulated SST is less sensitive to the differences between high resolution BADC and low resolution NCEP data during the winter and spring despite significant differences in the meteo data.
During the summer and autumn, however, the modelled SST hindcasts fit the observations better when a coarser resolution (NCEP) meteo forcing is used, with the model output using the high resolution BADC meteo data being persistently lower than observations. Errors increase during the summer, reaching approximately −1.15 ∘ C in August after the period of strongest solar radiation in July. As the BADC and NCEP data vary in their mean values of cloudiness, wind speed, and air temperature, this in turn influences sea-air heat exchange and thus the sea surface temperature output of the POLCOMS model. Refinements in resolution of the meteorological forcing do not, therefore, necessarily correlate directly with improvements in oceanographic model performance and should not be considered in isolation.
