Recursive causal evaluation is an iterative process in which the evaluation of a target cause, T, is based on the outcome of the evaluation of another cause, C, the evaluation of which itself depends on the evaluation of a 3rd cause, D. Retrospective revaluation consists of backward processing of information as indicated by the fact that the evaluation of T is influenced by subsequent information that is not concerned with T directly. Two experiments demonstrate recursive retrospective revaluation with contingency information presented in list format as well as with trial-by-trial acquisition. Existing associative models are unable to predict the results. The model of recursive causal disambiguation that conceptualizes the revaluation as a recursive process of disambiguation predicts the pattern of results correctly.
Causal judgments of everyday life are frequently complicated by the simultaneous presence of multiple possible causes. Humans have developed a number of capabilities to manage such ambiguous situations. One important possibility for handling ambiguity involves the retrospective processing of causal information. Retrospective processing consists in a revaluation of the relation between a possible cause X and an outcome e on the basis of information that does not concern X directly but is concerned with a different cause Y that occurred together with X, thus preventing the unambiguous estimation of the causal strength of X. This form of revaluation is called retrospective revaluation or backward evaluation (see, e.g., Dickinson & Burke, 1996; Larkin, Aitken, & Dickinson, 1998; Wasserman & Berglan, 1998) . Three types of retrospective revaluation have been demonstrated: backward blocking, recovery from overshadowing, and backward conditioned inhibition.
Backward blocking is typically demonstrated by comparing the rated causal strength of cause X for two different conditions: In the control condition, trials with causes X and Y together with the effect are presented. These trials are symbolized by XYϩ, where XY indicates that cause X and cause Y are present and the plus symbol indicates the presence of the effect. The experimental condition comprises two learning phases. The first phase is identical to the control condition: The same number of XYϩ trials are presented. The second phase consists of Yϩ trials (i.e., cause Y is presented alone and the effect occurs). This learning schedule is symbolized by XYϩ/Yϩ (The slash indicates the separation between Phase 1 and Phase 2 trials). Backward blocking is indicated by lower rated strength for cause X in the XYϩ/Yϩ condition compared with the XYϩ condition. The decreased causal ratings of X in the experimental condition indicate retrospective processing because the decrease must be due to the second learning phase where X was never presented. The empirical evidence concerning backward blocking is not unanimous: A number of authors found evidence of backward blocking in humans (Chapman, 1991; Shanks, 1985; Wasserman & Berglan, 1998; Wasserman, Kao, Van Hamme, Katagiri, & Young, 1996) , whereas some authors found no evidence of a reduced causal strength of X for the XYϩ/Xϩ condition (Dickinson & Burke, 1996; Larkin et al., 1998) .
Recovery from overshadowing was demonstrated by comparing the rated causal strength of X from two conditions: (a) a XYϩ condition containing XYϩ trials only and (b) a XYϩ/YϪ condition, with the first learning phase comprising the same XYϩ trials as in the first condition, whereas the second phase is made up of YϪ trials only (The negative symbol indicates the absence of the effect). Recovery from overshadowing is indicated by higher causal ratings of X in the XYϩ/YϪ condition than in the XYϩ condition (Wasserman & Berglan, 1998) .
Backward conditioned inhibition was demonstrated by comparing causal estimates of X from a XYϪ condition with those of an XYϪ/Yϩ condition. Backward conditioned inhibition is indicated by a lowered causal rating of X in the XYϪ/Yϩ condition. Furthermore, in this condition X receives negative causal strength; that is, it is interpreted as an inhibitory cause that prevents the effect (Chapman, 1991; Wasserman et al., 1996) .
Two fundamentally different approaches exist for explaining retrospective revaluation: Associative-learning theory assumes that causal strengths are represented by means of associative connections between causes and outcomes. Learning consists in a gradual modification of these associative connections on the basis of the information provided in the current learning trial. Within this approach, retrospective revaluation is explained by means of a process of relearning of associative connections in the second learning phase (Dickinson & Burke, 1996; Markman, 1989; Tassoni, 1995; Van Hamme & Wasserman, 1994) . Below, we present a discussion of the detailed mechanisms for explaining retrospective revaluation in different associative-learning models.
The second approach assumes that retrospective evaluation is the result of an evaluation process that takes place after the second learning phase (Price & Yates, 1995) . In this final evaluation stage the causal strength of the single causes are reestimated on the basis of the complete information. The reestimation is conceived of as a process of separating the effects of confounding causes. Thus, it is actually a process of disambiguation. Below, we demonstrate how this may be performed by computing probabilistic contrasts (Cheng & Holyoak, 1995) .
On the basis of existing experimental results on retrospective revaluation, one cannot decide between the two approaches because both are able to predict the qualitative pattern of results. The present experiments were designed to provide evidence in favor of one of these approaches and against the other one. The present article is structured as follows: First, we demonstrate the principal logic of our experiments. Second we describe the recursive causal disambiguation model (RCD model) that is a generalization of the probabilistic-contrast model (PCM) .
Third, Experiment 1 tested for the principle of recursive disambiguation adopted by the RCD model. On the basis of this principle the RCD model predicts the existence of an effect that is neither predicted by the PCM nor by the power PC theory (Cheng, 1997; Cheng, Park, Yarlas, & Holyoak, 1996; Glymour & Cheng, 1998) . In Experiment 1 the contingency information (i.e., information about the joint occurrence of causes and the effect) is presented in a list format, similar to the one used by Van Hamme, Kao, and Wasserman (1993) . Fourth, in Experiment 2 we adopted a trialby-trial learning procedure that allows for a direct comparison of associative-learning models with the RCD model. Again, the principle of recursive disambiguation, incorporated into the RCD model, predicts an effect that is not predicted by current associative models that were designed for explaining causal revaluation. Finally, we discuss the consequences of our results.
Experimental Design for Testing Recursive
Causal Revaluation Table 1 shows the structure of contingencies for two experimental conditions. The two conditions differ only with respect to the third learning phase, whereas Phases 1 and 2 are identical. In Phase 1 the combination of causes TC comprising the target cause, T, and the concomitant cause, C, are presented. For this combination, the effect occurs in 80% of the cases. In the second phase, the combination CD, consisting of the concomitant cause C and the disambiguating cause D, is presented. For this combination of causes the effect also occurs in 80% of the cases. In Phase 3, cause D is presented alone. In the 80 -100 condition the effect is always present, whereas in the 80 -0 condition the effect is never observed together with D alone. The first number of the notation 80 -100 and 80 -0, respectively, indicates the percentage of cases in which the effect is present for the combinations TC and CD, respectively (i.e., the percentage of TCϩ in Phase 1 and CDϩ cases in Phase 2, respectively). The second number refers to the percentage of Dϩ cases in Phase 3. Of focal interest in the present study is the difference of causal ratings for target cause T in the two conditions.
Before presenting a formal specification of the RCD model, we illustrate the process of disambiguation underlying the model: We sketch how a hypothetical layperson receiving the contingency information of Table 1 in this abstract form, together with the explicit instruction that the effect does not occur in the absence of the specified causes, might reason to get a causal rating of T in the two conditions.
In the 80 -100 condition, this hypothetical person might reason intuitively as follows: First, D always causes e. Thus, D is a strong cause of e. Second, if D is presented together with C the effect occurs in 80% of the cases only. Thus, C is an inhibitor that prevents the effect. Third, if the combination TC is present, the effect occurs in 80% of the cases. Because C is an inhibitor, it prevents the full efficacy of T. Therefore, T is a strong cause.
In the 80 -0 condition the line of reasoning is quite different: First, the effect never occurs in the presence of D alone. Thus, D has obviously no eliciting effect at all (it may, however, be an inhibitor). Second, if C and D are presented together the effect occurs in 80% of the cases. Knowing that D has no effect, C must be responsible for the occurrence of the effect. Third, for the combination TC, the effect also occurs in 80% of the cases. Because C is able to produce the effect in 80% of the cases, T itself might have no causal effect at all. This example illustrates two important aspects of the process of causal evaluation: First, it is predominantly a process of disambiguation. For example, to evaluate the causal strength of the target cause T the reasoning person has to partial out the effect of the concomitant cause C. Second, this process of disambiguation works recursively: To evaluate the causal strength of T, one has to evaluate the causal strength of C first. The evaluation of the causal strength of C depends itself on the prior evaluation of the causal strength of the disambiguating cause D, however. The example also demonstrates that it may not be possible to arrive at a unique estimation of the causal strength. For instance, in the 80 -0 condition it is not possible to judge whether D is an inhibitor or has no causal effect at all. Thus, for further disambiguation one needs additional (tacit) assumptions (e.g., a variant of Occam's razor: Do not assume causal effects without clear evidence). According to this principle, D might be judged as having no causal effect in the 80 -0 condition. We next present one possible realization of the principle of recursive causal revaluation. Note. Plus and minus signs indicate that an effect was present or absent, respectively. T ϭ target cause; C ϭ concomitant cause; D ϭ disambiguating cause.
The Model of Recursive Causal Disambiguation
The following exposition of the model comprises two parts: First is a formal specification of the RCD model; second is a discussion of conceptual issues related to the RCD model.
Description of the RCD Model
The RCD model is a generalization of the PCM. It incorporates the two fundamental assumptions, already mentioned: First, a process of disambiguation makes up an important component of the evaluation of causal strengths. Second, this process of disambiguation can be performed recursively; that is, to estimate the causal strength of a certain cause, the causal strengths of other causes with causal status already determined enter the reasoning process. These two assumptions have been proposed by Melz, Cheng, Holyoak, and Waldmann (1993; see also, Cheng & Holyoak, 1995) . In the following, we concretize these ideas and infer predictions for the two experimental conditions described above.
In both experimental conditions in Table 1 , causes C and T are never presented in isolation. As a result, their causal effects cannot be estimated by using the probability of the occurrence of the effect given the presence of the respective cause. The RCD model assumes that in this situation people perform a process of disambiguation by partialing out the effect of alternative causes. One method for performing this process consists in the computation of conditional probabilistic contrasts: A conditional probabilistic contrast is equal to the occurrence of the effect e if cause X is present minus the probability of the occurrence of the effect e if cause X is absent, with the other possible causes held constant. In symbols, this is as follows:
In Equation 1, X is an estimate of the causal strength of X. A denotes a specific combination of the presence and absence of alternative causes. This combination is identical for both terms on the right side of Equation 1. The application of Equation 1 does not require the causes represented by A to be actually known. However, it presupposes that the causal influence of X on outcome e is independent of the effects of the alternative causes. A number of experimental results can be explained by assuming that people perform a qualitative equivalent of the computation of conditional probabilistic contrasts (Cheng & Holyoak, 1995; Cheng & Novick, 1992; Spellman, 1996) .
Concerning the application of Equation 1, two separate cases have to be considered: First, if A is an excitatory cause (without restricting the generality of our conclusions, in the further discussion A will be conceived of as a single alternative cause), Equation 1 represents a rule for partialing out the causal influence of A from the total causal effect due to X and A The latter is represented by the first term, P(e͉X, A), on the right side of Equation 1. It consists of two additive components: (a) the causal effect due to A and (b) the residual effect that cannot be attributed to A. The second term on the right side of Equation 1, P(e͉X, A), denoting the probability of A eliciting the effect, is an unbiased estimate of the causal strength A of A (given that A is an excitatory cause). Thus, Equation 1 specifies the causal effect of X as the residual effect that results by subtracting the causal strength of A from the total effect. In this way, Equation 1 provides a method of estimating the causal strength of X by partialing out causal effects of alternative causes. The estimator provided by Equation 1 underestimates the causal strength of X in case of P(e͉X, A) Ͼ 0 because for the computation of X only those cases are taken into account that are caused by X and not by A, ignoring all cases in which both X and A had caused the effect simultaneously. An unbiased estimate of the causal strength X that takes into account all cases where X took effect (independently of whether A had taken effect simultaneously or not) is provided by Cheng's (1997) power PC theory.
Second, if A is an inhibitory cause the quantity P(e͉X, A) does not represent the causal strength of A. Consequently, Equation 1 fails as a means for partialing out the effect of A that is erroneously taken to be zero: P(e͉X, A) ϭ 0. This leads to an underestimation of the causal strength of X.
The fact that Equation 1 specifies a rule for partialing out the effect of the alternative cause A by subtracting the causal strength of the latter from the total effect can be used for generalizing Equation 1: Instead of using P(e͉X, A) as an estimate of A , the latter, if available, may enter the equation directly:
The importance of Equation 2 stems from the fact that it allows for the estimation of X even if Equation 1 is not applicable, either because of missing information about P(e͉X, A) or because of A being an inhibitory cause. In this case, Equation 2 may be used whenever information about A is available from another source (e.g., an expert) or if it can be estimated on the basis of prior experience. In the following, we are concerned with this second possibility only. Specifically, using the observed contingencies, A may be computed by means of Equation 1. The result can, in turn, be used for computing X according to Equation 2.
In the following, we illustrate the computation using the contingency structure of Table 1 . The single computational steps and its outcomes are summarized in Table 2 .
The computation of the causal strengths of T, C, and D constitute three steps that must be performed in the specified order:
The first step consists in computing the causal strength of D by using Equation 1 for computing the probabilistic contrast of D with the other causes being absent. The estimators (i.e., computational formulas) and the resulting estimates for the contingencies of Table 1 are shown in the upper part of Table 2 . The resulting estimates are D ϭ 1 in the 80 -100 condition and D ϭ 0 in the 80 -0 condition.
In the second step, the causal strength of C is computed by partialing out the effect of D: Equation 1 is used for computing the conditional contrast for C given the presence of D and the absence of T. Estimators and results of this step, C ϭ Ϫ.2 in the 80 -100 condition and C ϭ .8 in the 80 -0 condition, respectively, are shown in the middle part of Table 2 .
In the third step, the causal strength of T is estimated using Equation 2 for partialing out the effect of C by subtracting C from the probability P (e͉T, C, D) , representing the total effect due to the joint presence of T and C. The estimator and the results of this step, T ϭ 1 in the 80 -100 condition and T ϭ 0 in the 80 -0 condition, respectively, are shown in the lower part of Table 2. Note that, contrary to the second step, the computation of T does not reduce to the computation of a probabilistic contrast. Instead, the causal strength C that was computed in the second step was substituted into Equation 2. As a consequence, the RCD model predicts different causal strength for cause T for the 80 -100 condition versus the 80 -0 condition. This difference is predicted by neither the PCM nor the power PC theory, because the relevant probabilities for computing probabilistic contrasts for cause T are missing.
The computation of a probabilistic contrast for estimating the causal effect of the target cause in the presence of alternative causes is but one way for performing the disambiguation. A slightly different approach is provided by the power PC theory (cf. Cheng, 1997) . Similar to the generalization of the PCM, presented above, the power PC theory can be generalized for explaining recursive causal revaluation (cf. Macho, 2002 , for details). We now turn to the discussion of conceptual issues related to the model.
Conceptual Issues
Three conceptual issues related to the RCD model are discussed: (a) implications resulting from the order of evaluation of the presented information, (b) the quantitative and computational status of the model, and (c) difficulties arising from the presentation of inconsistent information.
Forward Versus Backward Evaluation
An important aspect of the computation, illustrated above, is concerned with the order of evaluation: The evaluation of cause C requires information about D , and the evaluation of cause T depends on the results of the evaluation of cause C. The computation of T can thus be performed only after C has been computed in a previous stage.
The fact that the computation of causal strength can be performed in only a specific order imposes specific task demands that depend on the order of the presented contingency information. Specifically, exchanging the sequence of presentation of Phase 1 and Phase 3 in Table 1 (i.e., information about P[e͉D, C, T] is presented first, followed by information about P [e͉C, D, T] , and, finally, by information about P [e͉T, C, D] ) allows for an online evaluation of causal strengths: The estimated causal strength of D can be updated during and at the end of Phase 1, C can be updated during and at the end of Phase 2, and T can be updated during and at the end of the third phase. If, however, the information is presented in the order shown in Table 1 (i.e., information about P [e͉T, C, D] is presented first, followed by information about P [e͉C, D, T] , and, finally, by information about P [e͉D, C, T] , the information presented within a learning phase cannot be used immediately for evaluating or updating the causal strength of C and T. Rather, the reasoning person has to keep this information in memory for using it together with additional information presented in subsequent stages. Thus, with backward evaluation the final evaluation of C and T cannot be performed until the end of Phase 3. According to our view, in the third learning phase of the backward condition the information about P(e͉D, C, T) is used only for evaluating the present cause D and not for the revaluation of the absent causes C and T. Thus, in Phase 3 there is no parallel revaluation of the causal strengths of all three causes, as assumed by associative theories. The revaluation of C and D is not performed until the end of the learning process when their causal strengths have to be estimated. (It might, however, be possible to force the revaluation of causes C and T during Phase 3 by requiring [repeated] estimation of their causal strengths during the learning phase.)
According to this analysis, in the backward condition the reasoning person has to perform two additional tasks that are not required in the forward condition: First, one has to encode contingency information with a certain degree of accuracy, despite the fact that this information is of limited utility, because of ambiguity, at the moment of presentation. Second, the encoded information must be used for performing the revaluation at the end of learning. There are thus two possible reasons for not performing backward evaluation: (a) The reasoning person has not encoded the information with the required degree of accuracy for using it in a later stage, and (b) he or she does not take the effort to perform the revaluation. As a result, we expected greater variations of estimates for causes C and T with backward than with forward evaluation. 
by computing the conditional contrast of C with D being present and T being absent
Note. T ϭ target cause; C ϭ concomitant cause; D ϭ disambiguating cause; T ϭ estimate of the causal strength of target cause T; C ϭ estimate of the causal strength of concomitant cause C; D ϭ estimate of the causal strength of disambiguating cause D.
Quantitative and Computational Status of the Theory
In illustrating the predictions of the RCD model, we used the model equations for computing causal strengths. However, we do not claim that the RCD model is able to make exact quantitative predictions. Rather, like the power PC theory (cf. Cheng, 1997, p. 376) , the PCM, and most associative models, the RCD model makes qualitative predictions only. In addition, like the power PC model and the PCM, the RCD model is located at the computational level within Marr's levels of analysis and not at the algorithmic level (Marr, 1977 (Marr, , 1982 . Hence, we do not claim that people literally perform the computations specified by the model equations. Rather, these equations provide an abstract specification of the input-output relation in tasks requiring causal revaluation, and we assume that people implicitly follow a qualitative version of these equations.
Inconsistent Information and Range Restriction
Like the PCM, the RCD model assumes the causal strength values to fall into the range of Ϫ1 to 1. The application of Equation 2 can result in estimates outside the specified range. To illustrate, using P(e͉T, C, D) ϭ .9 instead of P(e͉T, C, D) ϭ .8 (that was actually used in the example above) would result in the estimate T ϭ 1.1 for target cause T in the x-100 condition. It can be shown that, given the model's assumption of independent causal effects, the value P(e͉T, C, D) ϭ .9 is inconsistent with the remaining contingency information presented: P(e͉T, C, D) ϭ 1.0 and P(e͉T, C, D) ϭ .8 (cf. Macho, 2002) . Thus, causal estimates outside the range of Ϫ1 to 1 indicate inconsistencies of the information presented and possible violations of the independence assumption of the RCD model. Consequently, in our experiments only consistent information was presented.
In the following, we present two experiments that tested for the qualitative predictions of the RCD model. In the first experiment the contingency information was provided in a list format, whereas in the second experiment it was presented in a trial-by-trial fashion.
Experiment 1
Experiment 1 tested for the qualitative predictions of the RCD model concerning the estimated causal strength of C and T using the experimental design shown in Table 1 . With respect to cause C the RCD model predicts a higher estimated strength in the 80 -0 than in the 80 -100 condition. Concerning cause T the RCD model predicts the reverse pattern. We added a third condition, the 80 -40 condition, in which the probability of the effect with cause D being presented in isolation was P(e͉D, C, T) ϭ .40. According to the RCD model, the causal estimates should be located between those of the 80 -0 and 80 -100 condition for both causes, C and D. The information was presented in two different orders: In the forward condition the probability information was presented in the order
P(e͉T, C, D), P(e͉C, D, T), P(e͉D, C, T). In the backward condition the sequence of presentation was P(e͉D, C, T), P(e͉T, C, D), P(e͉C, D, T).
The contingency information was presented in a summary format that is by means of lists, with each row in the list representing a single case comprising the present causes and an indication of whether the effect occurred. Table 3 shows an example of a list.
In Table 3 the causes are three psychiatric drugs called Aphorzin, Sucodil, and Kortazol, and the effect is a disorder of the motor system. Each row describes a hypothetical client, and the ϫ signs indicate which medicaments were administered. Each of the lists comprised ten cases. A sample size of N ϭ 10 for each combination of causes was chosen because, on the one hand, people are rather insensitive to sample size (see, e.g., Anderson & Sheu, 1995) , and, on the other hand, this number of cases allows participants to extract the relevant contingency information quickly.
The decision to present information in a summary format was inspired by previous considerations that the presentation of information in summary format tends to favor the application of rulebased reasoning as assumed by the RCD model (Price & Yates, 1995; Shanks, 1991; Van Hamme et al., 1993) . Thus, we hypothesized that if the results of this experiment do not conform to the predictions of the RCD model, it is unlikely that it would be able to correctly predict the results of experiments in which contingency information is presented in a trial-by-trial fashion.
A further important characteristic of the experiment (as well as of Experiment 2) concerns the constant usage of causal terminology: The tasks were described in causal terms; that is, causes were termed as causes and not as cues, and participants had to estimate the strength of individual causes. The use of a causal language is due to our interest in causal reasoning and judgment and not merely in learning of contingencies. There is evidence that this distinction may be important (cf. Matute, Arcediano, & Miller, 1996; Waldmann, 1996 Waldmann, , 2000 Waldmann & Holyoak, 1992 , 1997 .
Method
Participants. Thirty-six students from the Psychological and Educationalist Departments of the University of Fribourg, Fribourg, Switzerland, took part in the experiment. None of them had participated in a similar experiment before. Participants of the Psychological Department received course credits for their participation. Participants were tested individually.
Materials. The experimental material consisted of booklets containing four different tasks. The structure of the four tasks was identical: First, a short description of the problem was presented. The description specified the relevant causes and the possible effect. It also stressed that the effect was never observed if none of these causes was present. Second, the three lists containing the contingency information were presented on the next three pages (an example of a list is shown in Table 3 ). Each list contained one piece of the whole contingency information, P(e͉T, C, D), P(e͉C, D, T), and P(e͉D, C, T), respectively. In the forward condition, lists were presented in the order P(e͉D, C, T), P(e͉C, D, T), P (e͉T, C, D) ; that is, the list containing information about P(e͉D, C, T) was presented first, followed by the list with information about P(e͉C, D, T), and the final list contained the information about P (e͉T, C, D) . In the backward condition the order was P(e͉T, C, D), P(e͉C, D, T), P(e͉D, C, T) ; that is, the first and third lists were exchanged. Third, three rating scales for estimating causal strength were presented on the page after the last list, and participants rated the causal strength of the single causes. The scale ranged from Ϫ100 to ϩ100. The values Ϫ10, 10, Ϫ20, 20, 30, Ϫ30, and so forth were indicated by tick marks. At the tick marks indicating Ϫ100, Ϫ50, 0, 50, and 100 the numbers were shown. At the tick marks indicating the two endpoints of the scale and at the tick mark indicating zero, the following verbal labels were provided (in addition to the numbers): Ϫ100, "inhibits the occurrence of the effect"; ϩ100, "causes the occurrence of the effect"; 0, "no effect." Fourth, the three combinations of causes actually co-occurring on the three lists were shown, and participants indicated for each combination the frequency of positive cases (i.e., cases with the effect being present).
The following four causal scenarios were used:
Allergic reaction: Participants had to estimate whether and how strong three foods, celery, shrimps, and yogurt, produced an allergic reaction for a certain person. This task was the only one with familiar causes. It was used as a warming-up task.
Disorder of the motor system: Participants had to judge the capacity of three new psychiatric drugs, Aphorzin, Sucodil, and Kortazol, to produce a disorder of the motor system (as a side effect) that is indicated by the inability to keep a constant rhythm in a tapping task.
Virus mutation: Participants had to specify the power of three enzymes, Protase-Z, Alcalsäure, and Feromin-1, to cause a mutation of virus TX-34 into a malignant mutant.
Fertilizers: Participants had to rate the causal strength of the three plant growth stimulators, Florestin, Saniflor, and Dulcosan.
The assignment of names of causes to the logical causes T, C, and D was randomized.
Experimental Design. The experimental design comprised one between factor and two within factors: The first within factor consisted of the proportion of TCϩ and CDϩ cases within all cases of TC and DC, respectively, being present (the proportion of TCϩ and CDϩ cases was identical). These proportions represent the probabilities P(e͉T, D, C) and P(e͉C, D, T), respectively. The factor comprised three levels: .40, .60, and .80. The second within factor consisted of the proportion of Dϩ cases within all cases with D being present. This proportion represents the probability P(e͉D, C, T). In the x-100 condition the proportion was 1, in the x-0 condition it was 0, and in the x-0.5 condition the proportion was exactly half of the proportion of CDϩ and TCϩ cases: .20, .30, and .40, respectively.
The three levels of the proportion of Dϩ cases and the three levels of the proportion of TCϩ and CDϩ cases result in nine possible combinations of proportions: 40 -0, 40 -20, 40 -100, 60 -0, 60 -30, 60 -100, 80 -0, 80 -40, and 80 -100 . The first number in each combination denotes the percentages of TCϩ and CDϩ cases, respectively, whereas the second number denotes the percentages of Dϩ cases. Out of the nine possible combinations the following three were selected: (a) 40 -0, 60 -30, and 80 -100 (i.e., one main task with 40 -0, the second one with 60 -30, and the third one with 80 -100); (b) 40 -100, 60 -0, and 80 -40; and (c) 40 -20, 60 -100, and 80 -0. Each participant received one of these combinations. The order of the three main tasks and the assignment of combinations of probabilities to tasks was counterbalanced by means of a Greco-Latin square. Thus, over all participants each task and combination of probabilities appeared equally often on each position, and each task was assigned equally often to each combination.
The between factor was the direction of the presented information: In the forward condition, the list concerning the disambiguating cause D was shown first, followed by the list with the CD cases (i.e., concomitant cause C and cause D being presented together). The final list contained the information about the TC combinations. In the backward condition the order was reversed: The first list presented information about the TC cases, followed by the list with the information about the CD combinations, and the final list contained the D cases.
The whole design should be conceived of as consisting of two randomized-block completely confounded factorial (RBCF-3 2 ) designs (Kirk, 1995, pp. 615-619) , with one block constituted by the forward condition and the other one by the backward condition. The main feature of a RBCF-3 2 design consists of a complete confounding of the interaction between the two within factors (the two proportions) with the grouping factor being combinations of proportions. For this design, the interaction is split into two orthogonal components with one component being measured between participants and the other one being measured within, resulting in a reduced power to trap interaction effects.
The present design has two advantages over a split-plot design. First, the main effects of the two factors are tested within participants. In the present experiment we were predominantly interested in these main effects (the proportion TCϩ and CDϩ cases, respectively, on the one hand, and the proportion of Dϩ cases, on the other hand), whereas their interaction was of minor interest. Second, with a split-plot design we would have had to use the same proportions of TCϩ and CDϩ cases, respectively, for all three tasks (ignoring the warming-up task). This would have increased the possibility of carryover effects. By using different probabilities and, at the same time, different task contents, we minimized the possibilities of carryover effects. In summary, the usage of a RBCF-3 2 design allowed us to use a within-subjects design without presenting each of the nine possible combinations of the two within factors to participants, and to vary both within factors simultaneously. For the warming-up task the combination 50 -50 (i.e., the proportions of TCϩ, CDϩ, and Dϩ cases were .50 each) was used for all participants.
Procedure. At the beginning of the experiment participants received written instructions. The instructions first informed them that we were interested in how people judge the strength of different causes. Then, participants were told that they would receive information about the occurrence of causes and effects. They should have used this information for making their judgments. They were further informed that the whole experiment comprised four different tasks and that the procedure was identical for each task. Then, the structure of the tasks within the booklets was explained. The instructions also stressed that participants should study each page carefully and that no return to previous pages was allowed.
The instructions also presented an example of the scale for estimating causal strength, ranging from Ϫ100 to ϩ100, and it was explained how to use it for estimating causal strength: If participants supposed that a given cause elicits the effect, they had to place a cross on the scale between 0 and 100, according to their impression of the strength of the cause. If they believed that the cause prevented the effect they were to put the cross between 0 and Ϫ100, on the basis of their impression about the strength of the cause to inhibit the effect. If they thought that the cause had no effect they were to position the mark at 0.
At the end of the instructions it was stressed that judgments should be based on the whole information presented. It was mentioned that participants had as much time as they wanted and that they should take time to study the information carefully.
Participants read the instructions, and the experimenter answered possible questions concerning the procedure. Then, she handed the booklet containing the tasks and scales to the participant. While the participant worked through the tasks, the experimenter monitored that they conformed to the instructions. Participants worked self-paced. An experimental session lasted 20 -40 min.
Results
The data of 4 participants (two in the forward-and two in the backward-evaluation condition) that did not correctly reproduce the frequencies of the occurrence of the effect for the different combinations of causes were excluded from the evaluation. This was inspired by the fact that these participants did not conform to the task requirements, because after the warming-up task it should have been clear that these frequencies had to be reported for each task. The data of one additional participant of the backwardevaluation condition were eliminated because of an error in the booklet. Table 4 shows the mean ratings of causal strength for the three causes T, C, and D, respectively, for the forward and backwardevaluation condition, separately for each of the three proportions of TCϩ and CDϩ cases, respectively. Both the forward and the backward conditions show the same basic pattern of results: First, the causal strength of target cause T was rated higher for the x-100 tasks than for the x-0 tasks, with the ratings of the x-0.5 tasks lying in between (except for the backward-evaluation condition,
Second, the rated strength of concomitant cause C was inversely related to the rated strength of T: The ratings for the x-100 tasks were lower than for the x-0 tasks. Third, the estimated strength of cause D was close to the probability P(e͉D, C, T) ϭ 1 in the x-100 conditions, whereas in the x-0 conditions, D was rated as slightly inhibiting the effect. (As noted earlier, the information concerning D is more ambiguous in the x-0 condition. In particular it does not rule out the possibility that D is an inhibiting cause.)
The rated causal strengths of the forward and backward conditions were evaluated separately. The ratings of causes T and C were also analyzed separately. For each of these analyses an RBCF-3 2 design was used with the proportion of TCϩ and CDϩ trials, respectively, as the first within factor and the proportion of Dϩ trials as the second within factor. The between factor was made up by the combinations of levels of these two factors (cf. the Experimental Design section, above).
Backward Evaluation
The analysis of causal ratings for target cause T revealed a main effect of the proportion of Dϩ cases, F(2, 24) ϭ 6.888, p Ͻ .01, MSE ϭ 1,655.836. No other effect and none of the interaction components was significant ( ps Ͼ .17). The computation of polynomial contrasts revealed a significant linear trend, F(1, 24) ϭ 13.702, p Ͻ .01, MSE ϭ 1,655.836. The quadratic trend was not significant (F Ͻ 1). These results confirm the ordinal predictions of the RCD model: There is a linear increase in the causal ratings with lowest ratings for the x-0 tasks, medium ratings for the x-0.5 tasks, and highest ratings for the x-100 tasks.
The analysis of causal ratings for concomitant cause C also revealed a main effect of the proportion of Dϩ cases, F(2, 24) ϭ 32.043, p Ͻ .01, MSE ϭ 860.167. The effect of the proportions of TDϩ and CDϩ cases, respectively, reached significance, too, F(2, 24) ϭ 5.459, p Ͻ .05, MSE ϭ 860.167. The interaction components were not significant ( ps Ͼ .15). The analysis of trend components of the effect of the proportion of Dϩ cases revealed a significant linear trend, F(1, 24) ϭ 58.628, p Ͻ .01, MSE ϭ 860.167. The quadratic trend was significant, too, F(1, 24) ϭ 5.457, p Ͻ .05, MSE ϭ 860.167. The latter was due to the fact that the strongest increase of rated causal strength was observed between the x-100 and the x-0.5 tasks, whereas the additional increase of the ratings for the x-0 tasks was lower (cf. Table  4 ). These results also confirm the ordinal predictions of the RCD model.
Forward Evaluation
The analysis of the causal ratings for target cause T revealed a main effect of the proportion of Dϩ cases, F(2, 26) ϭ 13.674, p Ͻ .01, MSE ϭ 1,014.465. No other effect and none of the interaction components was significant (F Ͻ 1). Concerning the effect of the number of Dϩ cases, there was a significant linear trend, F(1, 26) ϭ 27.323, p Ͻ .01, MSE ϭ 1,014.465; whereas the quadratic trend was not significant (F Ͻ 1). This pattern of results is identical to that of the backward-evaluation condition. It confirms the predictions of the RCD model.
The analysis of the rated causal strength of concomitant cause C revealed a main effect of the proportions of Dϩ cases, too, F(2, 26) ϭ 22.885, p Ͻ .01, MSE ϭ 708.455. The effect of the proportion of TCϩ and CDϩ cases, respectively, was also significant, F(2, 26) ϭ 12.489, p Ͻ .01, MSE ϭ 708.455. None of the interaction components was significant ( ps Ͼ .20). The main effect of the proportion of Dϩ cases was due to a linear trend, F(1, 26) ϭ 44.925, p Ͻ .01, MSE ϭ 708.455. The quadratic trend was not significant (F Ͻ 1). Again, these results are in accordance with the predictions of the RCD model.
Discussion
The findings of the experiment confirm the predictions of the RCD model: First, causal ratings of target cause T increased linearly, with lowest ratings in the x-0 condition, ratings of me- dium value in the x-0.5 condition, and highest ratings in the x-100 condition. This was true for both the forward and the backward conditions. Second, for concomitant cause C the order of causal ratings was exactly reversed: Ratings were highest in the x-0 condition, of medium value in the x-0.5 condition, and lowest in the x-100 condition. Again, this pattern was found in the forwardand backward-evaluation conditions. The most important result concerns target cause T. It confirms the principle implemented by Equation 2: In estimating the causal strength of target cause T, the causal effect due to concomitant cause C is partialed out. One should note that because of missing probability information, this process of partialing out cannot be performed by computing conditional contrasts, as proposed by the PCM (or by the power PC theory). Rather, the estimated causal strength C , resulting from a previous stage of evaluation has to be used for performing the disambiguation.
Experiment 1 demonstrates the importance of the principle of causal disambiguation with probability information presented in summary format and with participants knowing in advance that they had to report the observed frequencies. These results do not apply to associative-learning models. To compare the predictions of the RCD model with associative models of causal learning, in the second experiment we adopted a sequential-learning procedure. In addition, the reproduction of frequencies was performed, unexpected to participants, at the end of the experiments.
Experiment 2
Some authors have argued that causal judgments based on described information are due to different processes than judgments resulting from experienced contingencies as is the case with information acquired in trial-by-trial fashion (Price & Yates, 1995; Shanks, 1991) . Specifically, Shanks (1991) argued that causal judgments in described situations may be mediated by specific causal beliefs or by metabeliefs about causation that are themselves based on the description. With experienced contingencies, causal judgments are based on causal beliefs that are due to an associative mechanism, whereas metabeliefs about causation play no role (cf. Shanks, 1991, Figure 1, p. 344 ). Waldmann and others have presented clear evidence against this conception (see Waldmann, 1996 Waldmann, , 2000 Waldmann & Holyoak, 1992; Waldmann, Holyoak, & Fratianne, 1995) . They showed that (meta)beliefs about causal structures play a substantial role in causal learning and judgment. These beliefs are not domain specific, and they cannot be explained by existing associative-learning models. Price and Yates (1995) , adopting Hastie and Park's (1986) distinction between online and memory-based judgments, argued that rule-based or statistical reasoning, like those proposed by the RCD model, are memory-based judgments that can take place only if participants encode the raw frequency information. This form of encoding is predominant with information in summary format in which information-processing demands are reduced. If, however, contingencies are acquired in a trial-by-trial fashion, information is integrated online into associations between causes and effects. According to this view the results of Experiment 1 are due to the fact that people confronted with lists containing the frequencies have stored the raw frequency information. This information was used subsequently for computing the causal ratings of T and C. Accordingly, the RCD model is valid only with information presented in summary format, as was the case in Experiment 1.
In our view the main difference between the presentation of information in summary format and in a trial-by-trial fashion is merely a matter of complexity: Information-processing demands are higher with sequential learning, and in addition, causal judgments may be subject to biases (see, e.g., Buehner & Cheng, 1997; Lópes, Shanks, Almarez, & Fernández, 1998) . This increased complexity of the learning situation may result in a lower rate of rule-based computation. However, the trial-by-trial acquisition of cause-outcome relations does not exclude rule-based computations of causal strength as proposed by the RCD model (for a similar view, see Waldmann, 2000) . Experiment 2 provided a direct comparison of the two opposing views by testing whether the partialing out of the effect of concomitant causes can also be observed in case of trial-by-trial acquisition of the contingency information.
Because of possibly higher information-processing demands of trial-by-trial learning of contingencies, we simplified the structure of contingencies of Experiment 1 (cf. Table 1 ). Specifically, in Experiment 2 we combined the information of Phases 1 and 2 of Experiment 1 into a single phase. Table 5 shows the number of different types of learning trials of the two learning phases for each of the four conditions.
We also dropped the forward-evaluation condition because the RCD model and the associative models differ only in their predictions for target cause T in the backward-evaluation condition. The RCD model makes the following main predictions: (a) The causal strength of T should be judged higher in the x-100 than in the x-0 condition, whereas the reverse is true for C; and (b) T should be assigned a higher causal strength than C in the x-100 condition, whereas the reverse should be true in the x-0 condition. We now turn to the discussion of the predictions of different associativelearning models.
Predictions of the Associative-Learning Models
Recently, different associative-learning models have been developed for explaining backward evaluation. The basic feature of these models consists in an explicit representation of (unexpectedly) absent cues. A scheme for coding absent cues in simple neural networks using the delta rule for weight adjustment (see, e.g., Gluck & Bower, 1988; Sutton & Barto, 1981) was proposed by Markman (1989) . He represented the presence and absence of a cue (in the input layer of the network) by the activation values ϩ1 and Ϫ1, instead of 1 and 0. As a result of this coding scheme, weight modifications are performed not only for cues being present (as is the case with 1-0 coding) but also for absent cues. Van Hamme and Wasserman (1994) incorporated this idea into the Rescorla-Wagner (Rescorla & Wagner, 1972) model:
where ⌬V i represents the change of associative weight for cue i, ␤ j (0 Յ ␤ j Յ 1) is the learning rate due to outcome j, ␣ i is a salience parameter that assumes positive values if cue i is present and negative values if cue i is absent, j represents the associative capacity of the outcome, and ⌺V i is the sum of the associative weights of the present cues.
The modification of this model that corresponds to Markman's (1989) coding scheme consists in the assignment of a negative value to the salience parameter ␣ i if cue i is absent (instead of ␣ i ϭ 0, as is the case for the Rescorla-Wagner model). Concerning concomitant cause C, the revised Rescorla-Wagner model makes the same predictions as the RCD model: The rated causal strength should be lower in the x-100 condition than in the x-0 condition. This difference results from a learning process in the second learning phase: In the x-100 condition the expression in the parentheses of Equation 3 takes on positive values for Phase 2 trials. Because of a negative value of the salience parameter for cue C, the change of associative strength ⌬V C of C becomes negative in Phase 2. In the x-0 condition, on the other hand, the expression in the parentheses of Equation 3 is negative for Phase 2 trials and, because of the negative salience parameter, ⌬V C is positive in this condition. Thus, the different associative weights for cue C in the two conditions are the result of a learning process in the second learning phase.
Concerning target cause T, the predictions of the revised Rescorla-Wagner model and the RCD model are in opposition: The former predicts that the causal ratings for T are lower in the x-100 condition than in the x-0 condition. This prediction is due to the fact that T and C are both absent in Phase 2 (cf. Table 5) , and as a result, their associative weights are modified in the same way.
The revised Rescorla-Wagner model was modified by Dickinson and Burke (1996) . According to this version the salience parameters of only those cues that are unexpectedly absent should be negative (see also Wasserman et al., 1996) . To be more specific, one should consider an ABϩ/Bϩ learning schedule (in Phase 1, A and B are presented, and the effect occurs; in the second phase, only cue B is present, and the effect occurs). Dickinson and Burke (1996) assumed that in the ABϩ trials of Phase 1 a withincompound association between the two cues is established. This association leads to an activation of a representation of A in the second phase when B is presented alone. As a result, cue A is unexpectedly absent and the salience parameter for A takes on a negative value. Therefore, the associative strength of A is decreased in Phase 2 (because all other terms of Equation 3 are nonnegative for all Phase 2 trials). For the learning schedule, shown in Table 5 , this revised model predicts the same result as the RCD model for concomitant cause C. Concerning target cause T the model predicts either a small difference between the x-100 and the x-0 condition, with higher causal ratings for the latter, or no difference at all. This may be justified as follows: The presentation of disambiguating cause D in Phase 2 results in an activation of the representation of C by means of the within-compound association between C and D. The activated representation of C may in turn lead to a slight activation of the representation of T by means of the within-compound association between C and T. This will result in a reduction of the associative weights for cue C and T for the x-100 condition during Phase 2 and in an increase of the weights in the x-0 condition. However, the degree of activation of the representation of T may be too small to lead to a measurable change. In sum, the prediction of the model concerning target cause T differs from that of the RCD model that predicts higher estimates of causal strength for the x-100 condition.
The least mean squares model of Tassoni (1995) leads to the same predictions as the model of Dickinson and Burke (1996) . According to Tassoni's model the weight change ⌬V i for cue i is given by
where ␤ j (0 Յ ␤ j Յ 1) is the learning rate for outcome j, and ␣ i (Ϫ1 Յ ␣ i Յ 1) is the salience parameter that assumes positive values if cue i is informatively present and negative values if cue i is informatively absent. The term informatively refers to the fact that the presence or absence of cue i must be realized explicitly by the participant. This may either be the case because cue i is unexpectedly absent or because the participant was explicitly informed about its absence. j (Ϫ1 Յ j Յ 1) is the target (in the context of the Rescorla-Wagner model, j represents the associative capacity of the outcome). If outcome j is informatively present, j takes on positive values, whereas if outcome j is informatively absent, j takes on negative values. Finally, ⌺V i is the sum of the associative weights of the cues that are present in the learning trial.
Applying the model to the design shown in Table 5 demonstrates that the following relations hold in the second learning phase: ⌬V T Յ 0 for the 80 -100 condition and ⌬V T Ն 0 for the 80 -0 condition, where ⌬V T denotes the weight change of target cause T. For convenience we assume ␤ j ϭ 1 for both outcomes (the Because of the absence of T in Phase 2, the salience parameter ␣ T of T must be smaller than or equal to zero. As a result, ⌬V T must be smaller than or equal to zero. Because of the fact that V D cannot exceed the asymptote j ϭ 1, the weight change ⌬V T is smaller than or equal to zero for all Phase 2 trials. For the 80 -0 condition the respective weight change is
This quantity is always greater than or equal to zero. This demonstrates that the least squares model of Tassoni (1995) makes the same predictions as the model of Dickinson and Burke (1996) : the rated causal strength of T should either be higher in the x-0 condition than in the x-100 condition, or there should be no difference between causal ratings. Dickinson and Burke (1996) also presented a modification of Wagner's (1981) standard operating procedure (SOP) model for explaining retrospective revaluation. The SOP model assumes that cues and outcomes are represented by nodes within an associative network. These nodes contain a number of elements that may be in one of three states: Inactive State I, Activation State A 1 , and Activation State A 2 . If the stimulus represented by a node is presented unexpectedly a certain proportion of the node elements change from I to A 1 , and a proportion of these activated elements changes from A 1 to A 2 . If, however, the node is activated by another node via associations, a proportion of the elements changes from the I to A 2 . Learning occurs by changing connections between nodes: If most elements of two nodes are in State A 1 the excitatory connection between them is strengthened. If, on the other hand, the elements of a node representing a cue are in Activation State A 1 and the elements of the node representing the outcome are in the Activation State A 2 the inhibitory connection between both nodes is strengthened. In its original version, no learning occurs if the elements of a node representing a cue are in State A 2 . Dickinson and Burke (1996) proposed that associative connections between cues and outcomes are also modified if the elements of the node representing a cue are in State A 2 : An inhibitory connection is strengthened if elements of the outcome node are in State A 1 , and an excitatory connection is strengthened if the elements of the outcome node are in State A 2 .
Applying the model to the learning schedule of Table 5 , we note that in Phase 2 the elements of target cause T can only be in State I or State A 2 . If the elements are in Inactive State I no learning takes place and, as a result, there should be no difference in the causal ratings for T between the x-0 and the x-100 condition. If many elements of the node representing T are in State A 2 then the model predicts a strengthening of the excitatory connections between T and outcome e for the x-0 condition, because a number of elements of the node representing e are in State A 2 (activated via the excitatory connection between D and e that was strengthened in Phase 1). Similarly, the inhibitory connections between T and e should be strengthened in the x-100 condition because a proportion of the elements of the node representing e are in A 1 because the presence of e is partially unexpected. (According to Wagner [1981, p. 23] , the excitatory capacity of nodes containing elements in State A 2 is very small and negligible. Therefore, in the second stage there is practically no excitation of elements of the node representing e, because the elements of the nodes representing cues C and T are either in State A 2 or in Inactive State I.) Thus, if elements of the node representing T are in Activation State A 2 the model predicts higher causal ratings for T in the x-0 condition than in the x-100 condition. In summary, the qualitative predictions of the modified SOP model for the learning schedule shown in Table 5 are identical to those of the revised Rescorla-Wagner and LMS model.
To summarize the discussion of the predictions of the associative-learning models, the modified Rescorla-Wagner model, the LMS model, and the modified SOP model predict either no difference in the rated causal strength for target cause T between the x-0 condition and the x-100 condition or higher causal ratings for T for the x-0 condition than for the x-100 condition. These predictions are in opposition to those of the RCD model, which predicts higher causal ratings for the x-100 condition compared with the x-0 condition.
Method
Participants. Forty-eight students from the University of Fribourg participated in the experiment. Participants received SFr. 8 (U.S.$5.40) for their participation and an additional SFr. 7 (U.S.$4.70) if they were able to reproduce the proportions of the occurrences of the effect for the different combinations of causes correctly. Participants from the Psychological Department received course credits for their participation and an extra credit for reproducing the frequencies correctly. None of the participants had participated in Experiment 1 or in a similar experiment before. Participants were tested individually.
Materials. Booklets containing the instructions on the first page and the material of two tasks were created. The disorder-of-the-motor-system task and the virus-mutation task from Experiment 1 were used. The assignment of the names of causes to the logical causes T, C, and D, respectively, was randomized. For half of the participants the probabilities used in the two tasks were 80 -0 and 40 -100. For the other half the probabilities were 40 -0 and 80 -100. Both the order of tasks and the assignment of probabilities to tasks were counterbalanced.
The structure of both tasks was identical. First, a short description of the situation was presented. In the description it was mentioned that the effect was never observed when none of the causes was present. This description was meant to replace the presentation of zero trials (i.e., trials with neither causes nor the effect being present). Note that the absence of zero trials does not change the prediction of the associative models. The description of the task was followed by 20 learning trials of Phase 1 comprising the TCϩ, TCϪ, DCϩ, and DCϪ trials (cf. Table 5 ) presented in random order and by the 10 Dϩ or DϪ trials of Phase 2. The beginning of Phase 2 was not indicated to participants. Each trial consisted of three pages in the booklet: On the first page the combination of causes that are present was shown. On the second page, on the second sheet, participants had to write the first letter of the names of the causes presented in the actual trial, as well as their prediction concerning the presence of the effect. On the third page, on the reverse side of the second sheet, the feedback was provided. It comprised the names of the presented causes and whether the effect was observed. Following the 30 learning trials, the scales for rating causal strengths were presented. The scales were identical to those used in Experiment 1.
Experimental design. The experiment was composed of two factors: (a) The proportion of the TCϩ and CDϩ trials in Phase 1 (composed of two levels that varied within participants, P [e͉T, C, D) Of the four possible combinations of probabilities, 40 -0, 40 -100, 80 -0, and 80 -100, each participant received either the two combinations 40 -0 and 80 -100 (i.e., one task with 40 -0 and the other one with 80 -100) or the two combinations 40 -100 and 80 -0. The order of presentation of combinations was counterbalanced. This results in a RBCF-2 2 design (cf. Kirk, 1995, pp. 594 -600) .
Procedure. The instructions first informed participants that we were interested in how people judge the strength of different causes on the basis of presented information. This was followed by an example concerning the effect of cigarette smoking and red wine consumption on the prevalence of cardiac infection. The example should have drawn participants' attention to the fact that causes can have eliciting as well as preventive effects. The instructions further indicated that the experiment comprised two tasks and that the presented information consisted of single cases. The basic procedure (i.e., the presentation of the causes, the prediction of the participant, and the feedback) was explained. It was stressed that during learning they were not allowed to return to previous cases. Participants were further invited to consider the task as a game with the objective to learn as much as possible about causal effects. They were also informed that they would receive additional money or extra course credit for learning as much as possible about causes and effects. It was further mentioned that they had as much time as needed.
After having answered possible questions concerning the procedure, the experimenter handed the booklet to the participant. During the experiment, she took care that participants conformed to the instructions. After participants had finished the two tasks and made their causal ratings, they had to specify the combinations of causes that were presented in the tasks and their frequencies of occurrence as well as the frequency of the occurrence of the effect for the different combinations. The frequency-estimation task had not been indicated in the instructions and was thus unexpected to participants. They received extra credit if the reported frequencies deviated from the correct ones by at most Ϯ3 for the first task and by at most Ϯ2 for the second task. An experimental session lasted 40 -60 min.
Results
The data of one participant were excluded from the analysis because of an error in the booklet.
Memory for frequencies. The reported frequencies concerning the number of positive and negative cases for different combinations of causes were classified as being either approximately correct or wrong. The reproduced frequencies of a participant were classified as approximately correct if the following two criteria were met. First, those and only those combination of causes were mentioned that were actually presented. In 13 cases participants mentioned wrong combinations of causes. Second, the reproduced frequencies were in the right direction; that is, if more positive cases (i.e., cases with the effect being present) were presented for a particular combination of causes, the participant estimated the number of positive cases higher than the number of negative cases. Concerning the TC and CD combinations, the error of confusing the relative order of the number of positive and negative cases occurred 36 times. For the D trials the error occurred in six cases (However, 4 of the 6 participants provided causal ratings that were in the right direction: For instance, 1 participant indicated 10 Dϩ trials for the first task when in fact there were 10 DϪ trials. At the same time this participant rated the causal strength of cause D as being 0). Three participants refused to provide estimates. All in all, only 40 of 94 possible cases were approximately correct. These data indicate poor memory for frequencies at the end of the experiment.
We performed a logit analysis on the categorized frequency estimates by fitting a hierarchy of logit models with order of task (first vs. second) and proportion of the TCϩ and CDϩ cases (.80 vs. .40), respectively, as independent variables and the number of correct versus incorrect estimates (according to the criterion specified above) as a dependent variable (cf. Macho, 1999 , for an explanation of the logic of fitting a hierarchy of logit models for analyzing categorical data). The analysis revealed that the proportion of TCϩ and CDϩ cases, respectively, had an influence on the correctness of the frequency estimates: With proportions of .80, 27 estimates of 47 were approximately correct, whereas with proportions of .40, only 13 of 47 were correct estimates. The superior performance with proportions of .80 may be interpreted as indicating a positivity bias in that people tend to overestimate the appearance of positive cases, resulting in more estimates pointing to the wrong direction in cases of proportions of .40. The order of the tasks had a marginally significant influence on the correctness, with ratings for the first task being somewhat inferior (16 of 47 correct) to those of the second task (24 of 47 correct).
Causal ratings. Table 6 shows the mean causal ratings for the three causes in the x-0 and x-100 conditions for each of the two proportions of TCϩ and CDϩ trials, respectively. The causal ratings show the following pattern: First, and most important, target cause T was rated higher in the x-100 condition than in the x-0 condition. This result is in accordance with the RCD model and contradicts the predictions of the associative models. Second, concerning concomitant cause C, the data confirm the predictions of the RCD model and of the associative models: The ratings were distinctly higher in the x-0 condition than in the x-100 condition. In addition, the mean ratings of C were negative in the x-100 condition, indicating that C was considered as an inhibitory cause. Third, the estimated strength of cause D was negative in both x-0 conditions, and, contrary to the results of Experiment 1, it was far from the maximal value of 100 in the x-100 conditions. (The low mean estimates are due mainly to the fact that 4 participants provided negative estimates [two of them estimated Ϫ100], and 1 participant rated the causal strength of D as being 0). Table 7 reveals how many participants rated causes T and C, respectively, higher, equal, or lower in the x-0 task than in the x-100 task. These data match the basic pattern of Table 6 : Most participants assigned a higher causal strength to C in the x-0 tasks compared with the x-100 tasks, whereas the reverse was true for target cause T. Of special interest is the fact that 15 of 24 partic- ipants rated T higher in the 40 -100 task than in the 80 -0 task. This result is of particular interest because in the 40 -100 task the number of TCϩ cases is only half the TCϩ cases in the 80 -0 task. Despite this fact, T was assigned a higher strength in the former case. This result is in clear opposition to the predictions of all associative models, described above, according to which the reverse pattern should have been observed. The variability of causal ratings for target cause T is higher than the variability of the ratings for concomitant cause C: Concerning T, 17 of 47 participants did not conform to the main pattern of results, whereas for C only 10 of 47 were not in accordance with the main trend of the ratings. Two analyses of variance (ANOVAs) with the proportion of CDϩ and TCϩ trials, respectively (.40 vs. .80), and the proportion of the Dϩ trials (1 vs. 0) as within factors and the combinations of these probabilities (40 -0 and 80 -100 vs. 80 -0 and 40 -100) as between factors were performed on participants' causal ratings. The first analysis was performed on the ratings of target cause T, and the second one was performed on the ratings of concomitant cause C.
The analysis of causal ratings of T revealed a main effect of the proportions of Dϩ trials, F(1, 45) ϭ 10.146, p Ͻ .01, MSE ϭ 3,123.681. No other effect was significant ( ps Ͼ .12). This result confirms the prediction of the RCD model and contradicts the prediction of the associative-learning models: The rated causal strength of T was higher in the x-100 condition than in the x-0 condition (cf. Table 6 ).
The analysis of the estimates of C revealed also a main effect of the proportions of Dϩ trials, F(1, 45) ϭ 43.852, p Ͻ .01, MSE ϭ 2,092.627. No other effect reached statistical significance ( ps Ͼ .23). This result is in accordance with the RCD model as well as with the associative-learning models: the rated causal strength of C was higher in the x-0 condition than in the x-100 condition (cf. Table 6 ).
Two contrasts were computed for testing the prediction of the RCD model that the estimated causal strength is higher for T than for C in the x-100 condition, whereas the reverse was true in the x-0 condition: Both contrasts were significant, x-100, F(1, 90) ϭ 16.693, p Ͻ .01, MSE ϭ 2,608.154; x-0, F(1, 90) ϭ 28.428, p Ͻ .01, MSE ϭ 2,608.154. This result is also inconsistent with the predictions of the associative models.
Discussion
Concerning the estimated causal strength, the results of Experiment 2 may be summarized as follows: First, the data reveal the presence of simple causal revaluation with respect to concomitant cause C. This result accords with the predictions of the RCD model as well as with those of the associative-learning models. Second, participants' causal ratings also reveal the existence of recursive causal revaluation with respect to target cause T. This result is predicted by the RCD model but not by the associative-learning models.
The frequency-estimation data seem to be problematic for the RCD model in two respects. First, the observed positivity bias cannot be explained by the RCD model because it contains no assumptions about the acquisition of frequency information. This result is, however, not in opposition to the model that does not rule out that frequencies are acquired by means of a biased associativelearning process (see, e.g., Lópes et al., 1998) . The second critical aspect of the frequency data is concerned with participants' low performance. One might expect that participants estimating causal strength in accordance with the RCD model should be able to correctly reproduce frequencies. There are, however, two problems with this line of reasoning: First, the frequency-estimation task was performed at the end of the experiment. Consequently, there may be some retroactive interference for the frequencies of the first tasks as evidenced by the marginal significant effect of the factor order of tasks. The frequency estimates for the first task may not, therefore, be indicative of participants' knowledge of frequencies at the end of the first task. Second, and more important, even with erroneous frequencies, the computation of causal strength according to Equations 1 and 2, respectively, results in the same qualitative results as predicted by the RCD model. For example, if the proportions of TCϩ and CDϩ were actually .40, the qualitative pattern of the causal estimates does not change if probabilities of, for example, .70 are used for computing causal strength, although these probabilities are in the opposite direction. Hence, participants estimating frequencies with the relative order of positive and negative cases being confused (this was by far the most common error) should still show the pattern of causal ratings predicted by the RCD model. Consequently, participants' bad memory for Note. x-0 ϭ P(e͉D, C, T) ϭ 0; x-100 ϭ P(e͉D, C, T) ϭ 1; F ϭ relative frequency.
frequencies is not in opposition to the principles underlying the RCD model. A comparison of the size of the effects from the two experiments indicates that the process of revaluation is reduced with trial-by-trial learning. In Experiment 1 we found the following estimates of effect size: 2 ϭ 0.58 (f ϭ 1.17) for concomitant cause C, and 2 ϭ 0.21 (f ϭ 0.53) for target cause T. In Experiment 2 the respective estimates were 2 ϭ 0.31(f ϭ 0.68) for C, and 2 ϭ 0.09 (f ϭ 0.31) for T. (Partial omega values were computed by means of the following formula:
where F effect denotes the F value obtained from the ANOVA, p and q denote the number of levels of the variable proportion of Dϩ trials and the number of blocks, and n denotes the number of participants per block [cf. Kirk, 1995, p. 519] . This measure assumes that the proportion of Dϩ trials is a fixed effect. Cohen'ŝ f was computed by means of the following formula:
According to Cohen [1992, p. 157] , values off ϭ .10, .25, and .40 indicate small, medium, and large effects, respectively). The estimated effect sizes are distinctly lower in Experiment 2, and the reduction concerns T as well as C. These results are in accordance with the hypothesis that the greater complexity of trial-by-trial acquisition of contingency information may be an important factor for the reduction of the rate of revaluation.
General Discussion
The results of the two experiments provide evidence of recursive forward and backward evaluation. Recursive revaluation was observed with information presented in list format (Experiment 1) as well as with information acquired in a trial-by-trial fashion (Experiment 2). In the following, we discuss implications of these results for models of causal learning and judgment. Specifically, we discuss the role of the information format and implications for associative-learning models.
Information Format and the Principle of Recursive Causal Disambiguation
The RCD model implements (recursive) causal revaluation as a process of (recursive) disambiguation by partialing out the effect of confounding causes, that is, causes that are presented together with the target cause. Some authors have argued that different information formats might result in different processing of the acquired information. Specifically, if information is presented in list format, rule-based models like the RCD model might be adequate for describing the judgment process. If, however, information is presented in a trial-by-trial fashion the process underlying the causal learning and judgment should be conceived of as an associative-learning process (see, e.g., Price & Yates, 1995) . According to this differentiation, the principle of recursive disambiguation would be valid with summary format only. The results of Experiment 2 are inconsistent with this conception: Recursive causal revaluation was observed with summary format as well as with trial-by-trial acquisition of information, indicating that the process of disambiguation by means of partialing out effects of confounding causes is also performed with trial-by-trial acquisition of contingency information. There is, however, evidence that the trial-by-trial acquisition of contingency information results in less accurate acquisition of the information (see, e.g., Buehner & Cheng, 1997; Lópes et al., 1998) . This may be due to higher demands of the trial-by-trial acquisition of contingency information resulting in a lower rate of recursive revaluation. The different effect sizes found in Experiments 1 and 2 confirm this conclusion.
Recursive Retrospective Revaluation and Associative-Learning Models
Associative-learning models that were tailored to simulate phenomena related to backward evaluation conceptualize causal revaluation as a process of relearning cue-outcome contingencies. They assume that (unexpectedly) absent cues or cues that are explicitly indicated as being absent are represented by the learner. Associative weights are formed between the representations of absent cues and the outcome. The data of Experiment 2 concerning target cause T favor the RCD model, which is able to predict the differences in rated causal strengths, whereas the associativelearning models are unable to explain the differences. This inability of associative models to predict recursive causal revaluation casts doubt on the validity of the explanation of retrospective revaluation by means of a process of relearning, as proposed by these models.
To simulate recursive retrospective backward evaluation, associative-learning models might adopt the idea of internal replay trials (Ratcliff, 1990 ) that was adopted by Chapman (1991) for explaining retrospective revaluation in contingency learning. Concerning the design of Experiment 2, one may assume that with each presentation of a Dϩ or DϪ case in the final learning stage, a number of TCϩ, CDϩ, TCϪ, and CDϪ trials of the first stage are internally replayed. We used the Rescorla-Wagner model (cf. Equation 3) with four replay trials (two CD and two TC trials) for the simulation of Experiment 2. The learning rate was ␤ ϭ 0.2 for adjusting weight of actually presented cues and ␤ ϭ 0.1 for weight adjustment within a replay trial (the learning rates were identical for positive and negative cases). The saliency parameter was set to ␣ ϭ 1, and it was identical for each cue. Thus, in addition to the 10 learning trials of Phase 2, 40 replay learning trials were performed. For simulating the 80-x conditions, positive feedback was presented in 80% of these replay trials, whereas for the 40-x conditions the feedback was positive in 40% of the cases. Figures 1 and 2 illustrate the development of associative weights for the three causes in the 80 -100 and the 80 -0 condition, respectively.
As can be seen from the figures, the Rescorla-Wagner model with internal replay trials is able to predict the pattern of results of Experiment 2: In the 80 -100 condition, cue C continually loses associative weight whereas the weight for T increases. In the 80 -0 condition the pattern is reversed (the same results hold for the 40-x conditions). The replay-trial solution works because it transforms the backward-learning problem into a simultaneous-learning problem: In the second learning phase, each of the cue combinations is presented to the model resulting in the modification of associative weights for each of the cues. The replay-trial solution has two major drawbacks, however: (a) The transformation into a simultaneouslearning problem is not performed by the network (rather, the model designer presents the problem as a simultaneous-learning problem to the model), and (b) contrary to traditional principles of associative theories, according to which the acquired information is represented by means of associations, the replay-trial solution requires a memory for past individual trials. Because of these shortcomings, the internal replay trials do not really provide a solution for associative-learning models.
Conclusion
The present study provides clear evidence in favor of recursive backward evaluation. This phenomenon can be explained by means of the principle of recursive disambiguation: In estimating the causal strength of a target cause the effects of confounding causes are recursively partialed out. The RCD model, a generalization of the probabilistic contrast model incorporates the principle of recursive disambiguation. It is able to predict the qualitative pattern of results. Existing associative models conceptualizing causal revaluation as a process of relearning are unable to predict the results correctly. Hence, the results favor the principle of recursive disambiguation and cast doubt on the principle of relearning as an appropriate explanation of (recursive) causal revaluation.
