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Exploring Empowerment as a Basis for Quantifying Sustainability
Jan T. Kim and Daniel Polani
Abstract—Empowerment quantifies the choice available to
an agent as the actuation channel capacity. However, not all
such choices are sustainable: After some choices, the agent may
not be able to return to its original state, or returning there
may be costly. In this paper we explore whether empowerment
can be adapted to obtain a measure of sustainability. As a
straightforward modification, the agent’s options is restricted
to actions that are reversible within a given time horizon. We
furthermore investigate the lengths of return paths and discuss
their potential to indicate sustainability.
I. INTRODUCTION
The Brundland commission [1] has described sustainable
development as “development that meets the needs and
aspirations of the present without compromising the ability to
meet those in the future”, and since the last two decades, the
concept of sustainabilility has attracted increasing attention
and interest by the general public, policy makers and other
decision makers.
Despite the widely agreed importance of sustainability, a
comprehensive definition of the concept does not yet exist.
Various concepts and indices are in use. A typical approach is
to determine the amount of resources required for the entire
complement of activities to be assessed for sustainability,
and to determine whether these resources will be available
for a reasonably long time window into the future. The
“footprinting” approaches aim to quantify this notion by
converting all resources to a common “currency”, such as
land surface in terms of global hectares, used in ecological
footprints (see [2] for an example), or tonnes of carbon
dioxide, used in carbon footprints.
From an Artificial Life perspective it is desirable to use
models, such as computer models of (possibly evolving)
ecosystems, as a basis of advancing understanding of sus-
tainability. This requires generic indices or measures of
sustainability that are uniformly applicable to “artificial”
and “real” systems. However, most sustainability indices are
specific, e.g. the carbon footprint approach obviously applies
only to aerobic systems that consume carbon-based fuels.
Relatively recently a sustainability index based on Fisher
information has been proposed [3], [4].
Approaching the issue of sustainability quite naturally
suggests some measure of stability of a system. However,
this is not sufficient. There are simple examples, such as a
damped oscillator or planetoids devoid of organic life which
realize stability. However, this is not felt sufficient to capture
the essence of sustainability that one would expect from
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biological systems. One characteristic of sustainability is not
only a (possibly passive) stability of the biological system,
but also an “active” stance.
One suggestion how such an active stance could be incor-
porated into a notion of sustainability is brought forward
by the concept of empowerment which has been shown
to reflect intuitively attractive states in various scenarios,
effective sensorimotor loops as well as natural homeostatic
states [5], [6], [7].
In this paper we use the concept of empowerment as a
point of departure towards a quantitative measure of sus-
tainability. Stated informally, empowerment measures how
richly an agent can influence (i.e. change) its environment
by its actions in such a way that the agent can itself then
sense this influence. Thus, one component of empowerment
is the ability of an agent to inject information into its
environment modifying it through its actuators, the second
component is the ability of the agent to recapture this
information, i.e. detect that this modification was successful.
This can be formalized in the language of information theory;
in this language, empowerment can also be interpreted as
an information-theoretic efficiency measure for the external
perception-action loop of an agent.
The present paper combines the hypothesis that empower-
ment may serve as a quantity that biological organisms are
universally expected to optimize (other quantities have been
suggested, see Sec. II) with the natural stability requirement
discussed earlier. Since this combination introduces some
subtle adaptation of the empowerment concept introduced
in earlier work, in this paper we limit ourselves to utilizing
a simple special case of the empowerment measure: we
assume a deterministic world and global world sensors, an
assumption made in the scenarios from [6]. The significance
of the two assumptions will be discussed in Sec. VII.
Using these assumptions, empowerment reduces to the
number of different outcomes that can potentially result from
the actions taken by the agent under consideration. Note that
here the agent can be any object or entity capable of choosing
and performing actions (including robots, organisms, and
populations all can be treated as agents). The assumption
behind this is that being able to achieve many different out-
comes can generally be expected to increase chances of being
able to meet one’s needs in the future. The present work now
adds the assumption that being able to do many things at one
time is not a sufficient condition for sustainability — one
may have a large selection of options at a particular time,
but, once taken, many of these options may prove fatal for
further survival. We therefore propose a generic approach to
suitably modify empowerment in order to obtain a measure
of sustainability, and we discuss the new notions on the basis
of some simple scenarios.
II. BACKGROUND
Sustainability is a characteristic of the relationship be-
tween an environment and an agent. In the typical case,
the environment is an ecosystem and the agent is a human
population. Generally, the environment is characterised as
being a complex system of some form, such as as a complex
dynamical system, or a complex structure such as a maze.
An agent influences its environment by means of actions
but it cannot fully control the environment (i.e. it cannot
arbitrarily select the environment’s state). Furthermore, an
agent has sensors through which it receives input from the
environment. Once executed, an action may have an effect
on subsequent sensory input. If sensory input in turn has an
impact actions, a sensorimotor loop is formed.
Generally, the sensors do not provide the agent with full
information of the environment’s state, as sensors may be
unable to perceive some features of the environment and may
be subject to noise. As in [6], we assume that the sensorics
capture the complete world information without distortion.
In particular, since sustainability is often considered in a
globalistic fashion involving major parts of a system, here
we did not limit ourselves to consider only effects filtered
by the “subjective” sensorics of an agent, but are interested
in the global effect of an agent’s actions.
Complex systems and phenomena, such as those outlined
above, are frequently investigated using mathematical and
computational models. This requires approaches that are
sufficiently generic to support inferences from the models
in particular to a general class of systems that includes the
biological systems which are the ultimate object of research.
Artificial Life and related fields respond to this challenge
by working towards a framework of principles that enable
understanding of complex adaptive phenomena in biological
systems from an overarching and unifying perspective.
Mechanisms for learning, such as the autotelic principle
[8] or learning progress [9], are applicable to relatively
specific modelling frameworks. The reinforcement learning
framework is more general, and it can accommodate self-
motivated learning mechanisms [10]. These mechanisms
have been developed mainly to build artificial learning
systems, such as robots, while modelling or analysis of
biological systems was not in the focus of interest. Therefore,
most concepts of artificial learning systems do not have any
immediately obvious biological relevance or interpretation.
Specifically, the reward function which is central to rein-
forcement learning, has to be specified to capture biological
fitness in order to use reinforcement learning as a component
of a model of biological adaptation by evolution or individual
learning.
The concepts of homeostasis [11], [12] and of autopoiesis
[13] have been introduced specifically to describe and for-
malise biological phenomena. Due to their elegant and deep
ramifications are still under investigation [14], [15]. The
homeokinesis principle [16], [17] is a generalisation of these
principles which also lends itself to an elegant computational
approach. It consists of attempting to maintain a dynamics
(but not, as in homeostasis a fixed state) such as to keep the
future predictable. This approach can be further generalized
information-theoretically as to maximise predictive informa-
tion [18], the amount of information that an agent has about
the future based on its knowledge of the past. Here, the agent
tries to maximise its information about the future given the
past and this entails, in addition, maintaining an informative,
and thus a rich and varied past. The classical notion of
homeostasis forms a highly special case of this where a
steady-state past reduces uncertainty about a future in which
the steady state continues. Predictive information has been
proposed as a possible principle guiding the behaviour of
organisms [19], which is related to excess entropy and other
information-theoretic measures [20], [21].
Concepts originating from constructing learning systems
and concepts originating from modelling biological systems
can currently be seen to converge on information theory.
This convergence makes information theory an interesting
candidate for working towards a unified framework for
investigating adaptive biological systems. The finding that an
organism needs to acquire information to achieve a sufficient
level of fitness [22], [23], [24] further supports this idea.
According to Linsker’s infomax argument [25], faced with
the difficulty to a priori assess relevance of information for
any specific task, systems with a given sensorimotor loop
may respond by maximising total information throughput
generically. More precisely, the throughput of information
that is relevant to the decision-making process of an organism
[22], [26] is maximised. Extending this to an evolutionary
perspective, it can be hypothesised that, on evolutionary
scales, the sensors and actuators of an organism are adapted
as to maximise the relevant information processed by an
organism, and to discard the rest.
III. EMPOWERMENT
An agent receives information from its environment
through its sensors. This can be formalised as a communica-
tion channel which connects the environment as a sender to
the agent as a receiver. Likewise, the actions carried out by
an agent can be formalised as messages that are sent through
a channel, called the actuation channel, to the environment as
a receiver. Together, sensory and actuation channel represent
the sensorimotor loop.
Empowerment quantifies the throughput through the senso-
rimotor loop as the capacity of the actuation channel which
is available to an agent given a state of the environment.
The amount of throughput is rigorously quantified in terms
of Shannon information [27], i.e. empowerment can be
expressed in bits. Furthermore it can be applied to a large
spectrum of systems, regardless of specific material compo-
nents (such as carbon), or other criteria that are difficult to
generalise. The full formal definition, with applications to
measuring short-term occupation of favourable niches and
long-term adaptation of sensorimotor equipment, are given
in [5], [6], [7]. In its general form, empowerment applies to
deterministic as well as probabilistic systems and it can serve
as a universal utility which produces plausible and intuitive
behaviours in a wide range of disparate scenarios.
Since here we do not use the most general definition of
empowerment and it would require the introduction of some
significant technical apparatus which would unnecessarily
burden the discussion, we refer the interested reader to above
references. For the present paper, we limit ourselves to the
following brief explanation: define the mutual information
between two random variables X and Y is defined as
I(X ; Y ) := H(Y )−H(Y |X) := H(Y )+H(X)−H(X, Y ) ,
(1)
where the entropy of a random variable X is given by
H(X) = −
∑
x
p(x) log
2
p(x), with the sum running over
all realizations x of X (similarly for H(Y ) and for the joint
entropy H(X, Y )).
Then the core idea of empowerment is that it
is quantified as the maximum mutual information
I(A0, A1, . . . , An−1; Sn) between a sequence of actions of
length n (joint distribution of n successive actions), starting
at time 0 (modeled as a sequence of random variables
(A0, A1, . . . , An−1) and the sensor state (in our paper, the
global state) Sn at time n over all possible distributions
p(a0, . . . , an−1) of actions.
Informally stated, n-step empowerment is the amount of
difference that the agent can potentially make to the environ-
ment by performing n actions. In the case of a discrete state,
deterministic environment where the environment’s global
state is fully sensed by the agent, empowerment evaluates
to the logarithm of the number of states which the agent
can reach within n actions (n-step accessible states). To
see this (also consult [6]), consider Eq. (1), and instantiate
X as the action sequence and Y as the final sensed state.
Since Y is the complete world state which, in addition,
follows deterministically from the action sequence X , the
entropy H(Y |X) vanishes. Thus, the empowerment value is
the maximally achievable value for H(Y ). Note now that
any probability distribution on this set of n-step accessible
states can be realized. H(Y ) is therefore maximized by
attaining an equidistribution on these states, and evaluates
to the logarithm of the number of these states.
Thus, for discrete deterministic systems the n-step em-
powerment at state s reduces to
E(n, s) = log
2
(|{s′ : s′ is n-step accessible from s}|), (2)
where s, s′ ∈ S denote states within the set of environment
states S (with an incomplete sensor the original agent-centric
definition of empowerment would be determined by the
number of reachable states which the agent’s sensors can
actually distinguish — in the globalistic view of sustainabil-
ity adopted here, we however make the assumption that the
outcomes of the actions in the world are captured fully and
without distortion).
IV. SUSTAINABLE EMPOWERMENT
Empowerment measures the width of the spectrum of
states that the agent can reach within a given time window
(which is quantified by n in (2)). However, it does not
consider the options available to the agent at state s′ after
putting the environment into that state by carrying out
a corresponding sequence of actions. Absorbing states (at
which E(n, s′) = 0, the agent is “trapped”) count towards
empowerment just as much as states which themselves pro-
vide a wide spectrum of accessible states. As an example,
consider a robot which can travel a distance d with one
battery charge. Starting fully charged from the charging
station, the robot’s empowerment depends on the number of
positions at a distance up to d. However, in order to operate
sustainably, the robot must not move further than d/2 away
from the charging station. While the robot is empowered to
move beyond this sustainable range, it can take such an action
only once, as this inescapably consigns the robot to stranding
with a depleted battery. This simple case exemplifies that
there are situations in which a resource can be used in a
renewable and in a nonrenewable mode.
We now formalise this notion by requiring that the en-
vironment state at the start must be recoverable from the
final target state within a finite amount of expenditure to the
agent (such as a finite window of time or number of steps).
For discrete, deterministic systems we define a state s′ to
be n-step reversibly accessible from a state s if s′ is n-step
accessible from s and s is n-step accessible from p = s′.
Consequently, the definition of sustainable empowerment for
discrete, deterministic systems is:
E
sust(n, s) =
log
2
(|{s′ : s′ is n-step reversely accessible from s}|). (3)
The ability to return to the start state s is consistent with
the ability to meet one’s needs in the future, which is a
central concept of sustainability. If at state s the needs are
met, the ability to recover s whenever the need arises is
required for sustainability. Note that empowerment itself
has been introduced as hypothesis to identify useful and
desirable sensorimotor niches — together with recoverability,
we now extend the hypothesis by requiring the reaching of
the empowering states to be reversible. Thus, this notion
of sustainability is not satisfied just with recoverable states,
but with states that also provide a rich spectrum of options,
and, by virtue of recoverability, for a prolonged time. This
implements the combination of the stability criterium with
the universal utility aspect desired for sustainability1.
From a classical communication channel perspective, em-
powerment measures the capacity of the actuation channel
available to an agent at a given state, regardless of whether
the agent can return the communication device (i.e. the
channel) to its start state and thus regain the initial channel
capacity. The standard notion memoryless channel implicitly
assumes this by stipulating that messages sent through the
1There may be situations where the having a large set of reversibly
accessible states is still not advantageous for a given agent type; such
cases can often still be modeled using an incomplete non-global sensor that
“codes” evolutionary knowledge about the features of interest to an agent.
In the present paper, however, we will not further consider this constellation.
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Fig. 1. A two-dimensional lattice in which levels form a ridge, depicted by
the third dimension. Levels are additionally indicated by colour, with black
depicting a level of 0 and white depicting a level of 1.
channel do not alter the channel’s state. In general, this
property cannot be taken for granted. While communication
devices, such as telegraphs, are deliberately designed for
sustainable use, other implements, such as signal flares,
empower their users to send a signal only once. The re-
versibility condition introduced here focuses empowerment
to the channel capacity that can be used sustainably.
V. TEST SCENARIO
We use two-dimensional, orthogonal lattices with periodic
boundaries as a test bed to demonstrate cases where em-
powerment that are inconsistent with sustainability, and how
this is addressed by sustainable empowerment. Each lattice
site has a real-valued level. The agent moves around on the
lattice by taking steps in the four directions north, west, east,
and south. A step is possible only if the difference between
the level of the new site and that of the current site does
not exceed the threshold, i.e. the agent can climb up only if
the step is not too steep. Climbing down is always possible.
The system is deterministic, possible steps always result in
moving the agent as specified. An example lattice is shown
in Fig. 1. The levels are not subject to any change, the
only property of the system that changes over time is the
position of the agent. Therefore, the position of the agent,
denoted by p or p′ as appropriate, fully specifies the state
which is denoted by s and s′ in equations (2) and (3).
n-step accessibility is computed using Dijkstra’s algorithm
(described e.g. in [28]) and related techniques.
Fig. 2 shows accessibility and reversible accessibility for
the agent at different positions. The number of accessible
positions, and thus empowerment, is maximal if the agent is
on the ridge, as there it has the option to descend in both
directions. On the slopes of the ridge, the agent can only
move laterally along the ledge or descend, as the difference
to the level of the next ledge upwards exceeds the threshold.
In the shallow, low regions of the landscape, the agent can
climb up the slope to some extent, thus at a greater distance
from the slope it is less constrained and consequently more
empowered.
Fig. 2. Sets of 7-step accessible positions (left) and 7-step reversibly
accessible positions (right) on a lattice world with a ridge. The threshold
is 0.1. Lattice levels are shown in grey shades, as in Fig. 1. The red circle
depicts the agent’s position. Accessible and reversibly accessible positions
are shown for the agent on the ridge (top), the slope (middle) and the low
plain (bottom) of the ridge landscape.
While the number of accessible positions is maximal
on the ridge, the number of positions that preserve, or
sustain, this spectrum of options is actually much lower.
Thus, the high empowerment of the agent on the ridge is
inconsistent with the idea of sustainability. The agent is
empowered to step downwards from the ridge, but doing
so is an irreversible, and thus not sustainable, action. The
right column of Fig. 1 shows reversible accessibility and
contrasts it to unconditional accessibility depicted in the left
column. Fig. 3 further reveals that while empowerment is
maximal both on the ridge and in the shallow low region,
sustainable empowerment reflects the fact that from many
of the positions that “empower” the agent on the ridge by
being reachable, no return to the ridge is possible. Fig. 4
provides displays the same data as scatter plots, revealing
that at the ridge, empowerment is maximal while sustainable
empowerment is more than 2 bits below the maximum.
It is interesting to notice a structural similarity between the
scenario discussed here and an evolutionary effect that has
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Fig. 3. Empowerment (top) and sustainable empowerment (bottom) for the
ridge landscape (see Fig. 1).
been dubbed “survival of the flattest” [29], which describes
that in the presence of mutational noise and multiple peaks on
a fitness landscape, “flatter” peaks, i.e. those extending across
larger contiguous areas, confer an advantage as the prob-
ability of mutations to create non-viable individuals, which
figuratively have fallen down the precipice that surrounds the
peak, is minimised. While empowerment would consider the
number of genetically different offspring that an individual
of high fitness can produce, sustainable empowerment also
takes the viability of the offspring into account.
VI. RETURN PATH LENGTHS
The condition of n-step reversibility captures whether the
agent is able to return to its starting position, but it does not
reflect the information cost of returning. The path length is
a proxy for this information cost, e.g. from a reinforcement
learning angle [30], the number of positions visited along the
return path could be interpreted as the number of lookups
in the policy table. Each such lookup results in a (possibly
probabilistic) action choice or, from an information theory
perspective, an amount of uncertainty regarding the chosen
action that is eliminated.
Therefore, the length of the return path reflects the infor-
mation cost of sustaining the position to which the agent
returns. As an indicator of sustainability, the mean length of
the return path is not independent from sustainable empow-
erment as defined above, but there is no trivial functional
relationship between sustainable empowerment and mean
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Fig. 4. Level vs. empowerment (top) and level vs. sustainable empowerment
(bottom) for the ridge landscape (see Fig. 1). The ridge is at level 1, the
flanking ledges have levels 0.78, 0.48 and 0.24.
path length. The mean path length may provide an alternative
way to quantify sustainability that may be applicable where
the relatively rigid and specific concept of reversibility is not.
We explore this using a 50 × 50 lattice with random
levels drawn from a uniform distribution over [0, 1]. Fig. 5
shows the levels, and also empowerment and sustainable em-
powerment for each position. Empowerment and sustainable
empowerment were computed as previously presented and in
addition, the length of the return path was determined for all
reversibly accessible positions, and the mean of these lengths
was recorded.
The scatter plots shown in Fig. 6 show more clearly that
the correlation of sustainable empowerment to the mean
return path length is substantially closer than that of em-
powerment to mean return path length.
VII. DISCUSSION
We have introduced an approach to quantifying sustain-
ability which applies to systems comprised of an agent and
an environment. According to this approach, sustainability
of a state results from the ability of the agent to restore
the system to that state. This explicit link to the ability of
an agent enables a distinction of sustainability from other,
more general properties such as robustness or plain stability.
This is a difference to the approach taken by Pawlowski and
Fath [3], who defer linking sustainability to the “exploiting
system” (i.e. the agent).
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Fig. 5. Top: Levels on the 50×50 lattice, drawn from a uniform distribution
over [0, 1[. The threshold is 0.2. Second: Empowerment on this lattice.
Third: Sustainable empowerment on this lattice. Bottom: Mean return path
length. The gray scales on each plot are not comparable (each is chosen to
depict the smallest value as black and the largest as white).
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Fig. 6. Scatter plots showing empowerment vs. mean length of return
paths (top) and sustainable empowerment vs. mean length of return paths
(bottom).
In particular, Cabezas and Fath have suggested that sus-
tainability is a property of a dynamic state of a system
[31]. The approach presented here which dissects the system
into an agent and an environment enables a more specific
attribution of changes in sustainability, or of conflicting
assessments or estimates of sustainability. Such changes
could either be due to differences in agents (here only w.r.t.
actuators, but in principle also w.r.t. sensors) or to different
environmental states.
For simplicity and clarity, we have assumed the agent
to operate deterministically within the lattice world. It is
important, however, to note that empowerment applies im-
mediately also to probabilistic systems, e.g. where the result
of actions is subject to stochastic variation outside of the
agent’s control.
Achieving a probabilistic formulation of the determinis-
tic reversibility criterion of n-step reversible accessibility
proves, however, more subtle, as there are different ways
of carrying out this generalization. A natural candidate is to
measure the minimal expected time to return to the start state.
This can be formulated as a problem of finding an optimal
policy for moving from the target state to the start state.
Reinforcement learning [30] provides various approaches to
compute this minimal return time. How to use such the min-
imal return time as a sustainability empowerment analog to
the time window size specification of (regular) empowerment
(“n-step empowerment”) is currently the subject of research.
A significant simplification of our lattice example system
is the use of a static environment. Therefore, an agent that
tries to maximise sustainable empowerment can simply stay
at a position with maximal sustainable empowerment once it
has found such a place. We therefore work on extending our
test system to include dynamically changing environments
in which empowerment and sustainable empowerment are
subject to change over time, in order to further characterise
behaviours that result from maximising sustainable empow-
erment and to compare them with behaviours resulting from
optimising (raw) empowerment or other utility functions.
The requirement of n-step reversibility ensures that multi-
ple cycles of activity are possible. This captures the property
of acting without diminishing the spectrum of actions avail-
able in the future. Multiple iterations of cyclic trajectories
may also be considered as an instance of cycling (e.g. of
nutrients), which has been discussed as a characteristic of
sustainability [32]. Models with dynamic environments will
likely capture more of this aspect than the test scenarios
presented here.
It should be emphasized that the role of the return period
n is comparable to the choice of n in regular empowerment.
There is no established procedure for selecting a “good”
value for n, but there are indications that there might be
optimal choices between values for n that are too small
(small empowerment everywhere, no noticing of loss of
options) and too large (large empowerment everywhere, so —
in a limited system — all sustainable states become similarly
accessible and sustainable empowerment does not provide
anymore a sufficient distinction between the different states).
Structuring the system into an agent and its environment
leads to an agent-centric and an environment-centric perspec-
tive on sustainability. The agent-centric perspective is that
taken in the original definition of empowerment and focuses
on the agent’s impact on the environment which the agent can
sense. From this perspective, the reversibility criterion is that
the agent must bring the environment into a state where the
agent’s sensor state is identical to the initial sensor state. With
imperfect sensors (e.g. a sensor that maps multiple states of
the environment to the same sensor state), the agent-centric
reversibilitiy criterion is less specific than its environment-
centric counterpart.
It would be very interesting to determine how much
information the agent requires in order to reliably achieve
sustainability. Measurements, such as global temperature
records, provide imperfect and incomplete of environmental
reality, but nonetheless, certain features of such measure-
ments may be linked to changes in sustainability in principled
ways. For example, some abrupt climate shifts have recently
been reported to be preceded a critical slowing down of
fluctuations [33]. Finding out how much information of this
kind is required to provide a sufficient basis for rational
policies for climatic sustainability would be highly desirable.
It is interesting to notice that the empowerment picture
of sustainability makes a difference between agents via their
sensorimotor equipment. In particular, agents with differing
sensorimotor apparatus may find different states in the en-
vironment sustainable, firstly by the different repertoire of
actions, secondly (not considered in detail in this paper) by
distinguishing different features of their environment through
their sensors.
Finally, it would also be interesting to study how sus-
tainability is related to evolution and evolvability. Artificial
Life type computer model based on evolutionary algorithms
would be very suitable for this purpose. Models in which
genomes encode policies relatively directly, such as the clas-
sic strategic bugs model [34] would be useful to investigate
evolutionary dynamics of agent-centric and environment-
centric sustainability, and models with suitable fitness land-
scapes may help to further elucidate the relationship between
sustainability and the “survival of the flattest”.
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