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Solution non universelle pour le proble`me KV-78
Luc Albert ∗ Pascale Harinck† Charles Torossian‡
1er novembre 2018
Re´sume´ : En 1978, M. Kashiwara et M. Vergne [KV] ont conjecture´ qu’il e´tait possible
d’e´crire d’une certaine fac¸on la formule de Campbell-Hausdorff (conjecture KV-78) pour
qu’une formule de trace soit ve´rifie´e. Ils proposaient dans le meˆme article une solution
a` ce proble`me dans le cas re´soluble. La conjecture KV-78 a e´te´ de´montre´e par Alekseev-
Meinrenken [AM06] en utilisant les travaux du troisie`me auteur. On renvoie a` [To07] pour
un panorama sur ces questions. On montre dans cette note que la solution du cas re´soluble
propose´e dans [KV] ne convient pas en degre´ 8 pour les alge`bres de Lie ge´ne´rales. Nos calculs
ont e´te´ fait par ordinateur. Les programmes du premier (L.A.) et troisie`me auteur (C.T.)
ont permis par ailleurs de ve´rifier jusqu’a` l’ordre 16 la conjecture de [AT] concernant l’e´galite´
entre les alge`bres de Lie de Drinfeld grt1 et k̂v2 de´finie dans [AT].
Abstract : In 78’ M. Kashiwara and Vergne conjectured some property on the Campbell-
Hausdorff series in such way a trace formula is satisfied. They proposed an explicit solution
in the case of solvable Lie algebras. In this note we prove that this solvable solution is not
universal. Our method is based on computer calculation. Furthermore our programs prove
up to degree 16, Drinfeld’s Lie algebra grt1 coincides with the Lie algebra k̂v2 defined in [AT].
AMS Classification : 17B, 22E, 53D55, 68
1 Notations-Rappels
Soit g une alge`bre de Lie de dimension finie sur R. D’apre`s le the´ore`me de Lie, il existe
un groupe de Lie re´el G, connexe et simplement connexe d’alge`bre de Lie g et une application
exponentielle note´e expg qui de´finit un diffe´omorphisme local en 0 ∈ g sur G.
Pour X,Y proches de 0 dans g, il existe une se´rie en des polynoˆmes de Lie, convergente
et a` valeurs dans g, note´e Z(X,Y ) telle que l’on ait
expg(X) ·G expg(Y ) = expg
(
Z(X,Y )
)
.
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C’est la se´rie de Campbell-Hausdorff. Les premiers termes sont bien connus et s’e´crivent
Z(X,Y ) = X + Y +
1
2
[X,Y ] +
1
12
[X, [X,Y ]] +
1
12
[Y, [Y,X]]+
1
48
[Y, [X, [Y,X]]] −
1
48
[X, [Y, [X,Y ]]] + · · · . (1)
Cette formule est universelle, c’est donc aussi une formule dans l’alge`bre de Lie libre
engendre´e par X,Y que l’on comple`te par le degre´ des crochets.
La conjecture combinatoire de Kashiwara–Vergne [KV] a e´te´ de´montre´e par Alekseev-
Meinrenken [AM06] en utilisant les re´sultats du troisie`me auteur [To02] et s’e´nonce de la
manie`re suivante.
The´ore`me 1 (Conjecture KV-78). Notons Z(X,Y ) la se´rie de Campbell-Hausdorff. Il existe
des se´ries F (X,Y ) et G(X,Y ) sur g⊕ g sans terme constant et a` valeurs dans g telles que
l’on ait
X + Y − log(expg(Y ) · expg(X)) =
(
1− e−adX
)
F (X,Y ) +
(
eadY − 1
)
G(X,Y ) (2)
et telle que l’identite´ de trace suivante soit ve´rifie´e
trg (adX ◦ ∂XF + adY ◦ ∂YG) =
1
2
trg
(
adX
eadX − 1
+
adY
eadY − 1
−
adZ(X,Y )
eadZ(X,Y ) − 1
− 1
)
. (3)
Si (F,G) est un couple solution des e´quations de KV-78 alors
(G(−Y,−X), F (−Y,−X))
est aussi une solution. On peut donc rechercher des solutions syme´triques, c’est-a`-dire ve´rifiant
G(X,Y ) = F (−Y,−X).
2 La solution re´soluble de Kashiwara–Vergne
Dans leur article, Kashiwara et Vergne proposent, dans le cas re´soluble, une solution
syme´trique (F 0, G0) de se´ries de Lie universelles. Il existe dans le cas quadratique, deux solu-
tions [Ve, AM02] qui sont toutefois diffe´rentes de la solution re´soluble. Dans [B], est propose´e
une solution pour la premie`re e´quation, qu’il serait inte´ressant de comparer avec la solution
re´soluble.
Suivant [Rou86] le couple de solutions propose´ dans [KV] se de´crit de la manie`re suivante :
notons ψ la fonction analytique au voisinage de 0 de´finie par
ψ(z) =
ez − 1− z
(ez − 1)(1 − e−z)
.
Soit Z(t) = Z(tX, tY ) ; posons
F 1(X,Y ) =
(∫ 1
0
1− e−t adX
1− e−adX
◦ ψ(adZ(t))dt
)
(X + Y )
2
et G1(X,Y ) = F 1(−Y,−X). Posons alors
F 0(X,Y ) =
1
2
(
F 1(X,Y ) + eadXF 1(−X,−Y )
)
+
1
4
(Z(X,Y )−X) (4)
et G0(X,Y ) = F 0(−Y,−X).
Par construction ([KV], [Rou86]) ce couple (F 0, G0) ve´rifie l’e´quation (2) pour toute
alge`bre de Lie (pas uniquement les alge`bres re´solubles). Le couple (F 0, G0) ve´rifie aussi
l’e´quation de trace (3) dans le cas re´soluble. On appellera ce couple : solution re´soluble.
On va montrer que cette solution ne convient pas pour les alge`bres de Lie ge´ne´rales a`
partir du degre´ 8.
Les premiers termes de la se´rie ont e´te´ calcule´s, a` la main, jusqu’a` l’ordre 4 par Rouvie`re
dans [Rou86], mais Rouvie`re a mene´ les calculs jusqu’a` l’ordre 6. On trouve
F 0(X,Y ) =
1
4
Y +
1
24
[X,Y ]−
1
48
[X, [X,Y ]]−
1
48
[Y, [X,Y ]]
−
1
180
[X, [X, [X,Y ]]]−
1
480
[Y, [X, [X,Y ]]] +
1
360
[Y, [Y, [X,Y ]]] + . . . (5)
Comme notre couple est syme´trique on a G0(X,Y ) = F (−Y,−X).
3 Pre´sentation des programmes
3.1 Proce´dures Maple et calcul en Matlab
Notre programme en Maple, e´crit par les deux derniers auteurs (P. Harinck et C. Toros-
sian) est disponible sur :
http://www.institut.math.jussieu.fr/~torossian/publication/pubindex.html
Notre programme calcule pour N donne´ les termes d’ordre N de F 0(X,Y ) graˆce a` la
proce´dure procedure KV(N).
Ces termes sont obtenus sous formes de crochets ite´re´s. Afin d’e´viter les redondances et
pour e´conomiser un peu de place, nous avons pre´sente´s, dans cette note, les re´sultats dans
la base de Hall. Les calculs ont e´te´ fait sous Matlab, graˆce au package Lafree dans Diffman
et disponible sur Internet. Ce package est tre`s facile d’utilisation, il permet de ge´ne´rer une
base de Hall et de calculer les coordonne´es de tout mot de Lie e´crit dans cette base graˆce a`
la fonction getvector.
Notre programme Maple calcule par la proce´dure procedure SM(N), dans Ass2 l’alge`bre
associative libre engendre´e par deux variables 1 = adX, 2 = adY , les termes d’ordre N dans
1
2
(
adX
eadX − 1
+
adY
eadY − 1
−
adZ(X,Y )
eadZ(X,Y ) − 1
− 1
)
.
3
On de´termine alors les coordonne´es dans une base des mots cycliques. La base choisie est
indique´e dans la note.
Nous avons remplace´ comme dans [AT] la condition de trace, par une e´galite´ dans l’espace
vectoriel gradue´ cy2 := Ass2/ < ab − ba, a, b ∈ Ass2 >, c’est a` dire que le mot x1x2 . . . xn
est identifie´ au mot x2x3 . . . xnx1. C’est l’espace vectoriel engendre´ par les mots cycliques
1.
C’est en effet la seule relation universelle ve´rifie´e par la trace. On n’a pas cherche´ a` optimiser
informatiquement cette partie, car notre objectif e´tait l’ordre d’atteindre l’ordre 8 ou 10.
3.2 Programme Caml et re´sultats comple´mentaires dus a` L. Albert et
C. Torossian
Le premier auteur (L.A.) a e´crit un programme CharlesKV2.ML en Caml, inde´pendant
du programme Maple, disponible sur la page web du troisie`me auteur (C.T.)
http://www.institut.math.jussieu.fr/~torossian/publication/pubindex.html. Le pro-
gramme calcule
adX ◦ ∂XF + adY ◦ ∂YG
dans la base cyclique ge´ne´re´e par le programme.
Ce programme a permis de ve´rifier jusqu’a` l’ordre 16 la conjecture de [AT] concernant
l’e´galite´ des dimensions entre l’alge`bre de Lie k̂v2 de´finie dans [AT] et l’alge`bre grt1 de´finie
par Drinfeld [Dr]. Plus pre´cise´ment on calcule pour un degre´ N donne´ la dimension du noyau
du syste`me qui de´finit l’alge`bre de Lie kv2 : (A,B) couple de mots de Lie en deux variables
X,Y de degre´ N ve´rifiant les deux e´quations suivantes
[X,A(X,Y )] + [Y,B(X,Y )] = 0 (6)
trg
(
∂XA(X,Y ) ◦ adX + ∂YB(X,Y ) ◦ adY
)
= 0. (7)
Graˆce au package Lafree on calcule la matrice correspondant a` la premie`re e´quation.
Graˆce au programme Caml du premier auteur, on peut de´terminer la matrice correspondant
a` la deuxie`me e´quation. La complexite´ croit de manie`re exponentielle et les programmes sont
fortement re´cursifs. Il en re´sulte des difficulte´s de gestion de me´moire et de temps de calculs.2
Sur la page web du troisie`me auteur (C. T.), on trouvera les matrices du syste`me kv2 pour
N = 13, 14, 15, 16 sous forme sparse zippe´e.3
En degre´ 8, on obtient une unique solution.
1Dans [B] cet espace est aussi conside´re´.
2Pour N=16, il a fallu 18h sur un ordinateur puissant pour obtenir la matrice de la seconde e´quation. La
matrice occupe 100MB de fichier texte.
3Sous les conseils de Roman Pearce, le calcul du rang se fait par re´duction modulo p a` partir de N = 15
car les matrices sont de taille trop importante. Cette re´duction modulo p ne fait que majorer la dimension du
noyau. Par ailleurs les re´sultats de [AT] et [Ra] (cf. plus loin) minorent la dimension. Cela permet de conclure
sur la dimension exacte.
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A(x, y) = 4 ∗ [[x, y], [y, [x, [x, [x, [x, y]]]]]] + 6 ∗ [[x, y], [y, [y, [x, [x, [x, y]]]]]]
− 6 ∗ [[x, y], [y, [y, [y, [x, [x, y]]]]]] − 4 ∗ [[x, y], [y, [y, [y, [y, [x, y]]]]]]
− 4 ∗ [[x, y], [[x, y], [x, [x, [x, y]]]]] + 6 ∗ [[x, [x, y]], [y, [x, [x, [x, y]]]]]
+ 6 ∗ [[x, [x, y]], [y, [y, [x, [x, y]]]]] − 3 ∗ [[x, [x, y]], [y, [y, [y, [x, y]]]]]
+ 2 ∗ [[x, [x, y]], [[x, y], [x, [x, y]]]] − 3 ∗ [[x, [x, y]], [[x, y], [y, [x, y]]]]
+ 4 ∗ [[y, [x, y]], [x, [x, [x, [x, y]]]]] + 9 ∗ [[y, [x, y]], [y, [x, [x, [x, y]]]]]
− 12 ∗ [[y, [x, y]], [y, [y, [x, [x, y]]]]] − 10 ∗ [[y, [x, y]], [y, [y, [y, [x, y]]]]]
+ 9 ∗ [[y, [x, y]], [[x, y], [x, [x, y]]]] − 3 ∗ [[y, [x, y]], [[x, y], [y, [x, y]]]]
− 6 ∗ [[x, [x, [x, y]]], [y, [x, [x, y]]]] − 3 ∗ [[x, [x, [x, y]]], [y, [y, [x, y]]]]
+ 3 ∗ [[y, [x, [x, y]]], [y, [y, [x, y]]]] (8)
B(x, y) = −4 ∗ [[x, y], [x, [x, [x, [x, [x, y]]]]]] − 6 ∗ [[x, y], [y, [x, [x, [x, [x, y]]]]]]
+ 6 ∗ [[x, y], [y, [y, [x, [x, [x, y]]]]]] + 4 ∗ [[x, y], [y, [y, [y, [x, [x, y]]]]]]
− 12 ∗ [[x, y], [[x, y], [x, [x, [x, y]]]]] + 18 ∗ [[x, y], [[x, y], [y, [x, [x, y]]]]]
+ 12 ∗ [[x, y], [[x, y], [y, [y, [x, y]]]]] − 10 ∗ [[x, [x, y]], [x, [x, [x, [x, y]]]]]
− 12 ∗ [[x, [x, y]], [y, [x, [x, [x, y]]]]] + 9 ∗ [[x, [x, y]], [y, [y, [x, [x, y]]]]]
+ 4 ∗ [[x, [x, y]], [y, [y, [y, [x, y]]]]] − 9 ∗ [[x, [x, y]], [[x, y], [x, [x, y]]]]
− 3 ∗ [[y, [x, y]], [x, [x, [x, [x, y]]]]] + 6 ∗ [[y, [x, y]], [y, [x, [x, [x, y]]]]]
+ 6 ∗ [[y, [x, y]], [y, [y, [x, [x, y]]]]] + 9 ∗ [[y, [x, y]], [[x, y], [x, [x, y]]]]
+ 4 ∗ [[y, [x, y]], [[x, y], [y, [x, y]]]] − 3 ∗ [[x, [x, [x, y]]], [y, [x, [x, y]]]]
+ 3 ∗ [[x, [x, [x, y]]], [y, [y, [x, y]]]] + 6 ∗ [[y, [x, [x, y]]], [y, [y, [x, y]]]] (9)
On pre´sente ci-dessous notre tableau de re´sultats (dus a` L. Albert et C. Torossian), ou` on
a fait figurer la dimension dN en degre´ N de l’alge`bre de Lie libre en deux ge´ne´rateurs Lie2,
la dimension cN en degre´ N de l’espace vectoriel des mots cycliques en deux ge´ne´rateurs cy2.
Notre syste`me kv2(N) en degre´ N est de taille ((dN+1+ cN )× 2dN ). Pour N = 16 la matrice
est de taille (11826, 8160).
D’apre`s [AT] E := k̂v2/kv2 est concentre´ en degre´ impair et on a dimE2n+1 = 1 pour
n ≥ 1. Les dimensions de k̂v2(N) s’en de´duisent alors. En degre´ N = 1, on trouve un e´le´ment
central dans k̂v2, note´ t = (Y,X) dans [AT].
N 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Lie2(N) 2 1 2 3 6 9 18 30 56 99 186 335 630 1161 2182 4080
cy2(N) 2 3 4 6 8 14 20 36 60 108 188 352 632 1182 2192 4116
kv2(N) 1 0 0 0 0 0 0 1 0 1 1 2 2 3 3 5
k̂v2(N) 1 0 1 0 1 0 1 1 1 1 2 2 3 3 4 5
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Dans [Ra] Racinet introduit une alge`bre gradue´e drm0 dont les dimensions jusqu’en degre´
N = 19 sont calcule´es dans [ENR]. Ces trois auteurs montrent, jusqu’en degre´ N = 19,
l’inclusion drm0 ⊂ grt1, ou` grt1 est l’alge`bre de Lie introduite par Drinfeld [Dr] . Par ailleurs
d’apre`s [AT] on a l’inclusion en tout degre´ grt1 ⊂ k̂v2.
Les dimensions de dmr0 sont identiques [ENR] a` celles de k̂v2 (pour N ≥ 2), on en de´duit
l’e´galite´ dmr0 = grt1 = k̂v2/ < t > jusqu’en degre´ N = 16.
L’alge`bre de Drinfeld est conjecturalement e´gale a` une alge`bre de Lie libre engendre´e
par des ge´ne´rateurs en degre´ impair σ3, σ5, ..... L’e´le´ment de degre´ 8 ci-dessus correspond au
terme [σ3, σ5].
4 Equations de Trace pour le couple (F 0, G0)
On va comparer, pour le couple syme´trique (F 0, G0) de l’e´quation (2), les deux membres
de l’e´quation de trace (3) graˆce aux deux programmes inde´pendants.
4.1 Equation de trace a` l’ordre 5 et 7
Voici les termes d’ordre 5, 7 pour F 0(X,Y ) calcule´s par le programme Maple.
Ordre 5 : Au terme 12880 pre`s il vaut
[X, [X, [X, [X,Y ]]]] + 8 ∗ [Y, [X, [X, [X,Y ]]]] + 8 ∗ [Y, [Y, [X, [X,Y ]]]]
+ [Y, [Y, [Y, [X,Y ]]]] + 6 ∗ [[X,Y ], [X, [X,Y ]]] + 2 ∗ [[X,Y ], [Y, [X,Y ]]]
Ordre 7 : Au terme 11209600 pre`s il vaut
− 10 ∗ [X, [X, [X, [X, [X, [X,Y ]]]]]] − 120 ∗ [Y, [X, [X, [X, [X, [X,Y ]]]]]]
− 380 ∗ [Y, [Y, [X, [X, [X, [X,Y ]]]]]] − 380 ∗ [Y, [Y, [Y, [X, [X, [X,Y ]]]]]]
− 120 ∗ [Y, [Y, [Y, [Y, [X, [X,Y ]]]]]]− 10 ∗ [Y, [Y, [Y, [Y, [Y, [X,Y ]]]]]]
− 150 ∗ [[X,Y ], [X, [X, [X, [X,Y ]]]]] − 940 ∗ [[X,Y ], [Y, [X, [X, [X,Y ]]]]]
− 960 ∗ [[X,Y ], [Y, [Y, [X, [X,Y ]]]]] − 210 ∗ [[X,Y ], [Y, [Y, [Y, [X,Y ]]]]]
− 240 ∗ [[X,Y ], [[X,Y ], [X, [X,Y ]]]]− 60 ∗ [[X,Y ], [[X,Y ], [Y, [X,Y ]]]]
− 60 ∗ [[X, [X,Y ]], [X, [X, [X,Y ]]]] + 30 ∗ [[X, [X,Y ]], [Y, [X, [X,Y ]]]]
+ 360 ∗ [[X, [X,Y ]], [Y, [Y, [X,Y ]]]]− 740 ∗ [[Y, [X,Y ]], [X, [X, [X,Y ]]]]
− 1170 ∗ [[Y, [X,Y ]], [Y, [X, [X,Y ]]]] − 180 ∗ [[Y, [X,Y ]], [Y, [Y, [X,Y ]]]]
Pour les deux couples d’ordre 5 et 7, le membre de gauche de (3) calcule´ par le programme
Caml, donne 0 dans les bases cycliques. Il est donc e´gal au le membre de droite qui est nul
aussi pour des raisons de parite´. En effet la se´rie de Bernoulli est paire a` partir de l’ordre
2, de plus Z(−X,−Y ) = −Z(Y,X) et Z(Y,X) est conjugue´ a` Z(X,Y ). Donc le membre de
droite de (3) n’a que des termes en degre´ total pair.
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4.2 Equation de trace a` l’ordre 6
Voici les termes d’ordre 6 pour F 0(X,Y ) calcule´s par le programme Maple.
Ordre 6 : Au terme 1120960 pre`s il vaut
24 ∗ [X, [X, [X, [X, [X,Y ]]]]] + 69 ∗ [Y, [X, [X, [X, [X,Y ]]]]] + 20 ∗ [Y, [Y, [X, [X, [X,Y ]]]]]
− 39 ∗ [Y, [Y, [Y, [X, [X,Y ]]]]]− 12 ∗ [Y, [Y, [Y, [Y, [X,Y ]]]]] + 144 ∗ [[X,Y ], [X, [X, [X,Y ]]]]
+ 114 ∗ [[X,Y ], [Y, [X, [X,Y ]]]] + 18 ∗ [[X,Y ], [Y, [Y, [X,Y ]]]]− 18 ∗ [[X, [X,Y ]], [Y, [X,Y ]]]
Conside´rons la base des mots cyclique de longueur 6 suivante :
C6[1] := [1, 1, 1, 1, 1, 1]; C6[2] := [1, 1, 1, 1, 1, 2];
C6[3] := [1, 1, 2, 1, 1, 2]; C6[4] := [1, 1, 1, 2, 1, 2];
C6[5] := [1, 2, 1, 2, 1, 2]; C6[6] := [1, 1, 1, 1, 2, 2];
C6[7] := [1, 1, 2, 2, 1, 2]; C6[8] := [1, 1, 2, 1, 2, 2];
C6[9] := [1, 2, 2, 1, 2, 2]; C6[10] := [1, 1, 1, 2, 2, 2];
C6[11] := [1, 2, 1, 2, 2, 2]; C6[12] := [1, 1, 2, 2, 2, 2];
C6[13] := [1, 2, 2, 2, 2, 2]; C6[14] := [2, 2, 2, 2, 2, 2]
Notre programme en Maple a calcule´, au facteur 1120960 pre`s, les coordonne´es dans la base
cyclique du terme de droite de (3). On trouve :
[0,−12, 36,−96,−144, 30, 72, 72, 36,−40,−96, 30,−12, 0]
Le programme en Caml calcule les coordonne´es dans la base cyclique ci-dessus, le membre
de gauche de (3). On trouve au facteur 1120960 pre`s
[0,−12, 36,−96,−144, 30, 72, 72, 36,−40,−96, 30,−12, 0]
Il y a donc bien e´galite´ a` l’ordre 6 dans l’e´quation de trace (3).
4.3 De´faut de l’e´quation de trace a` l’ordre 8
Ordre 8 : Au terme 121772800 pre`s il vaut
7
− 144 ∗ [X, [X, [X, [X, [X, [X, [X,Y ]]]]]]]− 666 ∗ [Y, [X, [X, [X, [X, [X, [X,Y ]]]]]]]
− 1116 ∗ [Y, [Y, [X, [X, [X, [X, [X,Y ]]]]]]]− 315 ∗ [Y, [Y, [Y, [X, [X, [X, [X,Y ]]]]]]]
+ 612 ∗ [Y, [Y, [Y, [Y, [X, [X, [X,Y ]]]]]]] + 414 ∗ [Y, [Y, [Y, [Y, [Y, [X, [X,Y ]]]]]]]
+ 72 ∗ [Y, [Y, [Y, [Y, [Y, [Y, [X,Y ]]]]]]]− 2160 ∗ [[X,Y ], [X, [X, [X, [X, [X,Y ]]]]]]
− 6618 ∗ [[X,Y ], [Y, [X, [X, [X, [X,Y ]]]]]]− 4940 ∗ [[X,Y ], [Y, [Y, [X, [X, [X,Y ]]]]]]
− 226 ∗ [[X,Y ], [Y, [Y, [Y, [X, [X,Y ]]]]]] + 264 ∗ [[X,Y ], [Y, [Y, [Y, [Y, [X,Y ]]]]]]
− 5712 ∗ [[X,Y ], [[X,Y ], [X, [X, [X,Y ]]]]]− 6480 ∗ [[X,Y ], [[X,Y ], [Y, [X, [X,Y ]]]]]
− 1188 ∗ [[X,Y ], [[X,Y ], [Y, [Y, [X,Y ]]]]]− 2160 ∗ [[X, [X,Y ]], [X, [X, [X, [X,Y ]]]]]
− 3852 ∗ [[X, [X,Y ]], [Y, [X, [X, [X,Y ]]]]]− 1970 ∗ [[X, [X,Y ]], [Y, [Y, [X, [X,Y ]]]]]
− 1166 ∗ [[X, [X,Y ]], [Y, [Y, [Y, [X,Y ]]]]]− 1464 ∗ [[X, [X,Y ]], [[X,Y ], [X, [X,Y ]]]]
+ 3280 ∗ [[X, [X,Y ]], [[X,Y ], [Y, [X,Y ]]]]− 3738 ∗ [[Y, [X,Y ]], [X, [X, [X, [X,Y ]]]]]
− 3360 ∗ [[Y, [X,Y ]], [Y, [X, [X, [X,Y ]]]]] + 2356 ∗ [[Y, [X,Y ]], [Y, [Y, [X, [X,Y ]]]]]
+ 750 ∗ [[Y, [X,Y ]], [Y, [Y, [Y, [X,Y ]]]]]− 5520 ∗ [[Y, [X,Y ]], [[X,Y ], [X, [X,Y ]]]]
− 356 ∗ [[Y, [X,Y ]], [[X,Y ], [Y, [X,Y ]]]] + 2412 ∗ [[X, [X, [X,Y ]]], [Y, [X, [X,Y ]]]]
+ 580 ∗ [[X, [X, [X,Y ]]], [Y, [Y, [X,Y ]]]]− 2884 ∗ [[Y, [X, [X,Y ]]], [Y, [Y, [X,Y ]]]]
Conside´rons la base des mots cycliques de longueur 8 suivante :
C8[1] := [1, 1, 1, 1, 1, 1, 1, 1]; C8[2] := [1, 1, 1, 1, 1, 1, 1, 2];
C8[3] := [1, 1, 1, 2, 1, 1, 1, 2]; C8[4] := [1, 1, 1, 1, 2, 1, 1, 2];
C8[5] := [1, 1, 1, 1, 1, 2, 1, 2]; C8[6] := [1, 1, 2, 1, 1, 2, 1, 2];
C8[7] := [1, 1, 1, 2, 1, 2, 1, 2]; C8[8] := [1, 2, 1, 2, 1, 2, 1, 2];
C8[9] := [1, 1, 1, 1, 1, 1, 2, 2]; C8[10] := [1, 1, 1, 1, 2, 2, 1, 2];
C8[11] := [1, 1, 1, 2, 2, 1, 1, 2]; C8[12] := [1, 1, 1, 2, 1, 1, 2, 2];
C8[13] := [1, 1, 2, 2, 1, 2, 1, 2]; C8[14] := [1, 1, 2, 2, 1, 1, 2, 2];
C8[15] := [1, 1, 1, 1, 2, 1, 2, 2]; C8[16] := [1, 1, 2, 1, 2, 2, 1, 2];
C8[17] := [1, 1, 2, 1, 2, 1, 2, 2]; C8[18] := [1, 1, 1, 2, 2, 1, 2, 2];
C8[19] := [1, 2, 1, 2, 2, 1, 2, 2]; C8[20] := [1, 1, 1, 1, 1, 2, 2, 2];
C8[21] := [1, 1, 1, 2, 2, 2, 1, 2]; C8[22] := [1, 1, 2, 1, 1, 2, 2, 2];
C8[23] := [1, 1, 2, 2, 2, 1, 2, 2]; C8[24] := [1, 1, 1, 2, 1, 2, 2, 2];
C8[25] := [1, 2, 1, 2, 1, 2, 2, 2]; C8[26] := [1, 1, 2, 2, 1, 2, 2, 2];
C8[27] := [1, 2, 2, 2, 1, 2, 2, 2]; C8[28] := [1, 1, 1, 1, 2, 2, 2, 2];
C8[29] := [1, 1, 2, 2, 2, 2, 1, 2]; C8[30] := [1, 1, 2, 1, 2, 2, 2, 2];
C8[31] := [1, 2, 2, 1, 2, 2, 2, 2]; C8[32] := [1, 1, 1, 2, 2, 2, 2, 2];
C8[33] := [1, 2, 1, 2, 2, 2, 2, 2]; C8[34] := [1, 1, 2, 2, 2, 2, 2, 2];
C8[35] := [1, 2, 2, 2, 2, 2, 2, 2]; C8[36] := [2, 2, 2, 2, 2, 2, 2, 2]
Le terme d’ordre 8 du membre de droite de (3) dans la base cyclique ci-dessus vaut
exactement d’apre`s le programme Maple (au facteur 121772800 pre`s)
8
[0, 72, 720,−1080, 864,−2160, 4320, 4320,−252, -1080,0,0,
− 2160, 540, -1080,−2160,−2160, 0,−2160, 504, 1440, 0, 0, 1440, 4320,
0, 720,−630, -1080,-1080,−1080, 504, 864,−252, 72, 0]
Le programme Caml a calcule´, pour la composante de degre´ 8 du couple (F 0, G0), les
coordonne´es dans la base cyclique ci-dessus, de
adX ◦ ∂XF + adY ◦ ∂YG
et trouve (au facteur 121772800 pre`s)
[0, 72, 720,−1080, 864,−2160, 4320, 4320,−252, -1088, 40, -40,
− 2160, 540, -1072,−2160,−2160, 0,−2160, 504, 1440, 0, -40, 1440, 4320,
40, 720,−630, -1072, -1088,−1080, 504, 864,−252, 72, 0]
Comme on le constate, la diffe´rence est non nulle et vaut (au facteur 121772800 pre`s)
8 ∗ [1, 1, 1, 1, 2, 2, 1, 2] − 8 ∗ [1, 1, 1, 1, 2, 1, 2, 2] − 8 ∗ [1, 1, 2, 2, 2, 2, 1, 2] (10)
+8 ∗ [1, 1, 2, 1, 2, 2, 2, 2] + 40 ∗ [1, 1, 1, 2, 1, 1, 2, 2] − 40 ∗ [1, 1, 1, 2, 2, 1, 1, 2]
+40 ∗ [1, 1, 2, 2, 2, 1, 2, 2] − 40 ∗ [1, 1, 2, 2, 1, 2, 2, 2],
c’est a` dire en notant x = adX, y = adY ,
8∗trg
(
x4y2xy − x4yxy2 − x2y4xy + x2yxy4
)
+40∗trg
(
x3yx2y2 − x3y2x2y + x2y3xy2 − x2y2xy3
)
On en de´duit le re´sultat annonce´ :
The´ore`me 2. La solution propose´e par Kashiwara et Vergne [KV] dans le cas re´soluble a` la
conjecture KV-78 ne convient pas en degre´ 8 pour les alge`bres de Lie ge´ne´rales.
Preuve : Notons x = adX, y = adY . Conside´rons les termes de degre´ 3 en y. Il suffit de
trouver une alge`bre de Lie telle que trg(x
4y2xy − x4yxy2) + 5 ∗ trg
(
x3yx2y2 − x3y2x2y
)
6= 0.
Conside´rons g = gl(n,R) × V avec V une repre´sentation telle que V ∗ ne soit pas isomorphe
a` V . On prendra pour V la repre´sentation standard.
Pour X,Y deux matrices, l’action adjointe dans g laisse stable gl(n,R) et V . La compo-
sante sur gl(n,R) de la trace sera nulle car gl(n,R) est une alge`bre quadratique, et donc nos
expressions valent les traces matricielles standards. On peut prendre par exemple
X :=

 1 1 00 0 1
0 0 0

 Y :=

 0 0 01 0 0
0 −1 0

 .
On trouve tr(X4Y 2XY ) = −1, tr(X4Y XY 2) = 1, tr(X3Y X2Y 2) = tr(X3Y 2X2Y ) = −1
ce qui permet de conclure.

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Remarque dans le cas quadratique : La diffe´rence (10) est nulle pour les alge`bres
quadratiques. On a ve´rifie´ que les termes d’ordre 10 du membre de gauche et du membre de
droite (3) sont distincts, mais que leur diffe´rence s’annule dans le cas quadratique. On peut
donc penser que le couple re´soluble de Kashiwara-Vergne, re´sout aussi les e´quations dans
le cas des alge`bres quadratiques. Ceci a e´te´ ve´rifie´ pour sl(2,R) dans [Rou81]. Dans le cas
quadratique [Ve] et [AM02] proposent des solutions distinctes de la solution re´soluble. Ces
deux solutions du cas quadratique ne sont pas universelles d’apre`s [AP].
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