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Notations
Les notations présentées ici sont valables dans l’intégralité du document et ne sont pas rappelées
par la suite.
Tenseurs d’ordre 1
• Les vecteurs sont notés en gras.
• La transposée d’un vecteur u est notée uT .
Tenseurs d’ordre 2
• Les tenseurs d’ordre 2 sont notés en gras.
• Le tenseur identité d’ordre 2 est noté I.
• Soit q un tenseur symétrique d’ordre 2 :
• La partie hydrostatique de q est notée qm et vaut 13Tr(q).
• La partie déviatorique de q est notée qd et vaut :
qd = q − qmI. (1)
• Si q est un tenseur de contrainte, alors la contrainte équivalente qeq est égale à
√
3
2qd : qd.
• Si q est un tenseur de déformation, alors la déformation équivalente qeq est égale à
√
2
3qd : qd.
• La notation vectorielle suivante de q est parfois utilisée (comme dans Suquet et Bornert
(2001)) :
{q} =
(
q11, q22, q33,
√
2q23,
√
2q31,
√
2q12
)T
, (2)
où chaque composante ij de q est notée qij.
Tenseurs d’ordre 4
• Les tenseurs d’ordre 4 sont notés en gras.
• Le tenseur identité d’ordre 4 projetant tout tenseur d’ordre 2 sur sa partie symétrique est
notée ID. La composante ijkl de ID est égale à 12 (IikIjl + IilIjk).
• Les tenseurs J etK projetent tout tenseur d’ordre 2 symétrique respectivement sur sa partie
hydrostatique et déviatorique. La composante ijkl de J est égale à 13IijIkl et K est égal à
ID − J .
• Soit Co un tenseur de raideur isotrope. Les coeﬃcients de compressibilité et de cisaillement
associés à Co sont notés respectivement ko et µo.
• La notation matricielle d’un tenseur Q d’ordre 4 présentant les symétries mineures (Qijkl =
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Qjikl = Qijlk = Qjilk) est parfois utilisée :
Q1111 Q1122 Q1133
√
2Q1123
√
2Q1131
√
2Q1112
Q2211 Q2222 Q2233
√
2Q2223
√
2Q2231
√
2Q2212
Q3311 Q3322 Q3333
√
2Q3323
√
2Q3331
√
2Q3312√
2Q2311
√
2Q2322
√
2Q2333 2Q2323 2Q2331 2Q2312√
2Q3111
√
2Q3122
√
2Q3133 2Q3123 2Q3131 2Q3112√
2Q1211
√
2Q1222
√
2Q1233 2Q1223 2Q1231 2Q1212

. (3)
Divers opérateurs
• Le symbole Tr désigne la trace.
• Le symbole div désigne la divergence.
• Le symbole ⊗ désigne le produit tensoriel.
• Le symbole · désigne le produit scalaire.
• Le symbole : désigne le produit doublement contracté.
• La transposée d’une matrice Q est notée QT .
• Le symbole 〈q〉V désigne la moyenne volumique de q sur le domaine V (opérateur de moyenne) :
〈q〉V =
1
|V |
∫
V
q dV, (4)
où le volume de V est noté |V | (le symbole ∂V désigne, quant à lui, la surface extérieure de
V ).
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Chapitre 1
Introduction
L’Institut de Radioprotection et de Sûreté Nucléaire (IRSN) mène conjointement des recherches
et des expertises scientiﬁques dans les disciplines du risque, de la sûreté et de la sécurité des instal-
lations nucléaires, du transport et du contrôle des matières nucléaires et sensibles, de la protection
de l’environnement et de la santé. Dans le cadre de la sûreté des installations nucléaires, le Service
d’Etude et de Modélisation du Combustible en situation Accidentelle (SEMCA) eﬀectue, au sein de
la Direction de la Prévention des Accidents Majeurs (DPAM), des recherches sur le comportement
thermomécanique du combustible des réacteurs nucléaires en dehors des conditions nominales de
fonctionnement.
Ce travail, réalisé au SEMCA, entre dans le cadre des programmes de modélisation avancée de
l’IRSN et d’Electricité de France (EdF) relatifs à l’étude de l’accident de réactivité dans les réac-
teurs à eau sous pression. L’application de ce travail concerne l’étude du comportement mécanique
de l’oxyde d’uranium UO2 fortement irradié lors d’un tel accident de réactivité. Les motivations de
ce travail sont présentées dès le chapitre 2. Pour l’essentiel, l’accident de réactivité constitue, pour
la classe des réacteurs à eau sous pression, un accident de dimensionnement : c’est un un accident
dont l’occurrence et les éventuelles conséquences doivent être étudiées par l’exploitant nucléaire à
la conception de ces réacteurs et lors de la déﬁnition et de la mise en place de leurs gestions. D’une
façon générale, étudier le comportement du combustible nucléaire — ici l’oxyde d’uranium — lors
de ces accidents revient à contribuer, à l’échelle la plus ﬁne, à l’analyse de l’intégrité des barrières
de conﬁnements de la matière radioactive et des produits de ﬁssion associés.
Deux particularités fortes de l’étude du comportement des matériaux dans le domaine du nu-
cléaire sont, d’une part, l’évolution constante de leur microstructure lors de leur vie en réacteur
(irradiation, physico-chimie complexe) et d’autre part, l’extrême diﬃculté à procéder à des mesures
locales en ligne de leur comportement. Ces deux particularités font que la modélisation multi-échelle
constitue une démarche naturelle dans la prédiction quantitative du comportement de ces maté-
riaux après un temps donné de séjour en réacteur.
L’évolution de la microstructure du combustible UO2 n’échappe pas à cette règle. Cette céra-
mique poreuse présente à l’état non irradié des macro-pores de fabrication d’échelle micrométrique,
dont la géométrie est souvent assimilée à des sphères et dont l’état initial est sans pression. Lors
de son séjour en réacteur, une étape de densiﬁcation du combustible conduit progressivement à la
diminution de cette population de pores au proﬁt de deux autres populations qui se développent à
des échelles inférieures. Le combustible fortement irradié exhibe ainsi deux nouvelles populations
de pores distinctes par leur taille et leur forme : (1) à l’échelle du grain, une population de cavi-
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tés nanométriques de forme plutôt sphérique, appelées bulles intragranulaires, (2) à l’échelle d’une
collection de grains, une population de cavités micrométriques de forme plutôt ellipsoïdale aplatie,
appelées bulles intergranulaires. Du point de vue d’une modélisation multi-échelle, il semble légi-
time de considérer que la taille de ces deux nouvelles populations de pores est compatible avec une
hypothèse de séparation d’échelle, et que leur distribution est isotrope en espace et en orientation
(orientations équiprobables). Par ailleurs, ces deux populations sont saturées par la présence de pro-
duits de ﬁssions gazeux. Durant un accident de réactivité, la température du matériau augmente
fortement, ce qui induit une forte augmentation du chargement d’origine thermique ainsi qu’une
forte augmentation des pressions dans ces bulles. Les bulles intergranulaires croissent, coalescent
et des macroﬁssures apparaissent, conduisant ainsi, à la ruine totale du matériau et à la création
de chemins d’écoulement pour la libération des gaz de ﬁssion.
Ce travail propose un modèle d’endommagement ductile pour décrire le comportement élasto-
plastique du matériau avec gonﬂement des bulles inter et intragranulaires puis percolation des bulles
intergranulaires. Comme annoncé, la modélisation proposée est basée sur une approche multi-échelle
sous l’hypothèse de séparation d’échelle et les propriétés eﬀectives du matériau global sont obte-
nues en deux étapes : (étape 1) les propriétés eﬀectives du milieu à la première échelle (échelle des
bulles intragranulaires) sont déterminées ; (étape 2) le matériau possédant ces propriétes eﬀectives
constitue la matrice du milieu poreux à l’échelle supérieure (échelle des bulles intergranulaires). Le
modèle élastoplastique endommageable proposé par cette démarche traite séparément de l’élasti-
cité, de la surface de plasticité — ou surface de charge — puis de l’évolution des paramètres internes
du modèle avec le chargement. Ce modèle est ensuite enrichi a posteriori pour prendre en compte
une coalescence des bulles intergranulaires compatible avec des simulations numériques. Le terme
de percolation utilisé dans le titre de ce travail est assimilé ici au phénomène de coalescence.
Le point le plus ardu de ce travail concerne la détermination de la surface de plasticité du milieu
eﬀectif constitué d’une matrice plastique parfaite (critère de Von Mises) contenant deux popula-
tions de pores sous pression — la pression et la forme étant diﬀérentes pour chaque population.
Compte tenu de l’absence d’eﬀets d’échelles dans les méthodes d’homogénéisation pour matériaux
non linéaires et de la morphologie des diﬀérentes populations de pores présentées, on peut d’ores
et déjà souligner que l’obtention d’un comportement eﬀectif drainé à l’échelle des pores sphériques
intragranulaires pour le combustible fortement irradié, fournit aussi celui du combustible vierge
(une seule population sphérique micrométrique drainée).
D’un point de vue général, les méthodes mises en œuvre dans ce travail se répartissent en trois
groupes.
1. La poroélasticité deux échelles. Les méthodes classiques en poroélasticité (Dormieux
et al. (2002)) sont ici étendues au cas deux échelles avec pression saturante diﬀérente à chaque
échelle à la manière de Dormieux et al. (2006). La morphologie et la distribution des pores sont
prises en compte à l’aide des bornes de Hashin et Shtrikman (1963) à l’échelle des petits pores
sphériques, et de Ponte Castañeda et Willis (1995) avec prise de moyenne sur les orientations
à l’échelle des larges pores ellipsoïdaux aplatis. Le comportement poroélastique eﬀectif dérive
alors d’un potentiel quadratique en déformation et en pression apparente. Cette pression
apparente se déﬁnit comme une diﬀérence entre les pressions aux deux échelles pondérées par
des termes de Biot.
2. La poroplasticité deux échelles. Dans le cadre des études de sûreté, il est usuel de distin-
guer les approches conservatives et les approches best-estimate. Les approches conservatives
s’appuient sur des combinaisons d’hypothèses restrictives aﬁn de garantir un résultat pos-
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sédant des marges confortables du point de vue de la sûreté. Les approches best-estimate
cherchent à fournir des estimations au plus juste aﬁn de connaitre l’amplitude des marges
précédentes. La démarche micromécanique développée dans cette étude vise principalement
à fournir des estimations pertinentes. Une partie du présent document s’intéresse cependant
à l’obtention de bornes supérieures minimales, de manière notamment à garantir la validité
des estimations proposées.
Deux grandes classes d’approches micromécaniques sont développées ici dans le cadre de la
poroplasticité : (1) les approches de type Gurson (1977) qui conduisent à des modèles per-
tinents sous chargements hydrostatiques ; (2) les approches de type approche variationnelle
de Ponte Castañeda (1991) ﬁables en cisaillement. Pour chacune de ces approches, une borne
supérieure rigoureuse est proposée, ainsi qu’une estimation qui tire le meilleur parti des deux
approches.
L’originalité principale de ce travail concerne le double changement d’échelle qui conduit à
étudier un matériau poreux à matrice compressible à la deuxième échelle. En particulier,
un modèle eﬃcace de poroplasticité pour matériaux poreux ﬁssurés drainés ou saturés est
obtenu.
3. Les simulations numériques multi-échelle. Trois types de méthodes numériques sont
employées dans ce travail :
– la méthode classique des éléments ﬁnis est utilisée pour la validation des modèles proposés
sur cellule unitaire (sphère ou ellipsoïde creux) ;
– la méthode de la transformée de Fourier rapide (méthode FFT), pour la validation des
modèles à l’échelle d’une collection de plusieurs cavités ;
– la méthode des éléments ﬁnis cohésifs-volumiques sur des cellules périodiques de type pavage
de Voronoï, pour l’analyse de la coalescence des bulles intergranulaires.
Ce document s’organise en quatre parties.
– Partie I — Position du problème. Cette première partie est essentiellement consacrée à
la description de la problématique industrielle, à la description du matériau d’étude et à la
présentation détaillée de la démarche de modélisation micromécanique (chapitre 2).
– Partie II — Surface de plasticité. Cette partie présente les principaux résultats obtenus
en homogénéisation non linéaire des matériaux poreux à deux échelles. Une procédure par
étape est suivie aﬁn d’aboutir à la surface de plasticité eﬀective ﬁnale. Tout d’abord, le cas
d’un milieu avec une seule population de cavité est traité (chapitre 3) pour trois cas : le cas
des cavités sphériques, celui des cavités ellipsoïdales aplaties alignées, puis celui des cavités
ellipsoïdales aplaties orientées aléatoirement (orientations équiprobables). Ensuite, le cas d’un
milieu avec les deux populations de cavité est abordé (chapitre 4), en reconsidérant les trois
cas précédents. Enﬁn, le cas non drainé est traité au chapitre 5. Des bornes supérieures et des
estimations (les plus analytiques possibles) sont déterminées pour les surfaces de plasticité
eﬀectives. Le modèle retenu pour la suite est comparé, dans le cas des cavités sphériques, à
des simulations numériques par éléments ﬁnis et, dans le cas bidimensionnel où les cavités
sont à base elliptique, à des simulations numériques par FFT.
– Partie III — Modèle d’endommagement. Cette partie détaille le modèle élastoplastique
endommageable ﬁnal. La poroélasticité est traitée et les lois d’évolution du modèle élastoplas-
tique endommageable sont proposées (chapitre 6). Ces lois d’évolution reposent sur certaines
hypothèses morphologiques et demeurent approximatives. De plus, elles ne permettent pas
de décrire la coalescence des bulles intergranulaires menant à la ruine totale du matériau.
Ce point est abordé au travers de simulations numériques macroscopiques relatives à l’UO2
fortement irradié à haute température (chapitre 7) aﬁn d’enrichir a posteriori le modèle élas-
toplastique endommageable.
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– Partie IV — Annexes techniques. Cette dernière partie rassemble des développements
techniques utilisés dans les parties II et III et les microstructures utilisées pour les simulations
numériques de la coalescence.
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Chapitre 2
Problème physique et choix de
modélisation
On rappelle que ce travail entre dans le cadre de modélisations avancées relatives à l’étude de
l’accident de réactivité (RIA, Reactivity Initiated Accident) dans les réacteurs à eau sous pres-
sion (REP) et que l’application de ce travail concerne l’étude du comportement mécanique de
l’oxyde d’uranium UO2 fortement irradié lors d’un accident de réactivité. Ce chapitre traite du
contexte général en présentant quelques données relatives aux REP et au RIA (section 2.1). Puis
l’oxyde d’uranium UO2 est plus précisément présenté (microstructure du matériau fortement irra-
dié, propriétés à l’état vierge). Cette présentation de l’UO2 fortement irradié conduit aux objectifs
applicatifs de ce travail, qui consistent à disposer d’un modèle complet pour décrire le comporte-
ment mécanique de ce matériau (section 2.2). Ce travail est une approche multi-échelle visant à
modéliser le comportement poroélastoplastique endommageable du matériau. Une étude numérique
concernant la ruine totale du matériau permet d’enrichir a posteriori le modèle obtenu (section 2.3).
2.1 Le contexte : accident de réactivité dans les réacteurs à eau
sous pression1
Un réacteur à eau sous pression (REP) est constitué d’assemblages combustibles (157 pour un
réacteur 900 MWe, 193 pour un réacteur 1300 MWe). Chaque assemblage comprend 264 crayons
combustibles disposés en un réseau carré 17∗17, un tube d’instrumentation central, 24 tubes-guides
servant au passage des barres de contrôle (qui peuvent recevoir des crayons absorbant les neutrons
aﬁn de limiter la puissance du réacteur). Chaque crayon combustible est composé d’une gaine (tube
cylindrique) en alliage de Zirconium fermée à chaque extrémité par un bouchon soudé à la gaine.
Chaque gaine comprend une colonne de pastilles de combustible (256 pastilles) empilées les unes
sur les autres. Les gaines sont extrêmement élancées (environ 4 m de long, 1 cm de diamètre et
0.5 mm d’épaisseur). Le combustible est constitué soit d’oxyde d’uranium enrichi UO2 soit d’oxyde
mixte d’uranium et de plutonium (en général appelé Mixed OXide, MOX). Le crayon est fermé
sous hélium à une pression supérieure ou égale à 25 bars à froid aﬁn de "contrebalancer" l’eﬀet
de la pression externe du ﬂuide caloporteur sur la gaine. Chaque pastille de combustible forme un
cylindre de 8.2 mm de diamètre et de 13.5 mm de hauteur environ. La Fig. 2.1 montre un schéma
d’un assemblage ainsi qu’une coupe d’un crayon de combustible pour REP. La Fig. 2.2 présente
un schéma d’une pastille de combustible d’UO2.
En fonctionnement nominal, il est à noter que le ﬂuide caloporteur est à 155 bars pour une
1Les quelques données présentées ici sont principalement issues de Bailly et al. (1996).
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Fig. 2.1 – Assemblage et coupe d’un crayon de combustible pour réacteur à eau sous pression
(d’après Bailly et al. (1996)).
température d’environ 300 °C. Toujours en fonctionnement nominal, la température d’une pastille
de combustible UO2 varie entre 500 °C (à l’extérieur de la pastille) à 1000 °C (au centre de la
pastille). Le gradient radial de température induit des contraintes internes spéciﬁques dans le
combustible. Dès les premiers cycles de fonctionnement, la pastille se fracture longitudinalement,
radialement et axialement. De plus, ces températures de fonctionnement induisent un gonﬂement
du combustible dont la forme tend alors vers une forme de "diabolo" (voir Fig. 2.3).
Aﬁn de garantir la sûreté des réacteurs nucléaires, les produits radioactifs présents dans le
réacteur sont enfermés dans trois barrières de conﬁnement successives :
– les gaines contenant les pastilles de combustible constituent la première barrière,
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Fig. 2.2 – Coupe schématique d’une pastille de combustible (d’après Bailly et al. (1996)).
(a) (b)
Fig. 2.3 – (a) Macrographie de pastille de combustible de réacteur à eau sous pression ﬁssurée par
gradient thermique et (b) schéma de la forme de diabolo vers laquelle tend une pastille de combustible
sous l’eﬀet des contraintes thermiques (d’après Bailly et al. (1996)).
– la cuve en acier contenant le cœur du réacteur constitue la deuxième barrière,
– l’enceinte en béton entourant le réacteur constitue la troisième barrière.
Un accident de réactivité (RIA) est un accident de dimensionnement correspondant à une éjection
de barre de contrôle limitant la réaction neutronique du cœur. Cette éjection entraîne un transitoire
de puissance (i.e. une augmentation rapide, environ 10 ms, de la puissance locale) dans les assem-
blages combustibles. La montée en température du combustible est rapide, de l’ordre de 104 K/s.
Le combustible gonﬂe, se fragmente et vient pressuriser la gaine (interaction pastille-gaine, voir
Fig. 2.4). La pression des gaz contenus à l’intérieur de la gaine augmente aussi fortement et vient
s’ajouter au chargement sur la gaine. La gaine peut éventuellement se rompre (fortes sollicitations
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mécaniques et thermiques sur la gaine), ce qui correspond alors à la rupture de la première barrière
(dans ce cas éventuel, le combustible peut se disperser dans le circuit primaire) et peut conduire à
l’extension de l’accident de cœur.
Fig. 2.4 – Schéma retracant l’évolution du jeu entre pastilles et gaine au cours de son utilisation
nominale et lors d’un transitoire de puissance (d’après Bailly et al. (1996)).
Aﬁn de déterminer les sollicitations mécaniques sur la gaine durant un RIA, il est essentiel de
déterminer le comportement mécanique du combustible durant cet accident.
L’UO2 fortement irradié est un matériau à plusieurs populations de cavités (voir section 2.2).
Durant un RIA, les pressions dans les cavités (contenant des gaz de ﬁssion, essentiellement du Xenon
et du Krypton) augmentent fortement ainsi que la déformation d’origine thermique du matériau. Les
bulles intergranulaires (cavités situées aux joints de grain, voir section 2.2) peuvent alors percoler ;
les gaz de ﬁssion que ces bulles contiennent peuvent alors s’écouler librement à travers le matériau
et augmenter la pression des gaz sur la gaine. D’après Casanova (1998), la séparation des joints de
grain de l’UO2 fortement irradié (dûe à la coalescence des bulles intergranulaires) augmente avec
l’énergie injectée durant le transitoire de la périphérie de la pastille vers le centre de la pastille. La
Fig. 2.5 schématise, pour le combustible étudié, le phénomène observé durant un RIA.
Ce travail propose un modèle microménique pour décrire le comportement mécanique du com-
bustible UO2 fortement irradié et à haute température aﬁn de pouvoir déterminer le gonﬂement et
la ﬁssuration de ce matériau durant un RIA.
2.2 Le combustible UO2 fortement irradié
Le matériau constitutif de l’étude est l’oxyde d’uranium UO2 fortement irradié. La microstruc-
ture d’un tel matériau est présentée en 2.2.1 puis quelques propriétés, essentiellement mécaniques,
du matériau vierge sont exposées en 2.2.2. Enﬁn, l’objectif de la thèse est présenté en 2.2.3.
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E (déformation thermique)
pressions bulles
Fig. 2.5 – Phénomène de gonﬂement et de ﬁssuration du combustible lors d’un accident de réactivité.
2.2.1 Microstructure
L’oxyde d’uranium UO2 est une céramique poreuse. La taille des grains qui la constituent est
de l’ordre de 10 µm (suivant le taux de combustion, les conditions d’utilisation et de fabrication) :
• de l’ordre de 5 µm pour de l’UO2 vierge d’après Olander (1976),
• de l’ordre de 10 µm pour de l’UO2 vierge d’après Dherbey et al. (2002),
• de l’ordre de 9 µm pour de l’UO2 irradié (28 GW j/T, GigaWatt jour par Tonne) pour
Kashibe et Une (1991),
• de l’ordre de 13 µm pour de l’UO2 fortement irradié (83 GW j/T) pour Kashibe et al. (1993),
etc...
L’oxyde d’uranium UO2 fortement irradié possède principalement deux populations de cavités sa-
turées (i.e. sous pression) qui contiennent des gaz de ﬁssion. On parle alors de bulles. Dans la zone
centrale du combustible qui apparaît en sombre sur la Fig. 2.6, on observe une forte concentration
de bulles intragranulaires (i.e. situées à l’intérieur des grains) ainsi qu’une forte concentration de
bulles intergranulaires (i.e. situées aux joints de grains) sous forme de "chapelets" formant parfois
des tunnels (Bailly et al. (1996)).
Pour l’UO2 fortement irradié (83 GW j/T), Kashibe et al. (1993) montrent que les bulles in-
tragranulaires sont plutôt sphériques (voir aussi la Fig. 2.7) et de taille moyenne d’environ 4.7 nm
(diamètre). Plus précisément, ils mettent en évidence des bulles intragranulaires de 2 nm de dia-
mètre environ et d’autres bulles intragranulaires de 10 − 20 nm de diamètre. La concentration
moyenne des bulles intragranulaires donnée par Kashibe et al. (1993) pour ce matériau est de
4.4 1023 /m3 (nombre de bulles par unité de volume). Cela donne une fraction volumique (poro-
sité) d’environ 2.4 %. Une fois le matériau chauﬀé à 1800 °C pendant 5 h, Kashibe et al. (1993)
observent une taille moyenne de bulles intragranulaires de 800 nm environ, ce qui prouve le fort
gonﬂement des bulles intragranulaires lors d’une montée en température du combustible. L’étude
bibliographique de Lösönen (2000) décrit l’évolution de la taille et de la concentration des bulles
intragranulaires en fonction du taux de combustion (irradiation) et de la température.
D’après Kashibe et Une (1991), pour l’UO2 irradié à 28 GW j/T, les bulles intergranulaires
sont aplaties (forme lenticulaires), de longueur d’environ 229 nm en moyenne et couvrent environ
10.1 % de la surface des joints de grain. Ces bulles sont donc de taille beaucoup plus importante
que les bulles intragranulaires (facteur entre 10 et 100). Les Fig. 2.7 (b) et Fig. 2.8 sont des
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Zone centrale
Fig. 2.6 – Micrographies d’un combustible UO2 irradié pendant 5 cycles annuels : visualisation de
la "zone sombre" (d’après Bailly et al. (1996)).
exemples de micrographies mettant en évidence des bulles intergranulaires. La Fig. 2.9 montre une
micrographie et un schéma présentant des bulles intergranulaires dans le plan d’un joint de grain.
2.2.2 Propriétés thermomécaniques
Une étude bibliographique a permis de dégager les propriétés suivantes. Le but est de détermi-
ner les propriétés mécaniques de l’UO2 vierge (non irradié), si possible sans porosité de fabrication
(f = 0), pour une taille de grain standard (de l’ordre de 10 µm) et à partir d’essais à faible vitesse
de déformation. Ces propriétés seront par la suite utilisées pour décrire le comportement élasto-
plastique de la phase matrice de l’UO2 irradié (sans porosités intergranulaires ni intragranulaires).
Propriétés élastiques Martin (1989) propose les lois empiriques suivantes (par comparaison à
des essais expérimentaux) concernant les propriétés élastiques de l’UO2 vierge (matériau isotrope) :
E = 223(1 − 2.5f)(1 − 1.32 10−4T ), (2.1)
ν =
223(1 − 2.5f)
168(1 − 2.25f) − 1, (2.2)
pour des températures T en °C (T < 1500 °C) et des porosités de fabrication f entre 0 et 30 %.
E représente le module d’Young (en GPa) et ν le coeﬃcient de Poisson. Ces lois sont validées par
Gatt et al. (2005).
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(a) (b)
bulle intergranulaire bulle intragranulaire
Fig. 2.7 – Bulles intragranulaires : (a) UO2 irradié à 38.8 GW j/T après rampe à 1200 °C (Yagnik
et al. (2004)), (b) UO2 irradié à 33 GW j/T porté à 2000 °K pendant 3 h environ (Dubourg et al.
(2005)) .
Fig. 2.8 – Bulles intergranulaires : UO2 irradié à 25 GW j/T porté à 1700 °C pendant 300 min
environ (Zacharie et al. (1998)).
Contrainte maximale Pour l’UO2 vierge (porosité de fabrication de 3 %, taille de grain de 8
µm), Canon et al. (1971) ont réalisé des essais de ﬂexion 4 points pour diﬀérentes températures.
Nous retenons ici les essais réalisés à faible vitesse de déformation (2.6 10−5 /s). Les valeurs des
contraintes maximales en traction en fonction de la température sont données sur la Fig. 2.10. Une
zone fragile (basses températures, rupture transgranulaire) et une zone ductile (hautes tempéra-
tures, rupture intergranulaire) sont mises en évidence. La température de transition fragile-ductile
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(a) (b)
Fig. 2.9 – Bulles intergranulaires : (a) surface d’un joint de grain avec bulles intergranulaires
(Zacharie et al. (1998)), (b) bulles intergranulaires dans le plan d’un joint de grain (UO2 porté à
1200 °C pendant 100 h Yagnik et al. (2004)).
est d’environ 1400 °C. Au delà de cette température, des déformations plus importantes sont rele-
vées (voir Fig. 2.10).
D’après Canon et al. (1971), Knudsen et al. (1960) proposent la loi empirique suivante obtenue
sur de l’UO2 vierge à basse température (diﬀérentes porosités de fabrication, diﬀérentes tailles
de grain, T = 25 °C) pour la dépendance de la contrainte maximale en traction à la porosité de
fabrication :
UTS = UTS(f = 0) exp(−3.17f). (2.3)
Pour le domaine ductile (haute température), Canon et al. (1971) proposent la loi empirique sui-
vante :
σe = 0.1
(
1
2
ε˙T exp
(
87000
RT
))1/4.23
, (2.4)
avec R = 1.987 cal mole−1 K−1, T en K, ε˙ en h−1, σe en MPa.
Il est à noter que la valeur de la contrainte maximale en compression et à basse température est
beaucoup plus élevée : Igata et Domoto (1972) donnent la loi suivante de contrainte maximale (pour
l’UO2 vierge à diﬀérentes valeurs de f et de tailles de grains entre 5 et 10 µm) en compression
simple et pour T = 20 °C :
σe = 1067 exp(−3.505f), (2.5)
en MPa. Extrapolé à f = 0, cette relation donne : σe = 1067 MPa.
2.2.3 Objectifs de la thèse
La section 2.1 a rappelé l’intérêt d’obtenir une loi de comportement évolutive et complète
(jusqu’à la rupture) pour le combustible UO2 lors d’un accident de réactivité. La section 2.2.1 a
montré que le combustible fortement irradié est un matériau granulaire avec plusieurs populations
de cavités sous pression. La section 2.2.2 a montré que pour de hautes températures (rencontrées
durant un accident de réactivité), le combustible est plutôt ductile. Ces observations étant faites,
l’objectif de cette thèse est d’obtenir un modèle micromécanique pour décrire le comportement
poroélastoplastique endommageable de l’UO2 fortement irradié. Ce modèle doit prendre en compte
les diﬀérentes porosités, la morphologie des cavités et les pressions qui y règnent ainsi que le
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Fig. 2.10 – Résultats expérimentaux de Canon et al. (1971) (en traction, pour de l’UO2 vierge,
porosité de fabrication de 3 %, taille de grain de 8 µm, faible vitesse de déformation). Mise en
évidence d’une partie fragile (basse température) et d’une partie ductile (haute température).
comportement de la matrice d’UO2 (sans cavité). Les diﬀérents paramètres du modèle doivent
évoluer durant le chargement (essentiellement hydrostatique et dû aux déformations thermiques)
aﬁn de décire le caractère "évolutif" du matériau.
2.3 Démarche proposée et hypothèses principales
La démarche proposée aﬁn de répondre aux objectifs visés est basée sur une approche multi-
échelle (méthodes d’homogénéisation) dont les résultats sont enrichis a posteriori à l’aide de simu-
lations numériques pour prendre en compte des eﬀets coalescence/rupture.
2.3.1 Modélisation multi-échelle : endommagement ductile par croissance de
pores
La section 2.2.1 a montré que le combustible fortement irradié est un matériau avec deux
populations de cavités sous pression (bulles intergranulaires et bulles intragranulaires) de tailles
diﬀérentes. La section 2.2.2 a exposé les propriétés élastoplastiques du matériau (vierge et sans
cavité). Le modèle doit donc prendre en compte :
– une matrice élastoplastique,
– la présence de petites bulles sphériques sous pression (bulles intragranulaires),
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– la présence de bulles aplaties sous pression (bulles intergranulaires) de plus grande taille que
les précédentes.
Les bulles intragranulaires (appelées aussi cavités à la petite échelle ou à la première échelle dans
ce document) étant très petites par rapport aux bulles intergranulaires (appelées aussi cavités à
l’échelle supérieure ou à la deuxième échelle dans ce document), une hypothèse de séparation
d’échelles est formulée. Les propriétés eﬀectives sont d’abord déterminées sur un milieu composé
de la matrice élastoplastique et des petites bulles intragranulaires (première échelle). Le matériau
homogène équivalent obtenu sert de matrice à l’échelle supérieure où les bulles intergranulaires
sont ajoutées. Les propriétés eﬀectives de ce matériau sont ensuite déterminées. Cette démarche
est schématisée sur la Fig. 2.11.
matrice initiale
bulle intragranulaire
(cavité à la petite échelle)
Milieu homogène équivalent
bulle
intergranulaire
(cavité à l’échelle supérieure)
Milieu homogène équivalent ﬁnal
Première échelle
Deuxième échelle
Fig. 2.11 – Démarche suivie pour obtenir le modèle micromécanique fournissant le comportement
élastoplastique endommageable du matériau de l’étude.
La matrice initiale est supposée isotrope et élastoplastique parfaite (critère de Von Mises). La
porosité des bulles intragranulaires est notée fb et représente une porosité locale (rapport du volume
occupée par ces cavités sur le volume total occupé par la matrice initiale et ces cavités). La porosité
des bulles intergranulaires est notée fe. On note V le domaine total, ωb le domaine occupé par les
bulles intragranulaires et ωe le domaine occupé par les bulles intergranulaires. Les porosités fb et
fe s’écrivent :
fb =
|ωb|
|V − ωe| , (2.6)
fe =
|ωe|
|V | . (2.7)
Les pressions dans les bulles intragranulaires et intergranulaires sont supposées uniformes et sont
notées respectivement pb et pe. Les bulles intragranulaires sont supposées sphériques. Les
bulles intergranulaires sont supposées ellipsoïdales aplaties ("oblate", de révolution
autour de leur petit axe) et orientées aléatoirement. Leur nombre est assez important
pour supposer que le comportement global (ou eﬀectif) du matériau est isotrope.
Deux étapes d’homogénéisation sont nécessaires (première échelle et deuxième échelle). Les proprié-
tés élastiques et plastiques sont déterminées séparemment et l’hypothèse de partition des déforma-
tions élastiques et plastiques est utilisée : des méthodes d’homogénéisation linéaires sont utilisées
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pour la partie élastique et des méthodes d’homogénéisation non linéaires sont utilisées pour la par-
tie plastique. Le comportement plastique revient à déterminer la surface de plasticité du matériau
eﬀectif. L’évolution des paramètres internes (porosités, forme des cavités) conditionne l’endomma-
gement par croissance de cavités. Le paragraphe suivant rappelle, de façon générale, les équations
d’homogénéisation pour les matériaux poreux (systèmes à résoudre, approches variationnelles).
Rappels généraux d’homogénéisation pour les matériaux poreux On considère dans ce
paragraphe un domaine V constitué d’une matrice et de cavités (domaine ωe, porosité fe) drainées
(pressions nulles dans les cavités). La matrice suit un potentiel de dissipation ϕ(ε˙) tel que, en
chaque point de la matrice :
σ =
∂ϕ
∂ε˙
. (2.8)
Deux types de conditions sont classiquement appliquées sur le bord du domaine V .
Les conditions de taux de déformation homogène au bord s’écrivent, avec u˙ le champ de
vitesse et E˙ imposé (appelé taux de déformation eﬀectif ou macroscopique) :
u˙ = E˙ · x sur ∂V . (2.9)
Ainsi le système à résoudre sur V s’écrit :
σ =
∂ϕ
∂ε˙
dans V − ωe,
div(σ) = 0 dans V − ωe et σ ·N = 0 sur ∂ωe, N normale au pore considéré,
u˙ = E˙ · x sur ∂V .
(2.10)
La contrainte eﬀective ou macroscopique Σ est déﬁnie par (1− fe)〈σ〉V−ωe . On peut montrer que
E˙ = 1|V |
∫
∂V
1
2(u˙⊗N +N ⊗ u˙)dS (voir par exemple Leblond (2003)). Le vecteur N est la normale
sortante de V . En prolongeant les champs de contrainte par 0 dans ωe et en prolongeant les champs
de vitesse dans ωe de façon à être diﬀérentiables et continus dans V , on peut écrire (voir Leblond
(2003)) :
Σ = 〈σ〉V (2.11)
et
E˙ = 〈ε˙〉V , (2.12)
où ε˙ = ε(u˙). L’écriture variationnelle de ce problème est :
Φ+(E˙) = inf
v˙∈K(E˙)
(1− fe)〈ϕ(ε(v˙))〉V−ωe , K(E˙) = {v˙ | v˙ = E˙ · x sur ∂V }; (2.13)
la contrainte eﬀective Σ et le taux de déformation eﬀectif E˙ issus du problème précédent (à taux
de déformation homogène au bord) vériﬁent :
Σ =
∂Φ+
∂E˙
. (2.14)
Le potentiel en contrainte dual de Φ+ est noté Ψ+ et vaut :
Ψ+(Σ) = inf
τ ∈S
(1− fe)〈ψ(τ )〉V−ωe , S = {τ |divτ = 0 dansV − ωe et Σ = 〈τ 〉V }, (2.15)
en notant ψ le potentiel dual de ϕ.
Les conditions de contrainte homogène au bord s’écrivent, avec Σ imposé :
σ ·N = Σ ·N sur ∂V , N normale sortante de V . (2.16)
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Ainsi le système à résoudre sur V s’écrit :
σ =
∂ϕ
∂ε˙
dans V − ωe,
div(σ) = 0 dans V − ωe et σ ·N = 0 sur ∂ωe, N normale au pore considéré,
σ ·N = Σ ·N sur ∂V , N normale sortante de V .
(2.17)
Le taux de déformation eﬀectif ou macroscopique est déﬁni par E˙ = 1|V |
∫
∂V
1
2(u˙⊗N +N ⊗ u˙)dS.
On peut montrer que la contrainte eﬀective vaut alors Σ = (1− fe)〈σ〉V−ωe . On utilise les mêmes
prolongements que précédemment et on obtient de nouveau les équations de moyenne (2.11) et
(2.12). L’écriture variationnelle de ce problème est :
Ψ−(Σ) = inf
τ ∈S(Σ)
(1−fe)〈ψ(τ )〉V−ωe , S(Σ) = {τ |divτ = 0 dansV −ωe et τ ·N = Σ·N sur ∂V };
(2.18)
la contrainte eﬀective Σ et le taux de déformation eﬀectif E˙ issus du problème précédent (à
contrainte homogène au bord) vériﬁent :
E˙ =
∂Ψ−
∂Σ
. (2.19)
Le potentiel en taux de déformation dual de Ψ− est noté Φ− et vaut :
Φ−(E˙) = inf
v˙∈K
(1− fe)〈ϕ(ε(v˙))〉V−ωe , K = {v˙ | E˙ = 〈ε(v˙)〉V }. (2.20)
Le potentiel de dissipation eﬀectif Φ(E˙) solution est encadré par (Willis (1989)) :
Φ−(E˙) ≤ Φ(E˙) ≤ Φ+(E˙) (2.21)
et son potentiel dual Ψ(Σ) est encadré par :
Ψ+(Σ) ≤ Ψ(Σ) ≤ Ψ−(Σ). (2.22)
Ces résultats seront grandement utilisés dans la suite de ce travail.
Remarque 2.1 (Cas saturé) Dans le cas où les cavités ωe sont saturées (pression p dans
les cavités), il suﬃt de prolonger les champs de contrainte par −pI dans ωe. Ensuite,
il convient de remplacer, dans les écritures variationnelles (1 − fe)〈ϕ(ε(v˙))〉V−ωe par
〈ϕ(ε(v˙))〉V , avec (N normale rentrant dans le pore considéré) :
〈ϕ(ε(v˙))〉V = (1− fe)〈ϕ(ε(v˙))〉V−ωe −
1
V
∫
∂ωe
p v˙ ·N dS
= (1− fe)〈ϕ(ε(v˙))〉V−ωe + fe〈− pTr(ε(v˙))〉ωe .
(2.23)
2.3.2 Enrichissement à l’échelle macroscopique : prise en compte de la coales-
cence
Les modèles d’homogénéisation (méthodes de changement d’échelle) dont les principes variation-
nels sont rappelés ci-dessus conduisent dans ce travail à l’élaboration d’un modèle élastoplastique
endommageable pour un matériau poreux à deux populations de cavités saturées. Le modèle obtenu
est capable de décrire l’endommagement du matériau par croissance des cavités (bulles) mais il est
incapable de décrire la coalescence des cavités conduisant à la ruine totale du matériau. L’idée est
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d’eﬀectuer des simulations numériques et d’enrichir a posteriori le modèle élastoplastique endom-
mageable aﬁn de tenir compte de la coalescence.
Les simulations numériques sont eﬀectuées sur des cellules périodiques partitionnées en cellules de
Voronoï (les grains, voir Fig. 2.12) et en utilisant les propriétés mécanique de l’UO2 présentées en
2.2.2. Ces grains sont discrétisés et des modèles de zones cohésives (lois de traction-séparation des
mailles) sont introduits aux joints de grains aﬁn de simuler la ﬁssuration intergranulaire. Des pré-
ﬁssures représentant les bulles intergranulaires sont placées aléatoirement sur les joints de grains.
Un chargement hydrostatique est appliqué sur la cellule (chargement essentiellement d’origine ther-
mique et donc hydrostatique lors d’un accident de réactivité). Les courbes contrainte-déformation
obtenues par ses simulatons numériques mettent en évidence l’apparition de la coalescence et le
début de la ruine du matériau. La modiﬁcation a posteriori du modèle élastoplastique endomma-
geable obtenu par l’approche multi-échelle consiste à accélérer la porosité intergranulaire dès le
début de la coalescence observée sur les simulations numériques. Cette accélération de la porosité
intergranulaire permet de décrire in ﬁne la ruine du matériau de façon phénoménologique dans le
modèle élastoplastique endommageable complet.
Fig. 2.12 – Simulations numériques eﬀectuées sur des cellules périodiques partitionnées en cellules
de Voronoï (les grains). Ces grains sont discrétisés et des modèles de zones cohésives (lois de
traction-séparation des mailles) sont introduits aux joints de grains aﬁn de simuler la ﬁssuration
intergranulaire.
Toute la partie suivante est dédiée à la détermination de la surface de plasticité pour le modèle
élastoplastique endommageable. Concernant l’élaboration du modèle, cette partie constitue le point
diﬃcile (mécanique non linéaire). Les simulations numériques abordées dans cette section seront
détaillées dans la partie III.
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Chapitre 3
Matériaux poreux avec une seule
population de cavités
L’endommagement des matériaux ductiles est lié à la présence de micro-cavités au sein du maté-
riau qui croissent jusqu’à former une ﬁssure macroscopique (Chaboche et al. (2001)). La modélisa-
tion de cet endommagement peut se faire en partie à partir du critère de plasticité macroscopique
du matériau poreux. Ce chapitre traite des surfaces de plasticité eﬀectives (ou macroscopiques)
d’un milieu poreux constitué d’une matrice et d’une unique population de cavités.
Deux façons diﬀérentes d’obtenir pour un tel matériau des bornes supérieures pour le critère de
plasticité sont utilisées.
– D’un côté, l’approche de "type Gurson" consiste à utiliser le principe variationnel (équations
(2.13) et (2.21)) en choisissant un champ de vitesse précis en hydrostatique mais peu perti-
nent en cisaillement. La borne supérieure obtenue par cette approche s’avère pertinente en
hydrostatique mais trop majorante en cisaillement.
– D’un autre côté, l’utilisation du principe variationnel de Ponte Castañeda (1991) (équivalent
à la méthode sécante modiﬁée, voir Suquet (1995) et Ponte Castañeda et Suquet (1998)) avec
un composite linéaire de comparaison identique au composite non linéaire (voir 3.1.2) per-
met d’obtenir une borne supérieure pour le critère de plasticité. Contrairement à l’approche
précédente, cette borne supérieure s’avère pertinente en cisaillement mais trop majorante en
hydrostatique.
Ainsi, ces deux approches sont simultanément mises en œuvre aﬁn d’exhiber une estimation perti-
nente à la fois en hydrostatique et en cisaillement.
Remarque 3.1 (Généralité du résultat de Ponte Castañeda (1991)) La première ap-
proche (approche de type Gurson) est une borne supérieure pour une cellule élémentaire
contenant une seule cavité et, par extension, est aussi une borne supérieure pour l’as-
semblage de Hashin de cellules élémentaires contenant chacune une cavité. La seconde
approche (approche variationnelle de Ponte Castañeda (1991)) est plus générale : elle
constitue une borne supérieure pour toute microstructure isotrope. Cette remarque est
détaillée dans la suite de ce chapitre.
Tout d’abord, une analyse bibliographique présente les critères de plasticité disponibles dans le cas
des cavités sphériques et obtenus par l’intermédiaire de l’approche de type Gurson ou de l’approche
variationnelle de Ponte Castañeda (1991) (avec deux phases pour le composite linéaire de compa-
raison). Des estimations issues de la comparaison entre les deux approches précédentes sont aussi
présentées.
Le cas des cavités ellipsoïdales aplaties et alignées est ensuite traité dans ce travail par l’intermé-
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diaire d’une approche de type Gurson (en utilisant le champ de vitesse de Gologanu et al. (1994)).
Une borne supérieure est obtenue et une estimation est proposée. Ce point constitue une étape
intermédiaire pour traiter le cas des cavités ellipsoïdales aplaties et orientées aléatoirement dans le
matériau (orientations équiprobables).
Ce dernier cas est étudié dans la dernière section du chapitre. De nouveau, une borne supérieure
et une estimation sont obtenues en opérant une "moyenne sur les orientations" de la borne supé-
rieure et de l’estimation précédentes. Cette nouvelle borne supérieure conduit, par un traitement
numérique, à un critère qui s’avère plus pertinent en hydrostatique (resp. moins pertinent en ci-
saillement) que celui obtenu par l’approche variationnelle de Ponte Castañeda (1991) (avec deux
phases pour le composite linéaire de comparaison). La nouvelle estimation proposée correspond à
un critère analytique et tire le meilleur parti des deux approches : elle est proche, en hydrostatique,
de la borne supérieure issue de l’approche de type Gurson et proche, en cisaillement, de la borne
supérieure issue de l’approche variationnelle de Ponte Castañeda (1991).
3.1 Cavités sphériques : rappels
Cette section rappelle les surfaces de plasticité obtenues via l’étude d’un milieu poreux constitué
d’une matrice et d’une unique population de cavités sphériques.
3.1.1 Critère de Gurson
Le critère le plus utilisé est celui de Gurson (1977), obtenu à partir de l’analyse d’une sphère
creuse chargée sur sa face externe. Il s’écrit :(
Σeq
σ0
)2
+ 2f cosh
(
3
2
Σm
σ0
)
− 1− f2 = 0. (3.1)
Il s’agit d’un critère non elliptique en Σeq et Σm. Il dépend de la porosité f des cavités et de σ0 la
contrainte d’écoulement en traction de la matrice saine (sans porosité). La démarche aboutissant
à ce critère a été grandement améliorée par Perrin (1992) (voir aussi Leblond (2003) ou Chaboche
et al. (2001)) et les étapes essentielles sont rappelées ici aﬁn de présenter le potentiel de dissipation
associé à ce critère.
Le volume élémentaire considéré (domaine Ω) est une sphère creuse de rayons interne et externe
notés respectivement a1 et a2 (voir Fig. 3.1). Des conditions de taux de déformation homogène
au bord, u˙ = E˙ · x, sont appliquées sur la surface externe du volume élémentaire. La matrice
(domaine Ω−ω) est rigide plastique parfaite de contrainte d’écoulement en traction σ0. Le potentiel
de dissipation de la matrice s’écrit :
ϕ(ε˙) = σ0 ε˙eq. (3.2)
Le champ de vitesse dans la matrice initialement proposé par Gurson (1977), noté v˙G, se
décompose en une partie correspondant à un changement de volume de la cavité sans changement
de forme et une partie correspondant à un changement de forme de la cavité sans changement de
volume :
v˙G(E˙) = E˙m
a32
r2
er + E˙d · x. (3.3)
L’utilisation du principe variationnel (équations (2.13) et (2.21)) avec ce champ de vitesse permet
de majorer le potentiel de dissipation eﬀectif :
Φ(E˙) ≤ 1|Ω|
∫
Ω−ω
ϕ(ε(v˙G)) dΩ =
σ0
|Ω|
∫ 2pi
φ=0
∫ pi
θ=0
∫ r=a2
r=a1
ε˙eq r
2 sin θ dr dθ dφ (3.4)
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a2
a1
Ω
ω
Fig. 3.1 – Sphère creuse.
avec ε˙ = ε(v˙G) et r, θ, φ les coordonnées sphériques. L’inégalité de Cauchy-Schwarz fournit alors :
Φ(E˙) ≤ σ0|Ω|
∫ r=a2
r=a1
S(r)
√
1
S(r)
∫ 2pi
φ=0
∫ pi
θ=0
ε˙2eqdS dr (3.5)
avec S(r) = 4pir2 et dS = r2 sin θ dθ dφ. Le calcul de ε˙2eq et l’introduction d’un changement de
variable (y = (r/a2)
3) conduisent à :
Φ(E˙) ≤ ΦG(E˙) = σ0
∫ 1
f
√
4E˙2m
y2
+ E˙2eq dy, (3.6)
avec f = (a1/a2)
3 la porosité du domaine considéré.
Les contraintes eﬀectives hydrostatique et équivalente dérivant de ΦG(E˙) vériﬁent alors le critère de
Gurson (1977) rappelé en (3.1) (les calculs détaillés sont donnés par exemple dans Leblond (2003)
ou, dans un cas plus général, dans Gărăjeu et Suquet (1997)).
Il est intéressant de noter que le critère de Gurson est une borne supérieure pour le problème de
la sphère creuse. Par reproduction de motifs, il est aussi une borne supérieure pour un assemblage
de Hashin (voir Fig. 3.2) de sphères creuses autosemblables (voir par exemple la démonstration de
Gărăjeu (1995) pour la construction d’un champ de vitesse cinématiquement admissible sur l’as-
semblage à partir d’un champ de vitesse cinématiquement admissible sur la sphère creuse unitaire).
Le point purement équivalent (ou purement déviatorique) donné par le critère de Gurson (1977)
correspond à la borne supérieure de type Voigt, i.e. σ0(1 − f).
Le point purement hydrostatique donné par le critère de Gurson (1977) correspond à la solution
exacte du problème de la sphère creuse soumise à un chargement hydrostatique homogène sur sa
surface externe (en taux de déformation ou en contrainte, voir par exemple Leblond (2003) ou
Michel et Suquet (1992)).
3.1.2 Critères elliptiques
Ponte Castañeda (1991) a proposé le critère suivant à partir d’un principe variationnel générique
appliqué au cas d’une distribution isotrope de pores dans une matrice rigide plastique parfaite :
(1 +
2
3
f)
(
Σeq
σ0
)2
+
9
4
f
(
Σm
σ0
)2
− (1− f)2 = 0. (3.7)
Il s’agit d’un critère elliptique en Σeq et en Σm. Comme dans le cas du critère de Gurson, ce critère
dépend de la porosité f des cavités et de σ0 la contrainte d’écoulement en traction de la matrice
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Fig. 3.2 – Empilement de Hashin de sphères creuses autosemblables.
saine.
Le principe variationnel de Ponte Castañeda (1991), mis en œuvre pour aboutir à ce critère el-
liptique, est équivalent à la "méthode sécante modiﬁée" de Suquet (1995) et Ponte Castañeda et
Suquet (1998) (voir aussi Bornert et Suquet (2001)). Il revient à remplacer le milieu hétérogène
réél non linéaire par un composite linéaire de comparaison (CLC) dont les propriétés de chaque
phase vériﬁent un système d’équations non linéaires et dont les propriétés eﬀectives sont aisément
calculables. Le résultat ﬁnal de la méthode variationnelle de Ponte Castañeda (1991) (ou de façon
équivalente de la méthode sécante modiﬁée) utilisé pour aboutir au critère elliptique (3.7) peut
être interprété de la manière suivante. En remplacant les modules sécants Csct(ε˙ ⊗ ε˙) qui varient
d’un point à l’autre dans la matrice (domaine M) par un module uniforme Csct(〈ε˙⊗ ε˙〉M ) calculé
à partir du second moment 〈ε˙⊗ ε˙〉M du champ de vitesse de déformation, on obtient un compo-
site linéaire de comparaison dont la raideur est une borne supérieure rigoureuse pour le composite
non linéaire. Autrement dit, le critère elliptique (3.7) est obtenu en considérant un composite li-
néaire de comparaison à deux phases : une phase de cavité dans une matrice de module uniforme
Csct(〈ε˙⊗ ε˙〉M ) calculé à partir du second moment 〈ε˙⊗ ε˙〉M du taux de déformation dans le CLC.
On montre que pour chaque taux de déformation macroscopique donné E˙, la raideur eﬀective du
CLC majore la raideur sécante du composite non linéaire. Les équations ci-dessous reprennent de
façon plus détaillée cette interprétation.
Le problème à résoudre conduisant au critère (3.7) s’écrit en taux de déformation homogène au
bord sur le domaine V (milieu poreux) :

Entrée : E˙, résoudre :
σ(x) =
∂ϕ
∂ε˙
(x, ε˙(x)), avec ϕ(ε˙) = σ0ε˙eq, ∀x ∈M,
σ ∈ S et ε˙ ∈ K(E˙) (S et K(E˙) déﬁnis en (2.15) et (2.13)).
(3.8)
La contrainte eﬀective issue de ce problème vaut Σ = 〈σ〉V . Le module sécant, Csct, permet de
réécrire la deuxième ligne de (3.8) sous la forme :
σ(x) = Csct(x, ε˙(x)) : ε˙(x), ∀x ∈M (3.9)
et la méthode sécante modiﬁée, telle qu’utilisée pour obtenir le critère (3.7), conduit au système
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suivant formé d’un problème non linéaire couplé avec un problème linéaire :
Entrée : E˙.
Problème non linéaire :

Trouver C1o et 〈ε˙⊗ ε˙〉M tels que :
C1o = Csct(〈ε˙⊗ ε˙〉M )
〈ε˙⊗ ε˙〉M =
1
1− f E˙ :
∂Chomo
∂C1o
: E˙
Problème linéaire :

Résoudre :
σ(x) = C1o : ε˙(x) ∀x ∈M,
σ ∈ S et ε˙ ∈ K(E˙)
(S et K(E˙) déﬁnis en (2.15) et (2.13)).
La contrainte eﬀective issue du problème linéaire vaut Σ = Chomo : E˙.
(3.10)
L’équation de (3.10) donnant 〈ε˙⊗ ε˙〉M est valable pour tout composite linéaire (voir Ponte Cas-
tañeda et Suquet (1998), Bornert et Suquet (2001)). Le CLC est ici composé de 2 phases (la phase
matrice et les cavités) et possède la même géométrie que le milieu non linéaire. La phase matrice
du CLC a un tenseur de raideur noté C1o et le tenseur de raideur eﬀectif du CLC est noté C
hom
o .
Le problème (3.10) fait clairement apparaître l’interprétation ﬁnale de l’approche variationnelle de
Ponte Castañeda (1991), à savoir que le module sécant Csct(ε˙ ⊗ ε˙) est remplacé par un module
uniforme Csct(〈ε˙⊗ ε˙〉M ) calculé à partir du second moment 〈ε˙⊗ ε˙〉M du taux de déformation dans
le CLC. Si Chomo correspond à une borne supérieure des propriétés eﬀectives du CLC alors la so-
lution du problème (3.10) est aussi une borne supérieure. Aﬁn d’obtenir le critère (3.7), la borne
supérieure de Hashin et Shtrikman (1963) est utilisée pour Chomo .
Il est intéressant de noter que le critère (3.7) de Ponte Castañeda (1991) est une borne supérieure
pour tout milieu poreux macroscopiquement isotrope et constitué d’une matrice rigide plastique
parfaite.
Le point purement équivalent (ou purement déviatorique) donné par le critère (3.7) de Ponte Cas-
tañeda (1991) vaut σ0(1− f)/
√
1 + 23f , ce qui améliore la borne supérieure de type Voigt.
Le point purement hydrostatique donné par le critère (3.7) majore grandement (à faible porosité)
la solution exacte de la sphère creuse soumise à un chargement hydrostatique homogène sur sa face
externe. Ainsi, Michel et Suquet (1992) ont proposé de modiﬁer le terme en Σm dans le critère (3.7)
aﬁn de retrouver cette solution exacte. Le critère de Michel et Suquet (1992) (appelé "modèle de
sphère creuse") s’écrit :
(1 +
2
3
f)
(
Σeq
σ0
)2
+
9
4
(
1− f
ln(f)
)2(Σm
σ0
)2
− (1− f)2 = 0. (3.11)
La Fig. 3.3 illustre la diﬀérence de "forme" entre ces critères elliptiques et le critère de Gurson.
La forme du critère conditionne l’évolution de la triaxialité du taux de déformation avec celle
des contraintes (voir Fig. 3.4) et, par là même, le taux de croissance des cavités (directement
relié à la partie hydrostatique du taux de déformation, voir la section 6.3). Ainsi, aﬁn d’avoir
une bonne prédiction du taux de croissance des cavités, il est donc nécessaire d’avoir une bonne
estimation de la "forme" du critère. Le modèle de Gurson donne une partie hydrostatique du taux
de déformation macroscopique plus importante que celle donnée par le modèle de sphère creuse de
Michel et Suquet (1992) et prévoit donc un taux de croissance des cavités plus important ; ce qui est
plus en adéquation avec les simulations numériques et les résultats expérimentaux (voir Chaboche
et al. (2001)). Ainsi, le modèle de Gurson est retenu dans la suite.
La Fig. 3.3 illustre aussi le fait que le critère de Gurson viole la borne supérieure de Ponte Castañeda
(1991) pour un chargement purement équivalent (ou purement déviatorique). Ce point est discuté
à la section 3.1.4 où les modiﬁcations de type GTN du critère de Gurson sont abordées.
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Fig. 3.3 – Critères de plasticité : Trait plein noir : critère de Gurson. Trait plein gris : critère de
Ponte Castañeda (1991) (relation (3.7)). Trait discontinu noir : modèle de sphère creuse de Michel
et Suquet (1992) (relation (3.11)). Porosité : f = 0.05. Illustration de la diﬀérence de "forme"
entre les critères elliptiques de Ponte Castañeda (1991) ou de Michel et Suquet (1992) et le critère
non elliptique de Gurson. Le critère de Gurson viole la borne supérieure de Ponte Castañeda (1991)
pour un chargement purement équivalent (ou purement déviatorique), mais reste intérieur à la borne
supérieure de Ponte Castañeda (1991) pour un chargement purement hydrostatique.
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Fig. 3.4 – Importance de la "forme" du critère de plasticité sur le taux de déformation macrosco-
pique ε˙ (porosité f = 0.01). Trait plein : critère de Gurson. Trait discontinu : modèle de sphère
creuse de Michel et Suquet (1992) (relation (3.11)).
3.1.3 Méthode sécante modifiée (approche variationnelle) à N phases
Aﬁn de réunir les avantages des deux démarches précédentes, à savoir, le fait que la borne
supérieure due à l’approche de Gurson est pertinente dans le cas d’un chargement purement hy-
drostatique (solution exacte de la sphère creuse soumise à un chargement hydrostatique homogène
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sur sa face externe) et que la borne supérieure due à l’approche variationnelle de Ponte Castañeda
(1991), relation (3.7), est pertinente dans le cas d’un chargement purement déviatorique, Bilger
et al. (2002) proposent l’approche dite "N phases" détaillée ci-dessous.
Bilger et al. (2002) utilisent la méthode sécante modiﬁée en découpant ﬁctivement la matrice en
N phases : au ﬁnal, cela revient à remplacer Csct(ε˙⊗ ε˙) par un module Csct(〈ε˙⊗ ε˙〉Ωr) uniforme
dans chacune des phases r (domaines Ωr) issues du découpage de la matrice. L’objectif de Bilger
et al. (2002) est de prendre en compte l’hétérogénéité radiale du champ de déformation dans la
matrice pour le calcul de Csct. Le CLC est alors composé de N sphères concentriques : la phase
1 correspond aux cavités et les N − 1 autres phases correspondent au "découpage" radial de la
matrice M , voir Fig. F.1. Chaque phase r (2 ≤ r ≤ N) du CLC a un tenseur de raideur noté Cro et
une fraction volumique notée fr. Le tenseur de raideur eﬀectif du CLC est noté C
hom
o . L’application
de la méthode sécante modiﬁée conduit au système suivant :
Entrée : E˙.
Problème non linéaire :

Trouver Cro et 〈ε˙⊗ ε˙〉Ωr , ∀ r (2 ≤ r ≤ N), tels que :
Cro = Csct(〈ε˙⊗ ε˙〉Ωr)
〈ε˙⊗ ε˙〉Ωr =
1
fr
E˙ :
∂Chomo
∂Cro
: E˙
Problème linéaire :

Résoudre :
σ(x) = Cro : ε˙(x), ∀x ∈ Ωr, ∀ r (2 ≤ r ≤ N)
σ ∈ S et ε˙ ∈ K(E˙)
(S et K(E˙) déﬁnis en (2.15) et (2.13)).
La contrainte eﬀective issue du problème linéaire vaut Σ = Chomo : E˙.
(3.12)
La matrice étant rigide plastique parfaite et le milieu eﬀectif étant supposé isotrope, le problème
(3.12) peut se réécrire de la façon suivante (voir Bilger et al. (2002)) :
Entrées : E˙ et T ;
répéter
∀ r (2 ≤ r ≤ N) :〈
ε˙2eq
〉
Ωr
=
E˙2eq
fr
(
∂µhomo
∂µro
+ 3
(
T
µhomo
khomo
)2
∂khomo
∂µro
)
;
µro =
σ0
3
√〈
ε˙2eq
〉
r
;
jusqu’à convergence sur
〈
ε˙2eq
〉
Ωr
et µro, ∀ r (2 ≤ r ≤ N) ;
Sorties : Σeq = 3µ
hom
o E˙eq et Σm = TΣeq,
où T est le taux de triaxialité macroscopique des contraintes. Bilger et al. (2002) étudient un
milieu composé d’un assemblage de Hashin de sphère creuses autosemblables (voir Fig. 3.2) et
choisissent un CLC de même géométrie que le milieu étudié et en incluant le découpage de chaque
sphère. L’estimation autocohérente ou la borne supérieure de Hervé et Zaoui (1993) sont utilisées
pour déterminer les propriétés eﬀectives du CLC. Le critère de plasticité associé n’est pas décrit
analytiquement et le système précédent est résolu par un algorithme de point ﬁxe. Les termes ∂k
hom
o
∂µro
et ∂µ
hom
o
∂µro
sont déterminés numériquement par un développement à l’ordre 1.
La Fig. 3.5 compare, pour une porosité donnée, les critères de Gurson (1977) et de l’approche de
Bilger et al. (2002). Le point hydrostatique obtenu avec l’approche de Bilger et al. (2002) tend vers
le point hydrostatique du critère de Gurson lorsque le nombre N de phases augmente et donc vers la
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solution exacte du problème de sphère creuse. Cela s’explique de la façon suivante. D’un côté, aﬁn
d’aboutir au critère de Gurson, l’utilisation de l’inégalité de Cauchy-Schwarz dans (3.5) revient, au
ﬁnal, à utiliser un ε˙2eq uniforme dans chaque couche concentrique paramétrée par r en coordonnées
sphériques et entourant la cavité centrale. D’un autre côté, la méthode sécante modiﬁée utilisée
par Bilger et al. (2002) revient à remplacer, au ﬁnal, le module sécant Csct(ε˙⊗ ε˙) par un module
Csct(〈ε˙⊗ ε˙〉r) uniforme dans chaque phase r et qui vaut dans ce cas Csct(
〈
ε˙2eq
〉
r
) dans chaque
phase r. Ainsi, à la limite (N → +∞), ces deux approches sont équivalentes en hydrostatique.
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Fig. 3.5 – Critères de plasticité : Trait plein noir : critère de Gurson (relation (3.1)). Trait dis-
continu gris : approche de Bilger et al. (2002) (problème (3.12)) pour N = 2, N = 3, N = 6,
N = 21. Porosité f = 0.05 : le point hydrostatique obtenu avec l’approche de Bilger et al. (2002)
tend vers le point hydrostatique du critère de Gurson (solution exacte de la sphère creuse chargée
hydrostatiquement sur sa face externe) lorsque le nombre de phases N augmente.
Le tableau ci-dessous regroupe les propriétés essentielles des modèles précédents :
Modèle Bon en hydro-
statique pur
Bon en dévia-
torique pur
Bon taux de
croissance des
cavités
Analytique
Gurson (Gurson
(1977))
oui non oui oui
Variationnel
(Ponte Cas-
tañeda (1991))
non oui non oui
Sphère creuse
(Michel et Su-
quet (1992))
oui oui non oui
N phases (Bilger
et al. (2002))
oui oui oui non
Le tableau ci-dessus montre que la meilleure estimation non nécessairement analytique est celle
obtenue avec le modèle N phases. Le modèle de Gurson constitue la meilleure estimation analytique
sous réserve de modiﬁcation de son "point équivalent" (ou déviatorique). C’est l’objet de la section
suivante 3.1.4.
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3.1.4 Modifications de type GTN du critère de Gurson
Diﬀérentes modiﬁcations ont été apportées dans la littérature au critère initial de Gurson (1977).
La plus connue de ses diﬀérentes modiﬁcations est le critère "GTN" (Gurson, Tvergaard, Needle-
man) :
q3
(
Σeq
σ0
)2
+ 2q1f cosh
(
3
2
Σm
σ0
)
− 1− (q1f)2 = 0 (3.13)
Les paramètres q1 et q3 sont introduits aﬁn, d’une part, de donner un meilleur accord entre le
critère initial de Gurson et diﬀérentes simulations numériques par éléments ﬁnis (qui, pour d’autres
géométries que celle d’une sphère creuse et essentiellement pour une contrainte eﬀective hydrosta-
tique, font apparaître le phénomène de localisation de la déformation) et, d’autre part, d’améliorer
le point équivalent (déviatorique pur) du critère initial de Gurson (i.e. la borne supérieure de Voigt
comme signalé en 3.1.1).
Les valeurs de q1 diﬀèrent selon les auteurs et les approches :
• q1 = 1 pour le critère initial de Gurson (approche théorique exposée en 3.1.1),
• q1 = 1.5 pour Tvergaard (1982) (comparaison à des simulations numériques par éléments
ﬁnis),
• q1 = 1.25 pour Koplik et Needleman (1988) (comparaison à des simulations numériques par
éléments ﬁnis),
• q1 ≈ 1.47 pour Perrin et Leblond (1990) (approche théorique : modèle autocohérent basé sur
le problème de la sphère creuse placée dans un milieu inﬁni lui même obéissant au critère
GTN et sous chargement hydrostatique).
La valeur de q1 conseillée par Chaboche et al. (2001) est de 1.25. Cette valeur est intermédiaire
entre la valeur q1 = 1 (correspondant à la solution dans le cas d’une cellule unitaire sphérique
chargée en hydrostatique) et la valeur q1 = 1.5 de Tvergaard (simulations numériques eﬀectuées
sur une cellule axisymétrique cylindrique contenant une cavité sphérique en son centre). Cette va-
leur de q1 = 1.25 semble aussi être en accord avec les simulations numériques par transformée de
Fourier rapide (méthode FFT exposée en 4.6.1) eﬀectuées par Bilger (2003) sur un volume élémen-
taire représentatif contenant un grand nombre de cavités sphériques distribuées aléatoirement (le
point hydrostatique des simulations numériques de Bilger (2003) est proche du critère GTN avec
q1 = 1.25). Cette valeur est donc retenue par la suite.
Aﬁn de mettre en adéquation le critère initial de Gurson (1977) et la borne de Ponte Castañeda
(1991) pour un chargement purement équivalent (déviatorique pur), Leblond et al. (1994) intro-
duisent la fonction q3(f) suivante : q3(f) = 1 +
2
3f . Cette fonction est déﬁnie pour le cas q1 = 1.
Une fonction q3(f) a été proposée par Gărăjeu (1995) aﬁn d’abaisser le point équivalent du critère
initial de Gurson (1977) tout en conservant, quel que soit le taux de triaxialité, le statut de borne
supérieure sur le problème de la sphère creuse. Le point équivalent obtenu est encore supérieur à
la borne supérieure de Ponte Castañeda (1991). La fonction q3(f) de Gărăjeu (1995) vaut :
q3(f) =
 1
1− f −
f
(3+2f)(1−f)
5 +
168f(1−f2/3)2(1−f)
5(16+19f7/3)
−1 . (3.14)
Dans ce travail, nous retenons la valeur q1 = 1.25 et nous proposons une extension de la
fonction q3(f) de Leblond et al. (1994) adapté au cas q1 = 1.25 et qui permet de retrouver,
dans le cas d’un chargement purement équivalent (purement déviatorique), la borne supérieure
de Ponte Castañeda (1991) :
(
Σeq
σ0
)2
= (1−f)
2
1+ 2
3
f
. Ainsi, les valeurs de q1 et de q3 retenues pour la
présente étude permettent de retrouver, dans le cas d’un chargement purement équivalent, la borne
supérieure de Ponte Castañeda (1991) et, dans le cas d’un chargement purement hydrostatique,
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Fig. 3.6 – Domaine étudié par Gologanu et al. (1994).
la valeur de la contrainte hydrostatique en accord avec les simulations numériques présentées ci-
dessus :
q1 = 1.25 (3.15)
q3(f) =
(
1 +
2
3
f
)
(1− q1 f)2
(1− f)2 . (3.16)
Par la suite, ce critère approché est appelé "critère de Gurson modiﬁé".
3.2 Cavités ellipsoïdales aplaties et alignées
Cette section traite de surfaces de plasticité pour un milieu poreux constitué d’une matrice
rigide plastique parfaite avec critère de Von Mises et d’une unique population de cavités ellipsoï-
dales aplaties alignées. Tout d’abord, le critère de Gologanu et al. (1994) est rappelé. Il s’agit d’un
critère de type Gurson. Puis, une borne supérieure et une estimation sont proposées par extension
de la démarche de Gologanu et al. (1994) à un taux de déformation eﬀectif qui n’est plus seule-
ment axisymétrique. Cette section constitue une étape intermédiaire pour traiter le cas des cavités
ellipsoïdales aplaties et orientées aléatoirement dans la matrice (voir Fig. 3.8, cas traité en 3.3).
3.2.1 Critères de type Gurson (rappels)
Le cas des cavités ellipsoïdales aplaties et alignées a été étudié par Gologanu et al. (1994). Pour
l’essentiel, ces auteurs étudient un volume Ω ellipsoïdal aplati ("oblate") contenant en son centre
une cavité ellipsoïdale oblate (domaine ω) de mêmes axes que le domaine Ω. Les deux ellipsoïdes
Ω et ω sont confocaux (mêmes foyers). La géométrie est schématisée sur la Fig. 3.6. La matrice
(domaine Ω− ω) est supposée rigide plastique parfaite (contrainte limite d’écoulement en traction
σ0). Des conditions de taux de déformation homogène au bord (noté E˙) sont appliquées avec un
taux de déformation eﬀectif E˙ axisymétrique, d’axe l’axe de révolution des ellipsoïdes Ω et ω.
Les demi-axes de ω (respectivement Ω) sont notés a1 et b1 (respectivement a2 et b2) comme
illustré sur la Fig. 3.6. La demi-distance focale est notée c et vaut :
c =
√
b21 − a21 =
√
b22 − a22. (3.17)
Les coordonnées cartésiennes (x, y, z) (base (ex,ey,ez)), cylindriques (ρ, φ, z) (base (eρ,eφ,ez))
et elliptiques (λ, β, φ) (base (eλ,eβ,eφ)) sont utilisées. L’axe des z est l’axe de révolution des
ellipsoïdes Ω et ω. Les notations suivantes sont introduites :
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ρ = c cosh λ sin β, φ = φ, z = c sinhλ cos β,
λ ∈ [0,+∞[, β ∈ [0, pi], φ ∈ [0, 2pi],
f = (a1b
2
1)/(a2b
2
2) (porosité),
a = c sinhλ, b = c cosh λ
e2 = c/b2, e1 = c/b1, (excentricités).
(3.18)
Les surfaces à λ constant sont des ellipsoïdes confocaux dont les foyers sont situés sur un cercle
(déﬁni par ρ = c, z = 0) et dont les demi-axes mineur et majeur valent respectivement a = c sinhλ
et b = c cosh λ. Le rapport e = c/b est prescrit. La matrice (domaine Ω − ω) est délimitée par les
surfaces à λ1 et λ2 constants.
Remarque 3.2 (Cas des ﬁssures) Le cas où ω est une ﬁssure (a1 = 0) est obtenu pour
f = 0, e1 = 1 et e2 arbitraire.
Le champ de vitesse incompressible dans la matrice utilisé par Gologanu et al. (1994) s’écrit :
v˙Go = Av(A) + B v(B) avec
v(A) = R (λ) ρeρ + Z (λ) z ez, v
(B) = −x2 ex − y2 ey + z ez,
R (λ) = −ac/b2 +Arcsin(c/b) et Z (λ) = 2c/a− 2Arcsin(c/b).
(3.19)
Les constantes A et B sont déterminées par les conditions aux limites u˙ = E˙ · x sur ∂Ω :{
E˙xx = E˙yy = AR2 − B/2 avec : R2 = R(λ2)
E˙zz = AZ2 + B avec : Z2 = Z(λ2). (3.20)
Le taux de déformation eﬀectif imposé E˙ est axisymétrique ; il s’écrit en notation vectorielle :
{E˙} =
(
E˙xx, E˙yy = E˙xx, E˙zz, 0, 0, 0
)T
. (3.21)
L’utilisation du principe variationnel (équations (2.13) et (2.21)) avec ce champ de vitesse v˙Go
permet de majorer le potentiel de dissipation eﬀectif :
Φ(E˙) ≤ 1|Ω|
∫
Ω−ω
ϕ(ε(v˙Go)) dΩ = σ0
∫ λ2
λ1
∫ 2pi
φ=0
∫ β=pi
β=0
ε˙eqJλβφ dβ dφ dλ (3.22)
avec ε˙ = ε(v˙Go) et Jλβφ =
(
b(a2 sin2 β + b2 cos2 β) sin β
)
/|Ω|. L’intégrale (3.22) est approchée par
Gologanu et al. (1994) en remplacant cos2 β par sa valeur moyenne sur [0, pi], puis en adoptant les
deux changements de variables suivants :
x˜ =
c3
ab2
=
1
sinhλ cosh2 λ
, puis y˜ =
χx˜
x˜+ 3χ/4
avec χ =
√
pi2 + 32/3, (3.23)
et enﬁn en approchant ε˙eq par une fonction de la forme :
(
A′2y˜2 + B′2
)1/2
où A′ et B′ sont des
constantes non précisées ici. Le potentiel eﬀectif approché correspond au critère suivant :(
Σn − Σp + ηΣh
σ0/
√
C
)2
+ 2 (g + 1) (g + f) cosh
(
κ
σ0
Σh
)
− (g + 1)2 − (g + f)2 = 0, (3.24)
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avec :
g =
4e32
3χ
√
1− e22
, χ =
√
pi2 + 32/3,
κ =
(
2
3
+
g(1 − f)(g + 2f + gf)
3(g + 1)2(g + f)2ln g+1g+f
)−1
,
α (e) = −1− e
2
2e2
+
√
1− e2
2e3
arcsin(e),
η =
κ(1− f)(g + 1)(g + f) sinh (2κ (α2 − α1))
(g + 1)2 + (g + f)2 + 2(g + 1)(g + f) (κ(α2 − α1) sinh (2κ (α2 − α1))− cosh (2κ (α2 − α1))) ,
α2 = α(e2), α1 = α(e1),
C =
(g + 1) (g + f)κ sinh (2κ (α2 − α1))
(1− f − 2η (α2 − α1)) η ,
Σp =
Σxx +Σyy
2
, Σn = Σzz, Σh = 2α2Σp + (1− 2α2)Σn.
(3.25)
Les constantes précédentes ont été modiﬁées par Gologanu et al. (1997) aﬁn d’améliorer le résultat
de la comparaison entre le modèle précédent et des simulations numériques par éléments ﬁnis (les
constantes modiﬁées sont indexées par ∗) :
α∗1 =
−e1
(
1− e21
)
+ (1− e21)1/2arcsin(e1)
2e31
,
α∗2 =
(
1− e22
) (
1− 2e22
)
3− 6e22 + 4e42
,
g∗ =
e32
(1− e22)1/2
, gf =
g∗
g∗ + f
, g1 =
g∗
g∗ + 1
, H = 2|α∗1 − α∗2|,
(κ∗)−1 =
2
3
+
(2/3) (gf − g1) + (2/5)
(
g
5/2
f − g5/21
)(
4/3− g5/2f − g5/21
)
ln (gf/g1)
,
η∗ =
κ∗(1− f)(g∗ + 1)(g∗ + f) sinh (κ∗H)
(g∗ + 1)2 + (g∗ + f)2 + (g∗ + 1)(g∗ + f) (κ∗H sinh (κ∗H)− 2 cosh (κ∗H)) ,
C∗ =
−(κ∗/η∗) (g∗ + 1) (g∗ + f) sinh (κ∗H)
η∗H − (1− f) .
(3.26)
Remarque 3.3 (Lien avec le champ élastique de Milton (2002)) La solution exacte
du problème élastique linéaire correspondant à une déformation hydrostatique de la
cavité et à une déformation uniforme D sur la surface extérieure (notée ∂Ω) est connue
(Milton (2002)), avec :
D = Dxx(ex ⊗ ex + ey ⊗ ey) +Dzzez ⊗ ez,
Dxx = −13 + α(e1)− fα(e2),
Dzz = −2Dxx − f,
α(e) déﬁni en (3.25).
(3.27)
Il est intéressant de noter que cette solution coïncide avec le champ v˙Go lorsque E˙ =D.
La démonstration est donnée en Annexe A.
Remarque 3.4 (Cas des cavités allongées) Le cas des cavités allongées ("prolate") a été
traité de la même façon par Gologanu et al. (1993). Le résultat n’est pas rappelé dans le
présent travail (restreint aux cavités aplaties). Il est intéressant de noter que le champ
de vitesse utilisé par Gologanu et al. (1993) et Gologanu et al. (1994) fait intervenir
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un champ v(A) qui donne des conditions de taux de déformation homogène sur tous les
ellipsoïdes confocaux avec la cavité centrale mais ce champ n’est pas uniquement dirigé
selon eλ .
Dans le cas des cavités allongées, Gărăjeu (1995) utilise un champ de vitesse tiré du
cas linéaire qui fait intervenir un champ v˙(C) dirigé selon eλ et qui correspond à des
conditions de taux de déformation homogène sur le bord extérieur seulement. Ce résultat
de Gărăjeu (1995) n’est pas rappelé dans le présent document.
Remarque 3.5 (Critère de Monchiet et al. (2007)) Plus récemment, Monchiet et al.
(2007) ont développé un nouveau critère en utilisant un champ de vitesse tiré du cas
linéaire et correspondant au problème d’Eshelby (cavité ellipsoïdale en milieu inﬁni,
(Eshelby (1957)), (Mura (1987))). Les conditions de déformation homogène au bord
sont remplacées par la condition : 〈ε˙〉Ω = E˙, ce qui implique que le caractère rigoureux
de borne supérieure pour le critère de plasticité est perdu. Contrairement à l’analyse
de Gologanu et al. (1994), le tenseur E˙ est quelconque (pas seulement axisymétrique).
L’estimation obtenue est rappelée ici dans le cas des cavités sphériques :(
Σeq
σ0
)2
+ 2f cosh
(
1
σ0
√
9
4
Σ2m +
2
3
Σ2eq
)
− 1− f2 = 0. (3.28)
Pour de faibles valeurs de Σm, un développement limité du terme en cosh montre que
le critère précédent est analogue à la borne supérieure de Ponte Castañeda (1991).
Lorsque Σeq = 0, le critère précédent, comme le critère de Gurson, permet de retrouver
la solution exacte de la sphère creuse chargée hydrostatiquement et de façon homogène
sur sa face externe.
3.2.2 Approche de type Gurson : borne supérieure
Le but de cette section est de reprendre l’analyse de Gologanu et al. (1994) avec un taux de
déformation eﬀectif E˙ général (et non plus seulement axisymétrique) et d’en déduire une borne
supérieure rigoureuse pour la surface de charge (critère de plasticité).
Le taux de déformation eﬀectif E˙ est décomposé en une partie axisymétrique E˙
A
et une partie
non-axisymétrique E˙
NA
(en notation vectorielle) :
{E˙} = {E˙A}+ {E˙NA},
{E˙A} =
(
E˙xx+E˙yy
2 ,
E˙xx+E˙yy
2 , E˙zz, 0, 0, 0
)T
,
{E˙NA} =
(
E˙xx−E˙yy
2 ,
E˙yy−E˙xx
2 , 0,
√
2E˙yz,
√
2E˙zx,
√
2E˙xy
)T
.
(3.29)
Le champ de vitesse v˙ choisi utilise le champ de vitesse v˙Go (relation (3.19)) et un champ
élémentaire v˙NA de la façon suivante :
v˙(x) = v˙Go(x) + v˙NA(x) avec
v˙Go(x) = E˙
A · x, ∀x ∈ ∂Ω et
v˙NA(x) = E˙
NA · x, ∀x ∈ Ω− ω.
(3.30)
Les champs v˙Go et v˙NA sont incompressibles, ce qui assure la même propriété pour le champ v˙. De
plus, v˙ vériﬁe les conditions de taux de déformation homogène au bord : v˙(x) = E˙ · x, ∀x ∈ ∂Ω.
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Les constantes A et B intervenant dans v˙Go (équation (3.19)) sont déterminées par les conditions
aux limites de v˙Go sur ∂Ω par l’intermédiaire de la relation (3.20) et en veillant à bien utiliser E˙
A
:
A = Tr(E˙)
2R2 + Z2
et B = E˙zz −AZ2, avec R2 = R(λ2) et Z2 = Z(λ2). (3.31)
En utilisant le principe variationnel (équations (2.13) et (2.21)), le potentiel eﬀectif est majoré par :
Φ(E˙) ≤ σ0|Ω|
∫
Ω−ω
εeq (v˙(x)) dΩ = σ0
∫ λ2
λ1
∫ 2pi
φ=0
∫ β=pi
β=0
ε˙eq(x)Jλβφdβ dφ dλ, (3.32)
où ε˙(x) = ε(v˙(x)) et Jλβφ =
(
b(a2 sin2 β + b2 cos2 β) sin β
)
/|Ω| (notations déﬁnies en 3.2.1). L’in-
égalité de Cauchy-Schwarz fournit :
Φ(E˙) ≤ σ0
∫ λ2
λ1
√
J (λ)
√∫ 2pi
φ=0
∫ β=pi
β=0
ε˙2eq(x)Jλβφdβ dφ dλ, (3.33)
avec :
J (λ) =
∫ 2pi
φ=0
∫ pi
β=0
Jλβφdβ dφ =
4
3
pib
(
2a2 + b2
)
|Ω| . (3.34)
Après quelques calculs (cf Annexe B), cette dernière intégrale se met sous la forme :
Φ(E˙) ≤ σ0
∫ λ2
λ1
√
J (λ)
√
E˙ : Q (λ) : E˙ dλ, (3.35)
où Q est un tenseur du quatrième ordre qui s’écrit en utilisant la notation matricielle 6 ∗ 6 :
Q (λ) = T T · 2pib|Ω|
(
I1 I2
I2 I3
)
· T + J (λ)QNA,
I1 =
8
9
(
3b2R2 + 2a2
(
R2 +RZ + Z2
))
, I2 =
4
3
(−b2R+ a2Z) , I3 = 4a2
3
+
2b2
3
,
α˜ =
1
2R2 + Z2
=
a2b
2
2
2c3
, |Ω| = 4
3
pia2b
2
2,
(3.36)
avec T une matrice 2× 6 et QNA une matrice symétrique 6× 6 dont les coeﬃcients non nuls sont :
T11 = T12 = T13 = α˜, T21 = T22 = −α˜Z2, T23 = 1− α˜Z2, (3.37)
QNA11 = Q
NA
22 = −QNA12 =
1
3
, QNA44 = Q
NA
55 = Q
NA
66 =
2
3
. (3.38)
L’expression (3.35) constitue une borne supérieure rigoureuse du potentiel eﬀectif en taux de dé-
formation et par conséquent une borne supérieure pour la surface de charge (critère de plasticité),
tracée point par point :
Σ =
∂Φ
∂E˙
(E˙), (3.39)
Σ = σ0
∫ λ2
λ1
√
J (λ)√
E˙ : Q (λ) : E˙
Q (λ) : E˙ dλ. (3.40)
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Autre champ de vitesse Un champ de vitesse diﬀérent de (3.30) a été testé. Le champ choisi
utilise principalement un champ tiré de l’analyse de Gărăjeu (1995) pour le cas des cavités ellip-
soïdales allongées et adapté pour le cas des cavités aplaties. L’analyse est détaillée en Annexe C.
Le résultat donné à titre indicatif s’écrit :
Φ(E˙) ≤ σ0
∫ λ2
λ1
√
J (λ)
√
E˙ : Q∗ (λ) : E˙ dλ, (3.41)
avec, en notation matricielle 6 ∗ 6 :
Q∗ = J (λ)QNA+
J (λ)
(1 + 2A2)2
T∗T ·T∗+4
3
F1 (λ)
c2 cosh4 λ
1
(1 + 2A2)2
TT ·T− 2F2 (λ)
c3 (1 + 2A2)2
TT ·T∗, (3.42)
T =
(
1 1 1 0 0 0
)
,
T∗ =
(
1 1 −2A2 0 0 0 ) ,
}
(3.43)
A = tanh(λ2),
F1 (λ) = sinh
2(λ)J (λ) +Q1 (λ) 2piJ1 +Q2 (λ) 2piJ2 +Q3 (λ) 2piJ3,
F2 (λ) = −c2J (λ) + 2piQ∗1 (λ)J1 + 2piQ∗2 (λ)J2 + 2piQ∗3 (λ)J3,
 (3.44)
Q1 (λ) = sinh
2 λ
(
1 +
2
c2
− sinh2 λ
)
,
Q2 (λ) = − 1
c4
+ sinh2 λ
(
1 +
4
c2
)
+
(
sinh4 λ
)(−1 + 2
c2
)
− sinh6 λ,
Q3 (λ) =
1
c4
+
4
c4
sinh2 λ+ sinh4 λ
(
−1 + 3
c4
− 4
c2
)
− 4
c2
sinh6 λ+ sinh8 λ,

(3.45)
J1 = 2
c3
|Ω| cosh λ,
J2 =
c3
|Ω|
2
tanhλ
arctan
(
1
sinhλ
)
,
J3 =
c3
|Ω| tanhλ
sinhλ+
(
1 + sinh2 λ
)
arctan
(
1
sinhλ
)
sinh2 λ+ sinh4 λ
,

(3.46)
Q∗1 (λ) = 1− c2 − 2c2 sinh2 λ,
Q∗2 (λ) = −3 + 5 sinh2 λ
(
c2 − 1)+ 7c2 sinh4(λ),
Q∗3 (λ) = 4 sinh
2(λ)
(
1 + sinh2(λ)
(
1− c2)− c2 sinh4 λ) ,
 (3.47)
QNA déﬁni en (3.38),
|Ω| = 4
3
pia2b
2
2.
}
(3.48)
La borne supérieure obtenue s’avère moins serrée que celle obtenue avec le champ (3.30) et n’est
donc pas retenue pour la suite de l’étude (voir la Fig. 3.7).
3.2.3 Approche de type Gurson : estimation
Cette section a pour but d’obtenir un critère de plasticité analytique en contraintes. La démarche
aboutissant à la borne supérieure décrite en 3.2.2 est reprise. L’idée est d’utiliser les approximations
faites par Gologanu et al. (1994) aﬁn d’aboutir à un critère analytique. L’inéquation (3.33) est
reprise :
Φ(E˙) ≤ σ0
∫ λ2
λ1
√
J (λ)
√∫ 2pi
φ=0
∫ β=pi
β=0
(
(ε˙Goeq )
2 + (E˙NAeq )
2 +
4
3
ε˙Go : E˙
NA
)
Jλβφdβ dφ dλ, (3.49)
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Fig. 3.7 – Critères de plasticité : la borne supérieure (3.35) obtenue par une extension non axisy-
métrique de l’approche de Gologanu et al. (1994) (trait plein) est meilleure que la borne supérieure
(3.41) obtenue par une extension au cas des ellipsoïdes aplatis de l’approche de Gărăjeu (1995)
(trait discontinu). f = 0.1, w = 1/5. Chargement axisymétrique d’axe z.
avec ε˙Go = ε(v˙Go). D’après l’Annexe B, le terme "croisé",
∫ 2pi
φ=0
∫ β=pi
β=0 ε˙
Go : E˙
NA
Jλβφdβ dφ s’annule.
D’où :
Φ(E˙) ≤ σ0
∫ λ2
λ1
√
J (λ)
√∫ 2pi
φ=0
∫ β=pi
β=0
(
(ε˙Goeq )
2 + (E˙NAeq )
2
)
Jλβφdβ dφ dλ. (3.50)
L’expression de (ε˙Goeq )
2 est donnée en (B.5). La première approximation de Gologanu et al. (1994)
consiste à remplacer, dans l’expression de (ε˙Goeq )
2, la fonction cos2 β par sa valeur moyenne sur [0, pi],
i.e. 1/3. Cela donne :
Φ(E˙) ≈ σ0
∫ λ2
λ1
√
( ˙¯εGoeq )
2 + (E˙NAeq )
2J (λ) dλ,
( ˙¯εGoeq )
2 =
2A2
3
(
2R2 + Z2 +
2R+ Z
3b2 − 2c2
(
2b2R+ (a2 − c2)Z))+ 2AB(Z − b2(2R + Z)
3b2 − 2c2
)
+ B2.
(3.51)
Remarque 3.6 (Approximation) L’équation (3.51) peut aussi être obtenue en rempla-
cant cos2 β par 1/3 directement dans (3.50). En eﬀet :
J (λ) =
∫ 2pi
φ=0
∫ pi
β=0
b(a2 sin2 β + b2 cos2 β) sin β
|Ω| dβ dφ =
∫ 2pi
φ=0
∫ pi
β=0
b(a2 23 + b
2 1
3 ) sin β
|Ω| dβ dφ.
(3.52)
Le changement de variables suivant x˜ = c
3
ab2
= 1
sinhλ cosh2 λ
conduit à :
J (λ) dλ = −4pic
3
3|Ω|
dx˜
x˜2
. (3.53)
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En eﬀet :
J (λ) =
4
3
pib
(
2a2 + b2
)
|Ω| =
4pib
|Ω| (b
2 − 2c
3
3
) =
4pi
|Ω|c
3 cosh λ
(
sinh2 λ+
1
3
)
(3.54)
et :
dx˜
x˜2
= −3 coshλ
(
sinh2 λ+
1
3
)
dλ. (3.55)
D’où :
Φ(E˙) ≈ 4pic
3σ0
3|Ω|
∫ x˜1
x˜2
√
( ˙¯εGoeq (x˜))
2 + (E˙NAeq )
2
dx˜
x˜2
. (3.56)
Les quantités x˜1 et x˜2 représentent respectivement les valeurs de x˜ en λ1 et en λ2.
Un deuxième changement de variables, y˜ = χx˜x˜+3χ/4 avec χ =
√
pi2 + 32/3, est eﬀectué (dy˜/y˜2 =
3dx˜/4x˜2) et, en suivant Gologanu et al. (1994), la fonction ( ˙¯εGoeq (x˜))
2 est remplacée par une fonction
plus simple sous la forme : A′2y˜2 + B′2. Cela donne :
Φ(E˙) ≈ 16pic
3σ0
9|Ω|
∫ y˜1
y˜2
√
A′2y˜2 + B′2 + (E˙NAeq )2
dy˜
y˜2
,
avec A′ = F¯A+ G¯B, B′ = H¯B.
(3.57)
Les quantités y˜1 et y˜2 représentent respectivement les valeurs de y˜ en λ1 et en λ2. Les quantités A
et B dépendent de E˙ et sont données en (3.31). Les constantes F¯ , G¯ et H¯ ne sont pas données ici.
Un dernier changement de variables z˜ = y˜2/y˜ permet d’obtenir :
Φ(E˙) ≈ 16pic
3σ0
9|Ω|y˜2
∫ 1
y˜2
y˜1
√
A′2y˜22
z2
+ B′2 + (E˙NAeq )2dz ≡ σ
′
0
∫ 1
f˜
√
A′′2
z2
+ B′2 + (E˙NAeq )2dz,
avec σ
′
0 =
16pic3σ0
9|Ω|y˜2 , f˜ =
y˜2
y˜1
, A′′2 = A′2y˜22.
(3.58)
Le critère associé à ce potentiel est calculé dans l’Annexe D et s’écrit :(
Σn − Σp + ηΣh
σ0/
√
C
)2
+3
τ2p
σ20
+3
τ2n
σ20
+2 (g + 1) (g + f) cosh
(
κ
σ0
Σh
)
−(g + 1)2−(g + f)2 = 0. (3.59)
Ce critère est identique à celui de Gologanu et al. (1994), rappelé en (3.24), avec des termes de
cisaillement supplémentaires τp et τn :
τ2p = Σ
2
xy + (Σxx − Σyy)2 /4, τ2n = Σ2xz +Σ2yz. (3.60)
Pour l’estimation proposée, les coeﬃcients de Gologanu et al. (1997) (rappelés en (3.26)) sont
utilisés : les coeﬃcients C, η, g, κ apparaissant dans (3.59) sont, au ﬁnal, remplacés par les C∗, η∗,
g∗, κ∗ de (3.26).
3.3 Cavités ellipsoïdales aplaties et orientées aléatoirement
Le domaine V étudié dans cette section est composé d’un assemblage de cellules élémentaires
de type Ω (étudiées en 3.2) orientées aléatoirement (orientations équiprobables) et en nombre
suﬃsant aﬁn d’assurer l’isotropie globale de V . Le domaine V est schématisé sur la Fig. 3.8 :
c’est un assemblage de cellules élémentaires orientées aléatoirement. D’après Benveniste et Milton
(2003), tout l’espace peut être rempli par des cellules ellipsoïdales orientées aléatoirement (voir
la démonstration dans l’annexe de Benveniste et Milton (2003)). Cette section propose une borne
supérieure et une estimation analytique de la surface de plasticité.
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V
Fig. 3.8 – Domaine V : assemblage de cellules élémentaires de type Ω orientées aléatoirement
(orientations équiprobables).
Ω Ωn
V
n n
n
Fig. 3.9 – Domaine V : assemblage de cellules élémentaires Ωn orientées aléatoirement (orientations
équiprobables). Domaine Ω : domaine de référence ou motif (les domaines Ωn correspondent chacun
à une translation, une rotation et une dilation de Ω). A chaque domaine Ωn correspond un vecteur
n colinéaire à son axe de révolution.
3.3.1 Approche de type Gurson : borne supérieure
Des conditions de taux de déformation homogène au bord sur ∂V sont appliquées. Un champ
de vitesse est construit tel que v˙ = E˙ · x sur chaque ellipsoïde élémentaire ∂Ωn (voir Fig. 3.9).
Ce champ vériﬁe bien v˙ = E˙ · x sur ∂V . En utilisant le principe variationnel (équations (2.13) et
(2.21)) et la borne supérieure (3.35) sur une cellule élémentaire Ω de référence (motif), le potentiel
eﬀectif est majoré par :
Φ(E˙) ≤
∮
σ0
∫ λ2
λ1
√
J (λ) E˙ : Q (R, λ) : E˙ dλ dR, (3.61)
où R décrit une dépendance à l’orientation de la quantité considérée et
∮
est une moyenne sur
toutes les orientations possibles. Il est à noter que cette construction du champ de vitesse dans
V nécessite le fait que E˙ sur la cellule élémentaire de référence soit totalement général (et pas
seulement axisymétrique par exemple). L’inégalité de Cauchy-Schwarz donne :
Φ(E˙) ≤ σ0
∫ λ2
λ1
√
J (λ)
∮
E˙ : Q (R, λ) : E˙ dR dλ. (3.62)
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Un résultat de Gatt et al. (2005) fournit :∮
E˙ : Q (R, λ) : E˙ dR = 3QJ E˙
2
m +
3
10
QKE˙
2
eq, avec QJ = Q :: J et QK = Q ::K. (3.63)
Après quelques calculs utilisant l’expression de Q donnée en (3.36), il vient :
QJ =
4
9
bpi
|Ω| [b
2(−1 + 6Rα˜+ 3Z2α˜)2 + 2a2(1− 6Z2α˜+ 12R2α˜2 + 12Z2α˜2 + 9Z22 α˜2
+6Zα˜(1 + 2Rα˜− 3Z2α˜))]
QK =
10
3 J (λ) .
(3.64)
La surface de charge eﬀective (critère de plasticité) est obtenue numériquement avec Σ = ∂Φ(E˙)
∂E˙
:
Σm =
1
3
σ0
∫ λ2
λ1
√
J (λ)
1√
3QJ E˙2m +
3
10QKE˙
2
eq
3QJ E˙m dλ,
Σeq = σ0
∫ λ2
λ1
√
J (λ)
1√
3QJ E˙2m +
3
10QKE˙
2
eq
3
10
QKE˙eq dλ.
(3.65)
Remarque 3.7 (Autre champ de vitesse) Dans le cas d’un champ de vitesse de type
Gărăjeu (1995) (voir Annexe C), les calculs donnent :
Q∗J =
4
3
J (λ)
(−1 + A2)2
(1 + 2A2)2
+
F1 (λ)
c2 cosh4 λ
4
(1 + 2A2)2
− 4F2 (λ)
c3
(
1− A2)
(1 + 2A2)2
,
Q∗K =
10
3
J (λ) = QK .
(3.66)
Remarque 3.8 (Point purement équivalent) Pour les deux champs de vitesse utilisés,
le point purement équivalent (purement déviatorique) vaut σ0(1 − f) et correspond à
la borne de Voigt.
La nouvelle borne supérieure constituée des équations (3.64) et (3.65) est appelée par la suite
"Borne de type Gologanu non axisymétrique". De même, celle relative aux équations (3.65) et
(3.66) est appelée "Borne de type Gărăjeu oblate".
3.3.2 Approche de type Gurson : estimation
De nouveau, on associe à la borne supérieure précédente une estimation permettant d’exhiber
un critère analytique. Cette estimation est ici une moyenne sur les orientations de l’estimation
obtenue dans le cas des cavités alignées.
Le critère de plasticité (3.59) sur la cellule élémentaire Ω (motif) peut se mettre sous la forme :
Σ : S0 : Σ+ 2 (g + 1) (g + f) cosh (T 0 : Σ)− (g + 1)2 − (g + f)2 = 0, (3.67)
où S0 et T 0 sont respectivement des tenseurs du quatrième ordre et du deuxième ordre, donnés en
Annexe D.
A toute cellule élémentaire Ωn de V est associé un vecteur n colinéaire à l’axe de révolution de l’el-
lipsoïde Ωn considéré. Chaque vecteur n permet de déﬁnir entièrement l’orientation de l’ellipsoïde
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Ωn. Ainsi, pour chaque cellule élémentaire Ωn de V , il existe un tenseur de rotation du deuxième
ordre, Q(n), dépendant de n et tel que, pour cette cellule, le critère s’écrive :
Σ(n) : S0 : Σ
(n) + 2 (g + 1) (g + f) cosh
(
T 0 : Σ
(n)
)
− (g + 1)2 − (g + f)2 = 0,
avec : Σ(n) = Q(n) ·Σ ·Q(n)T .
(3.68)
De plus, il existe un autre tenseur de rotation du deuxième ordre R(0) permettant d’exprimer Σ
dans la base associée à ses directions de contraintes principales :
Σ = R(0) · Σ¯ ·R(0)T , (3.69)
avec {Σ¯}T = (Σ1, Σ2, Σ3, 0, 0, 0).
Ainsi, pour chaque cellule élémentaire Ωn, il existe un tenseur du deuxième ordre R
(n) = Q(n) ·R(0),
tel que :
Σ(n) = R(n) · Σ¯ ·R(n)T (3.70)
Cela permet d’écrire, pour chaque cellule élémentaire Ωn :
Σ(n) : S0 : Σ
(n) = Σ¯ : S
(n)
0 : Σ¯, (3.71)
avec (S
(n)
0 )mnop = (R
(n)T )mi(R
(n)T )nj(R
(n)T )ok(R
(n)T )pl(S0)ijkl.
La même démarche pour T 0 donne :
T 0 : Σ
(n) = T
(n)
0 : Σ¯, (3.72)
avec : (T
(n)
0 )kl = (R
(n)T )ki(T 0)ij(R
(n))jl.
Le critère approché s’écrit ainsi pour toute cellule élémentaire Ωn de V :
Σ¯ : S
(n)
0 : Σ¯+ 2 (g + 1) (g + f) cosh
(
T
(n)
0 : Σ¯
)
− (g + 1)2 − (g + f)2 ≤ 0. (3.73)
La moyenne sur les orientations de (3.73), notée
∮
, conduit à :∮
Σ¯ : S
(n)
0 : Σ¯− (g + 1)2 − (g + f)2 ≤ −2 (g + 1) (g + f)
∮
cosh
(
T
(n)
0 : Σ¯
)
≤ −2 (g + 1) (g + f) cosh
(∮
T
(n)
0 : Σ¯
)
.
(3.74)
En suivant Gologanu et al. (1993), ce dernier terme vaut −2 (g + 1) (g + f) cosh
(
κ
σ0
Σm
)
. Le terme∮
Σ¯ : S
(n)
0 : Σ¯ est calculé en utilisant la projection de S0 sur la base d’isotropie (J ,K) (comme en
(3.63)). Au ﬁnal, le critère approché obtenu s’écrit :
Cη2
(
Σm
σ0
)2
+D
(
Σeq
σ0
)2
+ 2(g + 1)(g + f)cosh
(
κ
σ0
Σm
)
− (g + 1)2 − (g + f)2 = 0, (3.75)
où
D =
4
15
C
(
3
4
+
η2
3
(1− 3α2)2 + η (1− 3α2)
)
+
4
5
. (3.76)
Les coeﬃcients C, η, α2, g, κ retenus sont ceux de Gologanu et al. (1994) (marqués d’une
∗ en
(3.26)).
Remarque 3.9 (Cas des cavités sphériques) Dans le cas des cavités sphériques, il est
aisé de vériﬁer que C∗ = 1, η∗ = 0, κ∗ = 3/2 et g∗ = 0. Ainsi, le critère (3.75) est
exactement le critère du Gurson original.
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3.3.3 Comparaisons et résultats
Comparaison des deux bornes supérieures Les deux bornes supérieures obtenues en 3.3.1
(borne de type Gologanu non axisymétrique et borne de type Gărăjeu oblate) sont comparées sur
la Fig. 3.10. Le point purement déviatorique est le même pour les deux bornes. Par contre, le point
purement hydrostatique obtenu avec la borne de type Gologanu non axisymétrique est inférieur à
celui obtenu avec la borne de type Gărăjeu oblate.
0 0.25 0.5 0.75 1 1.25 1.5 1.750
0.2
0.4
0.6
0.8
1Σeq
σ0
Σm
σ0
Fig. 3.10 – Critère de plasticité pour cavités ellipsoïdales aplaties orientées aléatoirement dans
une matrice rigide plastique parfaite (critère de Von Mises) (a1/b1 = 1/5) : comparaison de la
borne supérieure de type Gologanu non axisymétrique en noir et de la borne supérieure de type
Gărăjeu oblate en gris. a1/b1 = 1/5, f = 0.1. La borne de type Gologanu non axisymétrique est
plus pertinente que la borne de type Gărăjeu oblate.
Pertinence de l’estimation proposée Aﬁn d’estimer le pertinence de l’estimation proposée,
des simulations numériques par éléments ﬁnis sont réalisées sur la cellule élémentaire Ω (motif).
Des conditions de contrainte homogène au bord sont appliquées dans le cas d’une contrainte hydro-
statique : σ ·N = ΣmI ·N sur ∂Ω (avec N la normale extérieure à Ω). La valeur de la contrainte
d’écoulement hydrostatique Σm est relevée. Cette valeur de Σm constitue une borne inférieure pour
l’assemblage V concernant le point purement hydrostatique.
En eﬀet, il est possible de construire un champ de contrainte σ dans V tel que, sur chaque cellule
Ωn, la condition, σ ·N = ΣmI ·N sur son bord extérieur, soit respectée. Ce champ σ vériﬁe alors
la condition σ ·N = ΣmI ·N sur ∂V . Le champ σ, dans chaque ellipsoïde Ωn, résulte du calcul sur
une cellule ellipsoïdale (en l’occurrence Ωn) chargée en contrainte et de façon homogène sur sa face
externe. Le champ σ vériﬁe bien div(σ) = 0 dans chaque Ωn et donc dans V . En vertu du prin-
cipe variationnel (équations (2.18), (2.20) et (2.21)), l’utilisation de ce champ de contrainte permet
d’obtenir une borne inférieure pour le critère de plasticité eﬀectif. Etant donné que le chargement
est hydrostatique, un seul calcul du champ σ sur la cellule de référence Ω est nécessaire. La valeur
de la contrainte d’écoulement hydrostatique Σm obtenue sur Ω est relevée et constitue une borne
inférieure pour V (à la précision des calculs par éléments ﬁnis près).
Les maillages utilisés sont donnés sur la Fig. 3.11 et les résultats sont donnés sur la Fig. 3.12.
La Fig. 3.12 montre que l’estimation proposée (3.75) ne viole pas la borne supérieure de type
Gologanu non axisymétrique ((3.64) et (3.65)).
Dans le cas des ﬁssures, la borne supérieure non linéaire exposée dans Ponte Castañeda et Suquet
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(1998) est aussi reportée (voir Fig. 3.12). Il est à noter que le résultat de Ponte Castañeda et
Suquet (1998) est une borne supérieure lorsque g∗ ≤ 1. Comme dans le cas des cavités sphériques
exposé en 3.1.2, la borne supérieure de Ponte Castañeda et Suquet (1998) s’avère très pertinente
pour le point purement déviatorique mais beaucoup trop majorante pour le point purement hydro-
statique. Dans le cas du chargement purement déviatorique, l’estimation (3.75) viole légèrement la
borne supérieure de Ponte Castañeda et Suquet (1998) mais reste meilleure que la borne de type
Gologanu non axisymétrique qui correspond dans le cas des ﬁssures à la borne de Voigt.
Pour conclure, l’estimation proposée s’avère proche, en hydrostatique, de la borne supérieure due
à l’approche de type Gurson (borne de type Gologanu non axisymétrique (3.65) (3.64)) et s’avère
meilleure que cette dernière en cisaillement car plus proche de la borne supérieure due à l’ap-
proche variationnelle de Ponte Castañeda (1991) (borne supérieure exposée dans Ponte Castañeda
et Suquet (1998)).
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(a) (b)
(c) (d)
(e) (f)
Fig. 3.11 – Maillages utilisés pour les simulations numériques par éléments ﬁnis (voir texte). (a)
f = 0.001, w = 1/5, (b) f = 0.01, w = 1/5, (c) f = 0.1, w = 1/5. Cas des ﬁssures : (d) g∗ = 0.008,
(e) g∗ = 0.14, (f) g∗ = 1.67 (sur chaque ﬁgure, la double ﬂèche indique la longueur de la ﬁssure).
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Fig. 3.12 – Critère de plasticité pour cavités ellipsoïdales aplaties orientées aléatoirement dans une
matrice rigide plastique parfaite (critère de Von Mises) (a) (a1/b1 = 1/5) ; (b) ﬁssures. Croix :
borne supérieure de type Gologanu non axisymétrique. Triangles : borne inférieure issue des simu-
lations numériques par éléments ﬁnis (voir texte) ; Trait discontinu : estimation (3.75). Trait plein :
borne supérieure (lorsque g∗ ≤ 1) de Ponte Castañeda et Suquet (1998). Pertinence de l’estimation
proposée.
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Chapitre 4
Matériaux poreux avec deux populations
de cavités
Ce chapitre traite des surfaces de plasticité pour un milieu poreux avec deux populations de
cavités à deux échelles diﬀérentes. La première population de cavités (correspondant à la première
échelle) est supposée sphérique et distribuée de façon isotrope. La deuxième population de cavités
(correspondant à la deuxième échelle, i.e. l’échelle supérieure) est supposée :
– tout d’abord sphérique et distribuée de façon isotrope (section 4.1),
– puis ellipsoïdale aplatie et orientée selon une direction (section 4.2),
– et enﬁn ellipsoïdale aplatie et orientée aléatoirement dans le matériau (orientations équipro-
bables, section 4.3).
Comme dans le cas d’une unique population de cavités, deux façons diﬀérentes d’obtenir sur un tel
matériau des bornes supérieures pour le critère de plasticité sont mises en œuvre.
– D’un côté, l’approche de "type Gurson" consiste à utiliser le principe variationnel (équations
(2.13) et (2.21)) en choisissant un champ de vitesse précis en hydrostatique mais peu perti-
nent en cisaillement. Par conséquent, la borne supérieure obtenue par cette approche s’avère
pertinente en hydrostatique mais trop majorante en cisaillement.
– D’un autre côté, l’utilisation du principe variationnel de Ponte Castañeda (1991) (équivalent
à la méthode sécante modiﬁée, voir Suquet (1995) et Ponte Castañeda et Suquet (1998))
avec deux phases pour le composite linéaire de comparaison (comme explicité en 3.1.2) per-
met d’obtenir une borne supérieure pour le critère de plasticité. Contrairement à l’approche
précédente, cette borne supérieure s’avère pertinente en cisaillement mais trop majorante en
hydrostatique.
Ainsi, les deux approches précédentes sont mises en œuvre aﬁn d’exhiber une estimation qui soit
à la fois en accord avec l’approche de type Gurson en hydrostatique et en accord avec l’approche
variationnelle de Ponte Castañeda (1991) en cisaillement. Deux estimations obtenues par l’inter-
médiaire des deux approches précédentes sont proposées. L’estimation issue de l’approche de type
Gurson est entièrement analytique ; celle issue de l’approche variationnelle nécessite un traitement
numérique. Dans le cas des cavités saturées (i.e. pressions non nulles dans les cavités, objet de la
section 5), seule l’estimation issue de l’approche variationnelle est proposée dans ce document.
Les cavités à la première échelle étant supposées sphériques et réparties de façon isotrope, le critère
de Gurson est utilisé (sous sa forme modiﬁée rappelée en (3.13)). Les coeﬃcients q1 et q3 retenus
sont donnés en (3.15) et en (3.16) pour les raisons exposées en 3.1.4. La porosité à la première
échelle est maintenant notée fb. Ainsi, le critère s’écrit :
q3
(
σeq
σ0
)2
+ 2q1fb cosh
(
3
2
σm
σ0
)
− 1− (q1fb)2 = 0, (4.1)
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q1 = 1.25, (4.2)
q3(fb) =
(
1 +
2
3
fb
)
(1− q1 fb)2
(1− fb)2
. (4.3)
Dans la suite du document, fqb représente le produit q1fb.
D’après la démarche aboutissant au critère de Gurson (démarche exposée en 3.1.1), il est rappelé
que le potentiel en taux de déformation associé à ce critère s’écrit :
ϕG(ε˙) = σ0
∫ 1
fqb
√
4ε˙2m
y2
+
ε˙2eq
q3
dy. (4.4)
La démarche permettant d’obtenir une estimation du critère de plasticité par l’intermédiaire de la
méthode sécante modiﬁée est validée par comparaison à des simulations numériques à la section
4.6. Ces simulations numériques utilisent la méthode de la transformée de Fourier rapide (FFT,
Michel et al. (2000)) sur un milieu bidimensionnel contenant des cavités elliptiques orientées aléa-
toirement (orientations équiprobables) et plongées dans une matrice de Gurson. Les résultats de ces
simulations numériques sont comparés aux résultats donnés par l’estimation du critère de plasticité
obtenue avec la méthode sécante modiﬁée et écrite en déformations planes généralisées (l’écriture
de ce modèle en déformations planes généralisées est détaillée au chapitre 7).
4.1 Cavités sphériques
Dans cette section, les cavités à la deuxième échelle sont supposées sphériques et réparties de
façon isotrope. La porosité des cavités à la deuxième échelle est notée fe. La matrice est constituée
du milieu eﬀectif de la première échelle dont la loi de comportement est donnée par le potentiel
de Gurson modiﬁé (4.4). Le domaine total est noté V et le domaine occupé par les cavités à la
deuxième échelle est noté ωe. Le problème à résoudre s’écrit, en taux de déformation homogène au
bord : 
σ = ∂ϕ
G
∂e˙ (ε˙) dans la matrice
div(σ) = 0 dans V
σ ·N = 0N sur ∂ωe, N est la normale dirigée vers l’intérieur de ωe
u˙ = E˙ · x sur ∂V
La contrainte eﬀective issue de ce problème s’écrit : Σ = 〈σ〉V . Comme précisé dans Leblond
(2003), le champ de contrainte σ est prolongé par 0 dans ωe. Les conditions σ ·N = 0N sur ∂ωe
et div(σ) = 0 dans V sont toujours vériﬁées. Le champ de vitesse u˙ est prolongé dans ωe de façon
à être de classe C1 dans V .
La loi de comportement de la matrice du problème donné ci-dessus s’écrit :
σ =
∂ϕG
∂e˙
(ε˙). (4.5)
La diﬃculté majeure de cette section réside dans le fait que la matrice est compressible contraire-
ment aux approches plus classiques telles que celles traitées au chapitre 3 où la matrice est rigide
plastique parfaite de Von Mises (donc incompressible).
Cette section 4.1 présente deux bornes supérieures obtenues avec deux approches diﬀérentes et
deux estimations (issues des deux bornes).
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4.1.1 Méthode sécante modifiée (approche variationnelle) : borne supérieure
La méthode sécante modiﬁée (dont le principe est présenté en 3.1.2) aboutit à la résolution
du système d’équations donné ci-dessous. La démonstration est donnée en Annexe J dans le cas
saturé (i.e. avec prise en compte des pressions dans les cavités). Le problème suivant est donc celui
correspondant à l’équation (J.58) en considérant le cas drainé (pressions nulles).
Entrée : E˙.
Trouver C1o et
¯˙
E
(1), tels que :
C1o =
∂ϕG
∂D˙
(
¯˙
E
(1))
¯˙
E
(1) =
1
1− fe
1
2
E˙ :
∂Chomo
∂C1o
: E˙.
(4.6)
La contrainte eﬀective est donnée par Σ = Chomo : E˙. Le tenseur
¯˙
E
(1) représente la moyenne
volumique de E˙ sur la matrice (le tenseur E˙ est un tenseur d’ordre 4 et vaut 12 ε˙ ⊗ ε˙). L’équation
donnant C1o provient de la déﬁnition du module sécant évalué pour E˙ =
¯˙
E
(1) et représente le
tenseur de raideur de la matrice du composite linéaire de comparaison. Le composite linéaire de
comparaison est pris ici de même géométrie que le milieu non linéaire. Le tenseur Chomo représente
le tenseur de raideur eﬀectif du composite linéaire de comparaison. L’expression de ∂ϕ
G
∂E˙
est détaillée
en Annexe J et s’écrit :
∂ϕG
∂E˙
= AJ + BK, avec : (4.7)
A =
2
3
σ0
1√
(ε˙m)2
(
−Arcsinh
(
2
√
(ε˙m)2
(ε˙eq)2
q3
)
+Arcsinh
(
2
fqb
√
(ε˙m)2
(ε˙eq)2
q3
))
, (4.8)
B =
2
3
σ0
(ε˙eq)2
(√
4(ε˙m)2 +
(ε˙eq)2
q3
− fqb
√
4(ε˙m)2
(fqb)2
+
(ε˙eq)2
q3
)
. (4.9)
Chaque phase étant isotrope et le milieu total étant macroscopiquement isotrope, le problème ci-
dessus se met sous la forme suivante (calculs donnés en Annexe J) :
Entrées : E˙m et E˙eq ;
répéter
k1o =
2
9
σ0
1√
(ε˙m)2
(
−Arcsinh
(
2
√
(ε˙m)2
(ε˙eq)2
q3
)
+Arcsinh
(
2
fqb
√
(ε˙m)2
(ε˙eq)2
q3
))
;
µ1o =
1
3
σ0
(ε˙eq)2
(√
4(ε˙m)2 +
(ε˙eq)2
q3
− fqb
√
4(ε˙m)2
(fqb)2
+
(ε˙eq)2
q3
)
;
(ε˙m)
2 =
1
3(1 − fe)
∂µhomo
∂k1o
(E˙eq)
2 +
1
1− fe
∂khomo
∂k1o
(E˙m)
2 ;
(ε˙eq)
2 =
1
(1− fe)
∂µhomo
∂µ1o
(E˙eq)
2 +
3
1− fe
∂khomo
∂µ1o
(E˙m)
2 ;
jusqu’à convergence sur (ε˙m)
2 et (ε˙eq)
2 ;
Sorties : Σm = 3k
hom
o E˙m et Σeq = 3µ
hom
o E˙eq.
Les coeﬃcients khomo et µ
hom
o sont respectivement les coeﬃcients de compressibilité et de cisaille-
ment eﬀectifs du composite linéaire de comparaison. La borne supérieure de Hashin et Shtrikman
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a2
a1
Ω
ω
Fig. 4.1 – Sphère creuse avec matrice poreuse.
(1963) est utilisée pour déterminer ces coeﬃcients, i.e. khomo = k
HS
o et µ
hom
o = µ
HS
o . Les expressions
de kHSo , µ
HS
o ,
∂kHSo
∂k1o
, ∂µ
HS
o
∂k1o
, ∂k
HS
o
∂µ1o
, ∂µ
HS
o
∂µ1o
sont données en Annexe E.
Le système d’équations précédent est résolu avec un algorithme de point ﬁxe.
Le résultat obtenu est une borne supérieure pour le critère de plasticité. Le modèle obtenu est
noté MSM sphérique dans ce document.
4.1.2 Approche de type Gurson : borne supérieure
Le problème de la sphère creuse avec condition de taux de déformation homogène aux bords
est repris (voir 3.1.1). Le volume élémentaire (domaine Ω) est une sphère creuse de rayons interne
et externe notés respectivement a1 et a2 (voir Fig. 4.1). Des conditions de taux de déformation
homogène au bord, v˙ = E˙ · x, sont appliquées sur la surface externe du volume élémentaire. La
matrice (domaine Ω− ω) suit le critère de Gurson sous sa forme modiﬁée (potentiel ϕG (4.4)). Le
champ de vitesse dans la matrice est pris sous la forme :
v˙ = Ax+ v˙G(E˙ −AI). (4.10)
Le champ Ax permet d’introduire une composante compressible au champ v˙G, champ de l’analyse
initiale de Gurson présentée en 3.1.1. Le champ v˙G est pris cinématiquement admissible avec E˙−AI,
i.e. :
v˙G = (E˙ −AI) · x, sur ∂Ω. (4.11)
Ainsi le champ v˙ vériﬁe v˙ = E˙ · x sur ∂Ω. Etant donné le potentiel pour la matrice (rappelé en
(4.4)), le principe variationnel (équations (2.13) et (2.21)) implique que :
Φ(E˙) ≤ inf
A
1
|Ω|
∫
Ω−ω
ϕG(ε(v˙))dΩ = inf
A
σ0
|Ω|
∫
Ω−ω
∫ 1
q1fb
(
4(εm(v˙))
2
y2
+
(εeq(v˙))
2
q3
)1/2
dy dΩ. (4.12)
Etant donné que dans la matrice, εm(v˙) = A est uniforme et que (εeq(v˙))
2 = (εeq(v˙
G))2, cela
donne :
Φ(E˙) ≤ inf
A
σ0
|Ω|
∫
Ω−ω
∫ 1
q1fb
(
4A2
y2
+
(εeq(v˙
G))2
q3
)1/2
dy dΩ. (4.13)
L’inégalité de Cauchy-Schwarz est appliquée (comme en 3.1.1, inégalité (3.5)) :
Φ(E˙) ≤ inf
A
σ0
|Ω|
∫ 1
q1fb
∫ r=a2
r=a1
S(r)
√
4A2
y2
+
1
S(r)
∫ 2pi
φ=0
∫ pi
θ=0
(εeq(v˙
G))2
q3
dS dr dy. (4.14)
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L’analyse détaillée en 3.1.1, permet de calculer le terme :
∫ 2pi
φ=0
∫ pi
θ=0 (εeq(v˙
G))2dS. Le même chan-
gement de variables qu’en 3.1.1 (z = (r/a2)
3) est eﬀectué :
Φ(E˙) ≤ inf
A
σ0
∫ 1
q1fb
∫ 1
fe
√
4A2
y2
+
4
q3
(E˙m −A)2
z2
+
E˙2eq
q3
dz dy. (4.15)
Remarque 4.1 (Assemblage) Comme le critère de Gurson initial, le résultat (4.15) est
une borne supérieure pour l’assemblage de Hashin.
Le A solution qui minimise (4.15) est noté Asol et vériﬁe (dérivation de (4.15) par rapport à A) :
∫ 1
q1fb
∫ 1
fe
(
4A2sol
y2
+
4
q3
(E˙m −Asol)2
z2
+
E˙2eq
q3
)−1/2(
4Asol
y2
− 4
q3
(E˙m −Asol)
z2
)
dz dy = 0. (4.16)
La règle Σ = ∂Φ
∂E˙
(E˙) donne avec l’équation précédente et (4.15) :
Σm =
1
3
∂Φ
∂E˙m
(E˙)
∣∣∣∣
A=Asol
=
1
3
σ0
∫ 1
q1fb
∫ 1
fe
(
4A2sol
y2
+
4
q3
(E˙m −Asol)2
z2
+
E˙2eq
q3
)−1/2
4(E˙m −Asol)
q3z2
dz dy
Σeq =
∂Φ
∂E˙eq
(E˙)
∣∣∣∣∣
A=Asol
= σ0
∫ 1
q1fb
∫ 1
fe
(
4A2sol
y2
+
4
q3
(E˙m −Asol)2
z2
+
E˙2eq
q3
)−1/2
E˙eq
q3
dz dy.
(4.17)
4.1.3 Comparaison entre les deux bornes supérieures précédentes
Les deux bornes supérieures obtenues avec la méthode sécante modiﬁée en 4.1.1 et l’approche
de type Gurson en 4.1.2 sont comparées. Le même type de résultat que dans le cas d’une seule
population de cavité est obtenu. Aﬁn d’estimer le caractère majorant de ces bornes, la solution
hydrostatique du problème de sphère creuse avec matrice de Gurson est rappelée dans un premier
temps.
Point hydrostatique de Perrin (1992) et Leblond (2003) (rappels) Perrin étudie le pro-
blème de la sphère creuse avec matrice de Gurson et avec un chargement hydrostatique en tension
et en contrainte homogène aux bords i.e. σ ·N = ΣmN sur ∂Ω avec Σm ≥ 0. L’intégration de
l’équation d’équilibre dans la matrice combinée aux conditions aux limites et au critère vériﬁé dans
la matrice conduit au système d’équations suivant (donné ici avec q1 = q3 = 1, voir Perrin (1992)) :
v2a + 2fb cosh (va)− 1− (fb)2 = 0
vb
va
= feexp
(
2
∫ va
vb
1√
(1 + (fb)2 − v2)2 − 4(fb)2
dv
)
Σm
σ0
=
2
3
(
arccosh
(
1 + (fb)
2 − (vb)2
2fb
)
− vb
)
.
(4.18)
Ce système d’équations peut être résolu numériquement. Perrin propose les simpliﬁcations suivantes
(voir Perrin (1992) ou Leblond (2003)) : dans le critère de Gurson, le 2 cosh(va) est remplacé par
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exp(va) et le terme en (fb)
2 est négligé. Les équations précédentes se simpliﬁent alors en :
v2a + fb exp(va)− 1− (fb)2 = 0
λ˜ = fe
va(1 + va)
1− va
vb =
1
2
(
−λ˜− 1 +
√
λ˜2 + 6λ˜+ 1
)
Σm
σ0
=
2
3
(
−vb + ln
(
1 + (fb)
2 − v2b
fb
))
.
(4.19)
La première équation de (4.19) est une équation implicite en va. Les autres équations donnent Σm.
Compte tenu de la géométrie et du type de chargement, la solution du problème (4.18) constitue la
solution exacte du problème de la sphère creuse avec matrice de Gurson et chargement homogène
hydrostatique sur le bord extérieur.
Comparaison La Fig. 4.2 montre que, dans le cas d’un chargement purement déviatorique, la
méthode sécante modiﬁée est meilleure que l’approche de type Gurson (le point purement déviato-
rique de la méthode sécante modiﬁée est inférieur au point purement déviatorique de l’approche de
type Gurson) et que, dans le cas d’un chargement purement hydrostatique, l’approche de type Gur-
son est meilleure que la méthode sécante modiﬁée (le point purement hydrostatique de la méthode
sécante modiﬁée est supérieur au point purement hydrostatique de l’approche de type Gurson). Le
point numérique de Perrin (1992) est aussi représenté car il représente la solution exacte pour le
problème de la sphère creuse avec matrice de Gurson (trait vertical).
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Fig. 4.2 – Critères de plasticité : borne supérieure obtenue avec la méthode sécante modiﬁée (section
4.1.1, trait discontinu épais), borne supérieure obtenue avec l’approche de type Gurson (section
4.1.2, potentiel (4.15), trait discontinu ﬁn). Point hydrostatique de Perrin (1992) (trait vertical).
fe = 0.1, fb = 0.01, q3 = q1 = 1. La borne supérieure obtenue avec la méthode sécante modiﬁée
(resp. l’approche de type Gurson) est meilleure en déviatorique pur (resp. hydrostatique pur) que la
borne supérieure obtenue avec l’approche de type Gurson (resp. la méthode sécante modiﬁée).
4.1.4 Méthode sécante modifiée (approche variationnelle) à N phases : estima-
tion
Comme indiqué par la comparaison précédente sur la Fig.4.2, la borne supérieure obtenue avec
la méthode sécante modiﬁée dans la section 4.1.1 ne conduit pas à une bonne estimation du critère
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de plasticité dans le cas du chargement purement hydrostatique. L’idée de cette section est de
reprendre l’analyse de Bilger et al. (2002) présentée en 3.1.2 en utilisant une matrice obéissant au
critère de Gurson modiﬁé :
q3
(
σeq
σ0
)2
+ 2q1fb cosh
(
3
2
σm
σ0
)
− 1− (q1fb)2 = 0, (4.20)
dont on rappelle le potentiel en taux de déformation associé :
ϕG(ε˙) = σ0
∫ 1
fqb
√
4ε˙2m
y2
+
ε˙2eq
q3
dy. (4.21)
La méthode sécante modiﬁée est mise en œuvre en utilisant le même composite linéaire de compa-
raison que Bilger et al. (2002) : sphère creuse à N − 1 phases concentriques entourant la porosité
centrale (voir la Fig. F.1). Toutes les couches sont choisies arbitrairement de même épaisseur. La
fraction volumique de chaque couche est notée fi et le domaine occupé par chaque couche est noté
Ωi. L’estimation autocohérente de Hervé et Zaoui (1993), présentée en Annexe F, est utilisée pour
le comportement eﬀectif du composite linéaire de comparaison. Le résultat obtenu constitue une
estimation du critère de plasticité macroscopique. Les équations à résoudre s’écrivent à la manière
de la méthode sécante modiﬁée à deux phases (voir équations (4.6) et Annexe J) :
E˙ donné, trouver 〈σ〉V tel que, ∀ i (2 ≤ i ≤ N) :
Cio =
∂ϕG
∂D˙
(
¯˙
E
(i))
¯˙
E
(i) =
1
fi
1
2
E˙ :
∂Chomo
∂Cio
: E˙
〈σ〉V = Σ = Chomo : E˙
(4.22)
Le tenseur
¯˙
E
(i) représente la moyenne volumique de E˙ = 12 ε˙⊗ ε˙ sur la phase i. L’équation donnant
Cio provient de la déﬁnition du module sécant évalué, dans chaque phase i du CLC, pour E˙ =
¯˙
E
(i).
Le tenseur Cio représente le tenseur de raideur de la phase i du composite linéaire de comparaison
et le tenseur Chomo représente le tenseur de raideur eﬀectif du composite linéaire de comparaison.
Chaque phase étant isotrope et le milieu total étant macroscopiquement isotrope, le problème ci-
dessus se met sous la forme suivante (calculs donnés en Annexe J) :
Entrées : E˙m et E˙eq ;
répéter
∀ i (2 ≤ i ≤ N) :
kio =
2
9
σ0
1√〈
(ε˙m)
2
〉
Ωi
−Arcsinh
2
√√√√〈(ε˙m)2〉Ωi〈
(ε˙eq)
2
〉
Ωi
q3
+Arcsinh
 2
fqb
√√√√〈(ε˙m)2〉Ωi〈
(ε˙eq)
2
〉
Ωi
q3
 ;
µio =
1
3
σ0〈
(ε˙eq)
2
〉
Ωi
√4〈(ε˙m)2〉Ωi +
〈
(ε˙eq)
2
〉
Ωi
q3
− fqb
√
4
〈
(ε˙m)
2
〉
Ωi
(fqb)2
+
〈
(ε˙eq)
2
〉
Ωi
q3
 ;
〈
(ε˙m)
2
〉
Ωi
=
1
fi
∂khomo
∂kio
(E˙m)
2 +
1
3fi
∂µhomo
∂kio
(E˙eq)
2 ;〈
(ε˙eq)
2
〉
Ωi
=
3
fi
∂khomo
∂µio
(E˙m)
2 +
1
fi
∂µhomo
∂µio
(E˙eq)
2 ;
jusqu’à convergence sur
〈
(ε˙m)
2
〉
Ωi
et
〈
(ε˙eq)
2
〉
Ωi
, ∀ i (2 ≤ i ≤ N) ;
Sorties : Σm = 3khomo E˙m et Σeq = 3µ
hom
o E˙eq.
63
Chapitre 4. Matériaux poreux avec deux populations de cavités
Un algorithme de point ﬁxe permet d’atteindre en peu d’itérations la convergence de ce problème.
Le critère d’arrêt utilisé porte sur la variation des moyennes par phases des seconds moments du
taux de déformation :
|
(〈
(ε˙m)
2
〉
Ωi
)
réactualisé
− 〈(ε˙m)2〉Ωi | < 0.01〈(ε˙m)2〉Ωi
et :
|
(〈
(ε˙eq)
2
〉
Ωi
)
réactualisé
− 〈(ε˙eq)2〉Ωi | < 0.01〈(ε˙eq)2〉Ωi .
(4.23)
Le calcul des dérivées partielles se fait numériquement en utilisant une formulation approchée à
l’ordre 1. Les coeﬃcients khomo = k
HZ
o et µ
hom
o = µ
HZ
o de l’estimation auto-cohérente de Hervé et
Zaoui (1993) sont donnés en Annexe F. Le modèle développé dans cette section est appelé
par la suite MSMN sphérique (Méthode Sécante Modiﬁée à N phases).
Résultats : Le point hydrostatique obtenu avec cette méthode tend vers le point de Perrin (1992)
donné en (4.18) lorsque le nombre de phases N augmente. Cela est illustré sur la Fig. 4.3. De plus, il
est vériﬁé que le critère obtenu par cette méthode respecte les deux bornes supérieures obtenues aux
sections 4.1.1 et 4.1.2 (méthode sécante modiﬁée avec 2 phases et approche de type Gurson) lorsque
le nombre de phases N augmente. Cela est illustré sur la Fig. 4.4. Enﬁn des simulations numériques
par éléments ﬁnis ont été réalisées sur des quarts de sphères creuses (axisymétrie). Deux fractions
volumiques (fe = 0.01 et fe = 0.1) pour la cavité centrale ont été testées. La Fig. 4.5 représente les
maillages utilisés. Des conditions de taux déformation homogène au bord sont appliquées. Chaque
direction de contrainte peut être imposée (méthode de pilotage en contrainte analogue à celle décrite
dans Michel et al. (1999)). La matrice suit le critère de Gurson (critère GTN avec q1 = q3 = 1).
Les simulations numériques sont réalisées pour diﬀérentes valeurs de la porosité fb (fb = 0.01
et fb = 0.1). Les critères obtenus par l’intermédaire de la méthode développée dans cette section
(méthode sécante modiﬁée à N phases) sont en bon accord avec les critères obtenus par simulations
numériques (voir Fig. 4.6).
4.1.5 Approche de type Gurson : estimation
Cette section propose un critère approché, dérivé de la borne supérieure de type Gurson (4.15).
L’idée est d’utiliser un champ de vitesse compressible approché pour estimer le potentiel (4.15).
Le point purement hydrostatique et le point purement déviatorique sont ensuite calculés à l’aide
de cette approximation et un critère de type Gurson reliant ces deux points est proposé. Le critère
obtenu est proche de la borne supérieure (4.15) et des simulations numériques par éléments ﬁnis
présentées en 4.1.4. L’avantage de ce critère est qu’il est totalement analytique.
On rappelle que le potentiel (4.15) s’écrit :
Φ(E˙) ≤ inf
A
σ0
∫ 1
q1fb
∫ 1
fe
√
4A2
y2
+
4
q3
(E˙m −A)2
z2
+
E˙2eq
q3
dz dy. (4.24)
L’approximation proposée consiste à prendre A sous la forme :
A¯ ≡ q1fb
fe + q1fb
E˙m. (4.25)
Ce choix conserve le statut de borne supérieure de (4.24) et le A¯ proposé correspond à la solution
exacte de l’inﬁmum de (4.24) lorsque :
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Fig. 4.3 – Critères de plasticité : estimations obtenues avec la méthode sécante modiﬁée à N phases
(section 4.1.4, trait continu) pour N = 2, N = 3, N = 6, N = 11, N = 21 (solution "convergée"
pour N ≥ 6). Point hydrostatique de Perrin (1992) (trait vertical). fe = 0.1, fb = 0.01, q3 = q1 = 1.
Le point purement hydrostatique obtenu avec la méthode sécante modiﬁée à N phases (section 4.1.4)
tend vers le point de Perrin (1992) donné en (4.18) lorsque le nombre de phases N augmente.
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Fig. 4.4 – Critères de plasticité : borne supérieure obtenue avec la méthode sécante modiﬁée (section
4.1.1, trait discontinu épais), borne supérieure obtenue avec l’approche de type Gurson (section
4.1.2, potentiel (4.15), trait discontinu ﬁn), estimation obtenue avec la méthode sécante modiﬁée à
N = 11 phases (section 4.1.4, trait continu). Point hydrostatique de Perrin (1992) (trait vertical).
fe = 0.1, fb = 0.01, q3 = q1 = 1. Le critère obtenu via la méthode sécante modiﬁée à N = 11 phases
respecte les deux bornes supérieures obtenues aux sections 4.1.1 et 4.1.2 (méthode sécante modiﬁée
avec 2 phases et approche de type Gurson).
• fb = 0 (dans ce cas, A = 0 est solution du problème d’inﬁmum (4.24)),
• fe = 0, (dans ce cas, A = E˙m est solution du problème d’inﬁmum (4.24)),
• q3 = 1 et q1fb = fe, (dans ce cas, A = 1/2E˙m est solution du problème d’inﬁmum (4.24)).
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(a) (b)
Fig. 4.5 – Maillages utilisés pour les simulations numériques par éléments ﬁnis : (a) fe = 0.01, (b)
fe = 0.1.
En utilisant A = A¯, la borne supérieure (4.24) est encore majorée par :
Φ(E˙) ≤ σ0
∫ 1
q1fb
∫ 1
fe
√
4q21f
2
b
(fe + q1fb)2
E˙2m
y2
+
4f2e
q3(fe + q1fb)2
E˙2m
z2
+
E˙2eq
q3
dz dy. (4.26)
Le point purement déviatorique et le point purement hydrostatique obtenus avec (4.26) peuvent
être calculés analytiquement (voir Annexe I) :
Σm = 0, Σeq = σ˜0 avec σ˜0 = σ0(1− fqb)(1− fe)/√q3 (4.27)
et :
Σm = p˜, Σeq = 0 avec p˜ =
1
3
σ0
2√
q3(fqb + fe)
(C1 + ln(C2)) , (4.28)
avec :
B1 =
√
f2e + f
2
qbq3, B2 = fqb
√
f2e + q3, B3 = fe
√
1 + f2qbq3, B4 = fqbfe
√
1 + q3, (4.29)
C1 = 2(B1 −B2 −B3 +B4),
C2 = f
fqb(1−fe)√q3
qb f
(1−fqb)fe
e
(
B1−fe
B3−fe
)fe (B4−fqbfe
B2−fqbfe
)fqbfe (B1−fqb√q3
B2−fqb√q3
)fqb√q3 (B4−fqbfe√q3
B3−fqbfe√q3
)fqbfe√q3
.
(4.30)
La seconde approximation introduite ici consiste à proposer un critère arbitraire de type Gurson
et passant par les points purement hydrostatique p˜ et purement déviatorique σ˜0.
1
β
(
Σeq
σ0
)2
+
1
α
cosh
(
3
2
Σm
σ0
)
− 1 = 0, avec α ≡ cosh
(
3
2
p˜
σ0
)
et β ≡ α
α− 1
(
σ˜0
σ0
)2
. (4.31)
Le critère précédent (4.31) constitue une estimation analytique pour le critère de plasticité d’un
milieu poreux avec deux populations de cavités sphériques.
La Fig. 4.7 montre le bon accord entre le critère approché précédent (4.31) et les simulations
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Fig. 4.6 – Critères de plasticité : bon accord entre l’estimation obtenue avec la méthode sécante
modiﬁée à N = 21 phases (section 4.1.4, trait continu) et les simulations numériques par éléments
ﬁnis (carrés noirs). q3 = q1 = 1.
numériques par éléments ﬁnis présentées en 4.1.4. De plus le critère approché (4.31) reste proche de
la borne supérieure (4.15). La ﬁgure Fig. 4.7 montre néanmoins que le point purement déviatorique
obtenu avec le critère approché (4.31) est légèrement supérieur aux simulations numériques par
éléments ﬁnis (voir remarque 4.2).
Remarque 4.2 (Amélioration du point purement déviatorique (4.27)) Le principe
variationnel est repris sur le milieu V contenant une matrice M de potentiel ϕG (4.4)
(critère de Gurson modiﬁé) et une population de pores sphériques ωe distribués de façon
isotrope :
Φ(E˙) ≤ inf
v˙∈K(E˙)
σ0
|V |
∫
M
∫ 1
q1fb
√
4ε˙2m
y2
+
ε˙2eq
q3
dy dV. (4.32)
L’inégalité de Cauchy-Schwarz est d’abord appliquée sur l’intégrale en y :
Φ(E˙) ≤ σ0
√
1− q1fb
|V | infv˙∈K(E˙)
∫
M
(
4(1 − q1fb)
q1fb
ε˙2m +
(1− q1fb)
q3
ε˙2eq
)1/2
dV, (4.33)
puis sur l’intégrale sur V :
Φ(E˙) ≤ σ0
√
1− q1fb
√
1− fe
[
inf
v˙∈K(E˙)
1
|V |
∫
M
(
9
2
k1ε˙
2
m +
3
2
µ1ε˙
2
eq
)
dV
]1/2
(4.34)
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Fig. 4.7 – Critères de plasticité : borne supérieure (4.15) (croix), critère approché (4.31), (4.27)
(trait plein), simulations numériques par éléments ﬁnis (carrés noirs). q3 = q1 = 1. Trait vertical :
valeur hydrostatique de Perrin (1992) donnée en (4.18). Le critère approché (4.31), (4.27) ne viole
pas la borne supérieure (4.15) et est en bon accord avec les simulations numériques par éléments
ﬁnis.
où :
k1 =
8(1− q1fb)
9q1fb
, µ1 =
2(1 − q1fb)
3q3
. (4.35)
De plus, lorsque le matériau est macroscopiquement isotrope :
Φ(E˙) ≤ σ0
√
1− q1fb
√
1− fe
(
9
2
k˜1E˙
2
m +
3
2
µ˜1E˙
2
eq
)1/2
, (4.36)
où k˜1 et µ˜1 représentent respectivement les coeﬃcients de compressibilité et de cisaille-
ment eﬀectifs d’un matériau poreux linéaire avec coeﬃcients de compressibilité et de
cisaillement k1 et µ1 respectivement (choix d’une borne supérieure).
La borne supérieure de Hashin et Shtrikman (1963) (rappelée en Annexe E) est utilisée
pour k˜1 et µ˜1 :
k˜1 ≤ 4
3
µ1
1− fe
fe +
4µ1
3k1
, µ˜1 ≤ µ1 1− fe
1 + 6fe
k1+2µ1
9k1+8µ1
, (4.37)
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et la borne supérieure suivante est obtenue :
Φ(E˙) ≤ σ0 (1− q1fb)(1− fe)√
q3
(
4E˙2m
fe +
q1fb
q3
+
E˙2eq
1 + fe
2q3+3q1fb
3q3+2q1fb
)1/2
. (4.38)
Le point purement déviatorique obtenu avec cette borne supérieure s’écrit :
Σm = 0, Σeq = σ˜0 avec σ˜0 = σ0
(1− q1fb)(1 − fe)√
q3
√
1
1 + fe
2q3+3q1fb
3q3+2q1fb
. (4.39)
Le critère obtenu avec (4.31), (4.28) et (4.39) est une borne supérieure concernant les
point purement hydrostatique et déviatorique. Dans le cas du chargement purement
déviatorique, cette borne supérieure est meilleure que celle obtenue avec (4.31), (4.28)
et (4.27) (voir Fig. 4.8).
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Fig. 4.8 – Critères de plasticité : borne supérieure (4.15) (croix), critère approché (4.31), (4.27)
(trait plein), simulations numériques par éléments ﬁnis (carrés noirs), critère approché (4.31),
(4.39) (trait plein épais). Trait vertical : valeur hydrostatique de Perrin (1992) donnée en (4.18).
q3 = q1 = 1. Le critère approché (4.31), (4.39) améliore le point purement déviatorique du critère
approché (4.31), (4.27).
Remarque 4.3 (Interprétation de A¯) Etant donné le champ de vitesse utilisé (relation
(4.10)), il est rappelé que le scalaire A est égal au taux de déformation hydrostatique
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dans la matrice : A = ε˙m. La scalaire A est ainsi directement relié à la loi d’évolution
de fb, qui s’écrit (incompressibilité de la matrice initiale) :
f˙b = 3(1 − fb)A. (4.40)
De plus, en utilisant les relations liant la porosité totale du milieu, la porosité à la
première échelle fb et la porosité à la deuxième échelle fe, il vient :
f˙e = 3(1− fe)(E˙m −A). (4.41)
La Fig. 4.9 compare les taux de dilatation relatifs obtenus dans la matrice en utilisant
le A optimal, noté Asol en 4.1.2 et en utilisant l’approximation de A notée A¯ dans cette
section. Le chargement choisi est un chargement purement hydrostatique en tension.
Le résultat exact de Perrin (1992) est reporté sur cette ﬁgure aﬁn d’illustrer la non
uniformité du taux de dilatation relatif exact dans la matrice. Ce résultat exact de
Perrin (1992) peut être retrouvé en utilisant la méthode sécante modiﬁée à N phases
exposée en 4.1.4 ainsi que les lois d’évolution exposées en 6.3 mais en autorisant ici une
évolution diﬀérente de la porosité fb dans chaque couche entourant la cavité centrale.
4.2 Cavités ellipsoidales aplaties et alignées
4.2.1 Approche de type Gurson : borne supérieure
Le but de cette section est d’obtenir une majoration du potentiel eﬀectif en taux de déformation
de l’ellipsoïde creux (cavité ellipsoïdale aplatie dans un domaine ellipsoïdal aplati confocal, voir
Fig. 3.6) pour une matrice qui suit le critère GTN dont le potentiel ϕG est rappelé en (4.4).
Le potentiel eﬀectif obtenu servira dans la suite pour le passage à l’assemblage (assemblage de
cellules élémentaires orientées aléatoirement dans la matrice). Comme pour le cas de la sphère
creuse avec matrice de Gurson (section 4.1.2), le champ de vitesse proposé est la somme d’une
partie compressible et d’une partie incompressible :
v˙(x) = Ax+ v˙Go(x) + v˙NA(x) avec v˙NA(x) = D˙
NA · x, (4.42)
où v˙Go est le champ de vitesse utilisé pour l’ellipsoïde creux à matrice incompressible (section
3.2.2). Ici, v˙Go est pris tel que : v˙Go = D˙
A · x sur ∂Ω avec D˙ = E˙ − AI . Le tenseur D˙ est
décomposé en partie axisymétrique D˙
A
et non-axisymétrique D˙
NA
comme en (3.29). Le principe
variationnel (équations (2.13) et (2.21)) est utilisé avec ce champ de vitesse :
Φ(E˙) ≤ inf
A
1
|Ω|
∫
Ω−ω
σ0
∫ 1
q1fb
√
4A2
y2
+
ε˙2eq
q3
dy dΩ, ε˙ = ε(v˙). (4.43)
La démarche est alors la même que pour l’ellipsoïde creux à matrice incompressible en prenant en
compte le terme additionnel compressible 4A
2
y2
. L’inégalité de Cauchy-Schwarz donne :
Φ(E˙) ≤ inf
A
σ0
∫ 1
q1fb
∫ λ2
λ1
√
J2(λ)
4A2
y2
+
J(λ)
q3
∫ 2pi
φ=0
∫ pi
β=0
ε˙2eq Jλβφ dβ dφ dλ dy. (4.44)
Le dernier terme est calculé en utilisant le résultat de la section 3.2.2 (passage de (3.33) à (3.35)) :
Φ(E˙) ≤ inf
A
σ0
∫ 1
q1fb
∫ λ2
λ1
√
J2(λ)
4A2
y2
+
J(λ)
q3
D˙ : Q (λ) : D˙ dλ dy. (4.45)
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Fig. 4.9 – Sphère creuse sous chargement purement hydrostatique en tension sur sa face externe :
taux de dilatation relatif. Résultat exact de Perrin (1992) ou, de façon équivalente, résultat obtenu
avec la méthode sécante modiﬁée à N phases exposée en 4.1.4 avec évolution de la porosité fb
diﬀérente dans chaque phase entourant la cavité centrale (courbe en trait plein). Utilisation du A
optimal, noté Asol en 4.1.2 (trait horizontal plein). Utilisation de l’approximation de A notée A¯ en
4.1.5 (trait horizontal discontinu). (a) fe = 1 %, fb = 10 % . (b) fe = 1 %, fb = 1 %. q1 = q3 = 1.
Le A qui minimise (4.45) est noté Asol. La relation Σ =
∂Φ
∂E˙
permet d’obtenir une majoration de la
surface de plasticité comme explicité en 4.1.2 :
Σ =
∫ 1
q1fb
∫ λ2
λ1
σ0√
J2(λ)
4A2sol
y2
+ J(λ)q3 (E˙ −AsolI) : Q (λ) : (E˙ −AsolI)
J(λ)
q3
Q (λ) : (E˙−AsolI) dλ dy.
(4.46)
Le critère obtenu est une borne supérieure rigoureuse. Il est rappelé que ce résultat sera utilisé lors
de l’étude des cavités ellipsoïdales aplaties orientées aléatoirement dans la matrice.
4.2.2 Approche de type Gurson : estimation
Une estimation de Φ peut être obtenue à partir de l’inéquation précédente :
Φ(E˙) ≤ inf
A
σ0
∫ 1
q1fb
∫ λ2
λ1
√
J2(λ)
4A2
y2
+
J(λ)
q3
∫ 2pi
φ=0
∫ pi
β=0
ε˙2eq Jλβφ dβ dφ dλ dy. (4.47)
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Le terme
∫ 2pi
φ=0
∫ pi
β=0 ε˙
2
eq Jλβφ dβ dφ est approché en utilisant les même étapes que dans le cas de la
matrice incompressible (voir 3.2.3). Cela donne :
Φ(E˙) ≈ inf
A
σ
′
0
∫ 1
q1fb
∫ 1
f˜
√
4A2
y2
+
A′′2(D˙)
q3z2
+
B′2(D˙)
q3
+
(E˙NAeq )
2
q3
dz dy, (4.48)
avec :
σ
′
0 =
16pic3σ0
9|Ω|y˜2 , f˜ =
y˜2
y˜1
, A′′2(D˙) = A′2(D˙)y˜22 ,
A′(D˙) = F¯A(D˙) + G¯B(D˙), B′(D˙) = H¯B(D˙),
y˜ =
χx˜
x˜+ 3χ/4
, χ =
√
pi2 + 32/3, x˜ =
c3
ab2
=
1
sinhλ cosh2 λ
, |Ω| = 4
3
pia2b
2
2.
(4.49)
Les quantités x˜1 et x˜2 représentent respectivement les valeurs de x˜ en λ1 et en λ2. De même, les
quantités y˜1 et y˜2 représentent respectivement les valeurs de y˜ en λ1 et en λ2. Les constantes A(D˙)
et B(D˙) sont déterminées par les conditions aux limites données à l’équation (3.31) en remplacant
E˙ par D˙.
Les constantes F¯ , G¯ et H¯ sont des constantes introduites par Gologanu et al. (1994). Le terme
A′′2(D˙)
z2
+ B′2(D˙) (4.50)
peut se simpliﬁer en considérant que H¯2 + G¯2y˜2 ≈ 1 (voir (Gologanu et al. (1994))). Le résultat
s’écrit :
Φ(E˙) ≈ inf
A
σ
′
0
∫ 1
q1fb
∫ 1
f˜
√
4A2
y2
+ [F¯ 2A2(D˙) + 2F¯ G¯A(D˙)B(D˙)] y
2
2
q3z2
+
B2(D˙)
q3
+
(E˙NAeq )
2
q3
dz dy.
(4.51)
Enﬁn, le terme
[F¯ 2A2(D˙) + 2F¯ G¯A(D˙)B(D˙)] y
2
2
q3z2
+
B2(D˙)
q3
+
(E˙NAeq )
2
q3
, (4.52)
peut facilement s’écrire sous la forme D˙ : S(ap) : D˙ avec S(ap) un tenseur d’ordre 4 (non précisé
dans ce travail). Ainsi, le potentiel Φ est approximé par :
Φ(E˙) ≈ inf
A
σ
′
0
∫ 1
q1fb
∫ 1
f˜
√
4A2
y2
+ D˙ : S(ap) : D˙ dz dy. (4.53)
Ce potentiel est utilisé lors du passage aux cavités ellipsoïdales aplaties et orientées aléatoirement
dans la section suivante (en 4.3.5).
4.3 Cavités ellipsoïdales aplaties et orientées aléatoirement
Dans cette section, les cavités à la deuxième échelle (échelle supérieure) sont supposées ellipsoï-
dales aplaties, réparties de façon isotrope dans la matrice et orientées de façon aléatoire (orientations
équiprobables). La porosité des cavités à la deuxième échelle est notée fe. Le rapport de forme des
cavités à la deuxième échelle est noté w (rapport du petit axe sur le grand axe, w ≤ 1 dans le cas
oblate). La matrice est constituée du milieu eﬀectif de la première échelle dont la loi de comporte-
ment est donnée par le potentiel (4.4) (critère de Gurson modiﬁé).
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Les diﬃcultés majeures de cette section résident dans la géométrie spéciﬁque des cavités (ellipsoï-
dales) et dans le fait que la matrice est compressible.
Cette section présente, comme dans le cas sphérique traité en 4.1, deux bornes supérieures ob-
tenues avec deux approches diﬀérentes et deux estimations (issues des deux bornes supérieures
précédentes).
4.3.1 Méthode sécante modifiée (approche variationnelle) : borne supérieure
La méthode sécante modiﬁée est ici mise en œuvre comme dans le cas sphérique (section 4.1.1)
en estimant les coeﬃcients de compressibilité et de cisaillement eﬀectifs non plus par la borne
supérieure de Hashin et Shtrikman (1963) mais par la borne supérieure de Ponte Castañeda et
Willis (1995), i.e. khomo = k
PCW
o et µ
hom
o = µ
PCW
o . Cette dernière permet une prise en compte
distincte de la morphologie ellipsoïdale des cavités et de leur distribution isotrope (sphérique). Les
expressions de kPCWo , µ
PCW
o sont données en Annexe G.
Il est rappelé que les expressions de k1o et de µ
1
o sont tirées de la relation
C1o =
∂ϕG
∂D˙
(
¯˙
E
(1)) (4.54)
et que les expressions de (ε˙m)
2 et de (ε˙eq)
2 sont tirées de la relation
¯˙
E
(1) =
1
1− fe
1
2
E˙ :
∂Chomo
∂C1o
: E˙. (4.55)
Le problème à résoudre est le même que dans le cas sphérique, avec des expressions diﬀérentes de
khomo et de µ
hom
o :
Entrées : E˙m et E˙eq ;
répéter
k1o =
2
9
σ0
1√
(ε˙m)2
(
−Arcsinh
(
2
√
(ε˙m)2
(ε˙eq)2
q3
)
+Arcsinh
(
2
fqb
√
(ε˙m)2
(ε˙eq)2
q3
))
;
µ1o =
1
3
σ0
(ε˙eq)2
(√
4(ε˙m)2 +
(ε˙eq)2
q3
− fqb
√
4(ε˙m)2
(fqb)2
+
(ε˙eq)2
q3
)
;
(ε˙m)
2 =
1
3(1 − fe)
∂µhomo
∂k1o
(E˙eq)
2 +
1
1− fe
∂khomo
∂k1o
(E˙m)
2 ;
(ε˙eq)
2 =
1
(1− fe)
∂µhomo
∂µ1o
(E˙eq)
2 +
3
(1− fe)
∂khomo
∂µ1o
(E˙m)
2 ;
jusqu’à convergence sur (ε˙m)
2 et (ε˙eq)
2 ;
Sorties : Σm = 3k
hom
o E˙m et Σeq = 3µ
hom
o E˙eq.
Le système d’équation précédent est résolu avec un algorithme de point ﬁxe.
Le résultat obtenu est une borne supérieure pour le critère de plasticité. Le modèle obtenu est
noté MSM ellipsoïdal dans ce document.
4.3.2 Approche de type Gurson : borne supérieure
Le problème traité en 3.3.1 d’un matériau poreux avec une seule population de cavités ellip-
soïdales aplaties et orientées aléatoirement (orientations équiprobables) est repris mais avec une
matrice GTN : le domaine V étudié dans cette section est composé d’un assemblage de cellules
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élémentaires de type Ω (cavité ellipsoïdale aplatie dans un domaine Ω ellipsoïdal aplati confocal)
orientées aléatoirement et en nombre suﬃsant aﬁn d’assurer l’isotropie globale de V . Le domaine V
est schématisé sur la Fig. 3.8 : c’est un assemblage de cellules élémentaires orientées aléatoirement.
D’après Benveniste et Milton (2003), tout l’espace peut être rempli par des cellules ellipsoïdales
orientées aléatoirement (voir la démonstration dans l’annexe de Benveniste et Milton (2003)). Cette
section propose une borne supérieure pour la surface de plasticité.
Comme en 3.3.1, des conditions de taux de déformations homogènes au bord sur ∂V sont appli-
quées. Un champ de vitesse est construit tel que v˙ = E˙ · x sur chaque ellipsoïde élémentaire ∂Ωn.
Ce champ vériﬁe bien v˙ = E˙ · x sur ∂V . En utilisant le principe variationnel (équations (2.13) et
(2.21)) et la borne supérieure élaborée en 4.2 pour le cas des ellipsoïdes alignés (relation (4.45))
sur la cellule élémentaire de référence Ω, le potentiel eﬀectif est majoré par :
Φ(E˙) ≤
∮
σ0 inf
A(R)
∫ 1
q1fb
∫ λ2
λ1
√
J2(λ)
4A2 (R)
y2
+
J(λ)
q3
D˙ (R) : Q (R, λ) : D˙ (R) dλ dy dR.
(4.56)
Il est supposé que A est indépendant de R pour tous les ellipsoïdes et uniforme dans V . Ce choix
préserve le statut de borne supérieure sur (4.56). D’où :
Φ(E˙) ≤ σ0
∮
inf
A
∫ 1
q1fb
∫ λ2
λ1
√
J2(λ)
4A2
y2
+
J(λ)
q3
D˙ : Q (R, λ) : D˙ dλ dy dR. (4.57)
Puis, en utilisant le fait que la somme des inﬁma est majorée par l’inﬁmum de la somme :
Φ(E˙) ≤ σ0 inf
A
∮ ∫ 1
q1fb
∫ λ2
λ1
√
J2(λ)
4A2
y2
+
J(λ)
q3
D˙ : Q (R, λ) : D˙ dλ dy dR, (4.58)
et l’inégalité de Cauchy-Schwarz :
Φ(E˙) ≤ σ0 inf
A
∫ 1
q1fb
∫ λ2
λ1
√
J2(λ)
4A2
y2
+
J(λ)
q3
∮
D˙ : Q (R, λ) : D˙ dR dλ dy. (4.59)
De la même manière que pour le cas de la matrice incompressible de la section 3.3.1, on obtient :∮
D˙ : Q (R, λ) : D˙ dR = 3QJD
2
m +
3
10
QKD
2
eq avec QJ = Q :: J et QK = Q ::K. (4.60)
Au ﬁnal, la borne supérieure obtenue s’écrit :
Φ(E˙) ≤ σ0 inf
A
∫ 1
q1fb
∫ λ2
λ1
√
J2(λ)
4A2
y2
+
J(λ)
q3
(
3QJ(λ)
(
E˙m −A
)2
+ J(λ)E˙2eq
)
dλ dy. (4.61)
La quantité QJ est donnée en (3.64). Le A qui minimise (4.61) est noté Asol. Comme explicité à la
ﬁn de 4.1.2, la relation Σ = ∂Φ
∂E˙
permet d’obtenir une majoration de la surface de plasticité :
Σm =
1
3
σ0
∫ 1
q1fb
∫ λ2
λ1
J(λ)
q3
3QJ (λ)
(
E˙m −Asol
)
√
J2(λ)
4A2sol
y2
+ J(λ)q3
(
3QJ (λ)
(
E˙m −Asol
)2
+ J(λ)E˙2eq
) dλ dy
Σeq = σ0
∫ 1
q1fb
∫ λ2
λ1
J(λ)
q3
J(λ)E˙eq√
J2(λ)
4A2sol
y2 +
J(λ)
q3
(
3QJ (λ)
(
E˙m −Asol
)2
+ J(λ)E˙2eq
) dλ dy.
(4.62)
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4.3.3 Comparaison entre les deux bornes supérieures précédentes
Pour certaines valeurs de porosité, les mêmes conclusions que dans le cas sphérique sont obte-
nues. Dans le cas d’un chargement purement déviatorique, la méthode sécante modiﬁée est meilleure
que l’approche de type Gurson (pour ce point, la méthode sécante modiﬁée donne un résultat infé-
rieur à celui obtenu avec l’approche de type Gurson et constitue donc, pour ce point, une meilleure
borne supérieure). Dans le cas d’un chargement purement hydrostatique, l’approche de type Gurson
est meilleure que la méthode sécante modiﬁée. Ces remarques sont illustrées sur la Fig. 4.10.
Pour d’autres valeurs de porosité, la méthode sécante modiﬁée est meilleure (borne plus restrictive)
que l’approche de type Gurson quel que soit le taux de triaxialité des contraintes (voir Fig. 4.11).
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Fig. 4.10 – Critères de plasticité : borne supérieure obtenue avec la méthode sécante modiﬁée (section
4.3.1, trait discontinu épais), borne supérieure obtenue avec l’approche de type Gurson (section
4.3.2, potentiel (4.61), trait discontinu ﬁn). fe = 0.02, fb = 0.01, q3 = q1 = 1, w = 1/5. Dans
le cas d’un chargement purement déviatorique (resp. hydrostatique), la méthode sécante modiﬁée
(resp. l’approche de type Gurson) est meilleure que l’approche de type Gurson (resp. la méthode
sécante modiﬁée).
4.3.4 Méthode sécante modifiée (approche variationnelle) à N phases : estima-
tion
De nouveau, comme dans le cas des cavités sphériques, on cherche ici à appliquer la méthode
sécante modiﬁée avec un CLC à N phases. Il s’agit ici cependant d’un CLC constitué d’un assem-
blage d’ellipsoïde creux où chaque cavité ellipsoïdale est enrobée de N − 1 couches ellipsoïdales
confocales. L’estimation des propriétés eﬀectives d’un tel composite n’est pas à notre connaissance
un problème déﬁnitivement résolu (voir des pistes dans Barhdadi (2005)). Il est donc proposé ici
d’utiliser, pour le comportement eﬀectif du CLC, l’estimation de Hervé et Zaoui (1993), valable
dans le cas sphérique. Pour ce faire, la notion de "porosités équivalentes" est introduite et permet
de traiter le cas ellipsoïdal à partir du cas sphérique. Le but est de remplacer le milieu avec cavités
ellipsoïdales de porosités fe par un milieu avec cavités sphériques de porosité fs comme schématisé
sur la Fig. 4.12.
Aﬁn de déterminer fs, il est tout d’abord rappelé que les modèles MSM sphérique et MSM
ellipsoïdal développés en 4.1.1 et 4.3.1 donnent lieu au problème suivant :
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Fig. 4.11 – Critères de plasticité : borne supérieure obtenue avec la méthode sécante modiﬁée (section
4.3.1, trait discontinu épais), borne supérieure obtenue avec l’approche de type Gurson (section
4.3.2, potentiel (4.61), trait discontinu ﬁn). fe = 0.1, fb = 0.01, q3 = q1 = 1, w = 1/5. La méthode
sécante modiﬁée est ici meilleure que l’approche de type Gurson.
fe fs
Fig. 4.12 – Notion de porosité équivalente : remplacer le milieu avec cavités ellipsoïdales de porosités
fe par un milieu avec cavités sphériques de porosité fs.
Entrées : E˙m et E˙eq ;
répéter
actualisation de k1o et de µ
1
o, puis de (ε˙m)
2 et de (ε˙eq)
2 :
(ε˙m)
2 =
1
3(1 − fe)
∂µhomo
∂k1o
(E˙eq)
2 +
1
1− fe
∂khomo
∂k1o
(E˙m)
2 ;
(ε˙eq)
2 =
1
(1− fe)
∂µhomo
∂µ1o
(E˙eq)
2 +
3
1− fe
∂khomo
∂µ1o
(E˙m)
2 ;
jusqu’à convergence sur (ε˙m)
2 et (ε˙eq)
2 ;
Sorties : Σm = 3k
hom
o E˙m et Σeq = 3µ
hom
o E˙eq.
Il est de plus rappelé que les coeﬃcients khomo et µ
hom
o sont estimés via la borne supérieure de
Hashin et Shtrikman (1963) pour le cas sphérique et via la borne supérieure de Ponte Castañeda
et Willis (1995) pour le cas ellipsoïdal.
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Le but étant de traiter le cas ellipsoïdal à partir du cas sphérique, on cherche ainsi fs tel que :
kPCWo (fe)
1− fe =
kHSo (fs)
1− fs
µPCWo (fe)
1− fe =
µHSo (fs)
1− fs .
(4.63)
Avec cette déﬁnition de la porosité équivalente fs, il est possible de retrouver exactement le cas
ellipsoïdal à partir du cas sphérique en résolvant ce système :
Entrées : E˙m et E˙eq ;
répéter
actualisation de k1o et de µ
1
o, puis de (ε˙m)
2 et de (ε˙eq)
2 :
(ε˙m)
2 =
1
3(1 − fs)
∂µHSo (fs)
∂k1o
(E˙eq)
2 +
1
1− fs
∂kHSo (fs)
∂k1o
(E˙m)
2 ;
(ε˙eq)
2 =
1
(1− fs)
∂µHSo (fs)
∂µ1o
(E˙eq)
2 +
3
1− fs
∂kHSo (fs)
∂µ1o
(E˙m)
2 ;
jusqu’à convergence sur (ε˙m)2 et (ε˙eq)2 ;
Sorties : Σm = 3k
HS
o (fs)
1− fe
1− fs E˙m et Σeq = 3µ
HS
o (fs)
1− fe
1− fs E˙eq.
La boucle du problème ci-dessus correspond physiquement au problème sur un milieu avec ca-
vités sphériques et dont la porosité vaut fs.
Cependant, il n’existe pas une unique porosité fs capable de vériﬁer les deux équations de (4.63) :
il existe une première solution fks capable de vériﬁer la première équation de (4.63) et il existe une
deuxième solution fµs capable de vériﬁer la deuxième équation de (4.63). Ce couple de porosités
(fks ,f
µ
s ) vériﬁe :
kPCWo (fe)
1− fe =
kHSo (f
k
s )
1− fks
µPCWo (fe)
1− fe =
µHSo (f
µ
s )
1− fµs .
(4.64)
Les coeﬃcients fks et f
µ
s vériﬁant le système ci-dessus dépendent de fe, de w mais aussi de k
1
o
et de µ1o. La matrice restant proche de l’incompressibilité pour les faibles fractions volumiques fb
motivant cette étude, une bonne approximation consiste à prendre k1o grand (i.e. le faire tendre vers
l’inﬁni). Les expressions de fks et de f
µ
s résultant de cette approximation sont données en Annexe
H et dépendent uniquement de fe et de w.
En utilisant ce couple de porosités (fks ,f
µ
s ), le problème des ellipsoïdes traité avec le modèle
MSM ellipsoïdal s’écrit en fonction du problème ci-dessous où la borne supérieure de Hashin
et Shtrikman (1963) est utilisée. Les termes contenant kHSo sont exprimés en f
k
s et les termes
contenant µHSo sont exprimés en f
µ
s :
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Entrées : E˙m et E˙eq ;
répéter
actualisation de k1o et de µ
1
o, puis de (ε˙m)
2 et de (ε˙eq)
2 :
(ε˙m)
2 =
1
3(1 − fµs )
∂µHSo (f
µ
s )
∂k1o
(E˙eq)
2 +
1
1− fks
∂kHSo (f
k
s )
∂k1o
(E˙m)
2 ;
(ε˙eq)
2 =
1
(1− fµs )
∂µHSo (f
µ
s )
∂µ1o
(E˙eq)
2 +
3
1− fks
∂kHSo (f
k
s )
∂µ1o
(E˙m)
2 ;
jusqu’à convergence sur (ε˙m)2 et (ε˙eq)2 ;
Sorties : Σm = 3k
HS
o (f
k
s )
1− fe
1− fks
E˙m et Σeq = 3µ
HS
o (f
µ
s )
1− fe
1− fµs E˙eq.
La boucle du problème ci-dessus correspond physiquement (voir Fig. 4.13) au :
– cas des cavités sphériques de fraction volumique fks lorsque E˙eq = 0.
– cas des cavités sphériques de fraction volumique fµs lorsque E˙m = 0.
fks f
µ
s
E˙m E˙eq
Fig. 4.13 – La boucle du problème résolu correspond au cas des cavités sphériques de fraction
volumique fks lorsque le chargement est purement hydrostatique et au cas des cavités sphériques de
fraction volumique fµs lorsque le chargement est purement déviatorique.
La méthode sécante modiﬁée avec N phases est alors utilisée sur ce dernier pro-
blème, ainsi que l’estimation de Hervé et Zaoui (1993) comme en 4.1.4 (voir Fig. 4.14). Les
équations à résoudre sont données ci-dessous. Les fki (respectivement f
µ
i ) sont les fractions vo-
lumiques des couches entourant la sphère centrale de fraction volumique fks (respectivement f
µ
s ).
Toutes les couches 2 ≤ i ≤ N sont prises de même épaisseur.
78
4.3. Cavités ellipsoïdales aplaties et orientées aléatoirement
fks f
µ
s
E˙m E˙eq
Fig. 4.14 – Utilisation de l’estimation de Hervé et Zaoui (1993) sur les milieux de porosités fks et
fµs .
Entrées : E˙m et E˙eq ;
répéter
∀ i (2 ≤ i ≤ N) :
kio =
2
9
σ0
1√〈
(ε˙m)
2
〉
Ωi
−Arcsinh
2
√√√√〈(ε˙m)2〉Ωi〈
(ε˙eq)
2
〉
Ωi
q3
+Arcsinh
 2
fqb
√√√√〈(ε˙m)2〉Ωi〈
(ε˙eq)
2
〉
Ωi
q3
 ;
µio =
1
3
σ0〈
(ε˙eq)
2
〉
Ωi
√4〈(ε˙m)2〉Ωi +
〈
(ε˙eq)
2
〉
Ωi
q3
− fqb
√
4
〈
(ε˙m)
2
〉
Ωi
(fqb)2
+
〈
(ε˙eq)
2
〉
Ωi
q3
 ;
〈
(ε˙m)
2
〉
Ωi
=
1
3fµi
∂µHZo (f
µ
i )
∂k1o
(E˙eq)
2 +
1
fki
∂kHZo (f
k
i )
∂k1o
(E˙m)
2 ;
〈
(ε˙eq)
2
〉
Ωi
=
1
fµi
∂µHZo (f
µ
i )
∂µ1o
(E˙eq)
2 +
3
fki
∂kHZo (f
k
i )
∂µ1o
(E˙m)
2 ;
jusqu’à convergence sur
〈
(ε˙m)
2
〉
Ωi
et
〈
(ε˙eq)
2
〉
Ωi
, ∀ i (2 ≤ i ≤ N) ;
Sorties : Σm = 3kHZo (f
k
i )
1− fe
1− fks
E˙m et Σeq = 3µ
HZ
o (f
µ
i )
1− fe
1− fµs E˙eq
Comme pour le cas sphérique en 4.1.4, un simple algorithme de point ﬁxe permet d’atteindre
en peu d’itérations la convergence. Le calcul des dérivées partielles se fait numériquement en utili-
sant une formulation approchée à l’ordre 1.
Le modèle développé dans cette section est appelé par la suite MSMN ellipsoïdal (Mé-
thode Sécante Modiﬁée à N phases). La Fig. 4.15 illustre la propriété que le modèle MSMN
ellipsoïdal améliore le modèle MSM ellipsoïdal pour le cas du chargement purement hydrostatique
lorsque le nombre de couches N augmente sans changer le point purement déviatorique. De plus,
cette ﬁgure montre que le modèle MSMN ellipsoïdal est en accord avec les deux bornes supérieures
établies en 4.3.1 (modèle MSM ellipsoïdal) et en 4.3.2 (approche de type Gurson).
Le caractère arbitraire de cette notion de "porosités équivalentes" conduisant au modèle MSMN
ellipsoïdal est à souligner. Dans le cas des déformations planes généralisées, des simulations nu-
mériques par Transformées de Fourier Rapides (FFT) permettent de valider l’utilisation de ces
"porosités équivalentes" (voir 4.6).
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Le modèle MSMN ellipsoïdal nécessite un traitement numérique (résolution d’un problème de point
ﬁxe). La section suivante propose un modèle conduisant à un critère de plasticité analytique et issu
de l’approche de type Gurson.
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Fig. 4.15 – Critères de plasticité : borne supérieure obtenue avec la méthode sécante modiﬁée (section
4.3.1, trait discontinu épais), borne supérieure obtenue avec l’approche de type Gurson (section
4.3.2, potentiel (4.61), trait discontinu ﬁn), estimation obtenue avec la méthode sécante modiﬁée
à N phases N = 21 (section 4.3.4). fe = 0.02, fb = 0.01, q3 = q1 = 1, w = 1/5. L’estimation
obtenue avec la méthode sécante modiﬁée à N = 21 phases améliore le point hydrostatique obtenu
avec la méthode sécante modiﬁée de la section 4.3.1. L’estimation obtenue avec la méthode sécante
modiﬁée à N = 21 phases respecte les deux bornes supérieures obtenues aux sections 4.3.1 et 4.3.2.
4.3.5 Approche de type Gurson : estimation
Le but de cette section est d’obtenir une estimation analytique à partir de l’approche de type
Gurson. Le problème traité en 4.3.2 est repris ici. La même démarche que celle suivie en 4.3.2
est appliquée mais en utilisant le potentiel eﬀectif sur cellule élémentaire donné en (4.53) pour les
cavités ellipsoïdales alignées. Ce potentiel sur cellule unitaire correspond à une estimation et n’a
pas le statut de borne supérieure. La moyenne sur les orientations (voir 4.3.2) conduit à eﬀectuer
la projection de S(ap) sur J et K. Cela donne :
Φ(E˙) ≈ inf
A
σ
′
0
∫ 1
q1fb
∫ 1
f˜
√
4A2
y2
+
(E˙m −A)2
z2
a˜2
q3
+ (E˙m −A)2 b˜
2
q3
+
(E˙eq)2
q3
dz dy
≈ inf
A
σ0(g + 1)
∫ 1
q1fb
∫ 1
f˜
√
4A2
y2
+
(E˙m −A)2
z2
a˜2
q3
+ (E˙m −A)2 b˜
2
q3
+
(E˙eq)2
q3
dz dy
(4.65)
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avec :
f˜ =
g + fe
g + 1
, g =
4e32
3χ
√
1− e22
, χ =
√
pi2 + 32/3, a˜2 =
3
κ2(g + 1)2
(3− 2η + 4ηZ2
χg
),
b˜2 = (1− 2
χg
Z2)
2, Z2 =
2e2√
1− e22
− 2arcsin(e2), α2 = α(e2), α1 = α(e1).
(4.66)
Les fonctions κ, α, η sont données en (3.25) :
α (e) = −1− e
2
2e2
+
√
1− e2
2e3
arcsin(e), κ =
(
2
3
+
g(1− fe)(g + 2fe + gfe)
3(g + 1)2(g + fe)2ln
g+1
g+fe
)−1
,
η =
κ(1− fe)(g + 1)(g + fe) sinh (2κ (α2 − α1))
(g + 1)2 + (g + fe)2 + 2(g + 1)(g + fe) (κ(α2 − α1) sinh (2κ (α2 − α1))− cosh (2κ (α2 − α1))) .
(4.67)
Les fonctions κ∗, α∗, η∗ et Z∗2 tirées de Gologanu et al. (1997) sont utilisées à la place de κ, α, η
et Z2 :
α∗1 =
−e1
(
1− e21
)
+ (1− e21)1/2arcsin(e1)
2e31
, α∗2 =
(
1− e22
) (
1− 2e22
)
3− 6e22 + 4e42
,
g∗ =
e32
(1− e22)1/2
, gf =
g∗
(g∗ + fe)
, g1 =
g∗
g∗ + 1
, H = 2|α∗1 − α∗2|,
(κ∗)−1 =
2
3
+
(2/3) (gf − g1) + (2/5)
(
g
5/2
f − g5/21
)(
4/3 − g5/2f − g5/21
)
ln (gf/g1)
,
η∗ =
κ∗(1− fe)(g∗ + 1)(g∗ + fe) sinh (κ∗H)
(g∗ + 1)2 + (g∗ + fe)2 + (g∗ + 1)(g∗ + fe) (κ∗H sinh (κ∗H)− 2 cosh (κ∗H)) ,
Z∗2 = 3g
∗(1− 2α∗2).
(4.68)
Sous chargement purement déviatorique, le potentiel (4.65) donne :
Σm = 0, Σeq = σ˜0 avec σ˜0 = σ0(1− fe)(1 − q1fb)/√q3, (4.69)
valeur qui ne prend pas en compte le rapport de forme des ellipsoïdes et qui peut être améliorée
(voir la remarque 4.4).
Dans le but d’obtenir une estimation analytique du critère de plasticité, un A approché de la forme
suivante est proposé, par simple analogie avec le cas sphérique donné en (4.25) :
A = A¯ ≡ q1fb
f˜ + q1fb
E˙m. (4.70)
Ce choix de A conduit sous chargement purement hydrostatique à :
Σeq = 0, Σm = p˜ avec p˜ =
1
3
σ0(g + 1)I, (4.71)
où I est une intégrale dont l’expression détaillée est donnée en Annexe I avec :
ft = f˜ , fs = q1fb, P˜ = 2
∣∣∣∣ q1fbf˜ + q1fb
∣∣∣∣ , Q˜ = 1√q3
∣∣∣∣∣ f˜ a˜f˜ + q1fb
∣∣∣∣∣ et R˜ = 1√q3
∣∣∣∣∣ f˜ b˜f˜ + q1fb
∣∣∣∣∣ .
(4.72)
Un critère de type Gurson passant par les deux points purement hydrostatique p˜ et purement
déviatorique σ˜0 est proposé (comme dans le cas sphérique en (4.31)) :
1
β
(
Σeq
σ0
)2
+
1
α
cosh
(
3
2
Σm
σ0
)
− 1 = 0, avec α ≡ cosh
(
3
2
p˜
σ0
)
et β ≡ α
α− 1
(
σ˜0
σ0
)2
. (4.73)
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Le critère précédent (4.31) constitue une estimation analytique pour le critère de plasticité d’un
milieu poreux avec deux populations de cavités, la seconde population pouvant être de type ellip-
soïdes aplatis orientés aléatoirement. En particulier, ce modèle analytique fournit une estimation
du critère de plasticité pour un milieu poreux ﬁssuré. Les deux points purement déviatorique et
purement hydrostatique obtenus avec ce critère sont des bornes supérieures.
Remarque 4.4 (Amélioration du point purement déviatorique (4.69)) La démarche
variationnelle suivie en 4.1.5 dans le cas sphérique est appliquée ici et conduit à :
Φ(E˙) ≤ σ0
√
1− q1fb
√
1− fe
(
9
2
k˜1E˙
2
m +
3
2
µ˜1E˙
2
eq
)1/2
, (4.74)
où k˜1 et µ˜1 représentent respectivement les coeﬃcients de compressibilité et de cisaille-
ment eﬀectifs d’un matériau poreux linéaire avec coeﬃcients de compressibilité et de
cisaillement k1 et µ1 respectivement (choix d’une borne supérieure) :
k1 =
8(1− q1fb)
9q1fb
, µ1 =
2(1 − q1fb)
3q3
. (4.75)
La borne supérieure de Ponte Castañeda et Willis (1995) est utilisée pour k˜1 et µ˜1. Le
point purement déviatorique obtenu avec cette majoration s’écrit :
Σm = 0, Σeq = σ˜0 avec σ˜0 = σ0
√
(1− q1fb)(1− fe)
√
3
2
µ˜1. (4.76)
Le critère obtenu (4.73), (4.71), (4.76) est une estimation du critère de plasticité. Les
deux points purement déviatorique et purement hydrostatique obtenus avec ce critère
sont des bornes supérieures.
La Fig. 4.16 compare les critères obtenus via la borne supérieure de 4.3.2 (approche de type Gurson,
minimisation sur A), le critère approché (4.73) avec (4.71) et (4.69) puis le critère approché modiﬁé
en déviatorique avec (4.71) et (4.76). Le critère approché est très proche de la borne supérieure de
4.3.2. Le critère approché modiﬁé en déviatorique fournit bien un point purement déviatorique plus
petit que les deux autres modèles. La méthode sécante modiﬁée à N phases est aussi représentée
sur la Fig. 4.16 aﬁn de montrer le bon accord entre ce modèle et les approches de type Gurson
(borne supérieure de 4.3.2 et critère approché (4.73)).
4.3.6 Conclusion
Dans le cadre de la modélisation des critères de plasticité des milieux poreux à deux populations
de cavités, notamment les poreux ﬁssurés, les recommandations suivantes peuvent être formulées :
– pour une estimation la plus précise possible, mettre en œuvre la résolution numérique du
modèle MSMN ellipsoïdal (mise en œuvre lourde),
– pour une estimation moins précise mais rapide et pertinente, ou pour des développements
analytiques, utiliser l’estimation de type Gurson modiﬁée en déviatorique (équation (4.73)
avec (4.71) et (4.76)),
cette dernière fournissant par ailleurs la meilleure borne supérieure connue pour des chargements
purement hydrostatiques et une borne supérieure très pertinente pour des chargements purement
déviatoriques.
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Fig. 4.16 – Critères de plasticité : borne supérieure obtenue avec l’approche de type Gurson ((4.61),
croix), estimation obtenue avec l’approche de type Gurson ((4.73) avec (4.71) et (4.69), trait plein),
estimation obtenue avec l’approche de type Gurson modiﬁée en déviatorique ((4.73) avec (4.71) et
(4.76), trait plein épais), méthode sécante modiﬁée à N = 6 phases (exposée en 4.3.4, carrés blancs).
L’estimation (4.73) avec (4.71) et (4.76) ne viole pas la borne supérieure (4.61) et reste proche du
modèle issu de la méthode sécante modiﬁée à N = 6 phases exposé en 4.3.4. w = 1/5, q1 = q3 = 1.
4.4 Borne et estimation elliptiques
Seulement dans cette section, la surface de charge donnée par la borne non linéaire de Ponte Cas-
tañeda (1991) ou le modèle de sphère creuse de Michel et Suquet (1992) (présentés en 3.1.2) sont
utilisées pour la matrice à la place du critère GTN. Ainsi, un critère elliptique est utilisé pour la
matrice dans cette section :
(1− fb)2 = A(fb)(Σm
σ0
)2 + (1 +
2
3
fb)(
Σeq
σ0
)2, (4.77)
avec A(fb) =
9
4fb pour la borne non linéaire de Ponte Castañeda (1991) et A(fb) =
(
3
2
(1−fb)
ln(fb)
)2
pour le modèle de sphère creuse de Michel et Suquet (1992). Conformément aux choix de q1 et
q3 (équations (3.15) et (3.16)), le coeﬃcient A(fb) utilisé ici pour le modèle de sphère creuse de
Michel et Suquet (1992) est (le but est de conserver le point purement déviatorique donné par la
borne supérieure de Ponte Castañeda (1991) et d’abaisser le point hydrostatique par comparaison
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aux simulations numériques par l’intermédiaire de q1) :
A(fb) =
(
3
2
(1− fb)
ln(q1fb)
)2
. (4.78)
Le potentiel ψSC obtenu par Michel et Suquet (1992) et correspondant à la surface de plasticité
(4.77) est utilisé pour décrire le comportement de la matrice. Puis une démarche analogue à celle
de Michel et Suquet (1992) est utilisée aﬁn d’obtenir la surface de plasticité du matériau contenant
la deuxième population de cavité (porosité fe). La démonstration donnée en Annexe K (dans le cas
saturé) conduit au critère suivant :
1
khomo
(
Σm
σ0
)2
+
1
3µhomo
(
Σeq
σ0
)2
= 2(1 − fe)(1 − fb)2 (4.79)
Les coeﬃcients khomo et µ
hom
o s’obtiennent par homogénéisation sur un milieu élastique linéaire de
matrice de coeﬃcients k1o et µ
1
o et de porosités de fraction volumique fe de même géométrie que le
milieu non linéaire :
k1o =
1
2A(fb)
µ1o =
1
6B(fb)
avec B(fb) = (1 +
2
3fb).
(4.80)
Lorsque le A(fb) est celui de la borne non linéaire de Ponte Castañeda (1991) :
A(fb) =
9
4
fb, (4.81)
le modèle obtenu fournit une borne supérieure pour la surface de charge. Ce modèle est appelé
modèle 2BNL (borne non linéaire pour les deux échelles).
Lorsque le A(fb) est celui du modèle de sphère creuse de Michel et Suquet (1992) :
A(fb) =
9
4
(1− fb)2
(ln (fqb))
2 , (4.82)
le modèle obtenu fournit une estimation pour la surface de charge. Ce modèle est appelé modèle
BNLSC (borne non linéaire pour la deuxième échelle et modèle de sphère creuse pour la première
échelle).
Dans le cas des porosités sphériques, les modules khomo et µ
hom
o correspondent à la borne supé-
rieure de Hashin et Shtrikman (1963). Dans le cas des pores ellipsoïdaux répartis et orientés de
façon aléatoire (orientations équiprobables, porosité fe), la borne supérieure de Ponte Castañeda
et Willis (1995) est utilisée.
L’avantage du modèle 2BNL est qu’il constitue une borne supérieure de la surface de plasticité. Son
inconvénient est que cette borne est trop majorante pour un chargement purement hydrostatique.
L’avantage du modèle BNLSC est d’être entièrement analytique. Son inconvénient réside dans le
fait que le modèle de sphère creuse utilisé pour la matrice prédit un taux de croissance des petites
porosités trop faible (forme du critère, voir 3.1.2).
La Fig. 4.17 compare les surfaces de plasticité obtenues avec les modèles 2BNL, BNLSC et la
méthode sécante modiﬁée à N phases (modèle MSMN ellipsoïdal), ce dernier constituant ici la
meilleure approximation du critère de plasticité pour un matériau poreux constitué d’une ma-
trice rigide parfaitement plastique, d’une population de cavités sphériques de petite taille et d’une
population de cavités ellipsoïdales de plus grande taille (séparation de échelles) distribuées aléa-
toirement en espace et en orientation. De plus, le modèle MSMN ellipsoïdal permet une prise en
compte des pressions dans toutes les cavités, ce qui n’est pas le cas de l’estimation donnée en 4.3.5
par l’approche de type Gurson.
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Fig. 4.17 – Critères de plasticité : borne supérieure obtenue avec le modèle 2BNL (relations (4.79)
(4.80) (4.81), trait discontinu épais), estimation obtenue avec le modèle BNLSC (relations (4.79)
(4.80) (4.82), trait discontinu ﬁn), estimation obtenue avec la méthode sécante modiﬁée à N phases
N = 6 (section 4.3.4, modèle MSMN ellipsoïdal, trait plein). fe = 0.02, fb = 0.01, q3 = q1 = 1,
w = 1/5.
4.5 Bilan sur les modèles
Les modèles détaillés dans ce chapitre sont recensés dans le tableau ci-dessous :
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Méthode Avantage Inconvénient Section
Approche varia-
tionnelle : borne
supérieure MSM
sphérique et MSM
ellipsoïdal
Pertinent en déviato-
rique
Large en hydrosta-
tique , non analytique
4.1.1 et 4.3.1
Approche de type
Gurson : borne
supérieure
Pertinent en hydro-
statique
Large en déviato-
rique, non analytique
4.1.2 et 4.3.2
Approche variation-
nelle : estimation
MSMN sphérique et
MSMN ellipsoïdal
Pertinent en déviato-
rique et en hydrosta-
tique
Non analytique 4.1.4 et 4.3.4
Approche de type
Gurson : estimation
Pertinent en hydro-
statique, analytique
Large en déviato-
rique, forme arbitraire
du critère
4.1.5 et 4.3.5
Approche de type
Gurson : estimation
Pertinent en déviato-
rique et en hydrosta-
tique, analytique
Forme arbitraire du
critère
4.1.5, remarque 4.2 et
4.3.5, remarque 4.4
Approche varia-
tionnelle : borne
supérieure 2BNL
Pertinent en déviato-
rique, analytique
Large en hydrosta-
tique , utilisation d’un
autre critère que celui
de Gurson pour la ma-
trice
4.4
Approche variation-
nelle : estimation
BNLSC
Pertinent en déviato-
rique, analytique
Large en hydrosta-
tique , utilisation d’un
autre critère que celui
de Gurson pour la ma-
trice
4.4
Les modèles énoncés dans le tableau ci-dessus sont étendus au cas des cavités saturées (i.e. pressions
non nulles dans les cavités) dans le chapitre 5, à part les estimations issues de l’approche de type
Gurson (pour ces modèles, un A approché n’a pas pu être déterminé dans le cas saturé). Au ﬁnal,
le modèle MSMN ellipsoïdal est retenu pour la suite (cas des cavités saturées).
4.6 Simulations numériques FFT
Le modèle MSMN ellipsoïdal est écrit à la section 7.1.2 en déformations planes généralisées.
L’objectif de la présente section est de valider la démarche conduisant au modèle MSMN ellipsoïdal
(utilisation des "porosités équivalentes") par comparaison à des simulations numériques. Le milieu
étudié ici est un milieu bidimensionnel contenant des cavités elliptiques orientées aléatoirement
(orientations équiprobables) et plongées dans une matrice de Gurson. Les simulations numériques
eﬀectuées utilisent la méthode de la transformée de Fourier rapide (FFT, Michel et al. (2000)).
En eﬀet, aﬁn d’étudier les propriétés eﬀectives des composites à microstructures périodiques, Mou-
linec et Suquet (1998) ont proposé une méthode numérique basée sur des transformées de Fourier
rapides (Fast Fourier Transforms, FFT). Cette méthode itérative est basée sur l’expression de la
fonction de Green d’un milieu de référence élastique linéaire. Cette méthode n’assure pas la conver-
gence lorsque le contraste entre les phases est inﬁni (par exemple, le cas d’un matériau poreux avec
matrice rigide plastique parfaite de Von Mises). C’est pourquoi, Michel et al. (2000) ont proposé
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de lever cette diﬃculté de convergence en utilisant une méthode de Lagrangien augmenté. Cette
approche s’est révélée eﬃcace pour traiter le cas des problèmes à contraste grand ou inﬁni entre
les phases. La méthode de Michel et al. (2000) a été appliquée avec succès dans ce travail pour
un matériau à fort contraste entre les deux phases (matrice de Gurson et cavités). L’intérêt de ce
type de simulations est de pouvoir réaliser des calculs sur des cellules périodiques et présentant
des microstructures complexes. Ainsi, des calculs sur des cellules contenant un grand nombre de
cavités ont pu être réalisés, ce qui permet de mieux approximer la géométrie réelle du matériau.
Cette section rappelle la méthode dite FFT de Michel et al. (2000), puis l’implémentation dans
cette méthode d’une matrice de type Gurson et enﬁn, les résultats obtenus concernant les surfaces
de plasticité pour un milieu poreux (cavités elliptiques orientées aléatoirement) dans une matrice
de type Gurson.
4.6.1 Méthode FFT de Michel et al. (2000) (rappels)
D’une façon générale, on considère dans ce paragraphe que l’élément de volume V est composé
de diﬀérentes phases dont le potentiel en déformation, ϕ(x, ε), est tel que pour tout x de V :
σ(x) =
∂ϕ
∂ε
(x, ε). (4.83)
Le potentiel ϕ(x, ε) est une fonction convexe de ε. L’élément de volume V est soumis à une
déformation moyenne E. Des conditions de périodicité sont imposées sur ∂V et la déformation
locale ε(u) est décomposée en sa moyenne E et en une ﬂuctuation ε(v) telle que ε(u) = E + ε(v).
Le champ v est imposé périodique et σ · n est imposé anti-périodique. Le potentiel eﬀectif en
déformation Φ s’écrit (voir, par exemple, Ponte Castañeda et Suquet (1998)) :
Φ(E) = inf
u∈K#(E)
〈ϕ(ε(u))〉V , (4.84)
avec K#(E) = {u tel que ε(u) = E+ε(v), v périodique}. Le problème (4.84) est reformulé comme
un problème de minimisation sous contrainte :
inf
e
inf
u∈K#(E)
〈ϕ(e)〉V , (4.85)
sous la contrainte :
ε(u(x))− e(x) = 0 ∀x ∈ V. (4.86)
Le Lagrangien augmenté associé au problème de minimisation sous contrainte précédent s’écrit :
LC0(ε(u),e,λ) = 〈ϕ(e)〉V + 〈λ : (ε(u)− e)〉V +
1
2
〈(ε(u)− e) : C0 : (ε(u)− e)〉V . (4.87)
Le problème de minimisation sous contrainte (4.85) revient à résoudre :
sup
λ
inf
e
inf
u∈K#(E)
LC0(ε(u),e,λ). (4.88)
Ce problème de point selle est résolu par l’intermédiaire d’un algorithme d’Uzawa :
• Pas i : ei−1 et λi−1 connus.
• Etape 1 : Trouver ε(ui) solution du problème :
inf
u∈K#(E)
LC0(ε(u),e
i−1,λi−1).
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• Etape 2 : Trouver ei tel que (pour tout x) :
∂ϕ
∂e
(x,ei) +C0 : e
i(x) = C0 : ε(u
i(x)) + λi−1(x).
Cette équation provient du fait que LC0 est convexe en e et que
∂LC0
∂e (e) = 0⇔
∂LC0
∂e (e) = 0
en posant LC0 = 〈LC0〉V .
• Etape 3 : Mise à jour de λi :
λi(x) = λi−1(x) +D0 : (ε(ui(x))− ei(x)).
Le tenseur d’ordre 4, D0 donne la direction de descente dans l’algorithme d’Uzawa. Une fois la
convergence obtenue : ε(u) = e et u est tel que l’inﬁmum infu∈K#(E) 〈ϕ(ε(u))〉V est atteint.
L’étape 1 correspond au problème d’élasticité linéaire suivant pour un milieu homogène élastique
linéaire de raideur C0 :{
σ(x) = C0 : ε(v(x)) + τ (x) ∀x ∈ V,
divσ(x) = 0 ∀x ∈ V, v périodique, σ · n antipériodique, (4.89)
avec τ (x), un champ de polarisation, qui s’écrit :
τ (x) = λi−1(x)−C0 : ei−1(x) +C0 : E. (4.90)
La solution du problème précédent s’exprime en fonction de l’opérateur de Green Γ0 :
ε(v(x)) = −Γ0 ∗ τ (x) ∀x ∈ V, (4.91)
où le symbole ∗ représente le produit de convolution. Dans l’espace de Fourier, la relation précédente
s’écrit :
εˆ(v(ξ)) = −Γˆ0(ξ) : τˆ (ξ). (4.92)
La transformée de Fourier Γˆ
0
peut être obtenue de façon explicite (non précisée dans ce document).
Lorsque le potentiel ϕ(ε) peut se mettre sous la forme ϕ(εm, εeq), l’étape 2 revient à résoudre le
système non linéaire suivant :
1
3
∂ϕ
∂εm
(eim, e
i
eq) + 3k0e
i
m = 3k0εm(u
i) + λi−1m ,
1
3µ0
∂ϕ
∂εeq
(eim, e
i
eq) + e
i
eq =
(
εd(ui) + 12µ0 (λ
i−1)d
)
eq
.
(4.93)
L’étape 3 consiste à réactualiser le multiplicateur de lagrange λ, qui correspond, à convergence, au
champ de contrainte solution. Le tenseur D0 est choisi tel que D0 = C0. Ce choix a l’avantage de
donner λi = 0 dans les cavités.
Remarque 4.5 (Direction de contrainte imposée) La méthode FFT est mise en œuvre
de façon incrémentale et à déformation imposée E. Il est remarquable que la direction
de contrainte Σ0 peut être imposée en utilisant la procédure suivante (voir Michel et al.
(1999)) :
• t (paramètre de chargement) imposé. Σ0 (direction de contrainte) imposée.
• Trouver E, Σ, k (13 inconnues) tels que :
• E : Σ0 = t (1 équation),
• Σ = f(E) (méthode FFT, 6 équations),
• Σ = kΣ0 (le scalaire k est appelé niveau de contrainte, 6 équations).
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4.6.2 Modèle de Gurson en théorie élastoplastique (ou de déformation)
Le but est d’utiliser la méthode FFT (présentée dans le paragraphe précédent) aﬁn de déter-
miner numériquement et pour diﬀérentes valeurs de porosité les surfaces de plasticité d’un milieu
contenant des cavités elliptiques (porosité fe) et une matrice obéissant au critère de Gurson (avec
une porosité fb ﬁxe). La méthode précédente est valable lorsque le comportement de la matrice
obéit à un potentiel en déformation ϕ(ε). Le comportement de la matrice de Gurson doit être
régularisé et écrit en théorie de la déformation, ce qui fait l’objet de ce paragraphe.
La méthode FFT (présentée dans le paragraphe précédent) nécessite, pour cette étude, la connais-
sance de σ = ∂ϕ∂ε dans la matrice (voir l’étape 3). La régularisation du comportement de la matrice
en théorie de la déformation revient à écrire un algorithme dont l’entée est ε (déformation en un
point) et la sortie est σ (contrainte en un point). La fonction de charge correspondant au critère
de Gurson s’écrit :
F (σ) =
σ2eq
σ20
+ 2fb cosh
(
3
2
σm
σ0
)
− 1− f2b . (4.94)
La déformation est la somme de la déformation élastique et de la déformation plastique :
ε = εe + εp. (4.95)
La déformation élastique se met sous la forme :
εe = S : σ. (4.96)
La déformation plastique s’écrit (théorie de la déformation) :
εp = λp
∂F
∂σ
(σ) , (4.97)
où λp est le multiplicateur plastique. Le système à résoudre est le suivant :
εm =
σm
3k
+ λp
fb
σ0
sinh
(
3
2
σm
σ0
)
εeq =
σeq
3µ
+ 2λp
σeq
σ20
λp ≥ 0, F (σ) ≤ 0, λp F (σ) = 0.
(4.98)
A ε donné, la première étape consiste à calculer le champ test σT = C : ε. Cela donne : σm T =
3 k εm et σeq T = 3µ εeq.
Si F (σT ) < 0 alors σ = σT .
Sinon, le système formé des équations (4.98) doit être résolu en remplacant la dernière équation du
système par F (σm, σeq) = 0.
L’équation F (σm, σeq) = 0 donne :
σeq = σ0
√
1 + f2b − 2fb cosh
(
3
2
σm
σ0
)
. (4.99)
La deuxième équation de (4.98) donne :
λp =
εeqσ0
2
σ0
σeq
− σ
2
0
6µ
. (4.100)
La première équation de (4.98) donne :
εm =
σm
3k
+
(
εeqσ0
2
(
1 + f2b − 2fb cosh
(
3
2
σm
σ0
))−1/2
− σ
2
0
6µ
)
fb
σ0
sinh
(
3
2
σm
σ0
)
. (4.101)
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Cette dernière est une équation non linéaire de la forme F(σm) = 0. Pour la résoudre, un algorithme
de Newton-Raphson est utilisé avec :
F(σm) = σm
3k
+
 εeqfb
2
√
1 + f2b − 2fb cosh
(
3
2
σm
σ0
) − fbσ06µ
 sinh(32 σmσ0
)
− εm,
F ′(σm) = 1
3k
+
3
2σ0
cosh
(
3
2
σm
σ0
)
H+
(
sinh
(
3
2
σm
σ0
))2 3f2b εeq
4σ0
(
1 + f2b − 2fb cosh
(
3
2
σm
σ0
))−3/2
avec : H = εeqfb
2
√
1 + f2b − 2fb cosh
(
3
2
σm
σ0
) − fbσ06µ .
(4.102)
Une fois la valeur de σm ﬁxée, l’équation (4.99) fournit σeq. L’équation (4.100) fournit ensuite λ
p.
Pour ﬁnir :
σd =
1
1
2µ + λ
p 3
σ20
εd. (4.103)
Remarque 4.6 (Test de l’algorithme) Aﬁn de tester l’algorithme, il est intéressant d’uti-
liser un volume V homogène ne comportant aucune cavité (uniquement de la matrice).
En chaque point de V , l’entrée de l’algorithme détaillé dans ce paragraphe correspond
à la déformation ε, ce qui implique que le rapport εm/εeq est ﬁxe. Pendant la partie
élastique, le rapport σmσeq =
k
µ
εm
εeq
est donc lui aussi imposé. Pour une certaine valeur
de t (paramètre de chargement), la surface de plasticité est atteinte. L’algorithme fait
alors en sorte que, pour chaque t suivant, le critère de plasticité soit toujours vériﬁé
jusqu’à ce que εp (qui est normal à la surface de plasticité) soit grand devant εe (partie
élastique, ﬁxe) et donc soit tel que ε ≈ εp. Ainsi, à l’asymptote obtenue, la valeur de
la contrainte est toujours située sur la surface de plasticité et en un point tel que la
normale à la surface de plasticité en ce point soit colinéaire ε.
Remarque 4.7 (Cas particulier) Si F (σT ) ≥ 0 et εeq = 0 alors la solution est directe-
ment σeq = 0 et σm = |23σ0 ln (fb) |sign(εm).
4.6.3 Résultats
Des simulations numériques utilisant la méthode FFT ont été réalisées en déformations planes
généralisées (d’axe 3). Les directions de contrainte choisies sont axisymétriques, de la forme :
Σ0 =
 T 0 0 00 T 0 0
0 0 S0
 . (4.104)
Les cellules V sont périodiques et sont constituées d’une matrice obéissant au modèle de Gurson
régularisé (porosité fb) et de cavités à bases elliptiques dans le plan 1 − 2. Pour chaque direction
de contrainte imposée, la valeur de Σ à l’asymptote est relevée aﬁn de construire, point par point,
la surface de plasticité. Les bases des cavités sont orientées aléatoirement dans la matrice et sont
toutes de même dimension (il ne s’agit pas d’un assemblage de Hashin). La microstructure est
construite telle que chaque base elliptique est entourée d’un cercle de sécurité comme schématisé
sur la Fig. 4.18 aﬁn d’empêcher le recouvrement d’ellipses (processus de type "sphère-dure" pour le
cercle de sécurité). Un grand nombre d’ellipses est placé dans V aﬁn d’approcher l’isotropie globale
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dans le plan transverse 1 − 2 : l’algorithme place les cercles de sécurité contenant les ellipses une
à une (de façon itérative) et en interdisant le recouvrement entre cercles de sécurité ; l’algorithme
s’arrête lorsque qu’il n’y a plus assez d’espace disponible dans V pour placer un seul cercle de
sécurité. Dans cette section, les surfaces de plasticité obtenues par simulations numériques utilisant
la méthode FFT sont comparées aux surfaces de plasticité obtenues via le modèle utilisant la
méthode sécante modiﬁée à N phases, décrit en 7.1.2.
b1
a1
b′2
(a) (b)
Fig. 4.18 – Pour les simulations numériques par FFT réalisées, chaque ellipse est entourée d’un
cercle de sécurité de matrice, ce qui empêche le recouvrement d’ellipses lors de la construction de
l’assemblage (ﬁgure (a)). Déﬁnition de la porosité fqe comme le rapport entre la surface occupée
par une cavité elliptique et la surface occupée par l’ellipse confocale de matrice entourant la cavité
et de même grand axe que le cercle de sécurité (ﬁgure (b)).
La demi longueur du grand axe des cavités elliptiques (dans le plan 1− 2) est notée b1 ; la demi
longueur du petit axe des cavités elliptiques (dans le plan 1− 2) est noté a1. Le rayon du cercle de
sécurité (dans le plan 1− 2) entourant la cavité est notée b′2.
Diﬀérentes simulations ont été eﬀéctuées avec diﬀérentes valeurs de la porosité fe des cavités el-
liptiques et du rapport de forme w = a1/b1. La porosité fb du critère de Gurson est ﬁxée à 0.1.
Les microstructures utilisées sont représentées sur les Fig. 4.19, Fig. 4.21, Fig. 4.23, Fig. 4.25 et
Fig. 4.27. La direction de contrainte :  0 0 00 0 0
0 0 1
 (4.105)
donne une déformation homogène dans la matrice. La direction de contrainte : 1 0 00 1 0
0 0 0
 (4.106)
donne une déformation diﬀuse autour de chaque cavité (la déformation diminue avec la distance
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au centre de la cavité). La direction de contrainte : 1 0 00 1 0
0 0 1
 (4.107)
(cas hydrostatique) aboutit à des bandes de localisation : la déformation se concentre en "bandes"
entre les cavités. Les Fig. 4.19, Fig. 4.21, Fig. 4.23, Fig. 4.25 et Fig. 4.27 illustrent ces conclu-
sions. Les surfaces de plasticité obtenues par FFT sur ces microstructures sont comparées à celles
Image 1 Image 2 Image 3 Image 4 Image 5
b′2
b1
3 2 1.5 3.46 1.413
1
w =
b1
a1
3 3 3 1 6
b′2 0.025 0.018 0.015 0.018 0.018
Nombre de cavités 278 537 776 537 537
fe obtenu (en %) 2.02 4.57 8.10 4.58 4.56
Tab. 4.1 – Le domaine V étudié est un carré dont la longueur du côté vaut 1. Le nombre de pixels
dans V est 1215 × 1215. Pour chaque image, le nombre de pixels dans chaque cavité est supérieur
à 100 (il a été vériﬁé sur un domaine contenant une seule cavité que cela était suﬃsant).
données par la méthode sécante modiﬁée à N phases (méthode exposée en 7.1.2). Dans le cas
du chargement (4.105) (chargement axial) et du chargement (4.106) (chargement hy-
drostatique plan), la méthode sécante modiﬁée à N phases est en accord avec les simulations
numériques. Dans le cas du chargement hydrostatique (4.107), la méthode sécante modiﬁée
à N phases est trop majorante comparée aux simulations numériques : les bandes de localisation
observées dans les simulations numériques ne sont pas prises en compte dans le modèle. La mo-
délisation de ce phénomène de localisation reste encore un problème ouvert. Il a été observé qu’à
porosité fe ﬁxe, plus w est petit et plus le phénomène de localisation est important. De même, à
w ﬁxe, il a été constaté que plus la porosité fe augmente et plus le phénomène de localisation est
important.
Aﬁn d’améliorer l’accord en hydrostatique entre simulations numériques FFT et méthode sécante
modiﬁée à N phases, une porosité modiﬁée plus importante que la porosité réélle est utilisée dans
le modèle (cf q1 dans les modèles GTN) : cette porosité modiﬁée fqe est déﬁnie comme le rapport
entre la surface occupée par une seule cavité elliptique et la surface occupée par l’ellipse confocale
de matrice entourant cette cavité et de même grand axe que le cercle de sécurité (voir Fig. 4.18).
Il est rappelé que, la porosité fe est déﬁnie comme la fraction volumique occupée par les cavités
dans le domaine total V . L’utilisation de la porosité fqe améliore grandement les résultats de la
comparaison entre simulations numériques FFT et méthode sécante modiﬁée à N phases : les points
du modèle correspondant aux chargements (4.105) (chargement axial) et (4.106) (chargement hy-
drostatique plan) sont légèrement inférieurs à ceux des simulations numériques mais un bon accord
est observé dans le cas du chargement (4.107) (hydrostatique).
Les Fig. 4.20, Fig. 4.22, Fig. 4.24, Fig. 4.26, Fig. 4.28 illustrent ces résultats.
Bilan Ces simulations numériques par FFT permettent de valider le modèle utilisant la méthode
sécante modiﬁée à N phases en déformations planes généralisées décrit en 7.1.2 et, d’une façon plus
générale, de valider la notion de "porosités équivalentes" permettant de traiter le cas des cavités à
bases elliptiques (resp. des cavités ellipsoïdales en 3D) à partir du cas des cavités à bases circulaires
(resp. des cavités sphériques en 3D).
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(a) (b)
(c) (d)
Fig. 4.19 – Simulations numériques par FFT. Image 1 (caractéristiques précisées dans Tab. 4.1).
(a) : Microstructure. Cartes des déformations équivalentes (blanc : déformations équivalentes su-
périeures ou égales à 1%.) : (b) : Direction de chargement (4.105). (c) : Direction de chargement
(4.106). (d) : Direction de chargement (4.107).
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0 0.25 0.5 0.75 1 1.25 1.50
0.25
0.5
0.75
1
1.25
1.5 N ր
Σ33/σ0
Σ11/σ0
Fig. 4.20 – Comparaison entre simulations numériques FFT (Image 1, caractéristiques précisées
dans Tab. 4.1) et modèle. Traits pleins : modèle utilisant la méthode sécante modiﬁée à N phases
décrite en 7.1.2 (pour N = 2 puis N = 6 puis N = 11) ; Croix : simulations numériques FFT ;
Trait discontinu : modèle utilisant la méthode sécante modiﬁée à N phases décrite en 7.1.2 avec la
porosité modiﬁée fqe (ici fqe = 3.91% et N = 6).
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(a) (b)
(c) (d)
Fig. 4.21 – Simulations numériques par FFT. Image 2 (caractéristiques précisées dans Tab. 4.1).
(a) : Microstructure. Cartes des déformations équivalentes (blanc : déformations équivalentes su-
périeures ou égales à 1%.) : (b) : Direction de chargement (4.105). (c) : Direction de chargement
(4.106). (d) : Direction de chargement (4.107).
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0 0.25 0.5 0.75 1 1.25 1.50
0.25
0.5
0.75
1
1.25
1.5
N ր
Σ33/σ0
Σ11/σ0
Fig. 4.22 – Comparaison entre simulations numériques FFT (Image 2, caractéristiques précisées
dans Tab. 4.1) et modèle. Traits pleins : modèle utilisant la méthode sécante modiﬁée à N phases
décrite en 7.1.2 (pour N = 2 puis N = 6 puis N = 11) ; Croix : simulations numériques FFT ;
Trait discontinu : modèle utilisant la méthode sécante modiﬁée à N phases décrite en 7.1.2 avec la
porosité modiﬁée fqe (ici fqe = 9.49% et N = 6).
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(a) (b)
(c) (d)
Fig. 4.23 – Simulations numériques par FFT. Image 3 (caractéristiques précisées dans Tab. 4.1).
(a) : Microstructure. Cartes des déformations équivalentes (blanc : déformations équivalentes su-
périeures ou égales à 1%.) : (b) : Direction de chargement (4.105). (c) : Direction de chargement
(4.106). (d) : Direction de chargement (4.107).
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0 0.2 0.4 0.6 0.8 1 1.20
0.2
0.4
0.6
0.8
1
1.2
N ր
Σ33/σ0
Σ11/σ0
Fig. 4.24 – Comparaison entre simulations numériques FFT (Image 3, caractéristiques précisées
dans Tab. 4.1) et modèle. Traits pleins : modèle utilisant la méthode sécante modiﬁée à N phases
décrite en 7.1.2 (pour N = 2 puis N = 6 puis N = 11) ; Croix : simulations numériques FFT ;
Trait discontinu : modèle utilisant la méthode sécante modiﬁée à N phases décrite en 7.1.2 avec la
porosité modiﬁée fqe (ici fqe = 18.98% et N = 6).
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(a) (b)
(c) (d)
Fig. 4.25 – Simulations numériques par FFT. Image 4 (caractéristiques précisées dans Tab. 4.1).
(a) : Microstructure. Cartes des déformations équivalentes (blanc : déformations équivalentes su-
périeures ou égales à 1%.) : (b) : Direction de chargement (4.105). (c) : Direction de chargement
(4.106). (d) : Direction de chargement (4.107).
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0 0.25 0.5 0.75 1 1.25 1.50
0.25
0.5
0.75
1
1.25
1.5
N ր
Σ33/σ0
Σ11/σ0
Fig. 4.26 – Comparaison entre simulations numériques FFT (Image 4, caractéristiques précisées
dans Tab. 4.1) et modèle. Traits pleins : modèle utilisant la méthode sécante modiﬁée à N phases
décrite en 7.1.2 (pour N = 2 puis N = 6 puis N = 11) ; Croix : simulations numériques FFT ;
Trait discontinu : modèle utilisant la méthode sécante modiﬁée à N phases décrite en 7.1.2 avec la
porosité modiﬁée fqe (ici fqe = 8.39% et N = 6).
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(a) (b)
(c) (d)
Fig. 4.27 – Simulations numériques par FFT. Image 5 (caractéristiques précisées dans Tab. 4.1).
(a) : Microstructure. Cartes des déformations équivalentes (blanc : déformations équivalentes su-
périeures ou égales à 1%.) : (b) : Direction de chargement (4.105). (c) : Direction de chargement
(4.106). (d) : Direction de chargement (4.107).
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0 0.2 0.4 0.6 0.8 1 1.20
0.2
0.4
0.6
0.8
1
1.2
N ր
Σ33/σ0
Σ11/σ0
Fig. 4.28 – Comparaison entre simulations numériques FFT (Image 5, caractéristiques précisées
dans Tab. 4.1) et modèle. Traits pleins : modèle utilisant la méthode sécante modiﬁée à N phases
décrite en 7.1.2 (pour N = 2 puis N = 6 puis N = 11) ; Croix : simulations numériques FFT ;
Trait discontinu : modèle utilisant la méthode sécante modiﬁée à N phases décrite en 7.1.2 avec la
porosité modiﬁée fqe (ici fqe = 11.66% et N = 6).
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Chapitre 5
Matériaux poreux avec deux populations
de cavités sous pressions (saturées)
Le milieu étudié dans ce chapitre est composé d’une matrice rigide plastique parfaite (critère de
Von Mises), d’une première population de cavités sphériques (petite échelle) sous pression (pression
uniforme notée pb) et d’une seconde population de cavités ellipsoïdales aplaties (oblate) orientées
aléatoirement avec orientations équiprobables (échelle supérieure) sous pression (pression uniforme
notée pe). Le milieu est schématisé sur la Fig. 5.1.
pbpe
Fig. 5.1 – Milieu étudié au chapitre 5 : première population de cavités sphériques (petite échelle)
sous pression uniforme pb et seconde population de cavités ellipsoïdales orientées aléatoirement avec
orientations équiprobables (échelle supérieure) sous pression uniforme pe.
L’objectif de ce chapitre est d’étendre le modèle MSMN ellipsoïdal (estimation obtenue par
l’intermédiaire de l’approche variationnelle) présenté au chapitre 4 dans le cas où les cavités sont
saturées (i.e. le cas où les cavités sont sous pression). Comme dans le chapitre 4, il est vériﬁé que
le modèle MSMN ellipsoïdal ne viole pas les deux bornes supérieures obtenues avec l’approche
variationnelle (méthode sécante modiﬁée avec 2 phases pour le composite linéaire de comparaison)
et avec l’approche de type Gurson.
Le contenu du chapitre est le suivant.
– Tout d’abord sont exposés des rappels bibliographiques concernant le cas élastique linéaire
avec une unique population de cavités saturées (pression uniforme dans les cavités). Ces
rappels sont utiles pour déterminer le comportement eﬀectif ainsi que l’énergie totale du
composite linéaire de comparaison dans la méthode sécante modiﬁée (approche variation-
nelle).
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– L’approche variationnelle (méthode sécante modiﬁée avec 2 phases pour le composite linéaire
de comparaison) est exposée et conduit à une borne supérieure pour la surface de plasticité.
– L’approche de type Gurson est étendue au cas saturé et conduit aussi à une borne supé-
rieure pour la surface de plasticité. Comme dans le cas drainé (i.e. pressions nulles dans les
cavités), l’approche de type Gurson s’avère pertinente dans le cas d’un chargement purement
hydrostatique et la méthode sécante modiﬁée avec 2 phases pour le composite linéaire de
comparaison s’avère pertinente dans le cas d’un chargement purement déviatorique.
– L’estimation MSMN ellipsoïdal (et MSMN sphèrique) est ensuite établie à partir de la mé-
thode sécante modiﬁée avec N phases pour le composite linéaire de comparaison. Comme
dans le cas drainé, il est vériﬁé que l’estimation obtenue ne viole ni le point hydrostatique
obtenue avec la borne supérieure due à l’approche de type Gurson ni le point déviatorique
obtenue avec la borne supérieure due à l’approche variationnelle.
– Les modèles basés sur une matrice autre que le critère de Gurson (modèles elliptiques), appelés
2BNL et BNLSC dans le chapitre 4, sont étendus au cas des cavités saturées. Ils constituent
respectivement une borne supérieure et une estimation pour la surface de plasticité. Leur
avantage est qu’ils sont analytiques (contrairement aux autres modèles exposés dans ce cha-
pitre qui nécessitent un traitement numérique) mais il est montré qu’ils sont très imprécis en
hydrostatique dans le cas saturé.
– Enﬁn, l’eﬀet mécanique des pressions sur la surface de plasticité globale est discutée.
5.1 Cas élastique linéaire avec une unique population de cavités
saturées : rappels
Cette section reprend quelques résultats classiques concernant un domaine V de matrice élas-
tique linéaire et contenant des cavités ωe (de forme non précisée et de porosité fe). Le tenseur de
rigidité de la matrice est noté Co. Les cavités sont sous pression (uniforme) notée p. Le problème
en condition de déformation homogène au bord est traité sur ce milieu :
σ = Co : ǫ dans la matrice
div(σ) = 0 dans V
σ ·N = −p ·N sur ∂ωe,
u = E · x sur ∂V
On en déduit que la contrainte eﬀective s’écrit : Σ = 〈σ〉V . Le vecteur N est la normale rentrant
dans la cavité considérée. D’après le théorème de superposition, le problème précédent peut se
décomposer en deux sous-problèmes, l’un drainé mais avec déformation homogène au bord non
nulle et l’autre saturé mais avec déformation homogène au bord nulle :
σ′ = Co : ǫ′ dans la matrice
div(σ′) = 0 dans V
σ′ ·N = 0 sur ∂ωe,
u′ = E · x sur ∂V
+

σ′′ = Co : ǫ′′ dans la matrice
div(σ′′) = 0 dans V
σ′′ ·N = −p ·N sur ∂ωe,
u′′ = 0 sur ∂V
L’annexe J.1.2 (qui reprend les résultats de Dormieux et al. (2002, 2006)) donne la relation suivante
entre E et Σ :
Σ = Chom : E −Bp, (5.1)
relation originale de Biot (1941). Le tenseur Chom est le tenseur eﬀectif du milieu drainé. Le
tenseur B est un tenseur d’ordre 2 appelé tenseur de Biot. Ce tenseur s’écrit, lorsque le milieu V
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est macroscopiquement isotrope et que la matrice est isotrope, sous la forme :
B = bI avec : b = 1− k
hom
ko
. (5.2)
L’annexe J.1.2 montre que l’énergie totale sur V vaut :
E = |V |
2
E : Chom : E − |V |pB : E − |V |
2
p2
M
. (5.3)
L’énergie fait bien apparaitre un terme quadratique en E, un terme quadratique en p et un terme
"croisé" en pE. Ces résultats seront utilisés par la suite (section 5.3) dans l’approche variationnelle.
Le coeﬃcient 1/M est appelé module de Biot et vaut dans le cas d’un milieu V macroscopiquement
isotrope et avec une matrice isotrope :
1
M
=
b− fe
ko
. (5.4)
5.2 Première échelle : prise en compte d’une pression dans les ca-
vités
Soit un matériau poreux (domaine V ) saturé (une pression pb règne dans les cavités) ayant une
matrice incompressible de potentiel en contrainte ψ. Le problème à résoudre s’écrit, en taux de
déformation homogène au bord :
ε˙ = ∂ψ∂τ (σ) dans la matrice
div(σ) = 0 dans la matrice
σ ·N = −pbN sur le bord des pores
u˙ = E˙ · x sur ∂V
Le champ σ est prolongé par −pbI dans le volume occupé par les pores et la contrainte eﬀective Σ
vaut 〈σ〉V . Le vecteurN est la normale dirigée vers l’intérieur du pore considéré. Le changement de
variable suivant est eﬀectué : σ′ = σ+ pbI . Compte tenu du fait que la matrice est incompressible,
le potentiel ψ ne dépend pas de σm et on a : ψ(σ
′) = ψ(σ), ce qui induit : ∂ψ∂τ (σ
′) = ∂ψ∂τ (σ). Ce
problème "translaté" s’écrit alors :
ε˙ = ∂ψ∂τ (σ
′) dans la matrice
div(σ′) = 0 dans la matrice
σ′ ·N = 0 sur les bords des pores
u˙ = E˙ · x sur ∂V
Le champ σ est prolongé par −pbI dans le volume occupé par les pores et la contrainte eﬀective Σ′
vaut
〈
σ′
〉
V
= Σ+ pbI. C’est le même problème que le problème drainé (i.e. pression nulle dans les
cavités) où la contrainte macroscopique Σ est remplacée par Σ+pbI . Les critères développés au
chapitre 3 s’appliquent donc pour des porosités sous pression (il suﬃt que la matrice
soit incompressible). Il suﬃt, dans ces critères, de remplacer Σm par Σm + pb. Cette
translation du critère de plasticité eﬀectif le long de l’axe hydrostatique est mise en évidence dans
Dormieux et al. (2006).
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5.3 Deuxième échelle : cavités ellipsoïdales aplaties et orientées
aléatoirement, prise en compte d’une pression dans les cavités
Dans cette section, les cavités à la petite échelle (porosité fb) sont sphériques et sous pression
(uniforme et notée pb) et les cavités à l’échelle supérieure (porosité fe) sont ellipsoïdales aplaties
(oblate) orientées aléatoirement (orientations équiprobables) et également sous pression (uniforme
et notée pe). La diﬀérence des pressions (pb − pe) est notée p. La matrice est supposée rigide
plastique parfaite (critère de Von Mises). Le domaine étudié est schématisé sur la Fig. 5.1.
Cette section reprend, pour le cas saturé, les bornes supérieures obtenues dans le cas drainé au
chapitre 4 (borne supérieure obtenue avec la méthode sécante modiﬁée et borne supérieure obtenue
avec l’approche de type Gurson). Comme dans le cas drainé, une estimation est proposée à partir
de la méthode sécante modiﬁée à N phases.
5.3.1 Méthode sécante modifiée (approche variationnelle) : borne supérieure
La méthode sécante modiﬁée (approche variationnelle) aboutit à la résolution d’un système
d’équations donné à la ﬁn de cette section. La démonstration est donnée en Annexe J.
La borne supérieure de Ponte Castañeda et Willis (1995) est utilisée, i.e. khomo = k
PCW
o et µ
hom
o =
µPCWo (Annexe G).
Il est rappelé que les expressions de k1o et de µ
1
o sont tirées de la relation
C1o =
∂ϕG
∂D˙
(
¯˙
E
(1)) (5.5)
(matrice de Gurson de potentiel ϕG donné en (4.4)) et que les expressions de (ε˙m)
2 et de (ε˙eq)
2
dérivent de la relation suivante faisant intervenir l’énergie du CLC (voir équation (5.3) et Annexe
J) :
¯˙
E
(1) =
1
1− fe
∂
∂C1o
(
1
2
E˙ : Chomo : E˙ + p (B − I) : E˙ −
1
2
p2
M
)
, (5.6)
où le tenseur
¯˙
E
(1) représente la moyenne volumique de E˙ = 12 ε˙⊗ ε˙ sur la phase matrice. Le tenseur
B est le tenseur de Biot et le terme 1/M est le module de Biot du composite linéaire de comparai-
son.
Le problème à résoudre s’écrit :
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Entrées : E˙m et E˙eq ;
répéter
• actualisation de k1o et de µ1o (propriétés de la matrice du composite linéaire de
comparaison) :
k1o =
2
9
σ0
1√
(ε˙m)2
(
−Arcsinh
(
2
√
(ε˙m)2
(ε˙eq)2
q3
)
+Arcsinh
(
2
fqb
√
(ε˙m)2
(ε˙eq)2
q3
))
;
µ1o =
1
3
σ0
(ε˙eq)2
(√
4(ε˙m)2 +
(ε˙eq)2
q3
− fqb
√
4(ε˙m)2
(fqb)2
+
(ε˙eq)2
q3
)
;
• actualisation du second moment du taux de déformation dans la matrice :
(ε˙m)
2 =
1
3(1 − fe)
∂µhomo
∂k1o
(E˙eq)
2 + ...
...+
1
1− fe
∂khomo
∂k1o
(
E˙m − p
3k1o
)2
+
2p
3(1 − fe)E˙m
khomo
(k1o)
2
− p
2
(k1o)
29(1− fe)
(
2khomo
k1o
− 1 + fe
)
;
(ε˙eq)
2 =
1
(1− fe)
∂µhomo
∂µ1o
(E˙eq)
2 +
3
(1− fe)
∂khomo
∂µ1o
(
E˙m − p
3k1o
)2
;
jusqu’à convergence sur (ε˙m)
2 et (ε˙eq)
2 ;
Sorties : Σm = 3khomo E˙m − p
khomo
k1o
− pe et Σeq = 3µhomo E˙eq.
5.3.2 Approche de type Gurson : borne supérieure
Le problème traité aux sections 4.1.2 et 4.3.2 est repris avec prise en compte des pressions pb
et pe : 
u˙ = E˙ · x sur ∂Ω
div(σ) = 0 dans Ω
σ ·N = −peN sur ∂ω, N est la normale dirigée vers l’intérieur de ω
σ + pbI =
∂ϕG
∂e˙ (ε˙) dans la matrice
〈σ〉Ω = Σ
Le champ de contrainte σ est prolongé par −peI dans ω. Ainsi, σ vériﬁe bien σ ·N = −peN sur
∂ω et div(σ) = 0 dans Ω. Le champ de vitesse u˙ est prolongé dans ω de façon à être de classe C1
dans Ω.
La loi de comportement du problème donné ci-dessus peut s’écrire dans la matrice :
σ =
∂(ϕG(ε˙)− 3pbε˙m)
∂ε˙
. (5.7)
Le principe variationnel (équations (2.13) et (2.21)) donne avec le champ de vitesse v˙ précisé dans
le cas drainé :
Φ(E˙) ≤ inf
A
1
|Ω|
(∫
Ω−ω
(
ϕG(ε(v˙))− 3pbεm(v˙)
)
dx+
∫
ω
σ : ε(v˙)dx
)
. (5.8)
Etant donné que εm(v˙) = A dans Ω−ω et que σ = −peI dans ω et que E˙m = (1−fe)A+fe〈ε˙m〉ω :
Φ(E˙) ≤ inf
A
(
1
|Ω|
∫
Ω−ω
ϕG(ε(v˙))dx+
1
|Ω|
(
−3pbA|Ω− ω| − 3pe|ω|(E˙m − (1− fe)A
fe
)
))
(5.9)
Φ(E˙) ≤ inf
A
(
1
|Ω|
∫
Ω−ω
ϕG(ε(v˙))dx+
(
−3pbA(1− fe)− 3pe(E˙m − (1− fe)A)
))
(5.10)
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Φ(E˙) ≤ inf
A
(
1
|Ω|
∫
Ω−ω
ϕG(ε(v˙))dx − 3peE˙m + 3(1 − fe)(pe − pb)A
)
(5.11)
Le terme 1|Ω|
∫
Ω−ω ϕ
G(ε(v˙))dx est calculé en 4.1.2 dans le cas sphérique et en 4.3.2 dans le cas des
ellipsoïdes. Il suﬃt de rajouter
−3peE˙m + 3(1 − fe)(pe − pb)A (5.12)
dans la recherche de l’inﬁmum sur A dans les expressions du potentiel macroscopique (4.15) ou
(4.61).
5.3.3 Méthode sécante modifiée (approche variationnelle) à N phases : estima-
tion
Le but de cette section est d’obtenir une estimation de la surface de plasticité par l’intermédiaire
de la méthode sécante modiﬁée et en utilisant un CLC à N phases (comme dans les cas drainés :
en 4.1.4 dans le cas sphérique et en 4.3.4 dans le cas ellipsoïdal).
Comme dans le cas drainé, on vise à utiliser pour le comportement eﬀectif du CLC l’estimation
de Hervé et Zaoui (1993) valable dans le cas sphérique. Pour ce faire, la notion de "porosités équi-
valentes" (4.64) déjà introduite à la section 4.3.4 dans le cas drainé est de nouveau utilisée. Le
traitement du problème des ellipsoïdes passe alors par la mise en œuvre de la méthode sécante mo-
diﬁée telle que présentée en 5.3.1 pour le cas saturé où la borne supérieure de Hashin et Shtrikman
(1963) est utilisée :
Entrées : E˙m et E˙eq ;
répéter
• actualisation de k1o et de µ1o ;
• actualisation de (ε˙m)2 et de (ε˙eq)2 :
(ε˙m)
2 =
1
1− fks
∂kHSo (f
k
s )
∂k1o
E˙2m +
1
3(1 − fµs )
∂µHSo (f
µ
s )
∂k1o
(E˙eq)
2 − 2p
3k1o
E˙m
(1− fks )
∂kHSo (f
k
s )
∂k1o
+ ...
...+
1
1− fks
p2
9(k1o)
2
∂kHSo (f
k
s )
∂k1o
+
2p
3(1− fks )
E˙m
kHSo (f
k
s )
(k1o)
2
− p
2
(k1o)
29(1− fks )
2kHSo (f
k
s )
k1o
+
p2
(k1o)
29
;
(ε˙eq)
2 =
3
(1− fks )
∂kHSo (f
k
s )
∂µ1o
E˙2m +
1
(1− fµs )
∂µHSo (f
µ
s )
∂µ1o
E˙2eq +
3
1− fks
∂kHSo (f
k
s )
∂µ1o
p2
9(k1o)
2
+ ...
...− 3
1− fks
∂kHSo (f
k
s )
∂µ1o
2p
3k1o
E˙m ;
jusqu’à convergence sur (ε˙m)2 et (ε˙eq)2 ;
Sorties : Σm = 3k
HS
o (f
k
s )
1− fe
1− fks
E˙m + p(−k
HS
o (f
k
s )
k1o
1− fe
1− fks
)− pe et
Σeq = 3µ
HS
o (f
µ
s )
1− fe
1− fµs E˙eq.
L’utilisation de la méthode sécante modiﬁée avec N phases sur ce dernier problème et l’utilisa-
tion de l’estimation de Hervé et Zaoui (1993) conduisent alors au problème donné ci-dessous.
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Entrées : E˙m et E˙eq ;
répéter
∀ i (2 ≤ i ≤ N) :
kio =
2
9
σ0
1√〈
(ε˙m)
2
〉
Ωi
−Arcsinh
2
√√√√〈(ε˙m)2〉Ωi〈
(ε˙eq)
2
〉
Ωi
q3
+Arcsinh
 2
fqb
√√√√〈(ε˙m)2〉Ωi〈
(ε˙eq)
2
〉
Ωi
q3
 ;
µio =
1
3
σ0〈
(ε˙eq)
2
〉
Ωi
√4〈(ε˙m)2〉Ωi +
〈
(ε˙eq)
2
〉
Ωi
q3
− fqb
√
4
〈
(ε˙m)
2
〉
Ωi
(fqb)2
+
〈
(ε˙eq)
2
〉
Ωi
q3
 ;
〈
(ε˙m)
2
〉
Ωi
=
1
(fki )
∂kHZo (f
k
i )
∂kio
(E˙m)
2 +
1
3(fµi )
∂µHZo (f
µ
i )
∂kio
(E˙eq)
2 +
2p
3(fki )
E˙m
∂b(fki )
∂kio
− p
2
9(fki )
∂ 1M (f
k
i )
∂kio
;
〈
(ε˙eq)
2
〉
Ωi
=
3
(fki )
∂kHZo (f
k
i )
∂µio
(E˙m)
2 +
1
(fµi )
∂µHZo (f
µ
i )
∂µio
(E˙eq)
2 +
2p
(fki )
E˙m
∂b(fki )
∂µio
− p
2
3(fki )
∂ 1M (f
k
i )
∂µio
;
jusqu’à convergence sur
〈
(ε˙m)
2
〉
Ωi
et
〈
(ε˙eq)
2
〉
Ωi
, ∀ i (2 ≤ i ≤ N) ;
Sorties : Σm = 3kHZo (f
k
i )
1− fe
1− fks
E˙m + p(b(f
k
i )− 1)
1− fe
1− fks
− pe et
Σeq = 3µ
HZ
o (f
µ
i )
1− fe
1− fµs E˙eq.
Les fki (respectivement f
µ
i ) sont les fractions volumiques des couches entourant la boule centrale
de fraction volumique fks (respectivement f
µ
s ). Toutes les couches 2 ≤ i ≤ N sont prises de même
épaisseur. Les termes b et 1/M sont des termes de Biot adaptés à l’estimation N phases de Hervé
et Zaoui (1993) et sont calculés en Annexe J (équations (J.87) et (J.108)). Dans le cas des cavités
sphériques, la notion de "porosités équivalentes" n’est bien sûr pas utilisée et fks = f
µ
s = fe et ∀ i,
fki = f
µ
i = fi.
5.4 Borne et estimation elliptiques
Dans le cas des cavités saturées, la démarche suivie en 4.4 (approche variationnelle sur matrice
avec critère elliptique) conduit au critère analytique suivant (démonstration donnée en Annexe K) :
k1o
khomo
(Σm + pb − bp)2 + k
1
o
3µhomo
(Σeq)
2 = σ202k
1
o(1− fe)(1− fb)2 − (p)2 (b− fe) (5.13)
Les coeﬃcients khomo et µ
hom
o sont ceux spéciﬁés en 4.4. Le terme b (terme de Biot) vaut (1− k
hom
o
k1o
).
Comme en 4.4, le critère (5.13) conduit, suivant les coeﬃcients choisis, à une borne supérieure
appelée 2BNL ou à une estimation appelée BNLSC.
Le critère (5.13) montre clairement que la diﬀérence des pressions pb− pe induit une translation du
critère selon l’axe hydrostatique et une réduction du critère selon, à la fois, la contrainte équivalente
et la contrainte hydrostatique. Lorsque pe = pb, i.e. p = 0, la surface de plasticité du cas saturé est
une pure translation de la surface de plasticité du cas drainé selon l’axe hydrostatique.
5.5 Effet mécanique des pressions aux deux échelles et comparaison
des modèles
Aﬁn de comparer entre eux les modèles saturés proposés et d’estimer leur pertinence, un point
hydrostatique de type Leblond (2003) est obtenu dans le cas de la prise en compte des pressions.
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5.5.1 Ecriture du point hydrostatique de Leblond (2003) avec pressions
Pour les cavités sphériques, le point hydrostatique de Leblond (2003) peut être déterminé dans
le cas saturé. A partir des travaux de ces auteurs, le résultat est immédiat et la démonstration n’est
pas reprise ici. Les nouvelles conditions aux limites s’écrivent : σrrσ0 (r = a1) =
p
σ0
et σrrσ0 (r = a2) =
Σm
σ0
+ pbσ0 et le système d’équations suivant est obtenu :
v2a + fb exp(
3
2
p
σ0
+ va)− 1− (fb)2 = 0
λ˜ = fe
va(1 + va)
1− va
vb =
1
2
(
−λ˜− 1 +
√
λ˜2 + 6λ˜+ 1
)
Σm
σ0
+
pb
σ0
=
2
3
(
−vb + ln
(
1 + (fb)
2 − v2b
fb
))
.
(5.14)
Remarque 5.1 (Matrice en traction) Ces équations sont obtenues en prenant Σm ≥ 0
et pb ≥ pe(≥ 0). Cela assure le fait que σm dans la matrice est positif (matrice en
traction), condition nécessaire à l’élaboration du système d’équations ci-dessus (voir la
démonstration de Leblond (2003)).
5.5.2 Comparaison des modèles
La Fig. 5.3 montre le bon accord entre le point hydrostatique précédent et celui obtenu avec
la méthode sécante modiﬁée à N phases.
La Fig. 5.4 et la Fig. 5.5 illustrent, dans le cas des cavités ellipsoïdales de porosité fe, les résultats
obtenus avec les diﬀérents modèles. La Fig. 5.4 montre que le critère obtenu avec la méthode sé-
cante modiﬁée à N phases respecte (pour un N assez grand) les deux bornes supérieures (méthode
sécante modiﬁée de 5.3.1 et l’approche de type Gurson de 5.3.2). La Fig. 5.5 montre que les modèles
2BNL et BNLSC ne peuvent pas donner une bonne approximation du critère de plasticité dans le
cas saturé.
Lorsque les deux pressions pb et pe sont diﬀérentes, une translation du critère selon
l’axe hydrostatique est observée. De plus, une réduction du critère selon à la fois la
contrainte équivalente et la contrainte hydrostatique est observée : le critère de plasticité
eﬀectif du milieu saturé n’est pas une pure translation du critère de plasticité eﬀectif du milieu
drainé le long de l’axe hydrostatique (voir ﬁgure Fig. 5.6). Cela est en accord avec le résultat de
Dormieux et al. (2006) dans le cas général d’un milieu poreux dont le critère de la matrice dépend
à la fois de σm et de σeq. Lorsque pe = pb, i.e. p = 0, la surface de plasticité du cas saturé
est une pure translation de la surface de plasticité du cas drainé (pressions nulles) de
pe = pb selon l’axe hydrostatique. La Fig. 5.2 illustre cette propriété.
5.5.3 Critère utilisé dans les codes simplifiés pour l’oxyde d’uranium irradié
Les critères utilisés pour l’oxyde d’uranium irradié dans les codes simpliﬁés de sûreté traduisent
l’hypothèse que le matériau n’a pas de résistance en traction et que le matériau respecte le critère
de Von Mises s’il est globalement en compression (Lamare et al. (2007)). Ce type de critère est
représenté sur la Fig. 5.7. Le modèle obtenu dans ce chapitre (avec la méthode sécante modiﬁée à
N phases) peut servir à justiﬁer, dans certains cas, l’utilisation d’un tel critère simpliﬁé et, dans
d’autres cas, peut servir de base pour l’élaboration d’un critère plus pertinent. Pour des valeurs
de fb, fe, w et pe relevées sur un calcul utilisant un code simpliﬁé de modélisation d’un accident
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Fig. 5.2 – Critères de plasticité : estimation obtenue avec la méthode sécante modiﬁée à N phases
N = 6 (section 5.3.3) fe = 0.02, fb = 0.01, q3 = q1 = 1, w = 1/5. Cas drainé (pb = pe = 0,
trait discontinu) et cas saturé avec pb = pe = σ0 (trait plein). Lorsque pb = pe 6= 0, le critère de
plasticité est une simple translation du critère de plasticité du cas drainé selon l’axe hydrostatique.
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Fig. 5.3 – Critères de plasticité : estimation obtenue avec la méthode sécante modiﬁée à N phases
N = 6 (section 5.3.3) fe = 0.02, fb = 0.01, q3 = q1 = 1, cas des cavités sphériques. Trait vertical :
Point hydrostatique de (5.14). Cas drainé (pb = pe = 0) vers cas saturés avec pb =
2
5σ0, pe =
1
5σ0,
puis avec pb = σ0, pe =
2
5σ0. Un bon accord est observé entre le point hydrostatique de (5.14) et la
méthode sécante modiﬁée à N phases pour le cas drainé et le cas saturé.
de réactivité —le code SCANAIR—, le modèle retenu dans ce chapitre est utilisé pour prédire à
partir de quelle valeur de la pression pb le matériau n’a plus de résistance en traction (au sens où
Σm ≤ 0 quel que soit E˙). La valeur obtenue pour pb est de 2.1σ0. Le critère de plasticité obtenu
est représenté sur la Fig. 5.7. Deux types de commentaires mécaniques peuvent être formulés :
1. pour des taux de triaxialité Σm/Σeq compris environ entre −4 et +∞, la modélisation très
simpliﬁée "Von Mises - No tension material" semble pouvoir constituer une approximation
acceptable pour l’UO2 fortement irradié en situation de RIA, compte tenu des incertitudes
des données matériaux ;
2. la pertinence de cette approximation s’appuie sur le fait, essentiel ici, que les modèles de
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Fig. 5.4 – Critères de plasticité : estimation obtenue avec la méthode sécante modiﬁée à N phases
N = 6 (section 5.3.3, trait plein), borne supérieure obtenue avec la méthode sécante modiﬁée en
5.3.1 (trait discontinu épais), borne supérieure obtenue avec l’approche de type Gurson en 5.3.2
(trait discontinu ﬁn). fe = 0.02, fb = 0.01, q3 = q1 = 1, w = 1/5, pb = σ0, pe =
1
2σ0. L’estimation
obtenue avec la méthode sécante modiﬁée à N phases respecte les deux bornes supérieures (obtenue
avec la méthode sécante modiﬁée et obtenue avec l’approche de type Gurson).
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Fig. 5.5 – Critères de plasticité : estimation obtenue avec la méthode sécante modiﬁée à N phases
N = 6 (section 5.3.3, trait plein), borne supérieure obtenue avec le modèle 2BNL en 5.4 (trait
discontinu épais), estimation obtenue avec le modèle BNLSC en 5.4 (trait discontinu ﬁn). fe = 0.02,
fb = 0.01, q3 = q1 = 1, w = 1/5. (a) pb = σ0, pe =
1
2σ0. (b) pb = 2σ0, pe =
1
2σ0. Les modèles
2BNL et BNLSC ne constituent pas une bonne approximation dans le cas saturé.
comportement des gaz de ﬁssion à la petite échelle prédisent une pression dans les bulles
intragranulaires de l’ordre de 2σ0, ce qui pour l’UO2 au voisinage de 1700 °C correspond
environ à pb ≈ 100 MPa. Les hypothèses sur lesquelles reposent les modèles de comportement
des gaz semblent conduire à des valeurs de pb très diﬀérentes. En particulier, ces modèles font :
(1) l’hypothèse d’un couplage très faible entre les gaz et la mécanique, (2) l’hypothèse que ce
couplage est convenablement traduit par un équilibre purement élastique. La présente étude
indique ainsi, du point de vue appliqué, qu’un eﬀort doit être fait du côté de la modélisation
des gaz de ﬁssion.
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Fig. 5.6 – Critères de plasticité : estimation obtenue avec la méthode sécante modiﬁée à N phases
N = 6 (section 5.3.3). fe = 0.02, fb = 0.01, q3 = q1 = 1, w = 1/5. Cas drainé (pb = pe = 0,
trait discontinu) et cas saturé (trait plein) avec pb = 2σ0, pe =
1
2σ0. Lorsque les deux pressions
pb et pe sont diﬀérentes, une translation du critère selon l’axe hydrostatique est observée. De plus,
une réduction du critère selon à la fois la contrainte équivalente et la contrainte hydrostatique est
observée.
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Fig. 5.7 – Type de critère de plasticité utilisé dans les codes simpliﬁés de sûreté (trait épais), critères
de plasticité obtenus avec la méthode sécante modiﬁée à N phases N = 6 (section 5.3.3, traits ﬁns).
fe = 0.001, fb = 0.035, w = 0.45, q1 et q3 de la forme (3.15) et (3.16), pe = σ0. Diﬀérentes valeurs
de pb.
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Chapitre 6
Evolution de l’endommagement
Le but de ce chapitre est d’exposer les équations nécessaires à l’établissement d’un modèle
d’endommagement complet pour un matériau à double populations de cavités saturées (cavités
sphériques à la petite échelle et cavités ellipsoïdales aplaties distribuées et orientées aléatoirement
avec orientations équiprobables à l’échelle supérieure). Le modèle micromécanique utilisé pour la
partie élastique est exposé en 6.1. Celui utilisé pour le critère de plasticité est donné en 6.2. Les
lois d’évolution des paramètres internes du modèle sont établies en 6.3 à partir du modèle choisi
pour le critère de plasticité. Enﬁn, les équations nécessaires à l’intégration numérique du modèle
complet sont données en 6.4.
6.1 Partie élastique
Soit un milieu V contenant des cavités ωe. La matrice est élastique linéaire (tenseur de rigidité
Co). Les cavités sont sous pression notée p. Le problème en condition de déformation homogène au
bord est traité sur ce milieu : 
σ = Co : ǫ dans la matrice
div(σ) = 0 dans V
σ ·N = −p ·N sur ∂ωe,
u = E · x sur ∂V
La contrainte eﬀective Σ déduite du problème précédent vaut 〈σ〉V (le champ σ est prolongé par
−pI dans ωe). Le vecteur N est la normale rentrante dans la cavité considérée. L’annexe J.1.2
redémontre la relation classique reliant E à Σ :
Σ = Chom : E −Bp. (6.1)
Il est rappelé que le tenseur de Biot B s’écrit lorsque le milieu V est macroscopiquement isotrope
et que la matrice est isotrope :
B = bI avec : b = 1− k
hom
ko
. (6.2)
Pour notre problème, la première échelle correspond à un milieu élastique linéaire isotrope (coeﬃ-
cients de compressibilité et de cisaillement k et µ) contenant des cavités sphériques distribuées de
façon isotrope et sous pression (porosité fb, pression pb). Le problème à traiter à la première échelle
conduit donc à :
σ = Chom1 : ε−B1pb, (6.3)
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avec :
B1 = b1I, b1 = 1− k
hom
1
k
. (6.4)
La borne supérieure de Hashin et Shtrikman (1963) est utilisée pour Chom1 .
Pour la deuxième échelle, le domaine ωe correspond à la seconde population de cavités sous pression
(porosité fe, pression pe) : 
σ = Chom1 : ε− b1pbI dans la matrice
div(σ) = 0 dans V
σ ·N = −pe ·N sur ∂ωe,
u = E · x sur ∂V
La contrainte eﬀective Σ déduite de ce problème vaut 〈σ〉V . Le changement de variables σ∗ =
σ + b1pbI donne : 
σ∗ = Chom1 : ε dans la matrice
div(σ∗) = 0 dans V
σ∗ ·N = (b1pb − pe) ·N sur ∂ωe,
u = E · x sur ∂V
La contrainte eﬀective issue de ce problème vautΣ+b1pbI = 〈σ∗〉V . Le comportement poroélastique
du problème à cette deuxième échelle est donc donné par :
Σ+ b1pbI = C
hom
2 : E −B2(pe − b1pb). (6.5)
La borne supérieure de Ponte Castañeda et Willis (1995) est utilisée pourChom2 (cavités ellipsoïdales
aplaties orientées et distribuées aléatoirement). Le milieu V étant macroscopiquement isotrope et
Chom1 étant isotrope :
B2 = b2I, b2 = 1− k
hom
2
khom1
. (6.6)
L’équation (6.5) donne alors :
Σ = Chom2 : E − b2peI + (b2 − 1)b1pbI. (6.7)
L’équation précédente a été obtenue simultanément à ce travail par Dormieux et al. (2006) (voir
Monerie et al. (2006)).
Au ﬁnal, on obtient pour le cas traité ici :
Σm = 3k
hom
2 Em − b2pe + (b2 − 1)b1pb
Σd = 2µ
hom
2 Ed,
(6.8)
avec :
• khom1 = k −
fbk
1− (1−fb)k
k+ 4µ
3
• µhom1 =
(1− fb)µ(9k + 8µ)
(9 + 6fb)k + 4(2 + 3fb)µ
• b1 = 1− k
hom
1
k
• b2 =
(
1− khom2
khom1
)
• Dans le cas où les cavités de porosité fe sont des ﬁssures, les expressions de khom2 et de µhom2
sont :
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• khom2 =
khom1 µ
hom
1 (3khom1 pi−4khom1 αc+piµhom1 )
3(khom1 )
2αc+3khom1 piµ
hom
1 +pi(µ
hom
1 )
2
• µhom2 =
µhom1 (27(khom1 )2(25pi−12αc)+27khom1 (25pi−16αc)µhom1 +2(75pi−64αc)(µhom1 )2)
3(9(khom1 )2(25pi+8αc)+khom1 (225pi+176αc)µhom1 +2(25pi+32αc)(µhom1 )2)
• Dans le cas où les cavités de porosité fe sont des ellipsoïdes aplatis, les expressions de khom2 et
de µhom2 sont données en Annexe G en (G.6) et (G.9) (remplacer k
1
o et µ
1
o par k
hom
1 et µ
hom
1 ).
6.2 Critère de plasticité : méthode sécante modifiée à N phases
Le critère de plasticité est déterminé en utilisant le modèle MSMN ellipsoïdal décrit en 5.3.3.
Pour un taux de déformation plastique E˙
p
donné et pour des valeurs de pressions pb et pe données,
le modèle MSMN ellipsoïdal fournit la contrainte Σ sur le critère de plasticité estimé.
6.3 Lois d’évolution des paramètres internes
Les paramètres internes du modèle sont :
• fb (porosité à la première échelle),
• fe (porosité à l’échelle supérieure),
• w (rapport petit axe sur grand axe des ellipsoïdes aplatis de révolution correspondant aux
bulles intergranulaires).
Ces paramètres sont supposés rester constants durant la phase élastique mais évoluent lorsque le
critère de plasticité est atteint. Les lois d’évolution des paramètres internes sont déterminées à
partir du composite linéaire de comparaison issu de la méthode sécante modiﬁée à N phases.
L’objet de cette section est de détailler ces lois.
La porosité "absolue" des bulles intragranulaires est notée fba et est déﬁnie par :
fba =
|ωb|
|V | =
|ωb|
|V | − |ωe|
|V | − |ωe|
|V | = fb (1− fe) , (6.9)
avec ωb le volume occupé par les bulles intragranulaires, V le volume total et ωe le volume occupé
par les bulles intergranulaires. De plus, la porosité totale étant fe + fba, l’incompressibilité de la
matrice sans aucune porosité permet d’écrire :
f˙e + f˙ba = (1− fe − fba)Tr(E˙). (6.10)
De plus, la dérivée de (6.9) donne :
f˙ba = f˙b (1− fe)− fbf˙e (6.11)
et (6.10) et (6.11) fournissent :
f˙b =
f˙ba + fbf˙e
(1− fe) =
(1− fe − fb (1− fe))Tr(E˙)− f˙e + fbf˙e
(1− fe) . (6.12)
Le modèle suppose que :
– les ellipsoïdes de révolution correspondant à la phase ωe restent des ellipsoïdes de révolution
quel que soit le chargement ;
– la déformation dans la phase ωe est homogène ;
– tous les ellipsoïdes de la phase ωe ont le même rapport de forme quel que soit le chargement.
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Dans le cadre de ce travail, ces hypothèses ont été choisies pour des raisons de simplicité mais il
est clair que pour de grandes déformations ces hypothèses constituent une approximation forte.
Par conséquent, pour chaque ellipsoïde et dans sa base locale, le taux de déformation s’écrit :
ε˙ =

b˙1
b1
0 0
0 b˙1b1 0
0 0 a˙1a1
 (6.13)
où les dimensions des ellipsoïdes sont notées : b1, les demi-longueurs dans les directions ex et ey de
la base locale et a1, la demi-épaisseur dans la direction ez de la base locale (ez axe de révolution).
D’où :
3〈ε˙m〉ωe = 2
b˙1
b1
+
a˙1
a1
(6.14)
et :
〈ε˙eq〉ωe =
2
3
| a˙1
a1
− b˙1
b1
|. (6.15)
Les expressions de 〈ε˙m〉ωe et 〈ε˙eq〉ωe sont données par l’intermédiaire du composite linéaire de com-
paraison de la façon suivante.
Soit le problème suivant, où les coeﬃcients des Cio sont donnés par le dernier pas de la méthode
sécante modiﬁée (à convergence) :
σ = Cio : ε˙ dans chaque phase i de la matrice, 2 ≤ i ≤ N
div(σ) = 0 dans V
σ ·N = −p∗ ·N = p ·N sur les bords de ωe
u˙ = E˙ · x sur le bord de ∂V ,
et la contrainte eﬀective associée à ce problème s’écrit Σ + pbI = 〈σ〉V . Ce problème linéaire est
décomposé en deux sous problèmes linéaires comme en J.1.2 et J.2.2. Le sous problème sans pression
est indicé par un ′ et le sous problème sans taux de déformation imposé sur le bord du VER est
indicé par un ′′. Le taux de déformation total s’écrit :
ε˙ = ε˙
′
+ ε˙′′, (6.16)
et sa moyenne sur les cavités ωe :
〈ε˙〉ωe =
〈
ε˙
′
〉
ωe
+
〈
ε˙
′′
〉
ωe
= 〈A〉ωe : E˙ − 〈a〉ωep∗, (6.17)
où A et a sont les tenseurs de localisation associés aux deux sous-problèmes. Lorsque N = 2, les
équations (J.25) et (J.36) ainsi que les déﬁnitions de B (J.26) et 1/M (J.38) permettent d’écrire,
en notant C1o la raideur de la matrice (modules de compressibilité et de cisaillement associés k
1
o et
µ1o) :
〈ε˙m〉ωe =
E˙m
fe
− 1
fe
khomo
k1o
E˙m + p
∗ 1
3fe
1
M
=
E˙m
fe
− 1
fe
khomo
k1o
E˙m + p
∗ 1
3fe
b− fe
k1o
=
E˙m
fe
− 1
fe
khomo
k1o
E˙m + p
∗ 1
3fe
(
1− fe
k1o
− k
hom
o
k1o
)
=
E˙m
fe
− 1
fe
(1− b) E˙m + p∗ 1
3fe
1
M
.
(6.18)
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Dans le cas des bulles intergranulaires sphériques, la borne supérieure de Hashin et Shtrikman
(1963) est utilisée :
〈ε˙m〉ωe =
E˙m
fe
− 1
fe
kHSo
k1o
E˙m + p
∗ 1
3fe
(
1− fe
k1o
− k
HS
o
k1o
)
. (6.19)
Dans le cas des bulles intergranulaires ellipsoïdales, la borne supérieure Ponte Castañeda et Willis
(1995) est utilisée :
〈ε˙m〉ωe =
E˙m
fe
− 1
fe
kPCWo
k1o
E˙m + p
∗ 1
3fe
(
1− fe
k1o
− k
PCW
o
k1o
)
. (6.20)
En utilisant les "porosités équivalentes" (relations (4.64)) cette dernière équation se réécrit :
〈ε˙m〉ωe =
E˙m
fe
− 1
fe
kHSo
(
fks
)
k1o
1− fe
1− fks
E˙m + p
∗ 1
3fe
(
1− fks
k1o
− k
HS
o
(
fks
)
k1o
)
1− fe
1− fks
=
E˙m
fe
− 1
fe
(
1− bHSo
) 1− fe
1− fks
E˙m + p
∗ 1
3fe
(
1
MHSo
)
1− fe
1− fks
.
(6.21)
Le tenseur et le module de Biot sont ceux obtenus avec la borne supérieure de Hashin et Shtrikman
(1963) (BHSo = b
HS
o I et
1
MHSo
). Pour passer aux modèles à N phases, l’estimation de Hervé et
Zaoui (1993) est utilisée (bHZo et
1
MHZo
sont donnés en (J.87) et (J.108)) :
〈ε˙m〉ωe =
E˙m
fe
− 1
fe
(
1− bHZo
) 1− fe
1− fks
E˙m + p
∗ 1
3fe
(
1
MHZo
)
1− fe
1− fks
. (6.22)
Le calcul de 〈ε˙eq〉ωe suit le même raisonnement. Dans le cas des bulles intergranulaires sphériques,
la borne supérieure de Hashin et Shtrikman (1963) est utilisée :
〈ε˙eq〉ωe =
(
1
fe
− 1
fe
µHSo
µ1o
)
E˙eq. (6.23)
Dans le cas des bulles intergranulaires ellipsoïdales, la borne supérieure Ponte Castañeda et Willis
(1995) est utilisée :
〈ε˙eq〉ωe =
(
1
fe
− 1
fe
µPCWo
µ1o
)
E˙eq =
1
fe
E˙eq − 1
fe
µHSo (f
µ
s )
µ1o
1− fe
1− fµs E˙eq. (6.24)
Pour passer aux modèles à N phases, l’estimation de Hervé et Zaoui (1993) sur le problème de la
porosité sphérique ωe de porosité f
µ
s permet d’écrire :
〈ε˙eq〉ωe = AHZo E˙eq. (6.25)
où :
AHZo =
1
AN+1
(
A1 − 21
5
(Rµ1 )
2
B1
)
. (6.26)
avec, Rµ1 désignant le rayon de la cavité ωe de porosité f
µ
s , et :
• A1
AN+1
=
P
(n)
22
P
(n)
11 P
(n)
22 − P (n)12 P (n)21
• B1
BN+1
= − P
(n)
21
P
(n)
11 P
(n)
22 − P (n)12 P (n)21
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• P (N) =
j=1∏
j=N
M (j)
• M (k) donné en (F.7).
La quantité 〈ε˙eq〉ωe s’écrit donc pour le modèle N phases :
〈ε˙eq〉ωe =
1
fe
E˙eq − 1
fe
Rµ 1− fe
1− fµs E˙eq, (6.27)
avec :
Rµ = 1− fµs AHZo . (6.28)
Le nombre d’ellipsoïdes dans V est noté Ne et la porosité fe est donnée par :
fe =
4
3pib
2
1a1Ne
|V | . (6.29)
D’où :
f˙e =
4
3
pi
Ne
|V |
(
2b˙1b1a1 + b
2
1a˙1
)
− 4
3
pib21a1Ne
|V |2
˙|V | = fe
(
2
b˙1
b1
+
a˙1
a1
)
− 3feE˙m. (6.30)
En utilisant (6.14) :
f˙e = fe
(
3〈ε˙m〉ωe − 3E˙m
)
. (6.31)
Les équations (6.22) et (6.31) permettent alors de déterminer f˙e.
De plus w = a1b1 donne :
w˙ =
a˙1
b1
− a1
b21
b˙1 = w
(
a˙1
a1
− b˙1
b1
)
= ±3
2
w〈ε˙eq〉ωe cf équation (6.15). (6.32)
Les équations (6.27) et (6.32) permettent de déterminer |w˙|. Une hypothèse supplémentaire doit
être faite sur le signe de w˙. En l’absence d’informations supplémentaires, il est supposé que w˙ ≤ 0,
i.e. que les cavités ont tendance à s’allonger.
Bilan pour les lois d’évolution
f˙b =
(1− fe − fb (1− fe))Tr(E˙)− f˙e + fbf˙e
(1− fe) = g1
(
E˙, fb, fe, w, pb, pe
)
f˙e = fe
(
3〈ε˙m〉ωe − 3E˙m
)
= g2
(
E˙, fb, fe, w, pb, pe
)
w˙ = −3
2
w〈ε˙eq〉ωe = g3
(
E˙, fb, fe, w, pb, pe
)
〈ε˙m〉ωe =
E˙m
fe
− 1
fe
(
1− bHZo
) 1− fe
1− fks
E˙m + p
∗ 1
3fe
(
1
MHZo
)
1− fe
1− fks
〈ε˙eq〉ωe =
1
fe
E˙eq − 1
fe
Rµ 1− fe
1− fµs E˙eq
p∗ = pe − pb.
(6.33)
6.4 Intégration du modèle élastoplastique endommageable
Le but de cette section est de fournir les équations nécessaires au modèle élastoplastique en-
dommageable lors d’un calcul de structure. Le taux de déformation ε˙ est imposé (ε˙ et σ sont
respectivement le taux de déformation et la contrainte en un point de Gauss). Un pas de temps δt
est imposé. La démarche est la suivante.
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• Premier pas, calcul de :
ε1 = ε˙δt
σT1 − (−b2peI + (b2 − 1)b1pbI) = Chom2 : ε1.
(6.34)
• Détermination de la direction du taux de déformation plastique d˙ où la surface de plasticité
est atteinte en premier. Le fait de ﬁxer ε˙ et δt impose la direction de contrainte dans la partie
élastique :
σTm − (−b2pe + (b2 − 1)b1pb)
σTeq
=
khom2 ε˙m
µhom2 ε˙eq
. (6.35)
Ainsi, la surface est atteinte en premier pour ce taux de triaxialité
σTm 1−(−b2pe+(b2−1)b1pb)
σTeq 1
. La
direction du taux de déformation plastique d˙ telle que :
σTm 1 − (−b2pe + (b2 − 1)b1pb)
σTeq 1
=
σNLm − (−b2pe + (b2 − 1)b1pb)
σNLeq
, (6.36)
est recherchée. σNL(d˙) est donné par le modèle MSMN ellipsoïdal (détermination de la surface
de plasticité) pour une direction de taux de déformation d˙ donnée. La direction du taux de
déformation d˙ vériﬁant (6.36) est obtenue via un algorithme de Newton-Raphson.
• Calcul de :
εi+1 = εi + ε˙ δt
σTi+1 − (−b2peI + (b2 − 1)b1pbI) = Chom2 : εi+1.
(6.37)
Tant que : σTm i+1 < σ
NL
m et σ
T
eq i+1 < σ
NL
eq , alors : σ = σ
T . Sinon, le système suivant doit
être résolu :
σ˙ = Chom2 : (ε˙− ε˙p)
σ = f (ε˙p, fb, fe, w, pb, pe) modèle MSMN
f˙b = g1 (ε˙
p, fb, fe, w, pb, pe) lois d’évolution des paramètres internes
f˙e = g2 (ε˙
p, fb, fe, w, pb, pe)
w˙ = g3 (ε˙
p, fb, fe, w, pb, pe)
(6.38)
Ce système d’équation est intégré avec un θ-schéma :
σi+1 = σi + δtC
hom
2 :
(
ε˙− ((1− θ)ε˙pi + θε˙pi+1))
σi+1 = f
(
ε˙
p
i+1, χi+1, pb, pe
)
χi+1 = χi + δt g
(
(1− θ)ε˙pi + θε˙pi+1, (1− θ)χ˙i + θχ˙i+1, pb, pe
) (6.39)
où la variable χ représente les paramètres internes du modèle : χ = {fb, fe, w}. Les inconnues
de ce système d’équation sont σi+1, ε˙
p
i+1 et χi+1 (i.e. fb i+1, fe i+1, wi+1). Ce système est
résolu numériquement via un algorithme de Newton-Raphson.
Remarque 6.1 (Partie élastique) Il est supposé que les paramètres internes n’évoluent
pas dans la partie élastique. Ainsi Chom2 , b2 et b1 restent constants. Les lois d’évolution
des paramètres internes sont écrites avec la partie plastique du taux de déformation.
La Fig. 6.1 donne un exemple d’une courbe contrainte-déformation obtenue avec ces relations.
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Fig. 6.1 – Courbe contrainte-déformation : E˙xx > 0, autres E˙ij = 0. Surface de charge obtenue
avec le modèle MSMN ellipsoïdal (méthode sécante modiﬁée à N phases avec N = 6). pb = pe = 0,
q1 = q3 = 1, w = 1/5, fb = 0.01, fe = 0.02, σ0 = 55 MPa, k = 170 GPa, µ = 65 GPa. Equations
intégrées avec un schéma de point milieu (θ = 1/2) comme présenté en 6.4.
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Chapitre 7
Modélisation du comportement
élastoplastique endommageable jusqu’à
rupture du matériau d’étude
Le modèle élastoplastique endommageable présenté au chapitre 6 est écrit dans ce chapitre en
déformations planes généralisées aﬁn d’être comparé à des simulations numériques exclusivement
bidimensionnelles.
Les simulations numériques bidimensionnelles présentées dans ce chapitre utilisent une méthode
d’éléments ﬁnis multi-corps et des modèles de zones cohésives (voir (Perales, 2005)) sur un milieu
contenant des ﬁssures plongées dans une matrice élastoplastique parfaite avec critère de Von Mises.
Le milieu étudié est un milieu périodique constitué de cellules de Voronoï dont chacune repré-
sente un grain. Des zones cohésives sont placées sur les joins de grain et des ﬁssures sont placées
aléatoirement sur certains joins de grains. Les propriétés des zones cohésives sont identiﬁées par
comparaison à des données expérimentales issues de la littérature et concernant le matériau mo-
tivant cette étude, à savoir l’oxyde d’uranium à haute température. Un chargement hydrostatique
plan est appliqué sur le milieu et les résultats des simulations numériques sont comparées aux ré-
sultats donnés par le modèle élastoplastique endommageable complet écrit en déformations planes
généralisées. Cette comparaison permet d’exhiber, pour le matériau d’étude, une densité de ﬁssure
critique correspondant au début de la coalescence et donc au début de la ruine du matériau. Cette
densité de ﬁssure critique permet d’introduire la notion de coalescence dans le modèle élastoplas-
tique endommageable ﬁnal en s’inspirant du modèle GTN (Gurson, Tvergaard, Needleman, voir
par exemple, Koplik et Needleman (1988)).
L’organisation de ce chapitre est la suivante :
– La section 7.1 présente le modèle élastoplastique endommageable complet en déformations
planes généralisées.
– La section 7.2 présente les simulations numériques bidimensionnelles utilisant éléments ﬁnis
multi-corps et zones cohésives.
– La section 7.3 présente les résulats obtenus avec ces simulations numériques ainsi que le
modèle élastoplastique endommageable ﬁnal avec prise en compte, pour le matériau d’étude,
de la coalescence et de la rupture.
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Chapitre 7. Modélisation du comportement élastoplastique endommageable
jusqu’à rupture du matériau d’étude
7.1 Modèle élastoplastique endommageable proposé en déforma-
tions planes généralisées
Le modèle élastoplastique endommageable présenté au chapitre 6 est écrit ici en déformations
planes généralisées. Le milieu étudié, noté V , est constitué de cavités cylindriques inﬁniment longues
dans la direction 3 et à bases elliptiques (rapport petit axe sur grand axe noté w) dans le plan 1−2
(coordonnées cartésiennes) plongées dans une matrice obéissant au critère de Gurson modiﬁé :
q3
(
σeq
σ0
)2
+ 2q1fb cosh
(
3
2
σm
σ0
)
− 1− (q1fb)2 = 0, (7.1)
dont le potentiel en taux de déformation s’écrit (on rappelle que la quantité fqb représente le produit
q1fb) :
ϕG(ε˙) = σ0
∫ 1
fqb
√
4ε˙2m
y2
+
ε˙2eq
q3
dy. (7.2)
Toutes les bases elliptiques des cavités ont le même rapport de forme et sont orientées aléatoirement
dans le plan 1 − 2. La fraction volumique des cavités cylindriques ωe est notée fe. Le taux de
déformation appliqué sur le bord de V est de la forme :
E˙ =
 E˙11 E˙12 0E˙12 E˙22 0
0 0 E˙33
 . (7.3)
7.1.1 Partie élastique
La première échelle correspond à un milieu élastique linéaire isotrope (coeﬃcients de compres-
sibilité et de cisaillement k et µ) contenant des cavités sphériques (bulles intragranulaires, porosité
fb) distribuées de façon isotrope. Le problème à traiter à cette échelle conduit à :
σ = Chom1 : ε, (7.4)
La borne supérieure de Hashin et Shtrikman (1963) est utilisée pour Chom1 :
Chom1 = C
HS . (7.5)
Le milieu à la première échelle étant isotrope, deux coeﬃcients élastiques sont nécessaires, par
exemple, les coeﬃcients de compressibilité et de cisaillement :
• khom1 = k −
fbk
1− (1−fb)k
k+ 4µ
3
• µhom1 =
(1− fb)µ(9k + 8µ)
(9 + 6fb)k + 4(2 + 3fb)µ
.
A la deuxième échelle, ωe correspond au domaine occupé par la seconde population de cavités (de
porosité fe). Ces cavités sont supposées cylindriques (d’axe 3) à bases elliptiques aplaties dans le
plan 1− 2 (rapport petit axe sur grand axe noté w) orientées et distribuées aléatoirement dans le
plan 1− 2. Le problème à la deuxième échelle s’écrit sur le domaine total V :
σ = Chom1 : ε dans la matrice M
div(σ) = 0 dans V
σ ·N = 0 ·N sur ∂ωe,
u = E · x sur ∂V
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La contrainte eﬀective déduite de ce problème vaut Σ = 〈σ〉V . Sur ce problème :
〈σ〉V = Chom2 : E. (7.6)
La borne supérieure de Ponte Castañeda et Willis (1995) est utilisée pour Chom2 :
Chom2 = C
PCW . (7.7)
Le milieu eﬀectif est isotrope transverse d’axe 3. Ainsi, 5 coeﬃcients sont nécessaires pour dé-
crire Chom2 , par exemple, K
hom
2 , E
L hom
2 , ν
L hom
2 , µ
T hom
2 , µ
L hom
2 représentant respectivement le
coeﬃcient de compressibilité plane, le module d’Young longitudinal, le coeﬃcient de Poisson lon-
gitudinal, le module de cisaillement transverse et le module de cisaillement longitudinal. La loi de
comportement
Σ = Chom2 : E, (7.8)
s’écrit en considérant E sous la forme (7.3) (déformations planes généralisées), où les seules com-
posantes non nulles de E sont E11, E22, E33, E12 :
• Σ11 =
(
Khom2 + µ
T hom
2
)
E11 +
(
Khom2 − µT hom2
)
E22 + 2ν
L hom
2 K
hom
2 E33
• Σ22 =
(
Khom2 − µT hom2
)
E11 +
(
Khom2 + µ
T hom
2
)
E22 + 2ν
L hom
2 K
hom
2 E33
• Σ12 = 2µT hom2 E12
• Σ33 = 2νL hom2 Khom2 E11 + 2νL hom2 Khom2 E22 +
(
EL hom2 + 4
(
νL hom2
)2
Khom2
)
E33.
Les coeﬃcients Khom2 , E
L hom
2 , ν
L hom
2 , µ
T hom
2 sont calculés en Annexe M :
• Khom2 =
(
2w − fe(1 + w2)
)
µhom1 (3k
hom
1 + µ
hom
1 )
6wµhom1 + fe(1 + w
2)(3khom1 + µ
hom
1 )
• µT hom2 =
(4w − fe(1 + w)2)µhom1 (3khom1 + µhom1 )
4w(3khom1 + µ
hom
1 ) + fe(1 + w)
2(3khom1 + 7µ
hom
1 )
• EL hom2 =
9(1− fe)khom1 µhom1
3khom1 + µ
hom
1
= (1− fe)Ehom1
• νL hom2 =
3khom1 − 2µhom1
6khom1 + 2µ
hom
1
= νhom1 .
7.1.2 Critère de plasticité : méthode sécante modifiée (approche variationnelle)
à N phases
Le critère de plasticité est déterminé en utilisant la méthode sécante modiﬁée (approche varia-
tionnelle) à N phases.
Cas des bases circulaires
Dans le cas où les cavités ωe sont cylindriques d’axe 3 et à base circulaire dans le plan 1− 2, le
composite linéaire de comparaison est constitué d’un cylindre creux (cavité cylindrique d’axe 3 et à
base circulaire dans le plan 1−2) décomposé en N phases : la phase 1 correspond à la cavité centrale
et les N−1 autres phases correspondent à N−1 couches concentriques entourant la cavité centrale
(voir la Fig. F.1). La fraction volumique de chaque couche est notée fi et le domaine occupé par
chaque couche est noté Ωi. L’estimation auto-cohérente de Hervé et Zaoui (1995) associée à ce CLC
est donnée en Annexe N. L’énergie du composite linéaire de comparaison s’écrit alors (voir Annexe
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O) :
Φo =
1
2
E˙ : Chomo : E˙
=
1
2
(
Khomo E˙
2
p +
(
EL homo + 4
(
νL homo
)2
Khomo
)
E˙2n + µ
T hom
o Γ˙
2
p + 4ν
L hom
o K
hom
o E˙pE˙n
)
,
(7.9)
avec :
E˙p = E˙11 + E˙22, E˙n = E˙33 et Γ˙p = 2
√
E˙212 +
1
4
(
E˙22 − E˙11
)2
. (7.10)
Les coeﬃcients Khomo , E
L hom
o , ν
L hom
o , µ
T hom
o de Hervé et Zaoui (1995) sont donnés en Annexe N
et le problème suivant est obtenu :
Entrées : E˙ =
 E˙11 E˙12 0E˙12 E˙22 0
0 0 E˙33
 ;
répéter
∀i (2 ≤ i ≤ N) :
• actualisation de kio et de µio :
kio =
2
9
σ0
1√〈
(ε˙m)
2
〉
Ωi
−Arcsinh
2
√√√√〈(ε˙m)2〉Ωi〈
(ε˙eq)
2
〉
Ωi
q3
+Arcsinh
 2
fqb
√√√√〈(ε˙m)2〉Ωi〈
(ε˙eq)
2
〉
Ωi
q3
 ;
µio =
1
3
σ0〈
(ε˙eq)
2
〉
Ωi
√4〈(ε˙m)2〉Ωi +
〈
(ε˙eq)
2
〉
Ωi
q3
− fqb
√
4
〈
(ε˙m)
2
〉
Ωi
(fqb)2
+
〈
(ε˙eq)
2
〉
Ωi
q3
 ;
• actualisation de 〈(ε˙m)2〉Ωi et de 〈(ε˙eq)2〉Ωi :〈
(ε˙m)
2
〉
Ωi
=
2
9
1
fi
∂Φo
∂kio
;〈
(ε˙eq)
2
〉
Ωi
=
2
3
1
fi
∂Φo
∂µio
;
jusqu’à convergence sur
〈
(ε˙m)
2
〉
Ωi
et
〈
(ε˙eq)
2
〉
Ωi
;
Sorties : Σ = Chomo : E˙ ;
Σ11 =
(
Khomo + µ
T hom
o
)
E˙11 +
(
Khomo − µT homo
)
E˙22 + 2ν
L hom
o K
hom
o E˙33 ;
Σ22 =
(
Khomo − µT homo
)
E˙11 +
(
Khomo + µ
T hom
o
)
E˙22 + 2ν
L hom
o K
hom
o E˙33 ;
Σ12 = 2µ
T hom
o E˙12 ;
Σ33 = 2ν
L hom
o K
hom
o E˙11 + 2ν
L hom
o K
hom
o E˙22 +
(
EL homo + 4
(
νL homo
)2
Khomo
)
E˙33.
Un algorithme de point ﬁxe permet d’atteindre la convergence en peu d’iterations. Les dérivées
partielles sont calculées avec une formule approchée au premier ordre.
Comparaison avec le modèle de Gurson (1977)
Gurson (1977) a déterminé la surface de plasticité pour un cylindre creux à base circulaire dans
le plan 1− 2, inﬁniment long dans la direction longitudinale (axe 3) et avec une condition de taux
de déformation homogène sur la section latérale et externe du cylindre. La matrice est dans ce
paragraphe rigide plastique parfaite de Von Mises et la porosité du cylindre creux est notée
128
7.1. Modèle élastoplastique endommageable proposé en déformations planes
généralisées
f . Les résultats sont les suivants :
C
Σ2eq
σ20
+ 2f cosh
(√
3
Σp
σ0
)
− 1− f2 = 0, (7.11)
où
Σp =
Σ11 +Σ22
2
, (7.12)
C = 1 dans le cas d’un chargement axisymétrique et C = 1 + 3f + 24f6 pour un problème en
déformations planes (C est alors déterminé numériquement).
Le but de ce paragraphe est de comparer les résultats donnés avec la méthode sécante
modiﬁée à N phases en déformations planes généralisées exposée précédemment et le
critère de Gurson (1977) rappelé ci-dessus. Le même type de comparaison a été eﬀectué par
Bilger et al. (2002) dans le cas des cavités sphériques.
La méthode sécante modiﬁée à N phases en déformations planes généralisées est ainsi mise en
œuvre avec une matrice rigide plastique parfaite de Von Mises (fb = 0). Le composite linéaire de
comparaison est donc actualisé à l’aide des coeﬃcients suivants :
kio = +∞ et µio =
σ0
3
(√〈
(ε˙eq)
2
〉
Ωi
) . (7.13)
Comme dans le cas tridimensionnel, on constate que le point hydrostatique du modèle à N phases
tend vers celui du critère de Gurson lorsque le nombre de phases augmente (voir Fig. 7.1 et
Fig. 7.2).
Remarque 7.1 (Rayons Ri) Les résultats précédents ont été obtenus en considérant les
rayons Ri ci-dessous (le but est de découper plus ﬁnement la zone la plus proche de
la cavité centrale, c’est à dire la zone où les ﬂuctuations du second moment sont les
plus importantes ; il a été vériﬁé que cela améliorait les résultats i.e. pour un nombre
de couche donné cela rapproche les résultats du modèle à N phases vers la surface de
Gurson (1977)). Dans ce travail, les rayons Ri (pour 1 ≤ i ≤ N) choisis pour
le modèle utilisant la méthode sécante modiﬁée à N phases en déformations
planes généralisées sont calculés à partir de la relation :
Ri =
√
fe + (1−
√
fe)
(
i− 1
N − 1
)2
. (7.14)
Point analytique
Un cylindre creux à base circulaire de porosité fe est considéré ici. La matrice de ce cylindre
creux obéit au critère de Gurson modiﬁé :
q3
(
σeq
σ0
)2
+ 2q1fb cosh
(
3
2
σm
σ0
)
− 1− (q1fb)2 = 0. (7.15)
Le but est d’obtenir un point analytique du critère de plasticité eﬀectif pour le chargement spéciﬁque
suivant (l’axe 3 correspond à l’axe des z) :
u˙3 = E˙33 · z sur les deux sections terminales inﬁnies
(σ ·N )1 = (σ ·N )2 = 0 sur les deux sections terminales inﬁnies, avec N la normale sortante
σ ·N = 0 sur les surfaces latérales externe et interne
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Fig. 7.1 – Critères de plasticité : modèle avec méthode sécante modiﬁée à N phases pour diﬀérentes
valeurs de N comparé au modèle de Gurson (1977) (relation (7.11)). Cylindre creux à base circulaire
de porosité f = 0.01 et à matrice rigide plastique parfaite de Von Mises. Ri déﬁnis en (7.14).
Chargement axisymétrique. Le point hydrostatique du modèle à N phases tend vers celui du critère
de Gurson lorsque le nombre de phases augmente.
L’attention est portée sur le caractère mixte du chargement imposé (c’est un mélange entre la
condition de taux de déformation homogène au bord et la condition de contrainte homogène au
bord). La solution évidente du problème précédent correspond au tenseur des contraintes suivant :
σ =
 0 0 00 0 0
0 0 Σ331−fe
 . (7.16)
Les équations d’équilibre dans la matrice ainsi que les conditions aux limites sur les bords sont
vériﬁées. Dans la matrice, le critère de Gurson s’écrit :
q3
Σ233
σ20 (1− fe)2
+ 2fqb cosh
(
Σ33
2σ0 (1− fe)
)
− 1− f2qb = 0. (7.17)
Cette équation non linéaire en Σ33 possède deux solutions. Les deux points obtenus sont placés
sur un graphique 2Σp − Σn (avec Σn ≡ Σ33) aﬁn d’être comparés avec le modèle utilisant la
méthode sécante modiﬁée à N phases (voir Fig. 7.3). Un bon accord est observé entre le point
exact précédent et la méthode sécante modiﬁée à N phases.
Cas des bases elliptiques
Ce paragraphe traite du cas où les cavités ωe sont à base elliptique dans le plan 1−2. La matrice
suit le critère de Gurson modiﬁé. On cherche à mettre en œuvre la méthode sécante modiﬁée à N
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Fig. 7.2 – Critères de plasticité : modèle avec méthode sécante modiﬁée à N phases pour diﬀérentes
valeurs de N comparé au modèle de Gurson (1977) (relation (7.11)). Cylindre creux à base circulaire
de porosité f = 0.01 et à matrice rigide plastique parfaite de Von Mises. Ri déﬁnis en (7.14).
Déformations planes (avec E˙12 ﬁxe). Le point hydrostatique du modèle à N phases tend vers celui
du critère de Gurson lorsque le nombre de phases augmente.
phases en utilisant l’estimation de Hashin et Shtrikman (1963) valable pour le cas des bases circu-
laires et la notion de "porosités équivalentes". La méthode sécante modiﬁée avec un CLC à
2 phases conduit au problème suivant :
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Fig. 7.3 – Critères de plasticité : modèle avec méthode sécante modiﬁée à N phases pour diﬀérentes
valeurs de N (2 puis 6 puis 11) comparé aux points analytiques exacts donnés par (7.17). Cylindre
creux à base circulaire. Porosités fb = 0.01, fe = 0.01 (q1 = 1.25, q3(fb) donné en 3.16). Ri déﬁnis
en (7.14). Déformations planes généralisées (avec E˙12 = 0 et E˙11 = E˙22). Un bon accord est observé
entre le point exact et la méthode sécante modiﬁée à N phases.
Entrées : E˙ de la forme (7.3) ;
répéter
Φo =
1
2
(
Khomo E˙
2
p +
(
EL homo + 4
(
νL homo
)2
Khomo
)
E˙2n + µ
T hom
o Γ˙
2
p + 4ν
L hom
o K
hom
o E˙pE˙n
)
;
k1o =
2
9
σ0
1√
(ε˙m)2
(
−Arcsinh
(
2
√
(ε˙m)2
(ε˙eq)2
q3
)
+Arcsinh
(
2
fqb
√
(ε˙m)2
(ε˙eq)2
q3
))
;
µ1o =
1
3
σ0
(ε˙eq)2
(√
4(ε˙m)2 +
(ε˙eq)2
q3
− fqb
√
4(ε˙m)2
(fqb)2
+
(ε˙eq)2
q3
)
;
(ε˙m)
2 =
2
9
1
1− fe
∂Φo
∂k1o
;
(ε˙eq)
2 =
2
3
1
1− fe
∂Φo
∂µ1o
;
jusqu’à convergence sur (ε˙m)2 et (ε˙eq)2 ;
Sorties : Σ = Chomo : E˙ ;
Σ11 =
(
Khomo + µ
T hom
o
)
E˙11 +
(
Khomo − µT homo
)
E˙22 + 2ν
L hom
o K
hom
o E˙33 ;
Σ22 =
(
Khomo − µT homo
)
E˙11 +
(
Khomo + µ
T hom
o
)
E˙22 + 2ν
L hom
o K
hom
o E˙33 ;
Σ12 = 2µ
T hom
o E˙12 ;
Σ33 = 2ν
L hom
o K
hom
o E˙11 + 2ν
L hom
o K
hom
o E˙22 +
(
EL homo + 4
(
νL homo
)2
Khomo
)
E˙33.
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Dans le cas des bases circulaires, les coeﬃcients de Chomo sont obtenus via la borne supérieure
de Hashin et Shtrikman (1963) (rappellée en Annexe L pour le cas bidimensionnel). Dans le cas des
bases elliptiques, les coeﬃcients de Chomo sont obtenus via la borne supérieure de Ponte Castañeda
et Willis (1995) (rappellée en Annexe M pour le cas bidimensionnel).
La notion de "porosités équivalentes" dans le cas bidimensionnel introduit le couple de porosi-
tés (fKs , f
µT
s ) fournissant les mêmes coeﬃcients dans le cas de la borne supérieure de Hashin et
Shtrikman (1963) que dans la cas de la borne supérieure de Ponte Castañeda et Willis (1995). Plus
précisément, on cherche les porosités fs telles que :

KPCWo (fe)
1− fe =
KHSo (fs)
1− fs
EL PCWo (fe)
1− fe =
EL HSo (fs)
1− fs(
νL PCWo (fe)
)2
KPCWo (fe)
1− fe =
(
νL HSo (fs)
)2
KHSo (fs)
1− fs
µT PCWo (fe)
1− fe =
µT HSo (fs)
1− fs
νL PCWo (fe)K
PCW
o (fe)
1− fe =
νL HSo (fs)K
HS
o (fs)
1− fs .
(7.18)
La première égalité fournit une porosité fs notée f
K
s . La deuxième égalité est valable quel que soit
fs. En eﬀet,
EL PCWo (fe)
1−fe =
EL HSo (fs)
1−fs = E
1
o . La troisième et la cinquième égalité sont aussi vériﬁées
lorsque fs = f
K
s . En eﬀet, ν
L PCW
o (fe) = ν
L HS
o (fs) = ν
1
o . La quatrième égalité est vériﬁée pour
une porosité fs notée f
µT
s . En utilisant ce couple de porosités (fKs , f
µT
s ), le cas elliptique est traité
à partir du cas circulaire où la borne de Hashin et Shtrikman (1963) est utilisée :
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Entrées : E˙ de la forme (7.3) ;
répéter
Φo =
1
2 [K
HS
o (f
K
s )E˙
2
p +
(
EL HSo (f
K
s ) + 4
(
νL HSo (f
K
s )
)2
KHSo (f
K
s )
)
E˙2n + µ
T HS
o (f
µT
s )Γ˙2p +
4νL HSo (f
K
s )K
HS
o (f
K
s )E˙pE˙n] ;
Φo2 =
1
2
µT HSo (f
µT
s )Γ˙
2
p ;
Φo1 = Φo −Φo2 ;
actualisation de k1o et de µ
1
o ;
actualisation de (ε˙m)
2 et de (ε˙eq)
2 :
(ε˙m)
2 =
2
9
(
1
1− fKs
∂Φo1
∂k1o
+
1
1− fµTs
∂Φo2
∂k1o
)
;
(ε˙eq)
2 =
2
3
(
1
1− fKs
∂Φo1
∂µ1o
+
1
1− fµTs
∂Φo2
∂µ1o
)
;
jusqu’à convergence sur (ε˙m)
2 et (ε˙eq)
2 ;
Sorties :
Σ11 =
(
1−fe
1−fKs K
HS
o (f
K
s ) +
1−fe
1−fµTs
µT HSo (f
µT
s )
)
E˙11 +(
1−fe
1−fKs K
HS
o (f
K
s )− 1−fe
1−fµTs
µT HSo (f
µT
s )
)
E˙22 + 2
1−fe
1−fKs ν
L HS
o (f
K
s )K
HS
o (f
K
s )E˙33 ;
Σ22 =
(
1−fe
1−fKs K
HS
o (f
K
s )− 1−fe
1−fµTs
µT HSo (f
µT
s )
)
E˙11 +(
1−fe
1−fKs K
HS
o (f
K
s ) +
1−fe
1−fµTs
µT HSo (f
µT
s )
)
E˙22 + 2
1−fe
1−fKs ν
L HS
o (f
K
s )K
HS
o (f
K
s )E˙33 ;
Σ12 = 2
1−fe
1−fµTs
µT HSo (f
µT
s )E˙12 ;
Σ33 = 2
1−fe
1−fKs ν
L HS
o (f
K
s )K
HS
o (f
K
s )E˙11 + 2
1−fe
1−fKs ν
L HS
o (f
K
s )K
HS
o (f
K
s )E˙22 +(
EL HSo (f
K
s ) + 4
(
νL HSo (f
K
s )
)2
KHSo (f
K
s )
)
1−fe
1−fKs E˙33.
La boucle du problème correspond physiquement au :
• cas des cavités ωe à base circulaire dans le plan transverse et de fraction volumique fKs lorsque
Γ˙p = 0 (i.e. E˙11 = E˙22 et E˙12 = 0)
• cas des cavités ωe à base circulaire dans le plan transverse et de fraction volumique fµ
T
s
lorsque E˙p = E˙n = 0
Ce problème permet de retrouver le cas des cavités à base elliptique de fraction volumique fe.
La même simpliﬁcation que celle réalisée en 4.3.4 est utilisée ici pour le calcul de fKs et f
µT
s : k1o
est supposé grand (i.e. tend vers l’inﬁni). Les expressions de fKs et f
µT
s obtenues sont données en
Annexe P.
Pour le cas d’un CLC à N phases et en notant fKi (respectivement f
µT
i ) les fractions volumiques
des couches entourant la cavité centrale de porosité fKs (respectivement f
µT
s ), l’estimation auto-
cohérente de Hervé et Zaoui (1995) (Annexe N) est alors utilisée :
• Dans le cas des bases circulaires : fKs = fµ
T
s = fe.
• Dans le cas des bases elliptiques : fKs et fµ
T
s sont donnés en Annexe P.
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Entrées : E˙ de la forme (7.3) ;
répéter
Φo =
1
2 [K
HZ
o (f
K
s )E˙
2
p +
(
EL HZo (f
K
s ) + 4
(
νL HZo (f
K
s )
)2
KHZo (f
K
s )
)
E˙2n +
µT HZo (f
µT
s )Γ˙2p + 4ν
L HZ
o (f
K
s )K
HZ
o (f
K
s )E˙pE˙n] ;
Φo2 =
1
2
µT HZo (f
µT
s )Γ˙
2
p ;
Φo1 = Φo −Φo2 ;
∀i (2 ≤ i ≤ N) :
kio =
2
9σ0
1r〈
(ε˙m)
2
〉
Ωi
−Arcsinh
2
√√√√〈(ε˙m)2〉Ωi〈
(ε˙eq)
2
〉
Ωi
q3
+Arcsinh
 2
fqb
√√√√〈(ε˙m)2〉Ωi〈
(ε˙eq)
2
〉
Ωi
q3
 ;
µio =
1
3
σ0〈
(ε˙eq)
2
〉
Ωi
√4〈(ε˙m)2〉Ωi +
〈
(ε˙eq)
2
〉
Ωi
q3
− fqb
√
4
〈
(ε˙m)
2
〉
Ωi
(fqb)2
+
〈
(ε˙eq)
2
〉
Ωi
q3
 ;
〈
(ε˙m)
2
〉
Ωi
= 29
(
1
fKi
∂Φo1
∂kio
+ 1
fµ
T
i
∂Φo2
∂kio
)
;〈
(ε˙eq)
2
〉
Ωi
= 23
(
1
fKi
∂Φo1
∂µio
+ 1
fµ
T
i
∂Φo2
∂µio
)
;
jusqu’à convergence sur
〈
(ε˙m)
2
〉
Ωi
et
〈
(ε˙eq)
2
〉
Ωi
, ∀i (2 ≤ i ≤ N) ;
Sorties :
Σ11 =
(
1−fe
1−fKs K
HZ
o (f
K
s ) +
1−fe
1−fµTs
µT HZo (f
µT
s )
)
E˙11 +(
1−fe
1−fKs K
HZ
o (f
K
s )− 1−fe
1−fµTs
µT HZo (f
µT
s )
)
E˙22 + 2
1−fe
1−fKs ν
L HZ
o (f
K
s )K
HZ
o (f
K
s )E˙33 ;
Σ22 =
(
1−fe
1−fKs K
HZ
o (f
K
s )− 1−fe
1−fµTs
µT HZo (f
µT
s )
)
E˙11 +(
1−fe
1−fKs K
HZ
o (f
K
s ) +
1−fe
1−fµTs
µT HZo (f
µT
s )
)
E˙22 + 2
1−fe
1−fKs ν
L HZ
o (f
K
s )K
HZ
o (f
K
s )E˙33 ;
Σ12 = 2
1−fe
1−fµTs
µT HZo (f
µT
s )E˙12 ;
Σ33 = 2
1−fe
1−fKs ν
L HZ
o (f
K
s )K
HZ
o (f
K
s )E˙11 + 2
1−fe
1−fKs ν
L HZ
o (f
K
s )K
HZ
o (f
K
s )E˙22 +(
EL HZo (f
K
s ) + 4
(
νL HZo (f
K
s )
)2
KHZo (f
K
s )
)
1−fe
1−fKs E˙33.
Le calcul des dérivées partielles se fait numériquement en utilisant une formulation approchée
à l’ordre 1. Cet algorithme permet d’estimer la surface de plasticité pour un milieu avec une ma-
trice de Gurson et des cavités cylindriques d’axe 3 et à bases elliptiques dans le plan 1−2 pour une
chargement en taux de déformations planes généralisées. Il est rappelé que la section 4.6 compare
les critères de plasticité obtenus par ce modèle avec des simulations numériques par transformée de
Fourier rapide (FFT, Michel et al. (2000)).
7.1.3 Lois d’évolution des paramètres internes
Comme dans le cas tridimensionnel, l’évolution des paramètres internes χ = {fb, fe, w} est
maintenant déterminée.
La relation (6.12) établie dans le cas tridimensionnel est toujours valable :
f˙b =
f˙ba + fbf˙e
(1− fe) =
(1− fe − fb (1− fe))Tr(E˙)− f˙e + fbf˙e
(1− fe) . (7.19)
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Le modèle suppose que :
• dans le plan transverse 1− 2, les ellipses restent des ellipses quel que soit le chargement ;
• la déformation dans la phase ωe est homogène ;
• dans le plan transverse, toutes les ellipses de la phase ωe restent de même rapport de forme.
Par conséquent, pour chaque ellipse et dans sa base locale, le taux de déformation s’écrit (en notant
b1, la demi-longueur dans la direction 1 de la base locale, a1, la demi-épaisseur dans la direction 2
de la base locale et h, la longueur du cylindre dans la direction 3) :
ε˙ =
 b˙1b1 0 00 a˙1a1 0
0 0 h˙h
 . (7.20)
D’où :
3〈ε˙m〉ωe =
b˙1
b1
+
a˙1
a1
+
h˙
h
(7.21)
et :
〈γ˙p〉ωe = |
a˙1
a1
− b˙1
b1
|. (7.22)
Les expressions de 〈ε˙m〉ωe et 〈γ˙p〉ωe sont données par l’intermédiaire du composite linéaire de
comparaison de la façon suivante.
En utilisant les équations (N.12), (N.13) et (N.14) :
〈ε˙m〉ωe =
b1
3fe
E˙n +
b2
3fe
E˙p. (7.23)
Cela permet d’écrire, en utilisant les déﬁnitions suivantes b
′
1 = 1− b1 et b
′
2 = 1− b2 :
〈ε˙m〉ωe =
E˙m
fe
− b
′
2
3fe
E˙p − b
′
1
3fe
E˙n. (7.24)
Or, dans le cas d’un biphasé (matrice et cavité), le relation suivante donne 〈ε˙m〉ωe :
〈ε˙m〉ωe =
E˙m
fe
− 1− fe
fe
〈ε˙m〉M =
E˙m
fe
− 1
3fe
(I −B) : E˙, (7.25)
avec :
B = I :
(
ID − (C1o)−1 : Chomo ) . (7.26)
Dans le cas où C1o est isotrope et où C
hom
o est isotrope transverse, il vient :
B =
 b2 = 1− b′2 0 00 b2 0
0 0 b1 = 1− b′1
 (7.27)
avec :
b
′
2 =
2Khomo (1 + ν
L hom
o )
3k1o
(7.28)
et
b
′
1 =
EL homo + 4K
L hom
o ν
L hom
o (1 + ν
L hom
o )
3k1o
. (7.29)
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Cela donne :
〈ε˙m〉ωe =
E˙m
fe
− b
′
2
3fe
E˙p − b
′
1
3fe
E˙n. (7.30)
En suivant le même raisonnement que dans la section 7.1.2, le cas des N phases peut se traiter
avec :
〈ε˙m〉ωe =
E˙m
fe
+
(
−b
′
2
(
fKs
)
3fe
E˙p −
b
′
1
(
fKs
)
3fe
E˙n
)
1− fe
1− fKs
, (7.31)
en utilisant b1 et b2 de (N.12), (N.13) et (N.14). Dans le cas des bases circulaires dans le plan
transverse, le cisaillement plan microscopique est relié au cisaillement plan macroscopique par
l’intermédiaire de la relation suivante :
〈γ˙p〉ωe =
1
fe
(
1− µ
T HS
o
µ1o
)
Γ˙p. (7.32)
et dans le cas des bases elliptiques dans le plan transverse :
〈γ˙p〉ωe =
1
fe
(
1− µ
T PCW
o
µ1o
)
Γ˙p =
1
fe
1− µT HSo
(
fµ
T
s
)
µ1o
1− fe
1− fµTs
 Γ˙p. (7.33)
L’estimation de Hervé et Zaoui (1995) sur le problème de la porosité à base sphérique ωe de porosité
fµ
T
s permet d’écrire dans le cas d’un chargement macroscopique du type cisaillement plan (les seules
composantes non nulles de E˙ sont E˙11 = γ et E˙22 = −γ) :
〈ε˙eq〉2ωe = AHZo γ2, (7.34)
avec :
AHZo =
4
3
(
Q
(N)
11 + 3Q
(N)
14
Q
(N)
44 Q
(N)
11 −Q(N)41 Q(N)14
)2
, (7.35)
Q(N) =
∏j=1
j=N N
(j) et N (j) donnée en (N.11) avec qN = 1. La quantité 〈ε˙eq〉ωe s’écrit donc pour le
modèle N phases :
〈ε˙eq〉ωe =
4
3
(
fµ
T
s
)2 (1−RµT )2 γ2, (7.36)
avec :
RµT = 1− fµ
T
s
√
3
4
AHZo . (7.37)
Or, pour ce chargement macroscopique et dans la cas d’un biphasé, le taux de déformation équi-
valent dans la matrice est (après calculs) :
〈ε˙eq〉2ωe =
4
3
(
fµ
T
s
)2 (1− µT homoµ1o
)2
γ2. (7.38)
En suivant le même raisonnement que dans la section 7.1.2, le cas des N phases peut se traiter
avec :
〈γ˙p〉ωe =
1
fe
(
1−RµT
(
fµ
T
s
) 1− fe
1− fµTs
)
Γ˙p. (7.39)
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La porosité fe est déﬁnie par :
fe =
pib1a1hNe
|V | , (7.40)
avec Ne le nombre de cavités dans le domaine total. D’où :
f˙e = fe
(
b˙1
b1
+
a˙1
a1
+
h˙
h
)
− 3feE˙m
= 3fe〈ε˙m〉ωe − 3feE˙m (cf relation (7.21)).
(7.41)
Les équations (7.31) et (7.41) permettent de déterminer f˙e. Le rapport de forme des ellipses dans
le plan transverse 1− 2 est déﬁni par :
w =
a1
b1
. (7.42)
Cela donne :
w˙ =
a˙1
b1
− a1
b21
b˙1 = w
(
a˙1
a1
− b˙1
b1
)
= ±w〈γ˙p〉ωe (cf relation (7.22)). (7.43)
Les équations (7.39) et (7.43) permettent de déterminer |w˙|. Une hypothèse supplémentaire doit
être faite sur le signe de w˙. En l’absence d’informations supplémentaires, il est supposé que w˙ ≤ 0
(i.e. que les cavités ont tendance à s’allonger).
Bilan 
f˙b =
(1− fe − fb (1− fe))Tr(E˙)− f˙e + fbf˙e
(1− fe)
f˙e = fe
(
3〈ε˙m〉ωe − 3E˙m
)
w˙ = −w〈γ˙p〉ωe
〈ε˙m〉ωe =
E˙m
fe
+
(
−b
′
2
(
fKs
)
3fe
E˙p −
b
′
1
(
fKs
)
3fe
E˙n
)
1− fe
1− fKs
b
′
1 = 1− b1 et b
′
2 = 1− b2, b1 et b2 déﬁnis en (N.13) et (N.14),
〈γ˙p〉ωe =
1
fe
(
1−RµT
(
fµ
T
s
) 1− fe
1− fµTs
)
Γ˙p.
(7.44)
7.2 Méthode numérique : homogénéisation périodique avec modèle
de zone cohésive et cellules de Voronoï bidimensionnelles
Cette section est relative aux simulations numériques utilisées dans la suite (en 7.3) pour étudier
la coalescence et la rupture de l’UO2. Le modèle numérique ainsi que le type de cellule utilisé pour
ces simulations sont présentés dans cette section.
7.2.1 Modèle de zone cohésive utilisé et homogénéisation périodique (logiciel
Xper, Perales (2005))
Les modèles de zone cohésive permettent une approche locale des phénomènes de ﬁssuration.
L’idée est de placer des zones cohésives entre chaque maille d’un maillage éléments ﬁnis (voir
Fig. 7.4) aﬁn de simuler l’initiation et la propagation de ﬁssures sur ce maillage (approche dite
parfois "méthode des éléments ﬁnis volumiques-cohésifs"). Les mailles du maillage éléments ﬁnis
initial sont "éclatées" et des zones cohésives sont placées entre les mailles. Les zones cohésives
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zones cohésives
Fig. 7.4 – Représentation d’un maillage éléments ﬁnis "éclaté" : entre chaque maille est implémenté
un modèle de zone cohésive (d’après Perales (2005)).
introduisent une relation entre le vecteur contrainte et le saut de déplacement entre les mailles en
vis à vis. Entre deux mailles en vis à vis, par exemple Ω1 et Ω2, le saut de déplacement à l’interface
[u] est déﬁni par [u] = u1 − u2 et il est décomposé entre partie normale uNn et partie tangente
uT (voir les notations sur la Fig. 7.5) :
[u] = uNn+ uT . (7.45)
n
t
[u]
uNn
uT
u1
u2
Ω1
Ω2
Fig. 7.5 – Notations utilisées en 7.2.1 : saut de déplacement [u] = u1 − u2.
Le vecteur R est déﬁni comme le vecteur contrainte de la maille Ω1 (c’est la force surfacique
déﬁnie comme R = σ · ν dans Ω1 où ν est la normale unitaire sortante à Ω1, i.e. ν = −n, voir
Fig. 7.5) et il est décomposé en partie normale RNn et partie tangente RT :
R = RNn+RT . (7.46)
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Avec ces notations, la réaction interfaciale normale RN est positive (resp. négative) lorsque l’in-
terface est en compression (resp. en traction). Le modèle de zone cohésive utilisé dans ce travail
utilise une loi adhésive avec contact parfait sans frottement. A chaque interface, les conditions de
Signorini pour le contact unilatéral s’écrivent :
uN = 0, RN > −RadhN
uN > 0, RN = −RadhN ,
(7.47)
où le vecteur Radh est donné dans la suite. Etant donné que l’on ne simule pas le frottement, le
vecteur tangentiel RT vaut RT = −RadhT . La loi adhésive est celle utilisée par Perales et al. (2005)
(d’après ces auteurs, c’est une variante de la loi d’endommagement surfacique de Michel et Suquet
(1994)) :
Radh =Kadh(β) · [u], (7.48)
avec :
Kadh(β) = β
(
CNn⊗ n+ CT uT ⊗ uT||uT ||2
)
, (7.49)
où ||uT || représente la norme euclidienne de uT . La variable β, comprise entre 0 et 1, décrit le degré
d’endommagement surfacique : pour β = 1 la zone cohésive est parfaite, pour 0 < β < 1 la zone
cohésive est partiellement endommagée et pour β = 0 la zone cohésive est rompue. L’évolution de
β (appelé niveau d’endommagement surfacique) prend en compte l’irréversibilité du comportement
lorsque 0 < β < 1 et lorsque la norme du vecteur saut de déplacement a atteint, à un instant donné,
une valeur critique δc :
β = min(gadh([u]max), g
adh([u])),
gadh(v) =

β0 si ||v|| < δc,
β0
3δc − ||v||
δc + ||v|| si δc ≤ ||v|| ≤ 3δc,
0 sinon,
(7.50)
avec :
δc =
√
wref
9− 4ln4
(
1
CN
+
1
CT
)
, (7.51)
où CN et CT sont respectivement appelés les raideurs linéiques interfaciales initiales normale et
tangente, 0 ≤ β0 ≤ 1 est le niveau d’endommagement surfacique initial, wref est une énergie sur-
facique de référence et [u]max est le saut de déplacement correspondant à la plus grande valeur
atteinte par ||[u]||.
Aﬁn d’illustrer le modèle de zone cohésive utilisé, la Fig. 7.6 représente l’évolution de la loi cohé-
sive normale lors d’un essai en traction normale, en supposant que uT = 0 et en supposant que
l’interface est initialement vierge (β0 = 1). Le modèle est entièrement déﬁni avec CN , CT et w
ref .
Dans la suite, on suppose que les raideurs initiales normale et tangente sont identiques (CT = CN ) ;
le modèle est alors déﬁni avec deux paramètres : CN et w
ref .
Le logiciel Xper (Perales (2005) et Perales et al. (2005)) permet de prendre en compte le
modèle de zone cohésive précédent entre chaque maille d’un maillage éléments ﬁnis et dans le cadre
de la théorie de l’homogénéisation périodique en grandes déformations (Perales et al. (2007)). On
considère un milieu périodique (il existe deux vecteurs selon lesquels la géométrie du milieu se
reproduit par périodicité). Le champ du gradient de la transformation solution et le champ du
tenseur de Piola-Kirchhoﬀ de première espèce solution sont tous les deux périodiques de même
période que le milieu étudié. De plus, ils sont chacun décomposés en une partie moyenne et en une
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Fig. 7.6 – Loi cohésive normale : charge-décharge en traction normale, en supposant que uT = 0
et que β0 = 1 (d’après Perales (2005)).
partie ﬂuctuante de moyenne nulle (voir Perales et al. (2007)). Le logiciel Xper permet d’imposer
des composantes non nulles du tenseur de contrainte (de Piola-Kirchhoﬀ de première espèce) eﬀectif
ou du tenseur de taux de déformation eﬀectif (en repectant que chaque direction ait l’une des deux
imposée) et de relever les valeurs des composantes laissées libres.
7.2.2 Domaine étudié : milieu périodique partitionné en grains (cellules de
Voronoï) avec possibilité de préfissures sur certains joints de grain
Les simulations numériques avec modèle de zone cohésive présentées dans ce travail sont eﬀec-
tuées en deux dimensions. Le milieu granulaire V étudié est l’oxyde d’uranium UO2 et est modélisé
comme un assemblage de cellules de Voronoï dans lequel chaque cellule représente un grain. La
partition du domaine V est obtenue de la façon suivante. Des points sont placés dans V de façon
isotrope (distribution isotrope des points) ; ces points vont représenter les centres des cellules de
Voronoï (on les appelle les germes). Physiquement, chaque cellule de Voronoï associée à un germe i
regroupe les points de l’espace qui sont plus près du germe i que de tous les autres germes j 6= i. On
parle alors de zone d’inﬂuence du germe i. Coster et Chermant (2002) montrent, à partir d’études
de microstructures, que la représentation de la microstructure de l’UO2 (vierge et sans porosité de
fabrication) avec une partition du domaine en cellules de Voronoï constitue une bonne approxima-
tion.
Les domaines V utilisés pour les simulations numériques avec le logiciel Xper sont des domaines
périodiques et partitionés en cellules de Voronoï. Un pavage périodique en cellules de Voronoï
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est obtenu sur V à partir d’un ensemble périodique de germes comme expliqué par Nygårds et
Gudmundson (2002) (voir Fig. 7.7).
Fig. 7.7 – Construction d’un domaine V périodique (en gris) et constitué de cellules de Voronoï.
Des zones cohésives sont placées uniquement sur les joints de grains (les interfaces délimitant
les grains adjacents), tandis que l’intérieur des grains est composé d’éléments ﬁnis standard (sans
zone cohésive). Cela permet de simuler la rupture intergranulaire et non transgranulaire en accord
avec les observations expérimentales (voir chapitre 2). Des exemples de maillages sont donnés par la
suite. Des préﬁssures peuvent aussi être placées sur certains joints de grains en posant β0 = 0 (zone
cohésive rompue initialement) sur les zones des préﬁssures. On parle alors de densité de ﬁssure
initiale non nulle.
7.3 Description du comportement élastoplastique endommageable
jusqu’à rupture du matériau d’étude
Cette section aboutit à l’enrichissement a posteriori du modèle élastoplastique endommageable
pour simuler la coalescence et la rupture de l’UO2. Tout d’abord, les données matériaux utiles pour
simuler le comportement mécanique de l’UO2 sont exposées. Puis, les coeﬃcients utiles aux simu-
lations numériques avec modèle de zone cohésive embarqué sont identiﬁés. Enﬁn, les résultats des
simulations numériques avec modèle de zone cohésive embarqué et densité de ﬁssures initiales non
nulles sont donnés. Les lois d’évolution du modèle élastoplastique endommageable sont modiﬁées
aﬁn de retrouver les résultats numériques relatifs à la coalescence et la rupture du matériau.
7.3.1 Données expérimentales utilisées pour le comportement mécanique de
l’UO2 vierge sans porosité et à haute température (la matrice)
Le but de cette section est de donner les coeﬃcients matériaux disponibles pour décrire le
comportement élastoplastique de la matrice d’UO2 (sans cavités), supposée élastoplastique parfaite
(critère de Von Mises).
Concernant le module d’Young (en GPa) et le coeﬃcient de Poisson de l’UO2 vierge, les relations
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suivantes sont utilisées (voir section 2.2.2) :
E = 223(1 − 2.5f)(1 − 1.32 10−4T ), (7.52)
ν =
223(1 − 2.5f)
168(1 − 2.25f) − 1, (7.53)
où f représente la porosité de fabrication et T la température en °C. Pour une porosité de fabrication
nulle, le module d’Young et le coeﬃcient de Poisson s’écrivent :
E = 223(1 − 1.32 10−4T ), (7.54)
ν = 0.33. (7.55)
Pour une température de 1700 °C, le module d’Young vaut 173 GPa.
La contrainte maximale en traction est obtenue à partir des résultats de Canon et al. (1971) et
Knudsen et al. (1960) pour les basses températures et de la loi de Canon et al. (1971) pour les
hautes températures (voir 2.2.2). Pour les basses températures, on peut supposer que la contrainte
maximale est constante en fonction de la température et sa valeur est obtenue à partir des résultats
de Canon et al. (1971) à température ambiante modiﬁée avec la loi de Knudsen et al. (1960) aﬁn
de ramener cette valeur à f = 0. Pour les hautes températures, la loi de Canon et al. (1971) à très
faible vitesse de sollicitation est utilisée (avec ε˙ = 2.6 10−5 /s). La courbe obtenue est tracée en
Fig. 7.8. La transition entre les deux parties (courbe basse et courbe haute température) a toujours
lieu pour une température d’environ 1400 °C. A 1700 °C, la contrainte maximale en traction vaut
55 MPa.
Concernant la déformation totale, seules les données de Canon et al. (1971) (exposées sur la
Fig. 2.10) sont disponibles : à 1700 °C, la déformation à rupture est d’environ 3.5 % si l’on extra-
pole les résultats expérimentaux et d’environ 2 % si l’on conserve la valeur expérimentale obtenue
pour la température la plus proche de 1700 °C.
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Fig. 7.8 – Contrainte maximale en traction en fonction de la température pour de l’UO2 sans
porosité : utilisation des lois de Canon et al. (1971) et Knudsen et al. (1960) pour les basses
températures et de la loi de Canon et al. (1971) pour les hautes températures.
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Au ﬁnal, à 1700 °C (haute température), les coeﬃcients matériaux retenus sont :
E = 173 GPa
ν = 0.33
σ0 = 55 MPa
εmax ∈ [2− 3.5] %.
(7.56)
7.3.2 Identification des paramètres du modèle de zone cohésive utilisé pour
l’UO2 vierge sans porosité et à haute température (la matrice)
Le but de cette section est d’identiﬁer les paramètres nécessaires au modèle de zone cohésive
(présenté en 7.2.1), à savoir CN et w
ref . Des premiers calculs numériques avec le logiciel Xper sont
réalisés aﬁn de retrouver approximativement la valeur de la déformation maximale expérimentale.
La matrice est supposée élastoplastique parfaite avec critère de Von Mises (coeﬃcients matériaux
donnés en (7.56)).
Un premier calcul concerne le nombre d’éléments moyen dans chaque grain nécessaire aﬁn d’assurer
la convergence du calcul par éléments ﬁnis. Le nombre obtenu et utilisé par la suite est de 135
éléments par grain (voir les courbes de traction sur la Fig. 7.9 et les maillages sur la Fig. 7.10),
pour une triangularisation de type Delaunay avec des mailles P1 (interpolation linéaire à 1 point
de Gauss).
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Fig. 7.9 – Simulations numériques : 9 grains maillés avec 135 éléments par grain en moyenne
(courbe noire) et 352 éléments par grain en moyenne (courbe grise). E˙xx imposé non nul et autres
Σij = 0. Propriétés matériaux données en (7.56). Paramètres du modèle de zone cohésive : CN =
3.0275 1018 Pa/m et wref = 0.001 J/m2, longueur de la cellule 30 µm. Pas de préﬁssures : β0 = 1
sur chaque zone cohésive (zones cohésives situées sur les joints de grains). 135 éléments par grain
en moyenne est suﬃsant.
Dans la suite, des cellules à 25 grains sont utilisées, maillées avec 135 éléments par grains en
moyenne. La taille des grains moyenne étant de 10 µm, cela fait des cellules de 50 µm de longueur
environ. Les tailles de mailles Lmesh utilisées sont de 1.24 µm environ. Le paramètre CN est choisi
de façon à vériﬁer la relation de Perales et al. (2007) :
CN ≥ 21E
Lmesh
. (7.57)
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(a) (b)
Fig. 7.10 – Maillages utilisés pour les simulations numériques : 9 grains maillés avec 135 éléments
par grain en moyenne (a) et 352 éléments par grain en moyenne (b).
D’après Perales et al. (2007), ce critère permet d’assurer que les zones cohésives ne modiﬁent pas
(ou peu) la raideur apparente de la structure. La valeur de CN utilisée est de 3.0275 10
18 Pa/m et
permet de vériﬁer le critère précédent pour les cellules à 25 grains et 135 éléments par grains en
moyenne utilisées dans la suite.
L’énergie surfacique de référence wref reste à déterminer. Des simulations numériques sont eﬀec-
tuées aﬁn de retrouver la déformation maximale expérimentale. Le wref identiﬁé vaut 0.025 J/m2
(voir les courbes de traction sur la Fig. 7.11, les maillages utilisés sont les deux derniers de la
Fig. 7.13).
Au ﬁnal, les paramètres du modèle de zone cohésive utilisé sont :
CN = 3.0275 10
18 Pa/m et wref = 0.025 J/m2. (7.58)
Aﬁn d’illustrer le modèle de zone cohésive utilisé avec les paramètres précédents, la Fig. 7.12
représente l’évolution de la loi cohésive normale lors d’un essai en traction normale, en supposant
que uT = 0 et en supposant que l’interface est initialement vierge (β0 = 1). Pour résumer, les
deux paramètres nécessaires au modèle de zone cohésive utilisé sont déterminés : le paramètre CN
est ﬁxé par l’intermédiaire du critère de Perales et al. (2007) et le paramètre wref est identiﬁé par
l’intermédiaire d’une comparaison entre des simulations numériques et une donnée expérimentale.
Avec ces paramètres ﬁxés, la Fig. 7.12 montre que la valeur maximale de la force surfacique durant
l’ouverture |RN | est de l’ordre de 4 ∗ σ0 et que le saut de déplacement à rupture est très faible (de
l’ordre de 0.2 nm). Ce modèle de zone cohésive introduit donc un comportement fragile dans un
matériau globalement ductile. Cela explique les fortes déformations plastiques et la chute brutale
de la contrainte dans les simulations numériques exposées sur la Fig. 7.11 : le modèle de zone
cohésive retenu conduit à un comportement élastoplastique avec quasiment aucun endommagement
jusqu’au moment de la rupture et à une rupture de type fragile ensuite. Lorsque la ﬁssuration s’initie
aux joints de grains, la ruine du matériau est alors très rapide et s’eﬀectue presque sans aucune
déformation plastique macroscopique additionnelle.
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Fig. 7.11 – Simulations numériques sur 6 tirages : E˙xx imposé non nul et autres Σij = 0. Propriétés
matériaux données en (7.56). Paramètres du modèle de zone cohésive : CN = 3.0275 10
18 Pa/m
et wref = 0.025 J/m2. Pas de préﬁssures : β0 = 1 sur chaque zone cohésive (zones cohésives
situées sur les joints de grains). Cette valeur de wref permet de retrouver approximativement la
déformation maximale expérimentale. Les deux courbes tracées correspondent aux deux tirages qui
ont donné les valeurs des déformations à rupture minimale et maximale parmis les 6 tirages.
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Fig. 7.12 – Loi cohésive normale avec les paramètres du modèle de zone cohésive (7.58) : charge-
décharge en traction normale, en supposant que uT = 0 et que β0 = 1.
7.3.3 Cellules de Voronoï avec préfissures placées aux joints de grain
Le but de cette section est de présenter les résultats numériques obtenus pour des cellules
préﬁssurées. Des cellules de 25 grains maillées avec 135 éléments par grains sont utilisées (cellules
de la Fig. 7.13). Des préﬁssures sont placées sur certains joints de grains. Ces préﬁssures sont
composées de 4 éléments chacune et le paramètre d’endommagement initial du modèle de zone
cohésive vaut 0 sur ces préﬁssures (zones cohésives rompues). Des calculs à 12, 25, 33 et 40 préﬁssures
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Fig. 7.13 –Maillages des 6 tirages utilisés pour les simulations numériques : 25 grains, 135 éléments
par grain en moyenne, cellules de 50 µm de côté.
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sont eﬀectués et les microstructures associées sont données en Annexe Q. On rappelle que, pour
ces simulations numériques, la matrice d’UO2 est prise élastoplastique parfaite avec critère de Von
Mises.
Le chargement imposé est en taux de déformation macroscopique plan, i.e. E˙xx = E˙yy 6= 0 et
autres E˙ij = 0. Ce chargement est choisi pour les simulations numériques car il correspond, pour la
plasticité, à un chargement purement hydrostatique en contrainte ce qui représente le chargement
principal lors d’un accident de réactivité. En eﬀet, pour un chargement hydrostatique plan en taux
de déformation, les équations du modèle MSMN ellipsoïdal (voir les équations des algorithmes
présentés en 7.1.2) montrent par exemple que Σxx = Σyy = Σzz et autres Σij = 0 (matrice
incompressible : νL homo = 1/2 dans les équations de 7.1.2).
Dans le cas des cellules avec 12 préﬁssures, diﬀérents tirages de cellules de Voronoï et diﬀérents
tirages de préﬁssures sont testés. Les maillages sont ceux de la Fig. 7.13 et les microstructures
sont données en Annexe Q. Les courbes contraintes-déformations obtenues pour ces six calculs sont
données sur la Fig. 7.14 et montrent que 12 ﬁssures suﬃsent pour obtenir des calculs convergés
vis à vis de la distribution des ﬁssures dans la cellule totale. Des résultats analogues sont réalisés
avec le cas des 25 préﬁssures et les résultats sont donnés sur la Fig. 7.15. Dans le cas 33 et 40
préﬁssures, un seul calcul (avec un seul tirage de grains et de préﬁssures) est ainsi nécessaire. Les
courbes contraintes-déformations obtenues sont données sur la Fig. 7.16.
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Fig. 7.14 – Simulations numériques sur 6 tirages : chargement hydrostatique plan en taux de dé-
formation eﬀectif E˙xx = E˙yy imposé non nul et autres E˙ij nuls. Propriétés matériaux données
en (7.56). Paramètres du modèle de zone cohésive donnés en (7.58). 25 grains. 12 préﬁssures de
longueur 4.96 µm chacune environ (cellules de 50 µm de côté). Maillages donnés sur la Fig. 7.13
et microstructures données en Annexe Q.
7.3.4 Comparaison entre simulations numériques avec modèle de zone cohésive
et modèle élastoplastique endommageable — Enrichissement du modèle
élastoplastique endommageable
Le but de cette section est de comparer le modèle élastoplastique endommageable et les simula-
tions numériques. Pour ce faire, les simulations numériques eﬀectuées à 12, 25, 33 et 40 préﬁssures
et exposées en 7.3.3 sont utilisées. Le modèle élastoplastique endommageable établi en 7.1 est mis
en œuvre avec les densités de ﬁssures correspondantes et une matrice de Von Mises (sans bulle
intragranulaire).
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Fig. 7.15 – Simulations numériques sur 6 tirages : chargement hydrostatique plan en taux de dé-
formation eﬀectif E˙xx = E˙yy imposé non nul et autres E˙ij nuls. Propriétés matériaux données
en (7.56). Paramètres du modèle de zone cohésive donnés en (7.58). 25 grains. 25 préﬁssures de
longueur 4.96 µm chacune environ (cellules de 50 µm de côté). Maillages donnés sur la Fig. 7.13
et microstructures données en Annexe Q.
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Fig. 7.16 – Simulations numériques : chargement hydrostatique plan en taux de déformation eﬀectif
E˙xx = E˙yy imposé non nul et autres E˙ij nuls. Propriétés matériaux données en (7.56). Paramètres
du modèle de zone cohésive donnés en (7.58). 25 grains. 33 préﬁssures (courbe noire) et 40 pré-
ﬁssures (courbe grise) de longueur 4.96 µm chacune environ (cellules de 50 µm de côté). Maillage
donné sur la Fig. 7.13 (première ﬁgure) et microstructures données en Annexe Q.
Le modèle élastoplastique endommageable établi en 7.1 nécessite la connaissance de la porosité et
du rapport de forme initial des cavités intergranulaires (notés fe et w). Les simulations numériques
étant eﬀectuées dans le cas où les cavités intergranulaires sont des ﬁssures, le modèle élastoplastique
endommageable est utilisé avec un w initial proche de 0. Dans les simulations numériques, le rayon
des ﬁssures vaut b1 = 2.48 µm, la surface vaut S = 50× 50 µm2, et le nombre de ﬁssures est noté
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Nc. Cela permet de déﬁnir la densité de ﬁssure initiale de la manière suivante :
αc =
pib21Nc
S
. (7.59)
A chaque simulation numérique correspond une densité de ﬁssure initiale αc. Pour le modèle élas-
toplastique endommageable, la porosité initiale et le rapport de forme initial vériﬁent :
fe = αcw. (7.60)
La valeur initiale de αc étant imposé pour chaque simulation numétrique, les porosités et les rapports
de forme nécessaires au modèle sont proportionnels. Il est vériﬁé que w = 0.1 est suﬃsamment petit
pour simuler correctement des ﬁssures avec le modèle (w = 0.01 donne approximativement le même
résultat). Ainsi, chaque simulation numérique exposée en 7.3.3 (12, 25, 33 et 40 préﬁssures) peut
être comparée au modèle élastoplastique endommageable :
– le cas 12 ﬁssures correspond à fe ≈ 1% et w = 0.1
– le cas 25 ﬁssures correspond à fe ≈ 2% et w = 0.1
– le cas 33 ﬁssures correspond à fe ≈ 2.5% et w = 0.1
– le cas 40 ﬁssures correspond à fe ≈ 3% et w = 0.1.
Le chargement eﬀectif est hydrostatique en contrainte. D’après les simulations numériques par FFT
exposées en 4.6, ce cas de chargement induit la localisation de la déformation. Ce phénomène n’est
pas pris en compte par le modèle qui conduit alors à une surestimation de la contrainte eﬀective. Les
porosités fe sont augmentées (remplacées par fqe ≥ fe), d’un facteur 2, tiré de façon approximative
des simulations numériques par FFT exposées en 4.6.
Vu le chargement utilisé, les équations d’évolution du modèle données en 7.1.3 donnent :
w˙ = 0 et
f˙e
fe
=
α˙c
αc
(7.61)
Ainsi, l’évolution de αc est obtenue aisément à partir de l’évolution de fe. Les courbes contraintes-
déformations obtenues par le modèle et les simulations numériques sont comparées sur la Fig. 7.17.
Concernant les contraintes maximales, un bon accord est observé entre le modèle
et simulations numériques. Le modèle décrit convenablement le comportement du matériau
jusqu’au début de la coalescence des ﬁssures intergranulaires. Cependant, comme pour le modèle
de Gurson original, le modèle développé dans ce travail ne peut pas décrire convenablement la
dernière partie de la courbe contrainte-déformation correspondant à une chute plus importante de la
contrainte eﬀective (coalescence des bulles). En eﬀet, pour un chargement purement hydrostatique
en taux de déformation, le modèle de Gurson peut être intégré analytiquement et conduit à la
contrainte hydrostatique suivante :
Σm(t) = ±2
3
σ0ln
(
1− (1− f(t = 0))exp(−3E˙mt)
)
. (7.62)
Dans ces conditions, la valeur Σm = 0 (indiquant la ruine totale du matériau) ne peut être obtenue
que pour un chargement inﬁni. C’est pourquoi, les modèles GTN introduisent une accélération de
la porosité aﬁn d’atteindre une valeur de contrainte eﬀective nulle pour un chargement ﬁni. Par
conséquent, ces modèles GTN nécéssitent une loi pour décrire cette accélération de porosité et un
critère pour déterminer l’instant à partir duquel la porosité doit être accélérée, cet instant corres-
pondant au début de la coalescence des bulles.
L’objectif est maintenant d’utiliser les simulations numériques avec modèle de zone cohésive aﬁn
d’enrichir le modèle élastoplastique endommageable développé dans ce travail : comme dans les
modèles GTN, un critère de coalescence et une accélération de la porosité sont recherchés. Cela
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va permettre de décrire convenablement avec le modèle la dernière partie de la courbe contrainte-
déformation. Etant donné que les simulations numériques sont eﬀectuées sur le matériau d’étude
(UO2 à 1700 °C), il est évident que le critère de coalescence et l’accélération de porosité énoncés
ci-dessous ne sont pas entièrement génériques et sont uniquement déterminés pour le matériau
d’étude.
Il est observé que la contrainte chute brutalement dans les simulations numériques lorsque la va-
riation relative de αc dans le modèle vaut 1 %. Ce critère a été déterminé par comparaison avec les
simulations numériques dans les cas 12 et 25 ﬁssures et semble pertinent dans les deux autres cas
(25 et 33 ﬁssures). Au ﬁnal, le critère de coalescence utilisé pour le modèle s’écrit :
αc − αc ini
αc ini
= 0.01, (7.63)
où αc ini est la valeur de αc initiale. De manière intrinsèque, ce critère porte sur l’accroissement
relatif du rayon des ﬁssures b1 et, de ce point de vue, il s’écrit :(
b1
b1 ini
)2
≈ 1.01, (7.64)
avec b1 ini la valeur initiale de b1. Par conséquent, le critère de coalescence utilisé dans ce travail
dépend de l’endommagement initial du matériau, ce qui n’est pas le cas dans les modèles GTN
(voir par exemple Koplik et Needleman (1988)) où le critère de coalescence est relatif à une po-
rosité critique indépendante de la porosité initiale. Cette dépendance du critère de coalescence à
l’endommagement initial du matériau est mise en évidence dans Pardoen et Hutchinson (2000).
Dès que le critère précédent est atteint par le modèle, la valeur de la porosité fe correspondante est
relevée et notée fec (porosité de début de coalescence). La contrainte eﬀective est ensuite calculée
à partir d’une porosité accélérée de la même façon que dans les modèles GTN (voir par exemple
Koplik et Needleman (1988)) :
f∗e = fec + δlin(fe − fec). (7.65)
Plus le paramètre δlin est élevé et plus la courbe contrainte-déformation chute brutalement. La
valeur de δlin a été déterminée par comparaison avec les simulations numériques dans les cas 12
et 25 ﬁssures et semble pertinente dans les deux autres cas (25 et 33 ﬁssures). La valeur de δlin
identiﬁée vaut :
δlin = 140. (7.66)
Les courbes contraintes-déformations obtenues par le modèle et les simulations numériques sont
alors comparées sur la Fig. 7.17. Les valeurs des énergies (énergie du modèle avec accélération
de porosité (7.65) notée wmod et énergie des simulations numériques notée wsim) sont relevées et
comparées. L’écart relatif est peu important (voir le tableau ci-dessous).
12 ﬁssures 25 ﬁssures 33 ﬁssures 40 ﬁssures
wmod−wsim
wsim
−16 % −8 % −1 % 1 %
La valeur de δlin identiﬁée est très importante comparée à la valeur de δlin de Koplik et Needleman
(1988) : ces auteurs ont obtenu un δlin de 7.7 à partir de simulations numériques sur une cellule
cylindrique contenant une cavité sphérique. Cependant, cette valeur de δlin de 140 permet de re-
trouver la chute brutale de contrainte eﬀective observée sur les simulations numériques avec modèle
de zone cohésive. Cette chute brutale de la contrainte eﬀective s’explique par le comportement fra-
gile des propriétés des zones cohésives identiﬁées en 7.3.2.
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Nous proposons dans ce travail une autre accélération de la porosité que celle exposée en (7.65)
sous la forme :
f∗e = fec e
(δexp(fe−fec)), δexp =
δlin
femax − fec ln
(
femax
fec
)
, δlin = 140, femax = 0.2. (7.67)
Les courbes contraintes-déformations obtenues par le modèle avec l’accélération de porosité (7.67)
et les simulations numériques sont comparées sur la Fig. 7.18. La décroissance de Σxx donnée par le
modèle semble plus proche des simulations numériques avec l’accélération de porosité (7.67) qu’avec
l’accélération de porosité (7.65). Les valeurs des énergies (énergie du modèle avec accélération de
porosité (7.67) notée wmod et énergie des simulations numériques notée wsim) sont relevées et
comparées. L’écart relatif est peu important (voir le tableau ci-dessous).
12 ﬁssures 25 ﬁssures 33 ﬁssures 40 ﬁssures
wmod−wsim
wsim
6 % 4 % 8 % 8 %
Au ﬁnal, le critère de coalescence (7.63) et l’accélération de porosité (7.67) sont retenus. La
diﬀérence avec le modèle décrit dans Koplik et Needleman (1988) est double :
– dans le modèle de Koplik et Needleman (1988), le début de la coalescence est détecté par
l’intermédiaire d’une porosité critique indépendante de l’endommagement initial du matériau ;
ici, le critère de coalescence utilisé fait intervenir la variation relative du paramètre de densité
de ﬁssure et dépend de l’endommagement initial du matériau ;
– dans le modèle de Koplik et Needleman (1988), l’accélération de la porosité est donnée par
une expression linéaire de f∗e en fonction de fe ; ici, une expression non linéaire (exponentielle)
de f∗e en fonction de fe est utilisée.
7.3.5 Conclusion : prise en compte de la coalescence et de la rupture dans le
modèle élastoplastique endommageable tridimensionnel pour le matériau
d’étude
Le critère de coalescence et la description de la rupture présentés à la section 7.3.4 ont été
identiﬁés pour du l’UO2 à 1700 °C, à partir de simulations numériques bidimensionnelles utilisant
une matrice de Von Mises (sans cavité intragranulaire). L’hypothèse principale de cette partie est
de considérer que ces résultats sont valables pour enrichir le modèle élastoplastique endommageable
tridimensionnel de la section 6 et avec une matrice de Gurson (présence de cavités intragra-
nulaires). Au ﬁnal, le critère de coalescence utilisé pour le modèle élastoplastique endommageable
tridimensionnel s’écrit :
αc − αc ini
αc ini
= 0.015, (7.68)
où αc =
4
3pib
3
1
Nc
|V | est la densité de ﬁssures en 3D. Cette valeur de 0.015 vient du fait que le critère
obtenu en 7.3.4 s’écrit en fonction du rayon des ﬁssures sous la forme :(
b1
b1 ini
)2
≈ 1.01, (7.69)
avec b1 ini la valeur initiale de b1 ; ce qui donne :(
b1
b1 ini
)3
≈ 1.015 (7.70)
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Fig. 7.17 – Simulations numériques de 7.3.3 (trait continu épais), modèle élastoplastique endom-
mageable de 7.1 (trait discontinu) et modèle élastoplastique endommageable de 7.1 avec prise en
compte de la coalescence et de la rupture (trait continu ﬁn) par l’intermédiaire de l’accelération
de la porosité (7.65). Chargement hydrostatique plan en taux de déformation eﬀectif : E˙xx = E˙yy
imposé non nul et autres E˙ij nuls. Propriétés matériaux données en (7.56). Paramètres du modèle
de zone cohésive donnés en (7.58). 25 grains. (a) 12 ﬁssures, (b) 25 ﬁssures, (c) 33 ﬁssures, (d) 40
ﬁssures. Maillage donné sur la Fig. 7.13 (première ﬁgure) et microstructures données en Annexe Q
(première ﬁgure pour chaque densité de ﬁssure). Préﬁssures de longueur 4.96 µm chacune environ
(cellules de 50 µm de côté). Pour le modèle : N = 4, θ = 1, rapport de forme initial w = 0.1,
porosité initiale : (a) fe = 2 ∗ 0.0093, (b) fe = 2 ∗ 0.0193, (c) fe = 2 ∗ 0.0255, (d) fe = 2 ∗ 0.0309.
et conduit au critère 3D (7.68). Dès que le critère précédent est atteint par le modèle, la valeur
de la porosité fe correspondante est relevée et notée fec (porosité de début de coalescence). La
contrainte eﬀective est ensuite calculée à partir d’une porosité accélérée :
f∗e = fec e
(δexp(fe−fec)), δexp =
δlin
femax − fec ln
(
femax
fec
)
, δlin = 140, femax = 0.2. (7.71)
Des exemples de courbes contrainte-déformation obtenues avec le modèle élastoplastique endomma-
geable tridimensionnel complet pour l’UO2 fortement irradié à 1700 °C sont donnés sur la Fig. 7.19.
D’un point de vue général, ce modèle pour l’UO2 conduit à des déformations à rupture faibles (de
l’ordre de 0.1 % pour un chargement purement hydrostatique en taux de déformation). En ce sens,
il s’agit d’un modèle relativement fragile. Cette fragilité est principalement due au mécanisme de
coalescence/rupture intergranulaire. A contrario, la présence de cavités intragranulaires agit en fa-
veur d’une augmentation de la ductilité du matériau, au sens d’une augmentation de la déformation
153
Chapitre 7. Modélisation du comportement élastoplastique endommageable
jusqu’à rupture du matériau d’étude
0 0.0004 0.0008 0.00120
20
40
60
80
Exx
Σxx MPa
(a)
0 0.0004 0.0008 0.00120
20
40
60
80
Exx
Σxx MPa
(b)
0 0.0004 0.0008 0.00120
20
40
60
80
Exx
Σxx MPa
(c)
0 0.0004 0.0008 0.00120
20
40
60
80
Exx
Σxx MPa
(d)
Fig. 7.18 – Simulations numériques de 7.3.3 (trait continu épais), modèle élastoplastique endom-
mageable de 7.1 avec prise en compte de la coalescence et de la rupture (trait continu ﬁn) par
l’intermédiaire de l’accelération de la porosité (7.67). Chargement hydrostatique plan en taux de
déformation eﬀectif : E˙xx = E˙yy imposé non nul et autres E˙ij nuls. Propriétés matériaux données
en (7.56). Paramètres du modèle de zone cohésive donnés en (7.58). 25 grains. (a) 12 ﬁssures, (b)
25 ﬁssures, (c) 33 ﬁssures, (d) 40 ﬁssures. Maillage donné sur la Fig. 7.13 (première ﬁgure) et
microstructures données en Annexe Q (première ﬁgure pour chaque densité de ﬁssure). Préﬁssures
de longueur 4.96 µm chacune environ (cellules de 50 µm de côté). Pour le modèle : N = 4, θ = 1,
rapport de forme initial w = 0.1, porosité initiale : (a) fe = 2 ∗ 0.0093, (b) fe = 2 ∗ 0.0193, (c)
fe = 2 ∗ 0.0255, (d) fe = 2 ∗ 0.0309.
à rupture et d’une diminution de la contrainte d’écoulement macroscopique. Par ailleurs, même si la
déformation à rupture est très faible, la Fig. 7.20 montre avec des décharges que l’endommagement
progresse peu jusqu’à la rupture totale dans le sens où la part de la déformation plastique dans la
déformation totale reste importante ; cela montre que le matériau est de type plastique.
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Fig. 7.19 – Modèle d’endommagement tridimensionnel complet. Chargement hydrostatique en E˙m.
fe = 0.01, w = 0.1, pb = pe = 0, q1 et q3 de la forme (3.15) et (3.16), fb = 0.03 (trait plein), fb =
0.05 (trait discontinu). Plus fb est grand (i.e. plus la matrice à la deuxième échelle est compressible)
et plus la déformation à rupture obtenue est importante.
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Fig. 7.20 – Modèle d’endommagement tridimensionnel complet. Chargement hydrostatique en E˙m.
fe = 0.01, w = 0.1, pb = pe = 0, q1 et q3 de la forme (3.15) et (3.16), fb = 0.03 (trait plein),
fb = 0.05 (trait discontinu). Les décharges montrent la part importante de la déformation plastique
dans la déformation totale.
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Chapitre 8
Conclusion et perspectives
8.1 Bilan du travail réalisé
Ce travail a visé à la construction d’un modèle élastoplastique endommageable pour une céra-
mique poreuse à deux populations de pores saturés : le combustible nucléaire d’oxyde d’uranium
UO2 fortement irradié et à haute température. Une étude bibliographique a permis d’identiﬁer
sa microstructure et les coeﬃcients matériaux associés à son comportement élastoplastique avant
irradiation (i.e. hors prise en compte de cette microstructure). La démarche suivie a consisté en une
approche multi-échelle basée sur l’hypothèse de séparation des échelles entre les deux populations
de cavités et sur celle de l’isotropie macroscopique. Le comportement eﬀectif du matériau a ainsi
été obtenu en deux changements d’échelle :
– (étape 1) établissement du comportement eﬀectif du milieu à la première échelle (échelle des
bulles intragranulaires), constitué d’une matrice plastique parfaite respectant un critère de
Von Mises et contenant des pores sphériques distribués aléatoirement ;
– (étape 2) établissement du comportement eﬀectif du milieu à la deuxième échelle (échelle des
bulles intergranulaires), constitué d’une matrice compressible possédant le comportement et
les propriétés du milieu eﬀectif de la première échelle et contenant des cavités ellipsoïdales
aplaties distribuées et orientées aléatoirement (orientations équiprobables).
Le modèle élastoplastique endommageable proposé traite séparément de l’élasticité, de la sur-
face de plasticité et de l’évolution des paramètres internes du modèle avec le chargement. La prise
en compte de pressions diﬀérentes dans chaque population de cavités a été eﬀectuée pour les trois
régimes élasticité-plasticité-endommagement. Au sens strict, le modèle développé est un modèle
d’endommagement ductile qui ne tient compte, en premier lieu, que de la croissance des cavités ; la
coalescence des cavités de plus large taille est prise en compte a posteriori par une accélération de
la porosité de type Gurson-Tvergaard-Needleman identiﬁée sur des simulations numériques lorsque
cette population de cavités est considérée comme un ensemble de ﬁssures.
Les principaux résultats de ce travail sont d’ordre théorique. Ils contribuent pour l’essentiel à la
déﬁnition de nouveaux modèles en poroélasticité à deux échelles et en poroplasticité à une et deux
échelles.
◮ La poroélasticité à deux échelles. Les méthodes classiques en poroélasticité (voir par
exemple Dormieux et al. (2002)) ont été étendues au cas de deux changement d’échelles avec
prise en compte d’une pression saturante diﬀérente à chaque échelle. Il a été montré que le
comportement poroélastique eﬀectif faisait alors intervenir une contrainte macroscopique de
type Terzaghi et dérivait d’un potentiel quadratique en déformation et en pression apparente,
cette pression apparente étant obtenue comme une diﬀérence entre la pression des pores de la
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seconde échelle et de celle des pores de la première échelle pondérée par le tenseur de Biot de
la première échelle. Par ailleurs, ce potentiel quadratique fait intervenir des tenseurs et des
modules de Biot relatifs à chaque changement d’échelle. Le résultat obtenu est identique à
celui de Dormieux et al. (2006) dont le travail a été publié simultanément (voir Monerie et al.
(2006)). A la première échelle, les pores sphériques distribués aléatoirement ont été pris en
compte à l’aide de la borne supérieure de Hashin et Shtrikman (1963). A la seconde échelle,
les pores ellipsoïdaux aplatis distribués et orientés alétoirement ont été pris en compte à l’aide
de la borne supérieure de Ponte Castañeda et Willis (1995) avec prise de moyenne sur les
orientations.
◮ La poroplasticité à une échelle. Le cas d’une seule population de cavités sphériques ou
ellipsoïdales aplaties dans une matrice de Von Mises a été traité en détails.
⊲ Cavités sphériques distribuées aléatoirement.
– Proposition d’un critère GTN avec des coeﬃcients q1 et q3 (voir les relations (3.15)
et (3.16)) permettant d’être compatible avec les simulations numériques de Koplik et
Needleman (1988), Chaboche et al. (2001) et Bilger (2003) sous chargement purement
hydrostatique, et avec la borne supérieure de Ponte Castañeda (1991) sous chargement
purement déviatorique.
⊲ Cavités ellipsoïdales aplaties et alignées — Ellipsoïde aplati creux.
– Il a été montré que le champ test proposé par Gologanu et al. (1994) dans le cadre de
l’étude de l’ellipsoïde creux à matrice de Von Mises correspondait au champ élastique de
Milton (2002) dans le cas d’une déformation hydrostatique de la cavité ellipsoïdale.
– Une nouvelle borne supérieure et une nouvelle estimation analytique ont été proposées
pour le cas de l’ellipsoïde creux. Ces deux résultats s’appuient sur une approche de
type Gurson à partir d’un champ de vitesse cinématiquement admissible avec un taux
de déformation quelconque. Ils permettent, d’une part, d’étendre le résultat initial de
Gologanu et al. (1994) à un champ autre qu’axisymétrique, et d’autre part, d’envisager
un assemblage d’ellipsoïdes orientés aléatoirement. Une borne supérieure a aussi été
déterminée à partir d’un champ inspiré de l’analyse de Gărăjeu (1995). Cette dernière
se révèle moins pertinente que la précédente.
⊲ Cavités ellipsoïdales aplaties distribuées et orientées aléatoirement.
– Pour un assemblage de cavités ellipsoïdales aplaties distribuées et orientées aléatoire-
ment, une borne supérieure et une estimation analytique ont été obtenues par moyenne
sur les orientations équiprobables du cas des cavités ellipsoïdales aplaties alignées.
– La borne et l’estimation proposées ont été confrontées à des simulations numériques
par éléments ﬁnis permettant d’approcher la borne inférieure pour le point purement
hydrostatique.
◮ La poroplasticité à deux échelles. Pour le cas à deux échelles, l’étude a porté sur une
population de cavités sphériques ou ellipsoïdales aplaties dans une matrice compressible obéis-
sant au critère obtenu à la première échelle dans le cas des cavités sphèriques (le critère de
Gurson (1977) modiﬁé avec les facteurs q1 et q3 spéciﬁques). Le cas des ellipsoïdes à la pre-
mière échelle n’a pas été retenu pour le comportement de la matrice compressible compte
tenu du matériau considéré. Les résultats obtenus à la première échelle pour les ellipsoïdes
ont constitué un cadre essentiel aux développements analytiques de la deuxième échelle.
⊲ Cavités sphériques distribuées aléatoirement.
– Le cas de la sphère creuse à matrice de type Gurson a été étudié. Une borne supérieure a
été proposée en utilisant une approche dite ici "de type Gurson" : principe variationnel
classique avec un champ de vitesse correspondant à celui de Gurson augmenté d’une
partie compressible. Cette borne supérieure étend au cas d’un taux de triaxialité quel-
conque les résultats antérieurs de Perrin (1992) obtenus pour des chargements purement
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hydrostatiques (voir aussi Perrin et Leblond (1990), Leblond (2003)).
– Une seconde borne supérieure a été proposée sur les bases de l’approche variationnelle de
Ponte Castañeda (1991) (équivalente à la méthode sécante modiﬁée, voir Suquet (1995) et
Ponte Castañeda et Suquet (1998)). Cette borne supérieure issue de la méthode sécante
modiﬁée se révèle plus pertinente (resp. moins pertinente) que la borne supérieure issue
de l’approche de type Gurson dans le cas d’un chargement purement déviatorique (resp.
purement hydrostatique).
– Deux estimations ont été obtenues à partir des deux bornes supérieures précédentes :
une estimation analytique à partir de l’approche de type Gurson, et une estimation non
analytique à partir de la méthode sécante modiﬁée en utilisant un composite linéaire de
comparaison àN phases, ainsi que l’estimation de Hervé et Zaoui (1993). La pertinence de
ces estimations a été soulignée par des comparaisons avec des simulations numériques par
éléments ﬁnis, avec les deux bornes supérieures précédentes et avec le point hydrostatique
de Perrin (1992). L’estimation analytique de type Gurson se révèle extrêmement ﬁable
et l’estimation non analytique de type N phases se révèle très pertinente dès six phases
environ.
⊲ Cavités ellipsoïdales aplaties et alignées — Ellipsoïde aplati creux.
– Une borne supérieure a été proposée en utilisant l’approche de type Gurson : le champ
de vitesse retenu correspondant maintenant à l’extension non axisymétrique du champ
de Gologanu et al. (1994) proposé à la première échelle et augmenté d’une partie com-
pressible.
⊲ Cavités ellipsoïdales aplaties distribuées et orientées aléatoirement.
– De nouveau, une borne supérieure a été proposée à partir de l’approche de type Gurson,
ainsi qu’une estimation analytique. Cette dernière constitue un modèle particulièrement
eﬃcace pour les matériaux poreux drainés à deux échelles et en particulier pour les
matériaux poreux ﬁssurés : à notre connaissance, il s’agit du modèle le plus abouti dans
ce domaine. Cependant, le présent travail n’a pas permis de la rendre compatible avec
une prise en compte de pressions dans les pores.
– La méthode sécante modiﬁée à N phases a conduit quant à elle à une estimation basée sur
la notion de "porosités équivalentes" qui permet de traiter le cas des cavités ellipsoïdales
à partir du cas des cavités sphériques. Cette estimation, ﬁable pour un faible nombre de
phases, présente l’avantage de permettre une prise en compte de pressions dans les pores
aux deux échelles.
– Des simulations numériques FFT (Fast Fourier Transform, Michel et al. (2000)) ont
été réalisées aﬁn de valider le modèle retenu en poroplasticité à deux échelles, à savoir
la méthode sécante modiﬁée avec composite linéaire de comparaison à N phases. Pour
cela, le critère de Gurson est écrit en théorie élastoplastique (ou de déformation). Ces
simulations ont montré l’importance de la localisation de la déformation dans le cas bi-
dimensionnel sous chargement purement hydrostatique en contrainte. L’utilisation d’une
porosité modiﬁée, à la manière d’un critère GTN, a permis d’améliorer l’accord entre les
prédictions du modèle et des simulations numériques.
– De manière plus anecdotique dans ce travail, une borne supérieure et une estimation ont
été obtenues dans le cas d’une matrice compressible obéissant à un critère elliptique.
◮ La prise en compte des pressions.
– La prise en compte des pressions dans les pores aux deux échelles a été eﬀectuée directement
dans le cas des cavités ellipsoïdales aplaties et orientées aléatoirement pour la deuxième
échelle. Deux bornes supérieures utilisant la méthode sécante modiﬁée à N phases et l’ap-
proche de type Gurson ont été obtenues. Pour cela, l’approche variationnelle de Ponte Cas-
tañeda (1991) a été réécrite aﬁn de prendre en compte les termes dus aux pressions dans
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les cavités. Des termes analogues à des termes de Biot ont été déterminés pour l’estimation
du composite linéaire de comparaison à N phases. Le point de Leblond (2003) (sphère
creuse avec chargement hydrostatique homogène en contrainte sur sa face externe et ma-
trice de Gurson) a été étendu au cas des cavités saturées et le modèle a été comparé avec
ce point hydrostatique. L’eﬀet mécanique des pressions a été détaillé : lorsque les pressions
à la première échelle (pb) et à la deuxième échelle (pe) sont diﬀérentes, une translation du
critère selon l’axe hydrostatique et une réduction du critère selon, à la fois, la contrainte
équivalente et la contrainte hydrostatique sont obtenues. Lorsque ces pressions sont égales
(pe = pb = p¯), la surface de plasticité du cas saturé est une pure translation de p¯ selon
l’axe hydrostatique de la surface de plasticité du cas drainé.
– La borne supérieure et l’estimation développées à partir d’un critère elliptique pour la
matrice ont été données à titre indicatif. Elles ne permettent cependant pas d’obtenir un
estimation satisfaisante du critère de plasticité dans le cas des cavités saturées.
Un modèle poroélastoplastique endommageable a ensuite été établi sur la base : (1) du
modèle de poroélasticité deux échelles proposé, (2) du modèle de poroplasticité deux échelles basé
sur la méthode sécante modiﬁée avec un composite linéaire de comparaison à N phases, (3) des
lois d’évolution associées. Ces lois d’évolution ont été obtenues sous réserve de quelques hypothèses
concernant notamment l’évolution du facteur d’aspect de la population de pores ellipsoïdaux.
Ce modèle a été enrichi a posteriori pour prendre en compte la coalescence des pores el-
lipsoïdaux par l’intermédiaire d’une accélération de leur fraction volumique inspirée de Koplik et
Needleman (1988). Cette accélération est identiﬁée à partir de simulations numériques bidimen-
sionnelles. Ce point a, en particulier, nécessité d’écrire le modèle élastoplastique endommageable
en déformations planes généralisées (cavités cylindriques à bases elliptiques dans le plan trans-
verse), ce qui a aussi permis de le comparer au critère de Gurson bidimensionnel (dans le cas
d’une matrice de Von Mises) et à un point de chargement exact (dans le cas d’une matrice de
Gurson). Les simulations numériques utilisées reposent sur une approche de type éléments ﬁnis
cohésifs-volumiques avec modèles de zone cohésive et sont conduites sur des cellules périodiques de
type Voronoï. Ces calculs ont été réalisés pour des coeﬃcients matériaux correspondant à l’UO2 à
haute température, des pores intergranulaires sous forme de ﬁssure, sans porosités intragranulaires,
sans pression et sous chargement hydrostatique plan. Il a été supposé que l’identiﬁcation de la
coalescence résultant de cette comparaison modèle-simulation devrait rester valable en situation
tridimensionnelle, en présence de pores intragranulaires, de pressions aux deux échelles et pour des
chargements symptomatiques de ceux rencontrés en situations accidentelles. L’identiﬁcation rete-
nue propose une croissance exponentielle de la porosité initiale aux joints de grain. Il en a résulté
un modèle d’endommagement ductile complet pour l’oxyde d’uranium fortement irradié et à haute
température.
8.2 Perspectives
Sur le plan théorique, de nombreuses pistes d’amélioration-extension de ce travail peuvent
être envisagées.
⊲ Extension de l’estimation analytique obtenue avec l’approche de type Gurson au cas saturé.
⊲ Ecriture des bornes supérieures et des estimations présentées dans ce travail pour le cas des
cavités ellipsoïdales allongées.
⊲ Simulations numériques par FFT dans le cas tridimensionnel, toujours avec matrice de Gur-
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son et cavités ellipsoïdales, aﬁn d’étudier l’importance de la localisation de la déformation.
⊲ Etablir un critère de coalescence non phénoménologique (on peut penser à des arguments
analogues à ceux de Thomason (1985)).
⊲ Etendre ce travail au cas d’une matrice de Drucker-Prager.
Sur le plan applicatif, ce travail ouvre de nombreuses perspectives dans la compréhension et
la prédiction du comportement de l’oxyde d’uranium fortement irradié, mais aussi dans d’autres
domaines tels que la mécanique des sols ou des roches (milieux poreux ﬁssurés saturés ou drainés).
Concernant le combustible nucléaire, on peut déjà énoncer quelques perspectives applicatives :
⊲ Dès l’instant où la coalescence des bulles intergranulaires est prédite par le modèle, il semble
judicieux d’étudier la perméabilité eﬀective du milieu ﬁssuré en utilisant une approche multi-
échelle. Dans un premier temps, l’analyse multi-échelle de Dormieux et Kondo (2004) pourrait
être utilisée et cette étude pourrait servir de point de départ pour la modélisation de la
perméabilité eﬀective du matériau en fonction de sa microstructure : vers une prise en compte
de la "tortuosité" des chemins d’écoulement le long des joints de grains.
⊲ S’appuyer sur le modèle pour modéliser plus ﬁnement les diﬀérences de comportement ob-
servées en situations accidentelles dans diﬀérentes zones des pastilles de combustible (à cœur,
à mi-rayon, en périphérie) aﬁn d’adapter les modélisations de type "no-tension material" uti-
lisées dans les codes actuels. Le modèle pourrait servir, dans un premier temps, à prédire à
partir de quelles valeurs de porosités fb et fe et à partir de quelles valeurs des pressions pb et
pe le matériau n’a plus de résistance en traction (plus précisément Σm ≤ 0 quel que soit E˙).
⊲ Valider les hypothèses majeures des lois de croissance-coalescence du modèle, en étendant
par exemple les simulations numériques sur cellules de Voronoï périodiques au cas tridimen-
sionnel et avec prise en compte d’une matrice de Gurson drainée ou saturée à l’échelle du
comportement des grains.
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Annexe A
Problème de l’ellipsoïde creux :
équivalence entre le champ élastique de
Milton (2002) et le champ axisymétrique
de Gologanu et al. (1994)
Le problème de l’ellipsoïde creux traité en 3.2.1 est repris. Un volume Ω ellipsoïdal aplati
("oblate") contenant en son centre une cavité ellipsoïdale oblate (domaine ω) de mêmes axes que
le domaine Ω est étudié. Les deux ellipsoïdes Ω et ω sont pris confocaux (mêmes foyers). La
géométrie est schématisée sur la Fig. 3.6. Des conditions de taux de déformation homogène au
bord sont appliquées. Les demi-axes de ω (respectivement Ω) sont notés a1 et b1 (respectivement
a2 et b2) comme illustré sur la Fig. 3.6. La demi-distance focale est notée c et vaut :
c =
√
b21 − a21 =
√
b22 − a22. (A.1)
Les coordonnées cartésiennes (x, y, z) (base (ex,ey,ez)) et cylindriques (ρ, φ, z) (base (eρ,eφ,ez))
sont utilisées. L’axe des z est l’axe de révolution des ellipsoïdes Ω et ω. Les notations suivantes
sont utilisées :
f = (a1b
2
1)/(a2b
2
2) (porosité),
a = c sinhλ, b = c cosh λ
e2 = c/b2, e1 = c/b1, (excentricités).
(A.2)
Les surfaces à λ constants sont des ellipsoïdes confocaux dont les foyers sont situés sur un cercle
(déﬁni par ρ = c, z = 0) et dont les demi-axes mineurs et majeurs valent respectivement a = c sinhλ
et b = c cosh λ. Le rapport e = c/b est déﬁni. La matrice (domaine Ω − ω) est délimitée par les
surfaces à λ1 et λ2 constants.
Milton (2002) donne le champ solution correspondant à une déformation hydrostatique de la cavité
et à une déformation uniforme D sur la surface extérieure (notée ∂Ω) dans le cas où la matrice est
élastique linéaire (isotrope) et incompressible. La déformation D s’écrit :
D = Dxx(ex ⊗ ex + ey ⊗ ey) +Dzzez ⊗ ez,
Dxx = −13 + α(e1)− fα(e2),
Dzz = −2Dxx − f,
α (e) = −1−e2
2e2
+
√
1−e2
2e3
arcsin(e).
(A.3)
Théorème Cette solution coïncide avec le champ vGo donné en (3.19) lorsque E˙ =D.
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Démonstration Le champ de déplacement proposé par Milton (2002) s’écrit, dans la base des
coordonnées cartésiennes :
u =

ux(x) = −x
3
+
xa1(c
2 + a21)
2
∫ a2
a21
dρ
(c2 + ρ)2
√
ρ
uy(x) = −y
3
+
ya1(c
2 + a21)
2
∫ a2
a21
dρ
(c2 + ρ)2
√
ρ
uz(x) = −z
3
+
za1(c
2 + a21)
2
∫ a2
a21
dρ
(c2 + ρ)
√
ρρ

. (A.4)
Après intégration :
ux(x) = x
(
−13 −
a21
2c2 −
a1(c2+a21)
2c3 arctan
(
a1
c
))
+ x
a1(c2+a21)
2
(
a
c2(c2+a2) +
1
c3 arctan
(
a
c
))
= x
(
−13 −
a21
2c2
− a1(c2+a21)
2c3
arctan
(
a1
c
))− xC( ac
c2+a2
+ arctan
(
a
c
))
= x
(
−13 −
a21
2c2
− a1(c2+a21)
2c3
arctan
(
a1
c
))− xC (pi2 −R(λ))
= CxR(λ)− x2D.
(A.5)
De la même façon :
uy(x) = CyR(λ)− y
2
D. (A.6)
Où il est posé :
C = −a1(c2+a21)
2c3
D = Cpi + 23 +
a21
c2
+
a1(c2+a21)
c3
arctan
(
a1
c
)
= 23 +
a21
c2 −
a1b21
c3 arcsin
(
c
b1
)
.
(A.7)
uz(x) = z
(
−13 + a1(c2 + a21)
(
1
c2a1
+ 1
c3
arctan
(
a1
c
)))
+ z
(
−a1(c2+a21)
c2a
− a1(c2+a21)
c3
arctan
(
a
c
))
= z
(
−13 + a1(c2 + a21)
(
1
c2a1
+ 1
c3
arctan
(
a1
c
)))
+ zC
(
2c
a + 2arctan
(
a
c
))
= z
(
−13 + a1(c2 + a21)
(
1
c2a1
+ 1c3 arctan
(
a1
c
)))
+ zC (Z (λ) + pi)
= CzZ (λ) + z
(
Cpi − 13 +
a1(c2+a21)
c2a1
+
a1(c2+a21)
c3
arctan
(
a1
c
))
= CzZ (λ) + zD.
(A.8)
Les quantités R (λ) et Z (λ) sont déﬁnies en (3.19).
Ainsi, le champ u peut s’écrire sous la forme : Cv(A) + Dv(B), avec :
v(A) = R(λ)xex +R(λ)yey + zZ (λ)ez,
v(B) = −x2ex − y2ey + zez.
(A.9)
Dans la base des coordonnées cylindriques, les composantes de v(A) sont :
v(A)ρ = R(λ) ρ, v
(A)
θ = 0, v
(A)
z = Z(λ) z. (A.10)
Les champs v(A) et v(B) sont les champs utilisés par Gologanu et al. (1994) (voir équation (3.19)).
D’après Milton (2002), ce champ u donne une déformation D uniforme sur le bord ∂Ω et dont les
composantes non nulles sont :
Dxx = Dyy = −13 + d2(e1)− fd2(e2), Dzz = −13 + d1(e1)− fd1(e2)
d1(e) = −2α(e) + 1, d2(e) = α(e). (A.11)
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D’où :
Dxx = Dyy = −1
3
+ α(e1)− fα(e2), Dzz = 2
3
− f − 2α(e1) + 2fα(e2). (A.12)
Les quantités C et D s’écrivent alors, après quelques calculs :
C =
a2b
2
2
2c3
Tr(D), D = Dzz − Tr(D)
(
b22
c2
− a2b
2
2
c3
arcsin
(
c
b2
))
. (A.13)
Or, d’après (3.19) et (3.20), les coeﬃcients A et B utilisés dans le champ de Gologanu et al. (1994)
s’expriment sous la forme :
A = a2b
2
2
2c3
Tr(E˙), B = E˙zz − Tr(E˙)
(
b22
c2
− a2b
2
2
c3
arcsin
(
c
b2
))
. (A.14)
Cela achève la démonstration.
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Annexe B
Nouvelle borne supérieure pour un
matériau poreux à matrice rigide
plastique parfaite et à cavités aplaties
alignées
Le problème de l’ellipsoïde creux traité en 3.2.1 est repris. Un volume Ω ellipsoïdal aplati
("oblate") contenant en son centre une cavité ellipsoïdale oblate (domaine ω) de mêmes axes que le
domaine Ω est étudié. Les deux ellipsoïdes Ω et ω sont pris confocaux (mêmes foyers). La géométrie
est schématisée sur la Fig. 3.6. La matrice (domaine Ω−ω) est supposée rigide plastique parfaite de
Von Mises (contrainte limite d’écoulement en traction σ0). Des conditions de taux de déformation
homogène au bord (noté E˙) sont appliquées. Les demi-axes de ω (respectivement Ω) sont notés a1
et b1 (respectivement a2 et b2) comme illustré sur la Fig. 3.6. La demi-distance focale est notée c
et vaut :
c =
√
b21 − a21 =
√
b22 − a22. (B.1)
Les coordonnées cartésiennes (x, y, z) (base (ex,ey,ez)), cylindriques (ρ, φ, z) (base (eρ,eφ,ez))
et elliptiques (λ, β, φ) (base (eλ,eβ,eφ)) sont utilisées. L’axe des z est l’axe de révolution des
ellipsoïdes Ω et ω. Les notations suivantes sont utilisées :
ρ = c cosh λ sin β, φ = φ, z = c sinhλ cos β,
λ ∈ [0,+∞[, β ∈ [0, pi], φ ∈ [0, 2pi],
f = (a1b
2
1)/(a2b
2
2) (porosité),
a = c sinhλ, b = c cosh λ
e2 = c/b2, e1 = c/b1, (excentricités).
(B.2)
Les surfaces à λ constants sont des ellipsoïdes confocaux dont les foyers sont situés sur un cercle
(déﬁni par ρ = c, z = 0) et dont les demi-axes mineurs et majeurs valent respectivement a = c sinhλ
et b = c cosh λ. Le rapport e = c/b est déﬁni. La matrice (domaine Ω − ω) est délimitée par les
surfaces à λ1 et λ2 constants.
Le champ de vitesse v˙ choisi ici est donné par les équations (3.29), (3.30) et (3.31). Il conduit à la
majoration suivante (voir 3.2.2) :
Φ(E˙) ≤ σ0
∫ λ2
λ1
√
J (λ)
√∫ 2pi
φ=0
∫ β=pi
β=0
ε˙2eq(x)Jλβφdβ dφ dλ, (B.3)
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avec J (λ) =
∫ 2pi
φ=0
∫ pi
β=0 Jλβφdβ dφ =
4
3
pib(2a2+b2)
|Ω| . Le but de cette annexe est de calculer le terme∫ 2pi
φ=0
∫ β=pi
β=0 ε˙
2
eq(x)Jλβφdβ dφ.
Le terme ε˙2eq(x) s’écrit ici :
ε˙2eq(x) = (ε˙
Go
eq )
2 + (E˙NAeq )
2 +
4
3
ε˙Go : E˙
NA
, (B.4)
où ε˙Go = ε(v˙Go). D’après Gologanu et al. (1994), le terme (ε˙Goeq )
2 s’écrit :
(ε˙Goeq )
2 = 2A
2
3
(
2R2 + Z2 + 2R+Z
D˜
(
2b2R cos2 β +
(
a2 sin2 β − b2 cos2 β)Z))+
+2AB
(
Z − b2 cos2 β
D˜
(2R+ Z)
)
+ B2,
(B.5)
avec :
D˜ = a2 sin2 β + b2 cos2 β. (B.6)
Le terme (E˙NAeq )
2 vaut :
(E˙NAeq )
2 =
4
3
(
1
4
(
E˙xx − E˙yy
)2
+ E˙2yz + E˙
2
xz + E˙
2
xy
)
. (B.7)
et le terme croisé de (B.4) :
ε˙Go : E˙
NA
= Aε˙(A) : E˙NA + Bε˙(B) : E˙NA = Aε˙(A) : E˙NA, (B.8)
où : ε˙(A) = ε(v(A)) et ε˙(B) = ε(v(B)) (les champs v(A) et v(B) sont déﬁnis en (3.19)). Il est aisé
de vériﬁer que le terme ε˙(B) : E˙NA s’annule. De plus, ε˙(A) est exprimé par Gologanu et al. (1994)
dans la base des coordonnées cylindriques (ρ, φ, z) :
• ε˙(A)ρρ = R (λ) + abR
′
(λ)
D˜
sin2 β
• ε˙(A)φφ = R (λ)
• ε˙(A)zz = Z (λ) + abZ
′
(λ) cos2 β
D˜
• ε˙(A)ρφ = 0
• ε˙(A)ρz = b
2R
′
(λ)+a2Z
′
(λ)
2D˜
cosβ sin β
• ε˙(A)φz = 0.
Le tenseur E˙
NA
s’exprime dans la base des coordonnées cylindriques :
• E˙NAρρ = E˙xx−E˙yy2
(
cos2 φ− sin2 φ)+ 2E˙xy cosφ sinφ
• E˙NAφφ = E˙xx−E˙yy2
(− cos2 φ+ sin2 φ)− 2E˙xy cosφ sinφ
• E˙NAzz = 0
• E˙NAρφ = E˙xy
(
cos2 φ− sin2 φ) + (E˙xx − E˙yy) cosφ sinφ
• E˙NAρz = E˙xz cosφ+ E˙yz sinφ
• E˙NAφz = −E˙xz sinφ+ E˙yz cosφ.
L’expression de ε˙Go : E˙
NA
s’en déduit.
D’après (B.4), l’intégrale
∫ 2pi
φ=0
∫ β=pi
β=0 ε˙
2
eq(x)Jλβφdβ dφ s’exprime sous la forme :∫ 2pi
φ=0
∫ β=pi
β=0
(
(ε˙Goeq )
2 + (E˙NAeq )
2 +
4
3
ε˙Go : E˙
NA
)
Jλβφdβ dφ. (B.9)
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D’après (B.5), le terme
∫ 2pi
φ=0
∫ β=pi
β=0 (ε˙
Go
eq )
2Jλβφdβ dφ peut s’exprimer par :
∫ 2pi
φ=0
∫ β=pi
β=0 (ε˙
Go
eq )
2Jλβφdβ dφ =
2pib
|Ω|
( A B ) · ( I1 I2
I2 I3
)
·
( A
B
)
= 2pib|Ω| {E˙}T · T T ·
(
I1 I2
I2 I3
)
· T · {E˙},
(B.10)
où T est une matrice 2 ∗ 6 telle que :( A
B
)
= T · {E˙}, (B.11)
c’est à dire d’après (3.31) :
T =
(
α˜ α˜ α˜ 0 0 0
−α˜Z2 −α˜Z2 1− α˜Z2 0 0 0
)
, avec α˜ =
1
2R2 + Z2
. (B.12)
Les quantités I1, I2 et I3 valent :
I1 =
∫ pi
β=0
2
3
(
2R2 + Z2 + 2R+Z
D˜
(
2b2R cos2 β +
(
a2 sin2 β − b2 cos2 β)Z)) D˜ sinβ dβ
= 89
(
3b2R2 + 2a2
(
R2 +RZ + Z2
))
I2 =
∫ pi
β=0
(
Z − b2 cos2 β
D˜
(2R+ Z)
)
D˜ sinβ dβ = 43
(−b2R+ a2Z)
I3 =
∫ pi
β=0 D˜ sin β dβ =
4a2
3 +
2b2
3 .
(B.13)
• Expression du terme ∫ 2piφ=0 ∫ β=piβ=0 (E˙NAeq )2Jλβφdβ dφ
D’après (B.7), le terme
∫ 2pi
φ=0
∫ β=pi
β=0 (E˙
NA
eq )
2Jλβφdβ dφ se met simplement sous la forme :
{E˙}T · 4
3
J (λ)

1
4 −14 0 0 0 0
−14 14 0 0 0 0
0 0 0 0 0 0
0 0 0 1/2 0 0
0 0 0 0 1/2 0
0 0 0 0 0 1/2
 · {E˙}. (B.14)
• Expression du terme ∫ 2piφ=0 ∫ β=piβ=0 ε˙Go : E˙NAJλβφdβ dφ
L’expression de
∫ 2pi
φ=0
∫ β=pi
β=0 ε˙
Go : E˙
NA
Jλβφdβ dφ est nulle puisque :
∫ φ=2pi
φ=0 cosφ =
∫ φ=2pi
φ=0 sinφ =∫ φ=2pi
φ=0 cos
2 φ− sin2 φ = ∫ φ=2piφ=0 cosφ sinφ = 0.
Au ﬁnal, le potentiel eﬀectif (3.33) σ0
∫ λ2
λ1
√
J (λ)
√∫ 2pi
φ=0
∫ β=pi
β=0 ε˙
2
eq(x)Jλβφdβ dφ dλ se met sous la
forme : σ0
∫ λ2
λ1
√
J (λ)
√
E˙ : Q (λ) : E˙ dλ avec Q un tenseur d’ordre 4, qui en notation 6∗6 s’écrit :
Q (λ) = T T · 2pib|Ω|
(
I1 I2
I2 I3
)
· T + J (λ)QNA,
I1 =
8
9
(
3b2R2 + 2a2
(
R2 +RZ + Z2
))
, I2 =
4
3
(−b2R+ a2Z) , I3 = 4a23 + 2b23 ,
α˜ =
1
2R2 + Z2
=
a2b
2
2
2c3
, |Ω| = 4
3
pia2b
2
2.
(B.15)
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T est une matrice 2 × 6 et QNA est une matrice symétrique 6 × 6 dont les coeﬃcients non nuls
sont :
T11 = T12 = T13 = α˜, T21 = T22 = −α˜Z2, T23 = 1− α˜Z2, (B.16)
QNA11 = Q
NA
22 = −QNA12 =
1
3
, QNA44 = Q
NA
55 = Q
NA
66 =
2
3
. (B.17)
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Annexe C
Borne supérieure de type Gărăjeu
(1995) pour un matériau poreux à
matrice rigide plastique parfaite et à
cavités aplaties alignées
Le problème traité en 3.2.2 et en Annexe B est repris mais avec un champ de vitesse tiré
de Gărăjeu (1995) et adapté au cas des cavités ellipsoïdales aplaties (oblate) avec un taux de
déformation eﬀectif E˙ général. L’utilisation du principe variationnel et de l’inégalité de Cauchy-
Schwarz conduisent comme en (3.33) à :
Φ(E˙) ≤ σ0
∫ λ2
λ1
√
J (λ)
√∫ 2pi
φ=0
∫ θ=pi
2
θ=−pi
2
ε˙2eq(x)Jλθφdθ dφ dλ, (C.1)
avec :
J (λ) =
∫ 2pi
φ=0
∫ θ=pi
2
θ=−pi
2
Jλθφdθ dφ =
4
3
pib(2a2+b2)
|Ω|
= c
3
3|Ω|pi (cosh(λ) + 3 cosh(3λ)) = 4
c3
|Ω|pi cosh(λ)
(
sinh2(λ) + 13
)
.
(C.2)
L’objectif est d’exprimer :
∫ 2pi
φ=0
∫ θ=pi
2
θ=−pi
2
ε˙2eq(x)Jλθφdθ dφ, avec ε˙
2
eq(x) = εeq(v˙(x)) et v˙, le nouveau
champ de vitesse utilisé ici.
Le taux de déformation eﬀectif E˙ est décomposé en partie axisymétrique et non axisymétrique
selon la relation (3.29). Le champ de vitesse incompressible utilisé dans la matrice (domaine Ω−ω)
s’écrit :
v˙ = v˙Ga + E˙
NA · x. (C.3)
Le champ v˙Ga est lui même décomposé en deux parties incompressibles :
v˙Ga = v˙(C) + v˙(D), (C.4)
avec v˙(C) et v˙(D) vériﬁant les propriétés suivantes :
• v˙(C) = d¯ · x sur ∂Ω, d¯ indépendant de x
• Tr
(
ε
(
v˙(C)
))
= 0 dans la matrice
• v˙(C) = v(C)λ (λ, θ)eλ
• v˙(D) =
(
E˙
A − d¯
)
· x dans la matrice
• Tr
(
E˙
A
)
= Tr
(
d¯
)
.
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Les coordonnées elliptiques sont à nouveau utilisées (les notations suivantes sont légèrement diﬀé-
rentes de celles utilisées en 3.2.2 : θ = β − pi2 ) :
• 0 ≤ λ ≤ +∞
• −pi2 ≤ θ ≤ pi2
• −pi ≤ φ ≤ pi.
Le fait d’imposer v˙(C) = v
(C)
λ (λ, θ) eλ et de prendre ce champ à divergence nulle (incompressible)
implique que (c désigne toujours la distance focale) :
v
(C)
λ (λ, θ) =
c T (θ)
coshλ
√
sin2 θ + sinh2 λ
, (C.5)
où T (θ) est une fonction inconnue à ce stade. En coordonnées cartésiennes et sur le bord extérieur
(λ = λ2), le champ v˙
(C) s’écrit :
v˙
(C)
cart (λ2, θ) =
 ξxξy
ξ
A2
z
 (C.6)
avec :
ξ =
sinh(λ2)T (θ)
cosh2 λ2
(
sin2 θ + sinh2 λ2
) , A = tanh(λ2). (C.7)
Etant donné que v˙(C) = d¯ · x sur ∂Ω, cela donne :
d¯ =
 ξ 0 00 ξ 0
0 0 ξ
A2
 (C.8)
et puisque Tr
(
E˙
A
)
= Tr
(
d¯
)
, il vient :
ξ =
(
Tr
(
E˙
)) A2
1 + 2A2
. (C.9)
Les demi petits et grands axes s’écrivent respectivement a2 = c sinh (λ2) et b2 = c cosh (λ2). Aﬁn
de ﬁxer la géométrie, il est imposé : a2 = 1. En utilisant (C.7), cela donne :
T (θ) =
ξ
A2c3
(
1 + c2 sin2 θ
)
. (C.10)
Pour récapituler :
• A = tanh(λ2)
• ξ =
(
Tr
(
E˙
))
A2
1+2A2
• v˙(C)λ =
ξ(1+c2 sin2 θ)
A2c2 cosh(λ)
√
sin2 θ+sinh2 λ
• expression de d¯ donnée en (C.8).
Le tenseur des déformations associé à v˙(C) est calculé dans la base des coordonnées elliptiques. Ses
composantes non nulles sont :
• ε
(
v˙(C)
)
λλ
= − ξ
A2c3
sinh(λ)
(
cosh(2λ) + sin2(θ)
) (
1 + c2 sin2(θ)
)
cosh2(λ)
(
sin2(θ) + sinh2(λ)
)2
• ε
(
v˙(C)
)
λθ
= − ξ
A2c3
cos(θ) sin(θ)
(
1− c2 sinh2(λ))
cosh(λ)
(
sin2(θ) + sinh2(λ)
)2
174
• ε
(
v˙(C)
)
θθ
=
ξ
A2c3
sinh(λ)
(
1 + c2 sin2(θ)
)(
sin2(θ) + sinh2(λ)
)2
• ε
(
v˙(C)
)
φφ
=
ξ
A2c3
sinh(λ)
(
1 + c2 sin2(θ)
)
cosh2(λ)
(
sin2(θ) + sinh2(λ)
) .
Le terme ε2eq (v˙) s’écrit :
ε2eq (v˙) = ε
2
eq
(
v˙Ga + E˙
NA · x
)
=
(
ε˙Gaeq
)2
+
(
E˙NAeq
)2
+
4
3
ε˙Ga : E˙
NA
. (C.11)
• Expression du terme ∫ 2piφ=0 ∫ θ=pi2θ=−pi
2
(
E˙NAeq
)2
Jλθφ dθ dφ∫ 2pi
φ=0
∫ θ=pi
2
θ=−pi
2
(
E˙NAeq
)2
Jλθφ dθ dφ =
(
E˙NAeq
)2
J (λ) . (C.12)
• Expression du terme ∫ 2piφ=0 ∫ θ=pi2θ=−pi
2
ε˙Ga : E˙
NA
Jλθφ dθ dφ
Vu que d¯ : E˙
NA
= 0 et E˙
A
: E˙
NA
= 0 :∫ 2pi
φ=0
∫ θ=pi
2
θ=−pi
2
ε˙Ga : E˙
NA
Jλθφ dθ dφ =
∫ 2pi
φ=0
∫ θ=pi
2
θ=−pi
2
ε(v˙(C)) : E˙
NA
Jλθφ dθ dφ. (C.13)
ε(v˙(C)) est exprimé dans la base des coordonnées cartésiennes. E˙
NA
est déjà dans la base
des coordonnées cartésiennes. Le produit doublement contracté entre ces deux grandeurs est
eﬀectué. Son intégrale sur φ et θ est nulle.
• Expression du terme ∫ 2piφ=0 ∫ θ=pi2θ=−pi
2
(
ε˙Gaeq
)2
Jλθφ dθ dφ(
ε˙Gaeq
)2
=
(
εeq(v˙
(C))
)2
+
(
εeq(v˙
(D))
)2
+
4
3
ε(v˙(C)) : ε(v˙(D)). (C.14)
Le terme
(
εeq(v˙
(C))
)2
peut se mettre sous la forme :
(
εeq(v˙
(C))
)2
=
1
3A4c2
4ξ2
(coshλ)4
(
sinh2 λ+
Q1 (λ)
P (θ, λ)
+
Q2 (λ)
(P (θ, λ))2
+
Q3 (λ)
(P (θ, λ))3
)
(C.15)
avec :
• Q1 (λ) = sinh2 λ
(
1 + 2
c2
− sinh2 λ)
• Q2 (λ) = − 1c4 + sinh2 λ
(
1 + 4
c2
)
+
(
sinh4 λ
) (−1 + 2
c2
)− sinh6 λ
• Q3 (λ) = 1c4 + 4c4 sinh2 λ+ sinh4 λ
(−1 + 3
c4
− 4
c2
)− 4
c2
sinh6 λ+ sinh8 λ
• P (θ, λ) = sin2 θ + sinh2 λ.
Compte tenu de la forme de v˙(D), il vient : ε(v˙(D)) = ¯˙E, où :
¯˙
E = E˙
A − d¯, (C.16)
avec :
¯˙E11 =
E˙xx+E˙yy
2 −
(
Tr
(
E˙
))
A2
1+2A2 =
−2E˙zzA2+E˙xx+E˙yy
2(1+2A2) ≡ ξ¯
¯˙E22 =
¯˙E11 = ξ¯
¯˙E33 = E˙zz −
(
Tr
(
E˙
))
1
1+2A2
= −2ξ¯.
(C.17)
Ainsi, ¯˙E s’écrit :
¯˙
E = ξ¯(I − 3e3 ⊗ e3). (C.18)
175
Annexe C. Borne supérieure de type Gărăjeu (1995) pour un matériau poreux à
matrice rigide plastique parfaite et à cavités aplaties alignées
Cela donne : (
εeq(v˙
(D))
)2
= 4
(
ξ¯
)2
(C.19)
et :
4
3
ε(v˙(C)) : ε(v(D)) = −4ξ¯
(
εcart(v˙
(C))
)
33
. (C.20)
Le terme
(
εcart(v˙
(C))
)
33
s’exprime dans la base des coordonnées cartésiennes :(
εcart(v˙
(C))
)
33
=
ξ
A2c3
sinhλ
(
−c2 + Q
∗
1 (λ)
P (θ, λ)
+
Q∗2 (λ)
P 2 (θ, λ)
+
Q∗3 (λ)
P 3 (θ, λ)
)
(C.21)
avec :
• Q∗1 (λ) = 1− c2 − 2c2 sinh2 λ
• Q∗2 (λ) = −3 + 5 sinh2 λ
(
c2 − 1) + 7c2 sinh4(λ)
• Q∗3 (λ) = 4 sinh2(λ)
(
1 + sinh2(λ)
(
1− c2)− c2 sinh4 λ).
L’intégrale sur le domaine des trois termes précédents fait intervenir la quantité Jλθφ qui peut
s’écrire de diﬀérentes façons :
Jλθφ =
1
2
c3
|Ω| cos θ coshλ (− cos(2θ) + cosh(2λ))
= 12
c3
|Ω| cos θ coshλ
(
cosh2 λ+ sinh2 λ− (cos2 θ − sin2 θ))
= 12
c3
|Ω| cos θ coshλ
(
1 + 2 sinh2 λ− 1 + 2 sin2 θ)
= c
3
|Ω| cos θ coshλP (θ, λ) .
(C.22)
Après calculs, il vient :∫ 2pi
φ=0
∫ θ=pi
2
θ=−pi
2
(
εeq(v˙
(C))
)2
Jλθφ dθ dφ =
4ξ2
3A4c2(coshλ)4
(
sinh2(λ)J (λ)+
+Q1 (λ) 2piJ1 +Q2 (λ) 2piJ2 +Q3 (λ) 2piJ3
)
= 4ξ
2
3A4c2(coshλ)4
F1 (λ) ,
(C.23)
avec, pour 1 ≤ i ≤ 3 et en posant u = sin θ :
Ji =
∫ pi/2
−pi/2
Jλθφ
P i (θ, λ)
dθ =
∫ pi/2
−pi/2
c3 cos θ coshλ
|Ω|P i−1 (θ, λ)dθ =
c3
|Ω| coshλ
∫ 1
−1
du
P i−1 (u, λ)
, (C.24)
• J1 = 2 c3|Ω| cosh λ
• J2 = c3|Ω| 2tanh λ arctan
(
1
sinhλ
)
• J3 = c3|Ω| tanhλ
sinhλ+(1+sinh2 λ) arctan( 1sinhλ)
sinh2 λ+sinh4 λ
.∫ 2pi
φ=0
∫ θ=pi
2
θ=−pi
2
(
εeq(v˙
(D))
)2
Jλθφ dθ dφ = 4
(
ξ¯
)2
J(λ). (C.25)
Enﬁn :
4
3
∫ 2pi
φ=0
∫ θ=pi
2
θ=−pi
2
ε(v˙(C)) : ε(v(D))Jλθφ dθ dφ
= −4ξ¯ξ
A2c3
(−c2J (λ) + 2piQ∗1 (λ)J1 + 2piQ∗2 (λ) J2 + 2piQ∗3 (λ) J3) = −4ξ¯ξA2c3 F2 (λ) . (C.26)
Le potentiel eﬀectif en taux de déformation est ainsi majoré par :
Φ
(
E˙
)
≤ σ0
∫ λ2
λ1
√
J (λ)
√(
E˙NAeq
)2
J (λ) + 4ξ¯2J (λ) +
4ξ2
3A4c2 cosh4 λ
F1 (λ)− 4ξ¯ξ
A2c3
F2 (λ) dλ.
(C.27)
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Φ(E˙) ≤ σ0
∫ λ2
λ1
√
J (λ)
√
E˙ : Q∗ (λ) : E˙ dλ. (C.28)
En utilisant la notation vectorielle de E˙, les scalaires ξ et ξ¯ s’écrivent :
• ξ = A2
1+2A2
T · {E˙}
• ξ¯ = 1
2(1+2A2)
T∗ · {E˙},
avec :
T =
(
1 1 1 0 0 0
)
(C.29)
T∗ =
(
1 1 −2A2 0 0 0 ) . (C.30)
D’où :
• ξ2 =
(
A2
1+2A2
)2
{E˙}T · TT · T · {E˙}
• ξ¯2 = 1
4(1+2A2)2
{E˙}T · T∗T · T∗ · {E˙}
• ξξ¯ = A2
2(1+2A2)2
{E˙}T · TT · T∗ · {E˙}.
En écrivant le terme (B.14) sous la forme :
{E˙}T ·M · {E˙}, (C.31)
il vient : (
E˙NAeq
)2
J (λ) = {E˙}T ·M · {E˙}. (C.32)
On obtient au ﬁnal l’expression suivante de Q∗ en notation 6 ∗ 6 :
Q∗ =M +
J (λ)
(1 + 2A2)2
T∗T · T∗ + 4
3
F1 (λ)
c2 cosh4 λ
1
(1 + 2A2)2
TT · T− 2F2 (λ)
c3 (1 + 2A2)2
TT · T∗. (C.33)
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Annexe D
Un critère approché pour un matériau
poreux à matrice rigide plastique
parfaite et à cavités aplaties alignées
Cette Annexe a pour but d’écrire le critère en contrainte associé au potentiel déterminé en
3.2.3 :
Φ(E˙) = σ
′
0
∫ 1
f˜
√
A′′2
z2
+ B′2 + (E˙NAeq )2dz,
avec A′′2 = A′2y˜22, A
′
= F¯A+ G¯B, B′ = H¯B.
(D.1)
Les quantités σ
′
0, f˜ , F¯ , G¯, H¯, y˜2 sont des constantes. E˙
NA
eq est la partie équivalente de E˙
NA
déﬁni
en (3.29). Les quantités A et B sont déterminées par les conditions limites données en (3.31).
Le taux de déformation E˙ appliqué possède 6 composantes indépendantes : E˙xx, E˙yy, E˙zz, E˙xy, E˙yz, E˙xz.
Ses 6 composantes indépendantes peuvent être remplacées par E˙p, E˙q, E˙zz, E˙xy, E˙yz, E˙xz, avec :{
E˙p = E˙xx + E˙yy
E˙q = E˙xx − E˙yy ⇔
{
E˙xx =
E˙p+E˙q
2
E˙yy =
E˙p−E˙q
2
(D.2)
D’après la règle Σ = ∂Φ(E˙)
∂E˙
:
∂Φ(E˙)
∂E˙p
=
∂Φ(E˙)
∂E˙xx
∂E˙xx
∂E˙p
+
∂Φ(E˙)
∂E˙yy
∂E˙yy
∂E˙p
=
Σxx +Σyy
2
≡ Σp. (D.3)
∂Φ(E˙)
∂E˙q
=
∂Φ(E˙)
∂E˙xx
∂E˙xx
∂E˙q
+
∂Φ(E˙)
∂E˙yy
∂E˙yy
∂E˙q
=
Σxx −Σyy
2
≡ Σq. (D.4)
Par ailleurs, on a :  A = A
′′
y˜2F¯
− G¯
H¯F¯
B′
B = B
′
H¯
⇔
{ A′′ = y˜2 (F¯A+ G¯B)
B′ = H¯B (D.5)
D’où :
∂Φ(E˙)
∂A′′ =
∂Φ(E˙)
∂A
1
y˜2F¯
,
∂Φ(E˙)
∂B′ =
∂Φ(E˙)
∂A
(
− G¯
H¯F¯
)
+
∂Φ(E˙)
∂B
1
H¯
. (D.6)
D’après les conditions limites données en (3.31) et la déﬁnition de α˜ donnée en (B.15) :{ A = α˜(E˙p + E˙zz)
B = (1− Z2α˜)E˙zz − Z2α˜E˙p ⇔
{
E˙p = 2AR2 − B
E˙zz = AZ2 + B (D.7)
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D’où :
∂Φ(E˙)
∂A =
∂Φ(E˙)
∂E˙p
∂E˙p
∂A +
∂Φ(E˙)
∂E˙zz
∂E˙zz
∂A = Σp(2R2) + ΣzzZ2 ≡ Σh/α˜. (D.8)
Cela donne, avec la déﬁnition de α2 donnée en (3.25) :
Σh = 2α2Σp + (1− 2α2)Σzz. (D.9)
De même :
∂Φ(E˙)
∂B = Σzz −Σp. (D.10)
En reprenant (D.6) :
∂Φ(E˙)
∂A′′ =
1
y˜2F¯ α˜
Σh,
∂Φ(E˙)
∂B′ = −
G¯
H¯F¯ α˜
Σh +
1
H¯
(Σzz − Σp). (D.11)
Le calcul de (E˙NAeq )
2 donne directement :
(E˙NAeq )
2 = 13 E˙
2
q +
2
3 (E˙
2
xy + E˙
2
xz + E˙
2
yz + E˙
2
yx + E˙
2
zx + E˙
2
zy). (D.12)
Lemme : Soit Ai des variables indépendantes et :
W (Ai) =
∫ 1
f
√√√√A21
y2
+
i=N∑
i=2
A2i dy, (D.13)
alors :
i=N∑
i=2
(
∂W
∂Ai
)2
+ 2f cosh
(
∂W
∂A1
)
− 1− f2 = 0. (D.14)
Preuve :
∂W
∂A1
=
∫ 1
f
(
A21
y2
+
i=N∑
i=2
A2i
)− 1
2
A1
y2
dy,
∂W
∂Ak
=
∫ 1
f
(
A21
y2
+
i=N∑
i=2
A2i
)− 1
2
Akdy pour 2 ≤ k ≤ N.
(D.15)
Le changement de variable suivant x = A1qPi=N
i=2 A
2
i
1
y est eﬀectué. Cela donne dy =
A1qPi=N
i=2 A
2
i
(− 1x2 ) dx
et :
∂W
∂A1
=
∫ β
f
β
(
x2 + 1
)− 1
2 dx ≡ I, β = A1√∑i=N
i=2 A
2
i
. (D.16)
Pour 2 ≤ k ≤ N :
∂W
∂Ak
=
Ak√∑i=N
i=2 A
2
i
β
∫ β
f
β
(
x2 + 1
)− 1
2 x−2dx ≡ Ak√∑i=N
i=2 A
2
i
βJ. (D.17)
D’où :
k=N∑
k=2
(
∂W
∂Ak
)2
= (βJ)2 . (D.18)
La relation suivante (établie dans Gărăjeu et Suquet (1997)) donne le résultat :
(βJ)2 + 2f cosh(I)− 1− f2 = 0. (D.19)
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Le lemme précédent donne :
1
σ
′2
0
( ∂Φ
∂B′ )
2 + 1
σ
′2
0
( ∂Φ
∂E˙q/
√
3
)2 + 1
σ
′2
0
( ∂Φ
∂E˙xy
√
2/3
)2 + 1
σ
′2
0
( ∂Φ
∂E˙yx
√
2/3
)2 + 1
σ
′2
0
( ∂Φ
∂E˙xz
√
2/3
)2+
1
σ
′2
0
( ∂Φ
∂E˙zx
√
2/3
)2 + 1
σ
′2
0
( ∂Φ
∂E˙yz
√
2/3
)2 + 1
σ
′2
0
( ∂Φ
∂E˙zy
√
2/3
)2 + 2f˜ cosh( 1
σ
′
0
∂Φ
∂A′′ )− 1− f˜2 = 0.
(D.20)
1
σ
′2
0
( ∂Φ
∂B′ )
2 + 1
σ
′2
0
(
3Σ2q +
3
2(Σ
2
xy +Σ
2
yx +Σ
2
xz +Σ
2
zx +Σ
2
yz +Σ
2
zy)
)
+ 2f˜ cosh( 1
σ
′
0
∂Φ
∂A′′ )− 1− f˜2 = 0.
(D.21)
1
σ
′2
0
( ∂Φ
∂B′ )
2 + 1
σ
′2
0
(
3τ2p + 3τ
2
n
)
+ 2f˜ cosh( 1
σ
′
0
∂Φ
∂A′′ )− 1− f˜2 = 0. (D.22)
En utilisant les constantes de Gologanu et al. (1994), à savoir : κ = 3
2F¯
, C = 1
H¯2
, η = −3χgG¯
2F¯
, les
équations (D.11) et (D.22) donnent le critère donné en (3.59) :(
Σn − Σp + ηΣh
σ0/
√
C
)2
+3
τ2p
σ20
+3
τ2n
σ20
+2 (g + 1) (g + f) cosh
(
κ
σ0
Σh
)
−(g + 1)2−(g + f)2 = 0. (D.23)
Σn = Σzz, τ
2
p = Σ
2
xy + (Σxx − Σyy)2 /4, τ2n = Σ2xz +Σ2yz. (D.24)
Ce critère de plasticité peut se mettre sous la forme :
Σ : S0 : Σ+ 2 (g + 1) (g + f) cosh (T 0 : Σ)− (g + 1)2 − (g + f)2 = 0, (D.25)
avec :
S0 =
C
σ20
Q(dnps) +
C
σ20
η2Q(hh) +
2Cη
σ20
Q(hdnp) +
3
σ20
Q(tps) +
3
σ20
Q(tns). (D.26)
En notation vectorielle, le tenseur d’ordre 2,Σ, s’écrit {Σ} = (Σxx, Σyy, Σzz, √2Σyz, √2Σxz, √2Σxy)T
et :
Q(dnps) =

1/4 1/4 −1/2 0 0 0
1/4 1/4 −1/2 0 0 0
−1/2 −1/2 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 (D.27)
Q(hh) =

α22 α
2
2 α2(1− 2α2) 0 0 0
α22 α
2
2 α2(1− 2α2) 0 0 0
α2(1− 2α2) α2(1− 2α2) (1− 2α2)2 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 (D.28)
Q(hdnp) =

−α22 −α22 α2 − 14 0 0 0
−α22 −α22 α2 − 14 0 0 0
α2 − 14 α2 − 14 (1− 2α2) 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 (D.29)
Q(tps) =

1
4 −14 0 0 0 0
−14 14 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 12
 , Q(tns) =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 12 0 0
0 0 0 0 12 0
0 0 0 0 0 0
 (D.30)
181
Annexe D. Un critère approché pour un matériau poreux à matrice rigide
plastique parfaite et à cavités aplaties alignées
Le tenseur d’ordre 2, T 0, s’écrit (sans utiliser la notation vectorielle) :
T 0 =
κ
σ0
 α2 0 00 α2 0
0 0 (1− 2α2)
 . (D.31)
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Annexe E
Borne supérieure de Hashin et
Shtrikman (1963)
Les coeﬃcients de compressibilité et de cisaillement issus de la borne supérieure de Hashin et
Shtrikman (1963) s’écrivent :
kHSo = k
1
o + fe
−k1o
1+(1−fe) −k
1
o
ks+k
1
o
,
µHSo = µ
1
o + fe
−µ1o
1+(1−fe) −µ
1
o
µs+µ
1
o
,
(E.1)
avec :
ks =
4
3
µ1o, µs =
µ1o
6
9k1o + 8µ
1
o
k1o + 2µ
1
o
. (E.2)
Après calculs :
∂kHSo
∂k1o
=
16(1 − fe)(µ1o)2
(3fek1o + 4µ
1
o)
2
,
∂kHSo
∂µ1o
=
12(1 − fe)fe(k1o)2
(3fek1o + 4µ
1
o)
2
, (E.3)
∂µHSo
∂k1o
=
60(1 − fe)fe(µ1o)2
((9 + 6fe)k1o + 4(2 + 3fe)µ
1
o)
2
, (E.4)
∂µHSo
∂µ1o
=
(1− fe)
(
27(3 + 2fe)(k
1
o)
2 + 48(3 + 2fe)k
1
oµ
1
o + 32(2 + 3fe)(µ
1
o)
2
)
((9 + 6fe)k1o + 4(2 + 3fe)µ
1
o)
2 . (E.5)
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Annexe F
Estimation auto-cohérente de Hervé et
Zaoui (1993)
Ces auteurs étudient une inclusion sphérique entourée de N − 1 couches concentriques sphé-
riques (la dernière couche est de rayon RN , voir Fig. F.1). La couche N + 1 est supposée inﬁnie.
Le chargement est appliqué à l’inﬁni, soit en condition de déformation homogène au bord, soit en
condition de contrainte homogène au bord. Toutes les phases sont élastiques linéaires et isotropes.
Le cas du chargement purement hydrostatique est traité aﬁn de déterminer un coeﬃcient de com-
pressibilité homogène équivalent. Pour le cas déviatorique, le déplacement suivant est imposé à
l’inﬁni (en cartésien) : 
uox = γx
uoy = −γy
uoz = 0.
(F.1)
Ce cas permet d’en déduire un coeﬃcient de cisaillement équivalent.
Les champs de déplacement utilisés ne sont pas précisés ici. Les modules de compressibilité et de
cisaillement équivalents peuvent être obtenus par une approche auto-cohérente : la phase N + 1
est caractérisée par les modules de compressibilité et de cisaillement recherchés. Dans le cas de la
condition de déformation homogène au bord, la condition d’auto-cohérence traduit le fait que la
déformation appliquée à l’inﬁni est égale à la déformation moyenne sur la boule de rayon RN .
Les coeﬃcients kHZo et µ
HZ
o s’écrivent (Hervé et Zaoui (1993)) :
• l’indice i = 1 désigne la boule centrale
• Ri désigne le rayon externe de la couche i, 1 ≤ i ≤ N
• RN est choisi tel que la boule contenant les N premières couches est de volume 1
• les coeﬃcients de compressibilité et de cisaillement de chaque phase i (1 ≤ i ≤ N) sont notés
kio et µ
i
o (coeﬃcient de Poisson ν
i
o).
kHZo =
3kNo R
3
NQ
(N−1)
11 − 4µNo Q(N−1)21
3
(
R3NQ
(N−1)
11 +Q
(N−1)
21
) (F.2)
Q(N−1) =
j=1∏
j=N−1
N (j) (F.3)
N (k) =
1
3kk+1o + 4µ
k+1
o
(
3kko + 4µ
k+1
o
4
R3k
(µk+1o − µko)
3(kk+1o − kko )R3k (3kk+1o + 4µko)
)
. (F.4)
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Fig. F.1 – Inclusion multi-enrobée dans une matrice inﬁnie (Hervé et Zaoui (1993)).
Le coeﬃcient µHZo est solution de l’équation du second degré suivante (µ
HZ
o est la solution positive
et plus petite que le plus grand des µio, 1 ≤ i ≤ N) :
A
(
µ
µNo
)2
+B
(
µ
µNo
)
+ C = 0. (F.5)
A, B et C désignent dans cette annexe les quantités suivantes :
• A = 4R10N (1 − 2νNo )(7− 10νNo )Z12 + 20R7N (7 − 12νNo + 8(νNo )2)Z42 + 12R5N (1− 2νNo )(Z14 −
7Z23) + 20R
3
N (1− 2νNo )2Z13 + 16(4 − 5νNo )(1− 2νNo )Z43
• B = 3R10N (1 − 2νNo )(15νNo − 7)Z12 + 60R7N (νNo − 3)νNo Z42 − 24R5N (1 − 2νNo )(Z14 − 7Z23) −
40R3N (1− 2νNo )2Z13 − 8(1− 5νNo )(1− 2νNo )Z43
• C = −R10N (1 − 2νNo )(7 + 5νNo )Z12 + 10R7N (7 − (νNo )2)Z42 + 12R5N (1 − 2νNo )(Z14 − 7Z23) +
20R3N (1− 2νNo )2Z13 − 8(7− 5νNo )(1− 2νNo )Z43
avec : Zαβ = P
(N−1)
α1 P
(N−1)
β2 − P (N−1)β1 P (N−1)α2
P (N−1) =
j=1∏
j=N−1
M (j) (F.6)
M
(k)
=
1
5(1 − νk+1o )
0
BBBBBBBBBBB@
ck
3
R2k(3bk−7ck)
5(1−2νko )
−12αk
R5
k
4(fk−27αk)
15(1−2νko )R
3
k
0
(1−2νk+1o )bk
7(1−2νko )
−20(1−2νk+1o )αk
7R7
k
−12αk(1−2ν
k+1
o )
7(1−2νko )R
5
k
R5kαk
2
−R7k(2ak+147αk)
70(1−2νko )
dk
7
R2k(105(1−ν
k+1
o )+12αk(7−10ν
k+1
o )−7ek
35(1−2νko )
−
5
6
(1− 2νk+1o )αkR
3
k
7(1−2νk+1o )αkR
5
k
2(1−2νko )
0
ek(1−2ν
k+1
o )
3(1−2νko )
1
CCCCCCCCCCCA
(F.7)
• ak = µ
k
o
µk+1o
(7 + 5νko )(7 − 10νk+1o )− (7− 10 νko ) (7 + 5 νk+1o )
• bk = 4(7− 10νko ) + µ
k
o
µk+1o
(7 + 5νko )
• ck = (7− 5νk+1o ) + 2 µ
k
o
µk+1o
(4− 5νk+1o )
• dk = (7 + 5νk+1o ) + 4 µ
k
o
µk+1o
(7− 10 νk+1o )
• ek = 2 (4− 5 νko ) + µ
k
o
µk+1o
(7− 5νko )
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• fk = (4− 5νko )(7− 5νk+1o )− µ
k
o
µk+1o
(4− 5νk+1o )(7 − 5νko )
• αk = µ
k
o
µk+1o
− 1.
Remarque F.1 (Phase 1) Cette estimation est donnée dans le cas où la phase 1 (i.e. ω, la
phase la plus à l’intérieur) a pour coeﬃcients de compressibilité et de cisaillement k1o
et µ1o. Pour le cas traité ici, cette phase est vide. Hervé et Pellegrini (1995) ont repris
l’étude de Hervé et Zaoui (1993) en considérant le cas où la phase 1 est vide. Cela
revient à faire tendre k1o et µ
1
o vers 0 dans l’estimation de Hervé et Zaoui (1993). Pour
ce travail, l’estimation de Hervé et Zaoui (1993) est utilisée en prenant k1o et µ
1
o proches
de 0.
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Annexe G
Borne supérieure de Ponte Castañeda et
Willis (1995)
La borne supérieure de Ponte Castañeda et Willis (1995) permet de distinguer la forme et la
distribution des cavités dans la matrice par l’intermédiaire de deux tenseurs morphologiques P i et
P d. Le tenseur de raideur issu de la borne supérieure de Ponte Castañeda et Willis (1995) s’écrit
(le tenseur de raideur de la matrice est notée C1o) :
CPCWo = C
1
o + fe
(
ID − fe
∮
[
(
P i − (C1o)−1)−1] : P d)−1 : ∮ [(P i − (C1o)−1)−1] (G.1)
avec P i = Sie (w) :
(
C1o
)−1
et P d = Sde
(
wd
)
:
(
C1o
)−1
.
Le symbole
∮
représente la moyenne sur les orientations et revient à projeter l’argument sur la base
(J ,K) (Gatt et al. (2005)) :∮
AR = PJK (AR) =
AR :: J
J :: J
J +
AR ::K
K ::K
K. (G.2)
Les tenseurs Sie et S
d
e sont les tenseurs d’Eshelby relatifs respectivement à la forme et à la distri-
bution des inclusions (voir une expression de ces tenseurs dans Mura (1987)).
Dans le cas des ﬁssures (w = 0) orientées aléatoirement (orientations équiprobables) et distri-
buées de façon isotrope, les coeﬃcients de compressibilité et de cisaillement eﬀectifs s’écrivent (en
fonction de αc et en fonction des coeﬃcients de la phase matrice, de coeﬃcient de Poisson ν
1
o ) :
kPCWo = k
1
o − k1o
12αc
(
1− (ν1o )2
)
9pi (1− 2ν1o ) + 4αc (1 + ν1o )2
(G.3)
µPCWo = µ
1
o − µ1o
120αc
(
1− ν1o
) (
5− ν1o
)
225pi (2− ν1o ) + 16αc (4− 5ν1o ) (5− ν1o )
(G.4)
avec :
αc =
4
3
pi(b1)
3Nc
|V | . (G.5)
Le demi-grand axe des ﬁssures (rayon des ﬁssures) est noté b1. Le nombre de ﬁssures dans le volume
total V est noté Nc (αc est le paramètre utilisé dans Ponte Castañeda et Willis (1995)).
Dans le cas plus général des ellipsoïdes, les expressions de kPCWo et de µ
PCW
o sont :
kPCWo = −
kn
kd
. (G.6)
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kn = 2k1
o
µ1
o
(
k1
o
(
2fe + (−3 + 4fe)w2
)(− 2 + w2 + w4)+ 2(−1 + fe)w2(− 1− w2 + 2w4)µ1o+
w arccos(w)
(
2
√
1− w2(3k1
o
(
1 + fe + (−1 + 2fe)w2
)
+ (−1 + fe)
(− 1 + 4w2)µ1
o
)− 9k1
o
w arccos(w)
))
(G.7)
kd = (−1 + w)(1 + w)(3fek1o(1 + 2w2)(k1o(2 +w2)+ w2µ1o)+ 2w2µ1o(3k1o(2 + w2)+ 2µ1o + 4w2µ1o))+
w arccos(w)
(√
1− w2(9fek1o2(1 + 2w2)+ 3k1o(− 4− fe + 4(1 + fe)w2)µ1o
+4
(− 1 + 4w2)µ1o2)+ 18k1owµ1o arccos(w))
(G.8)
Le résultat analytique pour µPCWo est compliqué. Un développement limité à l’ordre 1 en w
donne une expression plus simple (en écrivant fe = αcw) :
µPCWo =
(
µ1o
(
5625pi2w2(3k1o + µ
1
o)
2
(3k1o + 2µ
1
o)
2 − 96fe2(k1o + 2µ1o)(9k1o + 4µ1o)2(9k1o + 8µ1o)+
25few
(− 81k1o4(800w + 9pi(4 + 15piw)) − 108k1o3(3pi + 5(304 + 45pi2)w)µ1o−
54k1o
2(− 68pi + 5(496 + 69pi2)w)µ1o2 − 24k1o(− 96pi + 5(368 + 45pi2)w)µ1o3−
8
( − 48pi + 640w + 45pi2w)µ1o4)))/(9(25piw(3k1o + µ1o)(3k1o + 2µ1o) + 8fe(k1o + 2µ1o)(9k1o + 4µ1o))2).
(G.9)
Remarque G.1 (Statut de borne supérieure) Le résultat de Ponte Castañeda et Willis
(1995) est une borne supérieure lorsque fe ≤ w.
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Annexe H
Porosités "équivalentes", cas
tridimensionnel
Les porosités équivalentes fks et f
µ
s sont utilisées dans le modèle MSMN ellipsoïdal pour traiter
le cas des cavités ellipsoïdales orientées aléatoirement à partir du cas des cavités sphériques.
Dans le cas des cavités ellipsoïdales, les porosités fks et f
µ
s s’écrivent :
f
k
s =
“
2 (−1 + fe) fe
“
1 + 2w2
” “
−2 + w2 + w4 + 3w
p
1− w2 arccos(w)
””
“
(−2 + w2 + w4)(−3w2 + fe(2 + 4w2)) + 6w
p
1 − w2(1 + fe − w2 + 2few2) arccos(w) − 9w2 (arccos(w))
2
” , (H.1)
f
µ
s =
fe(w(−1 + w
2)2
“
8fe(−1 + w
2)2(−4− 65w2 − 44w4 + 14w6)− 5(−16 + 612w2 − 2w4 + 283w6 − 93w8 + 26w10)
”
+
2(w(−1 + w2)2
`
4fe(−1 + w2)2(−4− 65w2 − 44w4 + 14w6)− 25w2(−56 + 22w2 − 9w4 − 13w6 + 2w8)
´
−
6(1 − w2)3/2
“
4fe(−1 + w
2)2(12 − 28w2 + 55w4)(12 − 28w2 + 55w4) + 5(−24 + 24w2 + 169w4 + 96w6 + 5w10)
”
arcosh(w)+
2(1 − w2)3/2
`
−6fe(−1 + w2)2(12 − 28w2 + 55w4) + 25w2(−16 + 83w2 − 36w4 + 22w6 + w8)
´
arccos(w)+
18w(−1 + w2)2(130 + 265w2 + 60w4 − 5w6 + 4fe(−3 + 21w
2
− 26w4 + 8w6)) (arccos(w))2 − 54w2
p
1 − w2(5(13 + 20w2 − 4w4 + w6)+
6w(−1 + w2)2(−25(4 + 19w2 − 8w4 + 3w6) + 6fe(−3 + 21w2 − 26w4 + 8w6)) (arccos(w))
2
−
4fe(1 − 3w
4 + 2w6)) (arccos(w))3 + 2025(w3 + w5) (arccos(w))4)
18w2
p
1 − w2(−25(3 + 4w2 − 2w4 + w6) + 6fe(1− 3w4 + 2w6)) (arccos(w))3 − 675(w3 + w5) (arccos(w))4)
.
(H.2)
Lorsque ces cavités sont des ﬁssures, les porosités fks et f
µ
s se mettent sous la forme :
fks =
4αc
3pi − 4αc , (H.3)
fµs =
30αc
25pi − 12αc . (H.4)
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Annexe I
Calcul de l’intégrale I
I =
∫ 1
fs
∫ 1
ft
√
P˜ 2
y2
+
Q˜2
z2
+ R˜2 dz dy.
Les notations suivantes sont introduites :
B˜1 =
√
P˜ 2 + Q˜2 + R˜2, B˜2 =
√
P˜ 2 + f2s (Q˜
2 + R˜2), B˜3 =
√
Q˜2 + f2t (P˜
2 + R˜2)
B˜4 =
√
f2s Q˜
2 + f2t (P˜
2 + f2s R˜
2), B˜5 = P˜ Q˜R˜, A˜i = (P˜
2Q˜2 − R˜2B˜2i ), C˜i = 2B˜5B˜i, i = 1, 4,
K˜ = A˜1A˜4 − C˜1C˜4, L˜ = A˜1C˜4 − C˜1A˜4, M˜ = A˜2A˜3 − C˜2C˜3, N˜ = A˜2C˜3 + A˜3C˜2.
Une expression analytique de I est obtenue :
I = B˜1 − B˜2 − B˜3 + B˜4 + P˜ Q˜
2R˜
arcsin
(
L˜M˜ − N˜K˜
M˜2 + N˜2
)
+
+ln
[ Q˜+ B˜3
ft
(
Q˜+ B˜1
)
Q˜fs
(
ftP˜ + B˜3
)
ftP˜ + B˜4
(P˜ ft) P˜ + B˜2
fs
(
P˜ + B˜1
)
P˜ ft
(
fsQ˜+ B˜2
)
fsQ˜+ B˜4
(Q˜fs) ] .
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Annexe J
Démonstration : méthode sécante
modiﬁée pour un matériau poreux
saturé à matrice de Gurson
Cette annexe présente la méthode sécante modiﬁée (équivalente au principe variationnel de
Ponte Castañeda (1991), voir Suquet (1995) et Ponte Castañeda et Suquet (1998)) dans le cas où
les cavités sont sous pression : pression pb dans les cavités intragranulaires et pression pe dans les
cavités intergranulaires. La diﬀérence des pressions (pb− pe) est notée p. Le domaine total V
contient les cavités de porosité fe qui occupent le domaine ωe. La microstructure est telle que le
comportement eﬀectif est isotrope. La matrice de V (domaine M) suit le critère GTN rappelé en
3.1.4.
Pour des raisons de simplicité, la méthode sécante modiﬁée est d’abord mise en oeuvre avec 2
phases pour le composite linéaire de comparaison (une phase cavité correspondant à ωe et une
phase matrice) ce qui conduit aux modèles MSM (MSM sphérique et MSM ellipsoïdal) présentés
en 4.1.1, 4.3.1 et 5.3.1. Puis, la méthode sécante modiﬁée est mise en oeuvre avec N phases pour le
composite linéaire de comparaison ce qui conduit aux modèles MSMN (MSMN sphérique et MSMN
ellipsoïdal) présentés en 4.1.4, 4.3.4 et 5.3.3.
J.1 Modèles MSM (MSM sphérique et MSM ellipsoïdal)
Le problème à résoudre s’écrit (en taux de déformation homogène au bord) :
σ + pbI =
∂ϕG
∂e˙ (ε˙) dans la matrice
div(σ) = 0 dans V
σ ·N = −peN sur ∂ωe, N est la normale dirigée vers l’intérieur de ωe
u˙ = E˙ · x sur ∂V
La contrainte eﬀective Σ déduite de ce problème vaut 〈σ〉V . Comme précisé dans Leblond (2003),
le champ de contrainte σ est prolongé par −peI dans ωe. Ainsi, σ vériﬁe bien σ ·N = −peN sur
∂ωe et div(σ) = 0 dans V . Le champ de vitesse u˙ est prolongé dans ωe de façon à être de classe
C1 dans V .
La loi de comportement du problème donné ci-dessus peut s’écrire dans la matrice :
σ =
∂(ϕG(ε˙)− 3pbε˙m)
∂ε˙
. (J.1)
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Le principe variationnel (équations (2.13) et (2.21)) donne :
Φ(E˙, pb, pe) ≤ Φ+(E˙, pb, pe) = inf
v˙∈K(E˙)
1
|V |
(∫
M
(
ϕG(ε(v˙))− 3pbεm(v˙)
)
dx+
∫
ωe
σ : ε(v˙)dx
)
.
(J.2)
Etant donné que σ = −peI dans ωe, il vient :
Φ+(E˙, pb, pe) = infv˙∈K(E˙)(1− fe)
〈
ϕG(ε(v˙))− 3pbεm(v˙)
〉
M
− 3pefe〈εm(v˙)〉ωe
= inf
v˙∈K(E˙)(1− fe)
〈
ϕG(ε(v˙))− 3(pb − pe)εm(v˙)
〉
M
− 3peE˙m. (J.3)
Pour des raisons de simplicité, ε(v˙) est noté ε˙. Soit ϕp(ε˙) tel que :
ϕp(ε˙) = ϕ
G(ε˙)− 3pε˙m = ϕG(ε˙)− wo(ε˙) + wo(ε˙)− 3pε˙m. (J.4)
Le potentiel wo est le potentiel quadratique en taux de déformation de la matrice du "composite
linéaire de comparaison" (CLC). La matrice du CLC a un tenseur de raideur noté C1o. Le CLC est
pris de même géométrie que le milieu non linéaire.
ϕp(ε˙) ≤ sup
e˙
(
ϕG(e˙)−wo(e˙)
)
+ wo(ε˙)− 3pε˙m (J.5)
Soit V (C1o) :
V (C1o) = sup
e˙
(
ϕG(e˙)− wo(e˙)
)
. (J.6)
Ainsi :
〈ϕp(ε˙)〉M ≤
〈
V (C1o)
〉
M
+ 〈wo(ε˙)− 3pε˙m〉M . (J.7)
Vu que V est indépend de ε˙ :
inf
v˙∈K(E˙)
(〈ϕp〉M ) ≤
〈
V (C1o)
〉
M
+ inf
v˙∈K(E˙)
(〈wo(ε˙)− 3pε˙m〉M ) (J.8)
≤ inf
C
1
o>0
(
V (C1o) +
W homo (E˙, p)
1− fe
)
, (J.9)
avec :
W homo (E˙, p) = (1− fe) inf
v˙∈K(E˙)
(〈wo(ε˙)− 3pε˙m〉M ). (J.10)
J.1.1 Etude de W homo (E˙, p)
W homo (E˙, p) est le potentiel eﬀectif du problème suivant : une matrice de potentiel wo(ε˙)−3pε˙m
dans laquelle sont plongés des pores ωe sans pression interne. Le champ u˙ = E˙ ·x est appliqué sur
le bord du domaine total V . Dans la matrice, la loi de comportement s’écrit :
σ =
∂(wo(ε˙)− 3pε˙m)
∂ε˙
= C1o : ε˙− pI (J.11)
σ + pI = C1o : ε˙. (J.12)
C’est à dire que le problème s’écrit :
(Po)

σ + pI = C1o : ε˙ dans la matrice
div(σ) = 0 dans V
σ ·N = 0 ·N sur ∂ωe
u˙ = E˙ · x sur ∂V
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On eﬀectue le changement de variable σ∗ = σ + pI et on obtient le problème en posant p∗ = −p :
(P∗o )

σ∗ = C1o : ε˙ dans la matrice
div(σ∗) = 0 dans V
σ∗ ·N = −p∗ ·N sur ∂ωe
u˙ = E˙ · x sur ∂V
Aﬁn de déterminerW homo (E˙, p), il est necessaire de connaitre le potentiel eﬀectif d’un milieu poreux
élastique linéaire saturé. C’est l’objet de la section suivante.
J.1.2 Problème général du milieu poreux saturé élastique linéaire
Soit un milieu poreux dont la matrice est élastique linéaire. Le volume occupé par les pores est
noté |ωe|. Les pores sont sous pression p. Le volume total est noté |V |. Le problème s’écrit :
(P)

σ = Co : ǫ dans la matrice
div(σ) = 0 dans V
σ ·N = −p ·N sur ∂ωe
u = E · x sur ∂V
Par linéarité, l’énergie du problème (P) est une fonction quadratique par rapport à E et p. Nous
montrons dans ce paragraphe que l’énergie de (P) s’écrit sous la forme (voir aussi Dormieux et al.
(2006)) :
E = |V |
2
E : Chom : E − |V |pB : E − |V |
2
p2
M
, (J.13)
où les quantités B et 1M sont explicités dans la suite.
Le théorème de superposition permet de décomposer ce problème en deux sous problèmes :
(P ′)

σ
′
= Co : ǫ
′
dans la matrice
div(σ
′
) = 0 dans V
σ
′ ·N = 0 ·N sur ∂ωe
u = E · x sur ∂V
+ (P ′′)

σ
′′
= Co : ǫ
′′
dans la matrice
div(σ
′′
) = 0 dans V
σ
′′ ·N = −p ·N sur ∂ωe
u = 0 sur ∂V
Le volume occupé par la matrice est noté |M | = |V − ωe|.〈
σ
′
〉
V
=
1
|V |
∫
M
σ
′
(x)dx = Chom : E (J.14)
Le problème (P ′′) étant linéaire, un tenseur d’ordre 2, appelé B, tenseur de Biot, est introduit :〈
σ
′′
〉
V
= −pB. (J.15)
Le tenseur B se détermine comme ceci : le théorème de Hill est d’abord appliqué deux fois.〈
σ
′′
: ǫ
′
〉
V
=
〈
σ
′′
〉
V
:
〈
ǫ
′
〉
V
= −pB : E (J.16)
et : 〈
ǫ
′′
: σ
′
〉
V
=
〈
ǫ
′′
〉
V
:
〈
σ
′
〉
V
= 0. (J.17)
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La dernière égalité vient du fait que
〈
ǫ
′′
〉
V
= 0.
Vu que σ
′′
= Co : ǫ
′′
dans M et que σ
′′
est prolongé par −pI dans ωe, cela donne :〈
σ
′′
: ǫ
′
〉
V
=
1
|V |
(∫
M
ǫ
′′
: Co : ǫ
′
+
∫
ωe
−pTr(ǫ′)
)
. (J.18)
De plus : ∫
M
ǫ
′′
: Co : ǫ
′
=
∫
M
ǫ
′′
: σ
′
car σ
′
= Co : ǫ
′
dans M
=
∫
V
ǫ
′′
: σ
′ −
∫
ωe
ǫ
′′
: σ
′
= −
∫
ωe
ǫ
′′
: σ
′
équation (J.17)
= 0 car σ
′
= 0 dans ωe.
(J.19)
Les équations (J.18) et (J.19) donnent :〈
σ
′′
: ǫ
′
〉
V
=
1
|V |
(∫
ωe
−pTr(ǫ′)
)
= −pfe 1|ωe|
∫
ωe
ǫ
′
: I = −pfe〈E : A : I〉ωe = −pfeE : 〈A : I〉ωe .
(J.20)
A est le tenseur de localisation : ǫ
′
(x) = A(x) : E. Les équations (J.16) et (J.20) donnent :
−pB : E = −pfeE : 〈A : I〉ωe (J.21)
B = fe〈A : I〉ωe . (J.22)
De plus :
Chom = (1− fe)Co : 〈A〉M ⇔ 〈A〉M =
1
1− fe (Co)
−1 : Chom. (J.23)
(1− fe)〈A〉M + fe〈A〉ωe = ID ⇔ fe〈A〉ωe = ID − (1− fe)〈A〉M (J.24)
fe〈A〉ωe = ID − (Co)−1 : Chom. (J.25)
Ainsi :
B = I :
(
ID − (Co)−1 : Chom
)
Tenseur de Biot. (J.26)
Si le milieu est isotrope (matrice isotrope et distribution isotrope des pores) :
B = bI, avec b = 1− k
hom
ko
. (J.27)
ko est le coeﬃcient de compressibilité de la matrice.
L’énergie totale du problème (P ′′) s’écrit :
E ′′ = 1
2
∫
M
ǫ
′′
: Co : ǫ
′′
+
∫
ωe
(−p)Tr(ǫ′′). (J.28)
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Or :
1
2
∫
M
ǫ
′′
: Co : ǫ
′′
=
1
2
∫
M
σ
′′
: ǫ
′′
car σ
′′
= Co : ǫ
′′
dans M
=
1
2
∫
V
σ
′′
: ǫ
′′ − 1
2
∫
ωe
σ
′′
: ǫ
′′
=
1
2
∫
V
σ
′′
:
∫
V
ǫ
′′
+
1
2
∫
ωe
pTr(ǫ
′′
) lemme de Hill et σ
′′
= −pI dans ωe
=
1
2
∫
ωe
pTr(ǫ
′′
) car
〈
ǫ
′′
〉
V
= 0.
(J.29)
D’après (J.28) :
E ′′ = −1
2
∫
ωe
pTr(ǫ
′′
). (J.30)
Par linéarité de (P ′′), il existe a tel que : ǫ′′ = −ap. Alors :
E ′′ = 1
2
p2
∫
ωe
a : I (J.31)
De plus : 〈
ǫ
′′
〉
V
= 0 = fe(−p)〈a〉ωe + (1− fe)(−p)〈a〉M . (J.32)
D’où : 〈
σ
′′
〉
V
= −pB d’après (J.15)
= (1− fe)
〈
Co : ǫ
′′
〉
M
+ fe(−pI)
= (1− fe)Co : 〈−ap〉M − fepI.
(J.33)
−B = −(1− fe)Co : 〈a〉M − feI (J.34)
(1− fe)〈a〉M = (Co)−1 : (B − feI) . (J.35)
D’après (J.32) :
〈a〉ωe =
1
fe
(
(Co)
−1 : (feI −B)
)
. (J.36)
Cela donne :
E ′′ = 12p2
∫
ωe
a : I = 12p
2|ωe| 1|ωe|
∫
ωe
a : I = 12p
2|ωe| 1fe
(
(Co)
−1 : (feI −B)
)
: I
= 12p
2|V |
(
(Co)
−1 : (feI −B)
)
: I = −12 p
2
M |V,
(J.37)
avec :
1
M
= I : (Co)
−1 : (B − feI) Module de Biot. (J.38)
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L’énergie totale du problème s’écrit :
E = 1
2
∫
M
ǫ : Co : ǫ+
∫
ωe
(−p)Tr(ǫ). (J.39)
De plus, vu que ǫ = ǫ
′
+ ǫ
′′
et σ = σ
′
+ σ
′′
:
E = 1
2
∫
M
(ǫ
′
+ ǫ
′′
) : (σ
′
+ σ
′′
)−
∫
ωe
pTr(ǫ
′
)−
∫
ωe
pTr(ǫ
′′
)
=
1
2
∫
M
ǫ
′
: σ
′ −
∫
ωe
pTr(ǫ
′
)
+
1
2
∫
M
ǫ
′′
: σ
′′ −
∫
ωe
pTr(ǫ
′′
) +
1
2
(∫
M
ǫ
′
: σ
′′
+
∫
M
ǫ
′′
: σ
′
) (J.40)
∫
M
ǫ
′′
: σ
′
=
∫
V
ǫ
′′
: σ
′
car σ
′
= 0 dans ωe
=
∫
V
ǫ
′′
:
∫
V
σ
′
lemme de Hill
= 0 car
〈
ǫ
′′
〉
V
= 0
=
∫
M
ǫ
′′
: Co : ǫ
′
car σ
′
= Co : ǫ
′
dans M
=
∫
M
σ
′′
: ǫ
′
car σ
′′
= Co : ǫ
′′
dans M.
(J.41)
Les équations (J.40), (J.41) et (J.28) (avec σ
′′
= Co : ǫ
′′
dans M) donnent :
E = 1
2
∫
M
ǫ
′
: σ
′ −
∫
ωe
pTr(ǫ
′
) + E ′′
=
1
2
∫
V
ǫ
′
: σ
′ −
∫
ωe
pTr(ǫ
′
) + E ′′ car σ′ = 0 dans ωe.
(J.42)
Les équations (J.37), (J.42) et 1|V |
∫
V ǫ
′
: σ
′
= E : Chom : E donnent :
E = |V |
2
E : Chom : E −
∫
ωe
pTr(ǫ
′
)− 1
2
p2
M
|V |. (J.43)
Les relations ǫ
′
(x) = A(x) : E puis 〈A〉M = 11−fe (Co)
−1 : Chom puis B = fe〈A : I〉ωe sont
utilisées pour écrire :∫
ωe
Tr(ǫ
′
) =
∫
V
Tr(ǫ
′
)−
∫
M
Tr(ǫ
′
) = |V |Tr(E)−
∫
M
E : A : I
= |V |Tr(E)−E : |M |〈A : I〉M = |V |Tr(E)− |V |(1− fe)E : 〈A〉M : I
= |V |Tr(E)− |V |E :
(
(Co)
−1 : Chom
)
: I = |V |E :
(
ID − (Co)−1 : Chom
)
: I
= |V |E : B = |V |B : E.
(J.44)
Au ﬁnal :
E = |V |
2
E : Chom : E − |V |pB : E − |V |
2
p2
M
. (J.45)
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J.1.3 Energie du problème (Po)
L’énergie du problème (Po), notée Eo, est la même que celle du problème (P∗o ) (un simple
changement de variable a permis d’établir (P∗o ) à partir de (Po)).
Eo = 1
2
∫
M
ε˙ : C1o : ε˙−
∫
ωe
p∗ Tr(ε˙) =
1
2
∫
M
ε˙ : C1o : ε˙−
(∫
V
p∗Tr(ε˙)−
∫
M
p∗Tr(ε˙)
)
=
∫
M
wo(ε˙) +
∫
V
pTr(ε˙)−
∫
M
pTr(ε˙) =
∫
M
wo(ε˙) + pTr(E˙)|V | −
∫
M
pTr(ε˙)
=
∫
M
(wo(ε˙)− pTr(ε˙)) + |V |pTr(E˙) = |M |〈wo(ε˙)− pTr(ε˙)〉M + |V |pTr(E˙)
(J.46)
Or :
Eo = 1
2
|V |E˙ : Chomo : E˙ − |V |p∗B : E˙ −
1
2
|V |(p
∗)2
M
(J.47)
D’où :
〈wo(ε˙)− pTr(ε˙)〉M =
( Eo
|V | − pTr(E˙)
)
1
1− fe
=
(
1
2
E˙ : Chomo : E˙ − p∗B : E˙ −
1
2
(p∗)2
M
− pTr(E˙)
)
1
1− fe
=
(
1
2
E˙ : Chomo : E˙ + pB : E˙ −
1
2
p2
M
− pTr(E˙)
)
1
1− fe
=
(
1
2
E˙ : Chomo : E˙ + p (B − I) : E˙ −
1
2
p2
M
)
1
1− fe .
(J.48)
Le potentiel W homo (E˙, p) s’écrit donc :
W homo (E˙, p) = (1− fe) inf
v˙∈K(E˙)
(〈wo(ε(v˙))− 3pεm(v˙)〉M )
=
1
2
E˙ : Chomo : E˙ + p (B − I) : E˙ −
1
2
p2
M
.
(J.49)
J.1.4 Ecriture de la méthode sécante modifiée
D’après l’inéquation (J.9), les conditions d’optimalité par rapport à C1o sont les suivantes :
∂V
∂C1o
+
∂
∂C1o
(
1
2(1− fe)E˙ : C
hom
o : E˙
)
+
p
1− fe
∂B : E˙
∂C1o
− 1
2(1 − fe)p
2∂
(
1
M
)
∂C1o
= 0. (J.50)
Cette inéquation peut se réécrire en :
inf
v˙∈K(E˙)
〈ϕp〉M ≤ inf
C
1
o>0
(
V
(
C1o
)
+ inf
v˙∈K(E˙)
〈wo(ε˙)− 3pε˙m〉M
)
≤ inf
C
1
o>0
(
V
(
C1o
)
+ inf
v˙∈K(E˙)
〈
C1o :: E˙− 3pε˙m
〉
M
)
.
(J.51)
Le tenseur E˙ est un tenseur d’ordre 4 et vaut 12 ε˙⊗ ε˙.
inf
v˙∈K(E˙)
〈ϕp〉M ≤ inf
C
1
o>0
(
V
(
C1o
)
+ inf
v˙∈K(E˙)
(
C1o ::
¯˙
E
(1) − 3p〈ε˙m〉M
))
≤ inf
C
1
o>0
(
V
(
C1o
)
+C1o ::
¯˙
E
(1)(u˙)− 3p〈εm(u˙)〉M
) (J.52)
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Le tenseur
¯˙
E
(1) représente la moyenne volumique de E˙ sur la phase 1, c’est à dire la phase matrice.
Le champ de vitesse u˙ est le champ solution. Les conditions d’optimalité par rapport à C1o s’écrivent
donc :
¯˙
E
(1) = −∂V
(
C1o
)
∂C1o
. (J.53)
Les conditions d’optimalité par rapport à C1o donnent donc en utilisant (J.50) et (J.53) :
¯˙
E
(1) =
∂
∂C1o
(
1
2(1− fe)E˙ : C
hom
o : E˙
)
+
p
1− fe
∂B : E˙
∂C1o
− 1
2(1− fe)p
2∂
(
1
M
)
∂C1o
(J.54)
V
(
C1o
)
= sup
D˙
(
ϕG(D˙)− wo(D˙)
)
= − inf
D˙
(
wo(D˙)− ϕG(D˙)
)
. (J.55)
Cela permet d’exhiber le dual de V :
V∗(D˙) = −ϕG(D˙). (J.56)
L’équation (J.53) donne :
C1o =
∂ϕG
∂D˙
(
¯˙
E
(1)). (J.57)
J.1.5 Récapitulatif pour la méthode sécante modifiée
Le système non linéaire d’équation à résoudre est le suivant :
¯˙
E
(1) =
∂
∂C1o
(
1
2(1− fe)E˙ : C
hom
o : E˙
)
+
p
1− fe
∂B : E˙
∂C1o
− 1
2(1 − fe)p
2 ∂
(
1
M
)
∂C1o
C1o =
∂ϕG
∂D˙
(
¯˙
E
(1))
(J.58)
Lorsque C1o vériﬁe ces deux équations, alors :
Φ+(E˙, pb, pe) ≤ Φ++(E˙, pb, pe), avec (J.59)
Φ++(E˙, pb, pe) = (1− fe)
(
V
(
C1o
)
+ 11−fe
1
2E˙ : C
hom
o : E˙ +
p
1−fe (B − I) : E˙ − 12(1−fe)
p2
M
)
−3peE˙m
(J.60)
et :
Σ ≈ ∂Φ
++
∂E˙
(E˙, pb, pe) = C
hom
o : E˙ + p (B − I)− peI. (J.61)
Les termes de ces équations doivent être explicités.
Pour le problème traité, B et Chomo sont isotropes.
Soit A un scalaire. Soit C un tenseur d’ordre 4 isotrope, C = 3kJ + 2µK.
∂A
∂C
=
∂A
∂k
∂k
∂C
+
∂A
∂µ
∂µ
∂C
et
∂A
∂C
=
∂A
∂k
1
3
J +
∂A
∂µ
1
10
K (J.62)
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Les relations 23J ::
¯˙
D
(1) =
〈
(d˙m)
2
〉
M
et 43K ::
¯˙
D
(1) =
〈
(d˙eq)
2
〉
M
sont utilisées. Les notations
suivantes sont introduites (valables dans cette section uniquement) :
A = 12(1−fe)E˙ : Chomo : E˙ = 12(1−fe)
(
9khomo (E˙m)
2 + 3µhomo (E˙eq)
2
)
A′ = B : E˙
A′′ = 1M .
(J.63)
Deplus, il est rappelé que : J :: J = 1, K :: K = 5 et J :: K = 0. Ces indications permettent de
déterminer
〈
(ε˙m)
2
〉
M
et
〈
(ε˙eq)
2
〉
M
sous la forme :
〈
(ε˙m)
2
〉
M
=
1
(1− fe)
∂khomo
∂k1o
(E˙m)
2 +
1
3(1 − fe)
∂µhomo
∂k1o
(E˙eq)
2 +
2p
3(1− fe)E˙m
∂b
∂k1o
− p
2
9(1− fe)
∂A′′
∂k1o
(J.64)
〈
(ε˙eq)
2
〉
M
=
3
(1− fe)
∂khomo
∂µ1o
(E˙m)
2 +
1
(1− fe)
∂µhomo
∂µ1o
(E˙eq)
2 +
2p
(1− fe) E˙m
∂b
∂µ1o
− p
2
3(1− fe)
∂A′′
∂µ1o
.
(J.65)
Le fait que b = 1 − khomo
k1o
et que A′′ = b−fe
k1o
permet d’exprimer plus simplement
〈
(ε˙eq)
2
〉
M
et〈
(ε˙m)
2
〉
M
:
〈
(ε˙eq)
2
〉
M
=
1
(1− fe)
∂µhomo
∂µ1o
(E˙eq)
2 +
3
(1− fe)
∂khomo
∂µ1o
(
E˙m − p
3k1o
)2
(J.66)
〈
(ε˙m)
2
〉
M
=
1
3(1 − fe)
∂µhomo
∂k1o
(E˙eq)
2 +
1
1− fe
∂khomo
∂k1o
(
E˙m − p
3k1o
)2
+
2p
3(1− fe)E˙m
khomo
(k1o)
2
− p
2
(k1o)
29(1 − fe)
(
2khomo
k1o
− 1 + fe
)
.
(J.67)
Il est donc nécessaire de connaître :
∂khomo
∂k1o
,
∂khomo
∂µ1o
,
∂µhomo
∂k1o
,
∂µhomo
∂µ1o
.
Remarque J.1 (Particularité de la borne supérieure de Hashin et Shtrikman (1963))
Pour la borne supérieure de Hashin et Shtrikman (1963), les relations :
∂khomo
∂µ1o
= −(k1o)2
∂A′′
∂µ1o
= −k1o
∂b
∂µ1o
(J.68)
et
∂khomo
∂k1o
=
∂A′′
∂k1o
(
− 1
f2e 9
)
16(µ1o)
2 =
∂b
∂k1o
(
1
12feµ1o
)
16(µ1o)
2 (J.69)
permettent de réécrire plus simplement
〈
(ε˙m)
2
〉
M
et
〈
(ε˙eq)
2
〉
M
:
〈
(ε˙eq)
2
〉
M
=
1
(1− fe)
∂µhomo
∂µ1o
(E˙eq)
2 +
∂khomo
∂µ1o
3
(1− fe)
(
E˙m − p
3k1o
)2
(J.70)
〈
(ε˙m)
2
〉
M
=
1
3(1− fe)
∂µhomo
∂k1o
(E˙eq)
2 +
1
(1− fe)
∂khomo
∂k1o
(
E˙m +
pfe
4µ1o
)2
. (J.71)
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Il ne reste plus qu’à expliciter le terme C1o =
∂ϕG
∂D˙
(
¯˙
E
(1)).
∂ϕG
∂D˙
=
∂ϕG
∂d˙m
∂d˙m
∂D˙
+
∂ϕG
∂d˙eq
∂d˙eq
∂D˙
(J.72)
Or D˙ = 12 d˙⊗ d˙, (d˙m)2 = 23J :: D˙ et (d˙eq)2 = 43K :: D˙. D’où :
∂ϕG
∂D˙
(E˙) = σ0
∫ 1
q1fb
(
4ε˙2m
y2
+
ε˙2eq
q3
)− 1
2
4
y2
ε˙mdy
1
3ε˙m
J + σ0
∫ 1
q1fb
(
4ε˙2m
y2
+
ε˙2eq
q3
)− 1
2 (
1
q3
ε˙eq
)
dy
2
3ε˙eq
K
= σ0
∫ 1
q1fb
(
4ε˙2m
y2
+
ε˙2eq
q3
)− 1
2
4
3y2
dyJ + σ0
∫ 1
q1fb
(
4ε˙2m
y2
+
ε˙2eq
q3
)− 1
2 (
2
3q3
)
dyK
= AJ + BK.
(J.73)
Avec, après calculs :
A =
2
3
σ0
1√
(ε˙m)2
(
−Arcsinh
(
2
√
(ε˙m)2
(ε˙eq)2
q3
)
+Arcsinh
(
2
fqb
√
(ε˙m)2
(ε˙eq)2
q3
))
(J.74)
B =
2
3
σ0
(ε˙eq)2
(√
4(ε˙m)2 +
(ε˙eq)2
q3
− fqb
√
4(ε˙m)2
(fqb)2
+
(ε˙eq)2
q3
)
. (J.75)
Le tenseur C1o = 3k
1
oJ + 2µ
1
oK est ainsi réactualisé avec k
1
o =
1
3A et µ
1
o =
1
2B.
J.2 Modèle MSMN sphérique
Le cas des cavités sphériques est traité ici. Le composite linéaire de comparaison possède cette
fois N phases. Cela permet de mieux prendre en compte l’hétérogénéité de E˙ dans la matrice.
L’équation (J.3) est toujours valable. Le domaine M = V − ωe est découpé en (N − 1) phases
Ωi (i variant de 2 à N). La fraction volumique de chaque phase Ωi est notée fi.
Φ+(E˙, pb, pe) = inf v˙∈K(E˙)
(∑i=N
i=2 fi
〈
ϕG(ε(v˙))− 3pεm(v˙)
〉
Ωi
)
− 3peE˙m
= inf
v˙∈K(E˙)
(∑i=N
i=2 fi
〈
ϕip(ε(v˙))
〉
Ωi
)
− 3peE˙m
(J.76)
ϕip(ε˙) = ϕ
G(ε˙)− 3pε˙m = ϕG(ε˙)− wio(ε˙) + wio(ε˙)− 3pε˙m. (J.77)
Le potentiel wio est le potentiel en taux de déformation de la phase i du CLC. La phase i du CLC
a pour tenseur de raideur Cio (des modules de compressibilité et de cisaillement k
i
o et µ
i
o).
Soit :
V (i) = sup
e˙
(
ϕG(e˙)− wio(e˙)
)
. (J.78)
Dans chaque phase 2 ≤ i ≤ N :
ϕip(ε˙) ≤ V (i) + wio(ε˙)− 3pε˙m (J.79)
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〈
ϕip(ε˙)
〉
Ωi
≤ V (i) + 〈wio(ε˙)− 3pε˙m〉Ωi . (J.80)
Φ+(E˙, pb, pe) + 3peE˙m = inf
v˙∈K(E˙)
(
i=N∑
i=2
fi
〈
ϕip(ε˙)
〉
Ωi
)
≤ inf
v˙∈K(E˙)
(
i=N∑
i=2
fi
(
V (i) +
〈
wio(ε˙)− 3pε˙m
〉
Ωi
))
≤
i=N∑
i=2
fiV
(i) + inf
v˙∈K(E˙)
(
i=N∑
i=2
fi
〈
wio(ε˙)− 3pε˙m
〉
Ωi
)
=
i=N∑
i=2
fiV
(i) +W homo (E˙, p)
≤ inf
C
i
o>0, 2≤i≤N
((
i=N∑
i=2
fiV
(i)
)
+W homo (E˙, p)
)
.
(J.81)
J.2.1 Etude de W homo (E˙, p)
W homo (E˙, p) est le potentiel eﬀectif du problème suivant : des pores ωe sans pression interne
plongés dans un matériau contenant N−1 phases de potentiels wio(ε˙)−3pε˙m (2 ≤ i ≤ N). Le champ
u˙ = E˙ · x est appliqué sur le bord de V . Dans chaque phase 2 ≤ i ≤ N , la loi de comportement
s’écrit :
σ = Cio : ε˙− pI (J.82)
σ + pI = Cio : ε˙ (J.83)
C’est à dire que le problème s’écrit :
(PNo )

σ + pI = Cio : ε˙ dans chaque phase 2 ≤ i ≤ N
div(σ) = 0 dans V
σ ·N = 0 ·N sur ∂ωe
u˙ = E˙ · x sur ∂V
Le changement de variable suivant σ∗ = σ + pI donne le problème en posant p∗ = −p :
(PN∗o )

σ∗ = Cio : ε˙ dans chaque phase 2 ≤ i ≤ N
div(σ∗) = 0 dans V
σ∗ ·N = −p∗ ·N sur ∂ωe
u˙ = E˙ · x sur ∂V
J.2.2 Problème général du milieu poreux saturé élastique linéaire multiphases
Energie totale Soit un milieu poreux dont la matrice est élastique linéaire constituée de N − 1
phases. Le volume occupé par les pores est noté |ωe|. Les pores sont sous pression p. Le volume
total est noté |V |. Chaque phase i (2 ≤ i ≤ N) occupe un volume |Ωi|. La fraction volumique de
chaque phase i est notée fi. La fraction volumique des pores est notée fe. Le problème s’écrit :
(PN )

σ = Cio : ε dans chaque phase 2 ≤ i ≤ N
div(σ) = 0 dans V
σ ·N = −p ·N sur ∂ωe
u = E · x sur ∂V
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Le théorème de superposition permet de décomposer ce problème en deux sous problèmes :
(PN ′)

σ
′
= Cio : ε
′
dans chaque phase 2 ≤ i ≤ N
div(σ
′
) = 0 dans V
σ
′ ·N = 0 ·N sur ∂ωe
u
′
= E · x sur ∂V
+ (PN ′′)

σ
′′
= Cio : ε
′′
dans chaque phase 2 ≤ i ≤ N
div(σ
′′
) = 0 dans V
σ
′′ ·N = −p ·N sur ∂ωe
u
′′
= 0 sur ∂V
Le volume sans les pores est noté |M | = |V − ωe|.
Les équations (J.14) à (J.22) puis (J.28) à (J.30) puis (J.39) à (J.42) sont toujours valides (Co
devient Co(x) = C
i
o dans chaque phase i).
Au ﬁnal, l’énergie totale du problème (PN ) s’écrit :
E = |V |
2
E : Chom : E −
∫
ωe
ptr(ε
′
)− 1
2
∫
ωe
pTr(ε
′′
). (J.84)
Le module Chom provient du problème (PN ′) (le problème drainé). L’estimation auto-cohérente de
Hervé et Zaoui (1993) est utilisée pour Chom. L’analyse de Hervé et Zaoui (1993) est reprise aﬁn
de déterminer les termes en pression issus du problème (PN ′) (− ∫ωe ptr(ε′)) et du problème (PN ′′)
(−12
∫
ωe
pTr(ε
′′
)).
Terme en pression du problème (PN ′) Le but de cette partie est de déterminer le coeﬃcient
E ′ = − ∫ωe ptr(ε′) = −p|ωe|〈Tr(ε′)〉ωe nécessaire à l’expression de l’énergie (J.84). Il faut donc
déterminer la moyenne sur la phase 1 de la trace de la déformation. Le travail de Hervé et Zaoui
(1993) est repris (voir Annexe F). D’après ces auteurs :〈
Tr(ε
′
)
〉
Ω1=ωe
=
Tr(E)
Q
(N)
11
. (J.85)
Par conséquent :
E ′
|V | = −pf1
Tr(E)
Q
(N)
11
. (J.86)
Par analogie avec l’expression (J.45), on en déduit un "terme de Biot" b :
b =
f1
Q
(N)
11
. (J.87)
Terme en pression du problème (PN ′′) Le but de cette partie est de déterminer le coeﬃcient
E ′′ = −12
∫
ωe
pTr(ε
′′
) = −12p
∫
∂ωe
u
′′ · ndS. Le vecteur n est ici la normale extérieure à ωe. Il faut
déterminer le déplacement sur la boule ωe pour ce problème :
σ
′′
= Cio : ε
′′
dans chaque phase 2 ≤ i ≤ N
div(σ
′′
) = 0 dans V
σ
′′ · n = −p · n sur ∂ωe
u
′′
= 0 sur ∂V
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Comme dans Hervé et Zaoui (1993) dans le cas du chargement hydrostatique, le champ de dépla-
cement est recherché dans chaque couche sous la forme (en coordonnées sphériques) : u
′′
= u
′′
rer,
avec :
u
′′
r =
(
Air +
Bi
r2
)
. (J.88)
La déformation dans chaque couche s’écrit :
ε
′′
=
 Ai − 2Bir3 0 00 Ai + Bir3 0
0 0 Ai +
Bi
r3
 . (J.89)
Les coeﬃcients non nuls de σ
′′
sont :
• σ′′rr = 3kioAi −
4µioBi
r3
• σ′′θθ = σ
′′
φφ = 3k
i
oAi +
2µioBi
r3
.
La phase 1 est vide. La continuité des u
′′
r à chaque interface r = Ri s’écrit :
AiRi +
Bi
R2i
= Ai+1Ri +
Bi+1
R2i
(J.90)
pour 2 ≤ i ≤ N .
La continuité des σ
′′
rr à chaque interface r = Ri s’écrit :
3kioAi −
4µioBi
R3i
= 3ki+1o Ai+1 −
4µi+1o Bi+1
R3i
(J.91)
pour 2 ≤ i ≤ N − 1 et :
3kNo AN −
4µNo BN
R3N
= 3khomAN+1 − 4µ
homBN+1
R3N
− bhomp. (J.92)
En r = R1, σ
′′
rr = −p d’où :
3k2oA2 −
4µ2oB2
R31
= −p. (J.93)
A l’inﬁni, u
′′
= 0. Cela impose que :
AN+1 = 0. (J.94)
Pour 2 ≤ i ≤ N − 1, les équations (J.90) et (J.91) donnent :(
Ri
1
R2i
3kio
−4µio
R3i
)
·
(
Ai
Bi
)
=
(
Ri
1
R2i
3ki+1o
−4µi+1o
R3i
)
·
(
Ai+1
Bi+1
)
. (J.95)
Il est noté : Mi =
(
Ai
Bi
)
. La relation précédente permet de déﬁnir Ni tel que : Mi+1 = NiMi.
Cela donne pour 2 ≤ i ≤ N − 1 :
Mi+1 = HiM2 (J.96)
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avec : Hi = Ni · ... ·N2. Les relations (J.90) (avec i = N), (J.92) et (J.94) donnent : RN
1
R2N
3kNo
−4µNo
R3N
 ·( ANBN
)
=
 RN
1
R2N
3khom
−4µhom
R3N
 · ( 0BN+1
)
+
(
0
−bhomp
)
. (J.97)
Ji(r) est déﬁni par :
Ji(r) =
 r 1r2
3kio
−4µio
r3
 . (J.98)
D’où :
JN (RN ) ·HN−1 ·
 −p3k2o + 4µ
2
oB2
3R31k
2
o
B2
 = JN+1(RN ) ·( 0BN+1
)
+
(
0
−bhomp
)
. (J.99)
C’est un problème à deux équations et trois inconnues (B2, BN+1 et b
hom). La condition d’auto-
cohérence permet d’obtenir une troisième équation.
La même condition d’auto-cohérence que celle utilisée par Hervé et Zaoui (1993) est utilisée, à
savoir (Ω est la boule unité et Eo la déformation imposée à l’inﬁni nulle dans ce cas) :〈
Tr(ε
′′
)
〉
Ω
= Tr(Eo) = 0. (J.100)
D’où : 〈
Tr(ε
′′
)
〉
Ω
= 0 =
∫
∂Ω
u
′′ · ndS = 4piR2N
(
BN+1
R2N
)
. (J.101)
D’où BN+1 = 0. Le déplacement est nul dans la couche N + 1.
Comme condition d’auto-cohérence, il est aussi naturel de poser :
σ
′′
rr(r = RN ) = −pbhom. (J.102)
Ainsi :
−4µ
hom
R3N
BN+1 − pbhom = −pbhom. (J.103)
D’où BN+1 = 0. Le déplacement est nul dans la couche N + 1. On obtient la même condition.
Le système d’équation à résoudre s’écrit d’après (J.99) :
JN (RN ) ·HN−1 ·
 −p3k2o + 4µ
2
oB2
3R31k
2
o
B2
 = ( 0−bhomp
)
. (J.104)
Soit L = JN (RN ) ·HN−1. Le système (J.104) donne :
B
′′
2 =
B2
p
=
L11
3k2o
1
L12 + L11
4µ2o
3R31k
2
o
. (J.105)
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On a donc :
A
′′
2 =
A2
p
= − 1
3k2o
+
(
4µ2o
3R31k
2
o
)
L11
3k2o
1
L12 + L11
4µ2o
3R31k
2
o
. (J.106)
Il est désormais possible d’exprimer totalement l’énergie :
E ′′ = −1
2
p4piR21u
′′
r (R1) = −
1
2
p24piR21
(
A
′′
2R1 +
B
′′
2
R21
)
. (J.107)
Par analogie avec l’équation (J.45), on en déduit un "terme de Biot" du type 1M :
1
M
= 3f1
(
A
′′
2 +
B
′′
2
R31
)
. (J.108)
Récapitulatif pour l’énergie totale de (PN ) Au ﬁnal, l’énergie totale (J.84) s’écrit :
E
|Ω| =
9
2
khomE2m +
3
2
µhomE2eq − 3pbEm −
1
2
p2
M
(J.109)
avec :
• khom donné par l’équation (F.2)
• µhom donné par l’équation (F.5)
• b donné par l’équation (J.87)
• 1M donné par l’équation (J.108).
J.2.3 Energie du problème (PNo )
Les équations (J.46) à (J.48) sont toujours valables (en remplacant C1o par C
1
o(x) = C
i
o et wo
par wo(x) = w
i
o dans chaque phase i).
Le potentiel W homo (E˙, p) s’écrit donc :
W homo (E˙, p) =
(
1
2
E˙ : Chomo : E˙ + p (B − I) : E˙ −
1
2
p2
M
)
. (J.110)
J.2.4 Ecriture de la méthode sécante modifiée
D’après l’inéquation (J.81), les conditions d’optimalité par rapport à Cio sont les suivantes pour
2 ≤ i ≤ N :
∂V (i)
∂Cio
+
∂
∂Cio
(
1
2(fi)
E˙ : Chomo : E˙
)
+
p
fi
∂B : E˙
∂Cio
− 1
2(fi)
p2
∂
(
1
M
)
∂Cio
= 0. (J.111)
Cette inéquation peut se réécrire en :
Φ+(E˙, pb, pe) + 3peE˙m ≤ inf
C
i
o>0, 2≤i≤N
(
i=N∑
i=2
fiV
(i) + inf
v˙∈K(E˙)
(
i=N∑
i=2
fi
〈
wio(ε(v˙))− 3pεm(v˙)
〉
Ωi
))
≤ inf
C
i
o>0, 2≤i≤N
(
i=N∑
i=2
fiV
(i) + inf
v˙∈K(E˙)
(
i=N∑
i=2
fi
〈
Cio :: E˙(v˙)− 3pεm(v˙)
〉
Ωi
))
.
(J.112)
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Le tenseur E˙ est un tenseur d’ordre 4 et vaut 12 ε˙⊗ ε˙.
Φ+(E˙, pb, pe) + 3peE˙m ≤ inf
C
i
o>0, 2≤i≤N
(
i=N∑
i=2
fiV
(i) + inf
v˙∈K(E˙)
(
i=N∑
i=2
fiC
i
o ::
¯˙
E
(i)(v˙)− 3p〈εm(v˙)〉Ωi
))
≤ inf
C
i
o>0, 2≤i≤N
(
i=N∑
i=2
fiV
(i) +
i=N∑
i=2
fiC
i
o ::
¯˙
E
(i)(u˙)− 3p〈εm(u˙)〉Ωi
)
(J.113)
Le tenseur
¯˙
E
(i) représente la moyenne volumique de E˙ sur la phase i. Le champ de vitesse u˙ est le
champ solution. Les conditions d’optimalité par rapport à Cio s’écrivent donc :
¯˙
E
(i) = −∂V
(i)
∂Cio
. (J.114)
Les conditions d’optimalité par rapport à Cio donnent donc en utilisant (J.111) et (J.114) :
¯˙
E
(i) =
∂
∂Cio
(
1
2fi
E˙ : Chomo : E˙
)
+
p
fi
∂B : E˙
∂Cio
− 1
2fi
p2
∂
(
1
M
)
∂Cio
. (J.115)
La démonstration sur le dual de V (i) est la même que celle faite pour V dans le cas du biphasé
(voir les équations (J.55) à (J.57)). Cela permet d’écrire :
Cio =
∂ϕG
∂D˙
(
¯˙
E
(i)). (J.116)
J.2.5 Récapitulatif pour la méthode sécante modifiée à N phases
Le système d’équation à résoudre est le suivant :
¯˙
E
(i) =
∂
∂Cio
(
1
2fi
E˙ : Chomo : E˙
)
+
p
fi
∂B : E˙
∂Cio
− 1
2fi
p2
∂
(
1
M
)
∂Cio
Cio =
∂ϕG
∂D˙
(
¯˙
E
(i))
(J.117)
Lorsque Cio vériﬁe ces deux équations, alors :
Φ+(E˙, pb, pe) ≤ Φ++(E˙, pb, pe), (J.118)
avec :
Φ++(E˙, pb, pe) =
i=N∑
i=2
fiV
(i) +
(
1
2
E˙ : Chomo : E˙ + p (B − I) : E˙ −
1
2
p2
M
)
− 3peE˙m (J.119)
et :
Σ ≈ ∂Φ
++
∂E˙
(E˙, pb, pe) = C
hom
o : E˙ + p (B − I)− peI. (J.120)
Les termes de ces équations doivent être explicités.
Pour le problème traité, B et Chomo sont isotropes.
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Les équations (J.64) et (J.65) sont toujours valables (il suﬃt de remplacer M par Ωi, l’indice 1 par
l’indice i et (1− fe) par fi).
Les équations (J.72) à (J.75) sont toujours valables.
Au ﬁnal, le système d’équations à résoudre se réécrit comme ceci :
Entrées : E˙m et E˙eq ;
répéter
∀ i (2 ≤ i ≤ N) :
kio =
2
9
σ0
1√〈
(ε˙m)
2
〉
Ωi
−Arcsinh
2
√√√√〈(ε˙m)2〉Ωi〈
(ε˙eq)
2
〉
Ωi
q3
+Arcsinh
 2
fqb
√√√√〈(ε˙m)2〉Ωi〈
(ε˙eq)
2
〉
Ωi
q3
 ;
µio =
1
3
σ0〈
(ε˙eq)
2
〉
Ωi
√4〈(ε˙m)2〉Ωi +
〈
(ε˙eq)
2
〉
Ωi
q3
− fqb
√
4
〈
(ε˙m)
2
〉
Ωi
(fqb)2
+
〈
(ε˙eq)
2
〉
Ωi
q3
 ;
〈
(ε˙m)
2
〉
Ωi
=
1
fi
∂kHZo
∂kio
(E˙m)
2 +
1
3fi
∂µHZo
∂kio
(E˙eq)
2 +
2p
3fi
E˙m
∂b
∂kio
− p
2
9fi
∂ 1M
∂kio
;〈
(ε˙eq)
2
〉
Ωi
=
3
fi
∂kHZo
∂µio
(E˙m)
2 +
1
fi
∂µHZo
∂µio
(E˙eq)
2 +
2p
fi
E˙m
∂b
∂µio
− p
2
3fi
∂ 1M
∂µio
;
jusqu’à convergence sur
〈
(ε˙m)
2
〉
Ωi
et
〈
(ε˙eq)
2
〉
Ωi
, ∀ i (2 ≤ i ≤ N) ;
Sorties : Σm = 3kHZo E˙m + p(b− 1)− pe et Σeq = 3µHZo E˙eq.
Les quantités b et 1/M sont données en (J.87) et en (J.108).
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Annexe K
Démonstration : borne et estimation
elliptiques
Le potentiel ψSC obtenu par Michel et Suquet (1992) et correspondant à la surface de plasticité
(4.77) est utilisé pour décrire le comportement de la matrice (domaine M). Puis une démarche
analogue à celle de Michel et Suquet (1992) est utilisée aﬁn d’obtenir la surface de
plasticité du matériau contenant la deuxième population de cavité (porosité fe, domaine ωe). Le
domaine total est noté V .
ψSC(σ) = Kn
(
Anσ
2
m +Bσ
2
eq
)n+1
2 . (K.1)
n→ +∞ correspond au cas d’une matrice rigide plastique parfaite et permet de retrouver le critère
(4.77). L’exposant n est un réel supérieur ou égal à 1. Avec :
Kn =
ε˙0
(n+ 1) (σ0(1− fb))n (K.2)
B = (1 +
2
3
fb). (K.3)
Pour le modèle de sphère creuse de Michel et Suquet (1992) :
An =
9
4
(
n
(
(fqb)
− 1
n − 1
))− 2n
n+1
(1− fb)−
2n
n+1
. (K.4)
Pour la borne non linéaire de Ponte Castañeda (1991) :
An =
9
4
fb. (K.5)
Le problème à résoudre s’écrit avec σ′′ = σ + peI :
σ′′ + pbI − peI = ∂ϕSC∂e˙ (ε˙) dans la matrice
div(σ′′) = 0 dans V
σ′′ ·N = 0N sur ∂ωe
u˙ = E˙ · x sur ∂V,
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d’où l’on tire Σ′′ =
〈
σ′′
〉
V
= Σ+ peI. Ce problème se réécrit :
ε˙ = ∂ψSC∂τ (σ
′′ + pbI − peI) dans la matrice
div(σ′′) = 0 dans V
σ′′ ·N = 0N sur ∂ωe
u˙ = E˙ · x sur ∂V
Le potentiel macroscopique dual de Φ(E˙) s’écrit, avec le champ σ′′ solution :
Φ∗(E˙) = Ψ(Σ′′) = (1− fe)
〈
ψSC(σ
′′ + pbI − peI)
〉
M
. (K.6)
Le potentiel Ψ(Σ′′) est cherché sous la forme :
Ψ(Σ′′) = Kn(1− fe)
(
An
(
Σ¯
′′
m
)2
+B
(
Σ¯
′′
eq
)2)n+12
. (K.7)
Le but est de déterminer Σ¯
′′
. L’inégalité de Hölder (extension de l’inégalité de Cauchy-Schwarz)
est utilisée ainsi qu’une borne pour le comportement eﬀectif d’un milieu de même géométrie que le
milieu non linéaire mais avec des phases élastiques linéaires. Soit σ′′ le champ solution :(
An
(
Σ¯′′m
)2
+B
(
Σ¯′′eq
)2)n+12
=
〈(
An
(
σ′′m + pb − pe
)2
+B
(
σ′′eq
)2)n+12 〉
M
. (K.8)
Σ¯
′′
∗ est la solution lorsque l’exposant vaut 1 (le coeﬃcient n dans An n’est pas imposé) : Ψ
(
Σ¯
′′
∗
)
=
minτ (1− fe) 〈ψSC (τ + pbI − peI)〉M .
An
(
Σ¯′′∗m
)2
+B
(
Σ¯′′∗eq
)2 ≤ 〈An (σ′′m + pb − pe)2 +B (σ′′eq)2〉
M
(K.9)
L’inégalité de Hölder donne :(〈
An
(
σ′′m + pb − pe
)2
+B
(
σ′′eq
)2〉
M
)n+1
2 ≤
〈(
An
(
σ′′m + pb − pe
)2
+B
(
σ′′eq
)2)n+12 〉
M
=
(
An
(
Σ¯′′m
)2
+B
(
Σ¯′′eq
)2)n+12
.
(K.10)
L’équation (K.7) fournit alors :
Ψ(Σ′′) ≥ Kn(1− fe)
(〈
An
(
σ′′m + pb − pe
)2
+B
(
σ′′eq
)2〉
M
)n+1
2
≥ Kn(1− fe)
(
An
(
Σ¯′′∗m
)2
+B
(
Σ¯′′∗eq
)2)n+12
.
(K.11)
K.1 Etude du problème linéaire
Lorsque l’exposant n vaut 1, le potentiel macroscopique est recherché sous la forme :
Ψ(Σ′′) = K1(1− fe)
(
An
(
Σ¯′′∗m
)2
+B
(
Σ¯′′∗eq
)2)
. (K.12)
Il est possible de prendre indiﬀéremment Kn ou K1 (cf. la remarque K.1).
Le potentiel en contrainte dans la matrice est :
ψ(σ′′) = K1
(
An
(
σ′′m
)2
+B
(
σ′′eq
)2)
=
1
2k1o
(
σ′′m
)2
+
1
6µ1o
(
σ′′eq
)2
. (K.13)
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K.2. Ecriture du critère
Le problème à résoudre s’écrit :
ε˙ = ∂ψ∂τ (σ
′′ + pbI − peI) dans la matrice
div(σ′′) = 0 dans V
σ′′ ·N = 0 ·N sur ∂ωe
u˙ = E˙ · x sur ∂V,
d’où l’on tire Σ′′ =
〈
σ′′
〉
V
. Le changement de variables σ′ = σ′′+(pb−pe)I = σ+pbI est eﬀectué.
La diﬀérence de pression pe − pb est notée p∗.
ε˙ = ∂ψ∂τ (σ
′) dans la matrice
div(σ′) = 0 dans V
σ′ ·N = −p∗ ·N sur ∂ωe
u˙ = E˙ · x sur ∂V,
d’où l’on tire Σ′ =
〈
σ′
〉
V
. Une estimation pour le comportement eﬀectif d’un milieu poreux où la
matrice est élastique linéaire avec des modules de compressibilité et de cisaillement k1o et µ
1
o est
utilisée. Il s’agit ici de la borne supérieure de Ponte Castañeda et Willis (1995). Le potentiel eﬀectif
s’écrit (voir J.1.2) (c’est une borne supérieure) :
Φ(E˙) =
1
2
E˙ : CPCWo : E˙ − p∗B : E˙ −
1
2
(p∗)2
M
. (K.14)
Le potentiel dual de Φ s’écrit :
Ψ(Σ′) =
1
2
(
Σ′ : SPCWo + p
∗B : SPCWo
)
: Σ′ +
1
2
(
Σ′ : SPCWo + p
∗B : SPCWo
)
: p∗B +
1
2
(p∗)2
M
=
1
2
Σ′ : SPCWo : Σ
′ + p∗B : SPCWo : Σ
′ +
1
2
(p∗)2B : SPCWo : B +
1
2
(p∗)2
M
(K.15)
Ψ(Σ′′) =
1
2
(
Σ′′ − p∗I) : SPCWo : (Σ′′ − p∗I)+ p∗B : SPCWo : (Σ′′ − p∗I)
+
1
2
(p∗)2B : SPCWo : B +
1
2
(p∗)2
M
= L(Σ′′).
(K.16)
Ainsi : (
An
(
Σ¯′′∗m
)2
+B
(
Σ¯′′∗eq
)2)
=
1
K1(1− fe)L(Σ
′′). (K.17)
K.2 Ecriture du critère
Ψ(Σ′′) ≥ Kn(1− fe)
(
L(Σ′′)
K1(1− fe)
)n+1
2
=
ε˙0σ0(1− fb)(1− fe)
n+ 1
(
L(Σ′′)
K1(1− fe)σ20(1 − fb)2
)n+1
2
.
(K.18)
La surface de charge obtenue s’écrit (n→ +∞) :
L(Σ′′) = K1(1− fe)σ20(1− fb)2 (K.19)
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avec :
L(Σ) =
1
2
(Σ+ pbI) : S
PCW
o : (Σ+ pbI) + p
∗B : SPCWo : (Σ+ pbI) +
1
2
(p∗)2B : SPCWo : B
+
1
2
(p∗)2
M
.
(K.20)
Or B = bI = (1 − kPCWo
k1o
)I (voir J.1.2), SPCWo =
1
3kPCWo
J + 1
2µPCWo
K et 1M = (b − fe) 1k1o (voir
J.1.2). D’où :
L(Σ) =
1
2
Σ : SPCWo : Σ+
1
2
(pb)
2I : SPCWo : I + pbI : S
PCW
o : Σ+ p
∗bI : SPCWo : Σ
+ p∗pbbI : SPCWo : I +
1
2
(p∗)2b2I : SPCWo : I +
1
2
(p∗)2(b− fe) 1
k1o
=
1
2kPCWo
(Σm + pb)
2 +
1
6µPCWo
(Σeq)
2 +
1
kPCWo
(
p∗bΣm + p∗bpb +
1
2
(p∗)2b2
)
+
1
2
(p∗)2(b− fe) 1
k1o
.
(K.21)
Les coeﬃcients kPCWo et µ
PCW
o s’obtiennent par homogénéisation sur un milieu de coeﬃcients k
1
o
et µ1o contenant des porosités ωe (de fraction volumique fe) tels que :
K1A(fb) =
1
2k1o
, A(fb) = limn→+∞An
K1B(fb) =
1
6µ1o
.
(K.22)
C’est à dire :
k1o =
1
2K1A(fb)
µ1o =
1
6K1B(fb)
.
(K.23)
Remarque K.1 (Simpliﬁcation) Les coeﬃcients k1o et µ
1
o sont proportionnels à
1
K1
. Les
produits kPCWo K1, µ
PCW
o K1, k
1
oK1 et µ
1
oK1, ne dépendent pas de K1.
La surface de charge s’écrit (avec K1) :
1
2kPCWo K1(1− fe)
(
Σm + pb
σ0
)2
+
1
6µPCWo K1(1− fe)
(
Σeq
σ0
)2
+
1
kPCWo K1(1− fe)
(
p∗
σ0
b
Σm
σ0
+
pbp
∗
σ20
b+
1
2
(p∗)2
σ20
b2
)
+
1
2k1oK1(1− fe)
(p∗)2
σ20
(b− fe) = (1− fb)2.
(K.24)
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Annexe L
Borne supérieure de Hashin et
Shtrikman (1963) dans le cas
bidimensionnel
Dans le cas des cavités cylindriques inﬁniment longues dans la direction longitudinale (axe
3), à base circulaire dans le plan 1-2 et plongées dans une matrice élastique linéaire isotrope (de
coeﬃcients k1o et µ
1
o), la borne de Hashin et Shtrikman (1963) donne les cinq coeﬃcients ci-dessous
(cinq coeﬃcients sont nécessaires puisque le milieu eﬀectif est isotrope transverse d’axe 3, voir
Gilormini (2001), porosité notée fe) :
KHSo =
(1− fe)µ1o(3k1o + µ1o)
3µ1o + fe(3k
1
o + µ
1
o)
µT HSo =
(1− fe)µ1o(3k1o + µ1o)
3(1 + fe)k1o + (1 + 7fe)µ
1
o
EL HSo =
9(1− fe)k1oµ1o
3k1o + µ
1
o
= (1− fe)E1o
νL HSo =
3k1o − 2µ1o
6k1o + 2µ
1
o
= ν1o
µL HSo =
(1− fe)µ1o
1 + fe
.
(L.1)
KHSo , E
L HS
o , ν
L HS
o , µ
T HS
o , µ
L HS
2 représentent respectivement le coeﬃcient de compressibilité
plane, le module d’Young longitudinal, le coeﬃcient de Poisson longitudinal, le module de cisaille-
ment transverse et le module de cisaillement longitudinal.
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Annexe M
Borne supérieure de Ponte Castañeda et
Willis (1995) dans le cas bidimensionnel
Le cas traité ici correspond aux cavités cylindriques inﬁniment longues dans la direction lon-
gitudinale (axe 3), à base elliptique dans le plan transverse 1-2 (de rapport de forme w) et dont
les orientations et les centres sont tirés aléatoirement dans le plan 1-2 (distribution isotrope des
centres et orientations équiprobables dans le plan 1-2). Ces cavités sont plongées dans une matrice
élastique linéaire isotrope (de coeﬃcients k1o et µ
1
o, tenseur de raideur noté C
1
o). La borne supérieure
de Ponte Castañeda et Willis (1995) donne l’expression ci-dessous (cinq coeﬃcients sont nécessaires
puisque le milieu eﬀectif est isotrope transverse d’axe 3 ; la porosité est notée fe). La moyenne du
tenseur du quatrième ordre
(
P i − (C1o)−1)−1 sur toutes les orientations dans le plan transverse
1-2 est donnée par l’intermédiaire de la projection de ce tenseur dans la base d’isotropie transverse
(projection notée Pisotr) dont les éléments sont donnés dans Suquet et Bornert (2001).
CPCWo = C
1
o + fe
[
ID − fePisotr
[(
P i − (C1o)−1)−1] : P d]−1 : [Pisotr [(P i − (C1o)−1)−1]]
(M.1)
avec :
• P d = Sde
(
k1o , µ
1
o, w = 1
)
:
(
C1o
)−1
, le tenseur de Hill relatif à la distribution des centres des
ellipses dans le plan transverse,
• P i = Sie
(
k1o , µ
1
o, w
)
:
(
C1o
)−1
, le tenseur de Hill relatif à la forme elliptique dans le plan
transverse.
Le tenseur Se
(
k1o , µ
1
o, w
)
est le tenseur d’Eshelby pour une inclusion cylindrique (à base elliptique
dans le plan transverse) dans un milieu inﬁni composé de la matrice de coeﬃcients k1o et µ
1
o (voir
l’expression de ce tenseur dans Mura (1987)). Les résultats sont :
KPCWo =
(
2w − fe(1 + w2)
)
µ1o(3k
1
o + µ
1
o)
6wµ1o + fe(1 + w
2)(3k1o + µ
1
o)
µT PCWo =
(4w − fe(1 + w)2)µ1o(3k1o + µ1o)
4w(3k1o + µ
1
o) + fe(1 + w)
2(3k1o + 7µ
1
o)
EL PCWo =
9(1 − fe)k1oµ1o
3k1o + µ
1
o
= (1− fe)E1o
νL PCWo =
3k1o − 2µ1o
6k1o + 2µ
1
o
= ν1o
µL PCWo =
(4w − fe(1 + w)2)µ1o
4w + fe(1 + w)2
.
(M.2)
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Annexe M. Borne supérieure de Ponte Castañeda et Willis (1995) dans le cas
bidimensionnel
Lorque w = 1, la borne supérieure de Hashin et Shtrikman (1963) est retrouvée.
Le rapport de forme des cavités, w, est déﬁni comme le rapport a1/b1, où a1 désigne la demi-
longueur du petit axe et b1 désigne la demi-longueur du grand axe. La porosité fe est déﬁnie telle
que :
fe = pia1b1h
Nc
|V | , (M.3)
où V est le domaine total, Nc est le nombre de ﬁssures dans V et h est la longueur du domaine total
selon 3. Le cas des ﬁssures est traité en faisant tendre a1 vers 0. Le rapport fe/w reste constant et
est noté αc :
αc =
pi(b1)
2hNc
|V | . (M.4)
Cette déﬁnition de αc est analogue à celle utilisée par Ponte Castañeda et Willis (1995) dans le cas
des cavités ellipsoïdales. Lorsque c vers 0 (cas des ﬁssures), les coeﬃcients suivants sont obtenus :
KPCWo =
(2− αc)µ1o(3k1o + µ1o)
3k1oαc + (6 + αc)µ
1
o
µT PCWo =
(4− αc)µ1o(3k1o + µ1o)
3k1o(4 + αc) + (4 + 7αc)µ
1
o
EL PCWo =
9k1oµ
1
o
3k1o + µ
1
o
= E1o
νL PCWo =
3k1o − 2µ1o
6k1o + 2µ
1
o
= ν1o
µL PCWo =
(4− αc)µ1o
(4 + αc)
.
(M.5)
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Annexe N
Estimation auto-cohérente de Hervé et
Zaoui (1995) dans le cas bidimensionnel
Hervé et Zaoui (1995) étudient une inclusion cylindrique entourée deN−1 couches concentriques
cylindriques (la dernière couche est de rayon RN , voir Fig. F.1). La couche N + 1 est inﬁnie. Le
chargement est appliqué à l’inﬁni soit en condition de déformation homogène au bord soit en
condition de contrainte homogène au bord. Toutes les phases sont élastiques linéaires et isotropes
transverses de même axe que les cylindres.
Aﬁn de déterminer les coeﬃcients Khomo , E
L hom
o et ν
L hom
o , un chargement normal longitudinal
et hydrostatique dans le plan transverse est utilisé. Aﬁn de déterminer le coeﬃcient µT homo , un
cisaillement dans le plan transverse est utilisé. Les champs de déplacement utilisés ne sont pas
précisés ici. Les modules eﬀectifs sont obtenus par une approche auto-cohérente : la phase N+1 est
caractérisée par les modules recherchés. Dans le cas de la condition de déformation homogène au
bord, la condition d’auto-cohérence utilisée traduit le fait que la déformation appliquée à l’inﬁnie
est égale à la déformation moyenne sur le cylindre de rayon RN .
Les coeﬃcients de chaque phase i (1 ≤ i ≤ N) sont notés Kio, EL io , νL io , µT io , µL io .
Les résultats sont :
Khomo =
KNo R
2
NQ
(N−1)
11 − µT No R2N−1Q(N−1)21
R2NQ
(N−1)
11 +R
2
N−1Q
(N−1)
21
(N.1)
EL homo =
1
R2N
i=N∑
i=1
(
R2i −R2i−1
)
(
Cio11 + C
i
o12Q
(i−1)
11
(
−CNo12R2N − 2KNo R2NM (N)1 + 2µT No R2N−1M (N)2
KNo Q
(N−1)
11 R
2
N − µT No Q(N−1)21 R2N−1
)
+ 2Cio12M
(i)
1
)
(N.2)
νL homo =
2R2N
(
KNo −Khomo
)
M
(N)
1 − 2R2N−1
(
µT No +K
hom
o
)
M
(N)
2 +R
2
NC
N
o12
2Khomo R
2
N
(N.3)
avec :
Q(0) =
(
1 0
0 1
)
(N.4)
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bidimensionnel
Pour 1 ≤ k ≤ N :
Q(k) =
j=1∏
j=k
N (j) (N.5)
N (k) =
1
µT k+1o +K
k+1
o
 µT k+1o +Kko R2k−1R2k (µT k+1o − µT ko )
Kk+1o −Kko
R2k−1
R2k
(
Kk+1o + µ
T k
o
)
 (N.6)
M (1) =
(
0
0
)
(N.7)
M (2) =
C1o12 − C2o12
2 (µT 2o +K
2
o )
(
1
−1
)
(N.8)
pour 1 < k ≤ N :
M (k+1) =
Cko12 −Ck+1o12
2
(
µT k+1o +K
k+1
o
) ( 1−1
)
+
i=k−1∑
i=1
Cio12 − Ci+1o12
2
(
µT i+1o +K
i+1
o
)
j=i+1∏
j=k
N (j)
 ·( 1−1
)
(N.9)
Le coeﬃcient µT homo est la solution positive et plus petite que le plus grand des µ
T i
o de l’équation
du second ordre suivante :
A
(
µT
µT No
)2
+ 2B
(
µT
µT No
)
+ C = 0, (N.10)
avec (A, B et C désignent dans cette annexe seulement) :
• A = (3− 4νNo )(Z41 + Z32)− (3− 4νNo )2Z13 + Z42 + Z43 − 3Z13 − 3Z12
• B = (2νNo − 1)(Z41 + Z32)− (3− 4νNo )Z13 − (Z42 + Z43 − 3Z13 − 3Z12)
• C = Z42 + Z43 − 3Z13 − 3Z12 − (Z41 + Z32 + Z13)
• Zαβ = Q(N−1)α4 Q(N−1)β1 −Q(N−1)β4 Q(N−1)α1 avec 1 ≤ α ≤ 4 et 1 ≤ β ≤ 4.
• Q(N−1) =∏j=1j=N−1N (j)
où 1 ≤ i ≤ N − 1 :
N (i) =
1
4(1− νi+1)

ai
q2i
1
q2i
(1− ρi) 1q2i (1− ρi) 0
2q4i bi q
4
i ci 2q
4
i di q
4
i (ρi − 1)
−3q2i (1− ρi) 0 q2i ai q2i (1− ρi)
−6di 3(1 − ρi) 2bi ci
 (N.11)
et dans cette annexe seulement, on note :
• ai = ρi + (3− 4νio)
• bi = (3− 2νio) + ρi(2νi+1o − 3)
• ci = 1 + ρi(3− 4νi+1o )
• di = 2νio − 1 + ρi(1− 2νi+1o )
• ρi = µo
T i
µoT i+1
• qi = RiRi+1
• νio = C
i
o23
Cio23+C
i
o22
Cio est le tenseur de raideur de la phase i dont les coeﬃcients utilisés dans les équations ci-dessus
s’écrivent :
• Cio12 = 2νL io Kio
222
• Cio11 = EL io + 4(νL io )2Kio
• Cio22 = Kio + µT io
• Cio23 = Kio − µT io
Remarque : dans le cas traité ici, les couches entourant la cavité sont isotropes et non isotropes
transverses. Seuls un coeﬃcient de compressibilité kio et un module de cisaillement µ
i
o sont neces-
saires pour chaque couche. Il est rappelé que dans ce cas kio = K
i
o − µ
i
o
3 et que µ
i
o = µ
L i
o = µ
T i
o .
Déformation hydrostatique de la cavité Le but de cette partie est de déterminer le terme
〈Tr(ε)〉ωe nécessaire à l’expression de la loi d’évolution de fe dans le modèle élastoplastique endom-
mageable. Le travail de Hervé et Zaoui (1995) est repris. D’après ces auteurs :
fe〈Tr(ε)〉ωe = fe
(
E33 + 2
(
E11+E22
2
−E33M (N+1)1
Q
(N)
11
))
= fe
((
1− 2M
(N+1)
1
Q
(N)
11
)
E33 +
1
Q
(N)
11
(E11 + E22)
)
≡ b1E33 + b2 (E11 + E22)
≡ B : E,
(N.12)
avec :
b1 = fe
(
1− 2M
(N+1)
1
Q
(N)
11
)
, (N.13)
b2 = fe
(
1
Q
(N)
11
)
(N.14)
et :
B =
 b2 = 1− b′2 0 00 b2 0
0 0 b1 = 1− b′1
 . (N.15)
Q est déﬁni en N.5 et N.6.
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Annexe O
Energie élastique d’un milieu élastique
linéaire isotrope transverse
Un tenseur de raideur C isotrope transverse d’axe 3 peut s’écrire, en notations 6∗6, de la façon
suivante :
C =

β+δ
2
β−δ
2
γ√
2
0 0 0
β−δ
2
β+δ
2
γ√
2
0 0 0
γ√
2
γ√
2
α 0 0 0
0 0 0 δ
′
0 0
0 0 0 0 δ
′
0
0 0 0 0 0 δ

. (O.1)
Les tenseurs de contrainte et de déformation peuvent s’écrire sous forme vectorielle :
σ =

σ11
σ22
σ33√
2σ23√
2σ13√
2σ12
 , ε =

ε11
ε22
ε33√
2ε23√
2ε13√
2ε12
 . (O.2)
En déformations planes généralisées, le tenseur ε s’écrit :
ε =

ε11
ε22
ε33
0
0√
2ε12
 . (O.3)
D’où :
σ =

σ11
σ22
σ33√
2σ23√
2σ13√
2σ12
 = C : ε =

β+δ
2 ε11 +
β−δ
2 ε22 +
γ√
2
ε33
β−δ
2 ε11 +
β+δ
2 ε22 +
γ√
2
ε33
γ√
2
ε11 +
γ√
2
ε22 + αε33
0
0
δ
√
2ε12

, (O.4)
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ε : C : ε = β+δ2 ε
2
11 +
β+δ
2 ε
2
22 + αε
2
33 + ε11ε22 (β − δ) + ε33ε11
√
2γ + ε33ε22
√
2γ + 2δε212
= β2 (ε11 + ε22)
2 + αε233 + 2δ
(
ε212 +
1
4 (ε22 − ε11)2
)
+
√
2γ (ε11 + ε22) ε33.
(O.5)
En notant :
• εp = ε11 + ε22,
• εn = ε33,
• γp = 2
√
ε212 +
1
4 (ε22 − ε11)2,
on a :
1
2
ε : C : ε =
1
2
(
β
2
ε2p + αε
2
n +
δ
2
γ2p +
√
2γεpεn
)
. (O.6)
K, EL, νL, µT , µL représentent respectivement le coeﬃcient de compressibilité plane, le module
d’Young longitudinal, le coeﬃcient de Poisson longitudinal, le module de cisaillement transverse et
le module de cisaillement longitudinal (cinq coeﬃcients matériaux sont nécessaires pour un milieu
élastique linéaire isotrope transverse). En utilisant les relations suivantes (notations de Suquet et
Bornert (2001)) :
• β = 2K
• α = EL + 4 (νL)2K
• γ = 2√2νLK
• δ = 2µT
• δ′ = 2µL,
l’énergie élastique s’écrit :
1
2
ε : C : ε =
1
2
(
Kε2p +
(
EL + 4
(
νL
)2
K
)
ε2n + µ
Tγ2p + 4ν
LKεpεn
)
. (O.7)
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Annexe P
Porosités "équivalentes", cas
bidimensionnel
Les porosités équivalentes fKs et f
µT
s sont utilisées à la section 7.1 pour traiter le cas des cavités
à bases elliptiques dans le plan transverse à partir du cas des cavités à bases circulaires dans le
plan transverse.
Dans le cas des bases elliptiques, les porosités fKs et f
µT
s s’écrivent :
fKs =
(1− fe)fe(1 + w2)
2w − few2 − fe , (P.1)
fµ
T
s =
fe
(
fe(1 + w)
2 − 2(1 + w2))
−4w + fe(1 + w)2 . (P.2)
Lorsque ces bases sont des ﬁssures, les porosités fKs et f
µT
s se mettent sous la forme :
fKs =
αc
2− αc , (P.3)
fµ
T
s =
2αc
4− αc . (P.4)
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Annexe Q
Microstructures utilisées pour les
simulations numériques avec modèle de
zone cohésive
Cette Annexe présente les microstructures utilisées pour les simulations numériques présentés
en 7.3.3.
(a) (b)
Fig. Q.1 – Microstructures utilisées pour les calculs à 33 préﬁssures (a) et 40 préﬁssures (b) exposés
en 7.3.3. Les préﬁssures sont situées sur les joints de grains (en blanc).
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Annexe Q. Microstructures utilisées pour les simulations numériques avec
modèle de zone cohésive
Fig. Q.2 –Microstructures utilisées pour les calculs à 12 préﬁssures exposés en 7.3.3. Les préﬁssures
sont situées sur les joints de grains (en blanc).
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Fig. Q.3 –Microstructures utilisées pour les calculs à 25 préﬁssures exposés en 7.3.3. Les préﬁssures
sont situées sur les joints de grains (en blanc).
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Modélisation micromécanique de la croissance et de la percolation de pores sous
pression dans une matrice céramique à haute température
Résumé : Ce travail vise à la construction d’un modèle élastoplastique endommageable pour une
céramique poreuse à deux populations de pores saturés : le combustible nucléaire d’oxyde d’uranium
fortement irradié et à haute température. La démarche suivie consiste en une approche multi-échelle
basée sur l’hypothèse de séparation des échelles entre les deux populations de cavités (pores intragra-
nulaires sphériques et pores intergranulaires ellipsoïdaux) et sur celle de l’isotropie macroscopique.
Le modèle élastoplastique endommageable proposé traite séparément de l’élasticité, de la surface
de plasticité et de l’évolution des paramètres internes du modèle avec le chargement. La prise en
compte de pressions diﬀérentes dans chaque population de cavités est eﬀectuée pour les trois régimes
élasticité-plasticité-endommagement.
Le modèle développé pour le comportement élastique prend en compte les deux populations de cavité,
leur morphologie, leur distribution et les pressions internes qui y règnent (par l’intermédiaire de
tenseurs de Biot aux deux échelles).
Le critère de plasticité proposé s’appuie sur des méthodes d’homogénéisation pour comportements non
linéaires. A l’échelle du grain, la première population de cavité est prise en compte par l’intermédiaire
d’un critère de plasticité de type Gurson-Tvergaard-Needleman. A l’échelle d’une collection de grains,
la présence d’une deuxième population de cavité au sein d’une matrice compressible donne lieu au dé-
veloppement de nouvelles bornes supérieures et d’estimations pertinentes pour la surface de plasticité
eﬀective. Ces modèles sont dépendants de la morphologie et de la distribution des cavités. Dans le cas
des cavités drainées, une estimation analytique, basée sur l’écriture du principe variationnel classique
avec un champ de vitesse compressible et une moyenne sur les orientations équiprobables, est dévelop-
pée. Dans le cas saturé, une autre estimation, basée sur l’approche variationnelle de Ponte Castañeda
(1991) avec un composite linéaire de comparaison à N phases est proposée. Ces modèles sont com-
parés à des simulations numériques par éléments ﬁnis et à des simulations numériques utilisant la
méthode de la transformée de Fourier rapide (méthode FFT).
Les lois d’évolution du modèle élastoplastique retenu (l’estimation N phases) sont établies sur des
hypothèses de conservation moyenne des morphologies des cavités. Un enrichissement a posteriori de
la loi d’évolution de la porosité à la deuxième échelle est réalisé par l’intermédiaire de simulations
numériques qui sont relatives au matériau d’étude. Ces simulations numériques permettent d’étudier
la coalescence des bulles de la deuxième échelle (le terme de percolation est assimilé ici au phénomène
de coalescence) et mettent en œuvre une méthode d’éléments ﬁnis volumiques/cohésifs sur des cellules
de Voronoï périodiques.
Mots-clefs : Milieux poreux, oxyde d’uranium, combustible, homogénéisation, approche multi-
échelle, élasticité, plasticité, endommagement, critère de Gurson, approches variationnelles, cavités
ellipsoïdales, ﬁssures, éléments ﬁnis, transformée de Fourier rapide, zones cohésives, cellules de Voro-
noï.
