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PETERSSON NORM OF CUSP FORMS ASSOCIATED TO REAL
QUADRATIC FIELDS
YINGKUN LI
Abstract. In this article, we compute the Petersson norm of a family of weight one cusp
forms constructed by Hecke and express it in terms of the Rademacher symbol and the
regulator of real quadratic field.
1. Introduction
For an integral ideal a in a real quadratic field F = Q(
√
D) ⊂ R with fundamental discrimi-
nantD and a positive integer κ, we have an even integral lattice L = La,κ = (a, κNm/Nm(a)).
It is anisotropic over Q and has signature (1, 1) over R. In [6], Hecke associated to such lat-
tice L a holomorphic, vector-valued cusp form ϑL of weight one, whose Fourier expansion is
given explicitly in terms of the elements in the dual lattice L∨ (see §2.3). In this note, we
will calculate the Petersson norm of ϑL, which is defined by
(1.1) ‖ϑL‖2Pet :=
∫
Γ\H
v|ϑL(τ)|2dµ(τ),
with Γ := SL2(Z) and dµ(τ) :=
dudv
v2
the invariant measure. Let εκ ∈ O×F be the totally
positive unit defined in §2.3. It turns out that the Petersson norm of ϑL is a rational multiple
of log εκ, and the rational multiple can be expressed in terms of Rademacher symbols Ψ(γ)
of hyperbolic elements γ ∈ Γ (see §2.7).
Our result is as follows.
Theorem 1.1. Let gL, gκ ∈ GL+2 (Q) and γD,κ ∈ Γ be defined as in (2.18), (2.20) and (2.34)
respectively. Denote γ0 := gκγD,κg
−1
κ and γ1 := gLγD,κg
−1
L . Then γj ∈ Γ and
(1.2) ‖ϑL‖2Pet = −
1
12
(Ψ(γ0) + Ψ(γ1)) log εκ.
Remark 1.2. In [3], we constructed a harmonic Maass form ϑ˜L that maps to ϑL under the
differential operator ξ := 2iv∂τ . One can express ‖ϑL‖2Pet as a rational linear combination of
the principal part Fourier coefficients of ϑ˜L, which are rational multiples of the fundamental
unit of F . Therefore, ‖ϑL‖2Pet = cL log εκ for some cL ∈ Q by the result loc. cit.
In [6], Hecke gave a well-known example of ϑL by taking D = 12, κ = 1 and a = d =√
DOF . The cusp form ϑL(τ) has four nonzero components, all equal to η2(τ) up to sign.
1
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In this case, εκ = 7 + 2
√
D and γ0 = γ1 = ( 7 412 7 ). From the definition of Ψ in Eq. (2.31),
we can evaluate Ψ(γ0) = Ψ(γ1) = −2. Therefore the theorem above implies that ‖ϑL‖2Pet =
4‖η2‖2Pet = 2 log(2+
√
3)
3
. On the other hand, if one takes D = 12, κ = 1 and a = OF , then γ0
is unchanged, but γ1 = ( 7 124 7 ) and Ψ(γ1) = 2, which implies that ϑL(τ) vanishes identically.
The same is true when 12 is replaced with any positive, even fundamental discriminant.
The idea of the proof is to interchange the order of integration and evaluate the theta
integral
Φ(t, t0;L) :=
∫
Γ\H
v〈ΘL(τ, t),ΘL(τ, t0)〉dudv
v2
,
where ΘL is the integral kernel used to produce ϑL (see §2.3) and 〈, 〉 is the Hermitian pairing
on finite dimensional complex vector spaces induced by the L2-norm. It turns out that the
integral of Φ over t is a constant independent of t0. An important observation is that this
integrand is the theta function attached to a unimodular latticeM containing L⊕−L, which
has signature (2, 2). We can then evaluate Φ(t, t0;L) using its Fourier expansion along a 1-
dimensional boundary of an O(2, 2) Shimura variety. This step is a simpler version of the
calculations in [8] (see [5] for a nice example), except the infinity component of the Schwartz
function being slightly different.
Since ϑL is itself a theta lift, the Rallis inner product formula is a natural tool to evaluate
its Petersson norm [12]. The most general case of this formula was recently completed by
Gan, Qiu and Takeda [4]. In the notation loc. cit., the case at hand is outside both the
convergent range and the first term range. Gan, Qiu and Takeda extended the Rallis inner
product formula to such cases by providing a missing ingredient, a second term identity
of the regularized Siegel-Weil formula. Our result can be seen as a more explicit version
of Theorem 1.3 loc. cit. for the dual pair (SL2,O(1, 1)). The proof here does not use the
regularized Siegel-Weil formula, and is more straightforward using Fourier expansions of
theta lifts. Furthermore, the calculations here will be useful for other theta lifts involving
real-analytic modular forms that we are currently pursuing [9].
The paper is organized as follows. We recall the basic setups in §2, then proceed to the
necessary calculations in §3, before proving Theorem 1.1 in §4.
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2. Setup.
2.1. Quadratic Spaces and Embeddings. Let (V,Q) be a rational quadratic space of
signature (p, q). The Grassmannian D of oriented, negative definite subspaces of dimension
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q is a symmetric space. When q = 2, there is a complex structure on the Grassmannian by
identifying it with
{Z ∈ V (C) : Q(Z) = 0, Q(Im(Z)) < 0}/C× ⊂ P(V (C)).
For example, take (V,Q) = (M2, det /N), where M2(R) is the space of 2 by 2 matrices with
entries in an additive subgroup R ⊂ C, and N ∈ Q>0. Let D+ be a connected component of
D isomorphic to H2 via the map
H2 → D+
(z1, z2) 7→ CZ(z1, z2),
where Z(z1, z2) := (
z1z2 z2
z1 1 ) ∈M2(C) for any z1, z2 ∈ C. Under this identification, the action
of SO(2, 2) on D+ is the action of SL2 × SL2 on H2.
Another example comes from number field. Let F = Q(
√
D) ⊂ R be a real quadratic
field with ′ the Galois conjugation in Gal(F/Q). The rational quadratic space VF,N :=
(F,Nm/N) has signature (1, 1). Since F ⊗Q R ∼= R2 via the two real embeddings of F , the
symmetric space DF,N associated to VF,N is a subset of R2, whose connected component D+F,N
is isomorphic to R via
R→ D+F,N ⊂ R2
t 7→ Z(t) :=
√
N
(
et
−e−t
)
.
(2.1)
The orthogonal complement of Z(t) is spanned by the vector Z⊥(t) :=
√
N
(
et
e−t
)
.
With the quadratic form Q = det /N , the following vector space is also a rational quadratic
space of signature (2, 2)
(2.2) V :=
{(
λ1 λ2
λ′2 λ
′
1
)
∈M2(F )
}
.
We can embed VF,N and −VF,N into V via the the maps λ 7→ ( λ λ ) and λ 7→ ( λλ ). This
induces an isometry V ∼= VF,N ⊕ −VF,N of rational quadratic spaces and an embedding of
(D+F,N)2 ∼= R2 into the symmetric space DV associated to V via
w = w(t, t0) = X(t) + iY (t0) :=
√
N
(
et iet0
ie−t0 −e−t
) ∈ V (C),
which satisfies (w,w) = 0 and (w, w¯) = −1 < 0 for any (t, t0) ∈ R2. Meanwhile, we also
define w⊥(t, t0) ∈ V (C) by
w⊥ = w⊥(t, t0) = X⊥(t) + iY ⊥(t0) :=
√
N
(
et iet0
−ie−t0 e−t
) ∈ V (C).
Then {X(t), Y (t0), X⊥(t), Y ⊥(t0)} form an orthogonal basis of V (R). For λ ∈ V (R), we
denote λw and λw⊥ the projections of λ onto the plane spanned by {X(t), Y (t0)} and
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{X⊥(t), Y ⊥(t0)} respectively. It is then easy to see that
(2.3) Q(λw) = −(λ,X(t))
2 + (λ, Y (t0))
2
4
, Q(λw⊥) =
(λ,X⊥(t))2 + (λ, Y ⊥(t0))2
4
,
where (, ) is the bilinear form associated to Q. We define Qw(λ) := Q(λw⊥) − Q(λw) to be
the majorant associate to w.
2.2. Witt Decomposition. The quadratic space V has a natural Witt decomposition V =
U + U∨, where U, U∨ are isotropic Q-subspaces of V defined by
(2.4) U :=
{(
µ −µ
−µ′ µ′
)
∈M2(F )
}
, U∨ :=
{(
µ µ
µ′ µ′
)
∈M2(F )
}
.
We fix a basis {e1, e2} of U with corresponding dual basis {e∨1 , e∨2 } of U∨ by
(2.5) e1 :=
√
D
2
(
1 −1
1 −1
)
, e2 :=
1
2
(
1 −1
−1 1
)
, e∨1 :=
N
2
√
D
(−1 −1
1 1
)
, e∨2 :=
N
2
(
1 1
1 1
)
.
For λ ∈ V , write λU and λU∨ the U and U∨ component of λ respectively. With respect to
the basis (2.5), we can view λU and λU∨ as column vectors in Q
2 and write
Q(λ) = tλU · λU∨
Therefore, V is isomorphic to M2(Q) as rational quadratic spaces via
ι : V
∼=→M2(Q)
λ 7→
(
(λ, e∨2 ) −(λ, e∨1 )
(λ, e1) (λ, e2)
)
.
(2.6)
This isometry allows us to identify D+V with D+ ∼= H2 by sending w ∈ D+V to (w, e2)−1ι(w) =
Z(z1, z2) ∈M2(C), where
(2.7) z1 :=
(w, e1)
(w, e2)
, z2 := −(w, e
∨
1 )
(w, e2)
.
Suppose {e˜1, e˜2} = {ae1 + be2, ce1 + de2} is a different rational basis of U with g := ( a bc d ) ∈
GL+2 (Q) and dual basis {e˜∨1 , e˜∨2 } = {de
∨
1−ce∨2
det g
,
−be∨1 +ae∨2
det g
}. Then the corresponding point (z˜1, z˜2) ∈
H2 defined as in (2.7) satisfies
(2.8) z˜1 = g · z1, z˜2 = z2
det g
.
Let ιg : V →M2(Q) be the isomorphism with respect to this basis.
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With respect to the basis (2.5), C · ι(w) is a point on D where
ι(w(t, t0)) =
sh(t) + ich(t0)√
N
Z(z1(t, t0), z2(t, t0)),
z1(t, t0) =
√
D
−sh(2t)− sh(2t0) + 2ich(t− t0)
2(1 + sh2t+ sh2t0)
, z2(t, t0) =
N
D
z1(t,−t0).
(2.9)
Furthermore, ι(w⊥) = (ch(t)+ish(t0))√
N
(
z1z2 z2
z1 1
)
. For t ∈ R, we define
(2.10) z(t) = x(t) + iy(t) :=
√
D
−sh(t) + i
ch(t)
.
Note that |z(t)| = √D for all t ∈ R. When t0 = 0, we have z1(t, 0) = Dz2(t, 0)/N = z(t).
For any g = ( a bc d ) ∈ GL+2 (Q), the vectors w(t, 0) and w⊥(t, 0) become
ιg(w(t, 0)) =
−z(t)√
Ny(t)
(cz(t) + d)Z(z˜1(t), z˜2(t)),
ιg(w
⊥(t, 0)) =
√
D√
Ny(t)
(cz(t) + d)Z(z˜1(t), z˜2(t))
(2.11)
with z˜1(t) = gz(t), z˜2(t) =
Nz(t)
D det g
. It is straightforward to check that
(2.12) dz˜1 =
i det(g)yz
(cz + d)2
√
D
dt, dz˜2 =
iNyz
det(g)D3/2
dt.
2.3. Hecke’s Theta Function. Let N ∈ Q>0 be the same as in the previous two sections.
For an OF -ideal a such that
(2.13) κ := Nm(a)/N ∈ N,
the lattice L = La,κ := (a,Nm/N) ⊂ VF,N is even integral, and its dual L∨ is given by the
fractional ideal (κd)−1a. Let Γ+κ ∼= Z be subgroup of the discriminant kernel of this lattice
that also fixes D+F,N . It is generated by the smallest totally positive unit εκ ∈ O×F satisfying
εκ > 1 and (εκ − 1)a∨ ⊂ a. The last condition is equivalent to
(2.14) εκ − 1 ∈ κd.
Let SL be the space of C-valued Schwartz-Bruhat functions on L ⊗ Af with support on
L∨ ⊗ Ẑ and that are translation-invariant under L⊗ Ẑ. It is a C-vector space of dimension
|L∨/L| = Dκ. There is the usual Weil representation ω of SL2(Af ) on S(V (Af )) with respect
to the standard additive character ψf of Af . It becomes the Weil representation ρL in [2]
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when restricted to the subspace SL [7]. To define Hecke’s theta function, we begin with a
theta kernel with value in SL
(2.15) ΘL(τ, t) :=
√
v
∑
λ∈L∨
(λ, Z⊥(t))F,Ne
(
(λ, Z⊥(t))2F,N
4
τ − (λ, Z(t))
2
F,N
4
τ
)
ϕλ,
where (·, ·)F,N is the bilinear form associated to Nm/N and ϕλ is the characteristic function
of λ + L ⊗ Ẑ ⊂ VF,N(Af ). It is Γ+κ invariant as a function of t ∈ D+F,N , and transforms in
τ ∈ H with respect to the Weil representation ω of weight 1 on Γ. Integrating ΘL(τ, t)dt then
defines a weight one modular form ϑL(τ) with the following Fourier expansion (see [3, 6])
(2.16) ϑL(τ) :=
∫
Γ+κ \D+F,N
ΘL(τ, t)dt =
∑
λ∈Γ+κ \L∨
Nm(λ)>0
sgn(λ)e
(
Nm(λ)
N
)
ϕλ.
From this, it is clear that ϑL ∈ S1(Γ, ρL) ⊗ SL, and that it only depends on the class of a
in the narrow class group Cl+(F ) and the integer κ. Finally, we can identify SL with CDκ
by sending ϕ ∈ SL to (ϕ(µ))µ∈L∨/L, and let 〈·, ·〉 be the standard Hermitian pairing induced
by the L2-norm | · |. Then v |ϑL(τ)|2 is an integrable, Γ-invariant function on H and the
Petersson norm of ϑL(τ) is defined as in Eq. (1.1).
2.4. Lattice in V . From the lattice L = La,κ in the previous section, we can construct the
following unimodular lattice in V
M =Ma,κ :=
{(
λ1 λ2
λ′2 λ
′
1
)
∈M2(L∨) : λ1 − λ2 ∈ L
}
.
Let ΓM be its discriminant kernel and Γ
+
M the subgroup fixing D+. Then Γ+M contains (Γ+κ )2.
As in section 1.3 of [8], we can define a sublattice P = PU + PU∨ ⊂M by
PU :=M ∩ U =
{(
µ −µ
−µ′ µ′
)
: µ ∈ L∨ ∩ 1
2
L
}
,
PU∨ :=M ∩ U∨ =
{(
µ µ
µ′ µ′
)
: µ ∈ L∨
}
.
(2.17)
Via the map
(
λ1 λ2
λ′1 λ
′
2
)
7→ λ1 − λ2, the group M/P is isomorphic to L/(2L∨ ∩ L), which is
then isomorphic to (Z/2Z)2 if 2 ∤ Dκ and trivial otherwise. In the former case, P ∨ = 1
2
P .
Suppose L ∩ 2L∨ has the Z-basis {a√D + b, d} with a, b, d ∈ Q and a, d > 0. Then
{e˜1, e˜2} = {ae1 + be2, de2} is a Z-basis of PU . We will denote
(2.18) gL :=
(
a b
0 d
)
∈ GL+2 (Q).
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Note that
(2.19) 2 det(gL) = Nm(a ∩ 2(κd)−1a).
In addition, we also define gκ ∈ GL+2 (Q) by
(2.20) gκ :=
{(
2/(Dκ)
1
)
2 | Dκ,(
1/(Dκ) 1
2
)
2 ∤ Dκ.
Then gκ ·
(√
D/2
1/2
)
is a Z-basis of the inverse different d−1κ of the order κZ+
κ2D+κ
√
D
2
Z.
For an element λ ∈ V , suppose λU = r, λU∨ = η1 with respect to the basis {e˜1, e˜2, e˜∨1 , e˜∨2 },
then λU∨ ·PU ⊂ Z if and only if η1 ∈ Z2. We use ϕλ ∈ S(V (Af )) to denote the characteristic
function of the coset λ+ P ⊗ Ẑ.
Example 2.1. Suppose 2 ∤ Dκ and a = Z
√
D+B
2
+ZA with A odd, i.e. a = 1, b = B, d = 2A.
Then det(g) = 2A = 2Nm(a) and κ = A/N . Any λ ∈ P ∨/P can be written as λU + λU∨
with λU ∈ 12PU/PU , λU∨ ∈ 12PU∨/PU∨. Suppose λ ∈ M/P , then λU ∈ PU if and only if
λU∨ ∈ PU∨ . Therefore the map λ 7→ λU (resp. λ 7→ PU∨) induces an isomorphism fromM/P
to 1
2
PU/PU (resp.
1
2
PU∨/PU∨). For µ ∈ 12PU/PU , let µ∨ ∈ 12PU∨/PU∨ be its image under the
isomorphism above. Let ϕM ∈ S(V (Af )) be the characteristic function of M . Then it can
be rewritten as
(2.21) ϕM(x) =
∑
λ∈M/P
ϕλ(x) =
∑
µ∈1
2
PU/PU
ϕµ(xU )ϕµ∨(xU∨).
The basis {e˜1, e˜2, e˜∨1 , e˜∨2 } is given by
e˜1 =
( √
D+B
2
−
√
D+B
2√
D−B
2
−
√
D+B
2
)
, e˜2 = A
(
1 −1
−1 1
)
, e˜∨1 =
A
√
D
2Dκ
( −1 −11 1 ) , e˜2 =
(
B
√
D+D
4Dκ
B
√
D+D
4Dκ
−B
√
D+D
4Dκ
−B
√
D+D
4Dκ
)
.
We can identify 1
2
PU/PU , resp.
1
2
PU∨/PU∨, with (
1
2
Z/Z)2, resp. (Z/2Z)2, via the bases
{e˜1, e˜2}, resp. {e˜∨1 , e˜∨2 }. Under this identification, we have µ∨ =
(
0
0
)
,
(
1
0
)
,
(
0
1
)
,
(
1
1
)
when µ =(
0
0
)
,
(
0
1/2
)
,
(
1/2
0
)
,
(
1/2
1/2
)
respectively.
2.5. Weil Representation and Theta Distribution. We quickly recall the Weil repre-
sentation following §4.1 in [8]. Recall that Γ = SL2(Z) and ω is the Weil representation
of SL2(A) acting on the space of Schwartz functions S(V (A)), which comes from the usual
polarization V ⊗W = V ⊗ X + V ⊗ Y for W = X + Y a 2-dimensional symplectic vector
space. On the other hand, the Witt decomposition V = U + U∨ gives another polarization
V ⊗W = U ⊗W + U∨ ⊗W , which provides another model of the Weil representation on
S(U∨ ⊗W (A)). For a choice of basis, we can identify U∨(A) and U(A) with A2 and view
ϕ ∈ S(V (A)) as a function in (η1, r) with η1, r ∈ A2. Let ψ be the standard additive char-
acter on A/Q that is trivial on Ẑ and restricts to x 7→ e(x) on R. For ϕ ∈ S(V (A)), we can
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define its partial Fourier transform
(2.22) ϕ̂(η) :=
∫
A2
ϕ(η1, r)ψ(η2 · r)dr,
where η = [η1 η2] ∈ M2(A) = Hom(U∨,W )(A) = U∨ ⊗W (A). This defines an intertwining
map from S(V (A)) to S(U∨ ⊗W (A)) with respect to ω, i.e.
ω̂(g)ϕ(η) = ϕ̂(η · g)
for g ∈ SL2(A) and η ∈M2(A). There is an equality of theta distribution
(2.23)
∑
x∈V (Q)
ϕ(x) =
∑
η∈M2(Q)
ϕ̂(η) =
∑
η∈M2(Q)/Γ
∑
g∈Γη\Γ
ϕ̂(η · g),
with Γη ⊂ Γ the stabilizer of η ∈M2(Q)/Γ.
Let gτ = n(u)m(
√
v) ∈ SL2(A) be the element corresponding to τ = u + iv ∈ H. It acts
on the theta distribution and defines a distribution on S(V (Af))
θ(τ, w, ϕ∞)(ϕf ) :=
∑
x∈V (Q)
ω(gτ )ϕ∞(x, w)ϕf(x),(2.24)
where ϕ∞ ∈ S(V (R)) ⊗ A0(D). For a function f on Γ\H valued in S(V (Af )) having mild
growth near the cusp, the pairing 〈f, θ(τ, w, ϕ∞)〉 is still Γ-invariant and can be integrated
on Γ\H to define
(2.25) Φ(w;ϕ∞, f) :=
∫
Γ\H
〈f, θ(τ, w, ϕ∞)〉dµ(τ).
When f has exponential growth at the cusp, the theta integral above can be regularized and
is a special case considered in [2] (also see §1 in [7]).
2.6. Cycle Integral of Theta Lift. Suppose M = Ma,κ and w = w(t, t0) as above. Then
Φ(w;ϕ∞, f) is also invariant when ε ∈ Γκ acts on t ∈ R via translation by log ε. Integrating
it with respect to the invariant measure dt over a fundamental domain [0, log εκ) of Γκ\D+F
defines
(2.26) I(t0;ϕ∞, f) :=
∫ log εκ
0
Φ(w(t, t0);ϕ∞, f)dt.
Let ϕM ∈ S(V (Af)) be the characteristic function of M ⊗ Zˆ and
(2.27) φ(x, w(t, t0)) := (x,X(t))(x, Y
⊥(t0))e−pi(x,x)w .
In this case, we denote
ΘM(τ, t, t0;φ) := v
−2〈ϕM , θ(τ, w(t, t0), φ)〉 =
∑
λ∈M
ϕτ,w(λ),
ϕτ,w(λ) := ω(gτ)φ(λ, w(t, t0)) = (λ,X(t))(λ, Y
⊥(t0))e(Q(λw⊥)τ +Q(λw)τ ).
(2.28)
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Notice that Q(λw⊥)τ +Q(λw)τ = Q(λ)u+Qw(λ)iv with τ = u+ iv. Then
(2.29) I(t0;φ, ϕM) =
∫ log εκ
0
∫
Γ\H
v2ΘM(τ, t, t0;φ)dµ(τ)dt.
The first result concerning this function of t0 is as follows.
Proposition 2.2. The function I(t0;φ, ϕMa,κ) is a constant that only depends on the class
of a in the narrow class group Cl+(F ) of F and the positive integer κ.
Proof. Since I(t0;φ, ϕM) is differentiable in t0, it suffices to show that ∂t0I(t0) = 0. To see
this, consider the following elements in S(V (R))
φ1(x, w(t, t0)) := (x,X(t))(x, Y (t0))e
−pi(x,x)w , φ2(x, w(t, t0)) := (x,X⊥(t))(x, Y (t0))e−pi(x,x)w .
Notice that
∂tX(t) = X
⊥(t), ∂tX⊥(t) = X(t), ∂tY (t) = Y ⊥(t), ∂tY ⊥(t) = Y (t).
From this, it is easy to check that ∂t0Qw(λ) = (λ, Y (t0))(λ, Y
⊥(t0)). Therefore, we have
∂t0ΘM(τ, t, t0;φ) =
∑
λ∈M
(1− 2piv(λ, Y ⊥(t0))2)(λ,X(t))(λ, Y (t0))e(Q(λw⊥)τ +Q(λw)τ),
which implies v2∂t0ΘM(τ, t, t0;φ)dµ(τ)dt = dω with
ω := 2vΘM(τ, t, t0;φ1)dτdt− v2ΘM(τ, t, t0;φ2)dµ(τ).
It is clear that ω is a (Γ×Γκ)-invariant 2-form on H×D+F . Applying Stokes’ Theorem then
proves that ∂t0I(t0) = 0. It is now easy to check from the definition that ΘMa,κ = ΘMa(µ),κ
for a totally positive element µ ∈ OF . Therefore, I(t0;φ, ϕMa,κ) only depends on the class of
a in Cl+(OF ) and κ. 
Remark 2.3. For A ∈ Cl+(OF ) and κ ∈ N, the proposition above implies that the quantity
(2.30) Ψ˜(A, κ) := I(0;φ, ϕMa,κ) =
∫ log εκ
0
Φ(t; a, κ)dt
is well-defined with a any representative ofA. Here we denote Φ(t; a, κ) := Φ(w(t, 0);φ, ϕMa,κ).
From (2.9), we know that when restricting to t0 = 0, the image of D
+
F × {0} lies on the
twisted diagonal z1 = Dκz2/Nm(a) in Γ
+
M\H2. On this embedded H, the image of Γκ\D+F is
the geodesic connecting
√
Di and
√
D−β
√
D+i
α
if εκ = α + β
√
D. Therefore, I(0;φ, ϕM) can
be considered as the cycle integral of the (twisted) diagonal restriction of Φ(w;φ, ϕM).
The second result of this section relates the Petersson norm of ϑL to the quantity Ψ˜(A, κ).
Proposition 2.4. For an integral ideal a ⊂ OF and positive integer κ, let L = La,κ, εκ ∈ O×F
and ϑL ∈ S1(Γ, ρL)⊗ SL be as in §2.3. Then ‖ϑL(τ)‖2Pet = Ψ˜([ad], κ) log εκ.
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Proof. If we unfold the definition of ϑL and its Petersson norm in Eqs. (2.16) and (1.1), then
it is clear that
‖ϑL(τ)‖2Pet =
∫ log εκ
0
∫ log εκ
0
∫
Γ\H
v2ΘM(τ, t, t0;φ2)dµ(τ)dtdt0,
where φ2 is defined in the proof of Prop. 2.2. The proposition now follows from the fact
ΘMa,κ(τ, t, t0;φ2) = ΘMad,κ(τ, t, t0;φ) and Prop. 2.2. 
2.7. Rademacher symbol. For each γ = ( a bc d ) ∈ Γ = SL2(Z), Rademacher defined in [11]
the following function
(2.31) Ψ(γ) =
{
b
d
, for c = 0,
a+d
c
− 12 sgn(c) · s(a, |c|)− 3 sgn(c(a+ d)), for c 6= 0,
where s(h, k) :=
∑
µ mod k((
µ
k
))((µh
k
)) is the Dedekind sum with ((x)) := x−⌊x⌋− 1
2
if x ∈ R\Z
and zero otherwise. He showed that Ψ is integer-valued, invariant under conjugation by
elements in Γ and
(2.32) Ψ(γ) = Ψ(−γ) = −Ψ(γ−1) = det(g)Ψ(gγg−1)
for any g ∈ GL2(Z). We call Ψ the Rademacher symbol. It is closely related to the trans-
formation formula of the Dedekind eta function and appears in many places in mathematics
(see e.g. [1, 13]).
An element γ = ( a bc d ) ∈ Γ is called hyperbolic if |tr(γ)| > 2. It fixes the semi-circle
Cγ := {z ∈ H : |2cz − (a− d)|2 = (a+ d)2− 4}. Define the weight 2 real-analytic Eisenstein
series E∗2(z) by
(2.33) E∗2(z) := −
3
piy
+ 1− 24
∑
n≥1
e(nz)
1− e(nz) .
A Theorem of Meyer [10] connects the cycle integral of E∗2(z)dz with the Rademacher symbol.
Theorem 2.5 (see §III of [13]). Let γ ∈ Γ be a hyperbolic element and z0 ∈ Cγ an arbitrary
point. Then the integral
∫ γz0
z0
E∗2(z)dz is independent of z0 and equals to Ψ(γ).
Let F = Q(
√
D) and εκ = α + β
√
D ∈ O×F as in §2.3. Then
(2.34) γ = γD,κ :=
(
α Dβ
β α
) ∈ Γ
is a hyperbolic element, and Cγ = {z ∈ H : |z| =
√
D}. Recall z(t) := √D−sh(t)+i
ch(t)
from §2.2,
which is an isomorphism from R to Cγ. It is straightforward to check that
(2.35) γ · z(log εκ) = γ ·
(√
D
−β√D + i
α
)
= z(− log εκ).
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Therefore, Meyer’s theorem implies that
(2.36) Ψ(γD,κ) = −
∫ z(log εκ)
z(log ε−1κ )
E∗2(z)dz.
3. Calculations
3.1. Partial Fourier Transform. Fix a class A ∈ Cl+(OF ), a representative a ⊂ OF of
A, a positive integer κ ∈ N and denote M = Ma,κ. In order to evaluate Ψ˜(A, κ), we will
calculate the Fourier expansion of Φ(w;φ, ϕM) along the 1-dimensional boundary coming
from the stabilizer of U . This was done in [8] with ϕ∞ being the Gaussian. We follow the
same calculations with ϕ∞ a polynomial times a Gaussian. The key step in the evaluation is
a 2-dimensional partial Fourier transform. For this, we need the analogue of Lemma 4.3 in [8]
for ϕτ,w ∈ S(V (R)) defined in Eq. (2.28). The spaces U(R) and U∨(R) are both isomorphic
to R2 with respect to a choice of basis. Therefore, we view ϕτ,w as a function in (η1, r) with
η1, r column vectors in R2. The goal is to calculate the partial Fourier transform of ϕτ,w
defined by
(3.1) ϕ̂τ,w(η) :=
∫
R2
ϕτ,w(η1, r)e(
tr · η2)dr,
where η = [η1 η2] ∈ M2(R). This is the infinity component of the partial Fourier transform
in (2.22).
For the bases of U and U∨, we will use {e˜1, e˜2} and {e˜∨1 , e˜∨2 } in §2.2 with g = gL given in
Eq. (2.18). Denote J := ( 1−1 ), which satisfies J = − tJ and
(3.2) ητ := η
(
τ
1
)
= η1τ + η2, η˜τ := g
−1 · ητ , C := −Jη1/ det(g).
Recall z(t), z1(t, t0), z2(t, t0), z˜1(t), z˜2(t) as in (2.8), (2.9) and (2.10), which satisfy
z˜1(t, t0) = g · z1(t, t0), z˜2(t) = z2(t, 0)
det g
, z1(t, 0) =
Dz2(t, 0)
N
= z(t) =
√
D
−sh(t) + i
ch(t)
.
After setting t0 = 0 and omitting the argument t in all the notations above, we can express
(λ, w), (λ, w⊥) as
(λ, w) = tr · wU ′ + tη1 · wU = −z√
Ny
(cz + d)
(
tη1 ·
(−z˜2
z˜1z˜2
)
+ tr ·
(
z˜1
1
))
= − z2√
Ny2
t(r − Cz2) · g ·
(
z1
1
)
,
(λ, w⊥) =
√
N√
Dy2
t(r − Cz2) · g ·
(
z1
1
)
.
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Then ϕτ,w(λ) becomes
ϕτ,w(η1, r) =
−1√
Dy22
Re
(
z2
t
r′ ·R
)
Im
(
t
r′ · R
)
e
(
τ tr · η1
)
exp
(
− piv
y1y2
∣∣∣tr′ · R∣∣∣2) ,(3.3)
where r′ := r−Cz2 with R = R(z1, g) := g
(
z1
1
)
. In the notations above, we have the following
lemma.
Lemma 3.1. For t0 = 0 and η ∈ M2(Q) with columns η1 and η2, the function ϕ̂τ,w(η) is
given by
ϕ̂τ,w(η) = − N
2y2
det(g)D5/2v3
(
Dv
2Npi
− tη˜τ ·
(
1 0
−x 0
)
· η˜τ
)
e
(
Nz det(η)
D det(g)
)
exp
(
−Npi
Dv
∣∣∣∣tη˜τ ·( 1−z
)∣∣∣∣2
)
.
(3.4)
Proposition 3.2. The theta function Θ(τ, t, t0;φ) can be written as
(3.5) ΘM(τ, t, t0;φ) =
∑
η∈M2(Q)
ϕ̂M(η)ϕ̂τ,w(η)
This result follows from changing the model of the Weil representation (see §4.1 in [8] for
detailed discussions). Recall the lattice P ⊂M defined in (2.17) with M/P ∼= L/(L∩ 2L∨).
By (4.10) in [8] and Example (2.1) above, we have for η = [η1 η2] ∈M2(Q) ∼= U∨ ×W
(3.6) ϕ̂M(η) =
{
ϕM2(Z)(η) if L ⊂ 2L∨,
ϕM2(Z)(η)e
(
−det(η)
2
)
otherwise.
3.2. Orbital Integrals. In this section, we will decompose the integral defining Φ(w(t, 0);φ, ϕM)
into orbits according to the rank of η ∈M2(Q) and calculate the orbital integral
(3.7) Φη(z, s) :=
∫
Γη\H
v2−sϕ̂τ,w(t,0)(η)
dudv
v2
for various η ∈ M2(Q)/Γ. Here, we used the notation z = x + iy = z(t) as in Eq. (2.10).
The procedure now follows that of [8].
Lemma 3.3. Suppose g = ( a b0 d ) ∈ GL+2 (Q). Let η = (m k0 α ) ∈M2(Q) with m > 0 and α 6= 0.
Then
(3.8) Φη(z, 0) =
{
−Ne(mαNz/(D det(g)))
det(g)D
iyz√
D
, α > 0,
−Ne(mαNz/(D det(g)))
det(g)D
−iyz√
D
, α < 0.
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Proof. Since η has rank 2, Γη is trivial and Γη\H = H. Substituting in η = (m k0 α ) gives us
ητ =
(
mτ+k
α
)
and
ϕ̂τ,w(η) =
−N2y2
det(g)D5/2v3
(
Dv
2Npi
− (d(mτ + k)− α(ax+ b))(d(mτ + k)− αb)
det(g)2
)
e
(
mαNz
D det g
)
exp
(
− Npi
Dv det(g)2
|d(mτ + k)− α(az + b)|2
)
.
Make the change of variable u′ = d(mu+ k)− α(ax+ b) and v′ = dmv gives us
(d(mτ + k)− α(ax+ b))(d(mτ + k)− αb) = (u′)2 + (v′)2 + αax(u′ − iv′).
Therefore, the integral defining Φη(z, 0) becomes
Φη(z, 0) =
−N2y2e
(
mαNz
D det g
)
det(g)D5/2
∫ ∞
0
∫ ∞
−∞
(
Dv′
2Npi
− dm((u
′)2 + (v′)2 + αax(u′ − iv′))
det(g)2
)
exp
(
−Npidm((u
′)2 + (v′ − αay)2)
Dv′ det(g)2
)
du′dv′
(v′)3
.
We can apply the identities
∫
R
(
1
2piA
− Bu2) exp(−piABu2)du = 0, ∫R exp(−piAu2)du = 1/√A
and
∫∞
0
e−Aw−B/wdw/
√
w =
√
pi/Ae−2
√
AB to simplify the expression above to
Φη(z, s) =
−N3/2y2e
(
mαNx
D det g
)√
dm
det(g)2D2
∫ ∞
0
(
−
√
v′ + iαax/
√
v′
)
exp
(
−Npidm(v
′ + (αay)2/v′)
D det(g)2
)
dv′
v′
=
−Nisgn(α)y
det(g)D3/2
(x+ isgn(α)y)e
(
mαN
D det(g)
(x+ isgn(α)y)
)
.
This finishes the proof. 
Lemma 3.4. Suppose g = ( a b0 d ) and z˜ = x˜ + iy˜ := gz = (az + b)/d. When η = (
0 m
0 n ) ∈
M2(Q), the orbital integral Φη(z, s) is given by
(3.9) Φη(z, s) = −aΓ(1 + s)y
2
2
√
Ddpi2
(
a2D
Npi
)s
·

n2|z˜|2 −m2 + 2(m− nx˜)nb/d
|m− nz˜|4+2s −
2s(m2 −mnx˜+ n2bx˜/d−mnb/d)
|m− nz˜|4+2s

for s ∈ C.
Proof. In this case, we have η˜τ =
1
ad
(
dm−bn
an
)
and
ϕ̂τ,w(η) = − N
2y2
D5/2(adv)3
(
Dv(ad)2
2Npi
− d2(m− nx˜)(m− nb/d)
)
exp
(
− Npi
a2Dv
|m− nz˜|2
)
.
Integrating this against v2−s dudv
v2
over Γη\H = Γ∞\H gives us the desired result. 
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Proposition 3.5. When η = ( 0 00 0 ), we have Γη\H = Γ\H and
(3.10) Φη(z, 0) = −Ny
2vol(Γ\H)
2pi det(g)D3/2
= − Ny
2
6 det(g)D3/2
.
Finally, we will state a lemma that follows readily from differentiating the Kronecker limit
formula,
(3.11)∑′
m,n∈Z
1
|m− nw|2+2s = Im(w)
−1−s
(pi
s
+ 2pi(γ − log 2− log(
√
Im(w)|η(w)|2)) +O(s)
)
,
where
∑′
means summing over (m,n) ∈ Z2\{(0, 0)}, γ is the Euler constant and η is the
Dedekind eta function.
Lemma 3.6. For w ∈ H and s near 0 ∈ C, we have∑′
m,n∈Z
|w|2n2 −m2
|m− nw|4+2s =
ipi2
6Im(w)
(wE∗2(w)− wE∗2(−w)) +O(s),(3.12)
∑′
m,n∈Z
(m− nRe(w))n
|m− nw|4+2s = −
ipi2
12Im(w)
(E∗2(w)− E∗2(−w)) +O(s),(3.13)
2s
∑′
m,n∈Z
(m− nRe(w))m
|m− nw|4+2s =
pi
Im(w)
+O(s),(3.14)
where E∗2(w) is the real-analytic Eisenstein series defined in Eq. (2.33).
4. Proof.
After calculating the orbital integrals, we can now add all the contributions together to
calculate Ψ˜(A, κ). For this, we need the following key proposition.
Proposition 4.1. Let M =Ma,κ, g0 = gκ, g1 = gL and z(t) =
√
D−sh(t)+i
ch(t)
as in sections 2.2
and 2.4. Then
(4.1) Φ(t; a, κ)dt =
1
6
Re (E∗2(z˜0)dz˜0 −E∗2(z˜1)dz˜1) ,
where z˜j(t) = gj · z(t) for j = 0, 1.
Proof. First, we can write Φ(t; a, κ) = lims→0
∫
Γ\H v
2−sΘM(τ, t, 0;φ)dudvv2 using the definition
of Φ(t; a, κ) (see Remark 2.3). By the absolute convergence of this integral for Re(s) > 0
and Eq. (3.5), we can write∫
Γ\H
v2−sΘM(τ, t, 0;φ)
dudv
v2
=
∑
η∈M2(Q)/Γ
|ΓH|
|ΓH ∩ Γη|ϕ̂M(η)Φη(z, s),
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where ΓH = {± ( 1 00 1 )} ⊂ Γ. Suppose 2 | Dκ and we choose g = gL such that {e˜1, e˜2} is a
Z-basis of PU defined in Eq. (2.17). Then Eqs. (2.19) and (3.6) tell us that N/ det(g) = 2/κ
and ϕ̂M(η) = ϕM2(Ẑ)(η). In this case, we have M2(Z)/Γ = S2 ⊔ S1 ⊔ {( 0 00 0 )}, where
S2 =
{(
m k
0 α
)
∈M2(Z) : m ∈ Z, m ≥ 1, α ∈ Z, α 6= 0, k mod m
}
,
S1 =
{(
0 m
0 n
)
∈M2(Z) : m,n ∈ Z, (m,n) 6= (0, 0)
}
.
It is easy to see that |ΓH||ΓH∩Γη | = 2 if η ∈ S2, and is 1 otherwise. By Eq. (2.12) and Lemma
3.3, we have
lim
s→0
∑
η∈S2
Φη(z, s)dt =
∑
η∈S2
Φη(z, 0)dt =
1
24
(
E∗2(z˜0)dz˜0 + E
∗
2(−z˜0)dz˜0 −
(
1− 3
piy˜0
)
(dz˜0 + dz˜0)
)
.
Similarly for the sum over S1, we can apply Lemma 3.3 and 3.6 to obtain
lim
s→0
∑
η∈S1
Φη(z, s)dt = − 1
12
(
E∗2(z˜1)dz˜1 + E
∗
2(−z˜1)dz˜1 +
3(dz˜0 + dz˜0)
piy˜0
)
.
Finally, we can rewrite Φ( 0 00 0 )
(z, 0) = dz˜0+dz˜0
12
. Adding everything together with the index
|ΓH|
|ΓH∩Γη | then finishes the proof for 2 | Dκ. If 2 ∤ Dκ, then ϕ̂M(η) = ϕM2(Z)(η)e(− det(η)/2) for
η ∈M2(Q) by Eq. (3.6). Calculating exactly as before, we obtain Eq. (4.1) in this case. 
To prove Theorem 1.1, we will also need the following proposition.
Proposition 4.2. Recall γ = γD,κ ∈ Γ from Eq. (2.34) and let g0, g1 ∈ GL+2 (Q) be the same
as in Prop. 4.1. Denote γj := gjγg
−1
j for j = 0, 1. Then γj ∈ Γ for j = 0, 1 and
(4.2) Ψ˜([a], κ) =
1
12
(Ψ(γ1)−Ψ(γ0)) ,
where Ψ˜ is the invariant defined in Eq. (2.30) and Ψ is the Rademacher symbol defined in
§2.7.
Proof. From Prop. 4.1 and the definition of Ψ˜(A, κ) in Eq. (2.30), it is clear that
Ψ˜(A, κ) = − 1
12
(∫ z0(− log εκ)
z0(log εκ)
Re(E∗2(w)dw)−
∫ z1(− log εκ)
z1(log εκ)
Re(E∗2(w)dw)
)
,
where z˜0(t), z˜1(t) were defined in Prop. 4.1. By Eq. (2.35), we know that γj · z˜j(log εκ) =
z˜j(− log εκ) and γj ·
(
−z˜j(log εκ)
)
= −z˜j(− log εκ) for j = 0, 1. For any g = ( a b0 d ) ∈ GL+2 (Q),
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it is easy to check that
gγg−1 =
1
a
(
aα + bβ a
2D−b2
d
β
dβ aα− bβ
)
.
One can check that γj ∈ Γ after substituting in g = gj for j = 0, 1. Therefore, we will denote
z˜j = z˜j(log εκ) and can write for j = 0, 1
2
∫ z˜j(− log εκ)
z˜j(log εκ)
Re(E∗2(w)dw) =
∫ γj z˜j
z˜j
E∗2(w)dw + E
∗
2(−w)dw = Ψ(γj)−
∫ −γj z˜j
−z˜j
E∗2(w
′)dw′,
where w′ = −w. Since −γj z˜j = γ′j(−z˜j) with γ′j = ( 1 −1 ) γj ( 1 −1 ), Meyer’s Theorem implies
that the last integral is Ψ(γ′j) = −Ψ(γj) and this finishes the proof. 
Proof of Theorem 1.1. In view of Props. 2.4, 4.1 and 4.2, it suffices to calculate Ψ˜([ad], κ).
From the proposition above, we see that γ0 only depends on κ. For γ1 = γ1(ad), if {a
√
D +
b, d} is a basis of a ∩ 2(κd)−1a as in §2.4, then {aD + b√D, d√D} is a basis of da ∩ 2κ−1a.
Let r = gcd(b, d), b′ = b/r, d′ = d/r and g2 =
(
a′ c′
d′ −b′
) ∈ GL2(Z) with det(g2) = −1. Then
{r√D+aa′D, ad′D} is a basis of ad∩2κ−1a and we choose g1 =
(
r aa′D
ad′D
)
. It is straightforward
to check that
g1 = g2
(
a b
d
)(
D
1
)
Since ( D1 ) γ
(
1
1/D
)
= γ, we have Ψ(γ1(ad)) = Ψ(g2γ1(a)g
−1
2 ) = −Ψ(γ1(a)). This finishes
the proof. 
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