Abstract-Two-dimensional (2-D) discrete systems with periodic coefficients are considered for stability. These systems are called periodically shift variant (PSV) digital filters and have many applications in signal processing that include the filtering of 2-D signals with cyclostationary noise, scrambling of digital images, and implementation of multirate filter banks. In this paper, the filters are formulated in the form of the well known Fornasini-Marchesini state-space model with periodic coefficients. This PSV model is then studied for stability. Two sufficient conditions and one necessary condition are established for asymptotic stability. Some examples are given to illustrate the results.
I. INTRODUCTION
I N MANY FIELDS of engineering, cyclostationary signals are often encountered. A cyclostationary process is one which has the property that its statistics vary periodically with time. All forms of bauded data transmission exhibit cyclostationary characteristics. Amplitude-modulated signals can also be modeled as cyclostationary if carrier synchronization is obtained. Also, the statistics of video signals exhibit a periodicity at the horizontal line rate. A detailed discussion of cyclostationarity in communications and signal processing can be found in [1] . Filtering of cyclostationary signals requires a filter which has a periodically varying impulse response. Periodically shift variant (PSV) filters have been shown to significantly improve estimation of cyclostationary signals in noise [2] , [3] . PSV filters are also effective in filtering signals with cyclostationary additive noise. Other applications of PSV filters include speech scrambling [4] and decimatorinterpolator filter design [5] .
One-dimensional PSV filters have received widespread attention in the literature over the past two decades. Design of PSV filters has been discussed in [4] - [8] . Implementation aspects of these filters have been investigated in [9] - [11] . However, very little attention has been given to two-dimensional (2-D) PSV systems. These filters have applications in processing digital video images with cyclostationary noise and in the design of image scramblers. They are also useful in the analysis, design, and implementation of 2-D multirate filter banks. In [12] state-space PSV filters have been considered in [13] , where equivalent shift-invariant block structures were derived. These structures are useful for analysis, but are computationally intensive for implementation. In [14] and [15] , 2-D PSV systems were considered and new shift-invariant structures were derived. These structures are computationally efficient and lend themselves to easier analysis. In this paper, 2-D state-space PSV filters are formulated and analyzed for stability. Sufficient conditions for stability are derived using energy functions in the spatial domain only. This is in contrast to the -domain approach used in [16] . The paper is organized as follows. In Section II, the system is described and formulated by the second model of Fornasini-Marchesini (FM) . Based on the model, some definitions and observations are given in Section III. Two sufficient conditions and one necessary condition for stability are established in Section IV. Examples illustrating the results are given in Section V. Conclusions are made in Section VI.
II. SYSTEM DESCRIPTION
The difference equation representation for a linear PSV 2-D discrete system can be written in the form (1) where for . The coefficients are periodically shift variant, i.e., where the period is and are positive integers, not both zero.
As in LSIV systems, the above 2-D PSV system can be represented in several different state-space forms with periodic coefficient matrices [16] . The second model of FM [17] is adopted here with and being the periodic coefficients. The second model of FM can be written as follows: (2) 1057-7130/98$10.00 © 1998 IEEE 
where
, and . The coefficient matrices are functions of and in (1) and periodically shift variant with period . In this paper, the zero-input stability of the state equation (2) is studied, and therefore, only the periodic coefficient matrices and are considered.
III. OBSERVATIONS AND DEFINITIONS
The observations on periodic matrices and definitions of the index sets for the coefficient matrices, the permutation matrices, and matrices given in this section will be used in deriving the stability conditions in the next section.
Consider the first quadrant of state variables whose coefficient matrices are assumed to be periodic with period , i.e., and . In Fig. 1 , each corner of the grid is denoted by an index pair , which represents the coefficient matrices and used for the computation of the state variable at that corner of the grid. Throughout the paper, let and where are positive integers, and is the greatest common divisor of and . Also, let be the least common denominator of and . Notation denotes the spectral radius of a matrix and denotes the transpose of a matrix or a vector. For , means and . Also, means .
Observation (1):
The state variables in every block of size use the same set of coefficient matrices and . For example, in Fig. 1 , the state variables in the blocks (4 6) denoted by #1 and #2 use the same set of coefficient matrices.
Observation (2): The state variables along each diagonal depend on a set of only pairs of coefficient matrices and when they are related to the state variables on the previous diagonal. (2) and (3) are given in the Appendix.
To derive the stability conditions, we need the following definitions.
Definition (1): Index Sets. Define index sets for coefficient matrices used by the state variables along the diagonal as the first index decreases, as follows:
. . . 
where ; and . As described in Observation (3), there are different sets of pairs of coefficient matrices. Sets for are these distinct index sets. As given in Observation (2), there are distinct pairs of coefficient matrices and used by the state variables on each diagonal when they are related to the state variables on the previous diagonal. The index set gives the indices of pairs of coefficient matrices and used by the state variables on th diagonal when . Definition (2) : Permutation Matrices. Let be an cyclic permutation matrix such that . It is known [19] that has the following properties:
. Clearly, these properties are well preserved for the block cyclic permutation matrix . That is, satisfies: 1) or 2)
, where 3)
.
Definition (3):
Matrices . For , define as shown in (4) at the bottom of the page where and as defined (3) . It is easy to verify the following: 1)
. 2) (5) 3) . . .
The following definitions and observation are useful in deriving sufficient conditions for the stability of 2-D systems.
Definition (4) Observation (4) is true because if the energy on the progressing diagonals goes to zero, then the state variable must also approach zero in any direction in the plane.
IV. STABILITY OF THE 2-D PSV SYSTEM
In this section, a sufficient condition is first established in Theorem 1 for the stability of the 2-D PSV FM model. Then, a necessary condition and a different sufficient condition are given in Theorems 2 and 3, respectively, for the stability of 2-D PSV system. Theorem 1: Consider the zero-input 2-D PSV FM statespace system where the coefficients matrices are periodically shift variant with period . The initial conditions are assumed such that or , and , for . For , define (6) where are the index sets defined in (3). If , then the system is asymptotically stable. Proof: Using the system description and the initial conditions, the state variables on the -th diagonal can be written as . . .
The following inequality is obtained by taking the absolute value of both sides, summing up the above equations, and using the triangular inequity:
Define Then (7) can be written as (8) 
Since every th state variable on the diagonal uses the same coefficient matrices, we add every th state variables in (9) starting at . For example, we add the state variables denoted by " " in Fig. 1 . Then we add every th state variables starting with . For example, we add all the state variables denoted by " " in Fig. 1 . Continuing this process, we get the different equations. For , where is a positive integer, and , define which are the total numbers of state variables on the th diagonal which use the same and , respectively, when they relate to the state variables on the previous diagonal. Then the different equations are (10) (11) . . . Then (10)- (12) can be written as shown in the equation at the bottom of the page. That is (14) where the matrix is shown at the bottom of the next page. Because of the periodicity of the coefficient matrices, repeats with period as first index increases. Therefore . . . 
Since the system is assumed stable, . Thus the (15) , and the equations in (9) . Take the absolute value of both sides of (10-12) and define . . .
Using the triangular inequity, we have the inequality shown at the bottom of the next page.
That is (16) Since repeats with period as the first index increases, the inequality in (16) can be written as . . . (17) From (17), it is clear that if , then . This in turn implies that if then . In this section, two sufficient conditions for stability are established in Theorems 1 and 3, respectively. The condition given in Theorem 1 is more restrictive than the one in Theorem 3. (Please see Lemma 3 given in the Appendix for details.) However, the computation required to check the sufficient condition in Theorem 1 is significantly less than the one in Theorem 3 since the sizes of are but the sizes of are . So, for a given 2-D PSV system, we will first use Theorem 1 to check the stability of the system. If the condition fails, we then check the necessary condition given in Theorem 2. If the necessary condition fails, then we can conclude that the system is not stable; otherwise, we check the sufficient condition in Theorem 3. Examples given in the next section will illustrate this procedure.
V. EXAMPLES
In this section, three examples are given to illustrate the stability conditions established in the last section. The system in Example 1 is stable since it satisfies the sufficient condition given in Theorem 1. The system in Example 2 does not satisfy the sufficient condition in Theorem 1. It is not stable since it fails the necessary condition given in Theorem 2. In Example 3, the system fails the sufficient condition in Theorem 1 but satisfies the necessary condition. After checking the sufficient condition in Theorem 3, we can conclude the system is stable. For comparison purposes, we convert this system to an equivalent LSI system by using the method of [13] and check for stability.
. . .
Example 1:
The system coefficients are given below with period :
In this case, and . Definition (1) gives and . From (6) Since the sufficient condition of Theorem 1 is satisfied and the system is stable.
Example 2: The system coefficients are given below with period :
Since the sufficient condition of Theorem 1 is not satisfied. Applying Theorem 2 to the system gives and The necessary condition of Theorem 2 is not satisfied and hence the system is unstable. Example 3: The system coefficients are given below with period :
The conditions of Theorems 1, 2, and 3 give
Since the sufficient condition of Theorem 3 is satisfied, the system is stable. Using the method of [13] to convert this system to an equivalent LSI model, the resulting LSI matrices and are as follows:
. . . For LSI systems, the conditions of Theorems 1 and 3 degenerate into the same condition. For this system, the condition yields . The condition is not satisfied and therfore no conclusion can be made about stability. This illustrates that the condition of Theorem 3 is less restrictive when applied directly to the PSV system.
VI. CONCLUSION
This paper studies the stability of 2-D PSV digital filters formulated in the FM state-space model. Conditions are established for the stability of the considered system. Two of these results are sufficient conditions and one is a necessary condition. One sufficient condition, Theorem 1, is more restrictive than the other, Theorem 3. However, the condition of Theorem 1 is simpler in computation and is easier to apply. The necessary condition of Theorem 2 can be used to quickly check for instability of a given system. Similarity transformation matrices may be used to transform the coefficient matrices in order to obtain an equivalent system. These coefficient matrices may then be optimized so that the sufficient conditions can be satisfied easier. This is a nontrivial problem and needs to be addressed in the future. (2) and (3) Observation (2) Based on these observations, we define matrices , for such that all block column sums of are equal to . This can be easily done by adding positive matrices to those block columns whose sums are not equal to . Clearly, for . Then
APPENDIX

A. Verifications for Observations
Since each has a constant block column sum , the block column sum of is the same as the one for by Lemma 1. Then by Lemma 2, the equality holds.
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