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Abstract
In 2011, Khurana, Lam and Wang define the following property.
(*)A commutative unital ring A satisfies the property “power stable
range one” if for all a, b ∈ A with aA + bA = A there is an integer
N = N(a, b) ≥ 1, λ = λ(a, b) ∈ A with bN + λa ∈ A×, the unit group
of A.
In 2019, Berman and Erman consider rings with the following property
(**) A commutative unital ring A has enough homogeneous polyno-
mials if for all finite set S := {p1, p2, ..., pk} with cardS := k ≥ 1, of
primitive points in An and any n ≥ 2, there is P (X1,X2, ...,Xn) ∈
A[X1,X2, ...,Xn]) with P homogeneous, degP ≥ 1 and P (pi) ∈ A
×
for 1 ≤ i ≤ k.
We show that the two properties (*) and (**) are equivalent and
we shall call a commutative unital ring with these properties a good
ring.
When A is a commutative unital ring of pictorsion as defined by
Gabber, Lorenzini and Liu in 2015, we show that A is a good ring.
We give a counterexample to the reciprocal by using a Dedekind ring
built by Goldman in 1963.
1 Introduction
In this note we consider only commutative and unital rings. As usual A× is
the unit group of A and the ring homomorphisms send 1 to 1. In particular
if A is the ring reduced to {0} then A× = A.
In 2011, Khurana, Lam and Wang ([K.L.W], Definition 1.1 p. 123) were
interested in the notion of “rings of square stable range one” which can be
seen as an extension of the notion “n is the stable range of a ring” as defined
by Bass in 1964 ([B] p.498).
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One says that a ring A satisfies the property “square stable range one” if
for all a, b ∈ A with aA + bA = A, there is λ ∈ A such that b2 + λa ∈ A×,
where A× is the unit group of A.
In the epilogue of their paper ([K.L.W], p. 141) they give a generalization
of the property “square stable range one”, namely the property “power stable
range one”. This notion is the following.
A commutative unital ring A satisfies the property “power stable range
one”, if for all a, b ∈ A with aA+ bA = A there is an integer N = N(a, b) ≥
1, λ = λ(a, b) ∈ A with bN + λa ∈ A× the unit group of A.
We will reproduce here this notion but with a different qualifier
(*) Let A be a commutative unital ring. A point p = (x1, x2, ..., xn) ∈ A
n
is called primitive if
∑
1≤j≤n xjA = A. A primitive point (a, b) ∈ A
2 is a
good point if there is an integer N = N(a, b) ≥ 1, λ = λ(a, b) ∈ A with
bN + λa ∈ A×.
A ring A is a good ring if it is commutative unital and the primitive
points in A2 are good points.
Before to go further we remark that if A is a unital commutative ring,
P (X1, X2, ..., Xn) ∈ A[X1, X2, ..., Xn]) with P homogeneous, degP ≥ 1, then
p := (x1, x2, ..., xn) ∈ A
n with P (p) := P (x1, x2, ..., xn) ∈ A
× is primi-
tive. Reciprocally if p := (x1, x2, ..., xn) ∈ A
n is primitive then there is
W (X1, X2, ..., Xn) :=
∑
1≤i≤n uiXi such that W (p) ∈ A
×.
Now generalizing this equivalence, we define a new family of rings as
suggested in [B.E], namely
(**) A commutative unital ring A has enough homogeneous polynomials
if for all finite set S := {p1, p2, ..., pk} with cardS := k ≥ 1, of primitive
points in An and any n ≥ 2, P (X1, X2, ..., Xn) ∈ A[X1, X2, ..., Xn]) with P
homogeneous, degP ≥ 1 and P (pi) ∈ A
× for 1 ≤ i ≤ k,
and more specifically
(***) A commutative unital ring A has enough homogeneous polynomials
in two variables, if for all finite set S := {p1, p2, ..., pk} of primitive points in
A2 with cardS := k ≥ 1, there is P (X1, X2) ∈ A[X1, X2], with P homoge-
neous, degP ≥ 1 and P (pi) ∈ A
× for 1 ≤ i ≤ k.
A main result (theorem 2.1) is that each of the three properties (*), (**)
and (***) characterize the good rings.
A more subtle fact is to express the property of good point and of good
ring in a geometric way, namely.
Let (a, b) ∈ A2 a primitive point. Let A[x, y] := A[X,Y ]
X(aY −bX)A[X,Y ]
where
x (resp. y) is the X (resp. Y ) image. Moreover A[x, y] is endowed with
the induced A[X, Y ]-graduation. Let S = S(a, b) := Proj(A[x, y]), then
OS(a,b)(S(a, b)) is a free rank two A-module (proposition 3.1).
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Moreover (a, b) is a good point iff OS(a,b)(1)(S(a, b)) is a torsion element
in the Picard group of OS(a,b)(S(a, b)) (theorem 3.1) and so A is a good ring
if and only if for all primitive point (a, b) ∈ A2 and for all S = S(a, b),
OS(a,b)(1)(S(a, b)) is a torsion element in the Picard group of OS(a,b)(S(a, b)).
In particular it follows that if for all primitive point (a, b) ∈ A2, the Picard
group of OS(a,b)(S(a, b)) is a torsion group then A is a good ring.
More specifically, let A be a pictorsion ring, i.e. for all ring B which is
finite over A, its Picard group Pic(B) is a torsion group ([G.L.L], definition
03 p. 1191). AsOS(a,b)(S(a, b)) is a free rank two A-module (proposition 3.1),
it follows that OS(a,b)(1)(S(a, b)) is a torsion element in Pic(OS(a,b)(S(a, b))).
It follows that any pictorsion ring A is a good ring.
A question is to know if there are good rings A with Pic(OS(a,b)(S(a, b)))
is not a torsion group.
The answer uses ([G], corollary 2 p. 118) , a 1963 paper where Goldman
shows the existence of a Dedekind ring A with Z[X ] ⊂ A ⊂ Q[X ], A
M
finite
for all maximal ideal M and such that its ideal class group isn’t a torsion
group. Such a ring is a good ring but not a pictorsion ring.
Outline of the paper.
In section 2 we define good rings and rings with enough homogeneous
polynomials. We prove the equivalence of the two notions. We give also the
first examples of good rings.
In section 3 we give a geometric characterization of good points and good
rings in terms of Picard group.
Section 4 gives a subsequent list of good and of not good rings.
2 On homogeneous polynomials in n ≥ 2 vari-
ables with coefficients in a ring A and invert-
ible values on a given finite set in An
In the sequel we adopt the following usual terminology.
Definition 2.1. Let A be a commutative unital ring. A point p = (x1, x2, ..., xn) ∈
An is called primitive if
∑
1≤j≤n xjA = A.
Definition 2.2. A primitive point (a, b) ∈ A2 is a good point if there is an
integer N = N(a, b) ≥ 1, λ = λ(a, b) ∈ A with bN + λa ∈ A×.
Definition 2.3. A ring A is a good ring if it is commutative unital and the
primitive points in A2 are "good points".
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Proposition 2.1. Let A be a commutative unital ring. The following prop-
erties are equivalent.
i) The ring A is a good ring,
ii) for all a ∈ A, the group (ρa(A))
×
ρa(A×)
is a torsion group where ρa : A→
A
aA
is
the natural epimorphism.
Proof. 1) We show that i) implies ii).
Let a ∈ A and b ∈ A with ρa(b) ∈ (
A
aA
)×, then there are a′, b′ ∈ A with
a′a+ b′b = 1 and so (a, b) ∈ A2 is primitive point. Then by i) (a, b) is a good
point and so there is an integer N ≥ 1, λ ∈ A with bN + λa ∈ A×, which
means that (ρa(b))
N ∈ ρa(A
×), i.e. ii) is satisfied.
2) We show that ii) implies i).
Let (a, b) ∈ A2 a primitive point and ρa : A →
A
aA
, the natural epi-
morphism. Then ρa(b) ∈ (
A
aA
)× and by ii) there is an integer N ≥ 1 with
(ρa(b))
N ∈ (ρa(A))
×. So there is λ ∈ A with bN + λa ∈ A×, i.e. (a, b) is a
good point and i) is satisfied.
Remark 2.1. 1. Part ii) in proposition 2.1 is trivially satisfied when a = 0
or a ∈ A×.
2. If A is a commutative field, then part ii) in proposition 2.1 is trivially
satisfied and so a commutative field is a good ring.
3. Let A be a commutative unital ring. If for all a ∈ A − {0}, (ρa(A))
× =
(A
a
)× is a finite or a torsion group, then part ii) in proposition 2.1 is
satisfied and so A is a good ring.
4. Let A be a commutative unital ring. If for all a ∈ A − {0}, (ρa(A)) is
finite, then A is a good ring. In particular Z is a good ring.
5. Let A be a commutative unital ring. If A is a local ring, one can easily
show that A is a good ring (proposition 4.3). One can give example of such
a ring A and a ∈ A− {0} such that (ρa(A))
× is not a torsion group (for
example A := Q[[T ]], the formal power series ring with rational coefficients
and a = T ).
The following definition is inspired from ([B.E], definition 1.1 p.3)
Definition 2.4. A commutative unital ring A has enough homogeneous poly-
nomials in two variables, (resp. enough homogeneous polynomials) if for all
finite set S := {p1, p2, ..., pk} of primitive points in A
2 with cardS := k ≥
4
1, (resp. primitive points in An and any n ≥ 2), there is P (X1, X2) ∈
A[X1, X2], ( resp. P (X1, X2, ..., Xn) ∈ A[X1, X2, ..., Xn]) with P homoge-
neous, degP ≥ 1 and P (pi) ∈ A
× for 1 ≤ i ≤ k where P (pi) := P (p1,i, p2,i, ..., pn,i)
and pi := (p1,i, p2,i, ..., pn,i) ∈ A
n.
Theorem 2.1. Let A be a commutative unital ring. The following properties
are equivalent.
i) The ring A is a good ring,
ii) the ring A has enough homogeneous polynomials,
iii) the ring A has enough homogeneous polynomials in two variables.
Proof. We show that i) implies ii) implies iii) implies i).
1) We show i) implies ii). The proof works by induction on k = cardS.
1.1) If cardS = 1, then S = {p1 = (p1,1, p2,1, ..., pn,1)} and there are
u1, u2, ..., un ∈ A with
∑
1≤j≤n ujpj,1 = 1. Clearly P (X1, X2, ..., Xn) :=∑
1≤i≤n uiXi works.
1.2) Let k ≥ 1 and S ′ := {p1, p2, ..., pk} ⊂ A
n consisting in k primi-
tives points. By induction hypothesis there is an homogeneous polyno-
mial P (X1, X2, ..., Xn) ∈ A[X1, X2, ..., Xn] of degree d ≥ 1 with P (pi) :=
P (p1,i, p2,i, ..., pn,i) ∈ A
× where pi := (p1,i, p2,i, ..., pn,i) for 1 ≤ i ≤ k.
Let q = (q1, q2, ..., qn) ∈ A
n a primitive point with q /∈ S ′ . We want to
find R(X1, X2, ..., Xn) ∈ A[X1, X2, ..., Xn], an homogeneous polynomial of
degree d′ ≥ 1 with R(p) ∈ A× for all p ∈ S ′ and for p = q.
1.2.1) Let Ai,j,t := pi,tqj − pj,tqi for 1 ≤ t ≤ k and Ai,j,t(X1, X2, ..., Xn) :=
pi,tXj − pj,tXi. We have Ai,j,t(q) = Ai,j,t, Ai,j,t(pt) = 0.
Let At :=
∑
1≤i,j≤nAi,j,tA.
1.2.2) We show that P (q)A+ At = A, for 1 ≤ t ≤ k.
Let us assume there is a maximal ideal M in A with P (q) ∈ M, At ⊂
M, i.e. Ai,j,t ∈ M for all 1 ≤ i, j ≤ n. Let ρ : A →
A
M
the natural
epimorphism, then ρ(pi,t)ρ(qj) − ρ(pj,t)ρ(qi) = ρ(Ai,j,t) = 0 for all 1 ≤
i, j ≤ n. This means that the matrix
[
ρ(p1,t) ρ(p2,t) ... ρ(pn,t)
ρ(q1) ρ(q2) ... ρ(qn)
]
has
rank ≤ 1.
As pt is a primitive point we have (ρ(p1,t), ρ(p2,t), ..., ρ(pn,t)) 6= (0, 0, ..., 0)
and so there is λt ∈ A with (ρ(q1), ρ(q2), ..., ρ(qn)) = ρ(λt)(ρ(p1,t), ρ(p2,t), ..., ρ(pn,t)).
Now as q is a primitive point we have ρ(λt) 6= 0.
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Moreover ρ(P (q)) = ρ(λt)
deg Pρ(P (pt)) and as P (pt) ∈ A
× we get ρ(P (q)) 6=
0; a contradiction. It follows that P (q)A+ At = A for 1 ≤ t ≤ k.
1.2.3) It follows from 1.2.2) that 1 = P (q)at +
∑
1≤i,j≤n ui,j,tAi,j,t where
at, ui,j,t ∈ A.
LetBt(X1, X2, ..., Xn) :=
∑
1≤i,j≤n ui,j,tAi,j,t(X1, X2, ..., Xn), thenBt(X1, X2, ..., Xn)
is nul or homogeneous of degree 1.
Moreover we have 1 = P (q)at + Bt(q) and Bt(pt) = 0. Then 1 =∏
1≤t≤k(P (q)at +Bt(q)) = P (q)a+
∏
1≤t≤k Bt(q), with a ∈ A.
It follows that (P (q),
∏
1≤t≤k Bt(q)) is a primitive point in A
2 and as A is
a good ring, there are N ≥ 1 and λ ∈ A with P (q)N + λ
∏
1≤t≤k Bt(q) =
ǫ ∈ A×.
1.2.4) Note that if α ≥ 1, then P α is homogeneous of degree α degP as
P (pt) ∈ A
× which prevent P to be a nilpotent element inA[X1, X2, ..., Xn].
It follows that up to change P in P α, we can assume that N deg P ≥ k.
As q = (q1, q2, ..., qn) is a primitive point there are u1, u2, ..., un ∈ A with∑
1≤t≤n utqt = 1. LetW (X1, X2, ..., Xn) :=
∑
1≤t≤n utXt andR(X1, X2, ..., Xn) :=
P (X1, X2, ..., Xn)
N+λ(
∏
1≤t≤k Bt(X1, X2, ..., Xn))W (X1, X2, ..., Xn)
N deg P−k.
Then R(pt) = P (pt) ∈ A
×, in particular R(X1, X2, ..., Xn) is not 0 and
with 1.2.3) λ(
∏
1≤t≤k Bt(X1, X2, ..., Xn))W (X1, X2, ..., Xn)
N deg P−k is nul
or homogeneous of degree N degP and so R(X1, X2, ..., Xn) is homoge-
neous of degree N degP . Moreover R(q) = P (q)N +λ
∏
1≤t≤k Bt(q) = ǫ ∈
A×. This shows ii).
2) The implication ii) implies iii) is immediate.
3) We show iii) implies i).
Let us assume that i) isn’t satisfied, we show that iii) isn’t satisfied.
So there is (a, b) ∈ A2 a primitive point which isn’t a good point, i.e. for
all N ≥ 1 and λ ∈ A one has bN − λa /∈ A×.
Let assume there is an homogeneous polynomial P (X1, X2) ∈ A[X1, X2]
of degree d ≥ 1 such that P (0, 1) =: ǫ1 ∈ A
× and P (a, b) =: ǫ2 ∈ A
×. We
write P (X1, X2) = a0X
d
2 + a1X1X
d−1
2 + ... + adX
d
1 then a0 = P (0, 1) =
ǫ1 ∈ A
× and ǫ2 = ǫ1b
d + µa where µ ∈ A. It follows that bd + (ǫ1)
−1µa =
ǫ2(ǫ1)
−1 ∈ A× which gives a contradiction.
Remark 2.2. In [B.E] the authors show that PID (principal ideal domain)
have enough homogeneous polynomials.
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Our theorem 2.1 with proposition 2.1 gives a characterization of good
rings in terms of their quotient rings by principal ideals. With this tool we
are able to give in section 4 numerous examples of rings which are or aren’t
good rings.
3 Primitive points in A2 and Picard group
Proposition 3.1. Let A be a ring and (a, b) ∈ A2 a primitive point. Let
A[x, y] := A[X,Y ]
X(aY −bX)A[X,Y ]
where x (resp. y) is the image of X (resp. Y ).
Moreover A[x, y] is endowed with the induced graduation of A[X, Y ]. Let
S(a, b) := Proj(A[x, y]).
1. There is θ ∈ OS(a,b)(S(a, b)) with θ|D+(x) = 0, θ|D+(y) =
ay−bx
y
. One
has θ2 = aθ, OS(a,b)(S(a, b)) = A + Aθ and (1, θ) is a basis for the
A-module OS(a,b)(S(a, b)). Moreover S(a, b) is affine and isomorphic to
Spec(OS(a,b)(S(a, b))).
2. Let d ∈ N>0, then
OS(a,b)(d)(S(a, b)) =
∑
0≤k≤d
Axkyd−k.
3. Let a′, b′ ∈ A with aa′ + bb′ = 1. Let A[Z], be the ring of polynomials in
the variable Z with coefficients in A endowed with the graduation by the
degree in Z. Let W := Proj(A[Z]), then OW (W ) = A and for d ≥ 1 one
as OW (d)(W ) = AZ
d.
(a) Let u : A[X, Y ] → A[Z] be the A-homomorphism with u(X) = 0
and u(Y ) = Z. Then u is onto and preserves the graduation i.e.
u(A[X, Y ]d) = A[Z]d. Moreover u(X(aY−bX)) = 0 and so u induces
an epimorphism u1 : A[x, y]→ A[Z] which preserves the
graduation. Namely if P (X, Y ) =
∑
0≤k≤d akX
kY d−k ∈ A[X, Y ],
then u1(P (x, y)) = P (0, 1)Z
d.
It follows that u1 induces an epimorphism u1,0 : OS(a,b)(S(a, b)) =
A⊕Aθ → OW (W ) = A with u1,0(α+ βθ) = α + βa.
Moreover for d ≥ 1, u1 induces an epimorphism u1,d : OS(a,b)(d)(S(a, b))→
OW (d)(W ) = AZ
d with u1,d(
∑
0≤k≤d akx
kyd−k) = P (0, 1)Zd where
P (X, Y ) :=
∑
0≤k≤d akX
kY d−k ∈ A[X, Y ].
(b) Let X ′ := aY − bX and Y ′ := a′X + b′Y . Then X ′, Y ′ are A-
algebraically independant and A[X ′, Y ′] = A[X, Y ]. Moreover if
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P (X, Y ) = Q(X ′, Y ′), then P is an homogeneous element of degree
d in A[X, Y ] if and only if Q is an homogeneous element of degree d
in A[X ′, Y ′].
Let v : A[X, Y ] = A[X ′, Y ′] → A[Z] the homomorphism of A-
algebras with v(X ′) = 0 and v(Y ′) = Z then v(X) = aZ and
v(Y ) = bZ. Then v is onto and preserves the graduation, more-
over v(X(aY − bX)) = 0. It follows that v induces an epimor-
phism v1 : A[x, y]→ A[Z] which preserves the graduation. Moreover
v1(
∑
0≤k≤d akx
kyd−k) = P (a, b)Zd where P (X, Y ) :=
∑
0≤k≤d akX
kY d−k ∈
A[X, Y ]. It follows that v1 induces an epimorphism v1,0 : OS(a,b)(S(a, b)) =
A⊕Aθ → OW (W ) = A with v1,0(α + βθ) = α.
Moreover for d ≥ 1, v1 induces an epimorphism v1,d : OS(a,b)(d)(S(a, b))→
OW (d)(W ) = AZ
d with v1,d(
∑
0≤k≤d akx
kyd−k) = P (a, b)Zd where
P (X, Y ) :=
∑
0≤k≤d akX
kY d−k ∈ A[X, Y ].
Proof. 0) Some facts concerning the ring A[X, Y ].
0.1) The elementsX, Y,X ′ := aY −bX, Y ′ := a′X+b′Y where aa′+bb′ = 1
aren’t zero divisors in A[X, Y ] and A[X ′, Y ′] = A[X, Y ]
Let A[U, V ] be the polynomial ring in two variables U, V . As we have
the following free décomposition in A-modules
A[U, V ] =
⊕
k≥0(
⊕
i+j=k AU
iV j), the multiplication by U resp.V
induces a shift on the decomposition and so U, V aren’t zero divisors
in A[U, V ]. This solves the case X and Y .
Now for the two others, the universal property of A-polynomial rings
gives the following A-algebra homomorphisms namely s : A[U, V ]→
A[X, Y ] with s(U) := X ′ = aY − bX and s(V ) = Y ′ = a′X + b′Y
(resp. t : A[X, Y ] → A[U, V ] with t(X) = −b′U + aV and t(Y ) =
a′U + bV ) then one has ts = IdA[U,V ], st = IdA[X,Y ]. It follows that
s, t are isomorphisms of A-algebras. Now let P ∈ A[X, Y ] we can
write P = s(Q) with Q ∈ A[U, V ] and so X ′P = s(UQ) = 0 (resp.
Y ′P = s(V Q) = 0) iff UQ = 0 (resp. V Q = 0) which implies that
Q = 0 (and so P = 0) as seen above in any polynomial ring in two
variables over A.
We remark that A[X ′, Y ′] = A[s(U), s(V )] = s(A[U, V ]) = A[X, Y ].
0.2) Let P (X, Y ) ∈ A[X, Y ] homogeneous with P (a, b) = 0, then there is
Q(X, Y ) ∈ A[X, Y ] homogeneous with P (X, Y ) = (aY−bX)Q(X, Y ).
As seen in the remark above
P (X, Y ) = Q(X ′, Y ′) =
∑
k≥0
∑
i+j=k aiX
′iY ′j . Now if degP = ℓ,
as X ′, Y ′ are homogeneous polynomials in A[X, Y ] of degree 1 we
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have P (X, Y ) =
∑
i+j=ℓ aiX
′iY ′j and P (a, b) = a0 and so P (X, Y ) =
X ′
∑
0≤i≤ℓ−1 aiX
′iY ′ℓ−i.
1)We show 1.
1.1) We show that OS(a,b)(S(a, b)) = A+ Aθ.
1.1.1) We show there is θ ∈ OS(a,b)(S(a, b)) with θ|D+(x) = 0 and θ|D+(y) =
ay−bx
y
. In particular θx = 0.
We first show that the restriction of ay−bx
y
to D+(x) ∩ D+(y) = D+(xy)
is zero. Indeed on D+(xy) we have
ay−bx
y
= x(ay−bx)
xy
= 0. So there is θ ∈
OS(a,b)(S(a, b)) with θ|D+(x) = 0 and θ|D+(y) =
ay−bx
y
.
1.1.2) Let f ∈ OS(a,b)(S(a, b)). We show that f ∈ A+ Aθ.
One has f|D+(x) =
P (a′x+b′y,ay−bx)
xn
, where P (X, Y ) ∈ A[X, Y ] and P (a′x+
b′y, ay − bx) =
∑
0≤i≤n ai(a
′x+ b′y)n−i(ay − bx)i.
As x(ay − bx) = 0, one has
f|D+(x) =
a0(a
′x+ b′y)n
xn
. (1)
As well one gets f|D+(y) =
Q(a′x+b′y,ay−bx)
ym
, where Q(X, Y ) ∈ A[X, Y ] and
Q(a′x+ b′y, ay − bx) =
∑
0≤i≤m bi(a
′x+ b′y)m−i(ay − bx)i. Then
f|D+(y) =
∑
0≤i≤m bi(a
′x+ b′y)m−i(ay − bx)i
ym
, (2)
As x(ay − bx) = 0 and θ|D+(y) =
ay−bx
y
, one has f|D+(y) =
b0(a′x+b′y)m
ym
+
(b1b
′m−1θ + b2b
′m−2θ2 + ...+ bmb
′0θm).
Let u := b1b
′m−1θ + b2b
′m−2θ2 + ... + bmb
′0θm, as θ2 = aθ one has u =
(b1b
′m−1 + b2b
′m−2a+ ... + bmb
′0am−1)θ ∈ Aθ.
Let g := f − u, if g ∈ A+ Aθ, then f ∈ A+ Aθ.
1.1.3) We show that g ∈ A+ Aθ and so that f ∈ A+ Aθ .
There are several steps consisting in finding a decomposition on each open
D+(x) and D+(y) which coincide on D+(x) ∩D+(y).
As θ|D+(x) = 0, one has
g|D+(x) =
a0(a
′x+ b′y)n
xn
and g|D+(y) =
b0(a
′x+ b′y)m
ym
. (3)
It follows that on D+(x) ∩D+(y)
a0(a
′x+ b′y)n
xn
=
b0(a
′x+ b′y)m
ym
. (4)
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This means there is k ≥ 1 with
(XY )k((a0(a
′X + b′Y )nY m − b0(a
′X + b′Y )mXn) ∈ X(aY − bX)A[X, Y ].
Specializing in (X, Y ) = (a, b) this gives
(ab)k(a0b
m − b0a
n) = 0. (5)
This means that there is α ∈ A such that on the open D(a) and D(b) of
SpecA
α|D(a) =
a0
an
and α|D(b) =
b0
bm
. (6)
1.1.4) We show that g|D+(x) =
a0
an
= α|D(a) where α is defined in (6)
We remark first that D+(x) ⊂ D+(a). Indeed let P ⊂ A[x, y], a prime
homogeneous ideal with x /∈ P. It follows from the relation axy = bx2 that
if a ∈ P then b ∈ P which gives a contradiction as aA + bA = A. It follows
that a is invertible on D+(x). So we have
g|D+(x) =
a0(a
′x+ b′y)n
xn
=
a0
an
(
aa′x+ ab′y
x
)n =
a0
an
(
x+ b′(ay − bx)
x
)n,
which gives the claim with the relations x(ay − bx) = 0 and (6).
1.1.5) The main difficulty is to express g|D+(y). We show that
g|D+(y) = α + βθ (7)
where α is defined in (6) and β ∈ A with β|D(a) = −
a0
an+1
+ b0b
′m
a
, β|D(b) =
− b0
bm
(
∑
1≤k≤m
(
m
k
)
(−a′)kak−1).
In order to show this we study b0(
a′x+b′y
y
)m|D+(y)∩D+(a) and b0(
a′x+b′y
y
)m|D+(y)∩D+(b).
1.1.6) We express b0(
a′x+b′y
y
)m|D+(y)∩D+(a).
On D+(y) ∩D+(a), we have b0(
a′x+b′y
y
)m = b0
am
(x+b
′(ay−bx)
y
)m, which with
the relation x(ay− bx) = 0 gives b0(
a′x+b′y
y
)m = b0
am
(x
y
)m + b′mam−1(ay−bx
y
)) =
b0
am
(x
y
)m + b0b
′m
a
θ.
We have b0
am
(x
y
)m − α = b0
am
(x
y
)m − a0
an
= (b0a
n−a0bm)xm−a0(ay−bx)m
an+mym
.
Then
b0(
a′x+b′y
y
)m
|D+(y)∩D+(a)
= α + (b0a
n−a0bm)xm
an+mym
+ (− a0
an+m
θm + b0b
′m
a
θ).
Now we show that (b0a
n−a0bm)xm
an+mym
is zero on D+(y) ∩D+(a).
In other words one need to show that for k big enough we have (aY )k(b0a
n−
a0b
m)Xm ∈ X(aY − bX)A[X, Y ] which with 0.1) is equivalent to show that
F (X, Y ) := (aY )k(b0a
n − a0b
m)Xm−1 ∈ (aY − bX)A[X, Y ]. (8)
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But F (a, b) = (ab)k(b0a
n − a0b
m)am−1 = 0 with (5) and with 0.2) we de-
duce (8) and so that (b0a
n−a0bm)xm
an+mym
is zero on D+(y) ∩D+(a).
As θ2 = aθ, we have b0(
a′x+b′y
y
)m = α + (− a0
an+1
+ b0b
′m
a
)θ.
In summary, on D+(y) ∩D+(a) we have
b0(
a′x+ b′y
y
)m = α + uθ, u := −
a0
an+1
+
b0b
′m
a
∈ OSpecA(D(a)). (9)
1.1.7) We still have to study b0(
a′x+b′y
y
)m on D+(y) ∩D+(b).
One has b0(
a′x+b′y
y
)m|D+(y)∩D+(b) =
b0
bm
(a
′(bx−ay)+y
y
)m, and so b0(
a′x+b′y
y
)m =
b0
bm
(1− a′θ)m, which with the relation θk = ak−1θ for k > 0 gives
b0(
a′x+b′y
y
)m = b0
bm
(1 + (
∑
1≤k≤m
(
m
k
)
(−a′)kak−1)θ).
Now on D+(y) ∩D+(b), we have with (6) b0(
a′x+b′y
y
)m|D+(y)∩D+(b) = α+ vθ
where
v :=
b0
bm
(
∑
1≤k≤m
(
m
k
)
(−a′)kak−1) ∈ OSpecA(D(b)). (10)
Now we show that v and u as defined in (10) and (9) are equal on D(a)∩
D(b).
We have
an+1bm(− a0
an+1
+ b0b
′m
a
− b0
bm
(1+
∑
1≤k≤m
(
m
k
)
(−a′a)k)) = −a0b
m+anb0(bb
′)m−
anb0((1− aa
′)− 1)m = 0 as a0
an
= − b0
bm
on D(a) ∩D(b) (6).
This shows (7) in 1.1.5).
As g|D+(x) = α, θ|D+(x) = 0, we have g|D+(y) = α + βθ with α, β ∈ A.
1.2) We have shown that {1, θ} is a generating family for the A-module
OS(a,b)(S(a, b)). Now we show that it is a free family.
Let us assume that γ + δθ = 0 with γ, δ ∈ A.
As θ|D+(x) = 0 we have γ|D+(x) = 0. In other words there is k ≥ 1 such that
Xkγ ∈ X(aY −bX)A[X, Y ] which with 0.1) gives Xk−1γ ∈ (aY −bX)A[X, Y ]
and so ak−1γ = 0.
On D+(y) we have γ|D+(y) + δD+(y)
ay−bx
y
= 0 and so there is m ≥ 1 with
Y m(γY + δ(aY − bX)) ∈ X(aY − bX)A[X, Y ]. (11)
It follows that bm+1γ = 0.
Now as aA + bA = A there are a′′, b′′ ∈ A with a′′ak−1 + b′′bm+1 = 1. It
follows that γ = (a′′ak−1+b′′bm+1)γ = 0. Now (11) becomes Y mδ(aY −bX) ∈
X(aY −bX)A[X, Y ] which again with 0.1) gives Y mδ ∈ X(aY −bX)A[X, Y ].
Specializing in (X, Y ) = (0, 1) we get δ = 0.
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1.3) We show that S(a, b) is finite over SpecA and so that S(a, b) ≃
SpecOS(a,b)(S(a, b)).
In order to show that S(a, b) is finite over SpecA it suffices to remark
that the canonical morhism S(a, b) → SpecA is quasi-finite, in otherwords
for all prime ideal p ⊂ A there are a finite number of homogeneous prime
ideal P ⊂ A[x, y] with p = P∩A and xA[x, y]+yA[x, y] * P. Namely we use
[L] ex. 4.2. p. 155 in order to show that S(a, b)→ SpecA is finite. Moreover
we know by 1.1.2) that OS(a,b)(S(a, b)) = A+Aθ is a finite A-module and so
S(a, b) ≃ SpecOS(a,b)(S(a, b)).
Now let P ⊂ A[x, y] be an homogeneous prime ideal with p = P∩A and
xA[x, y] + yA[x, y] * P. As x(ay − bx) = 0 then x ∈ P or (ay − bx) ∈ P.
Let us assume that x ∈ P, let A := pA[x, y] + xA[x, y] ⊂ P, we show
that A ⊂ P. Let P (x, y) ∈ P homogeneous of degree d. If d = 0 then
P (x, y) ∈ P ∩ A = p and so P (x, y) ∈ A.
Now we assume that d ≥ 1. We write P (x, y) =
∑
0≤k≤d ukx
kyd−k with
uk ∈ A. As x ∈ P then u0y
d ∈ P; and so u0 ∈ P or y ∈ P. Note that y ∈ P
is not possible as xA[x, y] + yA[x, y] * P and so u0 ∈ P et puisque u0 ∈ A
then u0 ∈ p and so u0 ∈ A.
Now if ay − bx ∈ P, let A′ := pA[x, y] + (ay − bx)A[x, y] ⊂ P, we show
that A′ = P. Let P (x, y) ∈ P homogeneous of degree d. If d = 0 then
P (x, y) ∈ P ∩ A = p and so P (x, y) ∈ A′.
Now we assume that d ≥ 1. Let a′, b′ ∈ A with aa′ + bb′ = 1, from 0.1)
we get that P (x, y) =
∑
0≤k≤d uk(ay − bx)
k(a′x + b′y)d−k with uk ∈ A. It
follows that u0(a
′x+ b′y)d ∈ P; which means that u0 ∈ P or (a
′x+ b′y) ∈ P.
If (a′x + b′y) ∈ P, we note that x = a(a′x + b′y) − b′(ay − bx) and y =
b(a′x+ b′y) + a′(ay − bx) and so x, y ∈ P, a contradiction. We have u0 ∈ P
and so u0 ∈ A
′.
Finally we have shown that A and A′ are the only homogeneous prime
ideals of A[x, y] above p.
2)We show 2.
2.1) Let d ≥ 1, f ∈ OS(a,b)(d)(S(a, b)). We want to show that f ∈∑
0≤k≤dOS(a,b)(S(a, b))x
kyd−k.
We have f|D+(x) =
P (a′x+b′y,ay−bx)
xn
, where P (a′x+b′y, ay−bx) =
∑
0≤i≤n+d ai(a
′x+
b′y)n+d−i(ay − bx)i.
As x(ay − bx) = 0, one has
f|D+(x) =
a0(a
′x+ b′y)n
xn
(a′x+ b′y)d. (12)
As well one gets f|D+(y) =
Q(a′x+b′y,ay−bx)
ym
, where Q(a′x + b′y, ay − bx) =∑
0≤i≤m+d bi(a
′x+ b′y)m+d−i(ay − bx)i.
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As x(ay− bx) = 0 and θ|D+(y) =
ay−bx
y
, one has f|D+(y) =
b0(a′x+b′y)m
ym
(a′x+
b′y)d + (b1b
′m+d−1θ + b2b
′m+d−2θ2 + ...+ bmb
′0θm+d)yd.
Let u := (b1b
′m+d−1θ + b2b
′m+d−2θ2 + ... + bmb
′0θm+d)yd, as θ2 = aθ one
has u = (b1b
′m+d−1 + b2b
′m+d−2a+ ... + bmb
′0am+d−1)θyd ∈ Aθyd.
This shows that u ∈
∑
0≤k≤dOS(a,b)(S(a, b))x
kyd−k.
Let h := f − u, if h ∈
∑
0≤k≤dOS(a,b)(S(a, b))x
kyd−k,
then f ∈
∑
0≤k≤dOS(a,b)(S(a, b))x
kyd−k.
2.2) We show that h ∈
∑
0≤k≤dOS(a,b)(S(a, b))x
kyd−k.
As θ|D+(x) = 0, one has
h|D+(x) =
a0(a
′x+ b′y)n
xn
(a′x+ b′y)d and h|D+(y) =
b0(a
′x+ b′y)m
ym
(a′x+ b′y)d.(13)
It follows that on D+(x) ∩D+(y)
a0(a
′x+ b′y)n
xn
(a′x+ b′y)d =
b0(a
′x+ b′y)m
ym
(a′x+ b′y)d. (14)
This means there is k ≥ 1 with (XY )k((a0(a
′X + b′Y )nY m − b0(a
′X +
b′Y )mXn)(a′X + b′Y )d = X(aY − bX)P (X, Y ) and P (X, Y ) ∈ A[X, Y ].
From part 0.2) in the proof of proposition 3.1 we can simplify by X write
and so (XY )k−1Y ((a0(a
′X + b′Y )nY m − b0(a
′X + b′Y )mXn)(a′X + b′Y )d =
(aY − bX)P (X, Y ) and P (X, Y ) ∈ A[X, Y ]. Again with 0.2) P (X, Y ) =
(a′X + b′Y )dQ(X, Y ) where Q(X, Y ) ∈ A[X, Y ]. Then (XY )k((a0(a
′X +
b′Y )nY m − b0(a
′X + b′Y )mXn) = X(aY − bX)Q(X, Y ).
It follows that
a0(a
′x+ b′y)n
xn |D+(x)∩D+(y)
=
b0(a
′x+ b′y)m
ym |D+(x)∩D+(y)
. (15)
It follows from (15) that there is g ∈ OS(a,b)(S(a, b)) such that g|D+(x) =
a0(a′x+b′y)n
xn
and g|D+(y) =
a0(a′x+b′y)m
ym
.
So we prove that h = g(a′x+ b′y)d ∈
∑
0≤k≤dOS(a,b)(S(a, b))x
kyd−k.
2.3) We still have to prove that OS(a,b)(d)(S(a, b)) =
∑
0≤k≤dAx
kyd−k.
With 2.1) and 2.2) we getOS(a,b)(d)(S(a, b)) =
∑
0≤k≤dOS(a,b)(S(a, b))x
kyd−k
and by 1.1) that OS(a,b)(S(a, b)) = A + Aθ. Moreover with 1. we get easily
that θxk = 0 for k ≥ 1 and that θyd = (ay − bx)yd−1 for d ≥ 1. The result
follows.
3)The proof is immediate.
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Theorem 3.1. Let A be a commutative and unital ring, (a, b) ∈ A2 a prim-
itive point.
Let A[x, y] := A[X,Y ]
X(aY −bX)A[X,Y ]
where x (resp.y) is the image of X (resp. Y )
by the natural epimorphism. Moreover A[x, y] is endowed with the induced
graduation. Let S(a, b) := ProjA[x, y]. The following property are equivalent.
i) The OS(a,b)(S(a, b))-module OS(a,b)(1)(S(a, b)) is a torsion element in the
Picard group of OS(a,b)(S(a, b)),
ii) there is P (X, Y ) ∈ A[X, Y ] homogeneous of degree ≥ 1 with P (0, 1), P (a, b) ∈
A×,
iii) the point (a, b) ∈ A2 is a good point.
Proof. In order to simplify the notations we shall write S for S(a, b).
1)We show i) implies ii).
It follows from i) there is d ≥ 1 such that OS(d)(S) is a free rank one
OS(S)-module and by proposition 3.1 part 2. there is P (X, Y ) ∈ A[X, Y ]
homogeneous of degree d such that {P (x, y)} is a basis.
Then by proposition 3.1 part 3.(a) it follows that u1,d(P (x, y)) = P (0, 1)Z
d
is a basis for AZd and by part 3.(b) that v1,d(P (x, y)) = P (a, b)Z
d is a basis
for AZd. This shows that P (0, 1) ∈ A× and P (a, b) ∈ A×; i.e. ii) is satisfied.
2)We show ii) implies iii).
Let P (X, Y ) = a0Y
d + a1XY
d−1 + ... + adX
d, d ≥ 1 with P (0, 1) =
a0 ∈ A
×, P (a, b) = a0b
d + a(a1b
d−1 + a2b
d−2a + ... + ada
d−1) ∈ A×. Let
λ := (a0)
−1(a1b
d−1 + a2b
d−2a + ... + ada
d−1) ∈ A, then bd + λa ∈ A×, i.e.
(a, b) ∈ A2 is a good point.
3)We show iii) implies i).
By definition 2.2 there is N ≥ 1, λ ∈ A, ǫ ∈ A× such that bN = ǫ + λa.
By proposition 3.1 part 2. we know that OS(N)(S) is the homogeneous
component of A[x, y] with degree N .
Let a′, b′ ∈ A with aa′ + bb′ = 1. Let R(x, y) := yN − λx(a′x+ b′y)N−1 ∈
A[x, y]. We show that {R(x, y)} is a basis for the OS(S)-module OS(N)(S).
3.1)We show that {R(x, y)} generates the OS(S)-module OS(N)(S).
Let us recall that by proposition 3.1 part 1., one has OS(S) = A ⊕ Aθ
with θ|D+(x) = 0 and θ|D+(y) =
ay−bx
y
.
Let P (x, y) = a0y
N + a1y
N−1x+ ... + aNx
N ∈ OS(N)(S) with ak ∈ A.
We need only to show that
(α + βθ)R(x, y) = ǫP (x, y) (16)
where α = P (a, b), β = −(λa0+a1b
N−1+a2b
N−2a+...+aNa
N−1), ǫ = bN−λa.
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3.1.1)We show (16) on D+(x).
As θ|D+(x) = 0, we need to show that
αR(x, y) = ǫP (x, y) sur D+(x) (17)
which means there is m ≥ 1 with
Xm(P (a, b)(Y N − λX(a′X + b′Y )N−1)− ǫP (X, Y )) ∈ X(aY − bX)A[X, Y ].(18)
Let Q(X, Y ) := P (a, b)(Y N − λX(a′X + b′Y )N−1) − ǫP (X, Y ). We have
Q(a, b) = P (a, b)(bN − λa)− ǫP (a, b) = 0.
From part 0.2) in the proof of proposition 3.1 we can write Q(X, Y ) =
(aY − bX)S(X, Y ). We then deduce (18) and (17)
3.1.2)We show (16) on D+(y).
Namely that (α+ βθ)R(x, y) = ǫP (x, y).
It suffices to prove that ((αY + β(aY − bX))R(X, Y ) − ǫP (X, Y )Y ) ∈
X(aY −bX)A[X, Y ], i.e. αY N+1+βY N(aY −bX)−λαY X(a′X+b′Y )N−1−
ǫP (X, Y )Y ∈ X(aY − bX)A[X, Y ].
Let
Q1(X, Y ) := αY
N+1+βaY N+1−ǫP (X, Y )Y, andQ2(X, Y ) := −βbY
NX−
λαY X(a′X + b′Y )N−1.
We need to show that Q1(X, Y ) +Q2(X, Y ) ∈ X(aY − bX)A[X, Y ]. We
have
Q1(X, Y ) = P (a, b)Y
N+1−(λa0+a1b
N−1+a2b
N−2a+...+aNa
N−1)aY N+1−
ǫ(a0Y
N + a1Y
N−1X + ... + aNX
N)Y.
Note that (λa0+a1b
N−1+a2b
N−2a+...+aNa
N−1)a = P (a, b)+λa0a−a0b
N .
Then Q1(X, Y ) = a0(b
N−λa)Y N+1−ǫ(a0Y
N+a1Y
N−1X+ ...+aNX
N)Y
and so Q1(X, Y ) = −ǫX(a1Y
N−1 + a2Y
N−2X + ... + aNX
N−1)Y.
It follows that Q1(X, Y ) + Q2(X, Y ) = XQ3(X, Y ) where Q3(X, Y ) =
−ǫX(a1Y
N−1+a2Y
N−2X+...+aNX
N−1)Y −βbY NX−λαY X(a′X+b′Y )N−1.
Then Q3(a, b) = −ǫa(a1b
N−1+a2b
N−2a+ ...+aNa
N−1)b+(λa0+a1b
N−1+
a2b
N−2a+ ... + aNa
N−1)bN+1 − P (a, b)λb).
Q3(a, b) = (λa− b
N )(a1b
N−1+a2b
N−2a+ ...+aNa
N−1)b+(λa0+a1b
N−1+
a2b
N−2a+ ... + aNa
N−1)bN+1 − P (a, b)λb.
Q3(a, b) = λ(P (a, b)b−a0b
N+1)−bN+1(a1b
N−1+a2b
N−2a+ ...+aNa
N−1)+
bN+1(a1b
N−1 + a2b
N−2a + ...+ aNa
N−1) + λa0b
N+1 − P (a, b)λb = 0.
Then using part 0.2) in the proof of proposition 3.1 we can writeQ3(X, Y ) ∈
(aY − bX)A[X, Y ] and so Q1(X, Y ) +Q2(X, Y ) ∈ X(aY − bX)A[X, Y ].
We can conclude that {R(x, y)} generates the OS(S)-module OS(N)(S).
3.2)We show that {R(x, y)} is a free family of the OS(S)-module OS(N)(S).
Let α, β ∈ A with (α + βθ)R(x, y) = 0, we show that α = β = 0.
3.2.1)The equality (α + βθ)R(x, y) = 0 on D+(x).
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It means there is k ≥ 1 with Xk(α(Y N − λX(a′X + b′Y )N−1) ∈ X(aY −
bX)A[X, Y ]. It follows that akαǫ = 0.
3.2.2)The equality (α + βθ)R(x, y) = 0 on D+(y).
It means there is k′ ≥ 1 with
Y k
′
(αY + β(aY − bX))(Y N − λX(a′X + b′Y )N−1) ∈ X(aY − bX)A[X, Y ].(19)
It follows that bk
′
αǫ = 0.
As akA + bk
′
A = A, there is a′′, b′′ ∈ A with aka′′ + bk
′
b′′ = 1. We get
(aka′′ + bk
′
b′′)αǫ = αǫ and as akαǫ = 0 and bk
′
αǫ = 0 we have α = 0.
3.2.3)We show that β = 0.
Now as α = 0 then (19) gives Y k
′
β(aY −bX)(Y N−λX(a′X+b′Y )N−1) ∈
X(aY − bX)A[X, Y ] and as aY − bX is not a zero divisor in A[X, Y ] (see
proposition 3.1 proof, part 0.1) then Y k
′
β(Y N − λX(a′X + b′Y )N−1) ∈
XA[X, Y ] which for X = 0 and Y = 1 gives β = 0.
It follows from 3.2.1), 3.2.2), 3.2.3) that {R(x, y)} is a basis for theOS(S)-
module OS(N)(S), it follows that the OS(S)-module OS(1)(S) is a torsion
element in the Picard group of OS(S).
Remark 3.1. If for all primitive point (a, b) ∈ A2, iii) in theorem 3.1 is
satisfied, then A is a good ring and reciprocally.
As well if for all primitive point (a, b) ∈ A2, i) in theorem 3.1 is satisfied,
i.e. the OS(a,b)(S(a, b))-module OS(a,b)(1)(S(a, b)) is a torsion element in the
Picard group of OS(a,b)(S(a, b)), then A is a good ring and reciprocally.
A particular simple case is the case of pictorsion rings i.e. those rings
A for which any ring B finite over A has a torsion Picard group ([G.L.L],
definition 0.3 p. 1191). As OS(a,b)(S(a, b)) is a finite A-module, it follows
that Pic(OS(a,b)(S(a, b))) is a torsion group and so part i) in theorem 3.1 is
satisfied. We can say that if A is a pictorsion ring then A is a good ring.
Note that the condition to be of pictorsion for A is strong : it would suffice
that Pic(OS(a,b)(S(a, b))) be a torsion group. This will be study in paragraph
4.3.1.
4 Examples of good rings and of not good rings.
4.1 Examples of good rings.
1. A ring A which is the inductive limit of good rings (Ai)i∈I is a good ring.
2. Let A = A1×A2× ...×Ar with Ai a good ring for 1 ≤ i ≤ r then A is
a good ring. Namely let a = (a1, ..., ar), b := (b1, ..., br), u = (u1, ..., ur), v =
(v1, ..., vr) ∈ A with au+bv = 1. Then aiui+bivi = 1 for 1 ≤ i ≤ r and there
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is Ni ≥ 1 and λi ∈ Ai with b
Ni
i + λiai = ǫi ∈ A
×
i , then for N :=
∏
1≤i≤rNi
there are µi ∈ Ai and ǫ
′
i ∈ A
×
i with b
N
i +µiai = ǫ
′
i, and so b
N +µa = ǫ′ where
µ = (µ1, ..., µr) and ǫ
′ = (ǫ′1, ..., ǫ
′
r).
3. Let A be a ring and R its Jacobson radical i.e. the intersection of the
maximal ideals. Let A be an ideal with A ⊂ R. Then A is a good ring iff A
A
is a good ring, (proposition 4.2).
4. Let A be a ring and R its Jacobson radical. If for all x ∈ A−R, ( A
xA
)×
is a torsion group, then A is a good ring.
In particular if A is a Dedekind ring such that the residue fields A
M
are
finite for the maximal ideals M, then for all x ∈ A− {0}, A
xA
is finite and so
A is a good ring (proposition 4.1).
This generalizes the particular case of PID (principal ideal domain) which
is considered in ([B.E], theorem 0.2 p. 1). Namely, they show that if A is a
PID such that A
M
is finite for all maximal, has enough polynomial and so is
a good ring with our theorem 2.1.
5. If A is a field it follows from definitions 2.3 and 2.2 that A is a good
ring. More generally let A be a semi-local ring (i.e. A has a finite number of
maximal ideals) then A is a good ring (proposition 4.3).
6. A PIR (principal ideal ring) such that A
aA
is finite for all a not a zero
divisor, is a good ring (proposition 4.4).
7. Let A be a ring and ρ : Z → A the natural homomorphism. If A is
integral over ρ(Z), then A is a good ring (proposition 4.5).
8. Let A be a ring and L be a sub-field of an algebraic closure of a finite
field and ρ : L[T ] → A be an homomorphism with A integral over ρ(L[T ]),
then A is a good ring (proposition 4.5).
9. Let X be a compact topological space, A := C(X,R) be the ring of
continuous functions on X with real values, then A is a good ring and more
precisely if f, g, u, v ∈ A with fu+ gv = 1, then f 2 + g2 ∈ A×.
10. Let A be the subring of ZN of sequences which are stationnary. Let
x ∈ A the sequence (xk)k≥0 then
A
xA
≃
∏
k≥0
Z
xkZ
. Then ( A
xA
)× is a torsion
group and A is a good ring (remark 2.1 and proposition 2.1).
11. Let K be a sub-field of an algebraic closure of a finite field and
A := KN. Let x ∈ A the sequence (xk)k≥0 and S := {k ∈ N|xk = 0}, then
A
xA
≃ KS, so ( A
xA
)× is a torsion group and A is a good ring (remark 2.1 and
proposition 2.1).
12. Let X be an algebraic non singular curve over R; let us assume
that |X(R)| ≥ 2. Let a ∈ X(R) and Y := X(R) − {a}. Let A := {f ∈
K(X)|vx(f) ≥ 0, ∀x ∈ Y } where K(X) is the field of rational functions on
X and vx is the valuation at x. Then A is a good ring and more precisely if
f, g, u, v ∈ A with fu+ gv = 1, then f 2 + g2 ∈ A×.
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Proposition 4.1. Let A be a commutative and unital ring, R its Jacobson
ideal i.e. the intersection of the maximal ideals. If for all x ∈ A−R, ( A
xA
)×
is a torsion group, then A is a good ring.
In particular if A is a Dedekind ring such that the residue fields A
M
are
finite for the maximal ideals M, then for all x ∈ A−{0}, A
xA
is finite and so
A is a good ring.
Proof. Let a, b, u, v ∈ A with au+ bv = 1.
If a ∈ A −R, then ( A
aA
)× is a torsion group by hypothesis and so there
is N ≥ 1 and λ ∈ A with bN + λa = 1, i.e. (a, b) is a good point (definition
2.2).
If a ∈ R, then 1 − av ∈ A× and so b ∈ A× and b1 + 0a = b ∈ A×; again
(a, b) is a good point.
It follows that A is a good ring (definition 2.3).
Let us assume now that A is a Dedekind ring such that the residue fields
A
M
are finite for the maximal ideals M.
If x ∈ A×, then A
xA
= {0} and ( A
xA
)× is a torsion group.
If x /∈ A× and x 6= 0, then xA = Mα11 M
α2
2 ...M
αr
r where r ≥ 1, Mi a
maximal ideal and αi ≥ 1 for 1 ≤ i ≤ r. Then
A
xA
≃ A
M
α1
1
× A
M
α2
2
× ... × A
M
αr
r
and as | A
M
αi
i
| = | A
Mi
|αi (to see this one can replace A by its localisation at Mi
which is a principal local ring and Mi by its maximal ideal) the ring
A
xA
is
finite and ( A
xA
)× is a torsion group and so A is a good ring (remark 2.1 and
proposition 2.1).
Proposition 4.2. Let A be a commutative and unital ring, R its Jacobson
ideal and A ⊂ R an ideal.
The following property are equivalent.
i) The ring A is a good ring,
ii) the ring A
A
is a good ring.
Proof. 1)We show i) implies ii).
Let ρ : A→ A
A
the natural epimorphism. Let a, b, u, v ∈ A with ρ(a)ρ(u)+
ρ(b)ρ(v) = 1. Then au+ bv = 1+α with α ∈ A ⊂ R and so 1+α ∈ A×. We
can write a(u(1 + α)−1) + b(v(1 + α)−1) = 1. As A is a good ring, there is
N ≥ 1, λ ∈ A with bN +λa ∈ A× and so ρ(b)N + ρ(λ)ρ(a) ∈ ρ(A×) ⊂ ρ(A)×.
In other words A
A
is a good ring.
2)We show ii) implies i).
Let a, b, u, v ∈ A with au + bv = 1. Then ρ(a)ρ(u) + ρ(b)ρ(v) = 1. As
A
A
is a good ring, there is N ≥ 1, µ ∈ A with ρ(b)N + ρ(µ)ρ(a) = ǫ ∈ (A
A
)×.
18
Let e ∈ A with ρ(e) = ǫ, then bN + µa = e + α with α ∈ A. If e + α /∈ A×
there is a maximal ideal M ⊂ A with e + α ∈ M. As α ∈ R then e ∈ M.
As ker ρ ⊂ R ⊂ M, it follows that ρ(M) is a maximal ideal of A
A
, but
ǫ = ρ(e) ∈ ρ(M) which is in contradiction with ǫ ∈ (A
A
)×. Finally A is a
good ring.
Proposition 4.3. Let A be a field or a semi-local commutative and unital
ring (i.e. the set of maximal ideals in A is finite), then A is a good ring.
Proof. If A is a field this is immediate from the definition. Now let us
assume that the set of maximal ideals in A is {M1,M2, ...,Mr} then the
diagonal morphism d : A →
∏
1≤i≤r
A
Mi
induces an isomorphism of rings
A
R
≃
∏
1≤i≤r
A
Mi
. As A
Mi
is a good ring we deduce from example 2. in 4.1.
that its the same for A
R
and so for A by proposition 4.1.
Proposition 4.4. Let A be a principal ideal ring (PIR). We assume that for
all x ∈ A which is not a zero divisor, the quotient ring A
xA
is finite, then A
is a good ring.
Proof. By ([Z.S] theorem 33 page 242), we know that a principal ideal ring
A is a finite product of rings A = A1 × A2 × ...×Ar where Ai is a PID or a
local ring whose the maximal ideal Mi is generated by a nilpotent element.
Now if Ai is a PID andMi = ziAi a maximal ideal, then (1, .., 1, zi, 1, ..., 1) ∈
A is not a zero divisor. As Ai
ziAi
≃ A
(1,..,1,zi,1,...,1)A
is finite, then if xi ∈ Ai−{0},
Ai
xiAi
is a finite ring and so Ai
xiAi
is finite for any xi ∈ Ai − {0}. Now with
remark 2.1 and proposition 2.1, Ai is a good ring.
If Ai is a local ring, then Ai is a good ring (cf. example 5 in 4.1 ). Finally
A is a finite product of good rings and so A is a good ring (cf. example 2 in
4.1 ).
Proposition 4.5. Let A be a commutative and unital ring.
A. Let ρ : Z → A be the natural homomorphism. We assume that any
element in A is integral over ρ(Z), then A is a good ring.
B. Let L be a subfield of an algebraic closure of a finite field, L[T ] the poly-
nomial ring in the variable T over L. We assume there is ρ : L[T ] → A
an homomorphism with A integral over ρ(L[T ]), i.e. every element in A
is zero of a unitary polynomial with coefficient in L[T ], then A is a good
ring.
19
Proof. A)We show A.
A.1.Reduction to the case A is finite over ρ(Z).
As A is the inductive limit of its subrings which contain ρ(Z) and are
finite over ρ(Z), it suffices to consider the case where A is finite over ρ(Z)
and we assume it is the case in the rest of the proof.
(*) Let z ∈ A and ρz : A→
A
zA
the canonical epimorphism; we show that
ρz(A)×
ρz(A×)
is finite.
If (*) is satisfied for all z ∈ A, then by proposition 2.1 we get that A is a
good ring.
A.2.We assume that Ker ρ = dZ with d 6= 0. We show that A is finite and so
(*) is satisfied for all z ∈ A.
As A is finite over ρ(Z), there are e1, e2, ..., er ∈ A such that A =
⊕1≤i≤rρ(Z)ei. Then |A| ≤ |d|r.
A.3.We assume that Ker ρ = {0} and we identify ρ(Z) with Z. Moreover it
follows from 4.2 we can assume that A is reduced.
So Z ⊂ A and A is finite over Z so it is noetherian and so there is a finite
number of minimal primes namely {p1, p2, ..., ps} with pi 6= pj for i 6= j. Now
as A is reduced we have ∩1≤i≤spi = {0}.
If z = 0 then (*) is trivially satisfied. Now we assume that z 6= 0.
Then z /∈ ∪1≤i≤spi or after a permutation in the indices there is 1 ≤ t < s
with z /∈ ∪1≤i≤tpi and z ∈ ∩t+1≤i≤spi.
A.3.1) We first assume that z /∈ ∪1≤i≤spi.
It follows from lemma 4.1 below that A
zA
is finite and so (*) is satisfied.
It follows from the case z = 0 and from A.3.1), A.3.2) that (*) is satisfied
for all z ∈ A and so that A is a good ring.
A.3.2)We assume there is 1 ≤ t < s with z /∈ ∪1≤i≤tpi and z ∈ ∩t+1≤i≤spi.
Let b := ∩1≤i≤tpi, c := ∩t+1≤i≤spi. Let B :=
A
b
, C := A
c
and f : A → B,
g : A → C the natural epimorphisms. Let u : A → B × C with u(a) :=
(f(a), g(a)). It follows from lemma 4.2 below that u is into and
B× × C×
u(A×)
is finite. (20)
Let p1 : B × C → B and p2 : B × C → C the projections. Then p1u = f
and p2u = g. As p2u = 0 and p1u is onto we have u(zA) = f(z)B × {0}.
We show that u induces a monomorphism
v :
A
zA
→
B
f(z)B
× C with vρz = πu. (21)
Let
π : B × C →
B × C
f(z)B × {0}
≃
B
f(z)B
× C, (22)
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the natural epimorphism. We need to show that Ker(πu) = zA. If πu(a) =
0 then p1u(a) = f(z)b with b ∈ B and p2u(a) = 0. Let a
′ ∈ A with
f(a′) = p1u(a
′) = b; then p1u(za
′) = f(z)b and p2u(za
′) = 0. It follows
that u(a) = u(za′) i.e. a = za′ as u is into and so Ker(πu) ⊃ zA, the other
inclusion is immediate.
It follows from (21) that v induces a monomorphism still denoted v
v :
A
zA
×
→ (
B
f(z)B
)× × C×. (23)
We intend now to show that ρz(A)
×
ρz(A×)
is finite i.e. (*).
We show first that B
f(z)B
is finite.
As A is finite over Z, it follows that f(A) = B is finite over Z. We remark
that f(pi), 1 ≤ i ≤ t are the minimal primes of B. Now z /∈ ∪1≤i≤tpi implies
f(z) /∈ ∪1≤i≤tf(pi). Then lemme 4.1 below shows that
B
f(z)B
is finite (24)
It follows from (21) that v is into and then ρz(A)
×
ρz(A×)
≃ v(ρz (A)
×)
v(ρz (A×))
.
Now still with (21) we have v(ρz(A
×)) = πu(A×) and as by (20) B
××C×
u(A×)
is finite it follows that
π(B× × C×)
π(u(A×))
is finite. (25)
If ρf(z) : B →
B
f(z)B
is the natural epimorphism then with (22) we have
(π(B×C))× = ρf(z)(B)
××C× and so (π(B×C))
×
ρf(z)(B×)×C×
=
ρf(z)(B)
××C×
ρf(z)(B×)×C×
=
ρf(z)(B)
×
ρf(z)(B×)
which with (24) shows that
(π(B × C))×
ρf(z)(B×)× C×
is finite. (26)
Now with (25) and (26) we get that
(π(B × C))×
π(u(A×))
is finite. (27)
Now with (22) we get π(u(A×)) = v(ρz(A
×)) ⊂ v(ρz(A)
×) ⊂ (π(B × C))×,
then with (27) we get v(ρz(A)
×)
π(u(A×))
= v(ρz(A)
×)
v(ρz(A×))
≃ ρz(A)
×
ρz(A×)
is finite.
B) We show B.
B.1)Reduction to the case finite over ρ(k[T ]) for k ⊂ L a finite field.
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The ring A is the union of its subrings S which contain ρ(L[T ]) and finite
over ρ(k[T ]).
Let S as above, then S =
∑
1≤i≤r ρ(L[T ])ei, where ei ∈ S. We deduce
that for each i, ei is a root of a unitary polynomial with coefficients in ρ(L[T ]).
As L is a union of finite fields there is a finite field k0 ⊂ L such that the
coefficients of the polynomials belong to ρ(k0[T ]). Let k0 ⊂ k ⊂ L, a finite
field then Sk :=
∑
1≤i≤r ρ(k[T ])eiis a subring of S which is finite over ρ(k[T ])
and S is the union of the Sk for k running the finite subfields k0 ⊂ k ⊂ L.
Finally we need to prove.
(**) Let k be a finite field, A be a ring, ρ : k[T ]→ A an homomorphism
with A finite over ρ(k[T ]). Let z ∈ A and ρz : A →
A
zA
the canonical
epimorphism, then ρz(A)
×
ρz(A×)
is finite.
The case z = 0 is trivial. Let us assume that z 6= 0. One can use A.3.1
and A.3.2 as one uses there only the fact that A is noetherian. So (**) is
satisfied for all z ∈ A which with proposition 2.1 means that A is a good
ring. The end of the proof is an adaptation of A.1 and A.2.
We can say that proposition 4.5 is proved when A is reduced. We then
deduce the general case from 4.2.
Lemma 4.1. Let k be a finite field, A := k[T ] the ring of polynomials with
coefficients in k. Let A be a ring finite over Z (resp.k[T ]).
1. Let {p1, p2, ..., ps} prime ideals in A. Let ρi : A→
A
pi
the natural epimor-
phism and xi ∈ ρi(A), xi 6= 0. Then
∏
1≤i≤s
ρi(A)
xiρi(A)
is finite.
2. Let A be a reduced ring. Let {q1, q2, ..., qt} the set of minimal prime ideals
in A (the ring A is noetherian) with qi 6= qj for i 6= j, let z ∈ A and
z /∈ ∪1≤i≤tqi. Then the ring
A
zA
is finite.
Proof. 1) We show 1.It is suffisant to prove that ρi(A)
xiρi(A)
is finite.
The case where A is finite over Z. We can write A = Ze1+Ze2+ ...+Zer,
and so ρi(A) = ρi(Z)ρi(e1) + ρi(Z)ρi(e2) + ... + ρi(Z)ρi(er).
When ρi(Z) is finite the result is immediate.
Now we assume that ρi(Z) is infinite, then we can identify ρi(Z) with Z.
As ρi(A) is finite over Z, it follows that xi is integral over Z. Let m minimal
with xmi + a1x
m−1
i + ... + am−1x1 + am = 0 and ak ∈ Z for 0 ≤ k ≤ m − 1.
As ρi(Z) is integral and xi 6= 0 we get am 6= 0 and am ∈ xiρi(A). It follows
that the epimorphism (b1, b2, ..., br) ∈ Zr →
∑
1≤k≤r biρi(ek)ρi(A) induce an
epimorphism ( Z
amZ
)r → ρi(A)
xiρi(A)
and so | ρi(A)
xiρi(A)
| ≤ |am|
r.
The case where A is finite over k[T ] can be worked out in the same way.
2) We show 2.
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The case where A is finite over Z. Let ρ : Z → A the canonical
homomorphism. When ρ(Z) is finite it follows from 1) that A is finite and
so 2. is proved.
We assume now that ρ(Z) ≃ Z, we can identify ρ(Z) with Z.
Let ρi : A →
A
qi
be the natural epimorphism and δ : A →
∏
1≤i≤i
A
qi
the
diagonal morphism. As A is reduced it follows that δ is into.
2.1) We show there are ǫi ∈ A with ρ(ǫi) 6= 0 and
∏
1≤i≤t
ρi(ǫi)ρi(A) ⊂ δ(A) ⊂
∏
1≤i≤t
ρi(A). (28)
Let x2 ∈ q2 and x2 /∈ q1, x3 ∈ q3 and x3 /∈ q1, ..., xt ∈ qt and xt /∈ q1
and ǫ1 := x2x3...xt, then ǫ1 /∈ (q1) and ǫ1 ∈ q2 ∩ ...qt. Analogously we build
ǫ2 /∈ (q2) and ǫ1 ∈ q1 ∩ q3 ∩ ...qt, ..., ǫt /∈ (qt) and ǫt ∈ q1 ∩ q2 ∩ ...qt−1
So for y1, y2, ..., yt ∈ A one has δ(
∑
1≤i≤t yiǫi = (y1ǫ1, ..., ytǫt) and so∏
1≤i≤t ρi(ǫi)ρi(A) ⊂ δ(A).
2.2) As ρi(A) =
A
qi
. It follows from 1. that
∏
1≤i≤t ρi(A)∏
1≤i≤t ρi(ǫi)ρi(A)
is finite and so
∏
1≤i≤t ρi(z)ρi(A)∏
1≤i≤t ρi(z)ρi(ǫi)ρi(A)
is finite. (29)
As z /∈ q1 ∪ ... ∪ qt, it follows from 1. that∏
1≤i≤t ρi(A)∏
1≤i≤t ρi(z)ρi(A)
is finite. (30)
Then with (29) and (30)
∏
1≤i≤t ρi(A)∏
1≤i≤t ρi(z)ρi(ǫi)ρi(A)
is finite. (31)
With (28) we get the following
∏
1≤i≤t ρi(z)ρi(ǫi)ρi(A) ⊂ δ(zA)δ(A) ⊂∏
1≤i≤t ρi(A). Then with (31) we get that
δ(A)
δ(zA)
is finite and as δ is into, we
have that A
zA
is finite.
The case where A is finite over k[T ] can be worked out in the same
way.
Lemma 4.2. Let k be a finite field, k[T ] the ring of polynomials with coeffi-
cients in k. Let A be a ring finite over Z (resp. k[T ]) and reduced.
Let {p1, p2, ..., ps} the prime minimal ideals in A and for 1 ≤ t < s,
b := p1∩p2∩ ...∩pt, c := pt+1∩pt+2∩ ...∩ps. Set B :=
A
b
, C := A
c
, D := A
b+c
.
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Let f : A → A
b
, g : A → A
c
, h : A → A
b+c
, i : A
b
→ A
b+c
, j : A
c
→ A
b+c
. the
natural epimorphisms. Then if = jg = h.
Let u : A× → B××C× and v : B××C× → D× with u(a) := (f(a), g(a)),
v(x, y) := i(x)j(y−1). Then u is into and Im u = Ker v. Moreover B
××C×
u(A×)
is
finite.
Proof. The case where A is finite over Z.
As A is reduced it follows that u is into. We have vu(a) = v(f(a), g(a)) =
if(a)jg(a−1) = h(a)h(a−1) = 1 and so Im u ⊂ Ker v.
Now we show the other inclusion. Let (x, y) ∈ B××C× with i(x)j(y−1) =
1, i.e. i(x) = j(y). Let a, b ∈ A with f(a) = x, g(b) = y, then if(a) = jg(b),
i.e. h(a) = h(b) and so there are β ∈ b, γ ∈ c with a = b + β + γ. Let
a′ := a− β = b+ γ, we have u(a′) = (f(a− β), g(b+ γ)) = (x, y).
As v(x, y) = 1 we have also v(x−1, y−1) = 1. By the same method we get
a′′ ∈ A with u(a′′) = (x−1, y−1).Then u(a′a′′) = (1, 1) = u(1) and as u is into
we get a′a′′ = 1 i.e. a′ ∈ A×, in other words Ker v ⊂ Im u.
We still need to prove that B
××C×
u(A×)
is finite.
The equality Im u = Ker v shows that v induces an into homomorphism
from B
××C×
u(A×)
to D×.
We show that dimD = 0 and as D is finite over Z it will follow that D is
a finite ring.
Let q ⊂ A, a prime ideal such that b + c ⊂ q; then p1 ∩ p2 ∩ ... ∩ pt ⊂ q
and so there is 1 ≤ i ≤ t with pi ⊂ q. In the same way we get t + 1 ≤ j ≤ s
with pj ⊂ q, then pi + qj ⊂ q and pi + qj 6= pi and so the height of q is ≥ 1.
As dimA ≤ 1 we have equality. We deduce from this that every prime ideal
in A
b+c
has height nul and so dimD = 0.
Let w : Z → D the natural morphism, then D is finite over w(Z). If
w(Z) ≃ Z then dimD = 1 which is a contradiction and so w(Z) is finite and
as D is finite over w(Z) we deduce that D× and so B
××C×
u(A×)
are finite.
The case where A is finite over k[T ] can be worked out in the same way.
4.2 Examples of rings A which aren’t good rings.
4.2.1. The case of polynomial rings k[T ] with coefficients in a commutative
field is answered in the following lemma.
Lemma 4.3. Let k be a commutative field, A := k[T ] the polynomial ring of
the variable T and coefficients in k.
Then the following properties are equivalent.
i) The ring A is a good ring,
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ii) the field k is algebraic over a finite field,
iii) the group k× is a torsion group.
Proof. 1) We show that ii) implies iii). We remark that Falgp = ∪n≥1Fpn, it
follows that (Falgp )
× and so k× is a torsion group.
2) We show that iii) implies ii). Necessarily k has characteristic 0, oth-
erwise Q ⊂ k, this contradict the fact that k× is a torsion group. One can
assume that Fp ⊂ k. Let x ∈ k×, there is nx ≥ 1 with xnx = 1 and so k is
algebraic over Fp.
3) We show that i) implies iii). One can assume that k 6= F2. Let
θ ∈ k − {0, 1}, then 1 = gcd(T − θ, T (T − 1)) and there are u, v ∈ k[T ]
with u(T − θ) + vT (T − 1) = 1. Let b = T − θ, a := T (T − 1), as k[T ]
is a good ring there is m ≥ 1 which depends on θ and λ(T ) ∈ k[T ] with
bm + λ(T )a = ǫ ∈ k× = A× which a specialisation of T by 0 and 1 gives
(−θ)m = ǫ, (1 − θ)m = ǫ and so (1−θ
−θ
)m = 1. Now we remark that θ → 1−θ
−θ
is a permutation of k − {0, 1}, it follows that k× is a torsion group.
4) We show that ii) implies i). One can assume that k ⊂ Falgp . Let
z ∈ k[T ], we show that ( k[T ]
zk[T ]
)× is a torsion group.
If z = 0 as k[T ]× = k× then ( k[T ]
zk[T ]
)× = k× is a torsion group.
We now assume that deg z = d ≥ 0. If d = 0 then ( k[T ]
zk[T ]
)× = {0}.
If d ≥ 1, then ( k[T ]
zk[T ]
is a k-vector space V of dimension d ≥ 1. Let
f ∈ ( k[T ]
zk[T ]
)×, then the map µf : x ∈ V → fx ∈ V belongs to Gl(V ) and the
map f ∈ ( k[T ]
zk[T ]
)× → µf ∈ Gl(V ) is an into homomorphism. After fixing a
basis of the k-vector space V , the element µf and so f can be identified with
an element of Gld(k) and so for n big enough with an element of Gld(Fpn).
It follows that f is a torsion element.
Remark 4.1. It follows from the lemma 4.3 that if k is a field of character-
istic nul then k[T ] isn’t a good ring.
4.2.2. The ring A := Z[X1, X2, ..., Xn] with n ≥ 1 isn’t a good ring.
We take a := 1 − 2Xn, then ρa(A) =
A
aA
≃ Z[1
2
][X1, X2, ..., Xn−1] and so
(ρa(A))
× ≃ ±2Z. Moreover ρa(A
×) = ± and so (ρa(A))
×
ρa(A×)
≃ 2Z isn’t a torsion
group. It follows from proposition 2.1 that Z[X1, X2, ..., Xn] isn’t a good ring.
4.2.3. The ring A := k[X1, X2, ..., Xn] with k a commutative field and
n ≥ 2 isn’t a good ring.
Take a := 1 − X1Xn, then
(ρa(A))×
ρa(A×)
≃ XZ1 isn’t a torsion group and so
k[X1, X2, ..., Xn] isn’t a good ring.
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4.3 Other examples
Let us recall that a ring A is said of pictorsion if for all ring B which is finite
over A, the Picard group Pic(B) is a torsion group ([G.L.L]).
This is a way for a ring A of pictorsion to prove that A is a good ring
(see remark 3.1 after the theorem 3.1).
4.3.1. Example of rings which are not of pictorsion.
We know from lemma 4.3 that A is not a good ring if A = Q[y]. It
follows that A = Q[y] is not of pictorsion. As Pic(A) is trivial, there is a
finite extension B over A such that the group Pic(B) is not a torsion group.
The following example is perhaps a simpler example than in ([G.L.L] example
8.15 p. 1263).
Let A := Q[y] the ring of polynomial in the variable y with coefficients in
Q. Then Pic(A) is trivial.
Let B := Q[y,X]
(X3−X−y2−y)Q[y,X] = Q[y, x] where x is the X image. The ring
B is finite over A. We show that Pic(B) is not a torsion group and so A is
not of pictorsion.
Let Q[x, y, z] := Q[X,Y,Z]
(X3−XZ2−Y 2Z−Y Z2)Q[X,Y,Z] , where x (resp. y, z) is the X
(resp. Y ,Z) image and the graduation is induced by that of Q[X, Y, Z].
Let S := Proj(Q[x, y, z]), ∞ := (0 : 1 : 0). We have S − {∞} = D+(z)
and OS(S − {∞}) = B.
Let p := (0 : 0 : 1), the divisor (p −∞) has infinite order ([H] Example
4.3.8. p. 335). It follows that the ideal Mp = Bx + By induces an element
of infinite order in Pic(B).
The examples of rings, 5 to 11, cited in 4.1. are good rings and have a
torsion Picard group.
We don’t know if in the example 12, the Picard group is a torsion group.
4.3.2. Example of good rings A for which Pic(OS(S(a, b))) is not a torsion
group.
It follows from theorem 3.1 that a ring A is a good ring if and only if for
all primitive point (a, b) ∈ A2, the OS(a,b)(S(a, b))-module OS(a,b)(1)(S(a, b))
is a torsion element in the Picard group of OS(a,b)(S(a, b)).
In particular as said in remark 3.1, if the Picard group of OS(a,b)(S(a, b))
is a torsion group then A is a good ring.
More specifically for a ring A of pictorsion, as the OS(a,b)(S(a, b)) is finite
over A, it follows that the Picard group of OS(a,b)(S(a, b)) is a torsion group
and so A is a good ring.
There is still the question to find a good ring A such that the Picard
group of A is not a torsion group. This is what we intend to do now.
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Proposition 4.6. Let A be a unital commutative ring, a ∈ A and Ba :=
A[T ]
T (T−a)A[T ]
= A ⊕ At where t is the T image. Let ρa : A →
A
aA
the natural
epimorphism. Then we have the following exact sequence
{1} →
ρz(A)
×
ρz(A×)
→ Pic(Ba)→ Pic(A)
2 → Pic(
A
aA
).
In particular, if ρz(A)
×
ρz(A×)
and Pic(A) are torsion groups then Pic(Ba) is a tor-
sion group.
Proof. 1) Let I := {b ∈ A | ba = 0} and Ca :=
Ba
It
. We show that Pic(Ba) ≃
Pic(Ca).
Let X := SpecA, Y := SpecBa, Z := SpecCa. The canonical morphisms
A → Ba and A → Ba → Ca induce continuous maps f : Y → X and
g : Z → X.
We have the exact sequence of sheaves {0} → It→ F → G → {0} where
F is the sheaf defined over X by the ideal I, and for all open U ⊂ X we have
F(U) := O(f−1(U)), G(U) := O(g−1(U)).
It follows the following exact sequence of sheaves
{1} → 1 + It→ F× → G× → {0} (32)
where F×(U) := O(f−1(U))×, G×(U) := O(g−1(U))×.
Then (32) gives the long exact sequence of sheaves
{1} → 1 + It→ B×a → C
×
a → H
1(X, I)→ Pic(Ba)→ Pic(Ca)→ H
2(X, I).(33)
As 1 + It ≃ I, we have H1(X, I) = H2(X, I) = {0} ([L] theorem 2.18,
p. 186).
It follows from (33) that Pic(Ba) ≃ Pic(Ca).
2) We show the exact sequence
{1} →
ρa(A)
×
ρa(A×)
→ Pic(Ca)→ Pic(A)
2 → Pic(
A
aA
),
where the map Pic(Ca) → Pic(A)
2 is induced by u : Ba = A⊕ At→ A× A
with u(α+ βt) = (α, α+ βt).
We have Ker u = {βt | βa = 0} = It. So u induces an into homomorphism
v : Ca → A×A. So v induced a morphismOZ → OX×OX and so a morphism
O×Z → O
×
X ×O
×
X .
Let now W := Spec( A
aA
); then the homomorphism (ℓ,m)→ ρa(ℓ)ρa(m
−1)
induced a morphism O×X × O
×
X → O
×
W . We have the exact sequence {1} →
O×Z → O
×
X ×O
×
X → O
×
W → {1} from which we get the long exact sequence
{1} → C×a → A
× × A× → (
A
aA
)× → Pic(Ca)→ Pic(A)
2 → Pic(
A
aA
). (34)
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It induces an into homomorphism ρa(A)
×
ρa(A×)
→ PicCa.
It follows from (34) the exact sequence {1} → ρa(A)
×
ρa(A×)
→ PicCa →
Pic(A)2 → Pic( A
aA
).
3) It follows from 1) and 2) the exact sequence
{1} →
ρa(A)
×
ρa(A×)
→ PicBa → Pic(A)
2 → Pic(
A
aA
). (35)
If the groups ρa(A)
×
ρa(A×)
and Pic(A) are torsion groups then (35) implies that
PicBa is also a torsion group.
Proposition 4.7. ([G], Corollary (2)) Let Z[T ] the ring of polynomials of
the variable T with coefficients in Z. Then there is a Dedekind ring A with
Z[T ] ⊂ A ⊂ Q[T ] such that for each maximal ideal M ⊂ A, the ring A
M
is
finite and the group A× is of finite type. Moreover the class group of A is
not a torsion group, i.e. Pic(A) is not a torsion group.
Proposition 4.8. Let A be the ring defined in 4.7. Then A is a good ring.
Let (a, b) ∈ A2 a primitive point, then the Picard group of OS(a,b)(S(a, b))
is not a torsion group.
Proof. 1) As A is a Dedekind ring and that for each ideal M ⊂ A, the ring A
M
is finite, it follows that ρa(A) is finite for all a 6= 0 (proposition 4.1), and so
ρa(A)×
ρa(A×)
is finite for all a 6= 0 and trivially ρa(A)
×
ρa(A×)
= {1} if a = 0. In particular
A is a good ring.
2) We have OS(a,b)(S(a, b)) = Ba :=
A[T ]
T (T−a)A[T ]
= A⊕At (proposition 3.1,
part 1.).
It follows from proposition 4.6 the following exact sequence
{1} →
ρa(A)
×
ρa(A×)
→ PicBa → Pic(A)
2 → Pic(
A
aA
). (36)
2.1) Let us assume that a 6= 0. It follows that A
aA
is finite and so
that Pic( A
aA
) is finite. Moreover as Pic(A) is not a torsion group it fol-
lows from (36) that Pic(Ba) is not a torsion group, i.e. the Picard group of
OS(a,b)(S(a, b)) is not a torsion group.
2.2) Let us assume that a = 0. This means that
OS(0,b)(S(0, b)) = B0 :=
A[T ]
T 2A[T ]
= A⊕At with t2 = 0.
We show that Pic(A) ≃ Pic(B0).
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Let X := SpecA, Y := SpecB0. From the exact sequence
{0} → tA→ B0 →
B0
tB0
≃ A→ {0},
we get the following exact sequence of sheaves
1→ 1+tA→ B×0 → A
× → H1(X, 1+tOX)→ Pic(B0)→ Pic(A)→ H
2(X, 1+tOX).
As the sheaf tOX is a coherent sheaf, then H
1(X, 1+ tOX) ≃ H
1(X, tOX) =
{0} and H2(X, 1 + tOX) ≃ H
2(X, tOX) = {0}. It follows that Pic(A) ≃
Pic(B0) and so that the Picard group of OS(S(0, b)) is not a torsion group.
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