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ABSTRACT 
Modern large energy systems such as electricity grids and electrified transportation encounter 
increasing processed power in multi-physics domains, such as electrical, mechanical, thermal, 
and chemical. Although many systems are becoming predominantly electrical dependent, an 
integrated multi-physics energy approach creates additional avenues to higher power density, 
system efficiency, and reliability. Power electronics, serving as power conversion mechanisms, 
are key linking subsystems consisting of electronic devices, electro-mechanical units, energy 
storage, etc. This dissertation first studies the use of power electronic drives to implement 
dynamic thermal storage as effective inertia in solar-interfaced grid-connected low-energy 
buildings, as an example of a stationary large energy system. Dynamic management of energy 
components is used to offset variability of stochastic solar resources. Emphasis is on power 
electronic HVAC (heating, ventilation, and air-conditioning) drives, which can act as an 
effective electric swing bus to mitigate solar power variability. In doing so, grid power flows 
become substantially more constant, reducing the need for fast grid resources or dedicated 
energy storage such as batteries. The work defines a bandwidth over which such HVAC drives 
can operate. A practical band-pass filter is realized with a lower frequency bound such that the 
building maintains consistent temperature, and an upper frequency bound to ensure that 
commanded HVAC fan speeds do not update arbitrarily fast, avoid acoustic discomfort to 
occupants, and prevent undue hardware wear and tear. The dissertation then moves onto 
investigation of a mobile energy system, specifically more electric aircraft (MEA), with the 
purpose of evaluating thermal inertia’s efficacy in a microgrid-like inertia-lacking electrical 
system. Thermal energy inherent in the cabin air and aircraft fuel serves as a dynamic 
management solution to offset stochastic load power in the MEA power system. Power 
electronic controlled environmental control system (ECS) drives, emulating dynamic thermal 
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inertia, showcase a more constant generator output power, allowing potential to downsize 
required generator ratings. An operating bandwidth is proposed similar to that of building HVAC 
systems, subject to additional degrees of constraints unique on MEA. A more sensitive virtual 
synchronous machine control boosts desirable inertia in sub-seconds scales in the MEA power 
system. To validate the thermal storage as effective inertia in both stationary and mobile energy 
systems, comprehensive simulation studies and experimental work are conducted at multiple 
levels. For the energy-efficient building research platform, building electrical and thermal energy 
systems modeling is addressed, including solar and HVAC systems as well as batteries and 
large-scale thermal storage. A lab-scale power system features various update rates of a variable 
frequency fan drive over stochastic solar data. A full-scale multiple-day case study provides 
insight on potential grid-side and storage-related benefits. The simulation and experimental 
studies are supported by 18 months of solar data collected on sub-millisecond time scales as a 
basis to evaluate efficacy, determine solar frequency-domain content, and analyze mitigation of 
variability. For the MEA research platform, steady-state and dynamic behaviors of electrical 
components in the Boeing 787 power systems, including electric machines, power converters, 
batteries, transformers, and loads, are modeled. In particular, in-depth discussions cover a multi-
timescale parametric electrical battery model for use in dynamic electric transportation 
simulations. An integrated thermal model within electrical components and electrical systems 
captures temperature variations and ECS thermal dynamics. Simulation studies based on realistic 
load power demand over a 5-hour mission profile show mitigation of generator power transients 
while maintaining relatively comfortable cabin temperature bounds. Finally a scaled-down lab 
power system is implemented on a microcontroller-tied industrial drive to demonstrate feasibility 
in a potential commercial system. 
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1 INTRODUCTION 
1.1 Large Energy Systems 
The spaces in which people reside, work, and travel contain and consume energy. Examples 
are houses, office buildings, and vehicles, and their energy scaling is sizable. Various forms of 
energy, such as electrical, mechanical, thermal, and chemical, exist and interchange in these 
applications, which are described as large energy systems. A large energy system can either 
operate independently or connect with other energy systems via means such as the electricity 
grid. In recent years, local electricity generation has gained more presence, particularly in the 
form of onsite renewable energy, such as solar power for buildings [1]-[3]. Mobile applications, 
such as aircraft, are shifting traditionally mechanical based loads to electrical based loads, 
resulting in five to ten times more electrical power consumption [4]. Although increased 
renewable energy integration and more efficient electrical loads show benefits, one fundamental 
challenge remains, that is, how to dynamically manage inherent increasing intermittent power at 
the source side and at the load side.  
 
1.2 Stationary Electrical Systems and Microgrids 
An electric power dominated energy system is usually researched in the microgrid domain 
[5],[6]. The system has onsite power generation units that can partially or completely sustain the 
load demands. Examples include photovoltaic (PV) systems and wind turbine generators, etc. 
There are two problems: renewable energy based generators are stochastic, and renewable 
resources connected via power electronics do not have inertia. On a building scale, such a grid is 
sometimes referred as a nanogrid [7]. A nanogrid is a single domain of power for voltage, 
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capacity, reliability, administration, and price, and it possesses internal storage and local 
generation [8],[9].  
A microgrid or nanogrid often includes nonlinear power electronic interfaced loads and can 
be stochastic. Examples are motor driven HVAC (heating, ventilation, and air conditioning) 
systems, power supplies, LED lighting, etc. Together the sources and loads contribute to a 
potentially unstable power system that may also contain unsatisfactory power quality. Even if the 
power system is stable, it may not be operating most efficiently or economically. To remedy 
these issues, several directions are proposed in contemporary literature. The most common is 
additional energy storage acting as a buffer, including batteries, supercapacitors, flywheels, and 
possible vehicle to grid support [10],[11]. Also addressed is dynamic scheduling of controllable 
sources and loads for optimized input and output power balancing. For example, grid-side 
spinning reserve, electric vehicle charging and discharging, and mission profile or drive cycle 
based power usage fall into this category [12]-[13]. In addition, advanced power electronic 
converters and controls provide means to improve power quality in terms of reactive power 
compensation, harmonics elimination, and voltage regulation [14]-[17]. All these solutions 
improve the microgrid performance although additional hardware and control are inherently 
expensive and complex.  
	
1.3 Mobile Electrical Systems and Flying Microgrids 
As transportation electrification faces increasing power demand, onboard electrical systems 
are transformed into a grid-like operation. The analogy is most easily observed on large-scale 
aircraft. The most common system that is already in commercial production runs on non-bleed 
architecture, such as Boeing 787, also known as more electric aircraft (MEA), in which 
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traditional pneumatic systems are replaced by electrical systems [18]. Also drawing attention are 
full-electric aircraft propelled by electric motor driven fans with energy stored in fuel cells or 
batteries [19]-[21]. In the Boeing 787, the largest motors and power electronics converters are for 
the environmental control system (ECS), which contains compressors, fans, pumps, and heat 
exchangers [4]. The ECS along with other loads requires nominal power of around 1.00 MVA 
that comes from four engine-tied generators. With auxiliary power units (APU) for redundancy, 
a total of 1.45 MVA is installed on the Boeing 787 compared with 0.35 MVA on the Boeing 777 
[4], for example. Increased system electrical power ratings challenge the stability and optimal 
management of the aircraft power grid. 
An aircraft could be considered as a “flying” building. Similar to a microgrid, the Boeing 787 
power grid must address capped power generation capability as well as limited system inertia. At 
the same time, weight, volume, reliability, and performance of power electronics converters and 
electric machines are also important. Generators are often oversized to accommodate transients 
and short period overloads. When not operating at rated conditions, generators also experience 
low efficiency and extra fuel consumption. To help mitigate the load-side variability, external 
storage solutions are proposed, such as batteries, fuel cells, flywheels, etc. [22],[23] However, 
these add extra volume, weight, and costs. Here a “flying” microgrid is equivalently defined. 
One main difference between MEA and energy-efficient buildings is major power variability 
shifting from the source side to load side. MEA does not have stochastic solar resources; 
however, its electrical loads can change significantly within a short period relative to the total 
on-board generation capacity. Fig. 1 shows electrical load distribution (kW) and major energy 
conversion efficiencies (%) in Boeing 787 at cruising condition [24]. Different from energy-
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efficient buildings, which are nevertheless connected to the electricity grid, MEA is a self-
sustained system, which means that the MEA power system has only limited inertia. 
 
Fig. 1. Typical electrical system loads at cruise condition in Boeing 787 (data from [24]). 
 
1.4 Energy Storage Solutions in Energy Systems 
Energy storage has become increasingly important in large energy systems. Traditional 
senses of storage for back-up supply or photovoltaic peak shaving are no longer the major 
challenge. It is the ability to mitigate intermittent power variations given the renewable energy 
generation that draws researchers’ most attention. Contemporary energy storage technologies can 
be categorized and summarized in the following [25]. 
A. Mechanical energy storage  
Pumped hydro storage is the largest energy storage system, counted as almost 99% of total 
storage capacity and global installed capacity around 130 GW. Individual pumped hydropower 
stations usually operate from 1000 MW to 5000 MW at efficiencies of 75%-85% and lifetimes 
greater than 50 years [26]. The popularity comes from several benefits such as large non-
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spinning energy reserves for energy management via time shift, as well as long lifetimes and 
practically unlimited operating cycle. There are disadvantages, however, because of required 
large land usage and dependence on topographical conditions.  
Flywheels use a motor-generator to convert electrical energy to mechanical energy and vice 
versa, as a result of conservation of angular momentum of a rotating mass while being charged 
and discharged. This storage system exhibits high efficiencies of about 93%, lifetimes of about 
20 years, fast responses, and high energy density [27]. However, flywheels may take up 
significant spaces and incur a fast self-discharge rate due to bearing losses and air resistance.  
Compressed air energy storage can store more than 100 MW for utilities. In addition to these 
large-scale applications, small-scale systems are available using distributed high-pressure 
reservoirs or pipes. Despite of a relatively low cost, the system’s low round-trip efficiency at 
around 50% and geographic limitations are possible disadvantages [28].  
B. Chemical energy storage 
Conventional batteries such as lead-acid are still largely in use mostly because they are 
relatively inexpensive. Lead-acid batteries are suitable solutions for spinning reserve, energy 
management, power quality applications, as well as some heavy vehicles for which spacing is not 
a major issue. Generally, these batteries have high efficiency (80%-90%) and reliability, but they 
suffer from a short cycle life (about 2000 cycles) and low energy density (30-50 Wh/kg) [29]. A 
few other conventional batteries exist, such as nickel cadmium and nickel metal hydride batteries.  
Recently lithium-ion batteries have become common in mobile phones, power supplies, and 
electric vehicles. Key advantages are their high energy-to-weight ratios, low self-discharge rates, 
and lack of memory effects. These batteries have a high efficiency (90-98%) and more than 4500 
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cycles [29]. Despite being a great candidate, lithium-ion batteries still get rejected from many 
applications because of their high price tags and tendency to catastrophic failure, as recently 
highlighted in Samsung Galaxy and Boeing 787 fire incidents.  
Emerging hydrogen fuel cells enjoy high energy density, excellent mobility, fast responses, 
and lifetimes exceeding 1000 cycles, but they are presently expensive and have a low production 
and consumption efficiency (30%-60%) [30]. Safety issues have always been a major concern. 
C. Thermal energy storage (not to confuse with the virtual thermal storage in Section 1.5) 
High temperature thermal energy storage, such as molten salt, applies latent heat theories, in 
which energy is exchanged during a phase change. This storage has a long life of more than 
13000 cycles and a low environment impact. On the other hand, in addition to its relatively low 
efficiency (30%-60%) [31], the high temperature system requires excessive heating and 
protection equipment.  
Alternatively, sensible heat may be stored, such as in domestic hot water tanks. This is one of 
the cheapest energy storage solutions. However, lack of dynamic responses, significant demand 
of spaces, and inability to reverse power flow back to the grid may make this storage system not 
so attractive after all.  
Recently a few papers [32],[33],[34] have proposed ice storage as part of energy-efficient 
buildings or smart grids to be an effective solution to mitigate variability in renewable energy 
interfaced power systems. The concept would be similar to the proposed virtual thermal storage 
using chilled water cooling air if the ice storage sizing were comparable to that of chilled water 
tanks, which are constantly refrigerated to maintain a relatively stable thermal mass. However, in 
[33] ice storage is not virtual in the sense that it releases its cooling power during the day and 
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requires recharged during the night. This is not much different from the peak-shaving concept, as 
already implemented by batteries. Given the low Carnot refrigeration cycle efficiency, usually at 
40%-55% [35], ice storage potentially wastes more energy than relatively efficient batteries. 
Although low in cost, this storage approach may not be beneficial in the long run. Replacing 
chilled water with ice storage for virtual storage is another story, for which significant 
infrastructure overhaul is required. 
D. Electrical energy storage  
Capacitors and supercapacitors can be charged or discharged considerably faster than almost 
all other systems. This type is best utilized for fast cycling applications such as grid power 
quality and frequency regulation or heavy vehicle regenerative braking. However, despite a long 
life, a fast charge/discharge profile, and an 85%-95% cycle efficiency [36], electrical capacitor 
systems are presently unsuitable for energy applications where charge/discharge times of 
minutes or slower are needed due to the high cost of energy stored per unit and the low energy 
density.  
Superconducting magnetic energy storage systems can discharge rapidly producing instant 
high power output. The installed capacities of this technology are up to 10 MW and are mostly 
utilized for improving power quality. Storage capacity increases with the size of the windings for 
which the energy loss is close to zero because of the near-zero dc resistance [37]. However, this 
technology is still expensive. 
In search of a user-end energy solution to mitigate local generated intermittent renewable 
resources or stochastic electronic loads, customers can benefit greatly from a cost-effective, 
weight or space constrained, efficient and reliable energy storage system that responds to 
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dynamics from sub-seconds to minutes. Besides the current technologies presented above, is 
there any other available alternative? 
 
1.5 Power Electronics Implemented Bidirectional Virtual Thermal Storage 
One important consideration is that conventional storage must be bidirectional. In this case, 
the round-trip input-output efficiency is important. An alternative is virtual storage in which a 
unidirectional energy load with inertia or similar internal energy capacity is used as effective 
bidirectional storage either by turning it on and off or by modulating its consumption 
dynamically. Examples of conventional bidirectional storage and virtual bidirectional storage are 
discussed here. 
In energy systems, integration of multiple energy domains can receive more attention. For 
example, many energy systems (e.g., buildings and aircraft) contain a significant volume of air or 
liquid (e.g., water and fuel tanks). The air and liquid hold thermal and mass energy, which can be 
virtually bidirectionally converted from or to electrical energy via a power electronic enabled 
electrical-mechanical-thermal mechanism. Hence thermal storage carries the potential to act like 
an electrical swing bus and to boost power system inertia. Recent research activities [38]-[43] 
utilize building HVAC systems as virtual energy storage and discuss grid-side benefits with 
building-level experiments. Emphasis is on enhancing power systems regulation capability with 
reduced external assistance from spinning reserve or causing building occupants discomfort from 
temperature swings. Refs. [44]-[48] bring the idea further in the context of offsetting stochastic 
solar power on energy-efficient buildings through HVAC filtering concepts. Focus is on 
determination of feasible bandwidth from the solar energy spectrum, in particular when 
incorporating motor drive controlled HVAC systems as well as looping in water tanks. In [40]-
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[42], some of the economic benefits of virtual storage to the electricity grid are quantified. In 
[44]-[46] both temperature and acoustic constraints are studied, and additional benefits on 
traditional energy storage such as batteries are discovered. By taking advantage of existing 
thermal storage and installed variable frequency drives, mitigation of source and load variability 
is relatively cheap and easy to implement.  
 
1.6 Thesis Statements and Outline 
Power electronics enabled thermal storage opportunities in a power system lead to two 
research statements. 1) Use thermal storage as virtual storage, along with traditional storage 
resources, to offset dynamic variability in local power systems, but recognizing that these 
resources cannot be used to meet average power requirements. 2) Use thermal and other storage 
devices to allow local power systems to emulate dynamic properties of larger power systems, 
creating useful inertia. The first statement focuses on achieving nearly constant local power 
usage when viewed from larger power systems. The second statement enhances the first one 
because the emphasis is to allow larger power systems to become more stable and have better 
power quality. 
This dissertation is organized as follows. Chapter 2 highlights work on energy-efficient 
buildings (stationary energy systems) utilizing power electronics, drives, and dynamic thermal 
inertia to mitigate stochastic solar resources. This work alleviates such needs by offsetting 
dynamic solar variability using power electronics controlled HVAC (heating, ventilation, air 
conditioning) motor drives that link to buildings’ inherent thermal storage in room air and water 
tanks. The work explains a virtual bi-directional storage concept and identifies a suitable 
bandwidth that the machine drives operate on, similar to an energy filtering process and akin to 
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treating HVAC as accessing thermal inertia. Chapter 3 details an essential piece of supporting 
research of collection and analysis of one-year field measured solar data sampled at 5 kHz 
containing open-circuit voltage, short-circuit current, and maximum power point information. In 
Chapter 4, a flying microgrid concept is formulated. This is followed by comprehensive 
electrical power component models that are capable of being assembled into full electrical 
system models. Steady-state and dynamic behaviors of electric machines, power converters, 
batteries, transformers, and loads are captured by averaged switching modeling and dq0 
reference frame techniques. An integration of multi-physics domain collaboration leads to 
modeling of thermal and hydraulic power systems at the aircraft system level using the Boeing 
787 as a platform. A side project covered in Chapter 5, serving as a fundamental building block, 
is developing an electric battery model, with specific considerations of power electronics 
applications, by utilizing multiple time constants, in the ranges of seconds, minutes, and hours, to 
accurately and quickly predict state of charge (SOC), I-V characteristics, and dynamic behaviors 
of various battery types, suitable for fast dynamic electric transportation simulators over drive 
cycles and also applicable for any battery storage related modeling. With this flying microgrid 
model, Chapter 6 applies building thermal storage concepts in the previous research topic to 
enhance power system stability and improve fuel economy on MEA. Here thermal inertia 
includes not only cabin air or fuel temperature regulation but also another dimension in air 
pressure and zonal controls. Emphasis is on power electronic ECS (environmental control 
systems), which can act as an effective electric swing bus to mitigate power variability especially 
on the load side. A modified thermal storage-tied virtual synchronous machine control concept 
with responses in sub-second scales boosts desirable inertia in the MEA power system. Chapter 
7 concludes the dissertation by highlighting the novelty of the research themes applied in both 
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stationary and mobile energy systems. Ample research opportunities are discussed in broader 
impact and future directions.  
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2 STATIONARY SYSTEMS: ENERGY-EFFICIENT BUILDINGS 
In this chapter, energy-efficient buildings serve as a research platform to explore power 
electronics implemented thermal storage in stationary energy systems. A user-end cost-effective 
and efficient solution is in demand for any grid-connected stochastic-solar powered building. 
This work introduces a virtual bi-directional thermal storage concept to mitigate the solar 
variability, essentially contributing inertia to the larger power system. Emphasis is on 
determination of a suitable bandwidth within a solar spectrum for energy storage without 
impacting building occupants’ comfort from a variety of perspectives. The later part of the 
chapter evaluates this thermal storage’s efficacy and analyzes potential reduction of traditional 
onsite storage such as batteries. Portions of this chapter have been published in [44]-[46]. 
 
2.1 Overview of Energy-Efficient Buildings and Their Roles in Grids 
Energy-efficient buildings, including several net-zero energy commercial buildings, have 
been constructed around the globe. Research activities on this topic have increased in recent 
years [1],[49],[50], and many occupants seek net-zero energy buildings as their future offices 
such as the new Apple “Spaceship” in Cupertino, California (Fig. 2a) [51]. The Department of 
Electrical and Computer Engineering (ECE) at the University of Illinois at Urbana-Champaign 
currently occupies a 236,000 ft2 or 22,000 m2 facility that is targeted to become the second 
largest net-zero energy building in the U.S. (Fig. 2b) [2]. The largest is the Research Support 
Facility at the National Renewable Energy Laboratory in Colorado, sized at 360,000 ft2 or 
33,500 m2 [3], as shown in Fig. 2c.  
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(a) 
 
(b) 
 
(c) 
Fig. 2. Examples of large energy-efficient buildings: (a) Upcoming Apple headquarters [51]; (b) Electrical 
and Computer Engineering Building at the University of Illinois [2]; (c) Research Support Facility at the 
National Renewable Energy Laboratory [3]. 
Energy-efficient buildings, from an electrical engineering perspective, often employ onsite 
generated renewable energy, such as solar power, to support a portion of the energy demand, and 
therefore, to reduce the power drawn from or send excess power back to the electricity grid. Net-
zero energy buildings take this concept one step further. The onsite generated renewable energy 
is sufficient such that on average a net-zero building does not consume energy from the grid and 
may provide excess power to the grid [52]. The design of such buildings is a comprehensive 
multidisciplinary challenge for improving construction materials, lighting systems, air condition 
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and thermal insulation, for example, to reduce building energy consumption. In the long run, it is 
envisioned that low-energy buildings will become integrated systems where renewable energy 
generation, electric vehicle charging, and onsite energy storage function together and interact 
effectively with the electricity grid. Given the various energy generation and consumption 
devices in a building, it is vital to manage energy flow dynamically in such complex systems. 
In energy-efficient buildings with onsite photovoltaic (PV) solar panels, panel power can 
vary rapidly due to weather conditions, local intermittent shading, passing clouds or flocks of 
birds, differential soiling, and time of day. Although the most familiar challenge is the diurnal 
solar cycle (imposing substantial energy storage requirements for evening and night loads), rapid 
dynamic changes in solar energy are more difficult to address. Considering this inconstancy to 
represent an unwanted noise signal from a PV system, a suitable filter could be implemented but 
would require storage. Batteries or supercapacitor banks, capable of filtering fast dynamic solar 
power, are often discussed, but their installed size and expense can be substantial [53]-[55]. Also 
mentioned are hot or cold water tanks. In fact, water heating accounts for about 6% of energy 
usage in commercial buildings [56]. However, water is better suited for energy storage intervals 
of minutes to hours, given its large specific heat.  
On the other hand, there is thermal storage capacity or thermal inertia inherent in the air 
enclosed inside a building, which can potentially act as virtual electrical storage, much like an 
electric swing bus [57]-[58]. Such a resource could offset fast variations of local solar power 
from a grid perspective while reducing the need for conventional storage. If this can be done 
dynamically, thermal inertia replaces the roles of inherently expensive, fast-varying, grid-side (or 
building-side) resources. This is nearly equivalent to placing a low-pass filter on a building’s net 
generation and usage, mitigating grid-side assistance until changes in load-side demand persist 
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beyond an extended interval [41]. Given the slow thermal response of a building, it may be 
anticipated that times scales of a few minutes or faster can be used to advantage to offset 
resource variability without noticeable impact on occupants. 
The unit linking the desired electrical storage and the building thermal storage is the HVAC 
(heating, ventilation, and air-conditioning) system, which in modern buildings is a power 
electronic controlled variable speed ac motor driven energy conversion system. Power 
electronics enables this control via dc-dc converters, inverter-based drives, and other existing 
hardware, as illustrated in Fig. 3.   
 
Fig. 3.  Energy flow inside a building with various types of converters that may be utilized to implement 
dynamic energy filtering. 
This work demonstrates how intelligent control of HVAC drives can compensate, within 
predetermined frequency and amplitude limits, for onsite solar power variation over short time 
intervals without disrupting building temperature and comfort. The conceptual framework and 
methods follow from ideas in [38],[59]. In particular, [38],[39] show how low-pass filtering 
concepts can take advantage of HVAC dynamic adjustment to offset grid-side variability, with 
focus on modest time scales associated with a power system’s area control error (ACE). The 
results establish building thermal storage as an effective ancillary service to reduce varying 
power demands from grid generators, boosting a power system’s stability.  
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In this work the emphasis is on mitigating building-side dynamic variability from fast 
changing onsite solar generation, more akin to treating HVAC as accessing thermal inertia. 
Much effort is spent on determination of the full available HVAC filtering bandwidth, including 
lower and upper frequency bounds for slow and fast time scales associated with solar energy 
variations. Implementation details of the concept realization as well as application notes with 
limitations will be discussed. The effectiveness of the HVAC system for mitigating dynamic 
solar power changes is examined, and the potential impact on battery storage and grid regulation 
is evaluated; see [38],[39] for early results on scaling. Occupant comfort requirements, including 
temperature regulation and acoustic expectations, as well as fan drive hardware and software 
properties, limit opportunities to adjust HVAC operation. These previously unexplored areas will 
be uncovered by means of simulation and experimental data.  
 
Fig. 4. Electric-thermal dynamic storage units in response to stochastic solar resources in energy-efficient 
buildings. 
This work extends prior conference presentations [45],[46] to show and test how the dynamic 
virtual storage concept can be implemented. The analysis here is on greater depth, and extended 
experimental results along with a case study are presented. Should this HVAC system based 
solar power filtering concept be successfully implemented, the scaling potential is sizeable, given 
that nearly 40% of annual U.S. energy is consumed in residential and commercial buildings with 
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nearly half of that energy consumed by HVAC systems [60],[61]. This proposed dynamic energy 
system management is summarized in Fig. 4. The various storage devices operate on different 
time scales relative to stochastic solar resources. 
2.2 Building HVAC Thermal Energy Filtering Concept Formulation 
The filtering potential of thermal inertia follows from the fact that a solar power conversion 
system delivers output that contains a wide range of frequencies (more easily interpreted as time 
scales), ranging from a few hertz and fractions of hertz (sub-seconds to seconds), to multiple 
millihertz (minutes), and to fractions of millihertz (hours). These relatively fast, medium, and 
slow frequency bands are illustrated in Fig. 5 based on measured solar power tracked during a 
sample day. Frequency domain analysis is therefore performed to illustrate the dynamic energy 
filtering concept. This analysis takes advantage of 18-month data collected from solar panels and 
recorded at sample rates up to 5 kHz [62]. 
 
Fig. 5. Fast, medium, and slow frequency content of a typical day’s solar profile (shown in a 16-hour 
window: 4 AM to 8 PM). 
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It is important to recognize that HVAC-implemented energy resource filtering has both upper 
and lower frequency band limits. A lower frequency limit, meaning the lowest useful update rate 
for HVAC speed and power commands, is established to shield building users from substantial 
temperature swings, ideally keeping variations imperceptible. An upper frequency limit, meaning 
the highest useful update rate for HVAC speed and power commands, is needed such that the 
following conditions are met: 1) HVAC drives must be capable of responding, 2) undue wear 
and tear is not imposed on drives or mechanical parts, and 3) update rates avoid discomforting 
audible pitch or amplitude changes. Both bounds may also be associated with amplitude limits, 
as rapid bang-bang control action is likely to violate conditions that determine the upper 
frequency bound. Approximate upper and lower frequency bounds are discussed in subsequent 
sections.  
If the HVAC system can effectively filter power usage over a useful frequency band, the 
power grid would then be better able to provide and absorb slower changes to balance the longer-
term building energy flow. Beyond the upper frequency boundary, more conventional onsite 
energy storage, such as batteries, could be used to balance the remainder. Larger-scale thermal 
storage units such as water tanks or swimming pools [63] could be used to absorb excess solar 
energy when HVAC starts to violate thermal comfort, i.e., beneath the lower frequency 
boundary. As a result, the power grid benefits from slower variation in energy demand at the 
building coupling point, and conventional energy storage size is substantially reduced. 
A fundamental advantage of HVAC adjustment for effective dynamic thermal storage is that 
it is relatively easy to implement. It can be achieved by fan-speed-based power alteration. 
Conventional building energy management systems and thermostats are designed to perform in 
slow control loops, on time scales of minutes. HVAC adjustment can use time-scale separation 
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and stay away from this “effective dc” loop action.  In this sense, a compensation feedforward 
signal with zero dc content is injected into a drive to adjust power flow on fast time scales, while 
avoiding interference on slow time scales. The average performance of the HVAC system 
remains intact, and the fast adjustment is transparent to users. Fig. 6 displays this implementation 
control. Bandpass filtered solar power must be applied with band and amplitude limitations 
before getting converted to feedforward speed offset signals via a predetermined motor speed-
power relationship. The following sections explain the control loop in detail and explore the 
limitations. A case study using realistic parameters and data demonstrates the practicality of 
HVAC based stochastic solar power filtering. 
 
Fig. 6. Block diagrams of HVAC adjustment for dynamic thermal storage. 
 
2.3 HVAC Filtering Lower Frequency Bound 
A full 18 months of continuous data were collected from roof-mounted solar panels on the 
Illinois ECE department’s building during 2012-13. The solar data, at 200 µs (5 kHz) intervals, 
are used to determine energy-source-side bandwidth boundaries for an HVAC fan drive to 
support dynamic energy filtering services. Details of the data are described in a separate paper 
[64], but the 5 kHz rate was selected to be fast enough to capture PV power dynamics. In [62] 
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the data show that there is minimal energy delivered by PV systems in variations faster than a 
few tens of hertz. Hence extracted 50 Hz data were used for analysis in this work.  
Representative segments in the 18-month set were identified to establish target bandwidths 
and operating dynamics. For this work, 100 days were selected at random and analyzed. A 
sample from three consecutive days in summer 2013 is used here to illustrate the concept. Fig. 7 
shows normalized maximum solar power in per unit for this subset. Data were collected from 4 
a.m. until 8 p.m. (16 hours) each day to capture all sunlight. A frequency domain analysis is 
shown as a semi-log plot in Fig. 8. The lowest frequency components correspond to diurnal solar 
power changes, which essentially form a “parabola” shape of daily solar profiles. Higher 
frequency components arise from dynamic cloud cover and similar changes. In particular, from 
Fig. 8, frequencies lower than 1 mHz (~15 min) are associated with substantial Fourier transform 
(FT) magnitudes. FT magnitudes in the ~1 to ~20 mHz frequency range (~15 min to ~1 min) are 
likely to be suitable for dynamic regulation with the building’s thermal storage and HVAC 
system, since internal environmental changes at this time scale are not likely to be perceptible. 
Note that the FT magnitudes in this range are 0.1% to 1%. Frequency components above about 
20 mHz are nearly absent, so update rates faster than about 30 s may be unnecessary. 
With the frequency domain analysis, the effects of an idealized HVAC system that offsets 
variations are modelled by passing the solar data through various low-pass filters, each with a 
different cut-off frequency. In reality, this means that solar energy variation faster than a defined 
frequency limit in effect is filtered by the HVAC system without being imposed on the power 
grid. In other words, dynamic filtering stores or releases building thermal energy via the HVAC 
system so that the grid sees a smoother net energy resource, i.e., the low-pass filtered solar 
waveform. Consider Day One from Fig. 7 as an example. Fig. 9 shows low-pass filtered solar 
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panel power from this day under filters with one-, five-, fifteen-, and thirty-minute cut-off time 
constants normalized to the daily maximum. Comparing Fig. 9 and Fig. 7, it appears that the 
filtered data with five-minute and fifteen-minute cut-off intervals are of primary interest for 
thermal storage regulation as they effectively eliminate rapid power change. Filtered data with a 
one-minute cut-off interval appears nearly identical to the original waveform and therefore 
dynamic filtering may not effectively mitigate variation in solar energy if performed too quickly. 
Thirty-minute filtered data is likely to make building users uncomfortable owing to excessive 
thermal swings, as will be documented later. 
 
Fig. 7. Solar power profile from three sampled days (4 a.m. to 8 p.m. per day). 
 
Fig. 8. Day 1 solar power profile in frequency domain (log scale). 
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Fig. 9. Solar power profile seen from the grid after HVAC filtering effect. 
Fig. 10 shows the amount of power (in per unit) filtered by the HVAC system for the filter 
configurations of Fig. 9. The graphs indicate energy storage requirements, via integration, when 
solar energy variation is mitigated via the building thermal energy and not by the grid. Fig. 11 
summarizes the degree to which various cut-off intervals or frequencies help the grid reduce its 
requirements for regulation of stochastic solar energy, given that the thermal inertia is able to 
absorb and release this varying solar energy. The results are expressed as a percentage, and 
shown this way must increase monotonically as the time interval increases. Even the one-minute 
cut-off interval invokes substantial energy. The band from 1 mHz to 17 mHz (1000 s to 60 s) 
appears to be of greatest interest for dynamic mitigation of solar resources. The range from about 
5% (one-minute buffering) to about 25% (fifteen-minute buffering) reduction falls within this 
band and reduces grid variability requirements substantially. As a result, a suitable objective is to 
create control mechanisms for an HVAC system that alleviate stochastic power up to the fifteen-
minute range, or about 1 mHz. The effect is that of offsetting real, and costly, energy storage or 
variability resources with an essentially “free” thermal resource. One point worth emphasizing is 
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that the processes implied by this analysis do not alter average power or total building energy 
demand from the grid, since thermal control rates faster than 1 mHz are not altered. The grid-
supplied total energy required for the facility stays the same although the grid supplies this 
energy more constantly rather than tracking rapid swings.     
 
Fig. 10. Solar power to be filtered by the HVAC systems. 
 
Fig. 11. Percent of energy filtered for different cutoff intervals. 
The frequency domain analysis has determined appropriate lower frequency bounds for the 
	
	
24	
HVAC system to update the building’s thermal operation based on stochastic solar resources. To 
demonstrate this further, the following physics-based lumped thermal model [65] of a 
commercial building is considered: 
olpo
w
QtTTtmctTtT
Rdt
tdTC +-+--= )]()[()]()([1)( !     (1) 
where the variables and constants are described in Table 1 [38]. This thermal model relates the 
air mass flow rate to the building temperature. The first term on the right-hand side of the 
equation represents heat loss through the walls. The second term denotes the heat gain from the 
HVAC system. The third term is the heat gain from reheating, solar radiation, occupants, and 
lighting, etc., which varies depending on the time of day. The data in Table 1, originally from 
[38], are estimated based on measurements obtained from a 4,000 m2 university building. 
Outside temperature is extracted from historic data [66]. The HVAC air flow rate is determined 
from a linear relationship with the fan speed, whereas the fan speed follows the cube root of fan 
power. This fan power is linked by control with fluctuating solar power as discussed in previous 
sections. In this section, it is assumed that all of the filtered solar power in Fig. 10 is offset by the 
HVAC system. In summary, the following relationship holds: 
)()()( 3/1 tPttm fanfan µµw!           (2) 
In particular, 
)()( 1 tktm fanw=! , )()( 32 tktP fanfan w=      (3) 
where k1 = 0.0964 kg/s and k2 = 3.3×10-5 kW, and the nominal fan power is 35 kW for the 
sample building [38]. 
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Table 1. Parameter description of the thermal model. 
 
A MATLAB/Simulink simulation based on the thermal models and parameters is run for the 
four filtering scenarios from Fig. 9. The initial condition is 25 °C and a conventional HVAC 
system with a grid connection. Room temperature change is simulated as stochastic solar power 
in Fig. 10 is offset by the building thermal mass via the HVAC system. In summer, a positive 
value in solar power means additional cooling power, thus lowering the room temperature, and 
vice versa. As a result, four temperature profiles are simulated and presented in Fig. 12. It can be 
observed that there is only about ±0.5 °C and ±1.5 °C change throughout the day for the 1-
minute and 5-minute cutoff filters, respectively. The ±3.0 °C change for the 15-minute cutoff 
filter may be pushing occupant comfort boundaries and is likely to be noticeable, but the ±8 °C 
for the 30-minute cutoff filter is considered too much for occupants to accept.  Although results 
are unique for a given building, larger buildings with more thermal mass are likely to support 15-
minute filters more readily, but the large changes for the 30-minute case may be almost 
insurmountable for conventional structures. 
Summarizing the frequency domain analysis and thermal modeling simulation results, this 
work therefore proposes that 1 mHz, the inverse of 15-minute intervals, is an appropriate HVAC 
filtering lower frequency bound. As mentioned earlier, as many as 100 randomly selected days of 
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solar data were analyzed and simulated, and the results support this bound. Note that the result 
has similar scale with the lower cutoff frequency, 1/600 Hz, determined in [39] from a power 
system’s ACE point of view. This bound coincides with existing electric grid 10-15 minute 
spinning reserve schedule [12]. Spinning reserve is the online reserve capacity synchronized to 
the grid and able to meet power demand within the required time based on a dispatch instruction 
by an independent system operator (ISO). It is required to maintain system frequency stability 
during unforeseen load swings and emergency operating conditions.  
 
Fig. 12. Room temperature profile for different filtering scenarios. 
So far the lower frequency bound has been determined mostly empirically based on a specific 
building and several selected days of solar profiles. However, given any building in any 
geographic location, does there exist a generic model or algorithm to identify an appropriate 
lower frequency bound? Here is a cost function based approach. The goal is to utilize the 
building HVAC system to filter as much low frequency solar energy content as possible without 
sacrificing building occupant comfort, in particular the temperature swing. This means 
minimizing the filter cutoff frequency (fc). In math, this translates to 
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min					 𝑓&        (4) 
subject to the temperature variation constraints: 𝑇()* ≤ 𝑇(𝑡) ≤ 𝑇(/0       (5) 
and satisfying a system of equality constraints, including a first-order differential equation: 𝑐2𝑚 45(6)46 = 𝑐2𝑚(𝑡) 𝑇8 − 𝑇 𝑡 − :;< 𝑇 𝑡 − 𝑇=(𝑡) + 𝑄@    (6) 𝑚 = 𝜌𝑉        (7) 𝑚(𝑡) = 𝑘:𝜔E/*(𝑡)       (8) 
𝜔E/*(𝑡) = 𝑃E/*(𝑡) 𝑘GH        (9) 𝑃E/*(𝑡) = 𝑃/IJ + 𝑃E)86KL(𝑡)       (10) 𝑃E)86KL(𝑡) = 𝑃M=8/L(𝑡) − 𝑃M=8/LNO(𝑡)      (11) 𝑃M=8/LNO(𝑡) = 𝐵𝑢𝑡𝑡𝑒𝑟(n, 𝑓&) ∙ 𝑃M=8/L(𝑡)     (12) 
In these equations, the constants and variables are defined as in Table 2. 
Table 2. Parameter descriptions in equations (4)-(12). 
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In order to identify the minimum fc, a year’s worth of solar data, if possible, ought to be run 
through the cost function optimization algorithm, as shown in Fig. 13. Upon defining a fixed 
temperature swing bound per building’s requirement, each day generates a minimum fc and is 
part of a sequence of such frequencies over the year. The result is ready to be evaluated by the 
building energy management team so that a final lower cutoff frequency fc can be yielded. Note 
that this algorithm is required to run only once unless the inequality bound or other parameters 
must be changed.  
 
Fig. 13. Generic optimization algorithm to determine the lower cutoff frequency. 
To demonstrate the generic solution above, a set of 100-day real-life solar data is run on the 
specific building parameters in Table 1. Supposing a ±3°C temperature variation is imposed, Fig. 
14 shows the lower cutoff frequency for each day (actually shown in time, inverse of frequency, 
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for intuitive understanding). Fig. 15 is a zoomed-in version to specially inspect the region up to 
30 min. From the figures, the lower bound largely depends on the weather, i.e., the bound (as in 
time) can be quite high if it is a smooth sunny day, and vice versa. The goal here is to identify a 
global lower bound. There are only six days with the bounds below 15 min while the lowest is 
about 11 min. In other words, a 10 min lower bound, for example, will not violate a ±3°C swing 
for these sample data. To provide further understanding, Fig. 16 and Fig. 17 plot the inverse of 
lower cutoff frequencies for ±2°C and ±4°C constraints, respectively. As expected, a higher 
temperature tolerance results in a more relaxed cutoff frequency, and vice versa. 
 
Fig. 14. 100-day lower bound frequencies for ±3°C temperature swing. 
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Fig. 15. Zoom-in on y-axis of  Fig. 14. 
 
Fig. 16. 100-day lower bound frequencies for ±2°C temperature swing. 
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Fig. 17. 100-day lower bound frequencies for ±4°C temperature swing. 
 
2.4 HVAC Filtering Upper Frequency Bound 
Hardware capabilities, including motors and drives, in addition to physical structures such as 
ducts and vents, determine in part the HVAC filtering upper frequency bound. To explore this, 
possible control schemes are set up and tested in a small HVAC system. A fan drive was 
characterized, and a 1/2 HP, three-phase, four-pole, induction machine was coupled with a 
squirrel-cage fan tied to a 4 m duct, representative of typical blowers found in full-scale HVAC 
systems. For this experiment, the fan speed (rad/s) and motor power (W) are related by 
538.610224.110205.510152.1)( 22435 +´+´+´= --- wwwwP     (13) 
where the coefficients were identified by a least squares fit. An initial motor drive calibration is 
required to produce a relationship such as (13), after which a look-up table will suffice.  
There are limits on the available speeds and rates of change at any given moment, as well as 
acoustic constraints. In a series of tests to be described, these limitations were quantified and 
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then used as parameters in a final version to determine the maximum feasible filtering potential 
that would preserve occupant comfort and respect drive capabilities. A three-phase 480 V 
Yaskawa Z1000 drive was used to control fan speeds. This drive is in wide commercial use in 
HVAC systems. The drive was digitally controlled by an external computer to adjust fan speeds 
with a 20 ms update rate. The high update rate permitted tracking of solar power profiles with 
high fidelity. In the following discussions, the fan speed is converted to electrical frequency. The 
baseline speed command from the drive was chosen to be 60 Hz, corresponding to motor 
synchronous speed of 1800 RPM. During testing, acoustic effects of the fan drive were recorded 
with a high-fidelity microphone. 
There are several inherent HVAC constraints that limit the potential energy to be filtered and 
stored. HVAC systems have maximum and minimum power capabilities. They neither generate 
power nor operate above a certain power or speed limit. Maximum and minimum clamp values 
were required for speed commands, within typical bounds of 0 to 150%. Acoustic bounds are 
subjective as noticeable changes can arise from various acoustic effects. One example is fan 
acceleration or deceleration, in turn linked to a fan drive ramp-rate limit, in electrical hertz per 
second, since the rate of motor speed changes directly influences the recurrence rate of acoustic 
peaks. The ramp-rate limit was established based on acoustic data and subjective reactions. 
To illustrate the audio analysis, a sample solar power profile was chosen from Day 1 in Fig. 7 
spanning approximately 1 min starting at 10:00 AM. This sample was selected because it 
includes a mix of relatively constant (±3%) and rapidly varying (±20%) power. The solar profile 
data faster than the previously determined 1 mHz lower frequency bound were filtered and fed as 
a feedforward offset into the HVAC system. From the experiment, a limit preventing the blower 
from ramping between 0 and 150% speed in less than 10 s was found to be acceptable. In other 
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words, a suitable ramp rate limit was determined to be 9 Hz/s. This ramp rate is much slower 
than the maximum response rate of the drive and therefore likely to avoid concerns about undue 
wear and tear. The motor/fan speed command abiding by this limitation using the 1-min solar 
profile is shown in Fig. 18 along with a purely capacity-limited speed command. Fig. 19 depicts 
audio samples measuring amplitude changes for the motor profiles without and with ramp-
limiting controls, in the positive and negative parts of the figure, respectively. The negative side 
is the inverse of the magnitudes, presented for comparison purposes. Most noticeable in Fig. 19 
are the slower and smoother amplitude changes in the ramp-limited case, which is acoustically 
more comfortable to building occupants. However, reduced amplitudes and delayed responses in 
this case result in diminished HVAC filtering capability with respect to the stochastic solar 
power. 
 
Fig. 18. Commanded speed profile with speed caps and ramp-limiting. 
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Fig. 19. Measured fan sound in amplitude for motor/fan speed commands without and with ramp-limiting. 
The case with ramp limits is shown as negative values to support direct comparison. 
Absolute changes in pitch or audible frequency content are inherent to speed changes and 
specific blower architectures. Therefore, after determining how fast the sound pitches are 
allowed to change, attention was given to filtering limits imposed by how much the acoustic 
amplitudes may change at once. This limit avoids excessive rise and fall in loudness from ducts 
and vents. A series of acoustics tests, injecting several one-minute sinusoidal speed commands 
with various amplitudes into the motor drive controller, was conducted. Taking 60 Hz as a 
baseline speed, the speed amplitudes varied ±5%, ±10%, …, ±45%, with 90 Hz as the absolute 
maximum speed. The respective recorded noise envelopes in dB are shown in the top half of Fig. 
20. The bottom half is the peak-peak amplitude of each curve compared to the baseline 
magnitude to generate a normalized expectation about amplitude variations. A speed variation 
corresponding to 0 dB, or equivalently a peak-to-peak change equal to the baseline magnitude 
(±16%), was found to be imperceptible. This means that about 50 Hz and 70 Hz are appropriate 
minimum and maximum fan speed limits when the fan operates around the baseline 60 Hz. 
Amplitude limits using absolute fan speed changes of ±10 Hz are implemented across the full 
motor operating range. 
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Fig. 20. Acoustic noise amplitude (top) and relative amplitude change compared to baseline (bottom) for 
various sinusoidal fan speed profiles. 
In addition to amplitude changes, shifts in dominant audible frequencies occur when 
following a filtered solar power profile. These dominant frequencies can originate from motor 
properties, structural resonances, or effects in the HVAC system. Fig. 21 highlights the recorded 
sound amplitudes, without the ramp-rate limited control, across the audible spectrum when 
moving from a high-speed “Loud” regime to a low-speed “Quiet” regime as designated by left 
and right shaded regions in the top part of the figure. The middle depicts the frequency content of 
these two shaded regions so that frequency amplitudes can be compared. The bottom portion of 
Fig. 21 normalizes peak frequency amplitudes to isolate pitch from changes in amplitude. The 
regions circled indicate dominant frequencies that arise or become noticeably absent relative to 
baseline operation and would likely contribute to the conspicuousness of speed changes. This 
analysis emphasizes the importance of ramp-rate and amplitude limits. 
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Fig. 21. Measured sound amplitudes across audible frequency spectrum for the baseline, “Loud” sample, 
and “Quiet” sample. 
After determining speed and acoustic constraints using the scaled down HVAC fan drive, a 
MATLAB model was created to extrapolate to a building-level implementation. Fig. 22 depicts a 
one-minute sample of this power curve. The HVAC filtering capabilities can be found by 
integrating the area under the dashed curve and under the shaded region and then finding the 
ratio between the two. This was done by stepping through each time and determining the 
filtration desired and available based on solar fluctuations, fixed capacity limitations, and 
dynamic acoustic limitations. The ramp-limited case is more complicated because, as observed in 
Fig. 22, the power consumption represented by the dotted curve cannot always be tracked and is 
effectively time-delayed relative to the ideal filter. Thus during periods of rapid power 
fluctuation, there are times during which the HVAC filter is potentially counterproductive 
because of acoustic-based slew limits. 
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Fig. 22. Desired power compensation requested from full-scale HVAC systems with and without speed 
clamps and ramp limiting. 
In summary, the fan drive and acoustic experiments suggest 0.1 Hz, or the inverse of a 10 s 
interval, to be a plausible upper frequency bound. The result improves on the upper cutoff 
frequency, 1/8 Hz, in [39], which is estimated from implicit mechanical stress and ACE 
sampling rate. Acoustic frequency changes and amplitude limits impose extra constraints on the 
control of the fan drive operation. HVAC filtering capability is therefore reduced. However, the 
capability varies depending on the percentage of installed PV generation given a building’s load, 
the percentage of HVAC loads in the building, and solar radiation conditions. More details of 
this analysis will be presented in Section 2.8. 
 
2.5 Case Study Demonstration 
To demonstrate and validate the potential of dynamically controlled HVAC loads that 
implement filtering of stochastic energy content, a small fan drive was first used to follow scaled 
	
	
38	
responses to various band-limited solar power profiles. Results were then employed in a full-
scale model to determine building-level filtering potential. 
 
(a) 
 
(b) 
Fig. 23. Fan drive speed profile without (a) and with (b) dynamic HVAC filtering. 
For direct tests, the Z1000 drive with motor and duct was fed with two speed command 
profiles for approximately two hours. The first speed profile is a piecewise constant signal to 
represent conventional HVAC loop control, as shown in Fig. 23(a). From time to time the fan 
speed has step changes, but most of the time it is held constant. The second speed profile 
implements feedforward signal injected control loop from Fig. 6. The feedforward signal is 
generated from band-passed (1 mHz to 0.1 Hz) solar power (10 a.m. to 12 p.m. in Fig. 9) 
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followed by speed calculation from the relationship in (13). Acoustic constraints are enforced. 
Fig. 23(b) displays the resulting combined speed commands. As would be expected, speed 
changes are more sensitive to power variations at lower speeds due to the cubic power-speed 
relationship. Experiments collected two sets of power consumed by the fan system and measured 
the difference, which represents the fluctuating power to be mitigated. This measured power 
difference along with the modeled result is plotted in Fig. 24. Except during short transients 
when the motor steps, the modeled curve follows the experimental curve closely, providing an 
accurate basis for a large scale multiple-day simulation. Although the magnitudes in Fig. 24 
appear small, they are approximately 10% of the full magnitudes during this experiment using 
the small fan drive. 
 
Fig. 24. Power difference consumed by the fan drive between the two speed profiles. 
 
2.6 Discussion of System Efficacy 
Given the operating limitations and the need for long-term occupant comfort, only a fraction 
of HVAC capacity in a building is available for filter implementation. In the proposed approach, 
ventilation fan speed is the primary mechanism, and this in turn is a portion of HVAC 
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consumption. For a quick estimate, since the operating frequency range can be adjusted ±16%, 
the fact that fan power changes as the cube of speed suggests that ventilation power can be 
adjusted up to about ±40% on millihertz or faster time scales. For a building in which 20% of 
energy consumption is for ventilation, this provides fast ±8% change capability of the total 
building energy consumption. Simulation analysis suggests a more optimistic result, since the 
±16% limit is not always reached depending on the weather, and when the operating frequency is 
below 60 Hz, the percent limit is higher.  
During simulation, when the acoustic constraints are included and the assumption of 20% 
ventilation energy consumption in a building is made, it is found that the HVAC filtering 
capability is, on average, 56.6%, 36.9%, and 17.3% for buildings with PV installations rated at 
25%, 50%, and 100% of average building load, respectively, over the course of randomly 
selected 100 days from the solar database. Fig. 25 displays this complete trend in solid black 
lines. In Fig. 25(a), larger ventilation energy consumed in building loads results in higher 
capability for the HVAC system to mitigate dynamic solar power. A building’s regional weather 
pattern also affects the HVAC filtering capability. Steady sunny days are favored, and days with 
fluctuating solar radiation are undesirable, as illustrated in Fig. 25(b). The general take-away 
from this analysis is that realistic HVAC filter implementation can offset a substantial fraction of 
solar variability to time scales of about 15 min, helping to bring solar resources into a more 
conventional utility dynamic management interval [13],[18]. The approach is not self-sufficient 
for large PV installations, and these must rely on additional energy storage devices or on the 
grid. 
	
	
41	
 
(a) 
 
(b) 
Fig. 25. HVAC filtering capability changes at various solar installation capacities based on: (a) percent of 
ventilation energy consumed in building, and (b) various weather conditions. 
The lower frequency bound provides an opportunity for larger-scale thermal storage such as 
water tanks to store or compensate solar energy at slow rates, while the upper frequency bound 
probably requires batteries to react to fast solar radiation changes. An additional MATLAB 
simulation is performed when utilizing batteries, HVAC, and water tanks together as depicted in 
Fig. 4, while imposing several days of solar profile, selecting 1 mHz and 0.1 Hz as HVAC 
filtering lower and upper frequency bounds, and taking into consideration the acoustic amplitude 
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and ramp-rate limits. This particular case study assumes an energy-efficient building with solar 
installation at peak 300 kW and an HVAC system at 150 kW capacity of which 20% is used by 
ventilation. The power grid is modeled to track the solar profile with moving average step 
responses every 15 minutes, similar to the role of conventional spinning reserve. Ten random 
days out of the 18-month database were simulated for analysis; results from one sample day as 
shown from Fig. 9 are illustrated in Fig. 26-Fig. 28.  
Fig. 26 depicts the conventional scenario for which all stochastic solar energy is supported by 
the grid (by means of grid-based external storage or spinning reserve, for instance). The situation 
in Fig. 27 is much improved with assistance from building thermal inertia alone via HVAC 
filtering. In Fig. 28, if water tanks are included and can effectively mitigate solar power on scales 
slower than 1 mHz, the grid experiences minimal power fluctuation except when fast solar power 
variations cannot be filtered due to acoustic and ramp-rate limits. A battery storage requirement 
can be calculated for each scenario by integrating the area under the battery power curve and 
finding the peak value. Over the course of these 10 days, a total of 53.0 kWh battery energy is 
required for grid support when filtering is not engaged. With HVAC for dynamic energy 
regulation, this number drops to 39.1 kWh. For the final combined scenario, only 2.68 kWh of 
battery capacity is necessary.  
 
Fig. 26. Grid and battery energy contribution imposed by raw solar data. 
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Fig. 27. Grid and battery energy contribution when proposed HVAC dynamic filtering at work. 
 
Fig. 28. Grid and battery energy contribution when both HVAC dynamic filtering and water tanks at work. 
 
2.7 Concluding Remarks 
This work discusses the use of power electronics to implement dynamic thermal inertia to 
offset stochastic solar resources, especially in low-energy buildings. The work builds on ideas 
introduced in [38],[39],[40] to set up a dynamic energy balancing and storage solution linked to 
HVAC systems. This work focuses on dynamic mitigation of building-side rapid solar energy 
variations through an energy filtering concept. In a practical implementation, the lower HVAC 
update frequency limit is shown to be about 1 mHz (the inverse of 15 min) and limits 
temperature variations in occupied spaces while reducing conventional long-term onsite energy 
storage needs. The higher update frequency limit in the range of about 0.1 Hz (the inverse of 10 
s), combined with ramp-rate and acoustic limits, lets a ventilation drive respond without 
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generating annoying noise and reduces short-term onsite electrical energy storage needs, such as 
batteries. The process has been demonstrated based on solar data frequency domain analysis and 
system-level electrical and thermal interaction modeling as well as fan drive experiments. A full-
scale multiple-day simulation case study has provided insight on potential grid-side and storage-
related benefits. This work has discovered that practical solar energy filtering capability of an 
HVAC system varies with multiple factors including installed solar capacity, regional weather 
patterns, building functionality, and dynamic building usage. 
Although HVAC filtering lower and upper frequency bounds are restricted by occupant 
comfort, the constraints can be relaxed for some buildings used for unmanned environments, 
such as data centers or product warehouses. While a single building’s thermal inertia may not be 
enough to mitigate solar energy variability for its entire supply, neighboring non-solar buildings 
can be retrofitted to contribute their thermal inertia to assist in the same fashion. 
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3 ONE-YEAR FAST-DYNAMIC SOLAR DATABASE 
The research in the previous chapter is achievable because of the available extensive solar 
data. The long spanning data allow thorough investigation of building thermal inertia’s 
practicality under various weather patterns across all seasons. More importantly, the high 
frequency data component provides insight on usable bandwidth for HVAC mitigation to 
drastically reduce the grid-side impact and the dependence on other storage devices. This chapter 
takes a deep look at the collection of 18-month roof-top 5 kHz solar data containing open-circuit 
voltage, short-circuit current, and maximum power point information. Significant effort is spent 
on data clean-up caused by missing data and unsynchronized metering, followed by investigation 
on an upper bound of data sampling speed without losing useful information. The data have led 
to multiple collaborative investigations in optimal tracking speed for maximum power point 
tracking (MPPT) design, photovoltaic power curtailment to provide fast operating reserves, and 
underlying solar energy content resided in bandwidth faster than conventionally measured 1 Hz. 
Portions of this chapter have been published in [62], [67]. 
 
3.1 Motivation for Fast Dynamic Solar Data 
Solar energy based generations can exhibit rapid power changes, as exemplified in Fig. 29 
representing one typical day with intermittent cloud cover. This unpredictability, especially in 
significantly solar-dependent power systems, threatens the stability and reliability of the electric 
grid [68]. To understand PV variability, long-term real-life solar data are grounds to identify 
relevant time scales. Therefore, it is the effort herein to set up a solar data collection mechanism, 
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while defining the high sampling speed used, the processing methods to derive the useable 
metrics, and the assumptions made in estimating high-speed changes in solar power.  
 
Fig. 29. Rapid output power from a solar panel on a sample day. 
One focus of this work is to quantify the PV variability at various time scales and ensure that 
all possible dynamics are captured. Previous work has reported high-frequency solar data with 
sampling rates ranging from 1 min [69] to 20 s [70],[71] and topping out at about 1 Hz [48],[72]. 
Are these data fast enough, or what content lies in sub-second time scales? In other words, what 
is the fastest sampling speed necessary to capture all possible fluctuations except only signal 
noises? Upon collecting a set of long-term fast-sampled raw solar data, data processing 
challenges arise from inherent numerous imperfections and inconsistencies. Therefore, it is 
important to discuss the assumptions and approaches used in creating a continuous useable, i.e., 
“cleaned-up”, data set. After identifying a suitably fast sampling frequency, discussions are 
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necessary for any tradeoff of missed energy content. The chapter ends with archival potential of 
these data for other application opportunities. 
 
3.2 Solar Data Acquisition 
Photovoltaic data collection for this experiment was performed by fellow researchers at the 
University of Illinois at Urbana-Champaign and spans from July 2012 to January 2014	 [64]. 
During data collection, two identical rooftop-mounted 20 W PV panels, placed side by side, were 
connected to two different meters. One meter was a Keithley 2420 that performed a sweep across 
the current-voltage (I-V) curve every 2.5-3.9 seconds, and the other was an Agilent 34410A that 
recorded short-circuit currents at 5 kHz. The data acquisition mechanism is depicted in Fig. 30. 
The sweeps from the Keithley (“slow”) meter enable the calculation of open-circuit voltage 
(VOC), short-circuit current as well as maximum power point (MPP) voltage, current, and power 
(VMPP, IMPP, PMPP). The Agilent (“fast” or “high-speed”) data provides high-frequency short-
circuit current readings (ISC) that can be used to calculate high-frequency changes in the available 
power. The Keithley meter records slow short-circuit current data for verification of 
measurement accuracy against the Agilent meter and as a check of instrument synchronization. 
 
Fig. 30. Solar data acquisition hardware setup [64]. 
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Sampling at 5 kHz seems excessive, but the objective is to capture every possible transient. 
Common sources of rapid transient creation might be the occurrence of fast clouds, birds, or 
even airplanes casting flickering shadows on time scales much less than 1 second (faster than 1 
Hz). Sampling at 5 kHz means that even in extreme cases we can reconstruct the change in 
irradiance with multiple samples for each event.	 Atmospheric noise has the potential to induce 
faster dynamics, but given the broad area covered by solar arrays, the effects are assumed to 
average out by spatial variation and are therefore not specifically addressed.  
 
3.3 Data Processing and Clean-up 
Before the raw data are ready for use, they must go through a series of clean-up steps. The 
first problem encountered is that of local missing data, which are most likely caused by 
temporary equipment downtimes or system software upgrades. Identifying such missing data is 
accomplished by computer codes that record any instances where actual timestamps fail to reside 
within expected windows. For example, Fig. 31 shows output data of several consecutive days 
with red boxes indicating missing segments. Here a partial day is missing for the afternoon of 
March 28th, 2013, and a full day is missing on April 12th, 2013. 
 
Fig. 31. A sample of consecutive days indicating missing data segments. 
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Due to various missing days throughout the 18-month database, it is discovered that no 365 
consecutive days, for a year worth of database, are readily available given only existing data. 
Therefore, missing or incomplete days must be substituted. Only whole new days are used even 
though partial data are available on existing days. This avoids introducing sudden changes or 
inconsistent weather pattern contrasts. Substitution is made according to the following rules: 1) If 
a complete day is available from one exactly year ago or after; 2) else if a complete day is 
available from an equidistant time away from the winter or summer solstice; 3) else if a complete 
day with similar historic weather patterns and temperatures and close to the original date. When 
the missing day is entirely blank, a unity scaling factor from the substitute is chosen, but in cases 
when partial data exist, substitute data are scaled to match the original data. Table 3 summarizes 
all incomplete days between November 1, 2012 and November 1, 2013, the portion and type of 
data missing, and the respective daily substitutes.  
Table 3. Summary of days with missing data and substitutions. 
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Alternatively, ten different randomly selected non-overlapping 10-day samples (100 days in 
total) may be chosen from the roughly 500 days of data to obtain a representative sample of 
long-term solar data. This process eliminates additional complications or uncertainty and enables 
direct use of the solar data that contain representative segments from all times of year, 
incorporating long-term effects that appear in multi-day weather patterns. 
After missing data substitutions, data synchronization is required because the time stamps on 
slow and fast meters are not well aligned. One challenge is inconsistent file length with varying 
numbers of data points per file. For example, the fast short-circuit current data are recorded at 
rates of 5000 Hz to 5250 Hz and time stamps spanning between 56 and 60 seconds for each file. 
Therefore, assuming a constant 5 kHz sampling rate causes large offsets over a long period. To 
remedy this, the computer program utilizes its master clock to increment with the mean period 
Tmean between data samples as determined by  𝑇(K/* = 6VWX	–	6Z[\][#	=E	M/(28KM	)*	E)8K       (14) 
Since it is expected that the short-circuit current will be the same on both the fast and slow 
panels at a given instant, it is reasonable to adjust the slow meter time stamp to better match the 
interpolated time stamp of the fast meter. This is accomplished by maximizing the correlation of 
the two current measurements for each day. The timestamp offset for the slow meter will be the 
value of toffset that maximizes 
   (15) 
where n is the total number of points in a day, and m is the maximum sample offset to be 
considered. Two example windows of fast meter data, slow meter data, and timestamp-corrected 
	
	
51	
slow meter data from March 31, 2013 are shown in Fig. 32. These samples visually depict better 
alignment of data from the two separate meters.  
 
Fig. 32. Two sample windows of data alignment from March 31, 2013. 
Following the data substitution and synchronization, although the 5 kHz data come in an 
immediately usable form, the slow I-V curve data require processing in order to obtain short-
circuit current, open-circuit voltage, MPP current, MPP voltage, and MPP power values. Slow 
short-circuit current data consist of three data points near 0 V, indicated by the square symbols in 
Fig. 33. Open-circuit voltages are obtained from the sweeps that cross the voltage axis, shown as 
the triangle symbols. In Fig. 33, the MPP region contains 100 points on the “knee” of the I-V 
curve for MPP voltage, current, and power calculations. As can be seen in Fig. 34, the 
measurements contain a combination of high-frequency fluctuations and measurement noise. 
Simply picking the point with the peak value can lead to misleading and inaccurate MPP values. 
To alleviate this, a 4th-order polynomial least-squares fit is applied to the data to capture the 
overall nature of the sweep. Implementing a 4th-order fit instead of the 2nd-order polynomial 
used in [64] increases the regression coefficient from R2 = 0.95 to R2 = 0.995 for a typical MPP 
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sweep. Higher-order polynomials or other functions may be used instead, but the 4th-order 
polynomial captures the expected shape of the power curve well. Rather than solving for the 
peak algebraically, it is more computationally efficient to evaluate the polynomial function at 
500 equally spaced points over the same range of voltages as the original MPP region and then 
select the maximum from this finely discretized set. 
 
Fig. 33. I-V sweep showing short-circuit current, open-circuit voltage, and MPP regions. 
 
Fig. 34. I-V sweep for MPP and polynomial least squares fits showing max power curves. 
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There are instances when the polynomial keeps increasing or decreasing monotonically 
because the slow meter misses the MPP. In this case, the local maximum, usually as an endpoint, 
is chosen as the MPP. An example is provided in Fig. 35 in which three consecutive MPP 
sweeps include the middle sweep failing to span the peak power value. This failure is likely due 
to a sudden drop in irradiance following a previously increasing trend. In this example the MPP 
power is associated with the power at the left end of the middle curve. Sometimes the 
fluctuations are so fast that within a single sweep, the polynomial approximation generates two 
peaks (or potentially more if a higher-order polynomial is used). Fig. 36 exemplifies such a 
scenario, where the polynomial is a poor approximation of the raw data. In cases like this, the 
maximum value of the raw sweep data is chosen instead of the polynomial peak. From findings, 
a small group of polynomial approximations with R2 < 0.99 are deemed invalid, and the raw data 
peaks are used instead.  
 
Fig. 35. Three consecutive MPP power curve sweeps with the middle sweep missing the MPP. 
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Fig. 36. Rapid transient during MPP sweep showing poor fit polynomial approximation. 
 
3.4 What Data Speed Is Fast Enough? 
The discussion of this section starts with demonstrating that a 5 kHz sampling rate is 
sufficiently fast to capture all possible dynamics, followed by the investigation of a possible 
down sampling bound that allows the raw data to be low-pass filtered while preserving 
necessary information. To demonstrate that the sampling rate is indeed sufficient, it is evident if 
the data are smooth and do not contain discontinuities between samples. One day, March 31, 
2013, is closely investigated in Fig. 37. On this day, the solar panels experienced intermittent 
cloud coverage, resulting in rapid ramp rates as seen in the top image of Fig. 37. The subsequent 
images depict subsets of data to demonstrate that during the most variable moments, all possible 
dynamics are captured. In fact, the bottom image still contains about 100,000 data points, 
providing a smooth re-creation of the analog irradiance change. 
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Fig. 37. A sample day containing rapid transients and subsequent zoom-in windows. 
While typically less frequent, the fastest dynamics may be caused by the flickering shadows 
of birds or airplanes. In order to more easily identify their occurrence, a high-pass Butterworth 
filter is applied to the raw short-circuit current data so that ultra-narrow spikes are singled out, as 
shown in Fig. 38. Note that most of the filtered spikes are not the actual power dips of interest if 
they have both positive and negative components simultaneously, as such instances are a 
byproduct of a non-ideal filter applied to rapid cloud transients. Actual example power dips of 
interest are circled in Fig. 38. Zooming in on these circled regions as in Fig. 39 reveals that the 
fine details of these transients are still fully captured at 5 kHz. The second picture in Fig. 39 
reveals four local minima that may be a result of a bird flying across four columns of cells on the 
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solar panel. Also shown is a to-be-discussed 100 Hz subsampling curve, which does not capture 
these cell-level dynamics, but it does capture the panel-level power dip with 3-4 points. From a 
panel energy production perspective, this is shown to be sufficient in the next paragraph. 
 
Fig. 38. Sample solar data containing multiple rapid dips in power output (circled). 
 
Fig. 39. Zoomed-in views of two most significant circled instances from Fig. 38. 
The discussion so far shows that the fastest expected solar irradiance dynamics are 
sufficiently captured by a 5 kHz sampling speed. However, can the dataset largely be recreated, 
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without losing much information, with a subsampling frequency much slower than 5 kHz? This 
is especially important to drastically decrease data storage requirement. The question then 
becomes: Are there unknown sources of dynamics in solar power, and even if they exist, are they 
worth caring about? For example, atmospheric noise is mentioned earlier, but if its effect on 
solar power output does not meaningfully change the potential output power, then arguably it is 
not worth tracking. To investigate this matter, fast Fourier transform (FFT) analysis of a 
cloudless (smooth) day, a largely overcast (noisy) day, and a day with a cloudless morning and 
partly cloudy afternoon (partially noisy) is plotted in Fig. 40. Each has differing characteristics at 
lower frequencies, but above 100 Hz (or even 50 Hz) the frequency content is well below one 
part per million with the exception of the 180 Hz coupled grid harmonic. At these scales, 
frequency content is effectively negligible and is on the order of fine measurement accuracy. 
 
Fig. 40. Full-day FFTs of 5 kHz short-circuit current for three different days. 
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By down-sampling at a frequency much slower than 5 kHz, a certain amount of solar energy 
may not be captured using typical MPPT methods. To find out such missed energy, a baseline 
MPP update rate of 5 kHz is assumed as the same as a continuous update, capturing all possible 
changes in power output, while for a hypothetical MPP tracker that updates every 2, 5, 10, …, 
106 samples (2500 Hz, 1000 Hz, 500 Hz, …, 0.005 Hz) the amount of energy missed at each 
time step is summed according to 𝐸𝑛𝑒𝑟𝑔𝑦	𝑀𝑖𝑠𝑠𝑒𝑑 = 𝑉gOOh ⋅ 𝐼klW ⋅ 𝐼km 	−	𝐼gOOnko*p:kq/ko	(p:   (16) 
where ISF is the scaling factor between IMPP and ISC [62], ST is the total number of samples in the 
selected data segment, and SU is the number of samples per MPP update. Each total sum is then 
divided by the total amount of energy captured at the baseline rate of 5 kHz. This yields the 
missed energy fraction from sampling the MPP at a slower rate. Fig. 41 summarizes the results 
of this calculation for the ten, 10-day periods discussed previously, with the mean of these in 
bolded black. If MPPs are updated at 100 Hz, coinciding with the FFT floor in Fig. 40, about 1 
part in 4000 of the available energy will not be captured compared to the baseline case. This is 
about 63 mW for a 250 W panel. However, the noise floor suggests that data resolution is no 
better than one part in 10000. As another example with the same panel size, a 1 Hz update rate 
sacrifices an average of about 1 part in 250, about 16 times as much as a 100 Hz update rate. A 
converter updating at 100 Hz should be able to capture an extra 1 W on average from a 250 W 
panel compared to a 1 Hz update rate. 
Fig. 41 can be used to analyze, in general terms, the economic opportunity cost associated 
with increased update rates. Two update rates of 1 Hz and 100 Hz are used for a hypothetical 
existing system. Using the relation from Fig. 41 with 1 Hz on the x-axis yields a mean energy 
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fraction sacrifice of 0.41%, and 100 Hz input yields a sacrifice of 0.025%. Other assumed 
parameters are provided in Table 4 for one PV panel with a built-in micro-inverter. 
Table 4. Economic calculation assumptions. 
	
With the data, the differential cost during a panel lifetime between the two example down-
sampling frequencies is calculated as 
245	𝑊 ⋅ 0.24 ⋅ yz{{	|L}K/L ⋅ 25	𝑦𝑒𝑎𝑟𝑠 ⋅ :	|:@@@	| ⋅ $@.::k| ⋅ 0.41% − 0.025% = 𝑈𝑆$5.46	𝑝𝑒𝑟	𝑝𝑎𝑛𝑒𝑙     (17) 
Thus an incremental cost of a few dollars per panel is worthwhile for increasing update rates 
from 1 Hz to 100 Hz. Following from (17), even if all the remaining 0.025% of energy could be 
captured, the remaining value to be captured is about US$0.35, so update rates above 100 Hz are 
unlikely to be cost effective.  
 
Fig. 41. Modeled energy sacrifice of ten 10-day samples with varying MPPT update rates and mean in 
bolded black. Entries in legend represent the last day in each 10-day series. 
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3.5 Data Archival and Concluding Remarks 
A cleaned-up version of the long-term PV data set is intended for public use. 
Synchronization in time stamps and file lengths is adjusted across the slow and fast meters’ data. 
Sweep data are simplified down to the key points of interest such as MPP currents and open-
circuit voltages. High-speed data are down-sampled, after passing a median filter to eliminate 
measurement noise, to 100 Hz to reduce file sizes without losing substantive information except 
for presumed measurement and atmospheric noises.  
This chapter describes how raw PV data is used to quantitatively determine the variability of 
energy production for various MPPT update rates. It details 5 kHz short-circuit current data and 
slower I-V sweep data from a PV panel exposed to natural conditions for more than a year. Much 
effort is devoted to data processing and clean-up. The dataset shows how knowledge of the I-V 
sweeps together with high-speed short-circuit current is sufficient to determine the dynamics of 
the MPP within relatively tight bounds. Panel dynamics are transformed into quantifiable missed 
energy capture due to fixed update rates by modeling an ideal boost converter fed with the raw 
data. A separate paper [73], utilizing this database, explores further how fast data can provide 
insight on MPPT update rate optimization for different weather conditions. 
 
 
 
 
	
	
61	
4 MOBILE SYSTEMS: MORE ELECTRIC AIRCRAFT	
Chapters 2 and 3 focus on power electronics implemented thermal storage for renewable 
energy interface grid-connected stationary energy systems. In this chapter, mobile energy 
systems offer a new application frontier for thermal storage while identifying the approach’s 
limitations and creating advanced implementation solutions. One major difference is that the 
power variability is now on the load side, not the renewable source side. Another challenge 
comes from a less rated power system versus a typical grid-connected backup resource, resulting 
in limited system inertia. An appropriate mobile system is more electric aircraft (MEA), 
operating much like a microgrid with onsite engine-tied generators to support multiple dc and ac 
busses consisting of many different linear and nonlinear electronics loads. In order to fully 
understand the system dynamics, multi-physics domain modeling in electrical and thermal power 
systems is required as prerequisite. This chapter starts with this topic before exploring existing 
storage solutions and the power electronics enabled virtual thermal storage in subsequent 
chapters. Portions of this chapter have been published in [74]. 
 
4.1 Overview of More Electric Aircraft and Power Systems 
The most common more electric aircraft (MEA) architecture, which is already in commercial 
production on the Boeing 787, uses a no-bleed architecture, in which traditional pneumatic 
systems are replaced by electrically powered systems [18]. Environmental control systems (ECS) 
are no longer pneumatically powered, and instead the compressors, fans, and pumps are powered 
by electric motors via power electronics converters [4]. Due to this bleed-less architecture, 
maximum output of around 1.00 MVA comes from four engine-tied generators. With auxiliary 
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power units (APU) for redundancy, a total of 1.45 MVA is installed on the Boeing 787 compared 
to 0.35 MVA on the Boeing 777 [4]. Increased electrical power introduces challenges due to 
coupled interactions between aircraft power systems, complexity due to additional electrical 
components, especially the power electronics and electric machines, and more degrees of 
freedom for system control.  
Major changes in the MEA electrical system include a variable voltage variable frequency 
230 (nominal) Vac bus off the engine generators, a 270 Vdc bus and its attached motor driven 
loads, and an ac-dc-ac conversion from the 230 Vac bus to a regulated 400 Hz 115 Vac bus, as 
shown in Fig. 42 [75]. This configuration will be used throughout the chapter and is the 
motivation for development of electrical component models. Due to the large scale of these 
power systems, it is of great interest to rely on accurate modeling and simulation tools for design 
and prototyping. Two major categories of models exist: high-fidelity detailed switching models 
within electrical components [76], and system level averaged models that capture dynamical 
interaction between components [77],[78]. This work develops the latter. In particular, the 
average modeling method pertains to transforming three-phase abc ac signals into a synchronous 
rotating dq0 frame. Such a technique has been proved effective in accuracy and speed in electric 
power systems of mobile applications [77],[79]. Recently a dynamic phasor method [80] has 
been developed to enhance the dq0 approach and address unbalanced fault conditions. This 
method will not be applied in this work, however, as a balanced three-phase situation is to be 
explored for mission energy trade-offs.  
Additionally, it is important to understand and capture the thermal behavior of electrical 
system components in order to avoid failures due to overheating and thermal runaway. A suitable 
thermal model is necessary for hot spot detection and temperature monitoring. The combined 
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electrical-thermal model must run fast while capturing necessary dynamics. Thermal models 
usually have step sizes of milliseconds or slower, whereas electrical models that capture 
switching behaviors have step sizes of milliseconds or faster. Therefore, switch level models are 
not suitable when considering system-level simulations. An averaged switching modeling 
approach is able to capture power losses in power electronic converters and batteries, including 
device conduction and switching losses, based on equivalent steady-state conditions [81],[82]. 
Transient dynamics in the generators are captured using d-q models that execute with 
millisecond or faster time steps [81],[83]. Previous work [81],[84] has tackled the above 
modeling goals in part. However, [81] focuses on power system faults, and [84] is heavy on 
mechanical design. Neither addresses electrical component thermal modeling. In this work, the 
above criteria will be met. Simulation time versus real time will be measured to demonstrate the 
computation speed. 
 
Fig. 42. Boeing 787 electrical power system architecture (recreated from [75]). 
	
4.2 Electrical-Thermal Power Systems Modeling 
In this section, the main building blocks of aircraft electrical power systems including 
generators, exciters, power converters, battery cells, transformers, and electrical loads will be 
explained, and modeling details will be presented. 
	
	
64	
Electrical load distributions and power conversion efficiencies in the Boeing 787 at a typical 
cruising condition are described in Fig. 43. This chart provides scaling information for modeling 
development as well as sanity check data for simulation results. The electrical power system 
contains the exciter/generator and APU connected to the electrical distribution system. Electrical 
component models incorporate power loss calculation, which affects the component temperature, 
and are coupled to ECS models that handle heat rejection due to electrical losses. Engine models 
provide low-pressure spool speeds and receive load torque from generators. Fig. 44 shows signal 
flow from the electrical system to the engine and to the thermal system as well as lines indicating 
the dependency of other systems on electrical power. 
 
Fig. 43. Typical electrical system loads and efficiencies at cruise condition in Boeing 787 (recreated from 
[24]). 
 
Fig. 44. Electrical power system diagram with input/output dependencies.   
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A. Generator  
The generator consists of a synchronous generator, a synchronous exciter, and exciter 
controls. The input/output structure is shown in Fig. 45. The engine speed serves as an input, and 
is adjusted based upon a fixed gear ratio. A dc voltage input provides voltage potential to the 
exciter, and load currents in the dq0 reference frame impose the total current load on the 
generator. The mathematical model outputs provide a dq0 line voltage from the generator, current 
draw by the exciter system, a torque on the engine, and heat produced due to losses. The 
synchronous generator and exciter models will be detailed in this section. The input/output 
structure of a wound-field synchronous generator is shown in Fig. 46. 
In ac machine models, sinusoidal states can lead to computationally intensive simulations. 
Alternatively, a well-known synchronous, or direct-quadrature-zero (dq0) reference frame, can 
be used. Sinusoidal states are transformed using Park’s transformation [85], which results in 
constant steady-state conditions, larger solver time steps, and faster simulations. The following 
generator model is derived in the dq0 reference frame. Parameter values are dependent upon 
specific machines; however, [86] contains examples of various machines and their respective 
parameters, which can be used as a baseline for sizing the generator. 
 
Fig. 45. Generator system inputs/outputs.  
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Fig. 46. Synchronous generator inputs and outputs. 
Denoting the direct axis with subscript d and the quadrature axis with subscript q, the 
electromotive force E' dynamics for the stator are modeled as  
( )
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where X is the per-unit reactance, 𝑋′ is the per-unit transient reactance, 𝑋′′ is the per-unit sub-
transient reactance, 𝑋8M  is the leakage reactance, 𝑇4=  and 𝑇=  are the per-unit transient field 
winding time constants in their respective axes, and 𝐼 is the current [83]. 
The flux linkage ψ dynamics are defined as 
 ( )1 1do d d q d ls d
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k dt
y
y
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 ( )2 2qo q q d q ls q
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where 𝑇4=  and 𝑇=  are the sub-transient field winding time constants in their respective axes [83].   
The effect of temperature on electromotive force is captured by considering the change in 
electrical resistance due to temperature.  The coefficient k in (18)-(19) is defined as  
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0
( ) 1
( )
R Tk T
R T
a= = + D    (20) 
where ΔT is the temperature difference between the generator temperature T and the nominal 
temperature T0, and α is the coefficient of resistance for the field coil windings (for copper, 
α=3.85×10-3).  
The scaled field voltage Efd is defined as 
 fd mdfd B
B
I X
E V
S
=    (21) 
where Xmd is the direct axis magnetizing reactance, Ifd is the direct axis field current, SB is the 
base generator power which is equal to the rated three-phase volt-amperes, and VB is base 
generator voltage. The field current is supplied by the exciter system, and is detailed in the 
following section. 
Voltages in d and q axes can be calculated as algebraic functions of the electromotive forces, 
currents, and flux linkages, 
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where XTL and RTL are the line reactance and resistance, w  is the rotational speed, and Rs is the 
stator resistance.  
Electromagnetic torque TEM of the generator is calculated in  
 '' ''  d q q dT I IEM y y= -    (24) 
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where 
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Power losses due to inefficiencies are determined as  
 
2loss B EM d d q q
PP S T E I E Iwæ ö= - -ç ÷
è ø
   (27) 
where P is the number of pole pairs. Power loss is essentially the difference between the shaft 
input power and the electrical output power. 
A lumped thermal capacitance model is used to represent the overall temperature of the 
generator. Temperature is affected by losses from (27) and heat transfers between the generator 
and ambient air as well as between the generator and coolant. The time rate of change of the 
generator temperature, Tgen, is  
( ) ( ), gengen p gen loss f f f gen a a a gen
dT
m C P h A T T h A T T
dt
= + - + -    (28) 
where mgen is the mass of the generator, Cp,gen is the specific heat of the generator lumped 
thermal capacitance, Aa is the heat transfer area between the ambient air and the generator, and Af 
is the heat transfer area between the coolant flow and the generator. Each heat transfer 
coefficient h is calculated using the Nusselt number Nu, the thermal conductivity of the fluid k, 
and the length over which the heat transfer occurs, by 
 
kh Nu
L
=     (29) 
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The Nusselt number for the coolant flowing through the generator is calculated assuming 
turbulent pipe flow and the Gnielinski correlation [87]. Similarly, the Nusselt number for the air 
moving over the generator assumes turbulent flow over a cylinder, which can be calculated using 
the Churchill-Bernstein correlation [87]. 
B. Exciter  
The synchronous machine described above requires a field current supply. Commonly 
another wound-field or permanent magnet synchronous generator, known as an exciter, coupled 
to the main generator shaft provides this current. The exciter’s output terminals are rectified and 
directly connected to the main generator field terminals. This field current must be provided 
independent of the generator and should be controlled properly to regulate the generator terminal 
voltage. A battery provides the exciter’s field current, regulated through a dc/dc converter. A 
generic structural diagram is shown in Fig. 47. 
The mathematical model of the exciter is identical to the model provided in the previous 
generator’s subsection. A generic exciter controller mathematical model will be provided here. 
The field-controller converter duty cycle (m) is obtained from 
 ( )( )1 ref liner k V V t= -     (30) 
 ( )2 3m k r k m= -     (31) 
 ( ) 2 2line d qV t v v= +     (32) 
where k1, k2, and k3 are controller gains, r is an arbitrary variable, and m is the dc/dc converter 
duty ratio. The reference line voltage is Vref and the measured line voltage is Vline. 
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Fig. 47. Exciter block diagram and signal flow. 
C. Inverter  
The three-phase inverter block converts the dc bus voltage to ac voltage, which interfaces 
with the rest of the ac system directly or through a transformer. Since the inverter is modeled in 
the dq0 reference frame, the inverter output voltages become constant values in steady state due 
to the abc-dq0 transformation. An averaged switching power loss modeling technique is used to 
ensure fast simulation [88]. The conduction loss is incurred when the IGBT (or equivalent) is on. 
It can be modeled as an ideal switch in series with a forward voltage drop Von and a series 
resistor Rds. Von and Rds can be obtained directly from the IGBT datasheet. The average 
conduction loss per IGBT pair is 
 2_
2 2 rms on
on inv rms ds
I V
P I R
p
= +     (33) 
The averaged switching loss of each IGBT pair can be estimated as 
 _ _
2 2
2
on offrms bus
switch inv switch inv
t tI V
P f
p
+
=     (34) 
where fswitch_inv is the inverter switching frequency. Times ton and toff are the switching rise and fall 
times, respectively, which are also found in device datasheet. Vbus is the main dc bus voltage. 
Another input needed to control the three-phase inverter is switching functions. However, 
since the inverter is an averaged model in the dq0 frame, the switching functions q that 
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determine direct action of the switching devices are replaced with modulating functions [89]. 
When sinusoidal pulse width modulation method is used to control the inverter switches, the 
output line-line (rms) voltage of the inverter is given as 
 ( ) 32l l rms dcV qV- =    (35) 
The modulating functions for the three-phase inverter become voltage rms magnitudes. The 
phase of the inverter output voltages with respect to the rest of the ac system can be changed by 
modifying relative values in the d and q axis controls. 
A lumped thermal capacitance model is used to represent the overall temperature of the 
inverter. It is assumed that the inverter is cooled under natural convection from a finned surface 
in an electronics bay at temperature Tbay. The rate of change of the inverter temperature, Tinv, is 
( )( ), _ _inv 2invinv p inv on inv switch bay invdTm C P P h nLH T Tdt = + + -    (36) 
where minv is the mass of the inverter and heat sink, and Cp,inv is the specific heat of the inverter 
lumped capacitance. The last term is the heat transfer due to an n-finned heat sink with fins that 
are H meters tall and L meters long. The heat transfer coefficient h is calculated as  
 1.31
opt
kh
S
=                (37) 
where k is the thermal conductivity of the fins. The optimal fin spacing Sopt for a vertical heat 
sink is given by the Rohsenow and Bar-Cohen correlation [87] and is a function of the Rayleigh 
Number Ra and the length L of the fins  
 1 42.714opt
LS
Ra
=     (38) 
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D. Rectifier  
The rectifier block converts ac voltage to dc voltage, which interfaces with the rest of the dc 
system. This is an active rectifier and it is modeled in the synchronous dq0 reference frame. A 
voltage-based model is implemented and a dc-link inductor is assumed. The rectifier is modeled 
as: 
 ( )out line out
di
L m V t V
dt
= × -     (39) 
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    (41) 
where Vout is the output dc voltage, iout is the output dc current, and m is the modulation depth. 
Power loss is modeled in a similar fashion as it is in the inverter model [17], since the 
topology of the rectifier is a mirror image of the inverter. Similar thermal models used for the 
inverter are also implemented. 
E. Battery  
This subsection deals with the implementation of a lithium-ion battery and its mathematical 
model. The description here is a portion of a full published paper [90]. In the following model, 
battery parameters are determined from laboratory tests on a sample lithium-ion battery 
(Panasonic CGR18650A). The model itself is generic and can be adapted for a wide range of 
batteries, including Li-ion, NiMH and lead-acid batteries. However, the battery circuit model 
parameters must be estimated using a battery testing procedure. The battery capacity is a 
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function of the charge/discharge rates i(t), temperature T(t) and cycle number ncycle and a rate 
factor f(i(t)) which is a function of current. The rate factor is used to account for undesired side 
reactions with increase with current magnitude. The dynamic capacity of the battery represented 
by its state of charge (SOC) is a function of these factors and given by 
dttinftTftifSOC
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The battery is modeled using the notion of multiple scaled time constants, each at a level 
such as seconds, minutes and hours. In the electrical equivalent circuit, each time constant can be 
modeled as a resistance-capacitance combination, as shown in Fig. 48. Measurements of the 
circuit parameters are found by using a battery testing apparatus and recording the test sequences 
and data corresponding to open circuit voltage (Voc) and terminal voltage (Vt) versus SOC at 
multiple ambient temperatures. Each parameter (resistance and capacitance) in the model shown 
in Fig. 48 is a nonlinear function of SOC. For a practically useable model, in [19] each parameter 
is represented as a polynomial function of the SOC up to sixth order given as 
 ])(lnexp[,,
6
0
å
=
=
k
k
k SOCaCRV     (43) 
The coefficients a0-a6 (exact values can be found in [90]) are obtained by a best-fit polynomial 
expression on the experimentally determined data points. From the equivalent circuit, the battery 
terminal voltage can be calculated as implemented in fast frequency domain,  
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In addition, a temperature model is developed by 
2 22
2 sec min
sec min
( ) ( )( )( ) ( ) [ ( ) ]hourseries c a
hour
V t V tV tdT tmc i t R h A T t T
dt R R R
= + + + - -    (45) 
Mass, m, external surface area, A, and specific heat, c, are inherent battery properties. 
Applications and thermal designs determine the ambient temperature, Ta, and heat transfer 
coefficient, hc.  
 
Fig. 48. Electrical equivalent circuit of the battery model [90]. 
F. Transformer  
The transformer block converts the primary winding voltage level or provides galvanic 
insulation. A steady-state electrical model is implemented. Only resistive voltage drops are 
included and reactances are neglected. The model is flexible and can be used as a single-phase or 
multi-phase transformer interchangeably. The inputs and outputs are in the synchronous 
reference frame. The magnetic coupling is ideal and only copper losses are modeled. The input-
output electrical relation is 
 ( )
( )
p p p p
s s s s
V i R N
V i R N
-
=
-
    (46) 
where Vp and Vs are primary winding and secondary winding voltages, ip and is are primary 
winding and secondary winding currents, and Np and Ns are primary and secondary windings 
number of turns, respectively. 
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G. Electrical Loads  
The electrical loads are classified into varying power, current or impedance loads to model 
different user requirements. These loads are also modeled in the dq0 reference frame. The loads 
are modeled as lumped quantities. Assuming a balanced three-phase system, the zero axis 
electrical quantities are zero in steady state and need not be tracked. 
 
4.3 Simulation of Multi-physics Domains Integration 
A five-hour flight (or mission) profile is used to test the modeled electrical system. Electrical 
load magnitudes are based on Boeing 787 total electrical loading variations documented in [24]. 
Fig. 49 shows total electrical loads on all generators for various flight phases under maximum ice 
conditions. With the Boeing 787 having 1 MVA installed generator power, these conditions are 
near maximum operational capability. Using Fig. 43 and Fig. 49 as reference, a customized 
baseline electrical loading profile is generated for this 5-hour flight, as shown in Fig. 50. 
Electrical loads are broken into 28 Vdc, 270 Vdc, 230 Vac, and 115 Vac subunits. For the 
purpose of mismatched generator loading tests, it is assumed that generators 1 & 2 support loads 
on the 230 Vac and 115 Vac busses, while generators 3 & 4 support loads on the 230 Vac, 270 
Vdc, and 28 Vdc busses, as shown in Fig. 51. Furthermore, during the second half of the flight 
total power levels decrease as galley and cabin loads are turned off. 
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Fig. 49. Total electrical loads on Boeing 787 generators during major flight segments with maximum ice 
conditions [24]. 
 
Fig. 50. Electrical loads on each voltage bus over a 5-hour flight.  
 
Fig. 51. Total load on each set of generators for the 5-hour flight.  
Two sets of simulation studies are conducted: 1) isolated electrical system with fixed 
boundary conditions, 2) coupled electrical, thermal, and engine system simulations. In the 
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isolated system simulations, boundary conditions such as generator thermal management, 
electrical loads, and engine speeds are fixed a priori. This means that there is no dynamic 
feedback between the electrical system and the thermal management or engine systems. In the 
coupled simulations, full dynamic feedback is included. 
In total, 1000 simulations are run for each set of studies (isolated and coupled electrical 
system). Each Monte Carlo case is constructed as follows: 1) Random weights in a uniform 
distribution with maximum ±10% magnitude changes are assigned to each portion of the 
baseline profile in Fig. 49; 2) Random time variation at an interval of 1 s and within the range of 
5% in magnitude is imposed on the 270 Vdc load to produce time variability to each test case. 
Each case is tested first with only the electrical subsystem and next with a fully coupled 
simulation. For each simulation, a real time ratio (RTR) is calculated by 
 Simulation Time
Elapsed Real Time
RTR =         (47) 
The RTR demonstrates how much faster the simulation executes compared to real time and is 
sensitive to transients as well as noise in signals that are integrated. Fig. 52 shows the frequency 
of the RTR over 1000 simulations of the isolated electrical system. On average, RTR=48.3, 
meaning that a 5-hour flight can be simulated in ~6 minutes. The RTR decreases, averaged at 22.1, 
when dynamic models of the complete system are considered, as seen in Fig. 53.  
 
Fig. 52. Frequency of various RTR occurring for a simulated flight profile of the isolated electrical system.  
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Fig. 53. Frequency of various real time ratios (RTR) occurring for a simulated flight profile of the 
electrical system coupled to thermal management and engine systems.  
 
Fig. 54. Voltage at the 270 Vdc bus: (a) full profile of bus voltage over the 5-hour flight, (b) detail 
showing bus voltage during generator start up, (c) detail showing voltage noise during high load 
conditions. 
Fig. 54 shows the 270 Vdc bus for the baseline Monte Carlo case. In (a), the voltage of the 
bus over the course of the flight is shown. Controllers integrated into the ATRU keep the voltage 
between 268 V and 272 V for the duration of the flight. In (b), the bus voltage during generator 
start-up is shown. Shortly after 1 minute, the ATRU control routine is switched on to bring the 
bus to 270 Vdc. In (c), detail of the noise on the bus due to ECS and hydraulics loads is shown. 
Fig. 55 shows the q-voltage on the 230 Vac bus. Notice that the 230 Vac bus also has a d-voltage 
as part of the dq0 transformation. 
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Generator temperatures over the course of the simulation are shown in Fig. 56 for the same 
Monte Carlo case as in Fig. 55. Due to asymmetric loading between the pairs of generators, 
temperatures over the flight vary slightly. No active control of the thermal management system 
for the generators is included in these results; thus, the generator temperatures are allowed to 
fluctuate significantly over the course of the simulation. With the inclusion of the thermal 
management system [84] the generator temperature can be kept within set thermal constraints. 
 
Fig. 55. Voltage at the 230 Vac bus: (a) full profile of bus voltage over the 5-hour flight, (b) detail 
showing bus voltage during generator start up, (c) detail showing voltage during high load conditions, 
without the noise from the dc loads in Fig. 54. 
 
Fig. 56. Generators 1 and 3 temperature profiles over the 5-hour flight.  
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4.4 Concluding Remarks 
This chapter presents a comprehensive electrical power system model for MEA, with 
integrated component thermal behavior prediction. The major electrical components including 
generators, power converters, batteries, transformers, and loads preserve necessary voltage, 
current, and power details with dq0 reference frame and averaged switching modeling 
techniques. Thermal models, useful for temperature monitoring and hot spot detection, are 
included for generators, power converters, and batteries. The isolated electrical subsystem runs at 
approximately 50 times real-time speed, and 20 times for the fully integrated electrical-thermal-
engine aircraft system. Simulation results show robust waveform behaviors at 230 Vac and 270 
Vdc buses.  
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5 DYNAMIC ELECTRIC BATTERY MODEL FOR MOBILE SYSTEMS 
Chapter 4 briefly discusses an electric battery model for dynamic modeling of electrified 
transportation. Furthermore, the model has possible extended usages for other types of energy 
storage systems, including a possible reduced order model for power electronics implemented 
virtual thermal storage when being tied to large grid systems. The model serves as a fundamental 
building block with specific considerations of power electronics applications, by utilizing 
multiple time constants, in the ranges of seconds, minutes, and hours, to accurately and quickly 
predict state of charge (SOC), I-V characteristics, and dynamic behaviors of various battery 
types, suitable for fast dynamic electric transportation simulators over drive cycles and also 
applicable for any battery storage related modeling. The model parameters include open circuit 
voltage, series resistance, and equivalent RC circuits, with nonlinear dependence on battery SOC. 
The SOC captures effects from discharge and charge rates, battery cycling, and real-time 
temperature predicted by thermal modeling. This chapter lays out full details of the proposed 
modeling approach, multi-timescale parameter extraction, and thorough experimental and 
simulation studies on various drive cycles. Portions of this chapter have been published in [82], 
[90]. 
 
5.1 Role of Electric Battery Model in Vehicle Simulators 
As transportation electrification enters daily life, an accurate dynamic system simulator for 
electric vehicles (EVs) is a key tool for design and development. Some simulators, such as 
[91], are based on static maps that reflect steady-state behavior of vehicle subsystems. A 
dynamic simulator [92]-[93] offers a more detailed look, based on dynamic equations of each 
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subcomponent including the engine, batteries, inverter, motor, transmission, and other parts, 
down to time scales as fast as microseconds. Often, component models from static simulators 
and dynamic simulators are not interchangeable because of incompatible time scales. However, a 
battery model does not require switch-level features as for power electronics. There is the 
potential for a suitable battery model to capture necessary dynamic details while supporting 
long-term drive-cycle simulations. This model must accurately represent the terminal voltage, 
state of charge (SOC), and power losses of several battery types, without excessive simulation 
times. 
In the search for a battery model that supports dynamic analysis sufficient for drive cycle 
evaluation while avoiding ultrafast details, electrochemical, mathematical, and electrical 
models of lithium-ion (Li-ion), nickel metal hydride (NiMH), and lead-acid battery cells have 
been reviewed. Electrochemical models [94]-[97] typically are computationally challenging 
owing to a system of coupled time-varying partial differential equations. Such models are best 
suited for optimization of the physical and materials design aspects of internal electrodes and 
electrolyte [94]. Although battery current and voltage are related to microscopic behavior within 
each battery cell (e.g., reactant distributions), parameters for electrochemical models are not 
provided by manufacturers and require extensive investigation [94], [98]. Mathematical models 
[99]-[100] that use stochastic approaches or empirical equations can predict run-time, efficiency, 
and capacity. However, these models are reported to be inaccurate (5-20% error) and provide no 
direct relationship between model parameters and I-V characteristics of batteries. As a result, 
they have limited value in circuit simulation [98]. 
Electrical models [98], [101]-[107] are intuitive for use in circuit simulations, and can be 
adapted into comprehensive system-level dynamic models. They often emphasize Thevenin 
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equivalents and impedances. Thevenin models [101]-[103] assume the open-circuit voltage to be 
constant and use a series resistor and RC parallel networks to track battery response to transient 
loads [98]. An increase in the number of parallel RC networks can enhance the accuracy of the 
predicted dynamic battery response. However, coupling of SOC and time constants with cycle 
number and temperature leads to relatively high prediction errors for estimating runtime and 
SOC. Impedance-based models, similar to Thevenin models, are accurate only for a given SOC 
and temperature set point; hence their accuracy when predicting dynamic response and battery 
runtime is limited [104]. Impedance spectroscopy can be used to fit a complicated equivalent 
network to measured impedance spectra in order to validate time constants to be employed in 
Thevenin models. Runtime-based electrical models use continuous or discrete-time 
implementations to simulate battery runtime and dc voltage in SPICE-compatible simulations for 
constant current discharges. Inaccuracy increases as load currents vary [105]. Combinations of 
these circuit models, in particular Thevenin and runtime models, can take advantage of the 
positive attributes of each [98], [106], [107] to achieve accurate SOC prediction, transient 
response, runtime, and temperature effects. The work presented in this chapter seeks such a 
combination but employs relatively straightforward time-domain tests in place of impedance 
spectroscopy. 
Previous work on MATLAB/Simulink battery models that use electrical approaches [92]-
[93] was intended for vehicles with lead-acid battery packs. In this work, a general-purpose three 
time constant dynamic electric battery model, suitable for Li-ion, NiMH, and lead-acid batteries, 
is developed for use within a dynamic EV simulator. The model is fast enough for drive-cycle 
based system-level drivetrain simulation. One focus of this work is presenting comprehensive 
time-domain experimental procedures to extract multi-time scale parameters for the model. In 
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particular, data sets for a Panasonic CGR18650 Li-ion battery cell are tabulated for direct use. 
This work builds on [108] and [109]. The early paper [108] has been cited not only for 
transportation electrification applications [81],[110],[111], including review papers [112],[113], 
but also for extended fields that include utility applications and stationery energy storage 
systems [114],[115]. This work enhances [108],[109] in the following aspects: 1) refined battery 
modeling equations for improved accuracy; 2) increased simulation speed by referencing 
frequency domain; 3) the addition of thermal domain modeling to predict real-time battery 
temperature; 4) detailed model parameter extraction methodology; 5) improved data fitting 
equations to eliminate stability limitations; 6) corrected discharge and charge rate factors; 7) the 
addition of temperature factors based on experimental data; 8) the inclusion of battery cycle 
factors; and 9) comprehensive experimental validation of the models and simulator at several 
levels.   
 
5.2 Proposed Model 
A. Prior work and initial model development 
The model in [98] is capable of predicting runtime and I-V performance for portable 
electronics, but it is not accurate for transient response to short-duration loads (1 s and faster). As 
a result, it does not accurately predict SOC over a complete drive cycle. Fast time constants of Li-
ion batteries have been presented in [103], [106], [107] and are necessary to determine the losses 
within a battery pack during vehicle drive cycles. Accurate determination of the SOC, which is a 
function of the discharge or charge rate, i(t), temperature, T(t), and cycle number, ncycle [106], 
must also include a rate factor, f1[i(t)]. The rate factor accounts for a decrease in capacity due to 
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unwanted side reactions [98], [116] as the current increases. This determination of SOC is 
governed by functions of current, temperature, and cycle count in the form 
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In the equation, an initial SOC value should be defined prior to simulation. In this paper a positive 
i(t) defines a discharge current, and a negative value represents a charge current. Methods to 
obtain f1[i(t)], f2[T(t)], and f3[ncycle] and their relevant data will be discussed in Section 5.3. A 
separate self-discharge current term is also included; however, it is not an emphasis in the paper, 
since the model is intended for system simulations over one or a few drive cycles, hence the 
approximation shown in (48). There also must be a normalization constant, ζ, to normalize (48) to 
battery capacity, representing SOC between 0 and 100%. The factor ζ is defined to be the battery 
capacity expressed in A⋅s (equivalent to coulomb but not used here to avoid confusion with the 
battery capacity rating C). For example, for a 2200 mAh battery cell, the C rating is 2.2 A and ζ = 
2.2 Ah × 3600 s/h = 7920 A⋅s. Eq. (48) for SOC can be modeled as in Fig. 57. Here Ibattery is an 
adjusted battery load (i(t)⋅f1⋅ f2⋅ f3), modeled as a current source, while Rself-discharge is in parallel 
with the capacitance Cbattery and represents normalized self-discharge [106]. 
 
Fig. 57. SOC model based on Eq. (48). 
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B. New model 
The proposed model for predicting terminal voltage and power losses of Li-ion, NiMH, and 
lead-acid batteries is shown in Fig. 58. Built upon Randles’ equivalent circuit [117]-[118], the 
model utilizes a multiple time-constant approach (τsec, τmin, τhour) for modeling the transient 
behavior of the terminal voltage. The transient voltage changes are caused by a battery cell’s 
various internal chemical processes that occur on different time scales. The targets here are in the 
range of seconds, minutes, and hours [119]-[120], consistent with both the needs of EV drive 
cycle dynamics and experimental results discussed later. Here each parameter is a function of the 
SOC [98], temperature, and battery age [120]. These parameters can be obtained through a series 
of tests, as will be discussed in Section 5.3. Similar procedures apply if additional time scales are 
necessary.  
 
Fig. 58. Three time-constant approach model for battery terminal voltage and losses. 
The second, minute, and hour based resistors and capacitors predict battery cell dynamics in 
the corresponding time frames. The designations are somewhat arbitrary (they could be “fast, 
“medium”, and “slow”), but typically the actual data are consistent with scales of a few seconds, 
a few minutes, and several hours. The battery terminal voltage is then calculated as 
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Note that the equation is presented in Laplace domain with operator s, versus time domain as in 
[108]. Laplace domain representation helps yield fast simulation without requiring solution of 
exponential and logarithmic equations of RC circuits in time domain. 
Calculated T(t) values are required to configure f2[T(t)], as will be documented in Section 5.3. 
The temperature changes because of self-heating, and must be solved dynamically so that it 
couples to the computation of the SOC and subsequently the open circuit voltage and R, C 
parameters from (49). A heat transfer equation utilizing resistive heating and heat exchange [65] 
is described by 
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Mass, m, external surface area, A, and specific heat, c, are readily measured for a battery cell. 
Ambient temperature, Ta, and heat transfer coefficient, hc, depend on application details and 
thermal management designs. A sample set of these values is provided in Table 5, from testing of 
a reference Li-ion battery cell. Eq. (50) ignores phase changes, changes in specific heat, and 
external resistive losses in battery connections. The full vehicle model [92]-[93] includes these 
additional electrical losses. 
Table 5. One example set of parameters used in (50). 
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5.3 Parameter Acquisition and Data 
The circuit model parameters of (48) and (49) are found through a series of experiments using 
apparatus that consists of data loggers, electronic loads, power supplies, oscilloscopes, and 
various probes. It is convenient, but not essential, that each instrument can be controlled via 
LabVIEW, to program test sequences and analyze data. Panasonic CGR18650, 3.7 V, 2200 mAh 
cylindrical Li-ion batteries are used here as an example to illustrate the parameter acquisition 
methodologies. This particular battery is popular in available EV applications [121]. Tests are 
split among multiple packs of battery cells to decrease the effects of cycling during ongoing 
testing, which includes multiple 100% depth of charging and discharging current profiles. In 
this work, 0% SOC is associated with an open circuit voltage of 3.00 V per cell while 100% SOC 
is associated with an open circuit voltage of 4.15 V per cell. 
A. Determination of resistor, capacitor, and voltage values at the three time scales 
Data for the series resistance, Rseries, and resistive and capacitive components of the 
battery model seconds time-constant, Rsec and Csec, are found at various SOC levels via a brief 
but significant current pulse, recommended to last approximately 1-2 s at C/2. A significant 
current pulse is chosen such that the voltage response can be easily observed even if only one or 
a few series connected battery cells are under test. The same current is also suitable for lead-acid 
batteries; however, a value on the order of 2C would be more appropriate for power-optimized 
NiMH cells. Fig. 59 and Fig. 60 are oscilloscope traces of three series connected Li-ion cells 
showing terminal voltage responses at 100% SOC due to discharge and charge current, 
respectively. Note that Channel M, which is the terminal voltage less a dc offset value, is 
zoomed to emphasize fast exponential changes. The immediate voltage jump shown after the 
current drops to zero in Fig. 59 reflects the discharging series resistance value, Rseries. The 
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exponential voltage rise provides the necessary data for the discharging seconds time-constant 
τsec, and the steady-state asymptote yields resistance Rsec. Capacitance Csec is then found via 
sec
sec
sec R
C t=       (51) 
Fig. 59 and Fig. 60 correspond to values of τsec= 0.4 s, Csec= 0.756 F for discharge and τsec= 0.328 
s, Csec= 0.719 F for charge, for example. The Rsec and Csec values are measured and calculated at 
5% intervals across 100% to 0% of the battery SOC. Since the discharging current pulse at 
100% SOC and the charging current pulse at 0% SOC are short and result in minimal change in 
SOC, the seconds time-constant circuit parameters can be measured at any SOC level. However, 
the minutes and hours time constants cannot be obtained at the high and low ends of the SOC 
spectrum because it is not possible to measure the minutes time constants by discharging a 
battery from 105% to 100% SOC or charging a battery from -5% to 0% SOC. 
 
Fig. 59. Terminal voltage (Ch. M) response of discharge current pulse (Ch. 2) test. 
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Fig. 60. Terminal voltage (Ch. M) response of charge current pulse (Ch. 2) test. 
To find the effects of a time constant in the minutes range, an approximate C/2 discharge and 
charge current profile is imposed on the battery for 6 min, and then the voltage response is 
recorded for 15 min after the current steps to zero. The test period for the minutes time constant 
must be long enough to capture the full exponential effect of τmin while minimizing battery 
terminal voltage changes due to τhour. Fig. 61 and Fig. 62 are plots of the measured terminal 
voltage response at 50% SOC due to the discharging and charging current profiles, respectively. 
The minutes time constant τmin as well as the discharging and charging parameters, Rmin and Cmin, 
can be found from the exponential voltage change and steady-state value. This process is similar 
to configuration of the seconds parameters described before. Note that both Fig. 61 and Fig. 62 
include a series equivalent resistance component, indicated by the immediate voltage jump, 
which is the sum of previously found Rseries and Rsec. The data in Fig. 61 and Fig. 62, for 
example, correspond to τmin= 63.9 s, Cmin= 1639.7 F for discharge and τmin= 89.9 s, Cmin= 1787.6 
F for charge. The τsec value is so much faster that no dynamic correction is required.    
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Fig. 61. Terminal voltage response of discharge current test for minutes time-constants. 
 
Fig. 62. Terminal voltage response of charge current test for minutes time-constants. 
A constant C/10 charge or discharge current imposed for 5 h, followed by measurement of 
the battery voltage for 5-10 h after removal of the current, can be used to measure the hours time 
constant. A small current must be used here so that the voltage response lasts long enough to 
capture at least three time constants, usually for a few hours, at several SOC values. The values 
Rhour and Chour are measured from initial conditions of 0%, 25%, and 50% SOC for three 
separate charging tests, and 50%, 75%, and 100% SOC for another three discharging tests. Fig. 
63 and Fig. 64 show the measured data necessary for calculating the hours time constants at 50% 
and 100% SOC, respectively, using a current discharge profile from 100% to 50% SOC, and a 
current charge profile from 50% to 100% SOC. In the figures, the first 5 h records constant 
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current discharging or charging, and the current is turned off afterwards for exponential recovery 
to identify τhour. Unlike the seconds or minutes constants calculation, the exponential functions in 
Fig. 63 and Fig. 64 cannot be used directly to calculate Rhour and Chour because a correction for 
τmin must be included according to 
)]1([)( minminsec
t
t
seriesmeasuredhour eRRRtiVV
-
-++×±=     (52) 
The remaining Vhour is used to extract Rhour, Chour, and τhour similar to the seconds and minutes 
tests. 
 
Fig. 63. Terminal voltage response of discharge current test for hours time constants. 
 
Fig. 64. Terminal voltage response of charge current test for hours time constants. 
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In a vehicle, the battery pack interfaces with power components through system power 
electronics. Time scales faster than τsec must be checked for any effect on high frequency 
switching dynamics. To accomplish this, the region where the battery voltage jumps in Fig. 59 is 
zoomed in at a scale of 1 ms/div, as shown in Fig. 65. A voltage jump, caused by Rseries in the 
battery model, is observed, and it does not show evidence of exponential behavior on this scale. 
Hence time scales much faster than τsec are not beneficial for purposes of this model. 
The open circuit voltage, Voc, versus SOC at room temperature is tested and averaged for five 
Panasonic CGR18650 batteries using a constant current discharge profile. An Agilent data 
acquisition unit controlled via LabVIEW measures and stores the data for time, current into the 
battery pack, and terminal voltage of each battery cell during the open circuit test.  
 
Fig. 65. Zoom-in terminal voltage (Ch. M) response of discharge current pulse (Ch. 2) at 1 ms scale. 
Using a dataset of Voc, Rseries, Rsec, Csec, Rmin, Cmin, Rhour, and Chour with SOC as the independent 
variable, model simulations may use either interpolated values between the measured points (i.e., 
look-up tables) or best-fit mathematical functions. Best-fit functions are not limited to one 
particular method, and curve-fitting is not a focus of this paper. However, to present the measured 
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data obtained from Panasonic CGR18650 batteries for direct use, the paper modifies a curve-
fitting method from [108] in which V, R, and C values were fit into sixth-order polynomial 
functions of SOC. In the method of [108], some polynomial curves could become negative 
outside the intended range, which creates instability in a system simulation (Fig. 66). To remedy 
this here, a logarithmic-polynomial interpolation equation 
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is employed based on the measured data points. One fitting curve is plotted in Fig. 66 to compare 
with the original curve from [108]. The new method produces more accurate V, C, R values and 
models the battery more robustly. The coefficients of (53)-(54) are listed in Table 6. The labels 
(D) and (C) indicate coefficients for discharging and charging conditions, respectively. Fig. 67 
and Fig. 68 demonstrate fitting curves for measured Rsec and Voc values.  
 
Fig. 66. Modified and original [108] curve fitting for Rmin. 
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Table 6. Coefficients for functions used in Eq. (53) and Fig. 58. 
 
 
Fig. 67. Modified fitting curve for Rsec. 
 
Fig. 68. Modified fitting curve for Voc, open circuit voltage. 
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B. Determination of charge rate, discharge rate, temperature, and cycle factors 
Multiple constant current discharge and charge profiles are required to find the discharge and 
charge rate function, f1[i(t)]. Fig. 69 plots the measured Panasonic CGR18650 battery terminal 
voltage as a function of SOC under C/25, C/5, C/2, and C constant discharge currents. The 
measured discharge voltage in Fig. 69 is defined as Vmeasured. The discharge rate factor requires 
the computation of a calculated voltage, Vcalculated : 
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so that the discharge rate factor, f1[i(t)], can then be found according to 
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That is, the discharge rate factor is the ratio between the SOC when Vcalculated crosses the lower 
voltage threshold (3.0 V) and the SOC when Vmeasured crosses the lower voltage threshold. A low 
reference discharge current must be selected as a base. In this work, C/25 is used. Table 7 presents 
discharge rate factors for C/25, C/5, C/2, and C. The charge rate factors can be obtained in a 
similar fashion, as shown in Table 8, except that the ratio is calculated when voltages cross the 
upper voltage threshold (4.15 V). 
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Fig. 69. Terminal voltage under various discharge constant currents. 
Table 7. f1 and i relationship for the discharging state. 
	
Table 8. f1 and i relationship for the charging state. 
 
Trials of Li-ion battery open circuit voltage at temperatures of 5 ℃ to 55 ℃ taken at 10 ℃ 
intervals are shown in Fig. 70. Measurement at room temperature, approximately 25 ℃, is treated 
as the reference. This can lead to a “negative” SOC at low charge and elevated temperature, as 
shown in the figure. This is not a fundamental problem, since SOC is defined relative to a specific 
range, but many users may prefer to use a different normalization to maintain positive SOC for all 
allowed operating conditions. Temperatures above and below room temperature were controlled 
in an oven or a refrigerator with a maximum ±1 ℃ error. The temperature factor, f2[T(t)], can be 
obtained by taking the average of the ratios between each voltage value on the 25 ℃ curve and 
the corresponding voltage values on other temperature curves, equivalently described by 
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where k denotes the total number of measured points from each temperature test. Table 9 
displays the calculated f2[T(t)] results. This open circuit test is conducted by imposing a discharge 
current at C/25 with a duty ratio of 50% and a period of one minute. The objective is to avoid 
battery cell temperature variation due to self-heating. 
 
Fig. 70. Open circuit voltage under various temperatures, based on 0 SOC linked to 25℃. 
Table 9. f2 and temperature relationship. 
 
Battery capacity generally reduces with cycling. For some Li-ion batteries, this relationship is 
nearly linear and can be found with explicit measurements given in a manufacturer’s datasheet 
[122]. The cycle number is defined as the number of cumulative 100% SOC depletions from a 
battery cell’s initial usage. For example, if a full battery cell is discharged to 60% SOC, 
recharged to full, and then down to 40% SOC, and back to full again, the combination would 
count as one cycle. Table 10 presents the cycle number factor for the Panasonic CGR18650 
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battery. The factor is calculated based on the ratio between used battery capacity and new battery 
capacity indicated on the datasheet. This completes the parameters needed in Eq. (48). 
Table 10. f3 and cycle number relationship. 
 
 
5.4 Model Validation and Results 
Two methods have been utilized to validate the accuracy of the battery model. The first 
method recreates a standard city/highway driving schedule via a current profile, where 
comparisons between the stand-alone battery simulator and an individual Li-ion battery cell 
are explored. Hardware-in-the-loop testing for the second method ensures that the battery 
model behaves correctly within an existing hybrid electric vehicle (HEV) simulator [92]-[93]. 
Tests have been performed in MATLAB/Simulink. Fig. 71 depicts the subcomponents of the 
vehicle simulator, including the battery storage model, as well as the flow of variables between 
each subcomponent. Detailed discussion of the simulator is provided in [92]-[93]. 
Results of verification of the Simulink model against the actual response of tested Li-ion 
batteries are shown in Fig. 72 and Fig. 73. Fig. 72 (a) depicts the simulator battery current profile 
following a city/highway driving schedule. The battery SOC and open circuit voltage are shown 
in Fig. 72 (b) and Fig. 72  (c), respectively. Fig. 73 depicts the simulated battery terminal voltage 
and measured terminal voltage fluctuations when both the model and batteries are put through the 
drive cycle. This test utilizes a fully charged new battery cell at room temperature. After this 38-
min driving schedule, the error between the actual and simulated terminal voltage is 0.199%. This 
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correlates to SOC deviation not exceeding 1%. Discrepancies between the simulated and 
measured terminal voltages are found mostly near the peaks and valleys of the voltage during 
charging periods. This is most likely because the test system sample rate is about 1 Hz, while the 
simulated driving schedule has faster current charging peaks and valleys. To further validate the 
model’s accuracy and robustness, additional selected simulation and experiments are conducted 
when 1) the battery cell starts at 0.25 SOC and receives a reversed current profile as in Fig. 72(a), 
2) ambient temperature is held at 55 ℃, and 3) a degraded battery cell of the same type after 
approximately 200 cycles is used. Fig. 74 (a)-(c) show the results of the three scenarios, 
respectively. Again the error between the measured and simulated terminal voltage is small, not 
exceeding 1%.  
 
Fig. 71. High-level MATLAB/Simulink block diagram of the HEV simulator [92]-[93]. 
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(a) 
 
(b) 
 
(c) 
Fig. 72. (a) Current profile; (b) SOC response; (c) Open circuit voltage response. 
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Fig. 73. Simulated and measured terminal voltage response across the drive cycle. 
Given the individual cell validation, the Simulink Li-ion battery model, along with the 
measured model circuit parameters shown previously, is used to simulate a complete battery pack 
in a drive schedule in the tool described in [93]. The pack uses programmable series and parallel 
configurations, such as here 99S60P (99 cells in series and 60 in parallel), giving a nominal 
366.3 V and 129 Ah. From a window of the 22-min Federal Urban Driving Schedule (FUDS), as 
shown in Fig. 75, via hardware-in-the-loop tests, Fig. 76-Fig. 78 display the simulated and 
measured individual Li-ion battery’s current, terminal voltage, and output power. The FUDS 
drive cycle is chosen because it contains wide speed variations and therefore tests the battery 
model’s ability over an extensive range. The proposed battery model successfully represents Li-
ion batteries within an EV throughout this driving schedule. Data extracted from the results 
provide insight into the effects of various driving behaviors and short-term transients on losses 
within a battery pack. The Simulink model is able to analyze the efficiency of the battery pack 
during various driving schedules. 
	
	
	
103	
 
(a) 
 
(b) 
 
(c) 
Fig. 74. Simulated and measured terminal voltage response across the drive cycle for scenarios: a) low 
initial SOC and reversed current cycle, b) ambient temperature at 55 ℃, and c) degraded cell after 200 
cycles. 
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Fig. 75. 22-min Federal Urban Driving Schedule (FUDS). 
 
Fig. 76. Simulated and measured battery current response across FUDS. 
 
Fig. 77. Simulated and measured terminal voltage response across FUDS. 
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Fig. 78. Simulated and measured battery power across FUDS. 
	
5.5 Concluding Remarks 
The proposed multiple time-constant battery model, using charge and discharge rates, 
temperature, and cycling factors, accurately represents lithium-ion battery cell and pack behavior 
within a dynamic EV simulator across a complete drive cycle. Methods are presented to extract 
experimental parameters from basic bench tests. Examples that characterize Panasonic 
CGR18650 Li-ion cells exemplify methodology to test other batteries. MATLAB/Simulink 
models of battery cell response to simulating driving schedules have been verified using a 
hardware-in-the-loop dynamic battery testing apparatus. The simulated SOC, terminal voltage, 
and output power response to city/highway driving schedules tracks the measured responses. The 
battery model with parameters as discussed supports extensive tests to estimate efficiency and 
losses within a battery pack during various driving schedules and vehicle dynamic operation 
strategies. 
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6 VIRTUAL THERMAL STORAGE IN MORE ELECTRIC AIRCRAFT 
The research in stationary energy systems in Chapters 2 and 3 has thoroughly addressed the 
first research statement – using thermal storage as virtual storage, along with traditional storage 
resources, to offset dynamic variability in power systems. Chapters 4 and 5 have laid out 
foundations of MEA and battery models for mobile energy systems to explore the second 
research statement – using thermal and other storage devices to allow local power systems to 
emulate dynamic properties of larger power systems, creating useful inertia. To be utilized in this 
chapter, the MEA’s microgrid-like inertia-limited power system serves as a suitable application 
platform. Portions of this chapter have been published in [123]. 
 
6.1 A Flying Microgrid  
Similar to a microgrid, the Boeing 787 power system must address power generation limits 
as well as limited system inertia when power variation occurs. Onboard electrical loads can 
change quickly relative to the total generation capacity. Generators are often oversized to 
accommodate transients and short period overloads. Generators are less efficient and impose 
extra fuel consumption under these derated conditions. To help mitigate the load-side power 
variability, external storage solutions have been proposed, such as batteries, fuel cells, flywheels, 
etc. [22], [23]. However, these introduce extra volume, weight, and costs, and impose reliability 
issues. The virtual thermal storage solution discussed in previous chapters has the potential to 
address these challenges although this concept has not been explored for mobile applications 
such as MEA. 
An aircraft can be considered a “flying building” that encloses a large volume of air and 
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liquid (fuel tanks). The ECS is equivalent to a building HVAC system. Thus, the same thermal 
storage, creating useful power system inertia, as described above can be applied to MEA, 
although there are noticeable distinctions. One difference between MEA and energy-efficient 
buildings is power variability shifting from the source side to the load side. Jet engines operate 
with slow, intentional changes in power, but electrical loads can change substantially within a 
short period relative to the total on-board generation capacity. Many aircraft loads are generally 
predictable due to pre-programmed flight missions. A second difference, or rather an advantage, 
comes from fixed sizes of existing aircraft. Unlike buildings of many shapes and usages, the 
limited commercial configurations of MEA simplify estimation of thermal storage filtering 
bandwidth as well as motor characterization for controller look-up tables. A third difference is 
the airtight enclosure in MEA. This adds degrees of freedom in controlling cabin air pressure 
(i.e., thermal mass), and separates thermal storage into multiple zones (e.g., passenger and 
cargo). In this chapter, the emphasis is on the first difference – implementation of power 
electronics to control thermal storage, particularly temperature related, as an effective means to 
mitigate variability in MEA power systems using the ECS (including fans, pumps, compressors, 
etc.).   
 
6.2 Role of Thermal Storage in MEA Power Systems 
It is important to first recognize some properties of the thermal storage to be integrated in an 
MEA power system. As described in Section 6.1, air and fuel enclosed in an aircraft can be 
treated as thermal storage. These thermal masses are inherent and thus do not introduce extra 
weight or cost. Power electronics, including converters and control, links thermal storage to the 
MEA electric grid, as shown in Fig. 79. The MEA electrical power system includes the generator 
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and dc power systems connected to the distribution system, which interfaces 28 V and 270 V dc 
buses, 115 V and 230 V ac buses, and provides power to the fans, pumps, actuators and other 
general loads, as described in Fig. 80. When ac or dc loads change, thermal storage can play part 
of the role of the generators or batteries to match a portion of load power variations. As a result, 
a relatively constant load is imposed on the generators. Although batteries are not used for power 
balancing on the Boeing 787 [18], future aircraft described in [4] will benefit from less battery 
dependency in this regard.  
The purpose of the thermal inertia is to maintain the generator output at relatively constant 
level during flight. This first requires some knowledge of the electrical load profile. According to 
[24], at lower altitudes, greater power is used for ice protection and hydraulics, while at higher 
altitudes more power is used for the ECS and cabin pressurization. The two effects offset 
eliminating drastic power changes from the engine generators. The variation in engine generator 
loads for major segments of a flight is shown in Fig. 49. Note that there is still room for 
improvement. From the figure, there exist a few 10’s of kVA differences among the six flying 
conditions, and one non-cruising event may last several minutes. Note that the ECS and fans 
together consume approximately 350 kVA. Hence the power difference and event duration seem 
to fit in the thermal storage filtering capability, as described in the building research. Also there 
are brief periods when total power drops or increases noticeably. For example, when landing 
gear is retracted the ice protection is turned off briefly, resulting in a dip in the load. Events as 
such may or may not be solvable with the proposed concept, or require external fast acting 
storage, such as batteries. 
There are certain limitations of thermal processes used to mitigate variation. One is that the 
proposed thermal storage approach does not provide energy back to the grid. The premise is that 
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thermal masses consume a nominal power with the flexibility to draw more or less power (e.g., 
ECS fans blowing warm or cold air faster or slower). In other words, the “nominal power” here 
can be viewed as the “zero average power” as provided by the engines so that the thermal storage 
can have the same effect as a bidirectional power source or load about this nominal, hence the 
valid double arrows as displayed in Fig. 79. In prior work, this effective bidirectional action of a 
unidirectional energy process has been termed “virtual storage” [44]. In the energy sense, the 
total energy consumption by ECS remains unchanged, but it can be understood as dynamic 
energy peak shaving on a much faster time scale. 
 
Fig. 79. Energy storage and conversion in the proposed energy system. 
 
Fig. 80. Boeing 787 electrical power system architecture [4],[18]. 
Another limitation is that only a certain bandwidth of power variation can be mitigated by 
thermal storage when treating the ECS system as a power filter. In [39], [44], [46], [48], the 
thermal storage filtering bandwidth and its impact on the overall energy mitigation capability has 
been explored. In particular, [40], [44], [48] agree that ~1 mHz-2 mHz (the inverse of  about 10-
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15 min) is an appropriate lower frequency bound, and [44], [46] determined that ~0.1 Hz (the 
inverse of ~10 s) is a suitable higher frequency bound. In addition, motor drive ramp-rate limits 
and amplitude limits are imposed to further restrict energy flow [44]. In this work, the same 
lower and upper frequency bounds and other limits are assumed. However, ECS filtering 
capability is likely to improve compared to the HVAC system in a solar powered building 
because 1) fewer rapidly varying electrical loads generate counterproductive impacts, and 2) the 
aircraft size, mission profile, and weather sensitive loads are known in advance. The feedforward 
control as described in the building HVAC system can be readily modified for use on MEA, as 
shown in Fig. 81. Later in this chapter an advanced virtual synchronous machine controller 
improves this feedforward method, especially on the sub-second dynamic end, enabling a much 
faster upper frequency bound. 
 
Fig. 81. Block diagrams of ECS adjustment for dynamic thermal storage. 
Another major difference in MEA compared to buildings is the airtight enclosure with more 
flexible HVAC operations. Although the total available cabin volume is less than the spacing in a 
building, there are a few extra degrees of freedom for usable thermal energy. In the building 
research, air speed is controlled to vary, whereas the air temperature is assumed to be constant 
out of the chilled beams. In MEA, cabin inlet air temperature can be quickly adjusted in the 
electrical retrofitted air cycle machines that include valves, pumps, and compressors [124]. 
Because of the airtight enclosure, air pressure regulation is essential although flexible in some 
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degree. In traditional non-787 aircraft at cruising altitude, cabin air pressure is usually 
maintained at around 75.3 kPa (8000 ft), whereas the pressure is at approximately 81.2 kPa 
(6000 ft) in 787 [18]. This indicates that minor pressure changes within a short period may not be 
noticeable by passengers, similar to temperature changes, although arguably the pressure change 
rate and magnitude are more perceptible especially to human ears. Electric motors and drives are 
also used in the cabin pressurization system, creating new opportunities to contribute to the 
thermal inertia. Not yet in the literature, pressure control for use in thermal storage is due to be 
researched. What is also possible but rather complex to implement in a building is zonal control; 
however, there are only two zones, passenger and cargo, in the Boeing 787 that can be separately 
thermally managed. Last, similar to water tanks in the building, fuel tanks exchange heat with 
system coolants and ambient air via pumps and heat exchangers [124]. This thermal buffer may 
be helpful in the 10 minutes or longer intervals. 
 
6.3 Virtual Synchronous Machine to Emulate Power System Inertia 
In [44] and Chapter 2, the feedforward compensation control is successfully implemented in 
a building HVAC system simulation and also on an existing industry-grade fan drive to manage 
thermal energy flow. The main idea behind the scheme is subtracting ac “power signals” from 
the main dc power loop. However, the power grid must sense the power changes before the fan 
drive acts to buffer. In ordinary power systems, frequency changes in the main ac bus directly 
track power changes, and thus the generator torque variations, by the relationship: 
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where J is synchronous machine moment of inertia, ω represents electrical frequency, p denotes 
number of poles, and Te, TD, Tm are electrical, damping, and mechanical torques, respectively 
[125]. This hints that if the thermal storage along with the motors and drives, forming the 
electromechanical-thermal conversion system connecting to the main 230 V ac bus, can emulate 
the moment of inertia J, the thermal storage then acts as true inertia rather than merely power 
buffer. The advantages of true thermal inertia include fast responses to power system dynamics 
and the ability to provide reactive power compensation. By providing this true thermal inertia, 
the electromechanical-thermal conversion system can be reasonably viewed as a synchronous 
machine compensating fast torque changes. When the thermal inertia is online with the main 
generators, it is readily controllable via traditional power system balancing methods, such as 
droop control.  
In the non-grid-tied and thus inertia-limited MEA power system, accurate and advanced 
control of the thermal storage via power electronics based ECS can be useful. Motor drive 
dynamics at 1 Hz or faster can provide useful inertia while not violating any existing speed 
ramp-rate or amplitude limits. The challenge lies in how to control the ac-dc-ac (230 Vac - 270 
Vdc - ac motor) converter to emulate power system inertia (i.e., that of a large synchronous 
machine) without modifying any existing hardware. A few recent papers [126]-[129] have 
demonstrated a virtual synchronous machine (VSM) concept, particularly for microgrid 
applications and usually for distributed generators utilizing the same ac-dc-ac conversion stages. 
The same concept applied to flywheel energy storage is discussed in [130]. The VSM concept 
will now be explored to establish implementation of inertia. A high-level VSM architecture is 
shown in Fig. 82. As indicated by the dotted outline, the power electronics, passive components, 
motors, and thermal storage integrated as a whole behave as a VSM seen from the grid side. 
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There are two major parts – the active front end, which is from the dc link to the grid interface 
point, and the motor/inverter side, which is on the left side of the dc link in Fig. 82. Subsequent 
paragraphs will discuss how these two parts play their roles in the VSM realization. This chapter 
follows and modifies ideas from in-depth discussion of VSM approaches in [127], [130]. 
However, the application on thermal storage here is unique. 
 
Fig. 82. High-level virtual synchronous machine description. 
First the active front end side is investigated to realize dynamic compensation when power 
demands change on the grid side. It starts with understanding the similarities of modeling a 
synchronous machine and a hex-bridge converter. For a synchronous machine in the rotating 
reference frame, the d-q voltage and current relationships are 
(59) 
(60) 
where vg is the grid voltage, R is the stator resistance, M is the magnetizing inductance, and Ld = 
Lq = L is assumed. On the other hand, an active front end rectifier (i.e., the hex-bridge converter 
connected to the grid) can be modeled as  
𝑣J4 = −𝑅J𝑖J4 − 𝐿J 4)X46 + 𝜔&𝐿J𝑖J + 𝑣&4    (61) 
𝑣J = −𝑅J𝑖J − 𝐿J 4)46 − 𝜔&𝐿J𝑖J4 + 𝑣&    (62) 
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in d-q reference frame at ωc rotating speed, where Rg and Lg are grid-tied resistance and 
inductance, and vc is the output voltage at the converter controlled by a modulation index from 
the dc voltage bus (vDC) [130]. The analogy between (59)-(60) and (61)-(62) is straightforward: 
By equating the first three terms and introducing variable modulation indices, md and mq, the 
active front end mimics the VSM proposed in [127], i.e.,  
  (63) 
(64) 
 
Fig. 83. Control blocks of VSM utilizing a hex-bridge converter. (“{ }” indicates intermediate variables 
but not system inputs or outputs.) 
In order to obtain the converter modulation indices, the front-end converter output three-
phase voltage signals (vca, vcb, vcc) are calculated from the control diagrams in Fig. 83, given the 
instantaneous output currents (iga, igb, igc) and rotating frequency (ωg), as well as desired real 
power (Pref) and reactive power (Qref). The main equations are the VSM torque (τ) and angle (θ) 
calculations, including the damping factor (D): 
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  (65) 
(66) 
where J is the virtual moment of inertia of this front-end converter, and p is the pole pair. Note 
that J, p, D, and M values can be arbitrary but should be chosen in realistic ranges so that the 
converter performance is not compromised. Instantaneous output real power and reactive power 
are given by 
(67) 
(68) 
To work in synchrony with the active front end, the ac motor-tied inverter (i.e., the left hex-
bridge converter in Fig. 82) has the purpose of maintaining a constant 270 V dc bus by adjusting 
the motor speed and torque using conventional vector controls. The dc bus voltage incurs small 
voltage changes, and hence energy changes, due to the front end converter reacting to the main 
generator. The control blocks are described in Fig. 84. Note that a permanent magnet 
synchronous machine is used here to drive the fans; however, other types of machines are also 
suitable except that the control laws may need to adjust accordingly. 
 
Fig. 84. Control diagrams for inverter/motor to maintain dc bus voltage. 
So far the thermal storage has not been mentioned. It is coupled with the motor driven fans 
that regulate the cooling or heating air flows. The relationship can be described similar to 
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equations (1)-(3) in Chapter 2, or a more MEA tailored version as in equations (72)-(73) that will 
be introduced in the next section. The equations govern the energy transfer from electrical 
energy to mechanical energy and eventually to thermal energy domains. Integrating equations 
(1)-(3) or (72)-(73) results in added thermal energy stored in the cabin air: 
𝐸6|KL(/8 = 𝑚𝑐2[𝑇 𝑡 − 𝑇/IJ]     (69) 
with maximum possible energy without causing passengers discomfort: 
𝐸6|KL(/8(/0 = 𝑚𝑐2(𝑇(/0 − 𝑇()*)     (70) 
From an energy conversation point of view, an equivalent virtual flywheel energy storage can be 
established so that an inertia term can be defined: 
𝐸6|KL(/8 = :G 𝐽I𝜔IG(𝑡)  and 𝐸6|KL(/8(/0 = :G 𝐽I𝜔I_(/0G   (71) 
For a direct linkage between the virtual flywheel inertia Jv and the enclosed air mass m, the 
maximum virtual flywheel speed wv_max can be fixed to a maximum speed of a typical physical 
flywheel used in building applications, for example. Mentioned in Section 6.2, the lower and 
upper cutoff frequencies for power filtering without violating temperature swing or system 
acoustic constraints are implemented as slew rate limiters or hysteresis boundaries within either 
the active front end or the inverter/motor control loops. 
 
6.4 Modeling of MEA Electrical-Thermal Power Systems with Dynamic Thermal Storage 
Demonstrating the thermal storage benefit for MEA power systems requires system-level 
power flow tools. Multi-physics domain (i.e., electrical, thermal, mechanical, hydraulic) 
modeling and simulation provides one means to test the efficacy. The electrical subsystem must 
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include generators, power converters, motor drives, motors, and electrical loads, while the 
thermal subsystem must accurately provide temperature, air and liquid flow, and pressure 
information. It is desirable to develop an accurate and fast model that captures the dynamics of 
multiple energy domains over the course of candidate mission profiles.  
The model meeting the criteria to be used is a retrofitted Boeing 787 system model [74] 
developed from an in-house Boeing 737 model [81],[84]. Major changes in the MEA electrical 
system include a variable voltage, variable frequency, 230 Vac (nominal) bus from the main 
generators, a 270 Vdc bus and its attached motor driven loads, and an ac-dc-ac conversion 
process from the 230 Vac bus to a regulated 400 Hz 115 Vac bus, as shown in Fig. 80. In the 
thermal system, pneumatic compressors, pumps, and fans are replaced by electrical motor based 
mechanisms.  
The electrical power system contains the exciter/generator and dc power systems connected 
to the electrical distribution system, which interfaces the 28 V and 270 V dc buses and 115 V 
and 230 V ac buses, and provides power to the fans, pumps, actuators and other general loads. 
Each component has power loss models interfacing with the ECS to track the total rejected heat 
within the aircraft thermal model. Engine models provide the low-pressure spool and APU 
speeds and deliver the load torque to the generators. Fig. 85 shows the electrical load distribution 
(kW) and major energy conversion efficiencies (%) in the Boeing 787 at a nominal cruising 
condition [24]. This chart provides scaling information for model development as well as a basic 
data check for simulation results.  
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Fig. 85. Typical electrical system loads and efficiencies at cruise condition in Boeing 787 (data from [24]). 
Fig. 86 highlights the electrical system and its interaction with other mechanical and thermal 
systems. The combined electrical-thermal model must run fast but not lose necessary 
information. Thermal models usually have step rates of seconds or slower, whereas electrical 
models step at microseconds to milliseconds. To address this disparity, steady-state and dynamic 
behaviors of electrical components are captured by averaged switching modeling and dq0 
reference frame techniques, without sacrificing computational speed. For complete model 
details, see [74]. Although temperature behaviors of electrical components are described in [74], 
thermal analysis at the aircraft cabin level was not addressed. 
 
Fig. 86. Electrical power system diagram in MEA. 
A thermal management system is required to model the ECS, including temperature, 
pressure, and air flow dynamics. The system contains air-air heat exchangers, valves, 
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compressors, passenger cabin models, re-circulation fans and mixing junctions. Some of the 
components, such as fans and cabin, are linked to the electrical system through thermal/electrical 
sinks and sources. Also modeled are the fuel and oil cooling systems. The fuel system supplies 
fuel to the engine in addition to acting as a thermal sink for heat loads. A high-level diagram of 
the thermal system described is shown in Fig. 87. 
 
Fig. 87. Thermal management system diagram. 
The passenger cabin model is a 1-D lumped parameter model, whereby the properties of the 
air inside the cabin are considered as uniform throughout the cabin. The pressure and 
temperature inside the cabin are derived through conservation of mass and energy inside the 
control volume (cabin). The passengers inside the cabin are considered as the source of sensible 
heat. Heat transfer due to radiation and due to kinetic heating is accounted for through 
approximate heat transfer coefficients. In most aircraft systems, conditioned air (subscript SA) is 
supplied to the cabin at desired pressure and temperature. A fraction of the supplied air, known 
as the recirculated air (subscript RA), is driven out of the cabin by fans and is mixed with the 
upstream supplied air. The cabin pressurization is maintained by ejecting the rest of the cabin air 
(subscript EA) to the environment. The energy and mass balances inside the cabin are given by 
the differential equations 
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= - -      (73) 
where T, m, Cp, q, and RAR stand for temperature, mass, specific heat, heat flux, and 
recirculation ratio, respectively. 
 
6.5 Simulation Studies and Hardware Implementation 
The simulation studies have two parts. One is to understand the system behavior over a 
mission-profile based simulation, and the other is to look at the dynamic responses of the VSM 
under instantaneous load changes. 
A five-hour flight (or mission) profile was used to test the modeled electrical-thermal system. 
Electrical load magnitudes are based on Boeing 787 total electrical loading variations 
documented in [24]. Fig. 88 shows total electrical loads on all generators for various flight 
phases under maximum ice conditions. With the Boeing 787 having 1 MVA installed generator 
capacity, these conditions are near maximum operational capability. From the figure, there exist 
a few tens of kVA differences among the six flying conditions, and one non-cruising event may 
last many minutes.  
Notice that the ECS and fans together consume approximately 350 kVA. Hence the power 
difference and event duration seem to fit in the thermal storage filtering capability. Also there are 
brief periods when total power drops or increases noticeably. For example, as landing gear is 
retracted the ice protection is turned off briefly, resulting in a dip in the load. Events such as this 
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require extra inertia in the power system to ensure stability. Using Fig. 85 and Fig. 88 as 
reference, a customized baseline electrical loading profile is generated for this 5-hour flight, as 
shown in Fig. 89, which includes taxiing, taking off, climbing, cruising, descending, and landing.  
 
Fig. 88. Total electrical loads on Boeing 787 generators during major flight segments with maximum ice 
conditions (data from [24]). 
 
Fig. 89. Mission altitude and thrust settings for simulation of aircraft power flow [81]. 
In the building research, a bandwidth of [1 mHz, 0.1 Hz] or a [15 min, 10 s] time interval 
was found suitable for HVAC filtering the stochastic solar power. The upper frequency bound 
primarily took into account concerns about the motors’ ability to respond and more importantly 
the acoustic impact on building occupants. Ramp-rate limits and amplitude limits were imposed 
to further restrict energy flow into and out of the thermal storage. In MEA, the upper frequency 
bound can be increased, thanks to the dynamic VSM control. It is physically achievable because 
1) fewer rapid varying electrical loads exist to generate counterproductive impacts, 2) average 
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varying loads consist a small fraction of total electrical loads, and 3) the aircraft size, mission 
profile, and weather sensitive loads are usually fixed. 
The lower frequency bound was determined by the building thermal limit, especially the 
temperature swing. As discussed in Section 6.2, the internal volume of MEA is limited; however, 
there are extra controllable thermal storage elements. Given the focus of this chapter is on the 
VSM emulation, the same lower frequency bound as in the energy-efficient buildings is 
assumed. Also valuable is a ranking of sensitivity so that certain thermal variables contribute to 
the thermal inertia more readily than others. For example, the passenger cabin’s pressure change 
is more sensitive than the cargo space’s temperature change. Therefore, manipulating the cargo 
space’s temperature may take place more often, whereas changing the passenger cabin’s pressure 
may be only necessary when other thermal inertia reaches limits. Additional studies on this 
hierarchical control are suitable for future work. 
For a rough estimate, assume the passenger and cargo cabins occupy 300 m3 [18], air density 
1.007 kg/m3 at 6000 ft, and specific heat of air 1.003 kJ/kg°C; then for 1 °C change, the amount 
of energy absorbed or released in the air is 
 kJTVcTmc pp 303=D=D r       (74) 
This means there are about 38 s of 10 kW electrical power absorption or reduction relative to the 
main bus if the energy conversion efficiency is 80%. In reality, a few degrees change in the 
passenger cabin or perhaps more than ten degrees change in the cargo space is tolerable, 
resulting in minimum several minutes of power buffering. In addition, for every kilo-pascal 
pressure difference, the stored energy gains or loses 
kJVP 300=×D       (75) 
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Again this results in a similar time interval as above, possibly adding a few extra minutes of 
buffering. One should not forget potential stored energy in fuel tanks, which may be helpful in 
the time intervals longer than ten minutes. 
For this work, the proposed power electronics control laws discussed in Sections 6.2 and 6.3 
for thermal storage integration are incorporated with the Boeing 787 model. The mission profile 
includes stochastic, light and heavy, fast and slow, electrical load changes. Fig. 90 shows one 
generator’s output power with and without the ECS thermal storage mitigation of load power 
variability. With the assistance from the thermal storage, the generator avoids power variations 
in the bandwidth of 1 mHz to 1 Hz (inverse of 15 min to 1 s). Dynamics faster than 1 Hz may 
seek buffering from batteries although the battery size is limited compared to what would be 
required without thermal storage. Slower dynamics can take advantage of the fuel and oil heating 
systems. From Fig. 90, it can be observed that 5 to 10 kW of original peak power, out of 230 
kW, is shaved off. This translates to electric machine and power system sizing reduction. 
Throughout the mission, short periods of power variations in 5 to 10 kW are mitigated, resulting 
in a relatively constant required generator power. This potentially allows the machine to operate 
in an optimized efficiency zone. In Fig. 91, cabin temperature is plotted for both scenarios. It can 
be observed that there are periods of up to 3 °C changes due to long and large power variations, 
while during the majority of the mission only minor temperature fluctuations occur. Quantified 
system-level benefits, such as possible machine size and weight reduction, and improved fuel 
economy, are suitable for future studies. 
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Fig. 90. One generator output power during the mission. 
 
Fig. 91. Cabin temperature change during the mission. 
A separate simulation study is performed on VSM control to respond to grid connected 
dynamics. Fig. 92 shows a virtual torque response at the VSM active front end given a desired 
torque step requirement. The response appears underdamped here because of a relatively small 
virtual damping coefficient chosen. To better understand the behaviors of the VSM, the virtual 
rotating speed, real power and reactive power compensations are plotted in Fig. 93, Fig. 94, and 
Fig. 95, respectively. When a larger damping coefficient is selected, an overdamped response 
returns as expected, shown in Fig. 96, The equivalent parts of these responses given a large 
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virtual damping coefficient are shown in Fig. 97, Fig. 98, and Fig. 99, respectively. In these 
plots, it can be observed that the dynamic behaviors resemble those from a real synchronous 
machine except for the fast switching generated from the power electronics. 
	
Fig. 92. VSM active front end virtual torque response (small damping). 
	
Fig. 93. VSM active front end virtual rotating speed in response to the dynamics (small damping). 
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Fig. 94. VSM matching real power dynamics from one generator (small damping). 
	
Fig. 95. VSM matching reactive power dynamics from one generator (small damping). 
	
Fig. 96. VSM active front end virtual torque response (large damping).  
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Fig. 97. VSM active front end virtual rotating speed in response to the dynamics (large damping). 
	
Fig. 98. VSM matching real power dynamics from one generator (large damping). 
	
Fig. 99. VSM matching reactive power dynamics from one generator (large damping). 
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For the inverter side of the VSM, the real motor speed response given a step change in the dc 
bus voltage is plotted in Fig. 100. However, in reality the dc bus voltage cannot increase or 
decrease instantly as it is usually tied with a large capacitor bank. In addition, the ramp rate must 
be enforced here so that there is no unpleasant acoustic noise and excessive hardware wear and 
tear. An updated motor speed and torque response is therefore displayed in Fig. 101, and a one-
phase inverter current follows in Fig. 102. Under these motor responses, the motor-tied virtual 
thermal flywheel encounters storage changes reflected by speed changes around its equilibrium, 
as shown in Fig. 103.  
	
Fig. 100. VSM inverter side motor speed response under a dc bus voltage step change. 
	
Fig. 101. VSM inverter side motor speed and torque responses enforced by ramp rate limits. 
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Fig. 102. VSM inverter side one-phase current. 
	
Fig. 103. Virtual thermal storage defined flywheel encountering speed changes. 
To demonstrate and validate the potential of dynamically controlled ECS thermal loads that 
implement mitigation of stochastic energy content, a small fan drive was used to follow scaled 
responses to various band-limited load power profiles. A programmable, commercial grade, 
three-phase 480 V Yaskawa Z1000 drive was characterized, and a 1/2 HP, three-phase, four-
pole, induction machine was coupled with a squirrel-cage fan tied to a 4 m duct, representative of 
typical blowers found in full-scale air conditioning systems. For direct tests, the drive with motor 
and duct was fed with two speed command profiles for approximately two hours. As shown in 
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Fig. 104, the first speed profile is a piecewise constant signal to represent conventional loop 
control, and the second speed profile implements the ac signal injected control loop. The ac 
signal is generated from band-passed (1 mHz to 1 Hz) load power. Experiments yielded two sets 
of power consumed by the fan system, and the difference between the sets represents the 
fluctuating power to be mitigated. This measured power difference and the modeled result are 
plotted in Fig. 105. Except during short transients when the motor steps, the modeled curve 
follows the experimental curve closely, providing an accurate basis for a large scale simulation 
and hardware realization. 
 
Fig. 104. Experimental fan drive speed responses with and without dynamic thermal storage. 
 
Fig. 105. Experimental results for power difference consumed by the fan drive between the two speed 
profiles. 
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A standalone and more complex power management system can be proposed for future work. 
This system includes at least two real synchronous machines (PV and PQ buses), a Yaskawa 
drive controlled induction motor tied with a fan, and a battery and a water tank as external 
storages. A programmable load is also added to require stochastic power in short and long 
periods. A high-level test system is shown in Fig. 106. Note that the Yaskawa drive contains 
both the ac/dc and dc/ac converters with an accessible dc bus. In the event that the load changes, 
the battery, thermal storage (induction motor and fan), and water tank will assist the power 
system inertia in fast to slow time intervals. The real synchronous generators’ output power is 
expected to be relatively constant. Input and output powers will be measured at various locations 
to demonstrate the power management efficacy.  
 
Fig. 106. Proposed power management system experiment setup for future work. 
 
6.6 Concluding Remarks 
This chapter discusses the use of power electronics to implement dynamic thermal storage to 
offset varying generator load power in MEA, resulting in relatively constant generator power 
consumption and a robust onboard power system. The work builds on recent papers [38],[46] to 
set up a dynamic energy balancing and storage solution linked to ECS systems. In a practical 
	
	
132	
implementation, the ECS system-tied power electronics is controlled via a simple bandlimited 
power injected feedforward loop. For fast transients to boost the power system inertia, a VSM 
concept is included. A system-level electrical-thermal model developed from [74],[84] on the 
Boeing 787 serves as a suitable platform to demonstrate the thermal storage concept using a 
sample five-hour flight mission. Scaled fan drive experiments implement the power electronics 
controls and provide a basis for future realization. 
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7 CONCLUSION AND FUTURE WORK 
7.1 Summary of Contributions  
This doctoral work, in part, addresses offsetting local fast dynamic solar resources installed 
on energy-efficient buildings using power electronics controlled HVAC motor drives that link to 
buildings’ thermal storage in the air and water tanks. The work defines a virtual storage concept 
and implements a controller over a suitable energy filtering bandwidth without causing building 
occupants discomfort from temperature and acoustic variations. The proposed solution alleviates 
the need for inherent expensive grid-side resources or user-end battery storage for power 
balancing. The second half of the dissertation applies similar concepts to enhance power system 
stability and improve fuel economy on more electric aircraft in which thermal inertia is defined 
at several degrees of freedom, with the help of a virtual synchronous machine emulating inertia 
to match loading dynamics at sub-second levels. In a practical implementation, the lower 
HVAC/ECS update frequency limit is shown to be about 1 mHz (the inverse of 15 min) and 
limits temperature variations in occupied spaces. The higher update frequency limit in the range 
of about 0.1 Hz (the inverse of 10 s), combined with ramp-rate and acoustic limits, lets a 
ventilation drive respond without generating annoying noise. The process has been demonstrated 
based on extensive data-driven analysis and system-level electrical and thermal coupled 
modeling on application platforms from both stationary and mobile energy systems. Lab-scale 
motor drive experiments using the proposed controller have validated the concept for large-scale 
simulation and industry realization.  
Original contributions out of the stationary energy system’s work include: 1) first publication 
of building dynamic thermal storage related work in power electronics; 2) local filtering of 
dynamic solar power using building fast virtual thermal storage; 3) year-long rooftop solar 
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database and Illinois ECE net-zero energy building usage records as an analysis basis; 4) 
implementation of a feedforward control on small-scale dc-ac inverters and ac motors for virtual 
storage control; 5) extensive motor and drive testing for ramp-rate and acoustic consideration; 6) 
numerical results showing drastic improvement on grid-side and storage-related benefits; and 7) 
quantified limitation of HVAC-based thermal storage due to installed solar capacity and regional 
weather patterns [44], [45], [46], [62], [67].  
Unique aspects of the mobile energy system’s work are: 1) first application of large-scale 
thermal storage concept on MEA, yielding a more robust and efficient aircraft power system; 2) 
electro-thermal integrated modeling at component and system levels for MEA, overcoming 
challenges in timescale differences in multi-physics domains; 3) ECS system as a virtual swing 
bus emulating system dynamic inertia at sub-second timescales; 4) multi-dimensional definition 
of thermal storage, including temperature, air pressure, and zonal controls; and 5) multi-
timescale parametric electric battery modeling for dynamic vehicle simulation [74], [90], [123]. 
 
7.2 Broader Impact and Future Work  
While the thermal storage concept using HVAC and inherent air space has been 
demonstrated for its efficacy in power system grid operators, this doctoral work pioneers the 
local end-user-level power electronics implementation regarding building hardware and its 
effects on user experiences. Much advancement on the topic is possible while driving to various 
commercial productions. One major challenge is to help a wide range of audiences to understand 
and accept this storage solution. In industry, collaborative partnerships with multiple businesses 
may bring potential incentives for research and development. For example, firms in building 
energy management eagerly provide energy-saving solutions to address future integration of 
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renewables and electric vehicles in a dynamic smart grid. Building users, especially large 
corporations occupying sizable commercial buildings, invest in onsite renewable generation with 
a goal of long-term energy offset while avoiding additional infrastructure cost such as battery 
storage units. Outcomes of this research this research will complement existing benefits from the 
utilities’ side in the sense of improved grid stability and reduced spinning reserves. In academia, 
researchers in power electronics and power systems societies may form joint efforts in 
development of the virtual thermal storage to officially formalize the concept among existing 
storage solutions, such as batteries, super capacitors, fly wheels, compressed air, etc. A possible 
new dimension leads to research in, to name a few: 1) integrated energy management with onsite 
renewables and electric vehicles, 2) grid-side operation and control, 3) bidirectional power 
electronics converters, 4) fully realized virtual synchronous machines with reactive power 
compensation and grid stability support at multiple levels, and 5) resource look-ahead or model 
predictive control depending on weather or building usage.  
In a broader sense, buildings that may benefit are not limited to commercial offices; 
unmanned spaces are suitable and may function better. For example, product warehouses and 
data centers contain a vast space of air and require a large amount of cooling power. Different 
from human occupied spaces, these buildings may tolerate wider temperature swings and be 
immune to high acoustic noise levels. This inherent advantage contributes to larger thermal 
inertia, relaxing the upper and lower bandwidth constraints. Another main area of exploration 
relates to smart connected communities. At the intra-connected level, i.e., within a building, one 
section of the building is able to reserve more thermal energy than other sections, given suitable 
occupant activity scheduling, and later shift the energy around the building when needed. There 
are also inter-connected buildings so that one or more neighbor buildings may contribute their 
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thermal inertia when the solar powered building experiences significant varying onsite power 
generation.  
For mobile energy systems, especially beyond MEA, the research applies to next-generation 
full-electric aircraft on which the electric power system handles power flow one or two orders of 
magnitude higher. Industry collaboration could lead to further system-level hardware 
implementation, followed by thorough benefit studies such as fuel cost savings, component 
sizing and weight reduction, system stability enhancement, to name a few, with the guarantee of 
passenger safety and comfort. In addition to the commercial aircraft manufacturers, many first-
tier suppliers of generators, environmental control management, thermal systems, and power 
electronics drives, for example, can possibly benefit. At the academic research level, power 
electronics related research may include power quality improvement, fault mitigation, and load-
side hierarchical control for future flying microgrid applications. 
Moreover, the proposed power electronics controlled thermal inertia for power variability 
mitigation can be implemented on a wide range of mobile energy systems. Such energy systems 
require dominant electrical energy and contain large volumes of air or liquid as thermal storage. 
One example is refrigerated delivery trucks, such as that shown in Fig. 107. The trucks have 
hybrid electric or full electric drivetrains. The container regulates internal air temperature by a 
motor-driven compressor and fan while drawing power from the truck engine/generator or 
battery packs [82]. The thermal storage assists power flow when the truck travels on steep grades 
or in frequent stop/go situations. Other examples can be large ships and mining trucks. In mining 
trucks, there is a dedicated room for power electronics that requires large amounts of cooling. 
Using power electronics implementation of dynamic thermal inertia to mitigate source and load 
variability, all of the above applications can possibly benefit from a robust power system, steady 
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power flow, minimal external storage, enhanced engine/machine operation efficiency, and 
eventually, reduced component weight/size, total energy consumption, and operating costs. 
 
Fig. 107. Major electrical and thermal components in a refrigerated delivery truck [82]. 
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