Abstract. In this paper authors study the generalized (p, q)-elliptic integrals of the first and second kind in the mean of generalized trigonometric functions, and establish the Turán type inequalities of these functions.
Introduction
For given complex numbers a, b and c with c = 0, −1, −2, . . ., the Gaussian hypergeometric function 2 F 1 is the analytic continuation to the slit place C \ [1, ∞) of the series F (a, b; c; z) = 2 F 1 (a, b; c; z) = n≥0 (a, n)(b, n) (c, n) z n n! , |z| < 1.
Here (a, n) is the Pochhammer symbol (rising factorial) (·, n) : C → C, defined by (z, n) = Γ(z + n)
(z + i − 1)
for n ∈ Z, see [AS] . The integral representation of the hypergeometric function is given as follows [S, p. 20] , B(x, y) = Γ(x)Γ(y) Γ(x + y) ,
respectively. Recently, Takeuchi [T] studied the (p, q)-trigonometric functions depending on two parameters. For p = q, these functions reduce to the so-called p-trigonometric functions introduced by Lindqvist in his highly cited paper [L] . In present, there File: BY-30062015.tex, printed: 2015-07-8, 5.37 1 has been a vivid interest on the generalized trigonometric and hyperbolic functions, numerous papers have been published on the studies of generalized trigonometric functions and their inequalities, see, e.g., see [BBV, BBK, BS, BV1, BV2, EGL, JW, KVZ] and the references therein.
The following (p, q)-eigenvalue problem with Dirichlét boundary condition was considered by Drábek and Manásevich [DM] . Let φ p (x) = |x| p−2 x. For T, λ > 0 and
They found the complete solution to this problem. The solution of this problem also appears in [T, Thm 2.1] . In particular, for T = π p,q the function u(t) = sin p,q (t) is a solution to this problem with λ = p/q(p − 1), where
For p = q, π p,q reduces to π p , see, e.g., [BBV] . In order to give the definition of the function sin p,q , first we define its inverse function arcsin p,q , then the function itself.
is an increasing homeomorphism, and
. By oddness, the further extension can be made to [−π p,q , π p,q ]. Finally the functions sin p,q is extended to whole R by 2π p,q -periodicity, see [EGL] .
The generalized cosine function cos p,q can be defined as
One can see easily that cos p,q is even with period 2π p,q and odd in about π p,q /2. Setting y = sin p,q (x) and letting x ∈ [0, π p,q /2], we get
Clearly, cos p,q is strictly decreasing with cos p,q (0) = 1 and cos p,q (π p,q /2) = 0. From the above definition it follows that
The generalized tangent function tan p,q is defined by
The usual elementary trigonometric functions are the special case of these (p, q)-trigonometric functions when p = q = 2. The differential p-arc length for a curve given by the parametric equations x = x(t) and y = y(t) can be computed as
Let's call an ellipse as a p-ellipse whose parametric equations are x = a cos p (t) and y = b sin p (t). The parameter P of the p-ellipse is determined by the integral
Applying the formula (1.2), we get
Since cos p (t) = sin p (π p /2 − t), so we can write for any function j(x)
Substituting θ = π p /2 − t, we write this as
Therefore we replace cos p by sin p in (1.3), and obtain
This way we expressed the perimeter in terms of the following function
which is called p-generalized elliptic integral of the first kind. Similarly, we defined the (p, q)-generalized elliptic integral of the first kind by
Substituting x = sin p,q (t) and applying (1.2), the formula (1.7) can be written as
For p, q > 1, x ∈ [0, 1] and r ∈ [0, 1), we define the function arcsn pq :
and call it generalized inverse Jacobian elliptic function, where K pq is called (p, q)-generalized elliptic integral of the first kind, and defined as
Substituting t = sin p,q (θ) in the above formula, we get
Clearly, arcsn pq (x, r) is strictly increasing in x, and its inverse sn pq : [0,
is also strictly increasing, and called generalized Jacobian elliptic function [T] . Letting t = x 1/q in (1.7) and utilizing the formula (1.1), we get
Similarly, by applying the formulas (1.6) and (1.1), the function E p,q (r)can be expressed in terms of hypergeometric function as below
For the convenience of the reader and easy reference we recall from the above formulas that for p, q > 1 and r ∈ (0, 1), the (p, q)-generalized elliptic integrals of the first and second kind are defined as 
Figure 1. Graphs of K 1.5,2.25 (r), E 1.5,2.25 (r), K 2,2 (r) = K(r) and E 2,2 (r) = E(r), with K 1.5,2.25 (1) = E 1.5,2.25 (1) = π 1.5,2.25 /2 ≈ 1.9937.
(1.8)
For p = q, we denote
and
Obviously K p = K and E p = E for p = 2, where K and E are the classical elliptic integrals of the first and second kind, respectively. We refer to reader to see the Book [AVV] for the history and the large study on these functions. The generalization and the inequalities of elliptic integrals were studied by numerous authors after the publication of the landmark paper [BBG] . The generalized elliptic integrals of the first and second kind on (0, 1) are defined respectively by
for 0 < a < min{c, 1} and 0 < b < c ≤ a + b, see [AQVV] . Clearly, K 1/2,1/2,1 = K, E 1/2,1/2,1 = E. For the monotonic properties and the inequalities of these functions, see [AQVV, HLVV, HVV] . For the historical background and study about the classical and generalized case of elliptic integrals, we refer to reader to see, e.g., [AQVV, AQ, AVV, B1, B3, BV3, HLVV, HVV, WZC] , and the bibliography of these papers. Before we present the main results of this paper we recall some definitions as follows:
A function f : (0, ∞) → (0, ∞) is said to be logarithmically convex, or log-convex, if its natural logarithm ln f is convex, that is, for all x, y > 0 and λ ∈ [0, 1] we have
The function f is log-concave if the above inequality is reversed. A function g : (0, ∞) → (0, ∞) is said to be geometrically (or multiplicatively) convex if it is convex with respect to the geometric mean, that is, if for all x, y > 0 and all λ ∈ [0, 1] the inequality
holds. The function g is called geometrically concave if the above inequality is reversed. We also note that the differentiable function f is log-convex (log-concave) if and only if x → f ′ (x)/f (x) is increasing (decreasing), while the differentiable function g is geometrically convex (concave) if and only if the function x → xg ′ (x)/g(x) is increasing (decreasing), for more details see [B2] . This paper consists of three sections. In the first section, we give the introduction and define the definitions of the functions which are being studies in the paper. In the second section, we state our main results. The third section contains few lemmas and the proof of the main result.
Main result
The main result of this paper reads as follows.
2.1. Theorem. For p, q > 1, r ∈ (0, 1) and
2.6. Theorem. For p, q > 1 and r ∈ (0, 1), we have
(1) the function r → K p,q (r) is strictly increasing and log-convex. Moreover, r → K p,q (r) is strictly geometrically convex on (0, 1). (2) The function r → E p,q (r) is strictly decreasing and geometrically concave on (0, 1).
2.7. Theorem. For fixed r ∈ (0, 1) and q > 0,
(1) the function p → K p,q (r) is strictly increasing and log-concave on (0, ∞), (2) the function p → E p,q (r) is strictly increasing and log-concave on (0, ∞). For fixed r ∈ (0, 1) and p > 0, (3) the function q → K p,q (r) is strictly decreasing and log-convex on (0, ∞), (4) the function q → E p,q (r) is strictly decreasing and log-convex on (0, ∞).
In particular, for r ∈ (0, 1), the following Turán type inequalities hold true
The following corollary is the especial case of the above theorem.
2.8. Corollary. For r ∈ (0, 1), we have the following double inequalities,
2.9. Theorem. For p, q > 1 and r ∈ (0, 1), λ < 1 2
, we have (2.10)
(2.11)
2.12. Remark. If we let λ = 0, then (2.10) becomes
Similary, from (2.11) we get
by letting λ = 0.
Preliminaries and proofs
Before quote here few lemmas which will be used in the proof of theorems.
The following lemma follows easily from the definition and (1.2). 
is also (strictly) geometrically convex.
Lemma ([AR, Theorem (The λ-method]).
Suppose that the function G given by
, ξ ∈ R, and
it follows that
Proof of Theorem 2.1. Applying the derivative formulas given in Lemma 3.1 and utilizing the identity (1.2), we get
Now by using the definition and (3.5), we have
Similarly, we get
With the use of formula (2.2) and (2.3), a lengthy and trivial computation yields the proof of (2.4) and (2.5).
For p, q > 1 and r ∈ (0, 1), it is easy to observe that the functions K p,q (r) and E p,q (r) satisfy the following hypegeometric differential equations (3.6) d
Proof of Theorem 2.6. We define
for p, q > 1, r ∈ (0, 1) and x ∈ (0, π p,q /2). Differentiating with respect to r, we get (log f (r))
Bu using the fact that the integral preserves the monotonicity and log-convexity, This implies that for p, q > 1 and x ∈ (0, π p,q /2) the function r → K p,q (r) is strictly increasing and log-convex on (0, 1). For the proof of geometrical convexity, by simple computation we get
Applying Lemma 3.2, we obtain that the function r → K p,q (r) is strictly geometrically convex on (0, 1). For the proof of part (2), let
for p, q > 1, r ∈ (0, 1) and x ∈ (0, π p,q /2). A simple computation yields (log(g(r)))
(1 − r q sin p,q (x)) 2 < 0.
Now the rest of proof follows immediately from Lemma 3.2.
Proof of Theorem 2.7. For p, q > 0, we define
An easy computation yields that
1 − r q t q < 0. For fixed q > 0, the functions p → f (p, q) and p → g(p, q) are strictly increasing and log-concave on (0, ∞). By using the fact that integral preserves the monotonicity and log-concavity. It follows that for fixed q > 0 and r ∈ (0, 1) the functions p → K p,q (r) and p → E p,q (r) are strictly increasing and log-concave on (0, ∞) . For the proof of part (3), we get
This implies that for fixed p > 0 and r ∈ (0, 1), the function q → f (p, q) is strictly decreasing and log-convex on (0, ∞). In order to prove the monotonicity of the function q → g(p, q) given in part (4), first we show that for t ∈ (0, 1) and q > 0 the function h q (t) = t q 1 − t q log 1 t has the derivative with respect to t
which is positive by the inequality log(x) > 1 − 1/x, x > 1. Since, the function h q (t) is strictly increasing in t ∈ (0, 1). Partially differentiating g(p, q) with respect q, we get ∂ ∂q (log g(p, q)) = 1 p (h q (rt) − h q (t)) , which is negative because the function h q (t) is strictly increasing in t ∈ (0, 1). Hence g(p, q) is strictly decreasing on (0, ∞).
For proving the log-convexity of q → g(p, q), we get ∂ 2 ∂q 2 (log g(p, q)) = 1 p 2 (j q (t) − j q (rt)), where j q (t) = t q
(1−t q ) 2 log(t) 2 . Now it is enough to prove that j q (t), t ∈ (0, 1) is strictly increasing and positive. Writing k q (t q ) = 2 − 2t q + (1 + t q ) log(t q ), we get j q (t) ′ = t q−1 log(t)k q (t q ) (1 − t q ) 3 , which is positive, because the function k q (t) is strictly increasing in t and negative with k p (0) = 0, in fact k q (t) ′ = log(t) + 1/t − 1 > 0.
So far we have proved that the function q → g(p, q) is strictly decreasing and logconvex on (0, ∞). By repeating the same argument from the proof of part (1) and (2), that the integral preserves the monotonicity and log-convexity, we conclude that for fixed p > 0 and r ∈ (0, 1) the function q → E p,q (r) is strictly decreasing and log-convex on (0, ∞). This completes the proof.
Proof of Theorem 2.9. Let α = r q , η = q, ξ = 1 − 
