It has been shown by Aoki (2004 Aoki ( , 2005 that the differential of multi-channel radiance data can be compressed into about two order smaller channels of hypothetical radiances, with loosing negligible information content. In these methods the weighting functions of the original channels are expanded with empirical orthogonal functions (EOFs), and a set of hypothetical radiances, whose weighting functions are the EOFs, are obtained by a linear combination of original channels. It was noted in these papers that to incorporate this method into the assimilation scheme of the numerical prediction, a massive lookup table is required to be applicable for various atmospheric profiles. In this table, the atmospheric profiles of temperature and water vapor, the coefficients for converting the original brightness temperatures to the hypothetical brightness temperatures, and the empirical orthogonal functions are included. A sufficiently large number of model atmospheres should be prepared for the table, so that the differential brightness temperature for an arbitrary atmospheric profile can be given by a linear correction to the brightness temperature for one of the model atmospheres in the table. The data size of such a look-up table could become as large as it impacts to the computer system.
Introduction
It is expected that an improvement of the accuracy can be achieved in weather prediction by incorporating the high-resolution multichannel spectral data, such as the AIRS (Atmospheric InfraRed Sounder), and IASI (Infrared Atmospheric Sounding Interferometer) into the assimilation scheme. For the efficient use of these vertical sounder data in numerical weather prediction, it is desired to directly incorporate the observed brightness temperatures rather than the retrieved physical parameters, such as temperature and water vapor into the assimilation scheme (Eyre et al. 1993; Courtier et al. 1994; Andersson et al. 1994; Courtier et al. 1998 ).
Difficulty in directly using the brightness temperature data of the modern satellite sounder is that the number of the spectral channels is two orders larger than that of TOVS (TIROS Operational Vertical Sounder) of NOAA's polar orbiting meteorological satellites. The usage of all of the channels is practically unable in the present state of the art of computer. Aoki (2004 Aoki ( , 2005 proposed a method to reduce the effective number of channels without loosing the original information. In this method, a set of hypothetical channels, whose weighting functions are the empirical orthogonal functions (EOFs), is constructed. The EOFs are the eigenvectors of the symmetry matrix generated from the weighting functions of original channels. The brightness temperatures of the hypothetical channels are obtained from the linear combination of original brightness temperatures. It has been shown that in the case of spectral resolution 0.1 cm À1 , the brightness temperature data of 1200 original channels in 640-760 cm À1 region for temperature soundings can be condensed to about 23 or less channels of hypothetical brightness temperatures, without loosing the significant amount of the information content. For water vapor soundings in 1300-1600 cm À1 region, 3000 of original channels can be condensed into about 20 or less hypothetical channels.
In the thermal infrared region, the relationship between the brightness temperature, and the atmospheric temperature (or water vapor amount) is not linear. This is also true for the brightness temperature of the hypothetical channels, proposed by Aoki (2004 Aoki ( , 2005 . As a result, to incorporate the method of hypothetical channels into the assimilation scheme of the atmospheric filed, a look-up table of atmospheric profiles and other parameters is required (Aoki 2005) , where the distance of temperature and water vapor between neighboring profiles should be sufficiently short to give guarantee for representing the brightness temperature for a profile, which is obtained in each step of the iteration in assimilation, by a linear correction with temperature or water vapor increments. This might require a huge data size look-up table, that gives a serious impact on the computer system. In the present paper, the nonlinear effect in the brightness temperature of hypothetical channels is examined by the numerical simulation in the thermal infrared regions, and a simple method for the nonlinear correction is proposed for temperature and water vapor profiles.
Radiative transfer
Let T B ðobsÞ and HðXÞ be the vector of observed spectrum of brightness temperature, and the nonlinear operator of radiative transfer, to calculate the brightness temperature from the vector of the atmospheric profiles of temperature and water vapor, X, respectively. In the three-dimensional or four-dimensional variational method of meteorological field assimilation, the iteration of the assimilation is generally repeated for several ten times or more . If there is no error in T B ðobsÞ and H, it is written as
where X n is the X that is obtained at the n-th iteration of the assimilation loop, and x is the vector of the increment of X ðx ¼ X À X n Þ. Although T B ðobsÞ is also a function of the zenith angle of the satellite, y, it will not explicitly be denoted unless necessary. Let's assume that X n is sufficiently close to X, so that it can be approximated as
where K n is the matrix of the derivative of H at X n , being called the tangent-linear. In the present paper, this is also called the weighting function. From Eqs. (1) and (2), a linear relation between the vector of differential brightness temperature Y and x is obtained as
Since the number of channels of AIRS and IASI are over thousands, the direct use of the relation (3) to retrieve x in the assimilation scheme is not practical. Aoki (2004 Aoki ( , 2005 showed a method to reduce the effective number of channels, keeping almost all of the original information. In this method K n is expanded, with the matrix of empirical orthogonal functions (EOFs) j:
where L is a diagonal matrix, whose diagonal elements are the eigenvalues. Using the Eq. (4), Eq. (3) is rewritten as
C is a quantity having the same unit as Y, and called the hypothetical brightness temperature. The weighting function of the hypothetical brightness temperature is the EOF, j t , as seen in Eq. (7). The number of channel of hypothetical brightness temperature is the number of the elements of x.
Using the orthogonality relation j t j ¼ E, where E is the unit matrix, A n is given by
Since A n is thus known, we can look the Eq. (6) as a simultaneous linear equations to solve C. By noting the fact that the number of components of Y is the number of channel of brightness temperature of the original channels, which is much larger than that of C, the estimate of C is given by the least square method as (Aoki 2004 (Aoki , 2005 )
It is noted that the quantityĈ C obs ðnÞ includes the observed quantity T B ðobsÞ through Eq. (3). By this reason, the suffix ''obs'' has been attached toĈ C to distinguish with other similar quantities of hypothetical brightness temperature. SinceĈ C obs ðnÞ depends on X n , it varies at each step of iteration.
In the assimilation scheme of numerical prediction, the true filed X,X X, may be estimated by, e.g., minimizing the cost function such as
where X 0 is the initial value of X, being given by, e.g., numerical prediction. CðĈ CÞ is the error covariance ofĈ C obs ðnÞ, being given by
where CðYÞ is the covariance matrix of the error in Y (Aoki 2004 (Aoki , 2005 . This quantity is referred to later for comparing with the accuracy of the nonlinear correction. On the other hand, CðX 0 Þ in Eq. (11) is the error covariance of X 0 . This quantity may be given by the prediction error statistics, however, we will not discuss more about this quantity, since it does not appear in the later studies. The purpose of the present paper is to explore a fast method to obtain the nonlinear component in the quantitŷ C C obs ðnÞ, at each step of the iteration. The straightforward procedure to obtain C C obs ðnÞ is to perform all the calculations of the quantities K n , A n and B n at each step of the iteration; however, with such a method there is no merit to adopt the concept of hypothetical channel system, since it takes much computation time. In the following sections, a method will be developed to approximate the quantitŷ C C obs ðnÞ, in a simple polynomial formula of some easily calculable predictors.
A correction method for the nonlinear component in hypothetical brightness temperature
Let's formally expand B n and HðX n Þ around the values of B and H for the profile X as
and
respectively, where X is the atmospheric profile of X that is included in the look-up table and nearest to the initial value X 0 . B o and HðX Þ are the quantities that are, in advance, calculated and stored in the look-up table. DBðx n Þ, and DHðx n Þ, are the functions of x n :
Substituting Eqs. (13) and (14) into (9), and using the relation (3),Ĉ C obs ðnÞ is rewritten aŝ
By formally separating the quantity DHðx n Þ into a linear function of x n , K o x n , and a nonlinear function of x n , hðx n Þ, as
the third term in Eq. (16) is rewritten as
Substituting this relation into Eq. (16) it becomeŝ
From the Eqs. (4) and (10) we obtain the relation
Since this relation holds for any step of the iteration, it becomes B o K o ¼ j t , and the second term in Eq. (20) can be rewritten as Àj t x n . By defining quantities aŝ
C C obs ðnÞ is rewritten in the form
whereĈ C obs in Eq. (22) is calculated only once in the beginning of iteration when an atmospheric profile X , that is the closest to the initial value X 0 , is selected. CðnÞ is calculated at each step of iteration, however, the computation time used for this calculation will not be much since the dimension of j t is the number of layers for one physical parameter, such as the temperature or water vapor. Dðx n Þ is the correction term including the nonlinear effect of the radiative transfer, being given by
This quantity is also calculated at each step of the iteration so that it is important to explore a computationally fast formula for this quantity.
In exploring a simple model for Dðx n Þ, a difficulty is that Y in Eq. (25) contains an observed quantity T B ðobsÞ, as shown in Eq. (17). Let's assume that at the matured stage of iteration, HðX n Þ is sufficiently close to T B ðobsÞ so that Y can be approximated as
With this approximation, all the terms in Eq.
(25) are obtainable by the theoretical calculation. In this paper, they are parameterized all together into the form
where i is the channel number of the hypothetical brightness temperatureĈ C obs ðnÞ, x i; k is the predictor and a i; k is the coefficient, to be determined empirically from the sample data of D i ðx n Þ and x. N c is the number of predictors and, in this work, it is 12. It is assumed here that the temperature retrieval is carried out using the brightness temperature data in the wavenumber region 640-760 cm À1 , and the water vapor retrieval is carried out in the 1300-1600 cm À1 region. EOFs are different for these two regions. For more details of the formulation of radiative transfer relevant to these quantities, see Appendix. At the n-th step of iteration, the profile of temperature T n , and the profile of water vapor mixing ratio r n , are obtained. The hypothetical brightness temperaturesĈ C obs ðnÞ at the n-th step of iteration in Eq. (11), are calculated from the increment of the temperature
and that of the water vapor mixing ratio
using Eqs. (23), (24) and (27).
Results of a preliminary study of nonlinear correction method
4.1 Performance of nonlinear correction in the hypothetical channel system for temperature In this section, the best formula of x is determined by a trial-and-error procedure. The calculation of the radiative transfer of the spectral region 640-760 cm À1 was first carried out for various atmospheric profile of X n ¼ X þ x n , giving arbitrary value of x n . In this study, the profile of the US Standard atmosphere is used for X . It should be noted that, in this section, the suffix n attached on a parameter such as T n or x T; n does not necessary mean the order of the iteration, however, such notation will be used in this section to denote that these quantities correspond to T n or x T; n , appeared in the preceding sections.
Assumed profiles of temperature difference from US Standard atmosphere, x T; n ¼ T n À T , are plotted in Fig. 1 . The values of x T; n were arbitrary varied, but confined in the range G3 K. As shown in Fig. 1 , 18 profiles were used in the present simulation. N c ð¼ 12Þ of coefficients a i; k in Eq. (27) were determined from 54 brightness temperature data, for 18 profiles Â 3 zenith angles (0, 45 and 60 degrees) by the method of the least square fitting.
A preliminary study showed that the correction term D is well represented by using several channels of hypothetical brightness temperature CðnÞ, given in Eq. (23) as the predictors, which are easily calculable in each step of the iteration. The predictors selected in this study for the temperature and water vapor, are summarized in Table 1 . In the table, the quantity f T; k is the k-th component of the eigenvectors for the weighting function of temperature. Similarly, f W; k is that for the weighting function of water vapor. As can be seen in the table, all the predictors are based on the quantities C T; k ¼ f t T; k x T; n and C W; k ¼ f t W; k x W; n , but the functional forms are different between temperature and water vapor.
From the study of Aoki (2005) , it is expected that the number of channels for the hypothetical brightness temperature, to be used in data assimilation, is sufficient with 23 for the temperature and 20 for the water vapor, respectively. Based on this work, in the present work, the study was carried out for the performance of nonlinear correction for only the first 23 hypothetical channels in the region 640-760 cm À1 , and the first 20 hypothetical channels in the region 1300-1600 cm À1 . As can be seen in Table 1 , the predictors for the case of temperature are C T; k and ðC T; k Þ 2 ðk ¼ 1; . . . ; 6Þ. It should be noted that the quantities C T; k of only the first six channels are used for any of 23 channels of hypothetical brightness temperature.
In the case of water vapor, the predictors are C W; k , C T; k , hC W; k and hC T; k ðk ¼ 1; . . . ; 3Þ, where h is the function of m ¼ 1/cos y. The functional form of h is different depending on the hypothetical channel, as shown in the table. For the temperature channels in the region 640-760 cm À1 , functional forms of D are the same for all the hypothetical channels, whereas for the water vapor channels in the region 
1300-1600 cm
À1
(Water vapor) N c ¼ 12
. . . ; 20; k ¼ 1; 2; 3Þ.
1300-1600 cm
À1 , it depends on the channel number and contains three parameters m 1 , m 2 and m 3 , which are m at zenith angles, 0, 45 and 60 degree, respectively. Figure 2 is the plots of the true values of nonlinear terms and the error of the approximate formula of Eq. (27) for 23 hypothetical channels for temperature. In this figure, 54 of these values are plotted slightly shifting within each number of hypothetical channels in the abscissa. It can be found that the nonlinear terms scatter in the positive and negative regions, and the magnitude of nonlinearity term could become about G4.5 K. Since the magnitude of the errors is not clearly seen in this figure, the absolute values of them are shown in logarithmic scale in Fig. 3 . In this figure, the square root of the diagonal elements of CðĈ CÞ, which is called ''measurement error of the hypothetical brightness temperature'' in Aoki (2005) , is also plotted for the purpose of comparison.
In calculating CðĈ CÞ by Eq. (12), CðYÞ was assumed to be diagonal and the square root of the diagonal elements are constant, having the value 0.2 K. The absolute values of the error of the nonlinear correction given by Eq. (27), are shown by dots. The values that are smaller than 0.01 are all plotted at this level. Since the errors are sufficiently smaller than the measurements error of the hypothetical brightness temperature, the formula of nonlinear correction, given by Eq. (27), looks to be working very well within a temperature range of about G3 K.
In Fig. 4 , the quantityĈ C obs ðnÞ are compared with the measurement error of the hypothetical brightness temperature, shown in Fig. 3 . It can be seen that the measurement errors of the hypothetical brightness temperature are much smaller than the signal of the hypothetical brightness temperature for the lower number of channels however, the error rapidly increases with the channel number, and exceeds the signal level. Since the weighting function of hypothetical radiances for higher channel number correspond to the components of rapid vertical oscillation of weighting function of original channels, this result denotes that the information of the fine vertical structure of the atmospheric profile is hardly obtainable by the passive infrared vertical sounder studied here. . The values of these quantities for, e.g., the i-th hypothetical channel, for 54 cases (18 atmospheric profiles and three zenith angles) are plotted slightly shifting in the range between i and i þ 0:5 of the abscissa. 4.2 Performance of nonlinear correction in the hypothetical channel system for water vapor A similar examination as the preceding subsection was performed in the wavenumber range 1300-1600 cm À1 , which is used for the water vapor retrieval. Various water vapor profiles are arbitrarily generated, based on the profile of US Standard atmosphere. Although the temperature was also changed in arbitrary manner, we show only the profiles of x W; n in Fig. 5 . As can be seen in the figure, most of the profiles are confined in the range G0.1.
In Fig. 6 , the absolute values of the nonlinear terms, the error of the approximate formula for nonlinear correction, given by Eq. (27), and the square root of the diagonal elements of CðĈ CÞ are shown as has been done in Fig. 3 . It can be seen that the magnitude of nonlinear term of the brightness temperature of hypothetical channel increases with the increase of the hypothetical channel number, and could become more than 100 K for higher channel numbers. Measurement errors of the hypothetical brightness temperature, and the error of the approximate formula for nonlinear correction, also increase with the channel number. The errors of the approximate formula smaller than 0.01 are all plotted at the level 0.01. Although some of the errors of nonlinear correction are comparable to the measurement errors of the hypothetical brightness temperature, they are smaller than the latter as a whole. This indicates that the formula for nonlinear correction proposed here works well in the range of about G0.1 of water vapor mixing ratio of US Standard atmosphere. It is roughly said that since the precipitable water of US Standard atmosphere is about 1.46 g/cm 2 , the proposed formula in this . Profiles of the fractional deviation of water vapor mixing ratio from that of US Standard profile for 15 atmospheric models used in the present study. The ordinate is the layer number of the atmosphere. Fig. 6 . As in Fig. 3 , except for the water vapor sounding channels.
T. AOKIpaper for the nonlinear correction works well for the water vapor profile, whose precipitable water is in the range G0.146 g/cm 2 around the initial profile.
Summary
The nonlinear effect of the radiative transfer has been examined in the framework of the hypothetical brightness temperature, that is the concept recently proposed by Aoki (2004 Aoki ( , 2005 to represent the atmospheric information by the minimum number of channels. The nonlinear terms of the hypothetical brightness temperature were calculated for the thermal infrared regions 640-760 cm À1 and 1300-1600 cm À1 , where the former region is used for the temperature profile soundings, and the latter is for the water vapor soundings, respectively. In the region 640-760 cm À1 , calculations were carried out for 18 atmospheric models, whose temperature profiles are slightly modified from that of US Standard atmosphere, within the limit of about G3 K. The values of nonlinear term in brightness temperatures of hypothetical channels, could become about G4.5 K. In the wavenumber region 1300-1600 cm À1 , the magnitude of nonlinear term in the brightness temperature could become more than 100 K for higher channel number of hypothetical brightness temperature, when the mixing ratio are varied within a range G0.1 of water vapor profile of US Standard atmosphere, which corresponds to G0.146 g/cm 2 of precipitable water.
A method has been proposed for correcting the nonlinear effect of the hypothetical brightness temperature. The proposed functional form for the nonlinear correction is composed, with 12 terms for both temperature and water vapor. The error in nonlinear term calculated by this formula is sufficiently smaller than the measurement error of the hypothetical brightness temperature in the case of wavenumber region 640-760 cm À1 . In the case of wavenumber region 1300-1600 cm À1 , the accuracy is worse than this, however, the errors are still smaller than the measurement error of hypothetical brightness temperature as a whole.
The result of this work shows that the distance of the model atmospheres in the look-up table could be more than 6 K in temperature, and about 0.292 (F 0.3) g/cm 2 in precipitable water. Now the configuration of the look-up table is summarized as follows: The look-up table is composed with small boxes. Each box contains the atmospheric profiles, X , the coefficient B o , that is used to convert the original radiances to hypothetical radiances, the radiance of the original channels HðX Þ for the profile X , the EOFs j, and the coefficient a for the nonlinear correction. Since the distance of the temperature and water vapor could be fairly long as shown above, such this look-up table could be sufficiently small and it would be manageable in the computer system of the assimilation. The study of more details for constructing and using the look-up table should be carried out in future.
