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Abstract
This study investigates the effects of four online vocabulary tasks on second language (L2) vocabulary
acquisition among learners of different proficiency levels. While tasks are widely used to support L2
vocabulary learning, the efficacy of a task depends on the interplay between task and learner factors.
Thus, choosing an appropriate task requires not only identifying the task features which may foster
cognitive processes that contribute to learning, but also considering how the effects of such features may
be moderated by factors outside of the task. The present study aims to provide insights into this issue by
exploring the effects of various task features on L2 vocabulary acquisition and the potential moderating
role of one learner factor, L2 proficiency. Drawing from the involvement load hypothesis (ILH) and
technique feature analysis (TFA), four instructional tasks which varied in their inclusion of features
believed to facilitate vocabulary learning were selected for the study: (a) sentence writing (SW), (b) fill-inthe-blank (FIB), (c) fill-in-the-blank with pictures and audio (FIB+PA), and (d) word study with pictures and
audio plus fill-in-the-blank (WS+PA+FIB). A total of 75 participants with high intermediate or advanced
proficiency in English were randomly assigned to complete one of the four instructional tasks or a control
task online. Participants’ vocabulary knowledge was measured through a modified version of the
Vocabulary Knowledge Scale (VKS) and a multiple-choice recognition test from which meaning recall,
meaning recognition, and total VKS scores were obtained. Findings from multiple regression analyses and
ANOVAs indicated that in general, the instructional tasks led to greater learning gains than the control
task. Furthermore, among the instructional tasks, SW and WS+PA+FIB tended to be more effective than
FIB and FIB+PA in promoting vocabulary learning. However, there was also evidence that the effects of
the tasks were moderated by L2 proficiency, as SW and FIB effects were found to be more salient for
advanced learners. These results are interpreted from the perspective of different cognitive processing
theories, and the implications for L2 vocabulary acquisition theory and pedagogy are discussed.
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ABSTRACT
COGNITIVE PROCESSES IN L2 VOCABULARY ACQUISITION:
EXPLORING THE EFFECTS OF FOUR ONLINE VOCABULARY TASKS FOR
LEARNERS OF DIFFERENT PROFICIENCY LEVELS
Katherine I. Kang
Yuko G. Butler
This study investigates the effects of four online vocabulary tasks on second language
(L2) vocabulary acquisition among learners of different proficiency levels. While tasks
are widely used to support L2 vocabulary learning, the efficacy of a task depends on the
interplay between task and learner factors. Thus, choosing an appropriate task requires
not only identifying the task features which may foster cognitive processes that contribute
to learning, but also considering how the effects of such features may be moderated by
factors outside of the task. The present study aims to provide insights into this issue by
exploring the effects of various task features on L2 vocabulary acquisition and the
potential moderating role of one learner factor, L2 proficiency. Drawing from the
involvement load hypothesis (ILH) and technique feature analysis (TFA), four
instructional tasks which varied in their inclusion of features believed to facilitate
vocabulary learning were selected for the study: (a) sentence writing (SW), (b) fill-in-theblank (FIB), (c) fill-in-the-blank with pictures and audio (FIB+PA), and (d) word study
with pictures and audio plus fill-in-the-blank (WS+PA+FIB). A total of 75 participants
with high intermediate or advanced proficiency in English were randomly assigned to
complete one of the four instructional tasks or a control task online. Participants’
iv

vocabulary knowledge was measured through a modified version of the Vocabulary
Knowledge Scale (VKS) and a multiple-choice recognition test from which meaning
recall, meaning recognition, and total VKS scores were obtained. Findings from multiple
regression analyses and ANOVAs indicated that in general, the instructional tasks led to
greater learning gains than the control task. Furthermore, among the instructional tasks,
SW and WS+PA+FIB tended to be more effective than FIB and FIB+PA in promoting
vocabulary learning. However, there was also evidence that the effects of the tasks were
moderated by L2 proficiency, as SW and FIB effects were found to be more salient for
advanced learners. These results are interpreted from the perspective of different
cognitive processing theories, and the implications for L2 vocabulary acquisition theory
and pedagogy are discussed.
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CHAPTER 1: INTRODUCTION

One of the essential components of learning a language is learning its vocabulary. While
vocabulary was once paid very little attention in second language acquisition (SLA)
research compared to other aspects of language (Meara, 1980), many researchers pointed
out that such a neglect was unjustified (Laufer, 1986). For one thing, vocabulary plays a
necessary role in communication, and may arguably even be the most important aspect.
Breakdowns in communication due to gaps in vocabulary knowledge are probably a
familiar experience for all language learners at some point in their learning journey. Folse
(2004) describes one such personal experience as a foreign language learner in a Japanese
store, where despite his mastery of beginning level grammatical forms, he failed to
purchase an item because he did not know the word for it. Folse concludes that “lack of
grammar knowledge can limit conversation; lack of vocabulary knowledge can stop
conversation” (p. 3).
Learners themselves often view vocabulary as a critical yet challenging part of language
learning (e.g., Lessard-Clouston, 1994; Meara, 1980; Zhou, 2009). Indeed, the challenges
that learners face are well documented in both corpus- and classroom-based studies
which cite lexical errors as the most common type of error (Gass, Behney, & Plonksy,
2020). Not only are lexical errors frequent, but compared with errors in syntax or
phonology, they may be more difficult to resolve in communication (Wilkins, 1972;
Laufer, 1986). For instance, in a study of error types, Politzer (1978) found that
vocabulary errors were rated as the most serious by native speakers over grammatical and
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phonological errors, indicating that “[they] seem to know quite intuitively that using the
right words is the most important aspect of language use” (p. 258).
Such perceptions about the importance of vocabulary are also supported by findings
relating vocabulary knowledge to various measures of language proficiency. Numerous
studies have found vocabulary knowledge to be a strong predictor of reading
comprehension (e.g., Laufer & Aviad-Levitzky, 2017; Li & Kirby, 2015; Qian, 1999).
This relationship is not just limited to reading, as Stæhr (2008) found vocabulary
knowledge to contribute significantly to listening and writing skills as well. Yet despite
this crucial link between vocabulary knowledge and general language proficiency, the
task of learners to reach a sufficient level of vocabulary knowledge is not a simple or
easy one. In terms of reading comprehension, research has suggested that learners must
know at least 95% of words in a text for adequate comprehension (Laufer, 1989). Other
studies have proposed even higher thresholds, reaching as high as 98% (Schmitt, Jiang, &
Grabe, 2011). Nation (2006) suggested that to achieve this percentage, knowledge of
8,000-9,000 word families for written text and 6000-7000 for spoken text is needed,
which is a daunting task for learners.
Given the abundant research and anecdotal evidence, it does not seem too much of a
stretch to claim that “the learning of vocabulary lies at the heart of language learning”
(Laufer, 1986, p. 69). With plenty of studies now being conducted on vocabulary, it is no
longer considered a neglected aspect of the field. However, findings from vocabulary
research have not necessarily carried over into classrooms (Folse, 2004; Schmitt 2008),
perhaps in part due to the overwhelming amount of information currently available. This
2

is further complicated by the fact that modalities of language use are rapidly evolving
with the development of new technologies, which has consequences for vocabulary
teaching and learning as well. For instance, although previous studies investigating the
plausibility of learning vocabulary from reading have assumed unassisted reading
conditions, Schmitt, Cobb, Horst, and Schmitt (2017) point out that “this is no longer
how very many people actually read, … given the click-on definitions, text-to-speech
renditions, and Google searches beckoning within the web pages and PDF files on their
computers and iPads” (p. 223). New technologies also make it easier to combine different
types of media such as texts, images, and sounds to create a multimedia-based
environment for vocabulary learning (Ramezanali, Uchihara, & Faez, 2021). Then, a
central question for language teachers and researchers is how best to aid learners in their
vocabulary development considering the indispensable nature of vocabulary for second
language development, the limited time and resources available, and the expanding
platforms through which learning and using language have become possible.
Tasks are commonly employed both inside and outside the L2 classroom as a way to
support learners in their vocabulary learning. However, more research is needed on how
learners process new vocabulary through different tasks and how such processes may
affect their vocabulary development. The current study sets out to explore this issue by
comparing the effects of different types of vocabulary tasks in a computer-mediated
setting. In this chapter, several core concepts and key definitions in the field of second
language vocabulary will first be reviewed.

3

1.1. Vocabulary knowledge constructs and measurement
Much research on vocabulary acquisition begins with the question of what it means to
know a word. Some may find being able to recognize a word in context as sufficient
evidence that the word is known. Others may require the ability to supply a definition or
synonym when prompted with its form. Still others might say you must also be able to
use the word grammatically in an appropriate context. There is no definitive answer to
the question, since what is viewed as an acceptable level of knowledge will depend on
one’s interest. Although many scholars will agree that vocabulary knowledge is a
complex and multidimensional construct, because of this nature, it is difficult to pinpoint
exactly what constitutes vocabulary knowledge. A brief survey of the literature will show
that there are multiple ways to describe vocabulary knowledge, including in terms of
breadth and depth (e.g., Anderson & Freebody, 1981; Nagy & Herman, 1987), form,
meaning, and use (e.g., Nation, 2001), receptive and productive knowledge (e.g., Webb,
2005), and explicit and implicit knowledge (e.g., Ellis, 1994). These dimensions are by
no means mutually exclusive, and the overlap among them further demonstrates that a
single measure is not enough to capture the construct. Thus, interpreting the findings of
any study first requires an understanding of how vocabulary knowledge was defined. To
this end, this section will discuss several frameworks used to describe the construct of
vocabulary knowledge and the instruments used to measure it.
One of the most commonly used dimensions to distinguish between two different aspects
of vocabulary knowledge is breadth (size) and depth (quality). Simply put, vocabulary
breadth concerns how many words are known by the learner while vocabulary depth
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concerns how well the words are known. Although the distinction seems straightforward,
it is not so simple to apply in practice. There are multiple ways in which size and quality
can be operationalized, and assessments purportedly measuring the same construct may
actually be measuring different things. Schmitt (2014) points outs that most vocabulary
size tests measure knowledge of form-meaning links, but results might look different
depending on whether it is measured through form recall, form recognition, meaning
recall, or meaning recognition. For instance, Laufer and Goldstein (2004) tested learners
through four different formats—passive (meaning) recognition, active (form) recognition,
passive (meaning) recall, and active (form) recall—and found a hierarchy of difficulty
among the different types, with active recall being the most difficult, followed by passive
recall, active recognition, and passive recognition (the easiest). Therefore, vocabulary
size tests using passive recognition would likely result in higher estimates than tests of
active recall. Such issues must be considered when interpreting the results of tests of
vocabulary breadth, especially as many widely used vocabulary assessments, from
classroom tests to standardized tests such as the Vocabulary Levels Test (Schmitt,
Schmitt, & Clapham, 2001), the Vocabulary Size Test (Nation & Beglar, 2007), and the
Peabody Picture Vocabulary Test (Dunn & Dunn, 2007), are measures of vocabulary
breadth.
By contrast, there are not as many measures for vocabulary depth (Wesche & Paribakht,
1996; Schmitt, 2014). One reason for this is that vocabulary depth is more difficult to
capture (Read, 2007), although recent years have seen significant progress in its
conceptualization. Read (1997) identified two approaches for examining vocabulary
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knowledge depth. The first is a developmental approach which “[identifies] levels of
knowledge that may be interpreted as stages in the acquisition of the word” (p. 315). An
example of the developmental approach is Henriksen’s (1999) three continua of
vocabulary development, composed of (a) partial to precise knowledge, (b) depth of
knowledge, and (c) receptive to productive use ability. The partial-precise continuum
acknowledges that learners may start out with a vague sense of vocabulary meaning, and
gradually develop towards precise knowledge. The depth of knowledge continuum is
closely related to the former, as partial to precise is “primarily associated with the
mapping process” while depth of knowledge is “primarily associated with network
building” (p. 313). Thus, the development of depth of knowledge is seen as a necessary
step for learners to move from partial to precise knowledge. Finally, the receptive to
productive use continuum reflects the fact that “most lexical items initially enter the
learner’s receptive vocabulary and may only subsequently become available for
productive purposes” (p. 314). The three continua in Henriksen’s model may be used to
describe the paths along which learners’ vocabulary knowledge develops.
The second approach proposed by Read (1997) is a dimensions approach, which
segments vocabulary knowledge into different components and examines their
development. Perhaps the most widely known framework for vocabulary depth from a
dimensions approach is Nation’s (2001) framework, which identifies the form, meaning,
and use dimensions to compile a comprehensive list of aspects of vocabulary knowledge
(see Table 1). As shown in Nation’s framework, knowledge of form can be broken down
into knowledge of spoken forms, written forms, and word parts. Knowledge of meaning
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consists of knowledge of form-meaning links, concepts and referents, and associations.
Finally, knowledge of use includes knowledge of grammatical functions, collocations,
and constraints on use. Each of these components can be further divided into receptive
and productive knowledge.
Table 1
Aspects of vocabulary knowledge
Form

Spoken

(R) What does the word sound like?
(P) How is the word pronounced?
Written
(R) What does the word look like?
(P) How is the word written and spelled?
Word parts
(R) What parts are recognizable in this word?
(P) What word parts are needed to express meaning?
Meaning Form and
(R) What meaning does this word form signal?
meaning
(P) What word form can be used to express this meaning?
Concepts and (R) What is included in the concept?
referents
(P) What items can the concept refer to?
Associations
(R) What other words does this word make us think of?
(P) What other words could we use instead of this one?
Use
Grammatical (R) In what patterns does the word occur?
functions
(P) In what patterns must we use this word?
Collocations
(R) What words or types of words occur with this one?
(P) What words or types of words must we use with this one?
Constraints
(R) Where, when, and how often would we meet this word?
on use
(P) Where, when, and how often can we use this word?
Note. R = receptive, P = productive. Adapted from Nation (2001, p. 27).
Approaching vocabulary knowledge in this way has allowed researchers to consider
whether different pedagogical approaches may be appropriate for different aspects of
word knowledge. For instance, Brown (2010) briefly compares the views of several
scholars: Nation (2001) and Ellis (1997) both suggest that aspects of form, grammatical
functions, and collocations may be learned best through more exposure to the input,
7

while aspects of meaning (such as the form-meaning link) may require explicit teaching.
Schmitt (2008), on the other hand, argues that knowledge of aspects of both meaning and
form are gained through explicit instruction, although he agrees with Nation and Ellis that
“the more contextualized aspects such as collocation may be best learnt incidentally”
through repeated exposures to the input (Brown, 2010, p. 85).
The developmental and dimensions approaches can also be applied in measuring
vocabulary knowledge (Read, 2000; Schmitt, Ng, & Garass, 2011). A measurement using
the developmental approach “uses scales to chart developing mastery of a lexical item
(e.g. 0 = no knowledge to 5 = full mastery)” (Schmitt et al., 2011, p. 106). Meanwhile,
tests from a dimensions approach attempt to measure different components of vocabulary
knowledge. Although tests of vocabulary depth are less common than vocabulary size
tests, two well-known measures are the Vocabulary Knowledge Scale (VKS) developed
by Paribakht and Wesche (1993) and the Word Associates Test (WAT) developed by
Read (1993, 1998). Each takes a developmental and dimensions approach, respectively.
The VKS is a popular instrument that has been used in many vocabulary studies (e.g., Joe,
1998; Kim, 2008; Nassaji & Tian, 2010). According to its developers, Wesche and
Paribakht (1996), “its purpose is not to estimate general vocabulary knowledge, but rather
to track the early development of specific words in an instructional or experimental
situation” (p. 33). The elicitation and scoring scale for VKS is presented in Figure 1.
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Figure 1
VKS elicitation and scoring scale (Wesche & Paribakht, 1996)
VKS Elicitation Scale
Self-report
categories
I.
II.

I don’t remember having seen this
word before.
I have seen this word before, but I
don’t know what it means.

VKS Scoring Scale
Possible
Meaning
scores

I

1

The word is not familiar at all.

II

2

The word is familiar but its
meaning is not known.

III.

I have seen this word before, and I
think it means _____ (synonym or
translation)

III

3

A correct synonym or
translation is given.

IV.

I know this word. It means _____
(synonym or translation)

IV

4

V.

I can use this word in a sentence:
__________ (Write a sentence.) (If
you do this section, please also do
Section IV.)

V

5

The word is used with
semantic appropriateness in a
sentence.
The word is used with
semantic appropriateness and
grammatical accuracy in a
sentence.

The VKS differs from traditional measures of vocabulary size in that it does not employ
an all-or-nothing scale, but takes into account that vocabulary knowledge develops in
incremental stages. However, the instrument still has certain limitations in indicating
depth. Firstly, the first two scales rely on self-reports while the latter three scales rely on
actual demonstration of knowledge. Bruton (2009) points out that “the numerical scale
assumes an equal interval cline, which is clearly mistaken, especially given the
questionable nominal scale that it converts from, and the jump from reception to
production in numerical terms (3 to 4)” (p. 294). In other words, it is problematic to
assume that the difference between not knowing a word and recognizing a word is equal
to the difference between correctly giving the definition of a word and being able to use it
9

in a sentence in a semantically appropriate way. In fact, Stewart et al. (2012) found that
scales 3 and 4 are psychometrically indistinct, and suggest that they be collapsed into one
category. Another notable limitation of the VKS is its ambiguous scoring criteria.
Wesche and Paribakht (1996) state that “the exact criteria to be judged to determine
‘correctness’ must be established for the given list of words and learning/research context”
(p. 35). However, this means that varying scoring criteria may be applied by researchers,
and thus VKS scores may carry different meanings across studies. It then becomes
important for researchers to specify the scoring criteria that they used (e.g., whether and
how they considered partial knowledge), although this is not always reported in detail
(Zou, 2012).
Some have also pointed out that the VKS allows learners’ progress to be observed in
terms of form-meaning links, but their progress on other aspects of knowledge remain
obscure. For instance, Webb (2013) points out that only at the highest level of the
elicitation scale is knowledge of grammatical functions examined, even though
“knowledge of the grammatical functions of an item may be present at a lower point on
the scale” (p. 3). Thus, the VKS may underestimate learners’ knowledge of certain
components. A measure of vocabulary depth which tries to improve on this limitation is
the WAT. While the VKS takes a developmental approach, the WAT takes a dimensions
approach by measuring at least three aspects of vocabulary depth: form-meaning links,
concepts and referents, and collocations (Webb, 2013). The benefits of the WAT stem
from its “potential to economically measure learners’ familiarity with target words’
meanings and some of their uses as well” (Schmitt et al., 2011, p. 106). An example of a
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WAT item from Read’s 1998 version is presented below in Figure 2. Read’s (1993)
earlier version of the WAT was designed to measure paradigmatic, syntagmatic, and
analytic relationships. However, as the example shows, the later versions tested only
paradigmatic and syntagmatic associates. Furthermore, while the original version
included nouns, adjectives, and verbs, the later version tested just adjectives.
Figure 2
WAT item example (Read, 1998)
sudden
beautiful quick surprising thirsty

change doctor noise school

Note. Answers in bold. Left column: synonyms, right column: collocates.
Despite the merits of testing multiple aspects of word knowledge, the WAT is not
without issues. One issue is that scores are not broken down into components to allow for
the tracking of different word knowledge aspects. According to Webb (2013), different
learners could receive the same score indicating the same degree of vocabulary depth,
even if they display strengths and weaknesses on different components of vocabulary
knowledge. Schmitt et al. (2011) also points out that in many studies employing WAF, a
one-point scoring method is used where one point is awarded per correct answer choice,
instead of an all-or-nothing scoring method where full credit is given only when all
correct associates are selected. As this scoring method is susceptible to guessing, it may
overestimate learners’ depth of knowledge, and Schmitt et al. (2011) call for researchers
to closely examine the scoring methods used when interpreting the results.
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As shown in the discussion above, the construct of vocabulary knowledge can encompass
a wide range of conceptualizations and operationalizations. Furthermore, depending on
how one defines and measures them, different relationships may show up between the
various aspects of vocabulary knowledge (Schmitt, 2014). For instance, in investigating
whether vocabulary size and depth are separate or unified constructs, Schmitt (2014)
compared vocabulary size to several different interpretations of vocabulary depth (e.g.,
receptive versus productive mastery, knowledge of multiple word knowledge components,
knowledge of polysemous meaning senses, etc.). He found that “the answer depends on
how one conceptualizes, and consequently measures, both size and depth” (p. 941). Such
findings highlight the importance for research to specify the construct and measure being
used in order to allow for appropriate conclusions to be drawn.
1.2. Vocabulary learning processes
Having surveyed the various ways in which vocabulary knowledge has been defined and
measured, this section will examine the learning processes involved in L2 vocabulary
acquisition. Two learning conditions which have been of particular interest to vocabulary
researchers are incidental learning and intentional learning. As with any construct
involving awareness or attention, intentional and incidental learning have proved tricky to
define and a unified definition has yet to emerge (Hulstijn, 2003). Nevertheless, in the
area of L2 vocabulary research, it is generally understood that “the involvement of
attention is not deliberately geared towards an articulated learning goal” in incidental
learning, while intentional learning entails deliberate attention “directed at committing
new information to memory” (Hulstijn, 2003, p. 361). In other words, incidental learning
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occurs as a by-product of doing something else, whereas intentional learning involves an
effort to commit something to memory.
Incidental and intentional learning have often been confused with two other prominent
concepts in SLA, namely implicit and explicit learning. The main difference between
these concepts is that intentional and incidental learning refer to learning with or without
attention, whereas explicit and implicit learning refer to learning with or without
awareness. It is possible to be aware of something without attending to it, but the reverse
is not possible (i.e., you cannot attend to something without being aware of it). Lamme’s
(2003) model of awareness, as cited in Indrarathne and Kormost (2016), shows the
relationship between consciousness and awareness (see Figure 3). The learner may
process the input consciously or unconsciously, and consciously processed input may
subsequently be attended or unattended to.
Figure 3
Lamme (2003), as cited in Indrarathne & Kormos (2016)
Attended
Conscious
Unattended
Input

Unconscious
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Conscious
report

An additional level of awareness may be added to this model between the levels of
consciousness and attention (see Figure 4). While consciousness and awareness are for
the most part used interchangeably in the literature, awareness here is treated as a more
heightened sense of consciousness, and thus it is possible for a learner to be broadly
conscious but unaware of something. Such a revised model would show that the learner
may become aware or remain unaware of the consciously perceived input. Input that the
learner becomes aware of may then be either attended or unattended to, while input that
the learner remains unaware of may only be unattended to. The model may demonstrate
how “implicit learning can be incidental only (i.e., without learners’ awareness of an
upcoming retention test, or without learners’ deliberate decision to commit information to
memory),” but “explicit learning can occur both intentionally and incidentally” (Laufer &
Hulstijn, 2001, p. 11). The distinction between intentional and incidental learning is
rarely used in studies of grammar, which tend to focus on explicit and implicit learning
conditions (i.e., a difference in awareness). Research on vocabulary learning, however,
has been more concerned with intentional and incidental conditions (i.e., a difference in
attention).
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Figure 4
Revision of Lamme’s (2003) model to distinguish between consciousness and awareness
Aware
(Explicit)

Attended
(Intentional)

Unaware
(Implicit)

Unattended
(Incidental)

Conscious

Input

Unconscious

Although the distinction between incidental and intentional learning may make sense in
theory, in practice it is much more difficult to separate them out. Typically, incidental
learning conditions in experiments will require participants “to perform a task involving
the processing of some information without being told in advance that they will be tested
afterwards on their recall of that information” while “participants in an intentional
learning situation are told in advance that their recall will be tested afterwards” (Laufer &
Hulstijn, 2001, p. 10). However, it is entirely possible that in an activity designed to
promote incidental learning, a learner decides to deliberately commit information to
memory. The reverse is also possible, as in an activity designed to promote intentional
learning, the learner may not put in the expected amount of effort to retain information.
Therefore, while incidental and intentional learning designs are distinguishable to a
certain extent, what the learner actually does cannot always be controlled. Researchers
should therefore be aware of the potential discrepancy between learning design and actual
learner engagement when interpreting their research findings.
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While gains from intentional learning typically exceed those from incidental learning in
studies (Laufer, 2005; Schmitt, 2008; Schmitt, 2010; Webb, 2007), this does not mean
that incidental learning should be discounted in vocabulary instruction. In fact,
intentional and incidental learning may play different roles in vocabulary acquisition. For
instance, Laufer (2005), who maintained the importance of form-focused instruction for
vocabulary learning, stated nevertheless that meaning-oriented instruction “can be the
source of initial knowledge of words, or reinforce the memory of words not yet firmly
established in the lexicon” (p. 245). Many researchers have suggested that a combination
of intentional and incidental learning may be more beneficial than a purely intentional or
purely incidental approach (e.g., Schmitt, 2008). Moreover, in reality many vocabulary
lessons are likely to involve both to maximize opportunities for learners to learn, practice,
and review vocabulary. Thus, it seems less relevant to debate the superiority of
intentional or incidental learning than to explore the factors which may enhance these
learning approaches.
1.3. Overview
Chapter 1 outlined key concepts in the field of L2 vocabulary research, including
discussions about the construct of vocabulary knowledge, its measurement, and the
learning processes involved in its acquisition. The remaining chapters are organized in
the following way:
Chapter 2 provides a review of the literature on instructed L2 vocabulary acquisition and
task design. Two major frameworks in the field, the involvement load hypothesis and
technique feature analysis, are reviewed in addition to the different variables which may
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affect the effectiveness of tasks. The chapter concludes with the motivation and research
questions of the study.
Chapter 3 outlines the methods of the study, including detailed information about the
research design, participants, materials, and procedures. Information about the scoring
and data analysis are also provided.
In Chapter 4, the results of the statistical analyses are presented. The outcomes of the
three measures of vocabulary learning adopted in the study at two different timepoints are
each reported separately. For each measure, the descriptive statistics are reported first
followed by the results of inferential statistical analyses.
Chapter 5 discusses the main findings of the study in relation to the research questions
posed in the second chapter. The results are interpreted in light of relevant theories and
previous research.
Finally, Chapter 6 provides a summary of the study and highlights the theoretical and
pedagogical implications. It concludes with a discussion of the study’s limitations and
future directions for research.
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CHAPTER 2: LITERAUTRE REVIEW

This chapter reviews two theoretical frameworks which identify the features in tasks
which may facilitate vocabulary acquisition: the involvement load hypothesis and
technique feature analysis. The potential relationships among several variables related to
vocabulary learning are also discussed. At the end of the chapter, the motivation for the
study and research questions are presented.
2.1. Involvement load hypothesis
Researchers have investigated the ways in which vocabulary knowledge may be
processed so that learners are more likely to retain it. Craik and Lockhart’s (1972) levels
of processing theory proposed that the likelihood of retention is higher when information
is processed deeply rather than shallowly. Although there was difficulty in
operationalizing the different levels of processing, the theory was seminal for future
research on depth of processing. The involvement load hypothesis (ILH) proposed by
Laufer and Hulstijn (2001), which builds on Craik and Lockhart’s theory, is perhaps the
most prominently cited framework for operationalizing depth of processing in L2
vocabulary studies. The premise of the ILH is that three major components—need, search,
and evaluation—contribute to the learner’s depth of vocabulary processing during
incidental learning and hence a greater involvement load would lead to better retention.
Need, which is a motivational and noncognitive component, refers to the drive of the
learner to use a word. It may be moderate (extrinsic) or strong (intrinsic). Search is a
cognitive component which refers to the learner’s attempt to find the form or meaning of
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an unknown word. It may be present or absent. Evaluation, another cognitive component,
requires the learner to compare and evaluate a target word against other words or other
meanings. A task may be designated as either inducing moderate or strong evaluation.
The involvement load of a task is “the combination of the presence or absence of the
involvement factors” and “other factors being equal, words which are processed with
higher involvement load will be retained better than words which are processed with
lower involvement load” (Laufer & Hulstijn, 2001, p. 15).
To test their hypothesis, Hulstijn and Laufer (2001) conducted a study with EFL learners
in six intact groups in Israel (n=97) and the Netherlands (n=128). Each group was
randomly assigned to complete one of three tasks with different involvement loads:
reading comprehension with marginal glosses, reading comprehension plus gap-fill, and
composition writing. The reading comprehension with marginal glosses task required
participants to first read a text containing marginal L1 glosses of the target words and
then answer a set of multiple-choice comprehension questions. It was designed to induce
moderate need, no search, and no evaluation. In the reading comprehension plus gap-fill
task, participants read the same text as the previous group, but the target words were
deleted from the text. Participants thus needed to fill in the gaps from a list of words and
to answer the comprehension questions. This task involved moderate need, no search, and
moderate evaluation. Finally, the composition task required participants to write a
hypothetical letter to a newspaper editor while incorporating the target words. It involved
moderate need, no search, and strong evaluation. In summary, the respective involvement
loads of the tasks were 1, 2, and 3, with reading comprehension with marginal glosses
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inducing the lowest involvement load and composition writing inducing the highest.
Hulstijn and Laufer (2001) found support for their hypothesis, as the composition group
showed the highest retention on a meaning recall measure while the reading
comprehension with marginal glosses group showed the lowest. Other studies have found
similar support for the ILH (e.g., Kim, 2008; Keating, 2008; Laufer & Girsai, 2008;
Nassaji & Hu, 2012) and the tasks and results of these studies are summarized in Table 2.
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Table 2
Summary of studies investigating the ILH
Study
Kim
(2008)

Tasks (involvement load)
Experiment 1:
• Reading (1)
• Gap-fill (2)
• Composition (3)
Experiment 2:
• Sentence writing (3)
• Composition (3)

Keating
(2008)

•
•
•

Task 1: Reading + glosses (1)
Task 2: Reading + fill-in (2)
Task 3: Sentence writing (3)

Laufer &
Girsai
(2008)

•

Meaning focused instruction (MFI)
(+/- need, +/-search, +/-evaluation)
Non-contrastive form-focused
instruction (FFI) (Task 1: +need,
+search, -evaluation; Task 2:
+need, + search, +evaluation)
Contrastive analysis and translation
(CAT) (Task 1: +need, +search,
+evaluation; Task 2: +need,
+search, ++evaluation)
Task 1: Read a text with multiplechoice glosses (Low)
Task 2: Read a text and infer the
meaning of target words with no
options provided (Moderate)
Task 3: Read a text and infer the
meaning and make derivational
changes to the target words (High)

•

•

Nassaji
& Hu
(2012)

•
•

•
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Key results
• Composition was more
effective than Reading and
Gap-fill for initial learning and
retention.
• Sentence writing and
Composition were equally
effective for initial learning and
retention.
• Passive word recall: Task 2 and
Task 3 were more effective
than Task 1 for initial learning
and retention.
• Active word recall: Task 3 was
most effective and Task 1 was
least effective for initial
learning.
• CAT was more effective than
MFI and FFI for initial learning
and retention.

•

Task 3 was more effective than
Task 1 and Task 2 for retention.

Although there is general support for the ILH, it is important to note some conflicting
evidence and potential limitations. One issue lies in the ambiguous operationalization of
the involvement load components. While the theoretical premise is straightforward, the
criteria for differentiating among the different levels of need, search, and evaluation are
not always clear. This has given room for slightly varying interpretations in studies. For
instance, in her investigation of the evaluation component, Zou (2017) compared three
exercises: cloze exercises, sentence writing, and composition writing. There would not be
a distinction between the sentence writing and composition writing activities in terms of
evaluation according to the ILH, which would merely posit that both activities involve
strong evaluation. However, the results of the study indicated that composition writing
was most effective for vocabulary learning as measured by the VKS, followed by
sentence writing and cloze exercises. Thus, Zou (2017) argued that evaluation could be
further refined in terms of whether cognitive processes are activated at the sentence or
composition level, since the two levels promote processes such as chunking, hierarchical
organization, and pre-task planning to differing degrees. A similar argument can be made
about the search component. Although previous studies have operationalized search in
terms of whether a task requires the learner to search for the words or not, Zou (2016)
compared the two search modes of dictionary search and inferencing and found them to
differ in effectiveness. Thus, the current ILH’s binary distinction of search conditions
may obscure the fact that the quality of search can vary. More studies following Zou
(2016, 2017) are needed to further specify the qualitative differences within a single
component.
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2.2. Technique feature analysis
Technique Feature Analysis (TFA) is a framework proposed by Nation and Webb (2011)
which extends beyond the features examined in the ILH. The framework elaborates on
the components that make vocabulary learning effective and comes up with a
comprehensive checklist (see Table 3). Five conditions for learning are included in the
framework: motivation, noticing, retrieval, generation, and retention. The first set of
criteria based on motivation evaluates whether an activity has a clear learning goal and
whether it is motivating for learners. The second set of criteria based on noticing is
concerned with whether the activity promotes attention and awareness of the target words.
The third set of criteria on retrieval examines whether there are opportunities for learners
to strengthen their knowledge of words by recalling them on subsequent encounters. The
fourth category, generation, involves meeting or using the words in new contexts. Finally,
the last set of criteria involves retention, and looks at whether the activity allows
successful linking of form and meaning, uses instantiation and imaging, and avoids
interference.
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Table 3
TFA checklist
Criteria
Motivation

Is there a clear vocabulary learning goal?
Does the activity motivate learning?
Do the learners select the words?
Noticing
Does the activity focus attention on the target words?
Does the activity raise awareness of new vocabulary
learning?
Does the activity involve negotiation?
Retrieval
Does the activity involve retrieval of the word?
Is it productive retrieval?
Is it recall?
Are there multiple retrievals of each word?
Is there spacing between retrievals?
Generation Does the activity involve generative use?
Is it productive?
Is there a marked change that involves the use of other
words?
Retention
Does the activity ensure successful linking of form and
meaning?
Does the activity involve instantiation?
Does the activity involve imaging?
Does the activity avoid interference?
Maximum score
Note. Adapted from Nation and Webb (2011).

Scores
0
0
0
0
0

1
1
1
1
1

0
0
0
0
0
0
0
0
0

1
1
1
1
1
1
1
1
1

0

1

0
0
0

1
1
1
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Studies on TFA have found it to be a promising framework for explaining vocabulary
learning and evaluating tasks. Hu and Nassaji (2016) compared the effects of four tasks
using the ILH and TFA frameworks. The tasks were reading a text and completing
reading comprehension multiple-choice items (Task 1), reading a text and choosing
definitions (Task 2), reading a text and filling in the blanks (Task 3), and reading a text
and re-wording sentences (Task 4). The ILH and TFA both generated the same scores for

24

Task 1, 2, and 4. However, the ILH predicted a lower index for Task 3 than the other
three tasks while TFA predicted a higher score for Task 3. Based on a hierarchical
multiple regression, Hu and Nassaji found that TFA was a stronger predictor for
vocabulary learning gains than the ILH. In another study by Zou, Wang, Kwan, and Xie
(2018), four tasks were compared: reading comprehension with pictorial annotations
(Task 1), cloze exercises with textual annotations (Task 2), cloze exercises with pictorial
annotations (Task 3), and sentence writing with textual annotations (Task 4). The
differences among the four tasks came from the components of generative use,
productive generative use, and imaging. Based on TFA scores, Task 3 and Task 4 were
predicted to be more effective than Task 1 and Task 2. The results were in line with these
predictions, providing further support for TFA as a viable framework.
In addition to the studies above, TFA may also to an extent explain some of the
contradictory evidence found in previous studies on the ILH. For instance, in Zou’s (2017)
study which compared cloze exercises, sentence writing, and composition writing, the
difference between sentence writing and composition writing can be accounted for by
TFA, since composition writing involves a higher degree of generation than sentence
writing by requiring the use of other words. Also for Zou’s (2016) study comparing
dictionary search and inferencing, the difference between the two can be explained by the
retention criteria in TFA, as dictionary search ensures successful linking of form and
meaning unlike inferencing.
Although TFA incorporates many elements that are found to be conducive to vocabulary
learning, there are several issues that warrant further investigation. One issue is that TFA
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allocates scores equally to each component. However, it is possible that some
components may contribute more to vocabulary learning than others and thus should be
weighted more. Furthermore, moderating factors for the components may also exist.
Therefore, it may be beneficial to investigate the effects of the different components in
relation to other variables.
2.3. Factors in vocabulary development
As demonstrated by the ILH and TFA frameworks, there are many factors which may
influence vocabulary development. The frameworks above explored a number of taskrelated variables which can be manipulated by modifying the tasks themselves. However,
there are also variables external to the task that one must consider as well. For instance,
Uchihara, Webb, and Yanagisawa (2019) identify different learner variables, word
characteristics, text characteristics, and methodological or treatment variables which may
affect vocabulary learning. Because such factors affect learning not only independently,
but also in interaction with each other, it is important to investigate their relationships in
addition to their independent effects. As Dewaele (2013) notes, “more and more
researchers accept that a dynamic perspective is necessary, acknowledging the complex
interplay of independent variables in SLA” (p. 159). A factor of particular interest in this
study is learner proficiency level. In this section, the role of proficiency level will be
examined in relation to two task-related variables: frequency of encounters and imaging.
2.3.1. Proficiency level and frequency of encounters
Frequency of encounters is one factor which significantly influences vocabulary retention.
Generally, learners’ retention increases with repeated exposures (Schmitt, 2008). In
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formulating the ILH, Laufer and Hulstjn (2001) point out that a central question “is
whether retention depends on what one does with the word rather than how often one
meets it” (p. 22). They call on researchers to explore this question by investigating both
task types and frequency of encounters. One such study which examines the effects of
task type and frequency on vocabulary retention was conducted by Folse (2006), who
compared three different conditions: completing a fill-in-the-blank exercise, a sentence
writing exercise, or three fill-in-the-blank exercises. According to the ILH, sentence
writing would have a higher involvement load than a fill-in-the-blank exercise. However,
as Folse included repetition as a factor, this allowed him to compare the effects of
repetition relative to involvement load. In fact, the results showed that sentence writing
was more effective than completing one fill-in-the-blank exercise. However, completing
three fill-in-the-blank exercises was found to be more effective than sentence writing.
Thus, number of retrievals was found to be a key factor in his study other than
involvement load.
Another study by Bao (2016) compared four tasks with the same or different involvement
loads: definition (+need, -search, +evaluation), combining (+need, -search, +evaluation),
translation (+need, -search, +evaluation), and writing (+need, -search, ++evaluation). The
definition, combining, and translation tasks all had the same involvement load while the
writing task had the highest involvement load. According to the results, all tasks were
more effective than the control task. However, the study only found partial support for
the ILH, as the definition task was most effective in terms of receptive vocabulary
knowledge, while for productive knowledge, the definition, translation, and writing tasks
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were found to be similarly effective, and they all outperformed the combining task. Bao
explains that the results may have been influenced by the presence of other factors such
as contextual clueing and frequency of word encounters. For instance, it was speculated
that the definition task may have encouraged students to return to the marginal glosses in
the reading text in order to compare their own answers to the L1 translations, leading to
multiple encounters. It was believed that students completing the other tasks were
unlikely to do this, since the words were presented individually and comparisons did not
need to be made in order to complete the tasks. These findings indicate that it is
important to consider the ILH while also considering other factors that might influence
vocabulary learning.
While frequency undoubtedly plays an important role in vocabulary learning, the effects
may be moderated by the proficiency level of the learner. Zahar, Cobb, and Spada (2001)
investigated the effects of frequency in learners from five different proficiency groups
and found that lower proficiency learners relied more on frequency than high proficiency
learners. They explained that “learners who know fewer words need to meet a word
several times before they have learned it” while “learners who know more words seem
able to accomplish the same amount of learning in fewer occurrences” (p. 553). A metaanalysis by Uchihara et al. (2019) also found that frequency was more likely to be
beneficial for low proficiency learners than lexically proficient learners, where they
defined vocabulary knowledge in terms of the most frequent 2000 word families. They
suggest that “beyond a certain point in vocabulary growth, learners may be able to
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acquire L2 words in fewer encounters and need not receive as many encounters as
learners with smaller vocabulary sizes (Zahar et al., 2001)” (p. 584).
However, some studies found conflicting results. For instance, Tekman and Daloǧlu
(2006) also examined the effects of word frequency and proficiency level on vocabulary
retention. In their study, learners from three proficiency groups were given a reading
passage and tested on words that appeared in the text. It was found that the lowest
proficiency group was least affected by frequency followed by the highest proficiency
group and the middle proficiency group. The finding that lower proficiency learners
benefitted least from frequency conflicted with findings from Zahar et al. (2001). Tekman
and Daloǧlu (2006) raised the possibility that “the lowest group had only the minimum
vocabulary knowledge (50% of the 2000-word level) to comprehend the text and this was
not sufficient for them to deduce the meaning of some of the words from context, no
matter how varied the context or how frequently they appeared. Thus, the number of
times a word occurred in the text was less relevant” (p. 235). As the findings from studies
seem inconclusive, further investigation is needed into the role that proficiency level
might play in frequency effects.
2.3.3. Proficiency level and visual aids
The use of visual aids is another task-related factor which is widely believed to promote
learning. Especially with the expansion of mobile-assisted and computer-assisted
language learning contexts, the incorporation of multimedia—“a technology for
presenting material in both visual and verbal forms” (Mayer, 2020, p. 6)—into instruction
has been made easier, and more researchers are exploring how best to design tasks while
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utilizing multimedia. However, what is still less understood is under what circumstances
multimedia instruction is most effective, and how best to incorporate visual aids to
maximize learning. Although many studies examining the effects of multimedia
instruction have been conducted, the results are conflicting.
In general, visual aids have been found to facilitate learning. Yoshii and Flaitz (2002)
compared three types of annotations (text only, picture only, and text and picture) among
learners of two proficiency levels (beginning and intermediate) and found that the text
and picture group outperformed the other two groups. Kim and Gilman (2008) also
compared the effects of different types of multimedia components on learners’
vocabulary retention. The six conditions included in their study were (a) visual text only,
(b) visual text with spoken text, (c) visual text with graphics, (d) visual text with graphics
and spoken text, (e) reduced visual text with spoken text, and (f) reduced visual text with
graphics and spoken text. They found that the use of graphics led to better vocabulary
learning gains, as the groups with visual text with graphics and visual text with graphics
and spoken text performed better than the other groups. Furthermore, in a study by Plass,
Chun, Mayer, and Leutner (2003) examining the effects of no annotations, verbal
annotations, visual annotations, or both on second language learners, “participants
learned more vocabulary words when both visual and verbal annotations were present
than when only one type of annotation or no annotations were present” (p. 236).
The effects of pictures seem to be moderated by a proficiency variable. Meta-analyses
conducted by Yun (2011) and Ramezanali et al. (2021) have found that “lower
proficiency learners … tended to learn more with the help of additional glossing modes
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than higher proficiency learners” (p. 124). It seems that lower proficiency learners may
be able to benefit from additional modes of information to make up for potential struggles
in comprehending text whereas more advanced learners may find textual information to
be sufficient for comprehension. Furthermore, while Yoshii and Flaitz (2002) did not find
proficiency level to be a moderating factor in their study, this could be because the study
only included beginning and intermediate learners who both could have benefitted from
multimedia instruction. Studies comparing these proficiency groups with more advanced
learners may present different results.
However, there were also studies where pictures were found to be distracting in some
circumstances. For instance, the previously mentioned study by Plass et al. (2003) also
examined whether the effects of the annotations might differ based on students’ verbal
and spatial ability. The results found that “low-verbal ability learners performed
significantly worse on the vocabulary test than high-verbal ability learners when only
visual information was available … and when both visual and verbal information were
available” (p. 232). In another study comparing different presentation modes in a
multimedia program for children, Acha (2009) found that children in the verbal
annotation only mode showed better recall than children in the visual annotation only or
verbal and visual annotation mode. The results were explained by the extra cognitive load
that the additional processing of a picture entails.
The findings from multiple studies taken together indicate that visual aids may not be
universally helpful, and not all learners seem to benefit from them equally. Proficiency
level does seem to be a moderating variable, but the exact relationship between
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proficiency level and the effectiveness of multimedia instruction needs further
clarification. Even though Yun (2011) and Ramezanali et al. (2021) found additional
glossing to be helpful for lower level learners, studies such as Plass et al. (2003) and
Acha (2009) would suggest that lower proficiency learners who might have a more
limited cognitive load when processing the L2 than higher proficiency learners could be
distracted by the additional visual information. In sum, more studies are needed to
provide insights into such results to explain the circumstances under which multimedia
instruction may be beneficial and to promote better ways to utilize multimedia instruction.
2.4. Motivation for the study and research questions
As discussed in this chapter, further research is warranted on the effects of different task
features on vocabulary learning as highlighted by the frameworks of the ILH and TFA.
Particularly, the potential for differential task effects depending on task-external factors,
such as proficiency level, need to be considered. This study aims to address the issues
discussed above by comparing the effects of four different online tasks on L2 vocabulary
learning among high intermediate and advanced learners of English. The four tasks are
sentence writing (SW), fill-in-the-blank (FIB), fill-in-the-blank with pictures and audio
(FIB+PA), and word study with pictures and audio plus fill-in-the-blank (WS+PA+FIB).
A detailed description of the tasks and how they differ in terms of the ILH and TFA are
provided in the methods section. The following research questions will be explored in the
study:
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1. Do the four instructional tasks lead to greater gains in vocabulary knowledge
relative to the control task? How do the four tasks differ in terms of their
effectiveness for vocabulary learning?
2. Does L2 proficiency level moderate the effect of task type on vocabulary learning?
3. To what extent can the relative effectiveness of the four instructional tasks be
explained by the involvement load hypothesis and technique feature analysis?
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CHAPTER 3: METHODOLOGY

This chapter describes the methodology of the study, including the research design,
participants, materials, study procedures, and data analysis methods.
3.1. Design
The study adopted a between-subjects experimental design with a pre-test, immediate
post-test, and delayed post-test. Participants were randomly assigned to one of five
groups: one of four instruction groups or a control group. Each instruction group
completed one of the four tasks: (a) sentence writing (SW), (b) fill-in-the-blank (FIB), (c)
fill-in-the-blank with pictures and audio (FIB+PA), and (d) word study with pictures and
audio plus fill-in-the-blank (WS+PA+FIB).
3.2. Participants
The participants were 75 adult learners of English. They were recruited through emails
and flyers distributed among undergraduate, graduate, and university English language
programs as well as other interested individuals. Since the study was conducted online,
the recruitment settings included both second and foreign language contexts. To gauge
general English language proficiency, participants were asked to self-report their most
recent scores on the TOEFL, IELTS, or other English proficiency test. If they did not
have a test score, they were asked to report their current placement level in their English
language program. According to their self-reports, participants’ general English language
proficiency levels could be categorized as either high intermediate (35) or advanced
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(40).1 Learners at these levels were considered to be proficient enough to perform the
tasks selected for the study. Participants came from a variety of L1 backgrounds, with the
largest group being Mandarin Chinese (48) followed by Korean (16), Japanese (8),
Arabic (2), and Kazakh (1). These languages are considered to share less cognates with
English compared to languages such as Spanish, French, Italian, etc., and hence it is less
likely that some participants would be able to learn the target words more easily due to
cognates in their L1. Participants were also asked to report their length of stay in an
English-speaking country and their length of study in an English-medium postsecondary
academic context. Their length of stay and length of study ranged from 0-7 and 0-5.5
respectively.2
3.3. Materials
3.3.1. Target words
Twelve target words were selected for the study. In order to choose words that the
participants were less likely to be familiar with, high-frequency words were excluded,
and only mid- and low-frequency words were included as target items. Following Schmitt
and Schmitt (2014), high-frequency words were defined as the 3000 most frequent word

1

TOEFL iBT scores of 72-94 and IELTS scores of 5.5-6.5 correspond to a B2 (high intermediate) level in
CEFR while TOEFL iBT scores of 95-113 and IELTS scores of 7.0-8.0 correspond to a C1 (advanced)
level in CEFR. Other proficiency test scores reported by participants included scores on the CET4, CET6,
and TOEIC. According to Li (2021), CET4 mostly aligns with the CEFR B1 (intermediate) level, and Zou
(2017) considered CET4 scores of 425-450 to be roughly equivalent to an IELTS score of 5.5. As
participants in this study who had taken the CET4 reported scores at or above 500 but below 600, they were
considered high intermediate learners. Participants who had taken the CET6 reported scores between 440
and 520, which roughly correspond to scores of 470 and 550 on the CET4. Thus, they were also considered
high intermediate learners. As for TOEIC, scores of 750-900 were considered high intermediate while
scores above 900 were considered advanced.
2
Learners who had studied in an English-medium academic context prior to postsecondary education were
not included the study to increase the likelihood that participants would have similar experiences with
learning English.
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families, mid-frequency words were defined as word families between the 3000 and 9000
frequency levels, and low-frequency words were defined as word families at or beyond
the 9000 frequency level. The frequency levels were based on Nation’s (2012)
BNC/COCA word family lists. The target words included an equal mix of nouns (4),
adjectives (4), and verbs (4), and the number of syllables for each word was kept between
three and five syllables. The words selected were insinuation, alacrity, paragon,
drudgery, parsimonious, meticulous, rambunctious, cavalier, ameliorate, elucidate,
vacillate, denigrate. The definitions for the target words were adapted from the
Cambridge Learner’s Dictionary, the Collins English Dictionary, and the MerriamWebster’s Learner’s Dictionary. An example sentence was also written for each word to
be used in the tasks. The target words, definitions, and example sentences are presented
in Appendix A.
3.3.2. Tasks
Five tasks were used in the study: sentence writing (SW), fill-in-the-blank (FIB), fill-inthe-blank with pictures and audio (FIB+PA), word study with pictures and audio plus fillin-the-blank (WS+PA+FIB), and control. Detailed descriptions for each task are
presented in Table 4. The tasks were designed to induce different levels of involvement
and incorporated different task features according to the frameworks of ILH and TFA.
The involvement load and TFA scores for each task are presented in Table 5 and Table 6,
respectively. For the TFA scores, only the features expected to be different among the
tasks were considered. According to the ILH, SW generates the highest involvement load
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while FIB and FIB+PA share the same involvement load.3 From a TFA perspective,
WS+PA+FIB receives a score of 2, which is the highest among the tasks, while SW and
FIB+PA each receive a score of 1. FIB receives a score of 0. The predicted relative
effectiveness of the tasks is SW > FIB = FIB+PA according to the ILH, and
WS+PA+FIB > SW = FIB+PA > FIB according to TFA.

3

It should be noted that the involvement load hypothesis applies only to incidental learning tasks. Because
WS+PA+FIB is likely to involve intentional learning, it may not be suitable to apply the involvement load
hypothesis here.
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Table 4
Task descriptions for each group
Task type
Sentence writing
(SW)
Fill-in-the-blank
(FIB)

Fill-in-the-blank
with pictures and
audio (FIB+PA)

Word study with
pictures and audio
plus fill-in-theblank
(WS+PA+FIB)

Control

Task description
Participants are asked to write an original sentence using the target
word. They can click on a button to hear the word’s pronunciation
and to see the definition, part of speech, and an example sentence.
Participants are asked to fill in the blank in a sentence from four
word options. They can click on a button to hear the word’s
pronunciation and to see the definition and part of speech. If they
get the correct answer, they can move on to the next question. If
they enter an incorrect answer, they are asked to check their
answer.
Participants are asked to fill in the blank in a sentence from four
word options. They can click on a button to hear the word’s
pronunciation and to see the definition and part of speech. If they
get the correct answer, they will be directed to a page which plays
the audio of the pronunciation and reads the definition for them.
They are also shown a picture related to the word along with the
completed example sentence. They can move on to the next
question any time after the audio stops playing. If they enter an
incorrect answer, they are asked to check their answer.
The activity is divided into two parts. In the first part, participants
are instructed to study the target words to make sure they
understand the definition. They are also told that they only need to
understand the definition, not memorize it. The words are
presented one at a time, and each word page plays the audio of the
pronunciation and definition being read. The participants can click
on a button to hear the pronunciation again. They can move on to
the next page any time after the audio stops playing. In the second
part, participants are asked to fill in the blank in a sentence from
four word options. They can click on a button to hear the word’s
pronunciation and to see the definition and part of speech. If they
get the correct answer, they can move on to the next question. If
they enter an incorrect answer, they are asked to check their
answer.
Participants are asked to do a word categorization activity with
non-target words. They were only exposed to the target words
through the pretest and posttests.
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Table 5
Involvement loads of the four instructional tasks

Need
Search
Evaluation
Sum

SW
+
+
++
4

FIB
+
+
+
3

FIB+PA
+
+
+
3

WS+PA+FIB
n/a
n/a
n/a
n/a

FIB
0
0
0
0

FIB+PA
0
1
0
1

WS+PA+FIB
0
1
1
2

Table 6
TFA scores of the four instructional tasks

Productive generation
Imaging
Retrieval
Sum

SW
1
0
0
1

The task materials were created online using Qualtrics software. The definition, word
class, and pronunciation for each target word was provided for all instruction groups
during the tasks through clickable buttons. For SW, an example sentence was also
provided for each word, and these were the same sentences that were used in the fill-inthe-blank exercises for FIB, FIB+PA, and WS+PA+FIB. For FIB+PA and WS+PA+FIB,
a picture that represented the target word was also shown to participants. In FIB+PA,
these pictures were presented after the participants had answered each fill-in-the-blank
item. For WS+PA+FIB, the pictures appeared during the first part of the activity when
participants were asked to study the definitions of the words. Figure 5 shows sample
items from each task.
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Figure 5
Sample items

SW: Sentence writing item

FIB, FIB+PA, WS+PA+FIB:
Fill-in-the-blank item

FIB+PA: Picture screen after completing
fill-in-the-blank item

WS+PA+FIB: Word study item

3.3.3. Pretest and posttests
Participants’ vocabulary knowledge was measured through two tests: a modified version
of the Vocabulary Knowledge Scale (VKS; Paribakht & Wesche, 1996) and a multiplechoice meaning recognition test. All test materials were also adapted online using
Qualtrics.
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Folse’s (2006) modified VKS, also used by Zou (2017), was adopted in the study. It was
intended to measure participants’ development in vocabulary knowledge through
meaning recall and productive use. Instead of the original five VKS scales, it uses three
scales to measure vocabulary knowledge (see Figure 6). Participants were instructed to
check the option that best described their level of knowledge for each word. If they
indicated that they could use the word in a sentence, they were also asked to provide the
meaning of the word. The modified VKS was used as a pretest, immediate posttest, and
delayed posttest.
Figure 6
Sample modified VKS item

The multiple-choice test was intended to measure participants’ vocabulary knowledge
through meaning recognition. For each word item, participants were asked to select the
correct definition from four options. The distractors were all definitions for words which
were the same part of speech as the question item and had appeared before in the task.
This was to prevent participants from inferring that a definition which had not appeared
in the task would not be the answer. In addition, an “I don’t remember this word” option
was added to discourage guessing. The test was used as an immediate and delayed
posttest.
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Figure 7
Sample meaning recognition item

3.4. Procedure
All participants met with the researcher individually via Zoom for two separate sessions.
During the first session, participants completed a background survey and took the VKS
pretest. Immediately after the pretest, they participated in one of the five tasks that they
were randomly assigned to do. While doing the tasks, participants were asked to share
their computer screen with the researcher and their screen activity was recorded. Once
participants completed the tasks, there was a 15 second delay on screen, after which they
were directed to a new page to take the immediate posttests. There was no time limit to
finish the tasks or the tests.
The second session occurred one week after the first session. During this session,
participants took the delayed posttests and completed a post-study survey. They also
received a debriefing of the study.
3.5. Data analysis
3.5.1. Scoring
Three types of scores were collected from the tests: a meaning recall score, a total VKS
score, and a meaning recognition score. The meaning recall and total VKS scores were
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calculated from the modified VKS, while the meaning recognition score was calculated
from the multiple-choice test.
Meaning recall
The definition portion of the modified VKS was used as a measure of meaning recall. For
each word, 1 point was awarded if the definition was given correctly, 0.5 points if the
definition was partially correct, and 0 points if an incorrect definition was given or if the
participant could not recall the word. In Zou’s (2012) study, three types of answers were
given partial credit: “(1) only partially expressed the core meaning of the target word, (2)
added irrelevant or incorrect information to the core meaning, or (3) expressed a meaning
that was correct with regard to concept but incorrect with regard to part of speech” (p.
128). This study also adapted Zou’s (2012) rating criteria for scoring partially correct
responses. However, one difference from Zou’s scoring scheme was that meanings
expressed correctly but in a different part of speech (e.g., “to say something bad in
indirect way” as the definition of insinuation) were given full credit. As will be discussed
later, errors in part of speech were considered when rating the grammatical accuracy of
sentences. Table 7 presents sample responses for each answer type.
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Table 7
Answer types for meaning recall
Answer type (Score)
1. incorrect meaning (0)
2. only partially
expressed the core
meaning (0.5)
3. added irrelevant or
incorrect information
to the core meaning
(0.5)
4. correct meaning (1)

Word
cavalier
insinuation
paragon

meticulous
elucidate

Example
Participant’s response
pay attention deeply
make a critical comment on
something
something good
be passionate about something,
very detailed about it
to explain and make things clearer

In some instances, participants responded with a definition for the word which was
correct but not the one provided in the task. For instance, parsimonious can mean both
“succinct” and “stingy” but only the latter definition was provided in the study. In this
case, the response “succinct” was not marked as correct. However, such instances rarely
occurred.
The scores that participants could receive for each word ranged from 0-1, and the
maximum total score possible for meaning recall was 12.
Total VKS scores
Participants’ total VKS scores were also calculated. In scoring the modified VKS, Folse
(2006) and Zou (2012) awarded one point for correctly supplying a definition and one
point for writing a semantically appropriate and grammatically accurate sentence. Thus,
the scores that participants could receive for each target word ranged from 0-2. In the
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current study, the possible scores for each item ranged from 0-3: One point for the
definition, one point for the semantic appropriateness of the sentence, and one point for
the grammatical accuracy of the sentence. The meaning recall scores outlined above
served as the definition scores. The semantic appropriateness and grammatical accuracy
of each sentence was rated separately.
For semantic appropriateness, a response received credit only if the definition component
received at least partial credit. That is, if an incorrect definition was given, the sentence
received 0 points even if the semantic context seemed appropriate. Three answer types
were given partial credit in terms of semantic appropriateness: answers expressing the
meaning in a limited context, answers using the word with inappropriate lexical
collocates, and answers only partially expressing the core meaning. Sample responses for
each answer type are given in Table 8.
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Table 8
Answer types for semantic appropriateness
Answer type (Score)
1. provided irrelevant context (0)
2. the meaning of the sentence
was unclear (0)
3. only provided limited context
(0.5)
4. used inappropriate lexical
collocates (0.5)
5. only partially expressed the
core meaning (0.5)
6. provided appropriate semantic
context (1)

Word
alacrity
insinuation
meticulous
parsimonious
insinuation
vacillate

Example
Participant’s response
The dress is such an alacrity for this
event tonight.
Your reaction on this problem would
show me as the insinuation.
He is a meticulous person.
The stock market is always
parsimonious and greedy.
John told Amy her appearance is not
good, which is an insinuation.
When he get a option to have only
one flavor, he would vacillate
between green tea and vanilla flavor.

Grammatical accuracy was scored using fairly lenient criteria. The rationale for adopting
a lenient scoring scheme was that students are unlikely to master the ability to use a word
in a grammatically accurate way based on one exposure (Webb, 2007). Since this study
gave limited exposure to the words in sentences, it did not make sense to mark
grammatical accuracy based on information from outside the sentence context. Therefore,
only the following aspects were considered in the lenient criteria: grammatical functions,
noun countability, verb transitivity, and prepositions if applicable. These were
information that could be gleaned from the definitions and example sentences provided in
the tasks. Inflectional errors were not considered because the sentences used in the tasks
all employed base forms of the words without inflections. In addition, for words that
required a preposition, a narrow interpretation was used when judging their
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appropriateness so that only prepositions that appeared in the example sentences were
marked as correct. Using the word correctly according to its grammatical function was a
prerequisite, since responses could not be rated on other aspects if the part of speech was
incorrect. Thus, if the word was used as an incorrect part of speech, a response
automatically received 0 points. Furthermore, sentences that received a 0 in semantic
appropriateness were not rated.
Table 9
Answer types for grammatical accuracy
Answer type (Score)
1. error in grammatical function (0)
2. error in noun countability (0.5)

Word
elucidate
insinuation

3. error in verb transitivity (0.5)

denigrate

4. error in preposition (0.5)

paragon

5. grammatically accurate sentence (1)

ameliorate

Example
Participant’s response
The host can explain the rules
in a elucidate way.
He heard insinuation by his
close friend.
Many people don’t like him
because he always denigrate.
Students always regard him as
a paragon in study.
The painkiller ameliorated his
suffering.

Based on the definition, semantic appropriateness, and grammatical accuracy scores, a
total score was calculated. The scores possible for each word ranged from 0-3, and the
maximum score possible for the modified VKS was 36.
In addition to the total scores, the number of words per scoring category was also
calculated. To assign words to a category, partial scores needed to be considered. Thus, a
more lenient interpretation of scoring was used for the definition and semantic
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appropriateness where if a word received at least partial credit it was assigned to the
category as it showed evidence that the learner was aware of the meaning of the word. On
the other hand, a stricter interpretation was used for grammatical accuracy; although in
the more lenient criteria outlined above, errors in grammatical function were treated as
more serious, in assigning categories, all errors were considered with similar importance.
Thus, only if the word met this strict criteria was it assigned to this category.
Meaning recognition
Scores for meaning recognition were obtained from the multiple-choice test which was
scored on a dichotomous 0/1 scale. Participants received 1 point for each item that they
answered correctly. The maximum score possible for meaning recognition was 12.
3.5.2. Analysis
Based on the scores obtained from the measures above, descriptive statistics were
computed for each of the tests. Since there were three types of scores (meaning recall,
total modified VKS score, and meaning recognition) for two time points (immediate and
delayed posttest), each participant received six scores.
Several statistical procedures were considered for testing the main effects of task type
and proficiency level as well as the interaction effect. Multiple regression analyses were
run first for each of the scores to test for the existence of an interaction effect. Although
the small sample size was a concern for running the regression models, regression
analyses were still chosen since with up to ten predictor variables (4 dummy coded task
type variables, 1 dummy coded proficiency level variable, 4 interaction terms, and 1
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pretest score variable), the sample size met the minimum requirement that “the ratio of
cases to PVs not be lower than 5:1” (Plonsky & Ghanbar, 2018, p. 716).
The results of the regression analyses were followed up by post hoc tests which were
selected based on the statistical assumptions met by the data. If a significant interaction
was found, tests for simple main effects were conducted through multiple one-way
ANOVAs with Games-Howell post hoc comparisons for unequal variances and unequal
sample sizes. Welch’s F test and non-parametric ANOVA on ranks (Kruskal-Wallis) tests
were also conducted to compare with results of the ANOVAs, since the assumptions of
ANOVA were violated in some cases. In the case of no interaction, the regression model
was run again with different reference groups and the regression coefficients were
compared.
More detailed information about the statistical analysis is presented in the results section.

49

CHAPTER 4: RESULTS

The statistical analysis results of the meaning recall, modified VKS, and meaning
recognition measures are reported in this chapter. For each measure, a hierarchical
regression model was fitted to examine whether task type, proficiency level, and the
interaction between task type and proficiency level significantly explained the variance in
scores. Additionally, follow-up analyses were conducted with either multiple one-way
ANOVAs or further regression analyses to examine group differences. Of the 75
participants who took part in the study, three participants did not participate in the
delayed posttests; therefore, the immediate posttests had a sample size of 75 while the
delayed posttests had a sample size of 72.
4.1. Meaning recall
The gain scores for meaning recall were calculated by subtracting the pretest scores from
the immediate posttest and delayed posttest scores. Descriptive statistics for the gain
scores are presented in Table 10. In terms of immediate gains in vocabulary knowledge,
high intermediate learners who completed WS+PA+FIB had the highest mean gain score
(M=5.556), followed by SW (M=3.278), FIB+PA (M=2.833), FIB (M=.700), and control
(M=.000). The order slightly differed for delayed posttest gains, with WS+PA+FIB
having the highest mean gain score (M=3.056), followed by FIB+PA (M=2.583), SW
(M=1.813), FIB (M=.500), and control (M=.083).
For advanced learners, the mean immediate posttest gain score was highest for SW
(M=8.500), closely followed by WS+PA+FIB (M=8.333), then FIB (M=6.550), FIB+PA
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(M=5.333), and control (M=.278). The order was the same for delayed posttest gain
scores, with SW having the highest mean gain score (M=7.750), followed by
WS+PA+FIB (M=7.167), FIB (M=6.100), FIB+PA (M=4.500), and control (M=1.125).
Figure 8 illustrates the differences in gain scores between task types, proficiency levels,
and timing of test.
Table 10
Descriptive statistics for meaning recall gain scores

High Intermediate
SW
FIB
FIB+PA
WS+PA+FIB
Control
Total
Advanced
SW
FIB
FIB+PA
WS+PA+FIB
Control
Total

Immediate posttest gains
n
Mean
SD

Delayed posttest gains
n
Mean
SD

9
5
6
9
6
35

3.278
.700
2.833
5.556
.000
2.857

1.3718
.6708
2.3381
2.8333
.0000
2.6996

8
4
6
9
6
33

1.813
.500
2.583
3.056
.083
1.818

1.2800
1.0000
3.3229
3.4771
.2041
2.5551

6
10
9
6
9
40

8.500
6.550
5.333
8.333
.278
5.425

1.5166
2.5868
2.9475
1.3663
.5652
3.6225

6
10
9
6
8
39

7.750
6.100
4.500
7.167
1.125
5.128

1.7536
2.7968
3.5444
1.4720
1.5755
3.3319
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Figure 8
Descriptive statistics for meaning recall gain scores

Meaning recall gain scores
12
10
8
6
4
2
0
SW

FIB

FIB+PA

WS+PA+FIB

E (Control)

High Intermediate (Immediate Posttest Gains)

Advanced (Immediate Posttest Gains)

High Intermediate (Delayed Posttest Gains)

Advanced (Delayed Posttest Gains)

4.1.1. Immediate posttest results
A hierarchical linear regression analysis was conducted to test whether task type,
proficiency level, and their interaction could significantly predict immediate meaning
recall gain scores. In the first block, the dummy coded variables for task type were
entered with the control task as the reference group. In the second block, the dummy
coded variables for proficiency level were entered with the advanced level as the
reference group. In the third block, the interaction terms were entered.4 The results of the
regression are summarized in Table 11. Results indicated that the final model

4

Before running the regression, the assumptions of multiple regression including multicollinearity,
normality, homoscedasticity, and independence of error terms were checked. The VIF values ranged from
2.533 to 5.185, indicating that multicollinearity was not a concern. The standardized residuals were
normally distributed. However, the scatterplot of standardized residuals against predicted values seemed to
indicate some deviation from homoscedasticity. For independence of error terms, the Durban-Watson test
statistic was 2.162, indicating non-autocorrelated errors.
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significantly predicted immediate meaning recall gain scores, F(9, 65)=17.153, p<.001.
The R2 of the final model was.704, indicating that 70.4% of the variance in the scores
could be explained by the model. Furthermore, the hierarchical regression showed that
including the interaction terms contributed to a significant increase in variance
explanation from the previous models, indicating that there was a significant interaction
between task type and proficiency level. The final model also shows that among the
interaction terms, the interaction between proficiency level and SW and FIB respectively
contributed significantly to the model, while the interaction between proficiency level
and FIB+PA and WS+PA+FIB was not significant. Thus, it seems that SW and FIB were
more effective in promoting immediate gains for advanced learners than they were for
high intermediate learners.
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Table 11
Hierarchical regression analysis results for variables predicting meaning recall
immediate posttest gains
B

β

p-value

.959
.731
.589
.939

<.001
<.001
<.001
<.001
<.001

Step 1
(Constant)
SW
FIB
FIB+PA
WS+PA+FIB

.278
8.222
6.272
5.056
8.056

Step 2
High intermediate (H)

-.278

-.040

-4.944
-5.572
-2.222
-2.500

-.468
-.405
-.176
-.237

R2
.406a

.789

.623b

.839

.704c

.794

Step 3
SW*H
FIB*H
FIB+PA*H
WS+PA+FIB*H
a
2
∆R =.406 (p<.001)
b
∆R2=.217 (p<.001)
c
∆R2=.081 (p=.003)

R
.637

.002
<.001
.142
.099

Since the interaction between task type and proficiency level was found to be significant,
follow-up analyses were conducted to test the simple main effects. Two separate one-way
ANOVAs were run for each proficiency level. The alpha level was set at .025 (.05/2) to
control for Type 1 error for the two simple main effects for task type (i.e., differences
among the tasks for high intermediate and advanced learners each). The ANOVAs found
that there were significant differences among the groups for both high proficiency
learners, F(4, 30)=9.642, p<.001, η2=.673, and advanced learners, F(4, 35)=20.496,
p<.001, η2=.776.5

Welch’s F test and Kruskal-Wallis tests (ANOVA on ranks) were also conducted to compare with the
results of the ANOVA because the assumptions normality and homogeneity of variance were not met.
Welch’s F statistic could not be computed for high intermediate learners due to zero variance in the control
5
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Because there were unequal variances and unequal sample sizes between the groups,
Games-Howell post hoc tests were used for multiple comparisons. The alpha was kept
at .025 for the post hoc tests. Multiple comparison results using Games-Howell are
presented in Table 12 for high intermediate learners and Table 13 for advanced learners.
For the high intermediate group, significant differences were observed between SW and
FIB, FIB and WS+PA+FIB, SW and control, and WS+PA+FIB and control. In sum, only
SW and WS+PA+FIB significantly outperformed the control task, and FIB was
significantly less effective than SW and WS+PA+FIB. The differences among the other
tasks were not statistically significant. For the advanced learners, all instructional tasks
significantly outperformed the control task. However, no significant differences were
detected among the instructional tasks.

group; for advanced learners, the Welch test was significant, F(4, 35)=20.496, p<.001. The Kruskal-Wallis
tests also found a significant difference among the groups for both high intermediate, H(4)=22.615, p<.001,
and advanced learners H(4)=24.462, p<.001.
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Table 12
Multiple comparisons with Games-Howell for meaning recall immediate posttest gains
(high intermediate)
(I) Task
Type

(J) Task
Mean
Type
Difference
(I-J)

Std.
Error

A. SW

B
2.5778*
0.5469
C
0.4444
1.0584
D
-2.2778
1.0493
E
3.2778*
0.4573
B. FIB
A
-2.5778*
0.5469
C
-2.1333
1.0006
D
-4.8556*
0.9909
E
0.7
0.3
C. FIB+PA
A
-0.4444
1.0584
B
2.1333
1.0006
D
-2.7222
1.3428
E
2.8333
0.9545
D. WS+PA
A
2.2778
1.0493
+FIB
B
4.8556*
0.9909
C
2.7222
1.3428
E
5.5556*
0.9444
E. Control
A
-3.2778*
0.4573
B
-0.7
0.3
C
-2.8333
0.9545
D
-5.5556*
0.9444
* The mean difference is significant at the 0.025 level.
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Sig.

0.004
0.992
0.256
<.001
0.004
0.317
0.005
0.296
0.992
0.317
0.309
0.14
0.256
0.005
0.309
0.002
<.001
0.296
0.14
0.002

97.5% Confidence
Interval
Lower
Bound
0.611
-3.88
-6.076
1.462
-4.544
-6.549
-8.607
-0.937
-4.769
-2.283
-7.527
-1.739
-1.521
1.105
-2.083
1.805
-5.094
-2.337
-7.406
-9.306

Upper
Bound
4.544
4.769
1.521
5.094
-0.611
2.283
-1.105
2.337
3.88
6.549
2.083
7.406
6.076
8.607
7.527
9.306
-1.462
0.937
1.739
-1.805

Table 13
Multiple comparisons with Games-Howell for meaning recall immediate posttest gains
(advanced)
(I) Task
Type

(J) Task
Mean
Type
Difference
(I-J)

Std.
Error

A. SW

B
1.95
1.0259
C
3.1667
1.1613
D
0.1667
0.8333
E
8.2222*
0.6472
B. FIB
A
-1.95
1.0259
C
1.2167
1.2785
D
-1.7833
0.9901
E
6.2722*
0.8394
C. FIB+PA
A
-3.1667
1.1613
B
-1.2167
1.2785
D
-3
1.1298
E
5.0556*
1.0004
D. WS+PA
A
-0.1667
0.8333
+FIB
B
1.7833
0.9901
C
3
1.1298
E
8.0556*
0.5887
E. Control
A
-8.2222*
0.6472
B
-6.2722*
0.8394
C
-5.0556*
1.0004
D
-8.0556*
0.5887
* The mean difference is significant at the 0.025 level.

Sig.

0.361
0.106
1
<.001
0.361
0.872
0.411
<.001
0.106
0.872
0.121
0.005
1
0.411
0.121
<.001
<.001
<.001
0.005
<.001

97.5% Confidence
Interval
Lower
Bound
-1.634
-0.974
-2.956
5.361
-5.534
-3.154
-5.246
3.131
-7.308
-5.587
-7.059
1.165
-3.29
-1.679
-1.059
5.491
-11.084
-9.414
-8.946
-10.62

Upper
Bound
5.534
7.308
3.29
11.084
1.634
5.587
1.679
9.414
0.974
3.154
1.059
8.946
2.956
5.246
7.059
10.62
-5.361
-3.131
-1.165
-5.491

4.1.2. Delayed posttest results
The same hierarchical regression model as the immediate meaning recall gains was fitted
for the delayed meaning recall gains, with the dummy coded task type variables with the
control task as the reference group entered first, dummy coded proficiency level variables
with the advanced level as the reference group entered second, and the interaction terms
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entered last.6 The results of the hierarchical regression analysis are presented in Table 14.
Similar to the results of the immediate meaning recall gains, the final model was
significant for predicting delayed meaning recall gains, F(9, 62)=8.054, p<.001, with 53.9%
of the variance in scores being explained by the model. Also, adding interaction terms to
the model resulted in a significant change in the R2 value (p=.045) from the previous
model. The interaction between proficiency level and SW and FIB respectively were
found to significantly contribute to the model.
Table 14
Hierarchical regression analysis results for variables predicting meaning recall delayed
posttest gains
B

β

p-value

.774
.581
.405
.724

.204
<.001
<.001
.007
<.001

Step 1
(Constant)
SW
FIB
FIB+PA
WS+PA+FIB

1.125
6.625
4.975
3.375
6.042

Step 2
High intermediate (H)

-1.042

-.153

-4.896
-4.558
-.875
-3.069

-.454
-.308
-0.71
-.300

6

R2
.190a

.680

.462b

.734

.539c

.440

Step 3
SW*H
FIB*H
FIB+PA*H
WS+PA+FIB*H
a
2
∆R = .190 (p=.006)
b
∆R2= .272 (p<.001)
c
∆R2= .077 (p=.045)

R
.436

.012
.025
.642
.106

The model met the assumptions for multicollinearity and independence of error terms. For
multicollinearity, the VIF values ranged from 2.424 to 5.214. For independence of error terms, the DurbinWatson test statistic was 2.177, indicating non-autocorrelated errors. However, the normal P-P plot and
scatterplot with standardized residuals against predicted values seemed to indicate slight deviations from
normality and homoscedasticity.
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Since interaction effects were detected for the delayed posttests as well, one-way
ANOVAs were run to test the simple main effects for task type with the alpha level set
at .025. The ANOVA did not detect any differences among the tasks for the high
intermediate level, F(4, 28)=1.777, p=.161, η2=.202, indicating that all the tasks including
the control task did not significantly differ from each other. However, there was a
difference among the tasks in the advanced level, F(4, 34)=8.218, p<.001, η2=.492.7
Therefore, Games-Howell post hoc analyses were run only for the advanced level group.
As shown in Table 15, all tasks except for FIB+PA outperformed the control task. There
were no differences among the instructional tasks.

Following ANOVA assumption violations for normality and homogeneity of variance, Welch’s F test and
Kruskal-Wallis tests were also run. The ANOVA results were consistent with the results of the KruskalWallis tests, which showed that there were no significant differences between the groups for the high
intermediate group, H(4)=8.025, p=.091, but that there was a difference for the advanced group,
H(4)=17.615, p=.001. Welch’s F test did indicate a significant difference among the high intermediate
groups at F(4, 10.343)=5.039, p=.016. However, post hoc comparisons with Games-Howell did not find a
significant difference among the groups at p<.025. Welch’s F test for the advanced group was consistent
with the results of the other tests, F(4, 16.311), p<.001.
7

59

Table 15
Multiple comparisons with Games-Howell for meaning recall delayed posttest gains
(advanced)
(I) Task
Type

(J) Task
Mean
Type
Difference
(I-J)

Std.
Error

A. SW

B
1.65
1.1379
C
3.25
1.3814
D
0.5833
0.9347
E
6.6250*
0.9071
B. FIB
A
-1.65
1.1379
C
1.6
1.4758
D
-1.0667
1.0693
E
4.9750*
1.0452
C. FIB+PA
A
-3.25
1.3814
B
-1.6
1.4758
D
-2.6667
1.3255
E
3.375
1.3062
D. WS+PA
A
-0.5833
0.9347
+FIB
B
1.0667
1.0693
C
2.6667
1.3255
E
6.0417*
0.8194
E. Control
A
-6.6250*
0.9071
B
-4.9750*
1.0452
C
-3.375
1.3062
D
-6.0417*
0.8194
* The mean difference is significant at the 0.025 level.

Sig.

0.608
0.193
0.968
<.001
0.608
0.812
0.852
0.002
0.193
0.812
0.319
0.139
0.968
0.852
0.319
<.001
<.001
0.002
0.139
<.001

97.5% Confidence
Interval
Lower
Bound
-2.329
-1.689
-2.936
3.251
-5.629
-3.486
-4.806
1.349
-8.189
-6.686
-7.474
-1.374
-4.102
-2.673
-2.141
3.063
-9.999
-8.601
-8.124
-9.021

Upper
Bound
5.629
8.189
4.102
9.999
2.329
6.686
2.673
8.601
1.689
3.486
2.141
8.124
2.936
4.806
7.474
9.021
-3.251
-1.349
1.374
-3.063

4.2. Modified VKS
The scores for the modified VKS were also calculated and the descriptive statistics for
the immediate and delayed posttest gains are presented in Table 16. For immediate
posttest gains among high intermediate learners, WS+PA+FIB had the highest mean gain
score (M=14.389), followed by SW (M=10.167), FIB+PA (M=7.000), FIB (M=1.800),
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and control (M=.000). For delayed posttest gains, WS+PA+FIB had the highest mean
gain score (M=8.444), followed by FIB+PA (M=8.167), SW (M=5.500), FIB (M=.500),
and control (M=.083).
For advanced learners, immediate gain scores were highest for SW (M=26.500), followed
by WS+PA+FIB (M=23.917), FIB (M=18.900), FIB+PA (M=15.444), and control
(M=.944). For delayed gain scores, the order was the same with the highest being SW
(M=24.750), then WS+PA+FIB (M=22.000), FIB (M=17.800), FIB+PA (M=14.333), and
control (M=1.375).
Figure 9 shows a line graph summarizing the descriptive results.
Table 16
Descriptive statistics for modified VKS gain scores

High Intermediate
SW
FIB
FIB+PA
WS+PA+FIB
Control
Total
Advanced
SW
FIB
FIB+PA
WS+PA+FIB
Control
Total

Immediate posttest gains
n
Mean
SD

Delayed posttest gains
n
Mean
SD

9
5
6
9
6
35

10.167
1.800
7.000
14.389
.000
7.771

5.1901
2.1679
6.3640
10.7639
.0000
10.9731

8
4
6
9
6
33

5.500
.500
8.167
8.444
.083
5.197

4.6599
1.0000
10.0631
11.7032
.2041
8.1986

6
10
9
6
9
40

26.500
18.900
15.444
23.917
.944
15.975

4.0497
8.6178
8.2517
6.5301
1.7038
10.5944

6
10
9
6
8
39

24.750
17.800
14.333
22.000
1.375
15.346

6.2670
9.0591
9.8298
3.4785
1.8661
10.5382
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Figure 9
Descriptive statistics for modified VKS gain scores

Modified VKS gain scores
35
30
25
20
15
10
5
0
SW

FIB

FIB+PA

WS+PA+FIB

Control

High Intermediate (Immediate Posttest Gains)

Advanced (Immediate Posttest Gains)

High Intermediate (Delayed Posttest Gains)

Advanced (Delayed Posttest Gains)

4.2.1. Immediate posttest results
A hierarchical regression model was run to estimate immediate VKS gain scores with
task type entered in the first step, proficiency level entered in the second step, and the
interaction terms entered last.8 The results are presented in Table 17. The final model
accounted for 65.1% of the variance in scores (R2=.651) and was found to be significant,
F(9, 65)=13.497, p<.001. Adding the interaction terms was found to result in a significant
change from the previous model, accounting for 7.4% more explanation of the variance
in scores (p=.013). Particularly, the regression coefficients showed that the interaction

8

Multicollinearity was not a concern, as the VIF values ranged from 2.533 to 5.185. The standardized
residuals were normally distributed. However, the scatterplot of standardized residuals against predicted
values seemed to indicate a slight deviation from homoscedasticity. For independence of error terms, the
Durbin-Watson test statistic was 2.007, indicating non-autocorrelated errors.
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between proficiency level and SW and FIB were significant, similar to the results of the
meaning recall gains.
Table 17
Hierarchical regression analysis results for variables predicting modified VKS
immediate posttest gains
B

β

p-value

.971
.682
.551
.873

.673
<.001
<.001
<.001
<.001

Step 1
(Constant)
SW
FIB
FIB+PA
WS+PA+FIB

.944
25.556
17.956
14.500
22.972

Step 2
High intermediate (H)

-.944

-.045

-15.389
-16.156
-7.500
-8.583

-.475
-.383
-.193
-.265

R2
.348a

.760

.577b

.807

.651c

.789

Step 3
SW*H
FIB*H
FIB+PA*H
WS+PA+FIB*H
a
2
∆R =.348 (p<.001)
b
∆R2=.230 (p<.001)
c
∆R2=.074 (p=.013)

R
.590

.003
.002
.136
.089

Following the presence of interaction effects, one-way ANOVAs were run to examine the
simple main effects for task type with the alpha level set at .025 (.05/2). Differences were
found both for high intermediate learners, F(4, 30)=5.445, p=.002, η2=.421, and advanced
learners, F(4, 35)=18.079, p<.001, η2=.674.9 Games-Howell post hoc tests found that for
high intermediate learners, SW and FIB significantly differed as well as SW and control
As the assumptions of normality and homogeneity of variance were not met, Welch’s F test and KruskalWallis tests were run to check against the results of the ANOVA. The Kruskal-Wallis test were consistent
with the ANOVA results as there was a significant difference between the groups for both high
intermediate learners, H(4)=20.526, p<.001, and advanced learners, H(4)=24.646, p<.001. Welch’s F could
not be computed for high intermediate learners due to zero variance in the control group, but it was
significant for advanced learners, F(4, 13.916), p<.001.
9

63

and WS+PA+FIB and control. For the advanced learners, all instructional tasks
outperformed the control task, but there were no differences among the instructional tasks.
Table 18
Multiple comparisons with Games-Howell for modified VKS immediate posttest gains
(high intermediate)
(I) Task
Type

(J) Task
Mean
Type
Difference
(I-J)

Std.
Error

A. SW

B
8.3667*
1.9832
C
3.1667
3.1214
D
-4.2222
3.9833
E
10.1667*
1.73
B. FIB
A
-8.3667*
1.9832
C
-5.2
2.7731
D
-12.5889
3.7166
E
1.8
0.9695
C. FIB+PA
A
-3.1667
3.1214
B
5.2
2.7731
D
-7.3889
4.4298
E
7
2.5981
D. WS+PA
A
4.2222
3.9833
+FIB
B
12.5889
3.7166
C
7.3889
4.4298
E
14.3889*
3.588
E. Control
A
-10.1667*
1.73
B
-1.8
0.9695
C
-7
2.5981
D
-14.3889*
3.588
* The mean difference is significant at the 0.025 level.
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Sig.

0.009
0.843
0.823
0.002
0.009
0.413
0.048
0.454
0.843
0.413
0.484
0.186
0.823
0.048
0.484
0.024
0.002
0.454
0.186
0.024

97.5% Confidence
Interval
Lower
Bound
1.186
-8.722
-18.648
3.297
-15.548
-17.141
-26.81
-3.489
-15.055
-6.741
-23.083
-5.446
-10.203
-1.633
-8.306
0.141
-17.037
-7.089
-19.446
-28.637

Upper
Bound
15.548
15.055
10.203
17.037
-1.186
6.741
1.633
7.089
8.722
17.141
8.306
19.446
18.648
26.81
23.083
28.637
-3.297
3.489
5.446
-0.141

Table 19
Multiple comparisons with Games-Howell for modified VKS immediate posttest gains
(advanced)
(I) Task
Type

(J) Task
Mean
Type
Difference
(I-J)

Std.
Error

A. SW

B
7.6
3.1875
C
11.0556
3.2092
D
2.5833
3.1369
E
25.5556*
1.7481
B. FIB
A
-7.6
3.1875
C
3.4556
3.872
D
-5.0167
3.8123
E
17.9556*
2.7837
C. FIB+PA
A
-11.0556
3.2092
B
-3.4556
3.872
D
-8.4722
3.8305
E
14.5000*
2.8086
D. WS+PA
A
-2.5833
3.1369
+FIB
B
5.0167
3.8123
C
8.4722
3.8305
E
22.9722*
2.7257
E. Control
A
-25.5556*
1.7481
B
-17.9556*
2.7837
C
-14.5000*
2.8086
D
-22.9722*
2.7257
* The mean difference is significant at the 0.025 level.

Sig.

0.178
0.031
0.916
<.001
0.178
0.896
0.687
<.001
0.031
0.896
0.237
0.004
0.916
0.687
0.237
0.001
<.001
<.001
0.004
0.001

97.5% Confidence
Interval
Lower
Bound
-3.597
-0.425
-9.715
17.961
-18.797
-9.685
-18.504
7.493
-22.536
-16.596
-22.13
3.61
-14.882
-8.47
-5.186
10.46
-33.15
-28.418
-25.39
-35.484

Upper
Bound
18.797
22.536
14.882
33.15
3.597
16.596
8.47
28.418
0.425
9.685
5.186
25.39
9.715
18.504
22.13
35.484
-17.961
-7.493
-3.61
-10.46

4.2.2. Delayed posttest results
The hierarchical regression model was fitted for delayed VKS gain scores as well. Again,
task type variables were entered first, proficiency level entered second, and the
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interaction terms entered last.10 The final model was significant, F(9, 62)=9.047,
predicting 56.8% of the variance in scores. Furthermore, adding interaction terms led to a
significant increase in variance (∆R2=.095, p=.014) from the previous model. The
interaction between proficiency level and SW, FIB, and WS+PA+FIB were significant,
suggesting that SW, FIB, and WS+PA+FIB were more effective for advanced learners
than high intermediate learners on delayed gains.
Table 20
Hierarchical regression analysis results for variables predicting modified VKS delayed
posttest gains
B

β

p-value

.866
.609
.493
.784

.609
<.001
<.001
.001
<.001

Step 1
(Constant)
SW
FIB
FIB+PA
WS+PA+FIB

1.375
23.375
16.425
12.958
20.625

Step 2
High intermediate (H)

-1.292

-.060

-17.958
-16.008
-4.875
-12.264

-.528
-.343
-.126
-.380

R2
.211a

.688

.473b

.753

.568c

.753

Step 3
SW*H
FIB*H
FIB+PA*H
WS+PA+FIB*H
a
2
∆R =.211 (p=.003)
b
∆R2=.262 (p<.001)
c
∆R2=.095 (p=.014)

R
.459

.003
.010
.397
.036

The one-way ANOVA found no differences among the tasks for the high intermediate
group, F(4, 28)=1.569, p=.210, η2=.183. However, differences were detected for the
10

The assumption of multicollinearity was met, as the VIF values ranged from 2.424 to 5.214, Based on the
normal P-P plot and scatterplot of standardized residuals against predicted values, there seemed to be a
slight deviation from normality and homoskedasticity. The Durbin-Watson test statistic was 1.829,
indicating non-autocorrelated errors.
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advanced group, F(4, 34)=11.508, p<.001, η2=.575.11 Multiple comparisons with GamesHowell revealed that for advanced learners, all tasks outperformed the control task except
for FIB+PA. There were no other differences among the tasks (see Table 21).

Welch’s F and Kruskal-Wallis tests were also conducted. The results the Kruskal-Wallis tests were
consistent with the ANOVA results, as no group differences were found for high intermediate learners,
H(4)=9.129, p=.058, but there was a difference among advanced learners, H(4)=20.433, p<.001. For high
intermediate learners, Welch’s F was significant, F(4, 10.221), p=.030; however, Games-Howell post hoc
tests did not find significant differences among the groups at p<.025. For advanced learners, Welch’s F was
also significant, F(4, 14.429), p<.001, consistent with the results of the ANOVA and Kruskal-Wallis test.
11
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Table 21
Multiple comparisons with Games-Howell for modified VKS delayed posttest gains
(advanced)
(I) Task
Type

(J) Task
Mean
Type
Difference
(I-J)

Std.
Error

A. SW

B
6.95
3.8409
C
10.4167
4.1572
D
2.75
2.9262
E
23.3750*
2.6422
B. FIB
A
-6.95
3.8409
C
3.4667
4.3523
D
-4.2
3.1974
E
16.4250*
2.9397
C. FIB+PA
A
-10.4167
4.1572
B
-3.4667
4.3523
D
-7.6667
3.5711
E
12.9583
3.3424
D. WS+PA
A
-2.75
2.9262
+FIB
B
4.2
3.1974
C
7.6667
3.5711
E
20.6250*
1.5659
E. Control
A
-23.3750*
2.6422
B
-16.4250*
2.9397
C
-12.9583
3.3424
D
-20.6250*
1.5659
* The mean difference is significant at the 0.025 level.

Sig.

0.407
0.149
0.874
<.001
0.407
0.928
0.688
0.002
0.149
0.928
0.269
0.025
0.874
0.688
0.269
<.001
<.001
0.002
0.025
<.001

97.5% Confidence
Interval
Lower
Bound
-6.54
-4.294
-8.955
11.455
-20.44
-11.37
-15.58
5.422
-25.127
-18.304
-20.812
-0.016
-14.455
-7.18
-5.479
14.177
-35.295
-27.428
-25.933
-27.073

Upper
Bound
20.44
25.127
14.455
35.295
6.54
18.304
7.18
27.428
4.294
11.37
5.479
25.933
8.955
15.58
20.812
27.073
-11.455
-5.422
0.016
-14.177

4.2.3. Analysis of VKS score categories
As discussed in earlier parts of this dissertation, assuming that VKS scores are on an
interval scale can be misleading. For each word, it is possible to receive a score from 0-3,
based on the participants’ ability to recall the word meaning and provide a semantically
appropriate and grammatically accurate sentence. However, a score of three could either
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mean that the participant correctly supplied the definition of three words without
providing a semantically and appropriate sentence, or that they demonstrated full
knowledge of one word. Thus, the total VKS score does not provide information about
participants’ level of knowledge for individual words. Therefore, following Paribakht &
Wesche (1993) and Kim (2008), in addition to the statistical analysis conducted above, an
additional descriptive analysis was conducted by identifying words per scoring category.
Table 22 presents the percentages of unknown versus known words on the immediate
posttest and delayed posttest, excluding words that were already known on the pretest.
Table 23 presents the percentages of receptive versus productive demonstration of
knowledge among known words on the pretest, immediate posttest, and delayed posttest.
For unknown versus known words, the results are in line with the results of meaning
recall. This is because both demonstration of receptive knowledge only and
demonstration of both receptive and productive knowledge were counted as evidence that
the word was known. The descriptive statistics comparing demonstration of receptive
versus productive knowledge however provide some new information. As can be seen in
Table 23, among the known words, participants were more likely to demonstrate
productive knowledge after completing SW. For instance, although the percentage of
known words in the immediate posttest for high intermediate learners was highest for
WS+PA+FIB (60.35%) followed by SW (33.52%), among those known words,
participants were more likely to demonstrate productive knowledge after SW (93.32%)
than after WS+PA+FIB (58.95%).
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Table 22
Average percentages of unknown versus known words

High intermediate

Immediate posttest gains
Unknown
Known words
words
66.48%
33.52%
93.33%
6.67%
70.83%
29.17%
39.65%
60.35%
100%
0%

Delayed posttest gains
Unknown
Known words
words
82.5%
17.5%
95.83%
4.17%
73.61%
26.39%
67.15%
32.85%
98.61%
1.39%

SW
FIB
FIB+PA
WS+PA+FIB
Control
Advanced
SW
14.55%
85.45%
18.59%
81.41%
FIB
31.99%
68.01%
37.98%
62.02%
FIB+PA
46.13%
53.87%
52.74%
47.26%
WS+PA+FIB
8.06%
91.94%
19.15%
80.85%
Control
96.56%
3.44%
85.75%
14.25%
Note. Percentages were obtained by calculating the total number of known words minus
words known on the pretest and then dividing by the total number of all words on the test
minus words known on the pretest.
Table 23
Average percentages of receptive versus productive knowledge demonstration of known
words
Pretest

Immediate posttest
R
P
6.68%
93.32%
50%
50%
52.4%
47.6%
41.05% 58.95%
–
–

Delayed posttest
R
P
14.29% 85.71%
100%
0%
4.17%
95.83%
58.57% 41.43%
100%
0%

High intermediate
R
P
SW
100%
0
FIB
100%
0
FIB+PA
–
–
WS+PA+FIB
90%
10%
Control
–
–
Advanced
SW
33.33% 66.67%
3.70%
96.30%
4.44%
95.56%
FIB
34.17% 53.33% 15.61% 84.39% 13.94% 86.06%
FIB+PA
80%
20%
26.98% 73.02%
15.6%
84.4%
WS+PA+FIB
70%
30%
21.52% 78.48% 16.29% 83.71%
Control
65.83% 34.17% 43.33% 56.67% 74.29% 25.71%
Note. R = receptive, P = productive. Dashes represent percentages which could not be
computed because the number of known words was 0 for all participants in the group.
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4.3. Meaning recognition
For meaning recognition, there were no pretest scores and so it was not possible to
calculate gain scores from the pretest to posttests. Therefore, pretest scores on meaning
recall were used as covariates in the analysis. The estimated marginal means are
presented in Table 24. For high intermediate learners, the estimated marginal mean for
WS+PA+FIB was the highest (EMM=8.681) followed by SW (EMM=7.766), FIB+PA
(EMM=6.962), FIB (EMM=3.741), and control (EMM=1.962). The order was similar for
the delayed posttest, with WS+PA+FIB having the highest estimated mean score
(EMM=6.884), then FIB+PA (EMM=6.381), SW (EMM=5.362), FIB (EMM=2.798),
and control (EMM=2.715).
For advanced learners, the highest estimated mean was for SW (EMM=11.634), followed
by WS+PA+FIB (EMM=11.160), FIB+PA (EMM=10.130), FIB (EMM=10.007), and
control (EMM=3.192). For the delayed posttest, SW (EMM=11.990) had the highest
estimated mean, then WS+PA+FIB (EMM=11.307), FIB (EMM=10.431), FIB+PA
(EMM=9.734), and control (EMM=4.960).
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Table 24
Estimated marginal means for meaning recognition scores with meaning recall pretest
covariate
Immediate posttest gainsa
n
EMM
SE

Delayed posttest gainsb
n
EMM
SE

High Intermediate
SW
9
7.766
.876
8
5.362
1.081
FIB
5
3.741
1.173
4
2.798
1.532
FIB+PA
6
6.962
1.080
6
6.381
1.260
WS+PA+FIB
9
8.681
.867
9
6.884
1.011
Control
6
1.962
1.080
6
2.715
1.260
Advanced
SW
6
11.634
1.057
6
11.990
1.231
FIB
10
10.007
.854
10
10.431
.993
FIB+PA
9
10.130
.866
9
9.734
1.008
WS+PA+FIB
6
11.160
1.097
6
11.307
1.277
Control
9
3.192
.868
8
4.960
1.076
a
Covariates appearing in the model are evaluated at the following values: Meaning recall
pretest=.713.
b
Covariates appearing in the model are evaluated at the following values: Meaning recall
pretest=.736.
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Figure 10
Estimated marginal means for meaning recognition
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4.3.1. Immediate posttest results
A hierarchical regression analysis was conducted to predict immediate meaning
recognition scores from pretest scores, task type, proficiency level, and the interaction
between task type and proficiency level. In the first block, the pretest score was entered
into the model; the dummy coded task type variables were entered in the second block;
the dummy coded proficiency level variables were entered in the third block, and the
interaction effects between task type and proficiency level were included in the fourth
block. Both the third model, F(6, 68)=21.101, p<.001, and fourth model, F(10,
64)=13.977, p<.001 were significant predictors of immediate recognition scores. The
third model accounts for 65.1% of the variance in scores while the fourth model accounts
for 68.6% of the variance. However, the R square change from the third to fourth model
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was not significant (∆R2=.035, p=.140). Therefore, this step was excluded and the third
model was selected as the final model.12
Adding the interaction terms did not significantly improve the regression model,
suggesting that the interaction between task type and proficiency level was not significant
for meaning recognition. However, it should be noted that while adding the interaction
terms did not significantly improve overall model fit, among the interaction terms, the
interaction between FIB and proficiency level was significant (p=.013). Therefore, this
result should be considered when interpreting the overall results.

12

The assumptions of multicollinearity, normality, homoskedasticity, and independence of error terms were
checked. The VIF values ranged from 1.310 to 1.675, and thus multicollinearity was not a concern. The
normal P-P plot showed evidence for normality, and the scatterplot of standardized residuals against
predicted values showed evidence for homoskedasticity. The Durban-Watson test statistic was 2.346,
indicating non-autocorrelated errors.
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Table 25
Hierarchical regression analysis results for variables predicting meaning recognition
immediate posttest scores
B

β

p-value

.239

<.001
.005

Step 1
(Constant)
Pretest score

3.382
.914

Step 2
SW
FIB
FIB+PA
WS+PA+FIB

7.284
4.982
6.164
7.627

.683
.467
.578
.715

High intermediate (H)
∆R =.181 (p<.001)
b
∆R2=.356 (p<.001)
c
∆R2=.114 (p<.001)

-3.326

-.389

R2
. 181a

.732

.536b

.807

.651c

<.001
<.001
<.001
<.001

Step 3
a

R
.425

<.001

2

Since an overall significant interaction effect was not detected in the regression model,
four different regression models with each task set as the reference group were compared
to test the main effect of task type. The original model set the control task as the
reference group, and the regression coefficients showed that all instructional tasks were
more effective compared to the control group. Since five models are being compared,
alpha was set at .01 (.05/5). Among the models, the only difference detected between the
instructional tasks was for FIB and WS+PA+FIB: When FIB was set as the reference
group, the regression coefficient for WS+PA+FIB was significant (p=.009). No other
significant coefficients were observed, although SW was approaching significance when
FIB was set as the reference group (p=.023). In sum, the main effects for meaning
recognition indicate that all instructional tasks outperformed the control task; in addition,
WS+PA+FIB was significantly more effective than FIB.
75

4.3.2. Delayed posttest results
The hierarchical regression model with pretest scores, task type, proficiency level, and
interaction terms were fitted for the delayed meaning recognition scores as well. Adding
the interaction effects resulted in .046 R square change for a total R square of .605.
However, this change was not significant (p=.144), and thus they were left out of the final
model. However, the interaction term for FIB and proficiency level was significant
(p=.030).13
Table 26
Hierarchical regression analysis results for variables predicting meaning recognition
delayed posttest scores
B

β

p-value

.191

<.001
.048

Step 1
(Constant)
Pretest score

5.485
.742

Step 2
SW
FIB
FIB+PA
WS+PA+FIB

4.882
3.575
4.259
5.469

.438
.320
.392
.503

High intermediate (H)
∆R =.195 (p<.001)
b
∆R2=.149 (p=.008)
c
∆R2=.215 (p<.001)

-4.745

-.535

R2
. 195a

.586

.344b

.747

.559c

<.001
.003
<.001
<.001

Step 3
a

R
.441

<.001

2

As no significant interaction effects were detected in the regression model, four different
regression models were constructed to compare the main effects, with each task as the

13

In terms of multicollinearity, the VIF values ranged from 1.315 to 1.698, and thus it was not a concern.
The normal P-P plot showed evidence for normality, and the scatterplot of standardized residuals against
predicted values indicated homoskedasticity. The Durban-Watson test statistic was 2.299, indicating nonautocorrelated errors.
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reference group. The original model set the control as the reference group, and it shows
that all instructional tasks were more effective compared to the control group. Since five
models were being compared, alpha was set at .01 (.05/5). Among the models, no
differences were detected among the instructional tasks. Thus, the main effects for
meaning recognition indicate that all instruction groups outperformed the control group,
but no instruction group was significantly more effective than another.
4.4. Summary of results
A summary of the results on the three measures is presented in Table 27.
For meaning recall, proficiency level had a moderating effect on task effectiveness. For
high intermediate learners, SW and WS+PA+FIB were found to be more effective than
FIB and control for immediate learning gains. No other significant differences between
groups were detected. For advanced learners, all instructional tasks were more effective
than the control task, but no significant differences among the instruction groups were
found. On delayed gains, there were no significant differences between the tasks for high
intermediate learners. For advanced learners, all instructional tasks except for FIB+PA
were still more effective than the control task.
For modified VKS scores, the overall results were consistent with the meaning recall
score results, except that there was no significant difference between FIB and
WS+PA+FIB for high intermediate learners on the immediate posttest.
For meaning recognition, a significant interaction between task type and proficiency level
was not detected. On immediate gains for high intermediate learners and advanced
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learners combined, all instructional tasks were more effective than the control task. Also,
WS+PA+FIB was more effective than FIB.
Table 27
Summary of results for meaning recall, modified VKS, and meaning recognition scores

Test

Meaning
recall

Modified
VKS

Task type*proficiency
level interaction
Immediate
Delayed
gains
gains

Yes

Yes

Task type differences
Level

Yes

Yes

Immediate
gains

High
intermediate

A>B, D>B,
A>E, D>E

Advanced

A>E, B>E,
C>E, D>E

High
intermediate

A>B,
A>E, D>E

Delayed
gains
No
significant
differences
A>E, B>E,
D>E
No
significant
differences
A>E, B>E,
D>E

A>E, B>E,
C>E, D>E
D>B
Meaning
A>E, B>E,
a
a
No
No
Combined A>E, B>E,
recognition
C>E, D>E
C>E, D>E
Note. A = SW, B = FIB, C = FIB+PA, D = WS+PA+FIB, E = Control.
a
Although a significant overall interaction was not found, one of the interaction term
coefficients was significant.
Advanced
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CHAPTER 5: DISCUSSION

This chapter discusses the results of the study in relation to the three research questions
posed at the end of the second chapter. The three research questions were
1. Do the four instructional tasks lead to gains in vocabulary knowledge relative to
the control task? How do the four tasks differ in terms of effectiveness for
vocabulary learning?
2. Does L2 proficiency level moderate the effect of task type on vocabulary learning?
3. To what extent can the relative effectiveness of the four instructional tasks be
explained by the involvement load hypothesis and technique feature analysis?
5.1. RQ1: Effects of the tasks
The first research question asks whether the four instructional tasks—SW, FIB, FIB+PA,
WS+PA+FIB—lead to gains in vocabulary knowledge relative to the control task, and
how the four tasks differ in their effectiveness for vocabulary learning. The results can be
discussed in terms of immediate learning and retention (i.e., delayed learning). Because
an interaction between task type and proficiency level was detected in the statistical
analysis for some measures, the simple main effects of each proficiency level will be
discussed separately in this section while the nature of the interaction will be discussed in
more detail when addressing the second research question.
5.1.1. Effects of the tasks on immediate learning
In terms of the effects that the tasks had on participants’ immediate learning, for high
intermediate learners, only SW and WS+PA+FIB significantly outperformed the control
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group on meaning recall and modified VKS gain scores. As shown in Figure 11, FIB and
FIB+PA also showed higher immediate gains than the control task, but the differences
were not found to be significant. Both SW and WS+PA+FIB were also significantly more
effective than FIB in promoting meaning recall for high intermediate learners. However,
for the modified VKS scores, only SW was significantly more effective than FIB. This
difference between meaning recall and modified VKS scores may be attributed to the fact
that VKS scores also reflect learners’ ability to use a word productively in a sentence.
Thus, it seems that high intermediate learners were more likely to be able to use a word
productively after completing SW than WS+PA+FIB. Figure 11 also shows the estimated
marginal means for meaning recognition scores with meaning recall pretest scores as a
covariate. Although a simple effects analysis was not conducted for meaning recognition
scores due to the lack of an overall interaction effect between task type and proficiency
level, the main effects of task type with high intermediate and advanced learners
combined showed that all tasks significantly outperformed the control task on meaning
recognition, and WS+PA+FIB outperformed FIB. Furthermore, although the overall
interaction between task type and proficiency level was not significant for meaning
recognition, the regression coefficient for the interaction term between FIB and
proficiency level was found to be significant (p=.013), indicating that FIB was more
effective for advanced learners than high intermediate learners. Therefore, the result that
WS+PA+FIB outperformed FIB likely comes from the high intermediate group.
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Figure 11
Immediate posttest results for high intermediate learners
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Taking these results together, it seems that SW and WS+PA+FIB are generally more
effective than FIB and FIB+PA in promoting immediate learning for high intermediate
learners. These results were expected to some extent. SW was predicted to be most
effective among the tasks according to the ILH, and the relative effectiveness of SW over
FIB is in line with the results of previous studies which found sentence or composition
writing activities to be more effective than fill-in-the-blank type activities (e.g., Hulstijn
& Laufer, 2001; Kim, 2008; Zou, 2017). In addition, the effectiveness of WS+PA+FIB
over FIB and FIB+PA was also expected, as WS+PA+FIB was predicted to be most
effective according to TFA, incorporating more task features such as imaging and
opportunities for retrieval which are believed to facilitate vocabulary learning. By
contrast, it was not obvious which between SW and WS+PA+FIB would be more
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effective. The two tasks were not comparable within the framework of the ILH, since
WS+PA+FIB may involve intentional learning. On the other hand, WS+PA+FIB was
predicted to be the stronger task according to TFA, as it incorporates more components
fostering learning. Despite this prediction, the results indicated that the two tasks were
similar in effectiveness. Possible reasons for this result will be discussed in a later section
addressing the third research question.
Another comparison of interest was the difference between SW and FIB+PA, as it relates
to the question of whether the presence of pictures and audio can enhance an activity
believed to be relatively less effective. In a previous study, Zou et al. (2018) had found
sentence writing without pictorial annotations and cloze exercises with pictorial
annotations to be similarly effective; furthermore, they found cloze exercises with
pictorial annotations to be more effective than cloze exercises without pictorial
annotations. In the present study, FIB+PA did not differ significantly from either SW or
FIB for high intermediate learners. However, only FIB was significantly less effective
than SW and WS+PA+FIB, while FIB+PA did not significantly differ from either SW or
WS+PA+FIB. Therefore, there does seem to be a slight benefit for participating in
FIB+PA over FIB, and hence a benefit for utilizing pictures and audio in vocabulary
learning activities, at least for high intermediate learners. Although the results partially
overlap with Zou et al.’s (2018) study, the weaker statistical evidence may be explained
by several methodological differences. First of all, the presentation of pictures and audio
together may have been a source of distraction to the learners. In the current study, the
pictures were presented along with audio that read the word and definition to the learner.
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The combination of text, sound, and pictures has sometimes been found to be distracting
to learners compared to when they are presented with text and pictures only (e.g., Yeh &
Wang, 2003). A further difference was that in the present study, pictures were presented
after participants had completed each fill-in-the-blank exercise, unlike the previous study
where pictures were presented as annotations during the activity. There may be a
difference between processing pictures while learning a word simultaneously versus
processing pictures in a review stage after having already learned a word.
The pattern of relative effectiveness between the tasks for advanced learners slightly
differed from that of the high intermediate learners. On the meaning recall and modified
VKS gain scores for advanced learners, all instructional tasks were significantly more
effective than the control task in promoting immediate learning, but there were no
statistically significant differences among the instructional tasks, indicating that all
instructional tasks were similar in their effectiveness (see Figure 12). However, it should
be noted that the standard deviations for FIB (SD=2.5868) and FIB+PA (SD=2.9475)
were larger for advanced learners than SW (SD=1.5166) and WS+PA+FIB (SD=1.3663)
in meaning recall. This was also the case for the modified VKS scores. The larger
variance in scores for FIB and FIB+PA indicates that the benefits of these tasks varied
more among advanced learners than for SW and WS+PA+FIB. Therefore, there may still
be advantages to using SW and WS+PA+FIB over FIB and FIB+PA for advanced
learners because they may be less susceptible to individual differences.
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Figure 12
Immediate posttest results for advanced learners
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5.1.2. Effects of the tasks on retention
In terms of task effectiveness for vocabulary retention, participants’ scores on delayed
posttests administered one week after they completed the tasks were analyzed (see Figure
13). On both the meaning recall and modified VKS, no significant differences were found
among the tasks for high intermediate learners. Therefore, the advantages that SW and
WS+PA+FIB had in immediate gains were no longer present one week later. These
results differed from previous studies such as Keating (2008), Kim (2008), and Zou
(2017), who found differences in task effects to persist on delayed posttests. For meaning
recognition, it was found that all instructional tasks still outperformed the control task for
high intermediate and advanced learners combined. However, the advantage that
WS+PA+FIB had over FIB was no longer present. Similar to the results of the immediate
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posttest, this finding should be interpreted with caution, since the interaction between FIB
and proficiency level was still found to be significant. As Figure 13 shows, the estimated
marginal means for FIB and control are extremely close, and thus the finding that all
instructional tasks exceeded the control task on meaning recognition likely comes from
the advanced learners.
Figure 13
Delayed posttest results for high intermediate learners
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Although it is unclear why significant differences among the tasks disappeared after a
week, it is possible that the small sample size affected the results, since small sample
sizes increase the likelihood of a Type 2 error where effects may falsely go undetected.
Aside from this limitation, it is also expected that learners’ knowledge of the target words
would decline with time in the absence of further opportunities to review the words. The
great decline in scores for SW and WS+PA+FIB are similar to what Keating (2008)
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found on a form recall measure where “the task leading to the greatest gains in word
learning immediately after treatment also suffered the greatest decrease in gains over the
two-week period” (p. 382). Because immediate gains after FIB and FIB+PA were modest
to begin with, their decline was likely to be smaller due to a floor effect. Specifically in
terms of the lack of significant effects for SW, one difference between the present study
and previous studies is that the current study was conducted online. Thus, sentences were
typed rather than hand-written, presumably allowing learners to spend less time on the
task and to allow them to make edits easily. It may be worth investigating how
convenience may or may not be a trade-off for learning. As for the lack of a significant
effect for WS+PA+FIB, it may be in line with studies showing that intentional learning is
especially effective in the short-term, but not necessarily in the long term without
subsequent repeated exposures (Schmitt, 2008).
Again, the patterns displayed by advanced learners differed from high intermediate
learners (see Figure 14). For advanced learners, on both meaning recall and modified
VKS gain scores, all instructional tasks except for FIB+PA still outperformed the control
task. It is unclear why the difference between FIB+PA and the control task was no longer
significant on the delayed posttest. However, there was a small increase in the advanced
control group’s delayed posttest scores following their exposure to the word definitions
on the immediate posttest. Coupled with the overall decline in scores for the instructional
tasks (of which FIB+PA had the lowest mean gain score), this could have contributed to
this result. Furthermore, it should also be noted that the difference between FIB+PA and
control on the modified VKS was very close to significance (p=.025; the alpha level was
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set at p<.025). Again, the small sample size increases the risk of a Type 2 error.
Therefore, caution should be exercised when stating that FIB+PA is less effective for
advanced learners than the other instructional tasks in vocabulary retention.
Figure 14
Delayed posttest results for advanced learners
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5.2. RQ2: L2 proficiency as a moderating variable
The second research question asks whether the effect of task type is moderated by L2
proficiency. Overall, for all task types and measures, the mean scores of advanced
learners exceeded the mean scores of high intermediate learners. However, hierarchical
regression analyses indicated that the salience of the task effects differed between high
intermediate and advanced learners, suggesting that proficiency level played a
moderating role. The findings from this analysis can be summed up as follows: (1) SW
was more effective for advanced learners than high intermediate learners on all measures
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except for meaning recognition, (2) FIB was more effective for advanced learners than
high intermediate learners on all measures, (3) FIB+PA had similar effects for high
intermediate and advanced learners, and (4) WS+PA+FIB was also similarly effective for
high intermediate and advanced learners, except on the delayed posttest for the modified
VKS, which was more effective for advanced leaners. Each of these findings will be
discussed in detail below.
In terms of the increased benefit of SW for advanced learners, a possible explanation may
be provided by cognitive load theory (CLT), which explores how tasks may be designed
to reduce the burden on working memory to promote learning. Among the three types of
cognitive load—intrinsic, germane, and extraneous (Sweller, van Merriënboer, & Paas,
1998)14—intrinsic load is “caused by the complexity of the materials to be learned” and is
determined by “the number of elements that need to be processed simultaneously by the
leaner” (Paas, van Gog, & Sweller, 2010, p. 117). Tasks with high intrinsic load require
learners to process many elements at once and employ their full working memory
capacity, while tasks requiring the processing of fewer elements place less of a burden on
working memory. Sentence writing intrinsically requires learners to process multiple
elements at once, including processing the definition of a new word, creating an
appropriate semantic context to use the word, and writing a sentence while also paying
attention its grammaticality. It is possible that advanced learners could navigate the

14

According to Sweller et al. (1998), intrinsic cognitive load involves the basic processing demands of the
task and thus cannot be altered. Germane cognitive load and extraneous cognitive load on the other hand
can be managed through task design. Extraneous cognitive load is induced by poor task design, when
learners must allocate their working memory resources to attend to unnecessary processing demands.
Increased extraneous cognitive load takes away from germane cognitive load—the effort required to
complete the task which promotes learning.
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multiple demands of the task so that aspects relatively unrelated to word learning would
not distract them. For instance, they would not have to exercise a great amount of effort
to attend to grammatical elements unrelated to the target word, allowing them to focus
attentional resources on semantic elaborations instead. High intermediate learners on the
other hand may have needed to allocate their attentional resources to all linguistic aspects
of the task, even those which are relatively less related to the target word. This may have
contributed to sentence writing being a more effective activity for advanced learners than
high intermediate learners.
FIB was also more effective in promoting vocabulary gains for advanced learners than
high intermediate learners. There are two possible explanations for this finding. The first
has to do with the frequency of encounters. As noted in the literature review, advanced
learners may not need as many encounters with a target word before retaining it,
compared to high intermediate learners. In FIB, words appear less frequently than in
FIB+PA and WS+PA+FIB, since words appear once more in the latter two tasks along
with pictures and audio. As discussed in the literature review section, learners seem able
to learn words with fewer encounters as they reach more advanced levels. However, since
the frequency barely differed between these tasks and they were not directly comparable
due to the incorporation of other task elements, this is merely one speculation, and may
be worth investigating in future studies with a more controlled design.
A more plausible explanation has to do with the potential differential effect of pictures. In
comparison to FIB which was more effective for advanced learners (and hence less
effective for high intermediate learners), FIB+PA had similar effects for high
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intermediate and advanced learners. As the main difference between FIB and FIB+PA
was the presence of pictures and audio, such a result suggests that these additional
resources benefitted high intermediate learners more than advanced learners. As
discussed in the literature review section, varying results were produced by previous
studies, with many finding pictures to be beneficial for learning but some finding them to
be a potential distraction. At least in the context of this study, pictures along with audio
seemed to be more beneficial for high intermediate learners, whose understanding of the
word definitions and fill-in-the-blank sentence contexts may have been facilitated by the
pictures. Advanced learners may not have needed the pictures as comprehension aids
since the text alone would have been sufficient. In fact, post-study surveys found that
some participants found the sentences illustrative enough, even without the pictures. One
advanced learner who completed FIB noted that “when some of the words … are put into
a sentence, I have a [mental] picture in mind, which made them more memorable”. Thus,
advanced learners may rely less on the pictures for comprehension. These results can also
be understood in terms of cognitive load theory. The pictures may have served as a
resource for high intermediate learners to free up their intrinsic cognitive load while it
may have been less necessary for advanced learners and thus did not have a significant
impact on their post-task performance.
As for WS+PA+FIB, activities that promote retrieval and combine intentional (e.g., word
study) and incidental learning (e.g., fill-in-the-blank) processes seem beneficial for both
high intermediate and advanced learners. One exception was on the delayed posttest of
the modified VKS. This exception was possibly an artifact of the steep decline in scores
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for high intermediate learners after one week had passed since learning. It is possible that
high intermediate learners were more susceptible to diminishing intentional learning
gains in the long term than advanced learners. Since the VKS tests word knowledge from
multiple aspects, the decline in scores becomes more noticeable than on meaning recall or
meaning recognition measures.
5.3. RQ3: Testing the ILH and TFA
The third research question examines the extent to which the relative effectiveness of the
four instructional tasks can be explained by the frameworks of the ILH and TFA. As
many relevant findings have already been discussed in previous sections, this section will
focus on reframing this information from the perspective of the two frameworks.
Table 28 summarizes the predictions that had been made on task effectiveness based on
the two frameworks. According to the ILH, SW was predicted to be most effective due to
its higher degree of evaluation. For TFA, scores were tallied based on the presence of
features believed to promote vocabulary learning, and WS+PA+FIB was predicted to be
most effective, FIB least effective, and SW and FIB+PA in between. The current study’s
results partially supported these predictions, although also revealing some deviations.
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Table 28
Involvement loads and TFA scores of the four instructional tasks

Involvement Load

TFA Score

SW

FIB

FIB+PA

4
(Need+,
Search+,
Evaluation++)
1
(Productive
Generation)

3
(Need+,
Search+,
Evaluation+)
0

3
(Need+,
Search+,
Evaluation+)
1
(Imaging)

WS+PA+FIB
+PA
n/a
2
(Imaging,
Retrieval)

As Figure 15 shows, descriptive statistics of the immediate posttests showed that on all
measures for both proficiency levels, the mean gain scores were higher for SW and
WS+PA+FIB than for FIB and FIB+PA. There were significant differences among
instructional tasks for high intermediate learners, but not advanced learners. On the
delayed posttests, SW and WS+PA+FIB mean gain scores were still highest for advanced
learners, although the pattern was slightly changed for high intermediate learners with
FIB+PA and WS+PA+FIB leading to greater gains than SW (see Figure 16). However,
no significant differences were found on the delayed posttests for high intermediate
learners, and differences among the instructional tasks were again not significant for
advanced learners. The lack of significant differences among advanced learners suggests
that the two frameworks may not be as suitable to apply to advanced learners. Therefore,
the framework predictions and study results will first be compared based on the results
from high intermediate learners. Then, reasons why they might not be as applicable to
advanced learners will be discussed.
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Figure 15
Immediate posttest results
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Figure 16
Delayed posttest results
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For immediate learning gains among high intermediate learners, the ILH correctly
predicted that sentence writing would be more effective than fill-in-the-blank activities, a
result that is also supported by previous studies. The main difference between the
sentence writing and fill-in-the-blank activities was in the evaluation component.
Evaluation is expected to be stronger in tasks that require learners to self-generate
contexts (as in SW) than tasks in which the context is given (as in FIB and FIB+PA).
This study also found that SW was generally more effective than FIB and FIB+PA.
However, it was not possible to compare SW and WS+PA+FIB using the ILH. The
differential effects of FIB and FIB+PA were also undetected by the hypothesis.
Laufer and Hulstijn (2001) originally formed the ILH to “identify the components of
incidental [emphasis added] tasks which [they] believe are conducive to the kind of
elaborate processing crucial for learning” (p. 13). Therefore, the hypothesis does not
cover tasks that may involve intentional learning. Subsequently, comparisons among
different activities, such as sentence writing and fill-in-the-blank, are based on the
assumption that the learner’s intention to commit words to memory does not differ
among the activities. Although learners in the current study were not informed of an
upcoming test, no further controls were set in place to prevent them from committing
words to memory. Therefore, regardless of the task, learners were free to actively
memorize the words if they chose to do so. Only WS+PA+FIB purposely built in an
intentional component where learners had to focus on the word definitions during the
activity. Although they were told that they did not need to memorize the words, they
were instructed to make sure that they understood the word definitions before moving on.
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In this way, it increased the likelihood that learners would intentionally commit the words
to memory. Such a component was not built into SW. The similar level of effectiveness
between SW and WS+PA+FIB may suggest that adding an intentional learning phase
before doing a more incidental activity can substantially boost the effectiveness of the
activity. Since this study did not have a condition where learners studied the words before
doing a sentence writing activity, it is not clear whether such a condition would result in
more words learned than in WS+PA+FIB. However, fill-in-the-blank exercises are
generally considered to be more time-efficient than sentence writing activities. Similar to
Folse’s (2006) findings that the effectiveness of fill-in-the-blank activities can be
enhanced by increasing the number of varied encounters, this study found that adding an
intentional learning component before doing the activities, rather than learning words
while simultaneously completing the activities, contributed significantly to the
effectiveness of the activity.
TFA, which offers a more comprehensive framework, may be used to compare and
evaluate a wider variety of tasks. TFA correctly predicted that WS+PA+FIB would be the
most effective. Furthermore, it was able to capture the difference between FIB and
FIB+PA. From the perspective of TFA, WS+PA+FIB offers the most features (imaging
and retrieval opportunities) among the tasks while FIB offers less features compared to
SW (productive generation opportunities) and FIB+PA (imaging). Nevertheless, TFA
also was not able to predict the similar effectiveness of SW and WS+PA+FIB.
Several explanations are possible for interpreting the equal effectiveness of SW and
WS+PA+FIB. One has to do with the equal weights given to different task features in
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TFA. Although all components are counted equally in calculating TFA scores, it is
entirely possible that some components weigh more heavily on learning than others. It is
possible for instance that productive generation, a feature of SW, counts significantly
more in promoting learning than either imaging or retrieval, which are features of
WS+PA+FIB. Therefore, further investigation into the potential differential weights of
the components would be helpful.
The operationalization of TFA components is another issue to consider. As noted
previously, the current study presented pictures and audio together instead of presenting
pictures on their own. The effect of imaging may have been weakened due to this
decision, as some studies suggest that the more information the learner must process
simultaneously, the more it draws away from their processing capacity (Yeh & Wang,
2003). Imaging is a broad feature that can be realized in many different ways. Effects of
imaging can vary depending on what words they are used with (e.g., abstract or concrete),
what pictures are selected, when they are presented to the learner, and what other media
they are presented with. TFA is certainly a useful framework to refer to in the design of
vocabulary activities. Although its form as a checklist of components may be appealing,
teachers and researchers should carefully consider how each component is realized and
exercise caution so that materials are well designed.
In terms of the reason why the frameworks may not have been effective predictors for the
performance of advanced learners, as evidenced by the lack of significant distinctions
among the instructional tasks, it may have to do with learner characteristics. If learners
are able to draw on other resources from outside the task, they may not be as reliant on
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task features for learning. Advanced learners have more existing L2 resources to draw
upon than less proficient learners. For instance, they can remember words better by
drawing connections between already known words, as in the case of one learner who
mentioned in the post-study survey that the word elucidate could be remembered easily
because it contains the word lucid. The post-study survey revealed that both high
intermediate learners and advanced learners adopted such word learning strategies (e.g.,
drawing on prefix and suffix knowledge), but it is likely that advanced learners have a
more expanded resource to draw from. Therefore, task features might have had a much
stronger influence on the high intermediate learners than the advanced learners. This
observation may be supported by indirect evidence from dictionary use studies. Zou’s
(2016) study comparing two search conditions, dictionary consultation and inferencing,
among high intermediate learners found that dictionary consultation was the more
effective condition for word learning. However, a study by Knight (1994) examining
dictionary and no-dictionary (i.e., inferencing) conditions among high and low verbal
ability learners found that although “both ability levels spent more time reading in the
dictionary condition than in the no-dictionary condition, only the low verbal ability group
exhibited proportionately similar or greater increases in vocabulary learning and in
reading comprehension scores” (p. 295). Thus, the prominence of intervention effects
may depend on different learner characteristics such as proficiency level.
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CHAPTER 6: CONCLUSION

In this final chapter, a summary of the study is provided along with a discussion of the
theoretical and pedagogical implications. The limitations of the study are also addressed
followed by suggestions for future research.
6.1. Summary of the study
This study set out to investigate the effects of different online tasks incorporating various
features believed to promote L2 vocabulary learning. To this end, 75 participants were
randomly assigned to complete one of four instructional tasks or a control task online.
The four instructional tasks were sentence writing (SW), fill-in-the-blank (FIB), fill-inthe-blank with pictures and audio (FIB+PA), and word study with pictures and audio plus
fill-in-the-blank (WS+PA+FIB). They were selected based on their inclusion of features
highlighted in the involvement load hypothesis (ILH) and technique feature analysis
(TFA). The participants’ learning of the target words was measured both immediately
and one week after completing the tasks. The Vocabulary Knowledge Scale (VKS) and a
multiple-choice meaning recognition test were used to obtain meaning recall, total VKS,
and meaning recognition scores.
The results showed that for immediate learning among high intermediate learners, SW
and WS+PA+FIB tended to be more effective than the other two tasks. There was also
evidence that FIB+PA was more effective than FIB. These results were partially
supported by the ILH and TFA, as tasks with higher involvement loads or those including
more TFA components led to better outcomes. However, the differences among the tasks
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were no longer significant on the delayed posttests. For advanced learners, although SW
and WS+PA+FIB also outperformed FIB and FIB+PA, the differences were not
statistically significant. The varying results between high intermediate and advanced
learners indicate that differences in task effectiveness may be less pronounced among
more advanced learners, perhaps because they may have more existing L2 resources to
draw from outside of the task. Moreover, the effect of task type was found to be
moderated by L2 proficiency level. Specifically, the effects of SW and FIB were more
salient for advanced learners than high intermediate learners compared to the effects of
FIB+PA and WS+PA+FIB. These results suggest that task effects may differ depending
on the cognitive load imposed by the task and the individual differences among learners.
6.2. Implications
6.2.1. Theoretical implications
The findings of the study have several theoretical implications. First, the results generally
support the ILH in that completing a task with a higher involvement load (SW) led to
better retention than completing a task with a lower involvement load (FIB). This finding
aligns with previous studies comparing sentence writing and fill-in-the-blank tasks.
However, the study also found the scope of the ILH to be somewhat limited for
explaining the factors which significantly contribute to vocabulary learning. Because the
ILH is concerned with incidental learning only, it is not possible to use the framework to
compare intentional and incidental learning processes. Furthermore, although tasks are
evaluated under the assumption that vocabulary learning occurs incidentally, the lines
between incidental and intentional learning are often blurred. Tasks that are designated as
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“incidental learning tasks” do not necessarily prevent the learner from developing a
deliberate intention to learn the words. Moreover, some incidental learning tasks may
draw more attention to the words, increasing the likelihood that intentional learning will
occur. While sentence writing and fill-in-the-blank activities are commonly observed in
studies on the ILH and thus seem widely accepted as incidental learning tasks, in a recent
meta-analysis by Webb, Yanagisawa, and Uchihara (2020), they were classified as
intentional learning activities under the definition that “intentional vocabulary learning is
completing activities that are designed to promote word learning” (p. 716). The
discrepancy shows that there may be a thin line between incidental and intentional
learning, and it should be reconsidered whether some activities which have been
examined under the “incidental learning” label may in fact be more likely to foster
intentional learning by requiring greater attention on the part of the learner. In other
words, the quality of attention may vary among different incidental learning tasks. Thus,
a framework for evaluating tasks which considers more factors conducive to vocabulary
learning, as well as those that recognize incidental and intentional learning processes as
continuous rather than dichotomous may be useful.
TFA incorporates multiple features and allows both activities considered as incidental
and intentional to be evaluated, and thus may account for more differences among tasks.
The current study provides some empirical support for TFA as a theoretical framework
for evaluating vocabulary tasks. The framework correctly predicted WS+PA+FIB to be
more effective than FIB and FIB+PA. Furthermore, FIB+PA was correctly predicted to
be more effective than FIB in certain instances. However, it should be noted that the level
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of importance assigned to various components within the TFA framework as well as its
dichotomous scoring method warrant further exploration. For instance, within the
noticing criteria in TFA, an activity can receive a score of either 0 or 1 if it focuses
attention on the target words. Thus, sentence writing, fill-in-the-blank, and word list
activities may all receive a score on this criterion. However, such a dichotomous scoring
method may obscure the fact that different activities may promote different levels of
attention. Furthermore, because of the equal weights given to different components in
TFA, it may not explain how certain features could contribute more significantly to
vocabulary learning than others. For instance, in this study, SW was more effective than
FIB+PA in some instances despite them having the same TFA score. Thus, it is possible
that productive generation, a feature of SW, may carry more weight than imaging, a
feature of FIB+PA.
6.2.2. Pedagogical and practical implications
The study also has pedagogical and practical implications for the development and use of
L2 vocabulary learning tasks. First, the study findings offer general suggestions for the
selection and modification of tasks for vocabulary instruction. Teachers are faced with
many options when it comes to vocabulary tasks. Word lists, sentence writing, and fill-inthe-blank activities are all commonly employed in L2 classrooms. However, it is unclear
which of these tasks might be most effective for learners. While the differential effects of
sentence writing and fill-in-the-blank activities have frequently been investigated in
previous studies, not many have compared sentence writing with different variations of
fill-in-the-blank activities. The findings of studies that do offer such comparisons,
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including Folse (2006; one sentence writing vs. one fill-in-the-blank vs. three fill-in-theblank) and Zou et al. (2018; sentence writing with text annotations vs. cloze with pictorial
annotations vs. cloze with text annotations) demonstrate that fill-in-the-blank activities
can be modified to be made more effective. This study also adds to these findings, as
additional task features such as pictures and audio or an intentional learning component
were found to increase the effectiveness of the fill-in-the-blank task. Given that fill-inthe-blank activities are popular for their efficiency compared to sentence writing
activities, teachers and materials developers are encouraged to explore ways to make
similar learning tasks more effective as well as efficient. To this end, TFA may also serve
as a useful guide, since it can be easily used to monitor whether tasks include the
components found to be critical for learning.
The study also specifically highlights the role of attention in L2 vocabulary learning and
the importance of increasing the quality of attention paid to words in tasks. For instance,
in the current study, learners who completed WS+PA+FIB generally retained words
better than learners who completed FIB+PA. This may be due to a difference in the
quality of attention given to new words. As previously discussed, learners are more likely
to retain words when more attention is given to them. In WS+PA+FIB, learners attend to
new words before completing the fill-in-the-blanks while in FIB+PA, learners must
attend to new words as they are simultaneously trying to complete the task. The quality of
attention to words may therefore be greater in the former task since attention is not
divided between word learning and task completion. As learners have limited processing
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resources, care must be taken in task design so that resources for learning are not
dispersed in a way that reduces the quality of attention.
Finally, while the suggestions above apply to task design and selection generally, there
are also considerations to be made in relation to specific learner characteristics. The
current study found varying effects of tasks for different proficiency levels, as the
sentence writing task seemed to be more effective for advanced learners than high
intermediate learners. It was also found that high intermediate learners may have
benefitted from the inclusion of pictures and audio while the addition did not make a
significant difference for advanced learners. These results were interpreted from the
perspective of cognitive load theory, as learners’ capability to handle certain task
demands or their need for additional learning aids may differ depending on their current
stage of development. This points to the importance of designing and selecting tasks
while considering the developmental needs of the learners. Particularly for digital
platforms, technological advancements have broadened the possibilities for task design,
and technology-enhanced learning features such as spell checkers, pop-up dictionaries,
and multimedia can easily be incorporated into tasks. However, the results of the study
suggest that developers must carefully consider how these features may affect learning
processes for different learners rather than use them in a blanket application.
6.3. Limitations
While the findings of the study offer insights into how vocabulary learning tasks may be
better designed to aid learners’ vocabulary development, the results and interpretations
must be understood in relation to several limitations.
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One limitation of the study is the small sample size. As noted in earlier discussions,
statistical conclusions based on small sample sizes are more susceptible to error,
especially when it comes to detecting an existing effect. In the current study, significant
group differences were not observed on delayed posttest gains for high intermediate
learners, and in most cases significant differences among instructional tasks were also not
observed among advanced learners. Caution should be exercised when interpreting these
results because it is not clear whether the non-significance is truly reflective of the larger
population or if it is a product of the small sample size.
The varying backgrounds of participants should also be considered when interpreting the
results of the study. Because of the process of randomization and consideration of
relevant background variables (pretest scores, L1, length of stay in an English-speaking
country), it is not believed that the variability in participant backgrounds would have
significantly skewed the results. Nevertheless, future studies may want to monitor
whether having participants from similar backgrounds may yield different results.
Another limitation is a potential ceiling effect for advanced learners on the meaning
recognition measure. Many advanced learners received very high scores on the multiplechoice meaning recognition test due to its relatively easy nature. It is possible that the
relative effectiveness of the tasks and the salience of the effects may differ if meaning
recognition ability is gauged through a different measure.
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6.4. Directions for future research
Based on the findings and limitations discussed above, several avenues for future
research could be explored to further our understanding of L2 vocabulary acquisition and
instruction.
First of all, it would be useful to have more studies directly testing the TFA framework.
The current study was one of the few studies to empirically investigate TFA, specifically
focusing on the features of productive generation, retrieval, and imaging among the
various components outlined in the framework. As the findings suggested that each of
these features may carry different weights in their contribution to learning, it would be
beneficial for future studies on TFA to explore how different components might influence
L2 vocabulary learning to different degrees. Furthermore, while each component in TFA
is evaluated dichotomously (i.e., on whether it is present or absent from the task), future
research may explore the potential multiple levels within a component to extend beyond
the framework’s current formulation.
This study also found differential task effects by proficiency level, focusing on high
intermediate and advanced learners. Future studies may consider including other
proficiency levels, since the relative effectiveness of tasks may look different for
beginner to intermediate level learners. Additionally, as the study found that the effects of
the instructional tasks did not differ significantly from each other for advanced learners,
future studies may want to focus on more difficult aspects of word knowledge, such as
collocations, to observe whether task differences are more pronounced for these aspects.
Also from an assessment perspective, this study adopted relatively simple and
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straightforward measures for vocabulary learning. More complex measures which can
capture nuanced developments among advanced learners could be used in future studies.
Finally, this study examined the effects of tasks on vocabulary learning in an online
setting. Having tasks in a computer-mediated format afforded many conveniences both
during task design (e.g., when incorporating audio and visual aids into tasks) and while
learners were completing the tasks (e.g., accessing word information through clickable
buttons, typing answers). However, while technology is generally assumed to make the
learning experience more efficient and engaging, the findings of this study and previous
studies show that technology-enhanced features are not automatically more conducive to
learning. Thus, more research is needed on how specific technology-enhanced features
may affect the way learners process and retain information. Such research would provide
more insights into whether and how L2 learning is affected by technology and help better
inform task design in digital environments.
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APPENDICES
APPENDIX A: List of target words, definitions, and example sentences
Target word
insinuation (n.)

alacrity (n.)

drudgery (n.)

paragon (n.)

parsimonious (adj.)

meticulous (adj.)

rambunctious (adj.)

cavalier (adj.)

ameliorate (v.)

Definition
Example sentence
a usually bad or insulting remark The girl was upset when the
that is said in an indirect way
school bullies said she should
buy a new dress, since it was
really an insinuation about her
looks.
a quick and cheerful readiness to When the teacher asked a
do something
question, the student raised her
hand with alacrity, ready to
answer it.
boring, difficult, or unpleasant
Although doing homework
work
everyday can feel like drudgery
for students, it is necessary in
order to learn.
a person or thing that is perfect
He is a paragon of kindness,
or is a perfect example of a
always helping others and
particular good quality
putting their needs above his
own.
very unwilling to spend money
Even though the boss has a lot
of money, he is parsimonious
when it comes to paying his
employees.
very careful and with great
The meticulous photographer
attention to every detail
spent hours fixing the lightning
and position of the object, trying
to get the perfect shot.
full of energy and difficult to
The mother often has a difficult
control
time getting her rambunctious
children to calm down.
not caring enough about
Some people have a cavalier
something important or serious
attitude towards texting while
driving, but this is dangerous
behavior that could lead to
traffic accidents.
to make a bad or unpleasant
The patient began to receive
situation better
massage therapy in order to
ameliorate the pain in her leg.

107

elucidate (v.)

to make something clear or easy
to understand

vacillate (v.)

to repeatedly change your
opinions or desires

denigrate (v.)

to say very critical and often
unfair things about someone or
something
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The speaker tried to elucidate
the complicated graph for his
audience, but they still found it
confusing.
She would often vacillate
between wanting to eat healthy
and wanting to eat fast foods.
Some critics were jealous of the
inventor’s brilliance and they
tried to denigrate his
achievements.

APPENDIX B: SW instructions
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APPENDIX C: FIB and FIB+PA instructions
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APPENDIX D: WS+PA+FIB instructions
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