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SIMBOLOGI´A
G grafo G = (VG , EG)
VG conjunto de nodos en el grafo
EG conjunto de aristas en el grafo
n la cardinalidad del conjunto VG (orden del grafo), la cantidad de nodos
e la cardinalidad del conjunto EG (taman˜o del grafo), la cantidad de aristas
den(G) densidad del grafo
A matriz de adyacencia
Γ(i) conjunto vecino del nodo i
〈k〉 grado promedio del grafo
∆(G) grado ma´ximo
δ(G) grado mı´nimo
ex(i) excentricidad de un nodo
diam(G) dia´metro
rad(G) radio
SG subgrafo de G
Pr(k) probabilidad de que un nodo tenga grado k
C(i) coeficiente de agrupamiento del nodo i
C(G) coeficiente de agrupamiento del grafo
L(G) longitud de ruta ma´s corta
D(G) dia´metro del grafo
E(G) eficiencia global del grafo
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Eℓ eficiencia local del grafo
ddc(i) coeficiente de dispersio´n del grado
ddc(G) coeficiente de dispersio´n del grado global
ER grafos generados con el modelo Erdo˝s-Re´nyi
WS grafos generados con el modelo Watts-Strogatz
BA grafos generados con el modelo Baraba´si-Albert
KL grafos generados con el modelo de Kleinberg
RGG grafos generados con el modelo de grafos geome´tricos aleatorios
SAT problema de satisfactibilidad booleana
O cota superior
Ω cota inferior
Θ cota estrecha
L lenguaje
S espacio de soluciones
N (s) vecindario en el espacio de bu´squeda
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Tı´tulo del estudio:
COMPLEJIDAD COMPUTACIONAL ESTRUCTURAL
EN REDES COMPLEJAS
Nu´mero de pa´ginas: 112.
OBJETIVOS Y ME´TODO DE ESTUDIO: El desarrollo del presente trabajo se enfoca en
estudiar el efecto de la estructura de instancias en la complejidad computacional al resol-
ver un problema. Para realizar este trabajo, se acota la poblacio´n de estudio a instancias
de problemas computacionales relacionados con grafos, especı´ficamente al problema de
k-coloreo. Esto no es impedimento para que el estudio se extienda a otros problemas
computacionales, gracias a las reducciones que se pueden realizar entre problemas.
Con el fin de observar efectos estructurales de las instancias en la solucio´n del pro-
blema, se utilizan modelos de generacio´n de redes complejas, los cuales proporcionan una
herramienta para generar instancias de grafos de igual taman˜o y orden pero con diferen-
te estructura; tambie´n se utilizan funciones de caracterizacio´n de redes complejas para
obtener medidas de propiedades estructurales de las instancias generadas.
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RESUMEN XIX
Se toman algoritmos del estado del arte para la solucio´n del problema de k-coloreo.
Estos algoritmos formulan de diferente manera la funcio´n objetivo y la vecindad de so-
luciones, lo cual permite — independientemente de estos dos aspectos — observar la
influencia de la estructura de la instancia en el espacio de soluciones generado.
Para cuantificar los efectos estructurales en el desempen˜o algorı´tmico, se propone
una medida de desempen˜o basada en la convergencia de los algoritmos hacia la solucio´n
final. Se hace uso de disen˜os experimentales, regresiones y algoritmos de agrupamien-
to para establecer relaciones entre la medida de desempen˜o algorı´tmico propuesta y las
propiedades estructurales de las instancias y co´mo es esa relacio´n.
CONTRIBUCIONES Y CONCLUSIONES: La contribucio´n del presente trabajo se centra
en establecer un marco de trabajo efectivo y pra´ctico para el estudio del efecto de la estruc-
tura de instancias de grafos en la complejidad computacional de un problema. Para ello se
propone una medida que refleja el efecto de la estructura de la instancia en el desempen˜o
algorı´tmico independientemente del taman˜o de la instancia y para´metros del problema.
Esta medida puede ser aplicada en el estudio de los efectos estructurales de instancias de
otros problemas computacionales diferentes al abordado en esta tesis y usando otros tipos
de algoritmos.
El marco de trabajo propuesto permite establecer relaciones entre caracterı´sticas
estructurales de instancias y el efecto que tiene en la dificultad asociada a la solucio´n del
problema, lo cual proporciona las bases para desarrollar algoritmos especializados que
tomen en cuenta la estructura de la instancia de forma que sean ma´s eficientes, desarrollar
algoritmos que en tiempo de ejecucio´n se adapten a la estructura de la instancia y optimizar
la estructura de instancias de redes reales para facilitar o dificultar un proceso segu´n las
necesidades del usuario.
Firma del asesor:
Dra. Satu Elisa Schaeffer
CAPI´TULO 1
INTRODUCCIO´N
Los problemas computacionales no son solo cosas que tienen que resolverse,
tambie´n son objetos que valen la pena estudiarse.
- Christos H. Papadimitriou.
El ser humano desde sus orı´genes se ha enfrentado a situaciones en diferentes contextos
que debe resolver tomando en cuenta los recursos disponibles, evaluando alternativas de
solucio´n y eligiendo la mejor o ma´s adecuada en ese momento. Conforme el hombre ha
ido evolucionado, tambie´n han evolucionado los problemas que debe resolver. La cantidad
de factores que intervienen en los problemas ha crecido y la manera en co´mo los facto-
res interactuan entre sı´ hace que los problemas sean cada vez ma´s complejos [Heylighen,
1999]. Por ello la necesidad de contar con mecanismos que lo auxilien en el proceso de
solucio´n de problemas. Ante esta situacio´n se ha puesto de manifiesto la necesidad de defi-
nir claramente procedimientos a seguir para resolver un problema, lo que se conoce como
algoritmo; tambie´n se han creado ma´quinas que realizan grandes ca´lculos para solucionar
problemas. Hoy en dı´a, cada vez ma´s, se hace uso de las computadoras para solucionar
problemas, tomar decisiones, facilitar actividades del dı´a a dı´a y hasta tener un rato de
esparcimiento.
De cierta manera, ahora las computadoras se encuentran resolviendo problemas,
evaluando alternativas y presentando la mejor o las mejores posibles, saber que un proble-
ma se puede resolver por una computadora no basta para decir si resulta pra´ctico hacerlo
o no. Se tiene que tener en cuenta que es posible resolver una gran cantidad de problemas,
1
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es decir, se puede disen˜ar un algoritmo y escribir un programa, pero los recursos de tiem-
po de procesamiento y el espacio en memoria de las computadoras son importantes en la
pra´ctica. Actualmente la cantidad de memoria de una computadora es un recurso limitado
y generalmente se desea un tiempo de respuesta corto con respecto al taman˜o del proble-
ma que se esta´ resolviendo, tambie´n es deseable saber si el caso del problema a resolver
es fa´cil o difı´cil lo cual se aborda en este proyecto.
En este capı´tulo se abordara´n de manera general, en la primera seccio´n, los temas
que se tratara´n en la tesis, los cuales se abordara´n con mayor detalle en el Capı´tulo 2. Pos-
teriormente se describira´ el problema que se esta´ abordando, lo que motivo´ a estudiarlo,
la hipo´tesis principal de este trabajo, los objetivos planteados y la contribucio´n cientı´fica.
1.1 ANTECEDENTES
El ser humano interactu´a constantemente con sistemas, resolviendo problemas y
tomando decisiones. Un sistema es un conjunto de elementos que se relacionan entre
sı´ para lograr una tarea especı´fica. Muchos sistemas naturales y hechos por el hombre son
considerados como sistemas complejos. Estos sistemas complejos esta´n caracterizados
por tener una gran cantidad de elementos que interactu´an entre sı´ de acuerdo a reglas que
cambian con el tiempo, lo que provoca una dina´mica en las conexiones de los elementos,
generando comportamientos y feno´menos que no son predecibles ni explicables a partir
del estudio aislado de los elementos [Amaral y Ottino, 2004]. Los sistemas complejos se
presentan a diferentes niveles de organizacio´n como las redes metabo´licas de proteı´nas y
redes de neuronas a nivel celular; redes de transporte, redes de telecomunicaciones y redes
sociales a nivel tecnolo´gico [Baraba´si, 2007].
Los sistemas complejos pueden ser modelados a trave´s de grafos, donde los ele-
mentos son representados por nodos y las relaciones existentes entre los elementos se
representan mediante aristas. Estos grafos conocidos como redes complejas proporcio-
nan una herramienta flexible y general para representar de manera abstracta los sistemas
complejos y los cambios dina´micos en su patro´n de conexio´n llamado topologı´a [da F.
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Costa et al., 2007]. Las redes complejas poseen una estructura topolo´gica no trivial y un
comportamiento dina´mico, lo que ha motivado el estudio de las caracterı´sticas estructu-
rales de estas redes. En este proyecto se busca establecer una metodologı´a que permita
entender co´mo estas propiedades influyen en los procesos que se llevan a cabo en ellas.
Segu´n la manera en que se relacionan entre sı´ los elementos en la red compleja, se
pueden clasificar como redes uniformes [Erdo˝s y Renyı´, 1960], redes de pequen˜o mundo
[Watts y Strogatz, 1998], redes de libre escala o exponenciales [Albert y Baraba´si, 2002].
Cada una de estas redes posee caracterı´sticas estructurales que las hacen vulnerables o
resistentes a ataques intencionales o fallas aleatorias en el sistema que representan. Debido
a la gran cantidad de sistemas que pueden ser modelados como redes complejas, diversas
investigaciones se han enfocado realizar ana´lisis de propiedades topolo´gicas en te´rminos
de mu´ltiples me´tricas [da F. Costa et al., 2007] y en el estudio de los procesos que se
llevan a cabo en las redes complejas y que pueden verse afectados por la estructura de la
red compleja [Alderson, 2008; Lo´pez, 2007; Schaeffer, 2006].
Un feno´meno de intere´s en el a´rea de los sistemas complejos es el feno´meno de
percolacio´n que describe las transiciones abruptas del sistema de un estado a otro, llam-
das transiciones de fase. Este feno´meno esta´ relacionado con la aparicio´n de un grupo
de elementos de taman˜o infinito que tiene como consecuencia cambios significativos en
propiedades fı´sicas del sistema [Albert y Baraba´si, 2002]. Este feno´meno llevado al a´rea
de los sistemas complejos estudia la probabilidad con la cual, a partir de grupos aislados
de nodos se forma un grupo de gran taman˜o, que se expande por toda la red o viceversa,
en te´rminos ma´s sencillos, estudia que´ pasa con la red si se eliminan o agregan nodos o
aristas aleatoriamente. Una de las principales aplicaciones del estudio del feno´meno de
percolacio´n es la robustez de las redes de comunicacio´n y biolo´gicas [Holme, 2004].
En investigaciones recientes se ha descubierto que problemas computacionales cla-
sificados como NP-completos1 presentan transiciones de fase tal como los sistemas com-
plejos. En los problemas NP-completos las transiciones de fase se refieren a cambios en la
1La clase NP contiene aquellos problemas que son decididos por una ma´quina de Turing no determinista
en tiempo polinomial. Los problemas NP-completos son los ma´s difı´ciles de la clase NP; este tema se trata
en la Seccio´n 2.3.
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dificultad de resolver el problema [Achlioptas et al., 2005; Fu y Anderson, 1986; Martin
et al., 2001]. Se ha detectado que de acuerdo a ciertos para´metros referentes al problema
se pueden presentar diferentes transiciones de fase en la solucio´n del problema [Achliop-
tas et al., 2005; Mammen y Hogg, 1997]; ejemplos de estas transiciones se presentan en
la Figura 1.1. Es importante recordar que el uso del te´rmino “dificultad” esta´ relacionado
con el costo computacional asociado al uso de recursos como tiempo de procesamiento y
espacio en memoria.
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(a) Transicio´n fa´cil-difı´cil.
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(b) Transicio´n difı´cil-fa´cil.
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(c) Transicio´n fa´cil-difı´cil-fa´cil.
Figura 1.1: En problemas computacionales, al variar un para´metro del problema
en cierto rango, se puede observar un cambio dra´stico en la dificultad asociada
al costo computacional, en la Figura 1.1(a) se muestran cambios de un re´gimen
fa´cil a uno difı´cil, tambie´n se pueden tener cambios de re´gimen difı´cil a uno fa´cil
como en la Figura 1.1(b). Adema´s se pueden tener cambios de re´gimen fa´cil-
dı´ficil-fa´cil (ver Figura 1.1(c)) cuando ciertos para´metros asociados a la instancia
del problema cambian.
Para estudiar la facilidad o dificultad con la cual se resuelve un problema, se ha re-
currido a analizar las propiedades del espacio de soluciones generados por los algorı´tmos
de bu´squeda. Este espacio de soluciones es representado como una superficie de aptitudes
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[Rosas, 2007; Yossi y Poli, 2005] y su caracterizacio´n ha sido orientada a describir las
trayectorias que siguen los algorı´tmos en la bu´squeda de mejores soluciones.
1.2 DESCRIPCIO´N DEL PROBLEMA
La teorı´a de complejidad computacional estudia la cantidad de recursos compu-
tacionales — tiempo de procesamiento y espacio en memoria — necesarios para resolver
un problema en su peor caso. Entre mayor sea la cantidad de recursos usados se dice que
el problema es ma´s difı´cil de solucionar [Papadimitriou, 1994].
Figura 1.2: Factores que influyen en la solucio´n de un problema en su peor caso.
Para estimar esta cantidad de recursos y por ende la dificultad del problema se ha
tomado como referencia el taman˜o de la instancia del problema que se desea resolver; en
te´rminos simples, la cantidad de datos que se procesara´n para solucionar el problema. En
general es de intere´s realizar esta estimacio´n en un sentido asinto´tico, es decir, para un ta-
man˜o de instancia suficientemente grande. Estudios recientes indican que considerar solo
el taman˜o de la instancia no es suficiente para determinar si sera´ fa´cil o difı´cil de resolver
[Flum y Grohe, 2006; Orponen et al., 1994]. La teorı´a de complejidad parametrizada ex-
plica co´mo para´metros de un problema influyen de manera importante en el uso de estos
recursos para su resolucio´n [Flum y Grohe, 2006]. Au´n ası´ en la pra´ctica, para instancias
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de igual taman˜o y con los mismos para´metros de un problema, se observa que unas ins-
tancias se resuelven ma´s fa´cilmente que otras por diferentes algoritmos [Porumbel et al.,
2010; Smith-Miles et al., 2009; Watson et al., 1999]. Esto da indicios que la estructura
de la instancia es otro factor (ve´ase Figura 1.2) que influye de manera significativa en la
facilidad o dificultad para resolverla y que es lo que se desea estudiar en este proyecto.
Es en este punto donde surgen cuestionamientos importantes que motivan el desa-
rrollo del presente proyecto de investigacio´n: ¿Que´ propiedades estructurales de las ins-
tancias afectan en el desempen˜o de los algoritmos usados para resolver el problema?
¿Que´ propiedades estructurales de las instancias hacen que el problema a resolver sea ma´s
fa´cil o ma´s difı´cil? En esta tesis se buscan las respuestas a estas preguntas.
1.3 JUSTIFICACIO´N
En este proyecto se busca caracterizar la dificultad de una instancia en te´rminos
ma´s descriptivos que el taman˜o de la misma, que es la medida tradicional de complejidad
computacional. El principal objetivo es identificar caracterı´sticas estructurales en las
instancias que permitan determinar si se esta´ ante una instancia fa´cil o difı´cil. Con esta
informacio´n se podra´n establecer las bases para la construccio´n de instancias fa´ciles o
difı´ciles de resolver lo que lleva tambie´n a disen˜ar y seleccionar algoritmos que obtengan
ventajas del conocimiento de la estructura de la instancia.
De intere´s particular es la optimizacio´n estructural donde una instancia dada se mo-
difica para que la solucio´n de ciertos problemas sea ma´s fa´cil o difı´cil. Existen situaciones
donde se requiere que la infraestructura facilite ciertos procesos como el transporte de
mercancı´a o mensajes, evacuaciones en caso de desastres o la fluidez vial, mientras en
otras situaciones es deseable que ciertos procesos sean difı´ciles de realizar como la pro-
pagacio´n de virus y ataques a un sistema de transporte, entre otros [Kicinger et al., 2005;
Surry et al., 1995; Xu, 2010].
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1.4 HIPO´TESIS
Adema´s del taman˜o de la instancia y los para´metros del problema a resolver, la
complejidad de resolucio´n de un problema dada una instancia se ve tambie´n afectada
por la estructura de la misma; por ello es necesario estudiar, analizar y caracterizar sus
propiedades estructurales.
1.5 OBJETIVOS
El objetivo principal es establecer un marco de trabajo efectivo y pra´ctico para pro-
blemas de grafos, extensible a otros problemas tratados por la complejidad computacional,
que permita caracterizar la dificultad inherente en la estructura de instancias iguales en
taman˜o pero distintas en te´rminos estructurales. Para lograr este objetivo es necesario:
Generar instancias de grafos de igual taman˜o pero diferente estructura.
Caracterizar instancias a trave´s de medidas de propiedades estructurales.
Caracterizar el desempen˜o algorı´tmico tomando en cuenta la convergencia de los
algorı´tmos de bu´squeda hacia una solucio´n, de tal forma que la caracterizacio´n per-
mita distinguir efectos de la estructura de las instancias en el desempen˜o algorı´tmi-
co.
Disen˜ar experimentos que permitan establecer que´ propiedades estructurales de las
instancias hacen que sean fa´ciles o difı´ciles de resolver y que´ relacio´n guardan estas
propiedades estructurales con el desempen˜o algorı´tmico.
Realizar y documentar experimentacio´n de los efectos de propiedades estructurales
en el desempen˜o algorı´tmico.
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1.6 CONTRIBUCIO´N CIENTI´FICA
El presente trabajo de tesis aporta dos contribuciones principales. La primera es la
formulacio´n de una medida de desempen˜o algorı´tmico que permite observar el efecto de la
estructura de la instancia, independientemente del taman˜o de la instancia y los para´metros
del problema. La segunda es el desarrollo de un marco de trabajo que permite establecer
relaciones entre el desempen˜o algorı´tmico y las propiedades estructurales de las instancias
de grafos; esto con el objetivo de lograr un entendimiento profundo de la manera en que
la estructura del grafo impacta en la solucio´n de un problema.
El conocimiento de la estructura de la instancia se puede aprovechar en el desarro-
llo de algoritmos especializados para ciertos tipos de instancias que ocurren en campos
de aplicacio´n particulares para alcanzar mayor eficiencia computacional y mayor calidad
en aproximaciones2 ra´pidas. Tambie´n permite el desarrollo de me´todos de solucio´n adap-
tativos que caractericen y aprovechen la estructura de la instancia en tiempo de ejecucio´n.
La meta es contribuir en la caracterizacio´n de la complejidad de una instancia,
tomando en cuenta no solo el taman˜o de la instancia o para´metros del problema, sino la
estructura de la instancia.
1.7 ESTRUCTURA DE LA TESIS
El restante del trabajo se encuentra estructurado de la siguiente manera: en el Capı´tu-
lo 2 se presentan los fundamentos teo´ricos y conceptos necesarios de las diferentes a´reas
que convergen en el desarrollo de este trabajo como lo es la teorı´a de complejidad compu-
tacional, teorı´a de grafos y redes complejas. En el Capı´tulo 3 se presenta una revisio´n de
la literatura existente donde se ha trabajado para determinar que´ estructura de la instancia3
es ma´s fa´cil o ma´s difı´cil, co´mo se ha abordado y que´ se ha logrado.
2Se entiende por aproximaciones a las soluciones de un problema que se encuentran dentro de cierto
rango alrededor de la mejor solucio´n posible que se puede encontrar de un problema [Vazirani, 2001].
3Muchos de los trabajos relacionados usan indistintamente los te´rminos problema e instancia; en este
trabajo hacemos enfa´sis en la diferencia entre estos dos te´rminos.
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En el Capı´tulo 4 se describe el me´todo de estudio llevado a cabo para la realiza-
cio´n de este trabajo. En el Capı´tulo 5 se presenta la propuesta de un marco de trabajo
para abordar el problema planteado ası´ como la propuesta de una medida de desempen˜o
algorı´tmico que permite detectar la influencia de la estructura de las instancias en la solu-
cio´n del problema. En el Capı´tulo 6 se describen los experimentos realizados y se analizan
los resultados obtenidos. En el Capı´tulo 7 se describen las conclusiones del trabajo y se
comenta brevemente el trabajo que queda por hacer como consecuencia de los resultados
obtenidos y nuevos cuestionamientos surgidos.
CAPI´TULO 2
FUNDAMENTOS TEO´RICOS
Los que se enamoran de la pra´ctica sin la teorı´a
son como los pilotos sin timo´n ni bru´jula,
que nunca podra´n saber a do´nde van.
- Leonardo Da Vinci.
En este capı´tulo se presentan definiciones y conceptos ba´sicos de las a´reas de cono-
cimiento necesarias para abordar el problema planteado y a los cuales se hace referencia
en el presente documento. En la Seccio´n 2.1 se presentan conceptos de teorı´a de grafos
los cuales permiten una mejor comprensio´n de las dema´s secciones. En la Seccio´n 2.2 se
abordan temas de teorı´a de redes complejas, los cuales son necesarios para la generacio´n y
caracterizacio´n de instancias. Es importante hablar de la teorı´a de la complejidad compu-
tacional, por lo cual en la Seccio´n 2.3 se aborda este tema, seguida de la Seccio´n 2.4 donde
se toca el tema de complejidad parametrizada. En la Seccio´n 2.5 se presentan conceptos
ba´sicos referentes a los problemas de optimizacio´n y posteriormente en la Seccio´n 2.6 se
aborda el tema de algoritmos metaheurı´sticos.
2.1 TEORI´A DE GRAFOS
El estudio de la teorı´a de grafos comenzo´ formalmente cuando Euler [1741] resol-
vio´ el problema de los puentes de Ko¨nigsberg, observando que la solucio´n del problema
dependı´a solamente de las propiedades de sus conexiones. A partir de entonces los gra-
10
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fos se han convertido en una herramienta importante en diversas a´reas del conocimiento,
ya que permiten representar de manera abstracta situaciones en las cuales elementos se
relacionan entre sı´. A continuacio´n se describe formalmente la terminologı´a de teorı´a de
grafos utilizada en el presente trabajo.
Un grafo G esta´ definido por dos conjuntos G = (VG, EG), donde VG es el conjunto
de nodos o ve´rtices, los elementos que se desean representar; y EG es el conjunto de
aristas o conexiones que son las relaciones existentes entre los nodos. El conjunto EG
esta´ formado por pares de nodos de la forma (i, j). Si tenemos una arista (i, i) se dice que
e´sta es una arista reflexiva llamada lazo. Cuando estos pares son no ordenados se dice que
el grafo es no dirigido; cuando los pares son ordenados se tiene un grafo dirigido. En un
grafo ponderado las aristas, ya sean dirigidas o no, tienen asociado un peso w(i, j). En la
Figura 2.1 se muestran ejemplos de estos tipos de grafos. Si los nodos o las aristas tienen
asignadas etiquetas que los haga distinguibles unos de otros se tiene un grafo etiquetado.
En este trabajo se utilizan grafos no dirigidos y no ponderados, por lo cual las definiciones
mencionadas a continuacio´n se formulara´n en te´rminos de este tipo de grafo.
(a) Grafo no dirigido. (b) Grafo dirigido.
4
8
1
5
3
2
7
(c) Grafo dirigido ponderado.
Figura 2.1: A la izquierda se tiene un grafo no dirigido con seis nodos y siete
aristas. En la figura del centro se presenta el mismo grafo con la diferencia que se
ha dado direccio´n a las aristas. A la derecha se tiene un grafo dirigido en el cual
las aristas tienen pesos.
El nu´mero de nodos n = |VG| es denominado orden del grafo y el nu´mero total de
aristas e = |EG| se denomina taman˜o del grafo. El taman˜o del grafo puede ser como mı´ni-
mo cero y como ma´ximo n(n − 1)/2. La densidad de un grafo den(G) es la proporcio´n
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de aristas presentes del ma´ximo posible:
den(G) = 2e/(n(n− 1)). (2.1)
Dos nodos son adyacentes si una arista los une. Matema´ticamente un grafo se pue-
de representar mediante una matriz cuadrada de dimensio´n n × n, llamada matriz de
adyancencia A; cada elemento de la matriz de adyacencia A(i, j) representa la presencia
o ausencia de una arista entre los nodos i y j. Si existe una arista entre los nodos i y j,
entonces ai,j = 1, en caso contrario ai,j = 0. El conjunto de nodos adyacentes a un nodo
i del grafo G se denomina conjunto vecino del nodo i y se denota por Γ(i).
Figura 2.2: Grafo y su descripcio´n mediante la notacio´n descrita.
El nu´mero de nodos adyacentes a un nodo i es el grado del nodo i y se define como
ki =
n∑
j=1
ai,j = |Γ(i)|. (2.2)
El grado ma´ximo del grafo G se expresa como ∆(G) y el grado mı´nimo como δ(G). El
grado promedio del grafo G se representa como 〈k〉 = 2e/n. En la Figura 2.2 se presenta
un grafo con la notacio´n de los conceptos descritos hasta este momento.
Cuando se tiene un grafo de taman˜o ma´ximo se dice que el grafo es completo y
se denota como Kn. Si todos los nodos de un grafo G tienen el mismo grado k, el grafo
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es regular y se denota como k-regular. Un grafo bipartito es aquel en el cual los nodos
puedes separarse en dos conjuntos disjuntos V1 y V2, V1 ∪ V2 = V, V1 ∩ V2 = ∅ tales que
el conjunto de aristas sea
∀u, w ∈ E ⇒ (u ∈ U ∧ w ∈ W ) ∨ (u ∈ W ∧ w ∈ U), (2.3)
es decir, las aristas u´nicamente unen nodos de un conjunto con nodos de otro conjunto. En
la Figura 2.3 se muestran ejemplos de estos tres tipos de grafos.
(a) Grafo completo. (b) Grafo 3-regular. (c) Grafo bipartito.
Figura 2.3: En la Figura 2.3(a) se muestra un grafo completo de seis nodos y
quince aristas; en la Figura 2.3(b) se tiene un grafo 3-regular lo que quiere decir
que cada nodo tiene grado tres. En la Figura 2.3(c), se presenta un grafo bipartito:
los tres nodos de la parte superior forman un conjunto y los dos de la parte inferior
forman otro conjunto; como todos los nodos de un conjunto esta´n relacionados
con todos los nodos del otro conjunto este es un grafo bipartito completo.
Si dos nodos i, j no son adyacentes, pueden estar conectados por una secuencia
de m aristas, las cuales forman la ruta entre i y j, siendo m la longitud de la ruta. A la
longitud mı´nima posible entre todas la rutas existentes entre el nodo i y el nodo j se le
conoce como distancia geode´sica di,j .
Un grafo es conexo si para cualquier par de nodos i, j ∈ G, existe al menos una ruta
entre i y j. Si G es conexo, di,j es positivo y finito, lo que implica que el nu´mero de aristas
para ir de i a j es finito. Por otro lado, si G no es conexo, para por lo menos un par i y
j no existe una ruta entre ellos, por lo cual se marca que di,j = ∞; para estos grafos no
conexos medidas basadas en distancias no tienen sentido al no existir rutas entre todos los
nodos.
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La excentricidad ex(i) de un nodo i en un grafo conexo G es la distancia geode´sica
entre i y el nodo ma´s alejado de i en G. El diametro diam(G) de G es la mayor de las
excentricidades de entre todos los nodos de G, mientras que el radio rad(G) es la menor
de ellas.
Una ruta simple no visita el mismo nodo ma´s de una vez. Un ciclo es una ruta
simple que empieza y termina en el mismo nodo. Un grafo que no contiene ciclos se dice
que es acı´clico; un grafo acı´clico conexo es llamado a´rbol. Un suba´rbol de un grafo es un
subconjunto de aristas conexas que no forman un ciclo; al suba´rbol que contiene todos los
nodos de un grafo se le llama a´rbol abarcante del grafo.
1
2
3
4
5
6
Grafo conexo.
1
2
3
4
5
6
Grafo no conexo.
Figura 2.4: Ejemplo de grafo conexo y no conexo.
Un grafo SG se le denomina subgrafo del grafo G si VSG ⊆ VG y ESG ⊆ EG , donde
(i, j) ∈ ESG ⇒ (i ∈ VSG ∧ j ∈ VSG). El subgrafo SG de G se dice que es inducido por
VSG si VSG ⊆ VG y nodos i, j en G son adyacentes en SG si y solo si i, j son adyacentes en
G.
1
2
3
4
5
6
Grafo G.
1
2
4
5
6
Un subgrafo de G.
1
3
4
5
6
Un subgrafo inducido de G.
Figura 2.5: Ejemplos de subgrafos.
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Un subgrafo completo de G es llamado clique de G. Un clique de orden k es un k-
clique. El orden ma´ximo de un clique de G es llamado el nu´mero clique de G y es denotado
por ω(G).
Dos grafos G y H son isomorfos, es decir tienen la misma estructura, si existe una
funcio´n biyectiva1 φ : V (G) → V (H) tal que dos nodos i y j son adyacentes en G si y
solo si φ(i) y φ(j) son adyacentes en H. La funcio´n φ es llamada isomorfismo. Si para G
y H existe por lo menos una φ, se denota como G ∼= H. En la Figura 2.6 los grafos G y H
son isomorfos; un isomorfismo φ : V (G)→ V (H) esta´ definida por
φ(1) = d, φ(2) = b, φ(3) = f, φ(4) = a,
φ(5) = e, φ(6) = c, φ(7) = g.
(2.4)
5
1
6
2
4
7
3
Grafo G
ed
cb
a
gf
Grafo H
Figura 2.6: Grafos isomorfos.
2.2 SISTEMAS Y REDES COMPLEJAS
Un sistema es un conjunto de componentes relacionados entre sı´ para lograr un fin
comu´n. Los diferentes sistemas naturales o artificiales pueden ser simples, complicados
o complejos [Amaral y Ottino, 2004]. Los sistemas simples tienen un nu´mero pequen˜o
de componentes los cuales actu´an de acuerdo a leyes bien comprendidas. Los sistemas
complicados tienen un gran nu´mero de componentes los cuales tienen roles bien definidos
y esta´n gobernados por reglas bien comprendidas. Los sistemas complejos tienen tı´pica-
mente un gran nu´mero de componentes los cuales pueden actuar de acuerdo a reglas que
1Una funcio´n f : X → Y es biyectiva si cada uno de los elementos del conjunto X tiene una imagen
distinta en el conjunto Y, y a cada elemento de Y le corresponde un elemento del conjunto X.
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pueden cambiar a trave´s del tiempo y que pueden no ser bien comprendidas, la conectivi-
dad de los componentes y sus roles varı´an.
La fı´sica estadı´stica2 trata con sistemas complejos, en donde predecir el comporta-
miento exacto de los componentes individuales podrı´a ser intratable, por tanto, se limita
a realizar predicciones estadı´sticas acerca del comportamiento colectivo de los compo-
nentes. En la u´ltima de´cada, se ha percibido que muchos sistemas formados por nu´mero
muy grande de elementos pequen˜os obedecen leyes universales independientemente de
los detalles microsco´picos [Amaral et al., 2001]. Diversos estudios utilizan grafos para
modelar estos sistemas complejos dando lugar a las redes complejas [Bolloba´s y Riordan,
2002]. Es en este punto donde la teorı´a de grafos y la fı´sica estadı´stica se combinan para
proveer las bases necesarias que permitan el estudio de las redes complejas [da F. Costa et
al., 2007] enfoca´ndose en tres puntos importantes [Kaufmann y Zweig, 2009; Novaes De
Santana, 2005]:
1. Analizar redes complejas: encontrando y destacando propiedades estadı´sticas que
caractericen la estructura y el comportamiento de la red compleja, ofreciendo una
forma adecuada de medir esas propiedades.
2. Crear modelos de redes que capturen propiedades estructurales esenciales de las
redes del mundo real y que ayuden a entender el significado de estas propiedades.
3. Procesos sobres redes complejas: analizando los resultados de los procesos o algo-
ritmos que se llevan acabo en ellas
Los me´todos de ana´lisis de redes pueden ser clasificados con respecto al nivel de
granularidad de los objetos analizados [Baur et al., 2009]:
1. Me´todos a nivel de elementos: analizan propiedades individuales de nodos y aristas
como lo es su importancia o centralidad.
2. Ana´lisis a nivel de grupo: incluye me´todos que implican el co´mputo de grupos
densamente conectados y el ca´lculo de roles estructurales y posiciones.
2Para introducirse en esta a´rea del conocimiento se recomienda el libro de Huang [2001].
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3. Ana´lisis a nivel de red: se centra en analizar las propiedades globales de la red, tal
como la densidad, la distribucio´n del grado, transitividad o reciprocidad, ası´ como
el desarrollo modelos de grafos aleatorios.
2.2.1 FUNCIONES DE CARACTERIZACIO´N
Las funciones de caracterizacio´n son medidas que tienen como objetivo proveer en
te´rminos cuantitativos las propiedades estructurales de la grafo. Al aplicar las funciones
de caracterizacio´n sobre un grafo G se obtiene un vector de caracterı´sticas fG [da F. Costa
et al., 2007] que nos permiten caracterizar y analizar las redes complejas.
Las funciones de caracterizacio´n pueden clasificarse en dos tipos:
Basadas en informacio´n global: requieren informacio´n de todo el grafo G para po-
der calcularlas.
Basadas en informacio´n local [Dehmer, 2008]: requieren informacio´n de cierto no-
do del grafo. Para ello se definen subgrafos en los cuales los nodos pueden ser
aquellos que se encuentran a cierta distancia o el subgrafo inducido SGi por el nodo
i de intere´s y su vecindad Γ(i), VSGi = {i} ∪ Γ(i).
A continuacio´n se enuncian las funciones de caracterizacio´n utilizadas en el presente tra-
bajo.
DISTRIBUCIO´N DEL GRADO
El grado ki de un nodo i es una medida basada en informacio´n local. Se define Pr(k)
como la fraccio´n de nodos en el grafo que tienen grado k, dicho de otro modo, Pr(k) es la
probabilidad de que un nodo seleccionado aleatoriamente tenga grado k. Una gra´fica de
Pr(k) para cualquier grafo dado puede formarse haciendo un histograma de los grados de
los nodos. Este histograma representa distribucio´n del grado de un grafo [Newman, 2003].
Con base en lo anterior, se define a XGk como el nu´mero de nodos en G con grado k. Ası´,
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la probabilidad de que un nodo en G tenga grado k se expresa por:
Pr(k) =
1
n
XGk , (2.5)
en la Figura 2.7 se muestra como obtener la distribucio´n de grado para un grafo determi-
nado.
i 1 2 3 4 5 6 7 8
ki 5 4 3 4 3 2 3 4
b
b
b b
b
b0
1
0 1 2 3 4 5 6 7
Pr(k)
k
(c) Distribucio´n del grado.
(a) Grado de los nodos.
ki X
G
k Pr(k)
5 1 0.125
4 3 0.375
3 3 0.375
2 1 0.125
(b) Datos para calcular Pr(k).
Figura 2.7: Distribucio´n del grado para el grafo de la Figura 2.2.
COEFICIENTE DE AGRUPAMIENTO
El coeficiente de agrupamiento mide la tendencia a formar grupos [Albert y Ba-
raba´si, 2002; Newman, 2003] en el grafo. Para calcularlo se define el coeficiente de agru-
pamiento del nodo i como la densidad del grafo inducido SGi por la vecindad Γ(i):
C(i) = den(SGi ). (2.6)
El coeficiente de agrupamiento del grafo C(G) es el promedio del coeficiente de
agrupamiento de los nodos de G:
C(G) =
1
n
∑
i∈VG
C(i). (2.7)
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LONGITUD DE RUTA MA´S CORTA
Una caracterı´stica de intere´s en el estudio de redes complejas es la longitud de ruta
ma´s corta que caracteriza al grafo que representa a determinada red compleja [Albert y
Baraba´si, 2002; Latora y Marchiori, 2001], la cual se define como el promedio de las
distancias geode´sicas:
L(G) =
1
n(n− 1)
∑
{i,j}⊆VG
i6=j
di,j. (2.8)
DIA´METRO
El dia´metro del grafo D(G), se refiere a la longitud ma´s grande de las distancias
geode´sicas:
D(G) = ma´x
{i,j}⊆VG
i6=j
di,j. (2.9)
EFICIENCIA
La eficiencia del grafo E(G) es una medida de co´mo la informacio´n es eficiente-
mente intercambiada en todo el grafo [Latora y Marchiori, 2001]. La eficiencia ǫij de
comunicacio´n entre los nodos i y j se define como ǫi,j = 1/di,j ∀i, j ∈ VG . Cuando no
existe una ruta entre i y j, di,j = ∞, la eficiencia se define como ǫi,j = 0. La eficiencia
global del grafo E(G) se calcula promediando la eficiencia de comunicacio´n entre cada
par de nodos en G:
E(G) =
1
n(n− 1)
∑
{i,j}⊆VG
i6=j
ǫij . (2.10)
Se puede caracterizar las propiedades locales de G evaluando para cada subgrafo inducido
SGi la eficiencia global. Se define la eficiencia local como el promedio de la eficiencia de
los subgrafos locales:
Eℓ =
1
n
∑
i∈VG
E(SGi ). (2.11)
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La eficiencia local es similar al coeficiente de agrupamiento, debido a que manifiesta
la tolerancia a fallas del sistema, mostrando que tan eficiente es la comunicacio´n entre los
vecinos del nodo i cuando e´ste es removido. Por otro lado la eficiencia global es una
medida similar a la longitud de ruta ya que muestra la eficiencia con la cual se comunican
entre sı´ dos nodos cualesquiera del grafo. La ventaja de utilizar estas dos medidas radica
en que el estudio de la eficiencia en el intercambio de informacio´n cuando se presentan
ataques o fallos se puede extender a grafos no conexos y/o ponderados, esto es analizado
y discutido ampliamente por Latora y Marchiori [2001].
COEFICIENTE DE DISPERSIO´N DEL GRADO
El coeficiente de dispersio´n del grado (ddc) [Ortega-Izaguirre, 2008; Santilla´n et
al., 2010] se define como una funcio´n basada en informacio´n local, la cual tiene como
objetivo medir la dispersio´n entre el grado de un nodo i y Γ(i). El coeficiente de dispersio´n
del grado para el nodo i se define como:
ddc(i) =
σ(i)
µ(i)
, (2.12)
y representa la variacio´n del grado entre el nodo i y la suma de los grados de su conjunto
vecino Γ(i) donde,
σ(i) =
√
1
|{i} ∪ Γ(i)|
∑
j∈Γ(i)
[kj − µ(i)]
2 + [ki − µ(i)]
2 (2.13)
y
µ(i) =
1
|{i} ∪ Γ(i)|
∑
j∈Γ(i)
[kj] + ki, (2.14)
representa la variacio´n del grado entre el nodo i y Γ(i), µ(i) es el grado promedio encon-
trado en el conjunto {i}∪Γ(i), ki y kj representan el grado de i y j respectivamente. Para
calcular el coeficiente de dispersio´n del grado global, es decir para toda el grafo, se utiliza
la siguiente fo´rmula:
ddc(G) =
1
n
∑
i∈VG
ddc(i), (2.15)
donde n es el orden del grafo.
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2.2.2 TIPOS DE REDES COMPLEJAS
Las redes complejas pueden representar diversos sistemas complejos ya sea biolo´gi-
cos, tecnolo´gicos y sociales; sin embargo comparten ciertas propiedades adema´s de su
gran taman˜o. Estas propiedades son:
Tienden a ser esparcidas: tienen baja densidad, considerando el nu´mero de nodos.
En grafos con n nodos, el ma´ximo nu´mero aristas es n(n− 1)/2 [Hayes, 2000]. En
las redes del mundo real el nu´mero de aristas es generalmente ma´s cercano a n que
a n(n− 1)/2.
Tienden a ser agrupadas: las aristas en la red no esta´n distribuidas uniformemente
sino tienden a formar grupos [Hayes, 2000]. Por ejemplo en las redes sociales si dos
personas esta´n relacionadas con un tercero, es muy posible que esas dos personas
se conozcan mutuamente.
Tienden a tener dia´metro pequen˜o: un grafo conexo debe tener al menos n − 1
aristas y el dia´metro ma´s largo posible es n − 1. Por otra parte un grafo completo
con n(n − 1)/2 aristas tiene un dia´metro de 1. Serı´a de esperarse que grafos con
un nu´mero de aristas cercano al mı´nimo nu´mero de aristas en la red tengan un gran
dia´metro. Sin embargo en las redes complejas el dia´metro suele estar alrededor de
log n, valor que es mucho ma´s pequen˜o que n [Albert et al., 2000]. Considerando
la definicio´n de dia´metro dada anteriormente, es claro que en estas redes la distan-
cias entre los nodos tienden a ser cortas; mientras la red crece en algunos casos el
dı´ametro disminuye [Leskovec et al., 2005].
En resu´men, las redes complejas que representan sistemas del mundo real presentan
un alto coeficiente de agrupamiento y una longitud caracterı´stica pequen˜a [Watts y Stro-
gatz, 1998]. La presencia de estas dos propiedades en las redes complejas es conocida
como efecto de pequen˜o mundo (en ingle´s: small world). La manifestacio´n ma´s popular
de pequen˜o mundo es el concepto de “seis grados de separacio´n” reportado por Milgram
[1967] quien realizo´ un experimento para examinar la longitud de ruta de conocidos entre
pares de personas en los Estados Unidos.
Independientemente de estas propiedades comunes, las redes complejas se pueden
diferenciar a trave´s de la distribucio´n del grado, la cual proporciona una idea acerca de
la conectividad ma´s no de co´mo esta´ estructurada. La idea de tener redes de diferente
estructura con la misma distribucio´n del grado es analizada por Alderson [2008] y se
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ejemplifica en la Figura 2.8. Sin embargo au´n con esta desventaja evidente la clasificacio´n
de las redes complejas en la literatura existente [Lo´pez, 2007], se realiza de acuerdo con
la distribucio´n del grado, clasifica´ndolas en redes aleatorias, redes de libre escala y redes
exponenciales.
Figura 2.8: En estos tres grafos se puede observar que la distribucio´n del grado
es la misma; en los tres se tiene uno nodo con grado cuatro, cuatro nodos con
grado dos y cuatro nodos con grado uno, pero la estructura en estos tres grafos es
diferente.
REDES ALEATORIAS
Como se menciono´ al inicio de este capı´tulo, la teorı´a de grafos se origino´ en el siglo
XVIII con los trabajos de Euler [1741] acerca de la solucio´n del problema de los puentes
de Ko¨nigsberg. En el siglo XX la teorı´a de grafos se volvio´ ma´s estadı´stica y algorı´tmica.
Una particular fuente de ideas es el estudio de grafos aleatorios en los cuales las aristas
se distribuyen aleatoriamente.
La teorı´a de grafos aleatorios comenzo´ su desarrollo a finales de los 50’s y co-
mienzos de los 60’s. Gilbert [1959] introdujo su modelo de grafos aleatorios Gn,p donde
{Xi,j : 1 ≤ i ≤ j ≤ n} es un arreglo de variables aleatorias de Bernoulli ide´ntica e
independientemente distribuidas con Pr(Xij = 1) = p y Pr(Xij = 0) = 1 − p, por tanto
Gn,p es un grafo con n nodos en el cual los nodos i y j son adyacentes, si Xij = 1 [Bo-
lloba´s, 2001]. En otras palabras, se fija el nu´mero de nodos n y se an˜aden aristas con una
probabilidad p independientemente una de otra. Los grafos generados con este enfoque
son llamados grafos aleatorios uniformes, ya que la probabilidad de que dos nodos i, j
este´n conectados es uniforme.
En estos grafos aleatorios, la probabilidad Pr(k) de que un nodo tenga grado k sigue
una distribucio´n binomial con para´metros n− 1 y p:
Pr(k) = Ckn−1p
k(1− p)n−1−k =
(
n− 1
k
)
pk(1− p)n−1−k. (2.16)
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Para valores grandes de n, la distribucio´n del grado sigue aproximadamente una
distribucio´n de Poisson, de ahı´ que la probabilidad de que un nodo tenga grado k es:
Pr(k) ∼
〈k〉ke−〈k〉
k!
. (2.17)
(a) Estructura de una red
aleatoria.
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(b) Gra´fica de la distribucio´n del grado.
Figura 2.9: En la Figura 2.9(a) se aprecia la estructura de una red aleatoria donde
se puede observar como cada nodo se relaciona aproximadamente con la misma
cantidad de nodos. En la Figura 2.9(b) se muestra la distribucio´n del grado obte-
nida para una red aleatoria con 350 nodos, 9,157 aristas, δ(G) = 83, ∆(G) = 131,
〈k〉 = 104. Los cı´rculos representan la distribucio´n del grado real, la lı´nea conti-
nua representa la distribucio´n del grado calculada con la Ecuacio´n 2.17.
Dado que una red aleatoria las aristas entre los nodos son establecidas aleatoria-
mente, la mayorı´a de los nodos tiene aproximadamente el mismo grado, cercano al grado
promedio de la red 〈k〉. En la Figura 2.9 se muestra un ejemplo de la estructura de una red
aleatoria y la distribucio´n del grado.
REDES DE LIBRE ESCALA
En la de´cada de los 90’s diversos investigadores como Albert et al. [2000] y Fa-
loutsos et al. [1999] descubrieron que la distribucio´n del grado en las redes del mundo
real como el World Wide Web, Internet, redes de proteı´nas y metabolismo, las redes de
lenguaje3 y sociales, difieren a la distribucio´n de Poisson, exhibiendo una distribucio´n del
3Red formada por palabras conectadas por relaciones sinta´cticas.
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grado de ley de potencias (en ingle´s: power-law):
P (k) ∼ k−γ . (2.18)
Las redes este tipo de distribucio´n son llamadas de libre escala (en ingle´s: scale-
free), debido a que independientemente de la escala, es decir del nu´mero de nodos, la
distribucio´n del grado no cambia. La caracterı´stica tı´pica de estas redes es que un conjun-
to reducido de nodos que conforman la red tienen un gran numero de enlaces (un grado
muy alto) y resto de los nodos tienen pocos enlaces (un grado pequen˜o) [Baraba´si, 2005;
Newman, 2003]. Esta caracterı´stica permite que la tolerancia a fallas aleatorias sea grande,
pero si los nodos con grado muy alto llamados nodos centrales son atacados intencional-
mente esta red es muy vulnerable [Albert et al., 2000].
(a) Estructura de una red
de libre escala.
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(b) Gra´fica de la distribucio´n del grado.
Figura 2.10: En la Figura 2.10(a) se aprecia la estructura de una red de libre esca-
la; en este tipo de red pocos nodos tienen un alto grado y la mayorı´a de los nodos
tiene grado pequen˜o. En la Figura 2.10(b) se muestra la distribucio´n del grado
obtenida para una red de libre escala con 6,474 nodos, 12,572 aristas, δ(G) = 1,
∆(G) = 1,458, 〈k〉 = 3.8. Los cı´rculos representan la distribucio´n del grado real,
la lı´nea continua representa la distribucio´n del grado obtenida mediante mı´nimos
cuadrados para la Ecuacio´n 2.18 con γ = 2.09.
En esta distribucio´n el para´metro γ decrece desde ∞ hasta 0, siendo un para´metro
de control que describe que tan ra´pido decae la frecuencia de aparicio´n del grado k, de
manera que el grado promedio de la red se incrementa a medida que γ se decrementa. En
este caso P (k) no tiene un pico definido, y para una k grande decae aproximadamente
como una serie de potencias, apareciendo como una lı´nea recta en una gra´fica en escala
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logarı´tmica en ambos ejes, con poco ruido al inicio y mucho ruido al final. Esto se ejem-
plifica en la Figura 2.10(b) donde se hace un ajuste por medio de mı´nimos cuadrados,
omitiendo ese ruido para obtener el valor de γ; si el ruido no se omitiera al hacer el ajuste,
la lı´nea mostrarı´a una menor pendiente.
EXPONENCIALES
Aunque las redes de libre escala son comunes, tambie´n existen casos de redes que
exhiben una distribucio´n del grado exponencial como la red de energı´a del sur de Califor-
nia [Amaral et al., 2000] y la red de vı´as de ferrocarril de la India [Sen et al., 2003]; a
estas redes se les llama redes exponenciales.
En estas redes la distribucio´n del grado P (k) muestra un pico en 〈k〉 y despue´s cae
exponencialmente para valores grandes de k:
P (k) ≈ βe−αk. (2.19)
(a) Estructura de una red
exponencial.
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(b) Gra´fica de la distribucio´n del grado.
Figura 2.11: En la Figura 2.11(a) se aprecia la estructura de una red exponencial.
En la Figura 2.11(b) se muestra la distribucio´n del grado obtenida para una red
aleatoria con 400 nodos, 1,982 aristas, δ(G) = 5, ∆(G) = 31, 〈k〉 = 9.9. Los
cı´rculos representan la distribucio´n del grado real, la lı´nea continua representa la
distribucio´n del grado obtenida realizando un ajuste de mı´nimos cuadrados para
la Ecuacio´n 2.19 donde β = 0.4 y α = 0.18
Este tipo de red no es muy tolerante a fallas aleatorias; al eliminar cualquier no-
do el dan˜o es similar, debido a que cada nodo en la red se relaciona aproximadamente
con la misma cantidad de nodos [Albert et al., 2000]. En la Figura 2.11(b) se hace un
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ajuste de mı´nimos cuadrados para obtener la curva que describe el comportamiento de la
distribucio´n exponencial, ignorando cualquier ruido que se pueda tener.
2.2.3 MODELOS DE GENERACIO´N DE REDES COMPLEJAS
En un principio los modelos de generacio´n de grafos aleatorios no tenı´an como
objetivo capturar propiedades de las redes del mundo real; ma´s bien se enfocaban en
analizar la existencia de ciertas estructuras y comportamiento de los algoritmos aplicados
a la problemas de grafos. Sin embargo hoy en dı´a los modelos de generacio´n son una
herramienta importante que buscan reproducir grafos que comparten ciertas propiedades
de las redes del mundo real para analizar y comprender procesos que se llevan a cabo
en estas redes [Baraba´si y Albert, 1999]. A continuacio´n se describen cinco modelos de
generacio´n de grafos que buscan capturar ciertas caracterı´sticas de las redes del mundo
real y que son de intere´s para el desarrollo del presente trabajo.
MODELO DE ERDO˝S-RE´NYI (ER)
El modelo de Erdo˝s y Renyı´ [1960] comienza fijando el nu´mero de nodos n y el
nu´mero de aristas e que tendra´ el grafo. Al principio se tienen los n nodos desconectados.
En el siguiente paso se seleccionan uniformente al azar e aristas de las
(
n
2
)
posibles. El
modelo formal es conocido como el modelo Gn,e; en el presente trabajo se hace referencia
a los grafos generados con este modelo como grafos ER.
MODELO DE WATTS-STROGATZ (WS)
Watts y Strogatz [1998] reevaluaron el empleo de grafos aleatorios como modelos
de redes del mundo real, ya que hasta entonces se asumı´a que la conexio´n entre los nodos
era regular o aleatoria. Sin embargo observaron que muchas redes biolo´gicas, tecnolo´gicas
y sociales se encontraban en algu´n lugar entre estos dos extremos, ve´ase Figura 2.12. Estas
redes tenı´an dos caracterı´sticas particulares un alto coeficiente de agrupamiento, como una
red regular, y una longitud de ruta pequen˜a, como una red aleatoria. Para lograr reproducir
este tipo de redes, propusieron un modelo donde existe un proceso de reconexio´n sobre
una red regular y nombraron a estas redes pequen˜o mundo.
El modelo comienza fijando el nu´mero de nodos n los cuales son colocados en un
cı´rculo. Cada nodo es conectado con los k vecinos cercanos a su izquierda y derecha
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Figura 2.12: El proceso de reconexio´n tiene como objetivo interpolar entre una
red regular y una red aleatoria, sin alterar el nu´mero de nodos y aristas.
formando un anillo; esto produce un alto coeficiente de agrupamiento. Para introducir una
longitud de ruta pequen˜a se selecciona una probabilidad de reconexio´n pr muy pequen˜a y
para cado nodo v, con una probabilidad pr, se reconecta uniformemente al azar una arista
de v con un nodo del conjunto VG. En el presente trabajo a los grafos generados con este
modelo se denotan como grafos WS.
MODELO BARABA´SI-ALBERT (BA)
En 1999 un grupo de investigadores [Baraba´si y Albert, 1999] observaron una carac-
terı´stica que no era reproducida por los grafos aleatorios ni los grafos de pequen˜o mundo
esta caracterı´stica tiene que ver con la distribucio´n del grado. En los grafos aleatorios y
pequen˜o mundo la distribucio´n del grado siguen una distribucio´n de Poisson, pero las re-
des del mundo real presentan una distribucio´n que se aproxima a la ley de potencias. Para
reproducir grafos con esta caracterı´stica, Baraba´si y Albert [1999] introducen un modelo
basado en crecimiento y enlace preferencial.
El modelo supone la existencia de un grafo inicial con n0 nodos y e0 aristas. A
cada paso t se an˜ade un nuevo nodo que se conectara´ con nodos ya existentes en el grafo:
cada nuevo nodo se conectara´ con m aristas al grafo donde m ≤ n0. La manera en que
se agregan las aristas es otorgando cierta preferencia a los nodos existentes en el grafo
dependiendo de sus grados. Se asume que la probabilidad Π de que un nuevo nodo sea
enlazado al nodo i depende del grado ki, tal que:
Π(ki) =
ki∑
j∈VG
kj
. (2.20)
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Despue´s de t lapsos de tiempo, el procedimiento resulta en una red con n = t + n0
nodos y con e = m× t+ e0 aristas. En el presente trabajo a los grafos generados con este
modelo se denotan como grafos BA.
MODELO DE KLEINBERG (KL)
El modelo propuesto por Kleinberg [2000] pretende capturar el aspecto algorı´tmico
de la investigacio´n de Milgram [1967]; sigue el paradigma de Watts y Strogatz [1998] de
tener muchas conexiones locales y unas cuantas conexiones de largo alcance. A diferencia
del modelo de Watts y Strogatz, en lugar de usar un anillo como estructura ba´sica, se tiene
una rejilla de dos dimensiones. Se comienza con un n nodos colocados en una rejilla
de s × s puntos. Cada nodo se identifica por su posicio´n en la rejilla v = (i, j), i, j ∈
{1, 2, . . . , s}. Las conexiones locales de un nodo v se establecen con todos los nodos
ubicados en un radio p > 1, usando la distancia de Manhattan:
dist(v, u) = dist((i, j), (k, l)) = |k − i|+ |l − j|. (2.21)
Para la conexiones de largo alcance se fija un nu´mero q > 0 aristas que sera´n asignadas a
cada nodo v ∈ VG aleatoria e independientemente, cada arista se elige con una probabili-
dad proporcional a dist(v, w)−r, donde r ≥ 0; no se permiten aristas duplicadas. En este
trabajo a los grafos generado con este modelo se denotan como grafos KL .
MODELO DE GRAFOS GEOME´TRICOS ALEATORIOS (RGG)
Los grafos geome´tricos aleatorios o RGG por sus siglas (en ingle´s: random geo-
metric graphs) — estudiados por Penrose [2003] — tienen sus orı´genes en los traba-
jos de Gilbert. Recientemente han sido de gran relevancia para modelar redes sensoras e
inala´mbricas [Avin, 2006].
El modelo para generar este tipo de grafos comienza fijando el nu´mero de nodos n
y un radio de conexio´n r < 1. A cada nodo se le asigna uniformemente al azar un punto
P de coordenada (x, y) dentro de un cuadro unitario. Para establecer las conexiones entre
los nodos, se toman las coordenadas de los nodos para calcular la distancia euclidiana:
dist(P1, P2) =
√
(x2 − x1)2 + (y2 − y1)2. (2.22)
CAPI´TULO 2. FUNDAMENTOS TEO´RICOS 29
Dos nodos se conectan si su distancia euclidiana es menor o igual al radio de conexio´n
r. Por esta razo´n se dice que un grafo RGG es un grafo aleatorio con una me´trica [Avin,
2006].
2.3 COMPLEJIDAD COMPUTACIONAL
La complejidad computacional es una rama de la teorı´a de la computacio´n que se
encarga de clasificar problemas computacionales de acuerdo a su dificultad. Para estudiar
la dificultad de los problemas es necesario tener claros conceptos como problema, instan-
cia y algoritmo. Un problema es un pregunta que requiere respuesta y posee uno o ma´s
para´metros. Un problema esta´ definido por una descripcio´n detallada de sus para´metros y
un enunciado acerca de que´ propiedades se deben satisfacer con la respuesta que se de´.
Una instancia del problema se obtiene al especificar valores particulares a los para´me-
tros del problema, de ahı´ que un problema tiene asociado un conjunto de instancias que
posiblemente sea infinito. Un algoritmo es un procedimiento formal para encontrar la res-
puesta correcta a la pregunta de un problema para cierta instancia del problema.
Por ejemplo el problema de satisfactibilidad booleana (SAT), donde dada una ex-
presio´n booleana, se desea saber si existe o no una asignacio´n de verdad para las variables
que haga la expresio´n verdadera. Una instancia de este problema es una expresio´n boo-
leana especı´fica. Otro problema computacional interesante es el coloreo de grafos. El
objetivo de este problema es asignar distintos “colores” (generalmente representado por
nu´meros enteros) a los nodos de un grafo, de manera que dos nodos unidos por una arista
tengan colores diferentes [Chartrand y Zhang, 2008]. Una asignacio´n de colores de este
tipo se denomina un coloreo legal.
En la teorı´a de complejidad computacional [Papadimitriou, 1994], los problemas
computacionales que se abordan son problemas llamados problemas de decisio´n que re-
quieren como respuesta “sı´” si existe solucio´n al problema o “no” si no existen solucio-
nes. Tambie´n aborda problemas de optimizacio´n de los cuales se hablara´ en la Seccio´n 2.5.
Para definir te´rminos relacionados con la teorı´a complejidad computacional en esta sec-
cio´n se trabajara´ con problemas de decisio´n; el problema SAT mencionado anteriormente
es un ejemplo de un problema de decisio´n.
La dificultad de un problema esta´ asociada a la cantidad de recursos computaciona-
les ya sea el tiempo de co´mputo o el espacio en memoria que necesita un algoritmo para
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decidir el problema, es decir, que lo resuelva. Generalmente se mide el tiempo de co´mputo
o el espacio en memoria en funcio´n del taman˜o de la instancia.
Una clase de complejidad esta´ conformada por un conjunto de problemas decisio´n
que comparten caracterı´sticas acerca de co´mo son resueltos. Una clase de complejidad se
define de acuerdo a ciertos para´metros, los cuales se detallan en subsecuentes secciones.
Estos son:
Un modelo de co´mputo, tal como una ma´quina de Turing.
El modo de llevar a cabo el co´mputo: determinista o no determinista.
El recurso que se desea acotar, ya sea tiempo o espacio.
Una funcio´n cota que toma como para´metro el taman˜o de la instancia n.
Por lo regular es de intere´s que la tasa de crecimiento de las funciones que definen la
cota en funcio´n del taman˜o de la instancia sea polinomial; esto nos indica requerimientos
de tiempo de co´mputo aceptables. En contraste, tasas de crecimiento exponencial causan
preocupacio´n y podrı´amos llegar a decir que el problema es intratable, es decir, no tener
una solucio´n pra´ctica incluso en instancias del peor caso de un taman˜o pequen˜o.
Otra rama de la teorı´a de la computacio´n es la teorı´a de complejidad parametrizada
[Flum y Grohe, 2006], en la cual se define una cota en funcio´n del taman˜o de la instancia
y un para´metro del problema.
A continuacio´n se abordan ciertos temas fundamentales para comprender co´mo se
realiza la clasificacio´n de problemas en clases de complejidad como P o NP y adema´s
comprender conceptos de la teorı´a de complejidad parametrizada.
2.3.1 ANA´LISIS DE ALGORITMOS
Cuando se tiene un problema es importante estimar la cantidad de tiempo de pro-
cesamiento y espacio en memoria que un algoritmo necesitara´ para resolverlo. Para ello
es necesario estimar teo´ricamente estos recursos, principalmente el tiempo de co´mputo, el
cual esta´ asociado con el tiempo que lleva a un algoritmo realizar una operacio´n ba´sica.
La eficiencia computacional de un algoritmo se mide como el nu´mero de opera-
ciones ba´sicas que realiza en funcio´n del taman˜o de la instancia n. Generalmente para
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analizar un algoritmo se aisla una operacio´n especı´fica que sea fundamental para el pro-
blema que se estudia. Por ejemplo, para el problema de ordenar un arreglo, las operaciones
ba´sicas son las comparaciones y asignaciones.
Adema´s de las operaciones ba´sicas que se tomen en cuenta y del taman˜o de la ins-
tancia, se debe considerar la “naturaleza de la instancia”. Por ejemplo un algoritmo para
ordenar nu´meros podrı´a efectuar poco trabajo si esos nu´meros esta´n parcialmente ordena-
dos en comparacio´n a que esta´n totalmente desordenados que serı´a el peor caso. General-
mente se estima los recursos a utilizar considerando el comportamiento del algoritmo en
el peor caso de una instancia.
Al asociar una unidad de tiempo a cada operacio´n ba´sica, se tendra´ el tiempo de
co´mputo T (n) y es de intere´s particular calcular su “complejidad” en sentido asinto´tico,
es decir, para un taman˜o de instancia suficientemente grande, cuando n tiende a infinito.
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Figura 2.13: Crecimiento de funciones comu´nmente encontradas en el ana´lisis
de algoritmos.
Cuando se estudia el comportamiento asinto´tico, se estudia la velocidad de creci-
miento de T (n) conforme el taman˜o de la instancia aumenta asociando a T (n) funcio-
nes f(n) que caracterizan su comportamiento. La importancia de realizar este ana´lisis en
sentido asinto´tico se ilustra en la Figura 2.13 en donde se muestran algunas funciones
comu´nmente encontradas en el ana´lisis de algoritmos. Se puede observar que para valores
pequen˜os de x el orden de crecimiento de las funciones no es apreciable, por lo cual es im-
portante apreciar el orden de crecimiento para valores suficientemente grandes de x. Para
hacer referenciar al comportamiento asinto´tico de los algoritmos se definen las siguientes
notaciones:
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Definicio´n 2.1 Sean f(n) y g(n) funciones de N→ R:
(a) f(n) ∈ O(g(n)) si ∃c > 0, n0 ≥ 0 tal que ∀n ≥ n0, |f(n)| ≤ c · |g(n)|. Se tiene
entonces que g(n) es una cota superior.
(b) f(n) ∈ Ω(g(n)) si ∃c > 0, n0 ≥ 0 tal que ∀n ≥ n0, |f(n)| ≥ c · |g(n)|. Se tiene
entonces que g(n) es una cota inferior.
(c) f(n) ∈ Θ(g(n)) si ∃c, c′ > 0, n0 ≥ 0 tal que ∀n ≥ n0, c· |f(n)| ≤ |g(n)| ≤ c′ · |f(n)|.
Se tiene entonces que g(n) es una cota estrecha.
La notacio´n O(f(n)) indica que el tiempo de co´mputo de un algoritmo esta´ a lo
ma´s caracterizado por f(n), siendo e´sta la cota que nos interesa estudiar cuando se habla
de complejidad computacional. Al seleccionar o disen˜ar algoritmos para solucionar un
problema es importante considerar tasas de crecimiento del tiempo de co´mputo sean poli-
nomiales o de orden inferior en lugar de tasas de crecimiento exponenciales o factoriales,
sin embargo au´n con tasas de crecimiento polinomial para instancias del problema muy
grandes el tiempo de procesamiento tiende a ser mayor. Por ejemplo en la Tabla 2.1 se
muestra para diferentes valores de n el tiempo de ejecucio´n para un algoritmo que necesi-
ta f(n) operaciones ba´sicas si cada operacio´n ba´sica toma un microsegundo de ejecucio´n;
es importante notar que para taman˜os de entrada pequen˜as el tiempo de ejecucio´n para
algoritmos con comportamiento O(2n) es de segundos pero conforme va creciendo el ta-
man˜o de entrada los tiempos de ejecucio´n — en el peor de los casos — llevarı´a siglos
incluso ma´s tiempo que la edad calculada del universo, lo cual se marca en la tabla como
∞, aunque no es en sı´ infinito sino un valor extremadamente grande.
Tabla 2.1: Tiempo que se llevara´ un algoritmo con comportamiento f(n) para
entradas de taman˜o n, si cada operacio´n ba´sica toma un microsegundo de ejecu-
cio´n.
❍
❍
❍
❍
❍❍
f(n)
n
10 100 1,000 10,000
log n 4× 10−6 seg 2× 10−6 seg 3× 10−6 seg 4× 10−6 seg
n 1× 10−5 seg 1× 10−4 seg 1× 10−3 seg 1× 10−2 seg
n log n 1× 10−5 seg 2× 10−4 seg 3× 10−3 seg 4× 10−2 seg
n3 1× 10−3 seg 1 seg 16.67 min 11.57 dı´as
2n 1× 10−3 seg 4× 1014 siglos 3× 10285 siglos “∞”
Definir las operaciones ba´sicas de un algoritmo es adecuado cuando se requiere ana-
lizar algoritmos especı´ficos o comparar algoritmos. En la teorı´a de complejidad compu-
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tacional las operaciones ba´sicas son definidas por un modelo matema´tico; uno de estos
modelos es la ma´quina de Turing.
2.3.2 MA´QUINAS DE TURING
La ma´quina de Turing es un modelo formal simple pero suficiente para estudiar
muchos aspectos de la computacio´n como su eficiencia y es capaz de expresar cualquier
algoritmo. La ma´quina de Turing usa una sola estructura de datos, una cadena de sı´mbolos
en una cinta en la cual un cursor realiza operaciones como leer un sı´mbolo de la cadena,
desplazarse sobre la cinta y escribir un nuevo sı´mbolo en la posicio´n actual, las operacio-
nes a realizar se basan en un conjunto de “reglas”.
Formalmente una ma´quina de Turing se define como una tupla M = (Q, Σ, δ, q0)
donde:
Q: un conjunto finito de estados.
Σ: un conjunto finito de sı´mbolos que siempre contiene el sı´mbolo en blanco ’⊔’ y
el sı´mbolo de comienzo ’⊲’; a este conjunto tambie´n se le conoce como alfabeto.
δ: es una funcio´n de transicio´n que mapea Q×Σ→ (Q∪{h, “si”, “no”})×σ×{←
(izquierda),→ (derecha),−(no moverse)}.
qo: es el estado inicial qo ∈ Q.
Se asume que el estado h es estado de paro (en ingle´s: halt), “sı´” es el estado de aceptacio´n
y “no” el estado de rechazo. En pocas palabras δ es una regla que especifı´ca para cada
combinacio´n de un estado actual q ∈ Q y un sı´mbolo actual σ ∈ Σ una transicio´n a
un estado p, un sı´mbolo ρ con el cual se sobreescribe σ y el cursor se mueve hacia una
direccio´n o se queda en la posicio´n actual; esto es δ(q, σ) → (p, ρ,D), donde D = {←
,→,−} son las direcciones a las cuales se puede mover el cursor que lee los sı´mbolos.
La ma´quina siempre realiza una transicio´n hasta que se alcanza algu´n estado de paro {h,
“sı´”, “no”}; si es ası´ se dice que la ma´quina M ha parado.
Denotamos la cadena de entrada para la ma´quina de Turing como x ∈ Σ∗. El sı´mbo-
lo ∗ es la cerradura de Kleene; A∗ es el conjunto formado por todas las cadenas posibles
que pueden formarse con los sı´mbolos en A, incluida la cadena de longitud cero, es decir,
la cadena vacı´a. Dado x, si M llega al estado “sı´”, se escribe M(x) = “sı´” y se dice que
M acepta la entrada x. Si se llega al estado “no”, M(x) = “no”, se dice que M rechaza la
CAPI´TULO 2. FUNDAMENTOS TEO´RICOS 34
entrada x. Si h se ha alcanzado la salida es la cadena de M al tiempo del paro y se denota
como y, M(x) = y. Si M nunca llega a un estado de paro con la cadena x, se escribe
M(x) =“ր”.
Como ejemplo considerese una ma´quina M donde:
Q = {s, q, q0, q1},
Σ = {0, 1,⊔,⊲},
qo = s,
x = 010,
(2.23)
y δ esta´ definida en la Figura 2.14 donde tambie´n se muestra la computacio´n de la cadena
x. Esta ma´quina M simplemente inserta un espacio en blanco entre el sı´mbolo de inicio
y la cadena de entrada x. Cada combinacio´n de estado, posicio´n del cursor y sı´mbolo
en la cinta de la ma´quina de Turing se le conoce como configuracio´n. Formalmente una
configuracio´n de M es una tripleta (q, w, v), donde q ∈ Q es un estado y w, v ∈ Σ∗, w
es la cadena del lado izquierdo del cursor y v es la cadena del lado derecho del cursor
incluyendo la posicio´n donde se encuentra el cursor. Cuando se va de una configuracio´n a
otra se dice que se ha dado un paso; en este ejemplo, de la configuracio´n inicial a la final
se dieron 15 pasos.
q ∈ Q σ ∈ Σ δ(q, σ)
s 0 (s, 0,→) 0. s, ⊲010
s 1 (s, 1,→) 1. s, ⊲010
s ⊔ (q,⊔,←) 2. s, ⊲010
s ⊲ (s,⊲,→) 3. s, ⊲010
q 0 (q0,⊔,→) 4. s, ⊲010⊔
q 1 (q1,⊔,→) 5. q, ⊲010⊔
q ⊔ (q,⊔,−) 6. q0, ⊲01 ⊔ ⊔
q ⊲ (h,⊲,→) 7. s, ⊲01⊔0
q0 0 (s, 0,←) 8. q, ⊲01 ⊔ 0
q0 1 (s, 0,←) 9. q1, ⊲0 ⊔ ⊔0
q0 ⊔ (s, 0,←) 10. s, ⊲0⊔10
q0 ⊲ (h,⊲,→) 11. q, ⊲0 ⊔ 10
q1 0 (s, 1,←) 12. q0, ⊲ ⊔ ⊔10
q1 1 (s, 1,←) 13. s, ⊲⊔010
q1 ⊔ (s, 1,←) 14. q, ⊲ ⊔ 010
q1 ⊲ (h,⊲,→) 15. h, ⊲⊔010
Figura 2.14: En la parte izquierda tenemos la defincio´n de una ma´quina de Turing
y a la derecha su computacio´n el sı´mbolo “x” indica la posicio´n del cursor en la
cadena que se esta´ procesando.
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Las ma´quinas de Turing son ideales para resolver cierto tipos de problemas espe-
cializados sobre cadenas, como aceptar o decidir lenguajes. De hecho, los problemas de
decisio´n pueden describirse como lenguajes sombre alfabetos finitos. A continuacio´n se
listan unas definiciones de utilidad.
Sea L ⊂ (Σ \ {⊔})∗ un lenguaje, es decir, un conjunto de cadenas de sı´mbolos. Sea
M una ma´quina de Turing tal que para cada cadena x ∈ (Σ \ {⊔})∗. Decimos que M
decide L si y solo si x ∈ L, entonces M(x) = “sı´”; si x 6∈ L entonces M(x) = “no”. Si
M decide L entonces L es un lenguaje recursivo.
Una ma´quina Turing acepta un lenguaje L si para toda sucesio´n x ∈ (Σ \ {⊔})
aplica que si x ∈ L,M(x) = “sı´”, pero si x 6∈ L,M(x) = “ ր”. Los lenguajes aceptados
por alguna ma´quina Turing son recursivamente numerables.
Las funciones computables son el objeto ba´sico de estudio de la teorı´a de la compu-
tabilidad y consisten en las funciones que pueden ser calculadas por una ma´quina de
Turing. Suponga que f : (Σ \ {⊔})∗ → Σ∗ y sea M una ma´quina de Turing con alfabeto
Σ, se dice que M computa a f si ∀x ∈ (Σ \ {⊔})∗, M(x) = f(x). Si tal M existe, f es
llamada funcio´n recursiva.
Para definir formalmente el tiempo y el espacio requerido por una ma´quina de Tu-
ring para hacer computaciones, se debe introducir una generalizacio´n de esta. La ma´quina
de Turing con mu´ltiples cadenas o ma´s bien ma´quina de Turing con k cadenas, donde
k ≥ 1. La ma´quina se define como anteriormente se hizo, la funcio´n de transicio´n decide
el siguiente estado igual que antes, solo que ahora decide para cada cadena el sı´mbolo a
escribir y la direccio´n del cursor viendo el estado y sı´mbolo actual de cada cadena.
El resultado de la computacio´n de una ma´quina de Turing de k cadenas con entrada
x es como en la descrita anteriormente (k = 1) con la sola diferencia que la salida se
lee de la u´ltima cadena cuando la ma´quina se detiene. La configuracio´n y el nu´mero de
pasos se define ana´logamente a como se definio´ anteriormente. Si para una ma´quina con
k cadenas se llega de una configuracio´n inicial a una configuracio´n de paro en t pasos,
entonces el tiempo requerido porM sobre la entrada x es t. Es decir, el tiempo requerido es
simplemente el nu´mero de pasos para parar. Si M(x) = “ր” entonces el tiempo requerido
por M sobre x es infinito.
Sea f : N → N y n = |x| la longitud de la cadena X . Se dice que la ma´quina
M opera en tiempo f(n) para cualquier entrada x, el tiempo requerido por M sobre x es
O(f(n)). Supongamos que un lenguaje L ⊂ (Σ \ {⊔}) es decidido por una ma´quina de
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Turing con mu´ltiples cadenas en tiempo f(n). Se dice que L ∈ TIME(f(n)). Esto es
TIME(f(n)) un conjunto de lenguajes que pueden ser decididos por ma´quina de Turing
con mu´ltiples cadenas que operan en un tiempo acotado por f(n). TIME(f(n)) es una
clase de complejidad de tiempo, pero tambie´n se tienen clases de complejidad de espacio.
Cuando la ma´quina de Turing para, el cursor se detiene en cierta posicio´n de la u´ltima cin-
ta; denotemos w como la parte izquierda de la cadena tomando en cuenta el sı´mbolo sobre
el cual esta´ el cursor y u la parte de la cadena a la derecha del cursor incluyendo la posi-
cio´n donde se encuentra el cursor. Entonces el espacio requerido por M es
∑
i=1 |wiui|.
Supongase ahora que f : N→ N. Entonces decimos que una ma´quina de Turing M opera
en un espacio acotado por f(n). Sea L un lenguaje, decimos que L esta´n en la clase de
complejidad de espacio SPACE(f(n)) si existe una ma´quina de Turing que decida L y
opere en un espacio acotado por f(n).
Una ma´quina no determinista es una tupla N = (Q, Σ, ∆, q0) donde Q,Σ y q0 se
definen de igual manera que lo hicimos anteriormente. En una ma´quina no determinista
no tiene una sola accio´n siguiente definida, sino una opcio´n de acciones: una relacio´n
∆ ⊂ (Q× Σ)× [(Q ∪ {h, “sı´”, “no”})× Σ×D]. (2.24)
Esto es para cada combinacio´n de estado sı´mbolo hay una o ma´s acciones posibles a rea-
lizar. Una entrada es aceptada si hay ma´s de una secuencia de opciones no determinadas
que resulten en “sı´”. Otras opciones podrı´an resultar en rechazo, una computacio´n acep-
table es suficiente. La cadena es rechazada si y solo si no hay secuencias de opciones que
conduzcan a aceptar la cadena.
Se dice que una ma´quina N decide un lenguaje L en tiempo O(f(n)), si N decide
L y hay k cantidad de pasos de una configuracio´n inicial a una configuracion de paro;
entonces k ≤ f(|x|). Esto es, se requiere que N , adema´s de aceptar a L, no tenga rutas de
computacio´n ma´s grandes que f(n). El conjunto de lenguajes decididos por una ma´quina
de Turing no determinista en tiempoO(f(n)) es la clase de complejidad NTIME(f(n)).
2.3.3 CLASES DE COMPLEJIDAD
Con las definiciones anteriores, podemos definir las clases de complejidad. Dada
una funcio´n f(n), se consideran las siguientes clases:
Clase TIME(f(n)) es el conjunto de lenguajes L tales que una ma´quina de Turing
determinista decide en tiempo O(f(n)).
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Clase NTIME(f(n)) es el conjunto de lenguajesL tales que una ma´quina de Turing
no determinista decide en tiempoO(f(n)).
Clase SPACE(f(n)) es el conjunto de lenguajes L tales que una ma´quina de Turing
determinista decide usando un espacio O(f(n)).
Clase NSPACE(f(n)) es el conjunto de lenguajes L tales que una ma´quina de Tu-
ring no determinista decide usando un espacio O(f(n)).
Ahora bien en base a la familia de funciones parametrizadas por un entero k > 0
que acotan el recurso, en este caso el tiempo, se definen las siguientes clases:
Clase P es el conjunto de lenguajes L tales que una ma´quina de Turing determinista
decide en tiempo polinomial:
P =
⋃
k>0
TIME(nk). (2.25)
Clase NP es el conjunto de lenguajes L tales que una ma´quina de Turing no deter-
minista decide en tiempo polinomial:
NP =
⋃
k>0
NTIME(nk). (2.26)
Clase EXP es el conjunto de lenguajes L tales que una ma´quina de Turing determi-
nista decide en tiempo TIME(2nk).
Clase NEXP es el conjunto de lenguajes L tales que una ma´quina de Turing no
determinista decide en tiempo NTIME(2nk).
A continuacio´n se definen las clases en base a la familia de funciones parametrizadas
por un entero k > 0 sobre el espacio:
Clase PSPACE es el conjunto de lenguajes L tales que una ma´quina de Turing
determinista decide usando un espacio polinomial:
PSPACE =
⋃
k>0
SPACE(nk). (2.27)
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Clase NPSPACE es el conjunto de lenguajes L tales que una ma´quina de Turing no
determinista decide usando un espacio polinomial:
NPSPACE =
⋃
k>0
NSPACE(nk). (2.28)
Clase L es el conjunto de lenguajes L tales que una ma´quina de Turing determinista
decide en tiempo polinomial SPACE(log n).
Clase NL es el conjunto de lenguajes L tales que una ma´quina de Turing no deter-
minista decide en tiempo polinomial NSPACE(logn).
Hay una serie de inclusiones entre las distintas clases de complejidad:
SPACE(f(n)) ⊆ NSPACE(f(n)) (2.29)
y
TIME(f(n)) ⊆ NTIME(f(n)). (2.30)
Se han dedicado muchos esfuerzos a estudiar las relaciones entre las diferentes clases de
complejidad y todavı´a quedan problemas abiertos como ¿P = NP o P 6= NP? [Fortnow,
2009] Se tiene claro que P ⊆ NP, pero no se ha conseguido au´n demostrar que o P = NP
o que P 6= NP. Para demostrar la primera, P = NP, serı´a necesario demostrar que todo
problema en NP puede resolverse con una ma´quina de Turing determinista en tiempo
polinomial. Para demostrar la segunda, P 6= NP, habrı´a que encontrar un problema NP
que no este´ en P, es decir, un problema para el que exista una ma´quina de Turing no
determinista de complejidad en tiempo polinomial para el que nunca pueda encontrarse
una determinista de la misma complejidad.
Se ha demostrado que PSPACE = NPSPACE, un resultado que suguiere fuertemen-
te que el no determinismo es menos poderoso con respecto al espacio que con respecto al
tiempo [Papadimitriou, 1994]. Con esta informacio´n se pueden hacer las siguientes inclu-
siones:
L ⊆ P ⊆ NP ⊆ PSPACE = NPSPACE. (2.31)
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2.3.4 REDUCCIONES
Las clases de complejidad contienen un conjunto infinito de lenguajes. Por ejemplo
la clase NP contiene problemas como TSP, SAT, CLIQUE, entre otros. No todos los pro-
blemas en la misma clase son igualmente difı´ciles. Para establecer un orden de problemas
de acuerdo a su dificultad, se proponen las reducciones. Un problema A es por lo menos
tan difı´cil como otro problema B si existe una reduccio´n del problema B al problema A.
x Algoritmo
de reduccio´n R
y = R(x) Algoritmo
para resolver A
A
“sı´”
“no”
Algoritmo para resolver B
B
Figura 2.15: Diagrama de una reduccio´n de un problema B a un problema A.
Es ası´ que el problema B se reduce al problema A si existe una transformacio´n
eficiente R tal que, por cada entrada x de B, produce una entrada equivalente y de A,
es decir y = R(x), esto se ilustra en la Figura 2.15. El te´rmino equivalente quiere decir
que la respuesta a R(x) considerada como entrada para B es una respuesta correcta a y
considerada como entrada para A. En otras palabras, para resolver B por la entrada x
solo hay que construir R(x) y resolver A. Si contamos entonces con un algoritmo para el
problemaA y un algoritmo para construir R(x) la combinacion de ambos da un algoritmo
para resolver B.
Aquı´ es importante que la transformacio´n R sea fa´cil de realizar, es decir, las reduc-
ciones tambie´n se clasifican segu´n los recursos que se usen, por ejemplo las reducciones
de Cook permite que R(x) sean computadas por una ma´quina de Turing en tiempo poli-
nomial y en espacio logarı´tmico. Ponie´ndolo en te´rminos de lenguajes, se tiene:
Un lenguaje L es reducible a un lenguaje L′, denotado por L ≤ L′ , si y solo si
existe una funcio´n R de cadenas a cadenas que esta´ computada por una ma´quina Turing
determinista en espacio O(logn) tal que ∀x, x ∈ L si y solo si R(x) ∈ L′. La funcio´n R
se llama una reduccio´n de L a L′.
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2.3.5 COMPLETEZ
La transitividad de la reduccio´n polinomial nos dice que es una relacio´n de equiva-
lencia, y la relacio´n≤ impone un orden parcial en las clases de equivalencia de problemas
resultantes, es decir, nos ordena los problemas segun su complejidad. De hecho, la clase
P forma la “menor” clase de equivalencia con este orden parcial y, por tanto, puede verse
como la clase que contiene los problemas de decisio´n computacionalmente “ma´s fa´ciles”.
Sea C una clase de complejidad, y sea L un lenguaje que pertenece a C. Diremos
que L es C-completo si todo lenguaje L′ ∈ C se puede reducir a L, L′ ≤ L. Un lenguaje
es C-duro si se puede reducir cada lenguaje L′ ∈ C a L, pero no se sabe si es va´lido que
L ∈ C. Si el lenguaje que corresponde a un problema es completo, entonces, el problema
computacional es completo.
El primer problema de decisio´n que se demostro´ ser completo en la clase NP fue
el problema SAT [Cook, 1971]. Esta clase de problemas NP-completos son de intere´s
pra´ctico; un listado cla´sico de algunos problemas de este tipo es realizado por Garey y
Johnson [1979].
2.4 COMPLEJIDAD PARAMETRIZADA
La teorı´a de complejidad parametrizada [Flum y Grohe, 2006] es una rama de la
teorı´a de complejidad computacional la cual se enfoca en clasificar problemas de acuer-
do a su dificultad con respecto a ciertos para´metros de los problemas, de manera que la
complejidad de un problema es medida en funcio´n de un para´metro adema´s del taman˜o de
la instancia del problema. La idea central de esta teorı´a es la nocio´n de la tratabilidad de
para´metro fijo, la cual relaja la nocio´n de tratabilidad — tiempo de co´mputo polinomial —
admitiendo algoritmos para los cuales el tiempo de co´mputo es exponencial en te´rminos
del taman˜o de la instancia pero en te´rminos de algu´n para´metro del problema se tienen
tiempos de co´mputo polinomiales. Es importante decir que esta teorı´a trata con problemas
parametrizados en donde se debe indicar para que´ para´metro especı´fico del problema se
analizara´ la complejidad.
Definicio´n 2.2 Sea Σ un alfabeto finito.
(1) Una parametrizacio´n de Σ∗ es un mapeo κ : Σ∗ → N que es computable en tiempo
polinomial.
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(2) Un problema parametrizado es un par (Q, κ) que consiste en un conjunto Q ⊆ Σ∗ y
una parametrizacio´n κ de Σ∗.
Es importante recordar que la motivacio´n para la nocio´n de tratabilidad de para´metro
fijo ftp (en ingle´s: fixed-parameter tractability) es que para ciertos valores de un para´metro
del problema, el problema es tratable en te´rminos de tipos de co´mputo.
Definicio´n 2.3 Sea Σ un alfabeto finito y κ : Σ∗ → N una parametrizacio´n:
(1) Un algoritmoA con una entrada Σ es un algoritmo-ftp con respecto a κ si existe una
funcio´n computable f : N→ N y un polinomio p tal que para cada x ∈ Σ∗, el tiempo
de co´mputo de un algoritmoA sobre la entrada x sea a lo ma´s
f(κ(x)) · p(|x|). (2.32)
(2) Un problema parametrizado (Q, κ) es tratable de para´metro fijo si existe un algoritmo-
ftp con respecto a κ que decide Q.
FTP denota a la clase de todos los problemas que son tratables de para´metro fijo, de
manera que si Q ∈ PTIME entonces (Q, κ) ∈ FTP para cada parametrizacio´n κ.
Si bien la clase FTP puede ser vista como la clase ana´loga de P en la teorı´a de la
complejidad parametrizada, la clase parametrizada ana´loga a NP es la clase para-NP en
donde se reemplaza el te´rmino “algoritmo” de la definicio´n de FTP por el de “algoritmo
no determinista”.
Definicio´n 2.4 Un problema parametrizado (Q, κ) esta´ en para-NP, si existe una funcio´n
computable f : N→ N, un polinomio p y un algoritmo no determinista que dado x ∈ Σ∗,
decide si x ∈ Q en a lo ma´s f(κ(x)) · p(|x|) tiempo de co´mputo.
Un ejemplo de problema parametrizado es el problema p-SAT donde el para´metro p
es el nu´mero de variables en cada cla´usula de la expresio´n booleana. Se sabe que cuando
p ≥ 3 el problema es intratable, pero para p = 2 el problema se vuelve tratable. Para ma´s
ejemplos de parametrizaciones de problemas y adentrarse en este to´pico se recomienda el
libro de Flum y Grohe [2006].
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2.5 PROBLEMAS DE OPTIMIZACIO´N
Como se menciono´ en la Seccio´n 2.3, adema´s de los problemas de decisio´n, la com-
plejidad computacional tambie´n trata con problemas de optimizacio´n; mientras que en los
primeros la respuesta es siempre “sı´” o “no”, en los segundos se requiere adema´s en-
contrar la mejor de todas las soluciones posibles de acuerdo a una criterio de evaluacio´n
llamado funcio´n objetivo. Un ejemplo de este tipo de problema es el de ma´xima satisfacti-
bilidad (MAX-SAT) en el cual el problema es determinar el ma´ximo nu´mero de cla´usulas
en una fo´rmula booleana que pueden ser satisfechas por una asignacio´n de verdad. En
los problemas de optimizacio´n, la instancia esta´ compuesta por un conjunto de variables
de decisio´n, un conjunto de restricciones sobre los valores de las variables de decisio´n
y una funcio´n objetivo que de acuerdo a un criterio asigna un valor real a cada instan-
cia. Si las variables de decisio´n son discretas el problema se dice que es de optimizacio´n
combinatoria.
Definicio´n 2.5 Un problema de optimizacio´n P = (S, f) se define por:
1. un conjunto de variables X = x1, . . . , xn,
2. el dominio de las variables D1, . . . , Dn,
3. un conjunto de restricciones sobre las variables,
4. un funcio´n objetivo a ser minimizada4, donde f : D1 × · · · ×Dn → R.
El conjunto de todas las posibles asignaciones factibles es:
S =
{
s = {(x1, v1), . . . , (xn, vn)} | vi ∈ Di, s satisface todas las restricciones
}
,
el cual es conocido como espacio de soluciones.
Cuando las variables de decisio´n cumplen con todas las restricciones se dice que es
una configuracio´n factible. En este tipo de problemas el objetivo es identificar cual de las
configuraciones factibles tiene el mejor valor de la funcio´n objetivo. Si el problema de
optimizacio´n es de maximizacio´n, el mejor valor es el mayor de los valores asociados a
las configuraciones factibles que se obtienen, si es de minimizacio´n el mejor valor es el
4Maximizar una funcio´n f es equivalente a minimizar −f ; tomando esto en cuenta, se trabajara´ con
problemas de minimizacio´n sin perder generalidad en el tema.
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menor de los valores. Una configuracio´n factible que corresponda con el mejor valor es
llamada solucio´n o´ptima s¯ de la instancia. Se utiliza el te´rmino de optimizacio´n global
para referirse al proceso de encontrar una solucio´n s¯ del conjunto S.
Definicio´n 2.6 Una solucio´n s¯ ∈ S es un o´ptimo global de P si y solo si f(s) ≥
f(s¯) ∀s ∈ S.
Se puede transformar cualquier problema de optimizacio´n en un problema de deci-
sio´n incluyendo una cota para el valor objetivo como dato adicional y preguntar si existe
una solucio´n que su valor objetivo que no exceda la cota definida. El punto importante a
resaltar es que si se encuentra una solucio´n o´ptima fa´cilmente, el problema de decisio´n
no puede ser ma´s difı´cil que el correspondiente problema de optimizacio´n, es decir, si se
puede encontrar una respuesta al problema de optimizacio´n en tiempo polinomial, tam-
bie´n se puede resolver el problema de decisio´n en tiempo polinomial. De esta manera, si
se demuestra que un problema de decisio´n es NP-completo se puede decir que el corres-
pondiente problema de optimizacio´n es NP-duro, es decir, por lo menos tan dı´ficil como
el problema de decisio´n.
2.6 METAHEURI´STICOS
Debido a la importancia pra´ctica de los problemas de optimizacio´n, muchos algo-
ritmos han sido desarrollados para resolver estos problemas. Estos algoritmos pueden di-
vidirse en exactos o aproximados. Los algoritmos exactos garantizan encontrar para cada
taman˜o de instancia de un problema de optimizacio´n una solucio´n o´ptima en un tiem-
po acotado. Sin embargo para problemas NP-duros no se conoce un algoritmo exacto
en tiempo polinomial que lo resuelva, en el peor de los casos necesitarı´a un tiempo de
co´mputo exponencial; por lo general es necesario enumerar todas las posibles soluciones
asociadas al problema. Esto resulta impra´ctico por el trabajo que requiere, por lo cual en
muchas ocasiones es preferible usar algoritmos aproximados en donde se sacrifica la ga-
rantı´a de encontrar una solucio´n o´ptima por obtener muy buenas soluciones en un tiempo
de co´mputo aceptable [Blum y Roli, 2003].
Dentro de los algoritmos aproximados encontramos algoritmos de bu´squeda cono-
cidos como heurı´sticos los cuales son un conjunto de reglas que permiten encontrar so-
luciones de buena calidad. Ba´sicamente dentro de los algoritmos heurı´sticos se pueden
distinguir entre algoritmos constructivos y algoritmos de bu´squeda local. Los algoritmos
CAPI´TULO 2. FUNDAMENTOS TEO´RICOS 44
constructivos generan soluciones an˜adiendo componentes hasta que la solucio´n esta´ com-
pleta. Los algoritmos de bu´squeda local empiezan de una solucio´n inicial e iterativamente
tratan de reemplazar la solucio´n actual por una solucio´n mejor, en un vecindario definido
apartir de la solucio´n actual. Por esta razo´n al espacio de soluciones tambie´n se le conoce
como espacio de bu´squeda. Tı´picamente se combinan estas dos estrategı´as en un proceso
iterativo donde en cada repeticio´n se construye una solucio´n inicial y despue´s empieza
fase de mejora a trave´s de una bu´squeda local hasta llegar a una solucio´n mejor que las
dema´s o llegar a la solucio´n o´ptima [Blum y Roli, 2003].
Definicio´n 2.7 Un vecindario N (s) de s es una funcio´n N : S → 2S que asigna a cada
s ∈ S un conjunto de vecinos N (s) ⊆ S 5.
Definicio´n 2.8 Una solucio´n s¯ ∈ S es un o´ptimo local de P si y solo si ∃ ε > 0 tal que
∀s ∈ S, f(s) ≥ f(s¯), con ‖s− s¯‖ < ε.
Una desventaja de los problemas de optimizacio´n es que muchos de ellos tienen
mu´ltiples o´ptimos locales. Por ello han emergido metaheurı´sticas que combinan varios
me´todos heurı´sticos con el objetivo de explorar el espacio de bu´squeda efectiva y efi-
cientemente para no quedar atrapado en o´ptimos locales en las cuales se pueden emplear
te´cnicas de intensificacio´n y diversificacio´n. El te´rmino diversificacio´n se refiere a la ex-
ploracio´n del espacio de bu´squeda para identificar regiones prometedoras y el te´rmino
intensificacio´n se refiere a la explotacio´n de la experiencia acumulada durante el proceso
de bu´squeda. Una descripcio´n amplia de diversos metaheurı´sticos es realizada por Blum
y Roli [2003]. A continuacio´n se describira´n brevemente algunos:
GRASP Procedimiento de bu´squeda voraz adaptativo aleatorizado (en ingle´s: Greedy
Randomized Adaptive Search Procedure), introducido por Feo y Resende [1995], es
un procedimiento en donde cada paso consiste primeramente de una fase de cons-
truccio´n para obtener una buena solucio´n inicial y finalmente una fase de mejora a
trave´s de una bu´squeda local. Resende y Veiga [2003] hicieron una amplia compi-
lacio´n de trabajos relacionados con este procedimiento.
En la fase constructiva se considera que una solucio´n s es un subconjunto de ele-
mentos y se va construyendo an˜adiendo paso a paso un nuevo elemento. El elemento
es elegido de una lista restringida de candidatos compuesta por lo mejores elemen-
tos. Para seleccionar los mejores los elementos se ranquean a trave´s de una funcio´n
5El conjunto 2S es el conjunto de todos los posibles subconjuntos de S.
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voraz que se basa en el beneficio que aporta el elemento a la solucio´n parcial actual.
En la segunda fase como se menciono´ anteriormente consiste en tomar la solucio´n
construida como solucio´n inicial de un algoritmo de bu´squeda local, por lo cual el
algoritmo GRASP no usa datos histo´ricos del proceso de bu´squeda.
Recocido simulado Los orı´genes de este algoritmo (en ingle´s: simulated-annealing) esta´n
en la meca´nica estadı´stica, con el algoritmo de Metropolis et al. [1953]. Fue´ pro-
puesto por Kirkpatrick et al. [1983] e independientemente por ˘Cerny´ [1985]. La idea
fundamental de recocido simulado es que permite moverse con cierta probabilidad
a soluciones peores que la solucio´n actual, con el objetivo de escapar de o´ptimos
locales. El algoritmo comienza generando una solucio´n inicial e inicializando un
para´metro llamado temperatura T . En cada iteracio´n una solucio´n s′ ∈ N (s) es ge-
nerada y aceptada como nueva solucio´n actual en dependencia de f(s), f(s′) y T .
La solucio´n s′ remplaza a s si f(s′) < f(s), en el caso f(s′) ≥ f(s) el reemplazo se
realiza en funcio´n de T y f(s′)− f(s). Esta probabilidad se calcula con la distribu-
cio´n de Boltzmann exp(−(f(s′) − f(s))/T ). El para´metro de la temperatura se va
decrementando durante el proceso de bu´squeda, por lo cual al inicio la probabilidad
de aceptar soluciones peores a la solucio´n actual es alta y va decreciendo hasta que
se converge a un algoritmo iterativo simple de mejora.
Bu´squeda tabu´ Este procedimiento (en ingle´s: tabu search) propuesto por Glover [1989]
aplica una mejor bu´squeda local y utiliza una memoria a corto plazo para escapar
de los o´ptimos locales y evitar ciclos. La memoria es implementada como una lis-
ta tabu´ que mantiene un seguimiento de las soluciones visitadas recientemente y
prohibe movimientos en la bu´squeda que lleven a los elementos de la lista tabu´. De
esta manera el vecindario de la solucio´n actual se restringe a soluciones que no per-
tenecen a la lista tabu´, de manera que en cada iteracio´n se elige la mejor solucio´n
del vecindario como solucio´n actual. Esta solucio´n se an˜ade a la lista tabu´ al mismo
tiempo que se elimina una de las soluciones en la lista tabu´.
La bu´squeda tabu´ es considerada como una te´cnica de bu´squeda dina´mica en el ve-
cindario. La longitud de esta lista tabu´ es conocida como tenencia tabu´ y controla la
memoria del proceso de bu´squeda. Con tenencias pequen˜as la bu´squeda se concen-
tra en a´reas pequen˜as del espacio de bu´squeda; por el contrario tenencias grandes
forza al proceso de bu´squeda a explorar regiones ma´s grandes. La tenencia tabu´ pue-
de variar durante el proceso de bu´squeda lo que da lugar a un procedimiento ma´s
robusto. Por ende se propone guardar informacio´n acerca de ciertas propiedades
de las soluciones, que nos permitan determinar si una solucio´n cumple con cier-
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tas condiciones tabu´; estas condiciones permite generar el conjunto de soluciones
permitidas. Esto puede ser ma´s eficiente pero tener condiciones tabu´ significa asig-
nar probablemente un estado tabu´ a ma´s de una solucio´n. Para evitar este problema
se define un criterio de aspiracio´n el cual permite incluir soluciones aunque sea
prohibida por las condiciones tabu´.
El uso de memoria a largo plazo an˜ade a este procedimiento cuatro dimensiones:
recencia, frecuencia, calidad e influencia. La memoria ba´sada en recencia registra
en cual de las iteraciones ma´s recientes se encontro´ esa solucio´n; la memoria ba´sa-
da en frecuencia registra cuantas veces se ha visitado cada solucio´n, lo que ayuda
a diversificar la bu´squeda. La calidad se refiere a la acumulacio´n y extraccio´n de
informacio´n de la historia de bu´squeda para identificar buenas soluciones. Por u´lti-
mo la influencia tiene que ver en co´mo la informacio´n guardada ha impactado en el
proceso de bu´squeda.
Computacio´n evolutiva El te´rmino computacio´n evolutiva refiere a los algoritmos inspi-
rados en la capacidad natural que tienen los seres vivos para evulucionar y adaptarse
a su ambiente. En cada iteracio´n el algoritmo trabaja con un conjunto de soluciones
llamada poblacio´n sobre la cual se aplican operadores a cada solucio´n o individuo,
para generar individuos de la siguiente iteracio´n llamada generacio´n. Generalmente
se utilizan dos operadores: el cruzamiento para combinar dos o ma´s individuos para
producir nuevos y la mutacio´n que causa una autoadaptacio´n del individuo. Los in-
dividuos producidos en una generacio´n pasan por un proceso de seleccio´n en base
a su aptitud, por ejemplo el valor de la funcio´n objetivo, en el cual individuos con
mayor aptitud tienen mayor probabilidad de ser elegidos como parte de la siguiente
generacio´n. Hay una gran variedad de algoritmos propuestos como la programacio´n
evolutiva [Fogel y Fogel, 1995], estrategı´as evolutivas [Beyer y Schwefel, 2002] y
los algoritmos ge´neticos [Goldberg, 1989; Holland, 1992].
2.6.1 DESEMPEN˜O DE METAHEURI´STICOS
Como se menciono´ en la seccio´n anterior, los algoritmos aproximados — heurı´sticos
y metaheurı´ticos — sacrifican la calidad de la solucio´n obtenida debido a que en muchas
ocasiones resulta impra´ctico buscar la mejor de las soluciones posibles. Sin embargo se
puede hablar de un algoritmo superior que obtenga soluciones de muy alta calidad, que
obtenga soluciones ra´pidamente y que sea robusto, es decir, que tenga buen desempen˜o
en un amplio rango de problemas y valores de para´metros propios del algoritmo. Para
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determinar que algoritmo es superior a otro se debe demostrar superioridad en uno o ma´s
de estos aspectos: calidad, tiempo y robustez. Existen dos maneras para demostrar esta
superioridad ya sea a trave´s de un ana´lisis teo´rico — ve´ase Seccio´n 2.3.1 — o de pruebas
experimentales.
Las pruebas experimentales consisten en resolver un problema computacional usan-
do una implementacio´n del algoritmo que se desea demostrar su eficiencia o efectividadd
en ciertas instancias esta´ndar (en ingle´s: benchmark) del problema que son usadas pa-
ra probar algoritmos. Para ello se ejecuta varias veces el algoritmo con esa instancia en
particular y se comparan los resultados obtenidos con los de otros algoritmos existentes.
Es importante sen˜alar que existen diferentes factores que pueden afectar significa-
tivamente la informacio´n obtenida con el experimiento, entre ellos: el problema seleccio-
nado, las instancias del problema usadas, la implementacio´n del algoritmo, para´metros de
algoritmo, las caracterı´sticas del equipo en donde se llevan a cabo las experimentaciones,
las medidas de desempen˜o consideradas [Greenberg, 1990]. Un aspecto importante es ase-
gurarse que la informacio´n reportada sea significativa. Barr et al. [1995], Johnson [1996]
y McGeoch [2001] presentan guı´as para disen˜ar experimentos y reportar los resultados
de la contribucio´n del algoritmo propuesto, los valores de los para´metros para los cuales
el algoritmo se desempen˜o bien y en general el proceso llevado a cabo para determinar-
los; esto con el objetivo de identificar ideas innovadoras que pueden ser usadas en otros
problemas y evaluar la robustez del algoritmo.
La medicio´n del desempen˜o del algoritmo es un aspecto crı´tico, es importante tener
claro que´ medir, co´mo medir y co´mo asegurarnos que la medicio´n no interfiere con el
experimento llevado a cabo [Fleming y Wallace, 1986; McGeoch, 1996; Moret, 2002]. En
general se deben tener medidas que puedan resolver las siguientes preguntas:
¿Cua´l es la mejor solucio´n encontrada por el algoritmo?
¿Cua´nto tiempo lleva encontrar la mejor solucio´n?
¿Que´ tan ra´pido es el algoritmo para encontrar buenas soluciones?
¿Que´ tan robusto es el algoritmo?
Las medidas de desempen˜o usadas en pruebas experimentales tienen que ver con el
valor de la solucio´n, el espacio de memoria usado, la velocidad y tasa de convergencia ha-
cia la solucio´n o´ptima, o que´ tan cercana es la solucio´n encontrada con la solucio´n o´ptima
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Figura 2.16: En esta figura se muestra el comportamiento de un algoritmo donde
se minimiza el valor de la funcio´n objetivo. Se puede ver como el algoritmo no
encontro´ soluciones mejores que el mejor conocido de la iteracio´n 15 a la 24,
despue´s el algoritmo empezo a obtener mejores resultados y apartir de la iteracio´n
33 volvio´ a tener un comportamiento similar. Se considero´ detener el algoritmo
al llegar a la iteracio´n 50. La pregunta aquı´ es: de haber permitido realizar ma´s
iteraciones, ¿el algoritmo habrı´a obtenido mejores soluciones?
o con la solucio´n mejor conocida hasta el momento, cantidad de iteraciones, nu´mero de
llamadas a una rutina especial del algoritmo, cantidad de comparaciones y asignaciones.
Medir el tiempo de co´mputo puede llegar a ser problema´tico por la variedad de
equipos usados por diferentes investigadores para realizar las pruebas y las estretegias de
programacio´n que se consideraron para implementar al algoritmo. Por ello es importante
que siempre que se pueda analizar la complejidad del algoritmo aproximado en te´rminos
de la notacio´n O [Klein y Young, 2010]. Adema´s generalmente en estos algoritmos es
comu´n establecer un criterio de parada como el tiempo de ejecucio´n, nu´mero de iteracio-
nes ma´ximas, parar despue´s de x iteraciones sin cambios en la solucio´n obtenida, lo cual
afecta la calidad de la solucio´n. Por ejemplo, en la Figura 2.16 si se toma la decisio´n de
parar tomando en cuenta ciertas iteraciones sin cambio en la solucio´n, podrı´amos cortar
la oportunidad de obtener mejores soluciones.
2.6.2 ANA´LISIS DEL PAISAJE DE APTITUDES
Ante la necesidad de algoritmos aproximados que sean en la pra´ctica efectivos y
eficientes, se ha propuesto estudiar el espacio de bu´squeda del problema, ya que el desem-
pen˜o de los algoritmos esta´ relacionado con la dificultad o facilidad de desplazamiento por
el espacio de bu´squeda. Una manera de estudiar el espacio de bu´squeda, es a trave´s del
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concepto paisaje de aptitudes — originado en la biologı´a evolutiva por Wright [1932] y
adoptado en la computacio´n evolutiva [Fogel y Fogel, 1995] — donde la funcio´n objetivo
generalmente es considerada como una funcio´n de aptitud, el vecindarioN (s) es llamado
configuraciones y la eleccio´n de la siguiente solucio´n es llamada movimiento.
La dificultad asociada al espacio de bu´squeda esta´ relacionado con la rugosidad
del paisaje de aptitudes, es decir, que tenga una gran cantidad de o´ptimos locales vistos
como obsta´culos para encontrar el o´ptimo global; por lo cual encontrar buenas soluciones
depende de de la funcio´n de aptitud y la geometrı´a del espacio de bu´squeda la cual es
inducida por el proceso de bu´squeda [Jones, 1995]. Tambie´n la neutralidad del espacio
de bu´squeda — configuraciones con la misma aptitud — impacta el desempen˜o de los
algoritmos. De aquı´ que la geometrı´a del espacio de bu´squeda sea referida como paisaje
de aptitudes con montan˜as, picos, valles y mesetas, como se ilustra en la Figura 2.17;
aunque un poco diferente desde nuestra perspectiva tridimensional. Una revisio´n del tema
y las propiedades geome´tricas de los paisajes es hecha por Stadler [2002].
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Figura 2.17: Representacio´n tridimensional de una superficie de aptitudes.
Por lo regular, el estudio del paisaje de bu´squeda se realiza sobre las trayectorias
de bu´squeda que realizan los algoritmos, referidas como caminatas aleatorias6 [Weinber-
ger, 1990]. Algunas medidas que indican la rugosidad o neutralidad de la superficie de
aptitudes son:
Auto-correlacio´n El objetivo de esta medida es cuantificar a la rugosidad de la superficie
a trave´s de la correlacio´n existente entre configuraciones adyacentes. La idea pro-
6Una caminata aleatoria es una trayectoria que resulta de hacer pasos sucesivos aleatorios entre vecinos.
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puesta por Weinberger [1990] es generar una caminata aleatoria en la superficie y en
cada paso guardar la aptitud encontrada. De esta manera se genera una serie de tiem-
po de aptitudes F = {f1, f2, . . . , fn}. Para calcular esta medida se debe especificar
una distancia k entre las aptitudes. La autocorrelacio´n es estimada como:
ρk =
n−k∑
i=1
(fi − f¯)(fi+k − f¯)
n∑
i=1
(fi − f¯)
2
, n > k, (2.33)
donde:
f¯ =
1
n
n∑
i=1
f, n > 0. (2.34)
Si |ρk| ≈ 1, las diferencias entre pares de aptitudes vecinas son similares, es decir, la
superficie es como un valle. Si |ρk| ≈ 0, los valores aptitud son casi independientes;
por tanto la superficie es muy rugosa [Weinberger, 1990].
Longitud de auto-correlacio´n Esta medida tambie´n propuesta por Weinberger [1990]
indica cua´l es el valor mayor de distancia a la que el conjunto de soluciones se
vuelve no correlacionado. Se calcula mediante:
‖ρk‖ =
1
1− ρk
. (2.35)
Un valor alto de ‖ρk‖ indica una superficie muy plana, mientras que un valor pe-
quen˜o indica una superficie ma´s rugosa.
Coeficiente de engan˜o Esta medida propuesta por Jelasity et al. [1999a] se aplica sobre
las aptitudes finales de m ejecuciones del algoritmo, obtenie´ndose el conjunto F =
{f1, f2, . . . , fm} sobre el cual se calcula la aptitud final esperada E, el valor ma´ximo
de las aptitudes finales Fma´x y el valor mı´nimo de las aptitudes finales Fmı´n . El
coeficiente de engan˜o se obtiene como:
sK = 1−
E − Fmı´n
Fma´x − Fmı´n
. (2.36)
Se define que sı´ Fma´x −Fmı´n = 0, entonces sK = 0. Valores cercanos a uno indican
que la estructura del paisaje de aptitudes es engan˜oso lo que hace que el algoritmo de
bu´squeda obtenga aptitudes finales muy diferentes y encontrar una buena solucio´n
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siempre que se ejecute el algoritmo es dı´ficil. Por otro lado valores cercanos a cero
indican que la superficie de aptitudes es amigable porque lleva siempre a soluciones
similares.
Si bien estas medidas provienen del ana´lisis estadı´stico, se han propuesta medidas
basadas en el ana´lisis de informacio´n que se obtiene a trave´s de las caminatas de los algo-
ritmos. Para esto se codifica la serie de tiempo de aptitudes en una cadena S = s1s2 . . . sn
de sı´mbolos donde si ∈ {1¯, 0, 1}. Esta codificacio´n se realiza de dos maneras dependien-
do de la medida de informacio´n que se desea obtener de la superficie. Detalles de co´mo se
realiza la codificacio´n de las cadenas y co´mo se hacen los ca´lculos para obtener medidas
basadas en informacio´n se encuentran en el trabajo realizado por Vassilev et al. [2000], en
el trabajo realizado por Rosas [2007] se muestra un ejemplo de co´mo realizar el ca´lculo de
estas medidas estadı´sticas y de informacio´n para un problema de empaquetado de objetos.
A continuacio´n se describen algunas medidas basadas en el ana´lisis de informacio´n:
Contenido de informacio´n Es una medida basada en la entropı´a de la superficie; es usa-
da para caracterizar la rugosidad con la cual se topa el algoritmo en su trayectoria
por el espacio de bu´squeda.
Contenido de informacio´n parcial Esta medida esta´ relacionada con la cantidad de o´pti-
mos locales que aparecen en la trayectoria del algoritmo.
Informacio´n de densidad de valles Es otra medida basada en la entropı´a de la super-
ficie; es usada para caracterizar las partes planas visitadas por el algoritmo en su
trayectoria por el espacio de bu´squeda.
Existen otras medidas basadas en las distancias entre dos soluciones si y sj en el
espacio de bu´squeda que tienen que ver con el nu´mero de movimientos que el algoritmo
hace para llegar de la solucio´n si a la solucio´n sj . El ca´lculo de esta distancia entre so-
luciones depende del problema que se esta´ estudiando y co´mo se representa la solucio´n
[Bouziri et al., 2011].
Ba´sicamente el estudio del paisaje de aptitudes se ha orientado a mejorar el desem-
pen˜o de los algoritmos, ya que la informacio´n obtenida se ha utilizado para disen˜ar estra-
tegı´as de bu´squeda que permitan a los algoritmos navegar en el espacio de bu´squeda de
una manera inteligente.
CAPI´TULO 3
TRABAJOS RELACIONADOS
Todos los objetos de la razo´n e investigacio´n humana
pueden, naturalmente, dividirse en dos grupos, a saber:
relaciones de ideas y cuestiones de hecho.
- David Hume.
En este capı´tulo se describen y analizan trabajos relacionados con el tema de estu-
dio, trabajos que inciden en uno o ma´s aspectos de la investigacio´n. Principalmente los
trabajos aquı´ descritos se han enfocado en determinar que´ propiedades del espacio de
bu´squeda afectan el desempen˜o de los algoritmos usados e identificar que´ instancias son
ma´s difı´ciles o ma´s fa´ciles de resolver. En este trabajo se quiere determinar que´ propieda-
des estructurales de las instancias efectan la complejidad de solucio´n del problema.
3.1 DESCRIPCIO´N
Existe una gran variedad de trabajos que proponen algoritmos para obtener mejores
soluciones que las reportadas en el estado del arte haciendo uso eficiente de los recursos
computacionales [Khajehzadeh et al., 2011; Zanakis et al., 1989]; trabajos que estudian el
espacio de bu´squeda ya sea para explicar el desempen˜o de los algoritmos o para disen˜ar
estrategias de bu´squeda que aprovechen la estructura del espacio de soluciones [Baluja y
Davies, 1997; Jelasity et al., 1999b; Popovici y De Jong, 2005; Rosas, 2007; Yossi y Poli,
2005]. La mayorı´a de estos trabajos se limitan a mostrar la superioridad de los algoritmos
propuestos y/o co´mo fueron incorporadas ciertas estrategias en la bu´squeda de soluciones.
Cuando se estudia espacio de soluciones se debe tomar en cuenta que la percepcio´n
de la estructura — en te´rminos de rugosidad o planaridad — depende de la formulacio´n
de la funcio´n de aptitud y las configuraciones de los movimientos; cuando se reportan
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resultados de los algoritmos hay que tomar en cuenta las caracterı´sticas del equipo usado,
te´cnicas de programacio´n y las medidas de desempen˜o usadas. En ambos casos se presta
mayor atencio´n a los algoritmos y no a las instancias sobre las cuales se ejecutan los
algoritmos, sen˜alando solalmente cuales instancias son dı´ficiles o fa´ciles de resolver en
te´rminos del resultado obtenido en un determinado tiempo, sin mencionar porque son
difı´ciles o fa´ciles, o que caracterı´sticas poseen que las hacen difı´ciles o fa´ciles.
La teorı´a de la complejidad parametrizada ha provisto un marco de trabajo para es-
tudiar la complejidad computacional de un problema dependiendo de para´metros propios
del problema [Flum y Grohe, 2004; Marx y Schlotter, 2010, 2011], desde el punto de vista
de la fı´sica estadı´stica se ha estudiado valores de para´metros en problemas NP-completos
en los cuales se presenta una transicio´n de fase, es decir, cambios en la dificultad de solu-
cio´n del problema [Achlioptas et al., 2005; Fu y Anderson, 1986; Mammen y Hogg, 1997;
Martin et al., 2001; Monasson et al., 1999], como los ejemplificados en la Seccio´n 1.1.
En ambos casos, se ha concluido que para ciertos para´metros de problemas NP-completos
estos son tratables, es decir, son fa´ciles de resolver, sin embargo esto es tomando en cuenta
para´metros propios del problema, no de la instancia del problema.
En los u´ltimos an˜os, diversos trabajos han mostrado que la estructura de las redes del
mundo real influyen en el comportamiento de varios procesos que toman lugar en ellas. En
este trabajo es de principal intere´s estudiar que´ propiedades estructurales en las instancias
de grafos facilita´n o dificulta´n la solucio´n de un problema. A continuacio´n se describen
trabajos en los cuales se ha sen˜alado que la estructura de la instancia puede ser un factor
que influye en la dificultad de solucio´n de un problema, planetando como problema abierto
el entendimiento de que´ propiedades influyen en la solucio´n de un problema y co´mo lo
hacen.
Coudert [1997] abordo´ el problema de coloreo de grafos. Estudia heurı´sticos y una
te´cnica exacta (coloreo secuencial) sobre grafos “artificiales” y grafos del “mundo real”.
Concluyo´ que los grafos del mundo real son instancias fa´ciles debido a su nu´mero croma´ti-
co puede ser igual al taman˜o del clique ma´s grande. Para determinar la facilidad de solu-
cio´n, toma en cuenta el nu´mero de heurı´sticos que llegaron al nu´mero croma´tico o que´ tan
alejados quedaron de dicho nu´mero. Este trabajo recibio´ una fuerte crı´tica por parte de
Kirovski y Potkonjak [1998], en particular en dos aspectos: el primero es que Coudert
trata de resolver un problema difı´cil usando otro problema difı´cil — encontrar el clique
de taman˜o ma´ximo — y el segundo es que no provee resultados experimentales en una
diversidad grande de grafos. Kirovski y Potkonjak encontraron ejemplos de la vida real
difı´ciles de colorear que resultaron ser grafos muy densos, por lo cual descartaron la con-
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clusio´n dada por Coudert, recalcando que la evaluacio´n del rendimiento y variabilidad
de un algoritmo de coloreo de grafos es fuertemente dependiente de la estructura de los
grafos y que esta dependencia debe ser estudiada con mayor rigor.
Mulet et al. [2002] estudiaron el problema de coloreo sobre grafos aleatorios con
cierta conectividad media para un nu´mero k de colores. Encontraron que grafos con baja
conectividad aceptan coloreos legales, mientras que grafos con alta conectividad son no
coloreables. Se enfocaron en determinar la conectividad crı´tica tras la cual la probabilidad
de que sean no coloreables tiende a uno cuando el taman˜o del grafo crece infinitamente.
A esta transicio´n se le llama q-COL/UNCOL, donde el valor de la conectividad crı´tica
depende del nu´mero de colores permitidos; los grafos generados cerca de la conectividad
crı´tica son difı´ciles de colorear.
Hamiez y Hao [2004] sen˜alaron que las propiedades de las soluciones pueden ayu-
dar a explicar el comportamiento de algunos algoritmos sobre un grafo particular. Estudia-
ron una propiedad llamada conjunto respresentativo concluyendo que se puede suponer
cierta relacio´n entre la existencia, nu´mero y taman˜o de estos conjuntos y la estructura de
los grafos, pero que se necesita mayor evidencia para confirmar o refutar esta hipo´tesis.
Recalcaron la importancia de investigar las relaciones entre la estructura de los grafos
y las propiedades de las soluciones y tambie´n las relaciones entre las propiedades de las
soluciones y la dificultad para resolver el problema en una instancia en particular.
Los grafos del mundo real exhiben una distribucio´n del grado de ley de potencias.
Ante la evidencia pra´ctica que la optimizacio´n combinatoria en estos grafos es ma´s fa´cil
que los grafos generales; Ferrante et al. [2008] enfocaron su estudio en probar que muchos
problemas NP-duros de optimizacio´n en grafos permanecen NP-duros en grafos de libre
escala. Sus resultados teo´ricos muestran que — en el peor caso — los grafos de libre escala
son duros con respecto a muchos problemas importantes de optimizacio´n en grafos. Sin
embargo, evidencia experimental mostro´ que la optimizacio´n es considerablemente ma´s
fa´cil que en instancias de grafos del mundo real, por lo cual concluyeron que estos grafos
no caracterizan a instancias del peor caso.
Smith-Miles et al. [2009] sen˜alaron que el conocimiento de la estructura del pro-
blema y las caracterı´sticas de las instancias pueden asistir a la seleccio´n de algoritmos
para resolver el problema. Recalcaron que a pesar de que el desempen˜o algorı´tmico se
ha estudiado mediante el espacio de bu´squeda o las caracterı´sticas de las instancias del
problema, se tiene un deficiente entendimiento de co´mo exactamente el rendimiento de los
algoritmos depende de las caracterı´sticas de las instancias.
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En este estudio Smith-Miles et al. enfatizan que un aspecto importante en cual-
quier estrategia orientada a establecer relaciones entre el desempen˜o algorı´tmico y es-
tructura de la instancia es la seleccio´n de caracteristicas con la cual se realizara´ la
caracterizacio´n de instancias. Posteriormente Smith-Miles et al. [2010] sen˜alaron que
las caracterı´sticas que se consideren correlacionar con la dificultad de solucio´n, pueden
incluir me´tricas basadas en identificar los retos que impone el espacio de bu´squeda.
Porumbel et al. [2010] presentaron un ana´lisis del espacio de bu´squeda con el obje-
tivo de mejorar algoritmos de bu´squeda local para el problema de coloreo de grafos; para
realizar este ana´lisis hicieron uso de la distancia entre coloreos. Su hipo´tesis radica en
que las soluciones de alta calidad no esta´n distribuidas al azar en el espacio de bu´squeda,
sino que esta´n agrupadas en esferas de determinado taman˜o. Basado en esto construyen
algoritmos que explotan el agrupamiento de las soluciones. Encontraron diferencias en los
espacios de bu´squeda con respecto a los coloreos legales y nu´mero de conflictos, en varias
instancias. Llegaron a la conclusio´n que estas diferencias en los espacios de bu´sque-
da recaen en la estructura de los grafos a ser coloreados, sin llegar a establecer una
relacio´n entre las caracterı´sticas del espacio de bu´squeda y la estructura de los grafos.
Cocco et al. [2006] hacen una revisio´n de me´todos de fı´sica estadı´stica aplicada
al ana´lisis de algorı´tmos para problemas de optimizacio´n con distribuciones de entra-
das aleatorias, sen˜alaron que si bien los fı´sicos estadı´sticos y los teo´ricos de las ciencias
computacionales buscan entender el comportamiento asinto´tico de los procesos actuando
en espacio de configuraciones exponencialmente largos, existen diferencias en la manera
que abordan este problema. Sen˜alan que desde el punto de vista de la fı´sica estadı´stica
dos aspectos son importantes: el primero es la complejidad de las transiciones de fase,
que son abruptos cambios en la complejidad cuando un para´metro es variado; el segundo
aspecto es el rol que juegan las propiedades de las instancias bajo estudio, ya que algu-
nas propiedades de las instancias pueden implicar la ineficiencia de toda una clase de
algoritmos. Esta u´ltima es una de las principales preguntas abiertas: co´mo el desempen˜o
esta´ relacionado con propiedades de las instancias del problema y no de los detalles de
los algoritmos de bu´squeda.
Juhos y van Hemert [2008] colorean grafos contrayendo nodos, haciendo hı´per-
nodos. La secuencia en la cual los nodos se contraen define el espacio de bu´squeda en
te´rminos de permutaciones. El problema de coloreo de grafos es conocido por exhibir un
incremento en su dificultad a medida que la densidad se incrementa para un determinado
nu´mero de colores se vuelve no-soluble. El mezclado se basa en propiedades locales, lo
que hace cambiar las propiedades del nodo, el orden en que se mezclan definen el espa-
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cio de bu´squeda, por lo tanto la dificultad esta´ dada por dos factores: las propiedades
topolo´gicas y el orden de mezclado.
En trabajos anteriores, van Hemert [2006] hace hincapie´ que ejecutar algoritmos so-
bre instancias esta´ndar de prueba (en ingle´s: benchmark) tiene una reducida contribucio´n,
debido a que so´lo se analizan resultados del desempen˜o sobre esas instancias. Propone una
metodologı´a basada en algoritmos evolutivos, en donde apartir de instancias difı´ciles se
generan ma´s instancias difı´ciles. La manera en la cual evalu´a la dificultad de las instancias
es con el nu´mero de operaciones realizadas por los algoritmos para resolver el problema
sobre esas instancias. van Hemert [2006] analiza las propiedades estructurales para ex-
plicar la dificultad de estas instancias en te´rminos de estas propiedades. Trabaja con tres
problemas, para los cuales la propiedades estructurales de las instancias son diferentes.
3.2 DISCUSIO´N
Diversos investigadores han abordado el problema de la complejidad inherente de
las instancias del problema. Sin embargo para problemas relacionados con grafos no se
ha llegado a una conclusio´n acerca de que´ propiedades estructurales — para grafos del
mismo taman˜o y orden — influyen en la dificultad o facilidad para resolver una instancia
dada del problema.
Si bien se sabe que ciertos para´metros del problema ası´ como el taman˜o de la instan-
cia influyen en la dificultad de solucio´n, los estudios realizados tratan con instancias que
no son comparables en te´rminos de taman˜o, lo que dificulta la identificacio´n de propieda-
des estructurales. ´Esta es una de las principales inquietudes de este trabajo: usar instancias
del mismo taman˜o pero que tengan diferente estructura para observar y analizar la manera
en que e´sta influye en la solucio´n del problema.
Para lograr responder la pregunta de que´ propiedades estructurales en grafos afec-
tan la manera en que se resuelve un problema es necesario establer un marco de trabajo
efectivo y pra´ctico que ayude a identificar estas propiedades.
CAPI´TULO 4
ME´TODO DE ESTUDIO
Si supiese que´ es lo que estoy haciendo
no le llamarı´a investigacio´n ¿verdad?
- Albert Einstein.
En este capı´tulo se presenta el me´todo de estudio llevado acabo para desarrollar esta
tesis. El objetivo de este capı´tulo es proponer un marco de trabajo que sea aplicable a
cualquier problema en el que se desee estudiar el efecto de la estructura de las instancias
sobre el desempen˜o de los algoritmos que resuelven el problema, de manera que se puedan
establecer relaciones entre propiedades estructurales y complejidad de solucio´n.
Las actividades llevadas a cabo para lograr el objetivo planteado se pueden dividir
en seis etapas las cuales se muestran en la Figura 4.1 y se discuten a detalle en las siguien-
tes secciones. La primera etapa (Seccio´n 4.1) es elegir el problema computacional para
realizar el estudio. La segunda (Seccio´n 4.2) y tercera (Seccio´n 4.3) etapa consisten en
recopilar y caracterizar instancias de igual taman˜o pero diferente estructura. La cuarta
etapa (Seccio´n 4.4) corresponde a la eleccio´n de algoritmos para solucionar el problema
elegido y estudiar el desempen˜o algorı´tmico sobre las instancias generadas. En la quinta
etapa (Seccio´n 4.5) se caracteriza el desempen˜o algorı´tmico; para esto se desarrolla una
medida de desempen˜o basada en co´mo convergen los algoritmos hacia una solucio´n y que
sea independiente del algoritmo y del problema. Por u´ltimo, la sexta etapa (Seccio´n 4.6)
consiste en establecer relaciones entre las propiedades estructurales y el desempen˜o de
los algoritmos.
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Figura 4.1: Pasos a seguir para establecer relaciones entre propiedades estructu-
rales de instacias propuestas de un problema y el desempen˜o de los algoritmos
que solucionan el problema.
4.1 ELECCIO´N DEL PROBLEMA COMPUTACIONAL
La eleccio´n del problema computacional es un paso fundamental debido a que el
problema computacional elegido determina las instancias que se usara´n para el estudio y
su caracterizacio´n y los algoritmos usados para estudiar el desempen˜o algorı´tmico. Por
esta razo´n se recomienda elegir un problema del cual se este´ familiarizado o en su defec-
to que sea un problema ampliamente estudiado en la literatura existente con abundantes
resultados teo´ricos y pra´cticos y para los cuales existan instancias de prueba; este u´ltimo
punto es discutido en la siguiente seccio´n.
Tambie´n es recomendable que otros problemas computacionales puedan reducirse a
este problema. Esto sera´ informativo ya que los resultados obtenidos se puedan extender,
al menos en algu´n grado, a otros problemas; esto gracias a la teorı´a de la NP-completez
(ve´ase Seccio´n 2.3.5), la cual ha demostrado que muchos problemas aparentemente dife-
rentes pueden ser mapeados a otro de tal manera que las soluciones se preservan bajo el
mapeo. Cheeseman et al. [1991] reportan que la dificultad de las instancias de un problema
se mapean a instancias difı´ciles en otro problema cuando se realiza una reduccio´n y que
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las propiedades de estas instancias se preservan en la transformacio´n. Selman et al. [1992]
muestran resultados en los cuales al reducir una instancia difı´cil de un problema a otro la
dificultad se mapea. Teniendo una instancia difı´cil para un problema NP-completo se pue-
de obtener una instancia difı´cil para cualquier problema completo a trave´s de reducciones
[Gutfreund et al., 2007; Walsh, 2009].
4.2 RECOPILACIO´N DE INSTANCIAS
Una de las principales lı´neas de investigacio´n dentro del a´rea de las ciencias compu-
tacionales es la tarea de disen˜ar e implementar algoritmos para solucionar problemas
computacionales de decisio´n y de optimizacio´n. Una manera de poner a prueba los algo-
ritmos disen˜ados para resolver el problema o mostrar superioridad sobre otros algoritmos
es utilizar instancias esta´ndar de prueba que se encuentran disponibles en lı´nea.
Las instancias proveen una herramienta con la cual la comunidad cientı´fica, pue-
den hacer comparaciones de desempen˜o entre algoritmos, ya que (como se hablo´ en la
Seccio´n 2.6.1) la diversidad de equipos en los cuales se realizan las experimentaciones
computacionales y detalles de implementacio´n son factores no proveen un ambiente de
igualdad de condiciones. Sin embargo con instancias de prueba los resultados referentes a
las soluciones obtenidas pueden ser comprables en te´rminos de su calidad.
En general se usan instancias de diferentes taman˜os clasifica´ndolas como pequen˜as,
medianas o grandes e identificando algunas como instancias retadoras, es comu´n estudiar
el desempen˜o del los algoritmos sobre grandes instancias ya que (como se aclaro´ en la
Seccio´n 2.3.1) el taman˜o de la instancia tiene un impacto en el tiempo de co´mputo reque-
rido para resolver el problema. Sin embargo para algunas instancias de gran taman˜o en
las cuales se espera que el tiempo de co´mputo requerido sea mayor, diversos algoritmos
obtienen soluciones de buena calidad en poco tiempo, es decir, las instancias son fa´ciles
de resolver, lo que sugiere que la estructura de la instancia de alguna manera influye en la
facilidad o dificultad de resolverla.
El objetivo de este trabajo es identificar que´ propiedades estructurales en las ins-
tancias hacen que sean fa´ciles o difı´ciles de resolver. Para ello es importante contar con
instancias de igual taman˜o pero diferente estructura. En este trabajo no se pretende
mostrar superioridad entre algoritmos sino la afectacio´n de las propiedades estructurales
de las instancias en el comportamiento de uno o varios algoritmos. En caso que las instan-
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cias de prueba disponibles no cumplan con estas caracterı´sticas, es importante desarrollar
herramientas que nos permitan generar instancias con las caracterı´sticas deseadas.
4.3 CARACTERIZACIO´N DE INSTANCIAS
Una vez seleccionado el problema computacional que se desea abordar y recopilar
las instancias con las caracterı´sticas deseadas — mencionadas en la seccio´n anterior —
es importante capturar cuantitativamente propiedades estructurales de las instancias. La
caracterizacio´n de instancias es un paso importante en este trabajo, ya que el objetivo
perseguido es identificar que´ propiedades referentes a la estructura de la instancia afectan
el desempen˜o de los algoritmos ya sea facilitando o dificultando la solucio´n del problema.
De aquı´ que si se detectan diferencias en el desempen˜o de los algoritmos, e´stas pueden
relacionarse con determinada estructura de la instancia, no u´nicamente con el taman˜o.
Esto tambie´n lo sen˜alan Smith-Miles et al. [2009] y Pe´rez et al. [2008] quienes
buscan establecer relaciones entre estructura y desempen˜o algoritmico con el objetivo de
seleccionar algoritmos. Como se menciono´ en la Seccio´n 4.1 la eleccio´n del problema
es la que marcara´ la pauta referente a las propiedades que se desean caracterizar de las
instancias.
4.4 ELECCIO´N DE ALGORITMOS
El objetivo principal de este trabajo es identificar aspectos presentes en la estructura
de las instancias que influyan en la facilidad o dificultad para resolver el problema. Cabe
sen˜alar que no se pretende evaluar el desempen˜o de los algoritmos para establecer que
algoritmo es mejor que otro. Los algoritmos en sı´ no son el objeto de estudio de este
trabajo; son el medio con el cual se realiza el estudio y por tanto deben poseer ciertas
caracterı´ssticas que se mencionan a continuacio´n.
Es importante trabajar con algoritmos que aborden de diferente manera el problema
elegido; nos interesa trabajar con algoritmos del estado del arte que formulen de diferente
manera la funcio´n objetivo y la vecindad de soluciones. Como se menciono´ en la Seccio´n
2.6.2, tanto la formulacio´n de la funcio´n objetivo y la manera de generar vecindades de
alguna manera inducen ciertas caracterı´sticas del espacio de bu´squeda. Si la estructura de
la instancia tiene un efecto significativo en el desempen˜o algorı´tmico, se podra´ establacer
tambie´n si determinada propiedad estructural hace que nuestro espacio de bu´squeda sea
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ma´s rugoso o ma´s plano, de manera tal que las propiedades estructurales guı´en el disen˜o
de estrategı´as de bu´squeda que saquen el mayor provecho de este conocimiento.
4.5 CARACTERIZACIO´N DEL DESEMPEN˜O
Para poder identificar el efecto de la estructura de la instancia, es importante ca-
racterizar el desempen˜o del algoritmo en base a co´mo converge hacia una solucio´n, esto
dependiendo del objetivo que se desea alcanzar minimizar o maximizar. Para ello se espera
que durante la ejecucio´n vaya hacia la direccio´n deseada.
Por ejemplo, en la Figura 4.2(a) se muestra el comportamiento deseable en pro-
blemas de optimizacio´n donde el objetivo es minimizar. El eje de las x representa las
iteraciones y el eje de las y representa el valor de la funcio´n objetivo. Si al algoritmo se le
dificulta resolver la instancia, tardara´ ma´s para que el valor de la funcio´n objetivo dismi-
nuya (lı´nea superior). Si le es relativamente fa´cil, gradualmente va disminuyendo el valor
de la funcio´n objetivo (lı´nea media). Si le es muy fa´cil, ra´pidamente disminuira´ el valor
de la funcio´n objetivo (lı´nea inferior). Al utilizar algoritmos heurı´sticos se busca mejorar
ra´pido para una terminacio´n oportuna.
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Figura 4.2: Comportamiento algorı´tmico que se desea caracterizar.
El comportamiento deseable e indeseable de algoritmos en problemas de maximi-
zacio´n se muestra en la Figura 4.2(b). Si al algoritmo se le dificulta resolver la instancia
tardara´ ma´s para que el valor de la funcio´n objetivo aumente (lı´nea inferior). Si le es relati-
vamente fa´cil, gradualmente va aumentando el valor de la funcio´n objetivo (lı´nea media).
Si le es muy fa´cil, ra´pidamente aumentara´ hacia el valor de la funcio´n objetivo (lı´nea
superior).
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4.6 DISEN˜O EXPERIMENTAL
El disen˜o y ana´lisis de experimentos es una herramienta estadı´stica importante que
nos permite planear, ejecutar e interpretar un experimento para obtener conclusiones va´li-
das y objetivas acerca del problema que se esta´ estudiando. Un experimento se define
como una prueba planeada donde se introducen cambios controlados en las variables de
entrada de un proceso o sistema para observar el efecto de esos cambios sobre la salida o
variable respuesta del proceso o sistema. Esto se ejemplifica en la Figura 4.3.
ProcesoEntrada x Salida y
a1 a2
. . .
an
b1 b2
. . .
bm
Factores controlables
Factores no controlables
Figura 4.3: Representacio´n del proceso.
La realizacio´n de un experimento tiene como objetivo determinar que´ variables de
entrada pueden tener mayor influencia en la respuesta o determinar valores de las variables
de entrada de manera que se produzca una respuesta deseada o que la variabilidad de la
respuesta sea muy pequen˜a.
Para llevar a cabo un buen experimento se recomienda seguir un esquema general
de procedimientos; para llevar a cabo este trabajo de investigacio´n se sigue el esquema
presentado por Montgomery [2006] el cual se enlista a continuacio´n:
1. Identificar y enunciar el problema.
2. Elegir factores, niveles y rangos.
3. Seleccionar de variables respuesta.
4. Elegir el disen˜o experimental.
5. Realizar del experimento.
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6. Analizar estadı´sticamente los datos.
7. Dar conclusiones y recomendaciones.
En muchos experimentos se tiene principal intere´s en estudiar los efectos o la in-
fluencia de uno, dos o ma´s factores sobre una o varias variables respuesta, estos factores
pueden ser controlables o no, cualitativos o cuantitativos. Cada factor tiene niveles, es de-
cir, valores especı´ficos dentro de un rango definido por el experimentador. Las variables
respuestas deben ser cuantificables de manera que provean informacio´n u´til acerca del
proceso que se desea estudiar. Es importante determinar el nu´mero de re´plicas del expe-
rimento, es decir, la cantidad de repeticiones independientes que se hara´n de experimento
con cada combinacio´n de niveles de los factores.
CAPI´TULO 5
SOLUCIO´N PROPUESTA
La formulacio´n de un problema,
es ma´s importante que su solucio´n.
- Albert Einstein.
En este capı´tulo se presenta el marco de trabajo propuesto para abordar el estu-
dio de propiedades estructurales en instancias que afectan el desempen˜o algorı´tmico. En
la Seccio´n 5.1 se define el tipo de problemas que abordaremos; estos estan relacionados
con grafos. Posteriormente en la Seccio´n 5.2 se enuncian las diversas consideraciones que
se deben tomar en cuenta al generar instancias de grafos de igual taman˜o y orden pero
diferente estructura y la Seccio´n 5.3 describe que´ considerar al caracterizarlas. En la Sec-
cio´n 5.4 se discuten las caracterı´sticas a tomar en cuenta cuando se eligen algoritmos para
abordar el estudio. En la Seccio´n 5.5 se discute como las medidas tradicionalmente usadas
para medir el desempen˜o de los algoritmos no son adecuadas para el estudio que se realiza
en este trabajo y se propone una medida de caracterizacio´n basada en la convergencia de
los algoritmos hacia una determinada solucio´n. Finalmente en la Seccio´n 5.6 se detallan
aspectos que se deben considerar para establecer relaciones entre las propiedades estruc-
turales de las instancias y el desempen˜o algorı´tmico. Este marco de trabajo se aplica para
un problema en particular en el Capı´tulo 6.
5.1 ELECCIO´N DEL PROBLEMA
Para realizar este trabajo, se acoto´ la poblacio´n de estudio a instancias de problemas
computacionales relacionados con grafos, introducidos en Seccio´n 2.1. Los grafos son
una de las herramientas ma´s importantes en las ciencias computacionales, matema´ticas,
ingenierı´a y muchas otras disciplinas ya que proporcionan una representacio´n abstracta
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de relaciones entre elementos que conforman una amplia variedad de sistemas [Skiena,
2008]. Otro aspecto que jugo´ un importante papel en la decisio´n de trabajar con grafos
fue que en literatura existen una amplia cantidad modelos de generacio´n de grafos con
diferente estructura y funciones que nos permiten caracterizar propiedades estructurales
de los grafos, discutidos en la Seccio´n 2.2.
5.2 GENERACIO´N DE INSTANCIAS
Para aplicar el marco de trabajo propuesto y lograr el objetivo planteado en este tra-
bajo, es necesario que las instancias de prueba cumplan con ciertas caracteristicas que es
tener grafos con el mismo orden n y taman˜o e pero diferente estructura. Para el problema
computacional elegido existen instancias de prueba que no cumplen con estas caracteristi-
cas, si bien se cuenta con grafos de diferentes estructuras, entre los grafos que comparten
la misma estructura no tienen el mismo taman˜o o se cuenta con pocas instancias para reali-
zar comparaciones significativas entre ellas. Con el fin de observar efectos estructurales en
la solucio´n del problema y poder realizar comparaciones, se utilizan modelos de genera-
cio´n de redes complejas, los cuales proporcionan una herramienta para generar instancias
de grafos controlando el orden y taman˜o pero con diferente estructura.
Los modelos utilizados para generar las instancias de grafos son: el modelo de
Erdo˝s-Re´nyi (ER), el de Watts-Strogatz (WS), el de Baraba´si-Albert (BA), el de Klein-
berg (KL) y el modelo de grafos geome´tricos aleatorios (RGG). Los modelos fueron im-
plementados en lenguaje Java [Gosling et al., 2005]. Se desarrollo´ una herramienta que
para grafos menores a 100 nodos pueden visualizarse a trave´s de su interfaz gra´fica. A
trave´s de la terminal o consola pueden generarse grafos de hasta 4,900 nodos. Las instan-
cias de grafos tienen el formato DIMACS [2010].
Es importante trabajar con conjuntos de grafos de diferente orden, a medida que el
orden de los grafos va creciendo tambie´n crece el nu´mero de aristas que se pueden tener
en los grafos. Para fines de comparacio´n, en lugar de manejar el nu´mero de aristas e, se
trabajara´ con la densidad den(G) de los grafos, es decir, con la proporcio´n de aristas pre-
sentes de las ma´ximas posibles, dependiendo del nu´mero de nodos con el que se generen
los grafos.
Una parte importante en la generacio´n de instancias es el ajuste de para´metros de
los modelos usados de manera que se generen instancias con el mismo nu´mero de nodos
y de aristas. Algunos para´metros de entrada imponen ciertas restricciones para establecer
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el orden y densidad de los grafos. Por una parte el modelo KL utiliza una malla de s× s
nodos, por lo cual para cualquier modelo el orden de los grafos es restringido por el
para´metro s del modelo KL, es decir, n = s2. Restricciones en cuanto al nu´mero mı´nimo
de aristas que pueden tener los grafos son impuestas por el modelo WS y KL al crear el
anillo y la malla respectivamente. A partir de las restricciones dadas por estos modelos se
obtuvieron los para´metros para cada uno de los modelos mencionados.
Un aspecto importante es trabajar con grafos conexos: si se generaran grafos no
conexos se tendrı´an instancias fa´ciles, ya que cada componente no conexo equivaldrı´a a
resolver el problema para cada componente que se tenga. Los modelos KL, WS y BA
construyen grafos conexos, pero los modelos ER y RRG al generar grafos de baja densi-
dad pudiesen resultar grafos no conexos. Debido a que verificar la conexidad de los grafos
al momento de generarlos es costoso computacionalmente, se hicieron adecuaciones a los
modelos ER y RGG para asegurar que grafos de baja densidad sean conexos. Para el mo-
delo ER se genero´ primeramente un a´rbol abarcante (en ingle´s: spanning tree) con lo cual
se tienen n − 1 aristas en el grafo y despue´s se aplico´ el modelo tal cual para agregar las
aristas faltantes para completar la densidad deseada. En el caso del modelo RGG prime-
ro se genero´ un a´rbol mı´nimo abarcante (en ingle´s: minimum spanning tree) y despue´s
se agregaron aristas entre nodos ma´s cercanos hasta obtener la densidad deseada. El mo-
delo de BA no especifica el nu´mero de nodos iniciales ni como deben estar conectados
para empezar a construir los grafos; con el fin de no inducir una estructura en particular
a los grafos generados con este modelo, se inicia la generacio´n de grafos con dos nodos
conectados, lo cual limita la cantidad de aristas que se pueden agregar en los grafos.
5.3 CARACTERIZACIO´N DE INSTANCIAS
Generalmente cuando se trabaja con instancias de grafos se presta principal atencio´n
al nu´mero de nodos n y el nu´mero de aristas e, el grado mı´nimo δ(G), el grado ma´ximo
∆(G) y el grado promedio 〈k〉. Esto proporciona informacio´n acerca de la distribucio´n del
grado, pero esta informacio´n no es suficiente; como discute [Alderson, 2008], se pueden
tener grafos con la misma distribucio´n del grado pero diferente estructura, por lo que es
importante contar con funciones de caracterizacio´n que nos permita tener una idea de
co´mo es la estructura del grafo que estamos estudiando. Las funciones de caracterizacio´n
usadas son las descritas en la Seccio´n 2.2.1.
CAPI´TULO 5. SOLUCIO´N PROPUESTA 67
5.4 ELECCIO´N DE ALGORITMOS
Los algoritmos seleccionados para estudiar el efecto de la estructura de las instancias
en el desempen˜o algorı´tmico deben obtener buenas soluciones para el problema que se
desea resolver. Adema´s es deseable que formulen de diferente manera la funcio´n objetivo
o en que generen de manera diferente las vecindades. Tambie´n es importante seleccionar
algoritmos que no tengan demasiados para´metros a ajustar que este´n relacionados con
el funcionamiento del algoritmo o en su defecto seleccionar aquellos en los cuales se
proveean informacio´n suficiente acerca de los valores de para´metros con los cuales se ha
observado que los algoritmos tengan el mejor desempen˜o 1. Lo importante en este punto es
tener cierta diversidad en cuanto a estrategias de solucio´n con el fin de observar el efecto
de la estructura de la instancia independientemente del los aspectos mencionados.
5.5 CARACTERIZACIO´N DE DESEMPEN˜O ALGORI´TMICO
Cuando se evalu´a el desempen˜o de un algoritmo no se puede evitar realizar com-
paraciones con otros algoritmos que resuelven el mismo problema utilizando instancias
de prueba. Para realizar estas comparaciones se realizan un gran nu´mero de repeticiones
midiendo el tiempo de co´mputo promedio, el nu´mero de iteraciones promedio realizadas
por el algoritmo, la media y desviacio´n esta´ndar de las soluciones obtenidas y la mejor
solucio´n obtenida.
Diversos investigadores se han dado a la tarea de generar guı´as para el experimenta-
dor acerca de co´mo presentar los resultados obtenidos cuando se evalu´a el comportamiento
de algoritmos de manera que no se lleguen a malas interpretaciones de estas medidas, por
que´ no usar ciertas medidas o que´ tipo de media — aritme´tica o geome´trica — utilizar
[Barr et al., 1995; Birattari y Dorigo, 2007; Fleming y Wallace, 1986].
En nuestro caso estas medidas de desempen˜o no son u´tiles para lograr el objetivo
perseguido en este trabajo. La medida de desempen˜o que se desea utilizar no debe verse
afectada por el equipo en el cual se ejecutan los algoritmos ni por el lenguaje de progra-
macio´n utilizado. Estos dos aspectos impactan en mediciones relacionadas con el tiempo
de co´mputo. Si bien el tiempo de co´mputo indica la velocidad de convergencia a una so-
lucio´n, no indica co´mo fue esa convergencia. Por otro lado, el desempen˜o del algoritmo
1En caso de tener un algoritmo que tenga como entrada varios para´metros y no se tenga informacio´n
acerca de los valores con los cuales ha tenido buen desempen˜o, se debera´ hacer un estudio orientado al
ajuste de para´metros.
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tambie´n se ve afectado por factores como la formulacio´n de la funcio´n objetivo y la ge-
neracio´n de vecindades. Estas soluciones obtenidas al final de la ejecucio´n si bien sirven
para medir la robustez del algoritmo, no indican co´mo fue el desempen˜o del algoritmo
durante la ejecucio´n [Barr et al., 1995].
Como se discutio´ en la Seccio´n 4.5, para estudiar el efecto de la estructura de una
instancia es necesario usar una medida que permita abstraer co´mo se llego a una solucio´n.
Recordemos que el objetivo principal de este trabajo es determinar propiedades estructu-
rales en instancias de grafos que influyen en la complejidad de resolucio´n de la instancia.
En primer lugar se desea identificar estructuras de grafos para las cuales la comple-
jidad de solucio´n es mayor. Para ello es importante generar instancias del mismo taman˜o
que posean diferente estructura, tal como se discutio´ en las Secciones 4.2 y 5.2. Adema´s
es importante fijar para´metos de manera que sea posible observar el efecto de la estructura
de la instancia en la manera en que el valor objetivo disminuye o aumenta segu´n sea el
caso.
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Figura 5.1: Comportamiento de un algoritmo que resuelve un problema con cinco
instancias de igual taman˜o pero diferente estructura.
Al trabajar con diferentes algoritmos se desea determinar si una estructura de grafo
influye de manera similar independientemente de la formulacio´n de la funcio´n objetivo y
generacio´n de vecindades. Con estas consideraciones lo que se busca es aislar el efecto
que la estructura tuviese en el desempen˜o. En la Figura 5.1 se muestra el comportamien-
to de un algoritmo configurado con los mismos para´metros para resolver un problema
para instancias de igual taman˜o pero diferente estructura. Las soluciones finales pueden
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ser distintas o similares, pero el co´mo se llego´ a esas soluciones es diferente. Para lograr
identificar efectos de la estructura se propone obtener medidas de desempen˜o caracteri-
zando el perfil de desempen˜o, es decir, el valor de la funcio´n objetivo en cada iteracio´n del
algoritmo.
Al momento de estar trabajando con algunas instancias de prueba y los algoritmos
seleccionados para obtener el valor de la funcio´n objetivo en cada iteracio´n, se considero
hacer una regresio´n cuadra´tica con los valores obtenidos en cada ejecucio´n del algoritmo,
como se muestra en la Figura 5.2, como puede observarse al hacer el ajuste a una fucnio´n
cuadra´tica se pierde informacio´n, por ejemplo, de las veces que el algoritmo obtuvo la
misma solucio´n durante varias iteraciones.
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Figura 5.2: Caracterizacio´n del perfil de desempen˜o mediante regresio´n cuadra´ti-
ca.
En segundo lugar se considero´ utilizar el promedio de la pendientes2 en el perfil de
desempen˜o, pero se puede tener dos perfiles de desempen˜o cuya convergencia es total-
mente distinta y tener la misma pendiente promedio, como se observa en la Figura 5.3.
Ante este caso se considero´ otorgar cierta ponderacio´n a las pendientes que fuera dismi-
nuyendo cierta λ a medida que cambios en la pendiente fueran ocurriendo, el principal
inconveniente de esto es determinar el valor de λ ante la incertidumbre de cuantos cam-
2Las pendientes en el perfiles de desempen˜o son las diferentes inclinaciones que se presentaron en el
perfil de desempen˜o. Interpretada geome´tricamente, la pendiente es la razo´n de cambio en el valor de la
funcio´n objetivo al ir iterando el algoritmo, es deseable que para problemas de minimizacio´n la pendiente
sea negativa y para problemas de maximazacio´n la pendiente sea positiva.
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bios de pendiente en el perfil de desempen˜o se pueden tener. En los perfiles ilustrados
en la Figura 5.3 ambos tienen tres cambios de pendiente que equivalen a tres segmen-
tos de recta, en la Tabla 5.1 se listan las pendientes de cada segmento segu´n el orden de
occurrencia.
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Figura 5.3: Perfiles de desempen˜o.
Tabla 5.1: Pendientes de los perfiles mostrados en la Figura 5.3.
Perfil superior Perfil inferior
Segmento Pendiente Segmento Pendiente
1 -1/12 1 -5/3
2 -2/3 2 -2/3
3 -5/3 3 -1/12
La caracterizacio´n del perfil de desempen˜o se realiza sumando el a´rea bajo cada
uno de los m segmentos de recta que forma el perfil de desempen˜o; esta a´rea se calcula
mediante la regla de Simpson (Ecuacio´n 5.1) usando como lı´mite inferior y superior los
puntos donde la pendiente cambia. Ante la posibilidad de tener dos perfiles de desem-
pen˜o diferentes con la misma a´rea, se realiza una regresio´n cuadra´tica y exponencial para
comparar entre perfiles los coeficientes de la ecuacio´n cuadra´tica y tambie´n el coeficiente
y exponente de la ecuacio´n exponencial, sin embargo estas diferencias son tan pequen˜as
que estadı´sticamente son significativamente iguales. En la Tabla 5.2 se muestran las me-
didas de los perfiles: promedio, promedio ponderado (λ = 0.02) y el a´rea bajo el perfil de
desempen˜o.
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area total =
m∑
k=1
∫ bk
ak
fk(x) dx ≃
m∑
k=1
bk − ak
6
[
fk(ak) + fk
(
ak + bk
2
)
+ f(bk)
]
(5.1)
Tabla 5.2: Medidas de desempen˜o para los perfiles de la Figura 5.3.
Medida Perfil 1 Perfil 2
Pendiente promedio -0.85 -0.85
Pendiente ponderada -0.77 -0.8
´Area bajo perfil 46.5 136.5
Los datos necesarios para caracterizar el desempen˜o algorı´tmico son el vector con
los valores de la funcio´n objetivo en cada iteracio´n de los algoritmos usadosX y el nu´mero
total de iteraciones iter totales. El procedimiento para obtener el a´rea bajo el perfil de
desempen˜o se muestra en el Algoritmo 5.1. Esta medida puede calcularse fuera de lı´nea y
en lı´nea sin que esto consuma demasiados recursos computacionales.
Algoritmo 5.1: ´Area bajo el perfil de desempen˜o.
Entrada: Un vector X de taman˜o iter totales
Salida: El a´rea bajo el perfil de desempen˜o
Inicio
aux← 0.0;
area total← 0.0;
lim inf← lim sup← 0;
Desde i← 1 to total iter−1 hacer
pendiente← (X [i+1]−X [i])/(i+1−i);
Si aux 6= pendiente entonces
lim sup← i;
const← (pendiente∗−i) +X [i];
area total← area total + ((lim sup−lim inf)/6) ∗
(pendiente ∗ lim inf + const) +
4 ∗ ((pendiente∗(lim inf−lim sup)/2)+const) +
(pendiente∗lim sup+const);
fin-si
lim inf← lim sup;
aux← pendiente;
fin-desde
Devuelve area total
Fin
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La idea de caracterizar el perfil de desempen˜o mediante el a´rea debajo del perfil,
pudiera asociarse al a´rea bajo la curva ROC3 la cual se emplea como un ı´ndice de la
exactitud de un sistema clasificador binario [Mason y Graham, 2002]. Sin embargo el
a´rea debajo del perfil de desempen˜o, lo se ve como una probabilidad si no como una
cantidad que denota que tan difı´cil fue para un algoritmo resolver una instancia. En el
caso de problemas de minimizacio´n a mayor a´rea ma´s dificil fue resolver el problema, a
menor a´rea ma´s fa´cil fue resolver el problema; en el caso de problemas de maximizacio´n,
a mayor a´rea ma´s fa´cil fue resolver el problema, a menor area ma´s difı´cil fue resolver el
problema.
5.6 DISEN˜O EXPERIMENTAL
Contando con las propiedades estructurales y los indicadores de desempen˜o, es
importante determinar si la estructura de la instancia tiene un efecto significativo en el
desempen˜o algorı´tmico, determinar cuales propiedades estructurales son las que influyen
de manera importante y poder establecer relaciones entre estas dos variables de estudio.
El disen˜o experimental debera´ proporcionar informacio´n de co´mo diversos factores prin-
cipalmente la estructura de la instancia afectan la complejidad de solucio´n independiente-
mente de los para´metros del problema y particularidades del algoritmo.
Una vez elegido el disen˜o experimental, es importante analizar los datos que se ge-
neran a partir de la caracterizacio´n de instancias y desempen˜o algorı´tmico para determinar
el tipo de pruebas estadı´sticas a utilizar ya sean parame´tricas o no parame´tricas. Debido
a la gran cantidad de datos que se generan, es importante considerar la utilizacio´n de
te´cnicas multivariadas tanto para reducir de dimensionalidad de las variables si es requeri-
do, ası´ como para explicar las relaciones existentes entre propiedades estructurales de las
instancias y desempen˜o algorı´tmico.
3Una curva ROC — Caracterı´stica Operativa del Receptor (en ingles: Receiver Operating Characteris-
tic) — es una representacio´n de sensibilidad frente a la especificidad para un sistema clasificador binario
(positivo - negativo) segu´n varia el umbral de discriminacio´n. La sensibilidad es la probablidad de clasificar
correctamente a un individuo cuya clase real sea positiva y la especificidad es la probabilidad de clasificar
correctamente a un individuo cuya clase real sea negativa [Zou et al., 2007].
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CASO DE ESTUDIO
La mejor estructura no garantizara´
los resultados ni el rendimiento.
Pero la estructura equivocada
es una garantı´a de fracaso.
- Peter Drucker.
En esta capı´tulo se evalu´a tanto la medida de desempen˜o algorı´tmico propuesta,
como la aplicacio´n de la metodologı´a en un caso de estudio. Se presentan resultados de
co´mo la medida de desempen˜o sirve para identificar estructuras de grafos que tienen ma-
yor impacto en el desempen˜o algorı´tmico.
En la Seccio´n 6.1 se presenta el problema seleccionado para aplicar el marco de
trabajo propuesta en el capı´tulo anterior, ası´ como la medida de desempen˜o propuesta.
Primeramente se describe el problema a estudiar. En la Seccio´n 6.2 se presenta informa-
cio´n acerca del taman˜o y orden de las instancias de grafos generadas y su caracterizacio´n.
En la Seccio´n 6.3 se describen los algoritmos seleccionados para el estudio y las razones
por las cuales se seleccionaron. Adema´s se describe co´mo se efectuaron las experimenta-
ciones y co´mo se obtuvieron las medidas de caracterizacio´n del desempen˜o algorı´tmico.
Finalmente en la Seccio´n 6.5 se presentan los resultados obtenidos al caracterizar el perfil
de desempen˜o con la medida propuesta
6.1 ELECCIO´N DEL PROBLEMA: COLOREO DE GRAFOS
Formalmente el problema de coloreo de grafos se plantea de la siguiente manera:
dado un grafo G = (VG , EG) y un entero k, un k-coloreo de G es una funcio´n
c : VG → {1, . . . , k} | c(u) 6= c(v), (v, u) ∈ VG . (6.1)
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Los nodos con color i(1 ≤ i ≤ k) definen una clase de color. Si dos nodos adyacentes
tienen el mismo color se dice que se tiene un conflicto. Un k-coloreo sin conflictos se dice
que es legal, ejemplos de coloreos legales se ilustran en la Figura 6.1.
(a) Un 5-coloreo legal. (b) Un 4-coloreo legal.
(c) Un 3-coloreo legal.
Figura 6.1: Diferentes coloreos legales para un grafo con 9 nodos y 15 aristas.
Al nu´mero mı´nimo de colores con el que se puede colorear un grafo sin tener conflic-
tos se denota como χ(G) el nu´mero croma´tico de G; un ejemplo es presentado en la Figura
6.1(c). Este problema es aplicado a la asignacio´n de radiofrecuencias [Marx, 2004] y a la
de calendarizacio´n y asignacio´n de actividades [Trick, 2010]. Es importante sen˜alar que
cada clase de color es un conjunto independiente1 de nodos, por lo que una k-coloracio´n
es lo mismo que una particio´n del conjunto de nodos en k conjuntos independientes y los
te´rminos k-particio´n y k-coloreo tienen el mismo significado.
6.2 GENERACIO´N Y CARACTERIZACIO´N DE INSTANCIAS
En una primera etapa se generaron instancias de grafos de media y alta densidad.
Informacio´n acerca del nu´mero de nodos y densidades de las instancias generadas con los
modelos de ER, BA, KL, RGG y WS, se muestra en la Tabla 6.1, la cantidad de aristas
puede calcularse de la siguiente manera (n · (n − 1)/2) · den(G); por cada modelo para
1Un conjunto independiente es un conjunto de nodos en un grafo tal que ninguno es adyacente a otro.
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cada nu´mero de nodos y densidades se generaron 30 instancias dando un total de 1,800
instancias de alta densidad.
Tabla 6.1: Informacio´n acerca de los grafos con alta densidad.
n den(G) n denG n den(G)
64
0.2
256
0.2
1, 024
0.2
0.4 0.4 0.4
0.6 0.6 0.6
0.8 0.8 0.8
Tambie´n se generaron 30 instancias de grafos con un mayor nu´mero de nodos y
de baja densidad por cada uno de los modelos de ER, BA, KL, RGG y WS, debido a
que las redes del mundo real cuentan con estas caracterı´sticas [Albert, 2001; Newman,
2003]. Informacio´n referente a estas instancias se presenta en la Tabla 6.2, en total fueron
generadas 1,050 instancias de baja densidad.
Tabla 6.2: Informacio´n acerca de los grafos con baja densidad.
n den(G) n den(G)
100 ∼ 0.059 2,500 0.002
400 0.015 3,600 0.001
900 0.007 4,900 ∼ 0.001
1,600 0.004
Se utilizaron funciones de caracterizacio´n de redes complejas para obtener medidas
de propiedades estructurales de las instancias generadas; detalles de estas funciones fueron
descritas en la Seccio´n 2.2.1. Fueron implementadas en lenguaje Java [Gosling et al.,
2005].
Adema´s del nu´mero de nodos y de aristas de los grafos, los datos recabados fue-
ron el grado promedio y la desviacio´n esta´ndar de los grados. Para obtener informacio´n
adecuada acerca de la distribucio´n del grado, se obtuvieron medidas estadı´sticas como la
curtosis, asimetrı´a, varianza, coeficiente de variacio´n, valor ma´ximo y mı´nimo y rango
[Ross, 2009].
Se calcularon funciones de caracterizacio´n que proveen informacio´n global de los
grafos, como coeficiente de agrupamiento, coeficiente de dispersio´n del grado, longitud de
ruta ma´s corta, dia´metro, radio, eficiencia local y global. Estas funciones son promedios
sobre informacio´n local por lo cual tambie´n se calcularon las medidas estadı´sticas antes
mencionadas para la distribucio´n del grado para cada una de las funciones globales. Todas
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estas funciones proporcionan informacio´n cuantitativa que permite buscar un patro´n en la
estructura que impacte en el desempen˜o algorı´tmico.
6.3 ELECCIO´N DE ALGORITMOS Y CARACTERIZACIO´N DE
DESEMPEN˜O
Se tomaron algoritmos del estado del arte para la solucio´n del problema de k-coloreo
[Blo¨chliger y Zufferey, 2008]. Estos algoritmos formulan de diferente manera la funcio´n
objetivo y la vecindad de soluciones, lo cual permite independientemente de estos dos
aspectos observar la influencia de la estructura de la instancia en el espacio de soluciones
generado. Adema´s que proporcionan valores de para´metros propios de los algoritmos con
los cuales se obtuvieron mejores resultados. El co´digo de los cuatro algoritmos esta´ dispo-
nible en http://www.bloechligair.ch/science/. Otro punto ma´s por el cual
se seleccionaron estos algoritmos es que permiten variar el para´metro del problema, es
decir, la cantidad de colores k con la cual se desea colorear el grafo. A continuacio´n se
describen brevemente los algoritmos seleccionados:
TabuCol En este algoritmo, una solucio´n consiste en k conjuntos C1 . . . Ck. Si v ∈ Ci
entonces v tiene asignado el color i. La solucio´n inicial es generada con un algorit-
mo voraz donde cada nodo v se asigna a Ci donde i es el menor valor posible sin
crear un conflicto. Si esto es imposible, se selecciona aleatoriamente un conjunto
C. La funcio´n objetivo es minimizar el nu´mero de aristas en conflicto. Una solucio´n
vecina se obtiene cambiando el color de uno de los nodo que introduce el conflicto.
La tenencia tabu´ se calcula como UNIFORM(0, 9) + α ∗ NCV(s) donde α la fijan en
0.6 y NCV(s) representa el nu´mero de nodos que esta´n en conflicto, por lo que la
tenencia tabu´ es dina´mica [Blo¨chliger y Zufferey, 2008].
Reac-TabuCol La funcio´n objetivo, la solucio´n inicial y la obtencio´n de las soluciones
vecinas se definen igual que en el algoritmo TabuCol. Lo que cambia es la mane-
ra que se calcula la tenencia tabu´; es ajustada de manera reactiva dependiendo del
valor de la funcio´n objetivo. Si la funcio´n objetivo fluctu´a mucho, la tenencia dismi-
nuye lentamente; en caso contrario, la tenencia se incrementa. Cuando la tenencia
tabu´ es muy pequen˜a y la bu´squeda local actu´a como un “descenso acelerado”, por
otra parte cuando la tenencia tabu´ es grande la bu´squeda se diversifica. Blo¨chliger
y Zufferey [2008] ofrecen detalles acerca de co´mo medir la fluctuacio´n del valor
objetivo.
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PartialCol En este algoritmo una solucio´n consiste en k conjuntos disjuntos estables
(no contienen nodos adyacentes) S1, . . . Sk y un conjunto O = VG \
⋃k
i=1 Si. Si
v ∈ Si, entonces v tiene asignado el color i. Si v ∈ O, entonces v no esta´ coloreado.
Blo¨chliger y Zufferey [2008] discuten co´mo el espacio de solucion inducido por esta
solucio´n y la obtenida mendiante el algoritmo TabuCol es diferente. Para generar la
solucio´n inicial usan un algoritmo voraz: cada nodo v se asigna a Si donde i es el
menor valor posible de manera que Si permanezca estable. Si esto no es posible, se
asigna al conjunto O. La funcio´n objetivo es minimizar la cantidad de nodos en el
conjunto O. Una solucio´n vecina se obtiene coloreando un nodo u ∈ O con el color
c, por lo que es posible que Sc no sea estable. Si esto ocurre nodos adyacentes a u
se remueven de Sc de manera que se vuelta estable. La tenencia tabu´ es dı´namica y
se calcula de la misma manera que en TabuCol.
React-PartialCol La funcio´n objetivo, la solucio´n inicial y la obtencio´n de las soluciones
vecinas se definen igual que en el algoritmo PartialCol; lo que cambia es la manera
que se calcula la tenencia tabu´. La tenencia tabu´ es ajustada de manera reactiva
como se describe en Reac-TabuCol.
Para cada instancia se ejecutaron los cuatro algoritmos treinta veces para cada valor
k elegido, esta cantidad de veces asegura contar con la cantidad de muestras suficiente
para que el experimento tenga potencia alta, es decir, que el experimento pueda detectar
diferencias pequen˜as entre las medias que se estara´n comparando. En cada ejecucio´n se
obtuvieron los perfiles de desempen˜o (el valor de la funcio´n objetivo en cada iteracion
del algoritmo). La caracterizacio´n se realizo´ fuera de lı´nea, es decir, al terminar cada
ejecucio´n.
La informacio´n obtenida en cada ejecucio´n fueron: el a´rea bajo el perfil de desem-
pen˜o, pendiente promedio del perfil, ası´ como pendiente promedio ponderada, resultados
de regresiones cuadra´ticas y exponenciales, esto para fines de evaluacio´n de la medida
de desempen˜o propuesta. Adema´s para fines de evaluacio´n y comparacio´n se obtuvo in-
formacio´n acerca del nu´mero de iteraciones, solucio´n final de cada ejecucio´n, distancias
entre soluciones e informacio´n acerca del espacio de soluciones obtenida con las medidas
descritas en la Seccio´n 2.6.2. Se promediaron los resultados de las treinta ejecuciones.
Se observo´ el desempen˜o de los algoritmos para diferentes para´metros del problema,
k. El rango de valores para k fue determinado considerando cotas inferiores y superiores
para el nu´mero croma´tico χ(G). Para obtener cotas inferiores se calculo´ a trave´s de CLI-
QUER [Niskanen y ¨Osterga˚rd, 2003] los taman˜os de clique; para las cotas superiores se
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ejecuto el algoritmo DSATUR [Bre´laz, 1979] de manera que se tienen los mejores valores
de χ(G) conocidos, para los grafos generados.
6.4 DISEN˜O EXPERIMENTAL
Una vez caracterizadas las instancias mediante las propiedades estructurales y el
desempen˜o algorı´tmico, se procede a establecer relaciones entre estos dos aspectos. Pri-
meramente se clasifican los grafos en clases de acuerdo a sus propiedades estructurales
y se comparan las clases resultantes con los modelos de generacio´n empleados con el
objetivo de confirmar que cada modelo genero´ grafos diferentes en te´rminos estructurales.
Una vez confirmado esto, el disen˜o experimental se enfoca en determinar cua´l o
cua´les propiedades estructurales afectan significativamente el desempen˜o algorı´tmico. Pri-
mero, se examina si existen diferencias estadı´sticas entre la medida de desempen˜o sobre
diferentes estructuras de instancias. Esto se logra a trave´s de pruebas ANOVA [Miller,
1997], siempre controlando el taman˜o y orden del grafo. Despue´s se utilizan pruebas de
Tukey [1991] para identificar que´ clases de grafos tienen un desempen˜o algorı´tmico si-
milar y cua´les difieren, identificando tambie´n para que´ clases de grafos fue´ ma´s facil o
ma´s difı´cil resolver el problema, los resultados obtenidos con las pruebas de Tukey se
verifican con un algoritmo de agrupamiento, el cual ayuda a identificar que propiedades
estructurales difieren entre las instancias fa´ciles y difı´ciles. Por u´ltimo se utilizan modelos
de regresio´n para establecer relaciones entre propiedades estructurales y la dificultad de
solucio´n.
6.5 RESULTADOS
En esta seccio´n se presentan los resultados obtenidos al caracterizar el perfil de
desempen˜o con la medida propuesta: a´rea bajo el perfil de desempen˜o, sobre los dos
conjuntos de instancias generadas. Se reportan resultados por grupos primero para grafos
con alta densidad y despue´s para grafos con baja densidad. En ambos casos podemos
formular la siguiente hipo´tesis: La estructura de grafos de igual taman˜o y orden impacta
en el desempen˜o algorı´tmico. Se presentan resultados en forma gra´fica para una mejor
interpretacio´n.
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6.5.1 GRAFOS CON DENSIDADES ALTAS
Por cada instancia de los modelos se ejecuto 30 veces cada algoritmo, y se trabajo
con el promedio de la medida de desempen˜o propuesta; en la Figura 6.2 se muestran los
resultados obtenidos para grafos de alta densidad con 64 nodos.
Figura 6.2: ´Area bajo el perfil de desempen˜o para grafos con 64 nodos de me-
diana y alta densidad. En el eje x se representa los grafos generados con cierto
modelo, en el eje y se representan las diferentes densidades de los grafos genera-
dos, en el eje z representa el nu´mero de colores con los cuales fueron coloreados
los grafos, en cada coordenada (x, y, z) se dibuja un punto cuyo dia´metro es pro-
porcional al a´rea promediada sobre las instancias generadas con el modelo x de
densidad y y coloreadas con k = z.
Si se pone atencio´n a las filas (eje x) que representan cada uno de los modelos,
puede observarse que la medida de desempen˜o refleja el efecto del taman˜o de la instancia,
es decir, la densidad (eje y) afecta la convergencia de los algoritmos como sen˜alan Mulet et
al. [2002], conforme cambia la densidad se necesitan ma´s colores y el dia´metro del punto
que representa el a´rea aumenta. Tambie´n permite observar el efecto del para´metro del
problema (eje z): a mayor nu´mero de colores es ma´s fa´cil colorear el grafo y los algoritmos
tienen una ra´pida convergencia; esto es estudiado por Flum y Grohe [2006], conforme el
parametro aumenta el dia´metro del punto que representa el a´rea disminuye, por eso la
forma de gota que se observa en la gra´fica. Es interesante observar que cada modelo de
generacio´n tiene efecto similar sobre el desempen˜o algorı´tmico de los cuatro algoritmos
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usados para el estudio, lo cual indica que la estructura del grafo afecta la dificultad de
solucio´n independientemente de las formulaciones de la funcio´n objetivo y la manera en
la cual se definen las vecindades en el espacio de soluciones.
Las conclusiones iniciales para este primer conjunto de instancias son las siguientes:
los grafos generados con el modelo BA y ER resultan ma´s faciles de resolver que los
generados con el modelo KL y el modelo RGG. Un detalle importante que es necesario
mencionar en este punto es que para el modelo WS se esperaba un comportamiento similar
a los grafos generados modelo de KL o RGG, porque estos modelos se caracterizan por
generar grafos con un alto coeficiente de agrupamiento, pero al observar los resultados
el comportamiento es similar a los grafos generados con el modelo ER. Al realizar una
revisio´n de los para´metros usados para la generacio´n de estos grafos, se detecto que el
para´metro de la probabilidad de reconexio´n era un valor muy alto lo que hace que la
estructura de pequen˜o mundo se pierda. Esto fue corregido para generar grafos con baja
densidad. Es importante sen˜alar dos aspectos: el primero es que este error al momento de
fijar el para´metro permitio´ observar que efectivamente la medida captura el efecto de la
estructura en el desempen˜o algorı´tmico y el otro asepecto es resaltar que la seleccio´n del
modelo de generacio´n no fija por si solo las propiedades estructurales, los valores de los
para´metros empleados para la generacio´n afectan la estructura del grafo.
Figura 6.3: ´Area bajo el perfil de desempen˜o en escala logarı´tmica para grafos
con 64 nodos y densidad de 0.8.
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En la Figura 6.3 se muestra los resultados obtenidos del a´rea bajo el pefil de desem-
pen˜o para grafos con 64 nodos y densidad de 0.8, el eje y esta´ en escala logarı´tmica y
representa el a´rea promedio, en el eje x se representa el para´metro k del problema. Se
puede observar que el comportamiento de los algoritmos y la convergencia hacia una
solucio´n es similar, esto se debe a que la densidad es muy alta lo que provoca que los
modelos generen grafos casi completos, por lo cual diferencias estructurales se pierden
para grafos de muy alta densidad independientemente del modelo usado para generar-
los. Por ello se concluye que trabajar con grafos de muy alta densidad no proporciona
informacio´n u´til para este estudio.
6.5.2 GRAFOS CON DENSIDADES BAJAS
Para grafos con baja densidad, el efecto de la estructura en el desempen˜o es ma´s
evidente; esto es ilustrado en la Figura 6.4. Sin embargo, el efecto del para´metro k del
problema de coloreo es dominante y no es trivial determinar que modelo de generacio´n
provee las instancias ma´s fa´ciles o ma´s difı´ciles apesar del para´metro k que dicta la com-
plejidad del problema de coloreo, tambie´n en la Figura 6.4 hay que considerar que se
esta´ graficando el a´rea bajo el perfil de desempen˜o — promediado sobre las instancias y
las ejecuciones de los algoritmos — para grafos de diferente orden, siendo el orden del
grafo otro factor dominante.
En un ana´lisis ma´s detallado — para grafos con determinado orden y k = 3 —
se observa que en general los modelos BA y ER producen grafos de baja densidad ma´s
fa´cil de colorear; esto se observa en la Figura 6.5. Particularmente, incrementar k es menos
beneficioso para los grafos BA que para los otros: su dificultad no se decrementa tan ra´pido
como otros modelos, inclusive para grafos BA con mayor densidad. Para los modelos
RGG, KL y WS tienden a ser ma´s difı´ciles de resolver para los valores k empleados en
este estudio.
Los cuatro algoritmos reaccionan de manera diferente ante los cambios en el para´me-
tro k: PartialCol y React-PartialCol tiene un comportamiento mientras que los algoritmos
TabuCol y React-Tabucol presentan otros, por ejemplo se observa que para estos dos u´lti-
mos algoritmos es ma´s fa´cil resolver las instancias generadas con el modelo ER, ası´ tam-
bie´n las instancias KL son au´n ma´s difı´ciles de resolver por los algoritmos TabuCol y
React-Tabucol.
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Figura 6.4: ´Area bajo el perfil de desempen˜o para grafos con den(G) < 0.06.
En el eje x se representa los grafos generados con cierto modelo, en el eje y se
representan diferentes ordenes de grafos, en el eje z representa los colores con
los cuales fueron coloreados los grafos, en cada coordenada (x, y, z) se gra´fica un
punto cuyo dia´metro es logarı´tmicamente proporcional al a´rea promediada sobre
las instancias generadas con el modelo x de densidad y y coloreadas con k = z
6.5.3 RESULTADOS ESTADI´STICOS
Para confirmar las conclusiones obtenidas a trave´s del ana´lisis realizado sobre las
gra´ficas obtenidas para la medida de desempen˜o propuesta, se realizaron pruebas estadı´sti-
cas en los datos obtenidos. Usamos el modelo de los efectos:
yij = µ+ τi + ǫij , (6.2)
donde i identifica la instancia y j el modelo con la cual fue generada, yij es el a´rea bajo
el perfil de desempen˜o, µ es el promedio global, τi es el efecto de la estructura del gra-
fo — identificado por cada modelo de generacio´n — y ǫij es un error aleatorio; donde
N = 30 re´plicas por observacio´n. Se estudia la hipo´tesis que el efecto de la estructura
del grafo es nula, es decir, que el desempen˜o algorı´tmico fuese igual para todos los grafos
independientemente del modelo de generacio´n usado. Para aceptar o rechar la hipo´tesis se
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(a) React-PartialCol (b) PartialCol
(c) React-TabuCol (d) TabuCol
Figura 6.5: ´Area bajo el perfil de desempen˜o para los cuatro algoritmos para
grafos con 100 ve´rtices con densidad den(G) < 0.06 sobre 30 replicas. En el eje
x representa los grafos generados con diferente modelo y el eje y representa el
a´rea bajo el perfil de desempen˜o
.
realizo´ una prueba ANOVA por cada algoritmo;
H0 : τ1 = τ2 = · · · = τa = 0,
H1 : al menos una τi 6= 0,
(6.3)
donde a = 5. El criterio de rechazo se fijo´ como F0 > Fα, a−1, N−a, con un nivel de
significancia de α = 0.05 y una potencia de 0.916.
El ana´lisis de la varianza para grafos con 100 nodos con den(G) < 0.06 y k = 3
es mostrada en la Tabla 6.3. Para cada algoritmo se tiene que F0.05, 4, 25 = 2.76, con cri-
terio de rechazo F0 > F0.05, 4, 25, la hipo´tesis nula (el efecto de la estructura no introduce
variabilidad, vease´ Ecuacio´n 6.3) es rechazada y la hipo´tesis alternativa (al menos una
estructura de los grafos introduce variabilidad en la variable respuesta) es aceptada. Esto
permite concluir que hay un efecto significativo en el desempen˜o algorı´tmico causado por
CAPI´TULO 6. CASO DE ESTUDIO 84
Tabla 6.3: Resultados de las pruebas ANOVA para las instancias de grafos con
100 nodos y den(G) ≈ 0.059
Algoritmo F0
PartialCol 1,340.99
React-PartialCol 1,146.09
TabuCol 1,307.60
React-TabuCol 1,647.60
la estructura de la instancia, independientemente del algoritmo utilizado en el experimen-
to.
Para validar esta conclusio´n se verificaron que se cumplieran los supuestos de nor-
malidad a trave´s de las gra´ficas de los residuales resultando NID(0, σ2) y sin patrones,
como es requerido para que el ana´lisis de la varianza sea va´lido; un ejemplo de estas
gra´ficas se muestra en la Figura 6.6.
Figura 6.6: Gra´ficas de los residuales para comprobar los supuestos de normali-
dad para validar el ana´lisis de la varianza.
Para los cuatro algoritmos, se encontro´ — a trave´s de los resultados de la prueba
ANOVA y pruebas de Tukey — que las instancias de grafos con 100 nodos generadas con
los modelos KL, WS, y RGG son ma´s difı´ciles de resolver que aquellos generados con los
modelos BA y ER, para mayor claridad observe la Figura 6.5.
Este mismo ana´lisis se realizo para los dema´s grafos de baja densidad — informa-
cio´n de los grafos en la Tabla 6.2 — coloreados con k = 3 colores, los resultados se
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muestran en la Tabla 6.4. Para cada algoritmo ejecutado sobre el conjunto de grafos de
baja densidad se tiene que F0.05, 4, 25 = 2.76, con criterio de rechazo F0 > F0.05, 4, 25, por
lo tanto, como en el caso de los grafos de 100 nodos de baja densidad, la hipotesis alterna-
tiva es aceptada. Lo que permite concluir nuevamente que hay un efecto significativo en
el desempen˜o algorı´tmico causado por la estructura de la instancia, independientemente
del algoritmo utilizado en el experimento.
Tabla 6.4: Resultados de las pruebas ANOVA para las instancias de grafos con
baja densidad.
Algoritmo 400 900 1600 2500 3600 4900
F0 F0 F0 F0 F0 F0
PartialCol 1645 1412 1386 1919 2511 1517
React-PartialCol 1876 2355 1641 3872 3378 3246
TabuCol 3213 4088 4891 18524 44902 26815
React-TabuCol 2912 5671 7700 30263 76313 31356
Para las instancias de grafos con 400 y 900 se tiene el mismo comportamiento que
las instancias de 100, observe las Figuras 6.7 y 6.8 lo modelos KL, WS, y RGG son
ma´s difı´ciles de resolver que aquellos generados con los modelos BA y ER. Cuando se
comienza a incrementar el orden de los grafos se observa en las instancias con 1600, 2500,
3600, 4900 nodos — Figuras 6.9, 6.10, 6.11 y 6.12 — los grafos generados con el modelo
KL se incrementa se aprecia que para densidades bajas estas instancias son fa´ciles de
resolver, conservandose el mismo comportamiento para las dema´s instancias, es decir, los
modelos KL y WS son ma´s difı´ciles de resolver que aquellos generados con los modelos
BA y ER.
Tabla 6.5: Resultados de las pruebas ANOVA para las instancias de grafos con
64 nodos, se sen˜ala la densidad y el numero de colores empleado (den(G), k).
Algoritmo (0.2, 3) (0.4, 5) (0.6, 8) (0.8, 15)
F0 F0 F0 F0
PartialCol 485.40 434.60 154.70 114.12
React-PartialCol 647.40 554.60 161.80 136.91
TabuCol 406.70 214.30 178.40 133.60
React-TabuCol 392.40 179.30 151.18 137.00
Este tipo de ana´lisis fue llevado a cabo para todas las instancias de mediana y alta
densidad, ver Tabla 6.1, usando valores de k que caen dentro del re´gimen difı´cil del pro-
blema. Cuando la densidad se incrementa, los valores del estadı´stico F0 se decrementan,
indicando que las diferencias en el comportamiento del algoritmo es menos evidente, co-
mo se muestra en la Tabla 6.5. Esto es debido a que los grafos con alta densidad comparten
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propiedades estructurales similares por ser casi completos, esto hace que independiente-
mente del modelo usado para generar los grafos estos sean similares y por tanto el efecto
de la estructura de las instancias no pueden ser diferenciadas, tal como se discutio ante-
riormente (Figura 6.3).
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Figura 6.7: ´Area bajo el perfil de desempen˜o para los cuatro algoritmos para
grafos con 400 ve´rtices con densidad den(G) = 0.015 sobre 30 replicas. En el eje
x representa los grafos generados con diferente modelo y el eje y representa el
a´rea bajo el perfil de desempen˜o
.
6.5.4 CLASIFICACIO´N DE INSTANCIAS
Ahora lo importante es determinar que´ propiedades estructurales permiten diferen-
ciar entre instancias fa´ciles y difı´ciles de resolver. Debido a que se controlo´ el taman˜o y
orden de las instancias generadas, medidas estructurales simples como la densidad den(G)
y grado promedio 〈k〉 son necesarimente similares independientemente del modelo de ge-
neracio´n de instancias usado.
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Figura 6.8: ´Area bajo el perfil de desempen˜o para los cuatro algoritmos para
grafos con 900 ve´rtices con densidad den(G) = 0.007 sobre 30 replicas. En el eje
x representa los grafos generados con diferente modelo y el eje y representa el
a´rea bajo el perfil de desempen˜o
.
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Figura 6.9: ´Area bajo el perfil de desempen˜o para los cuatro algoritmos para
grafos con 1600 ve´rtices con densidad den(G) = 0.004 sobre 30 replicas. En el
eje x representa los grafos generados con diferente modelo y el eje y representa
el a´rea bajo el perfil de desempen˜o
.
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Figura 6.10: ´Area bajo el perfil de desempen˜o para los cuatro algoritmos para
grafos con 2500 ve´rtices con densidad den(G) = 0.002 sobre 30 replicas. En el
eje x representa los grafos generados con diferente modelo y el eje y representa
el a´rea bajo el perfil de desempen˜o
.
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Figura 6.11: ´Area bajo el perfil de desempen˜o para los cuatro algoritmos para
grafos con 3600 ve´rtices con densidad den(G) = 0.001 sobre 30 replicas. En el
eje x representa los grafos generados con diferente modelo y el eje y representa
el a´rea bajo el perfil de desempen˜o
.
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Figura 6.12: ´Area bajo el perfil de desempen˜o para los cuatro algoritmos para
grafos con 4900 ve´rtices con densidad den(G) < 0.001 sobre 30 replicas. En el
eje x representa los grafos generados con diferente modelo y el eje y representa
el a´rea bajo el perfil de desempen˜o
.
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Para identificar esas propiedades estructurales que permitan diferenciar entre instan-
cias fa´ciles y difı´ciles, se utilizo´ un algoritmo de agrupamiento llamado Xmeans [Pelleg
y Moore, 2000], el cual esta´ implementado en Weka [Hall et al., 2009], usando los datos
obtenidos en la caracterizacio´n de instancias, los cuales fueron descritos en la Seccio´n 6.2;
para cada instancia se obtiene un vector con las propiedades estructurales.
Lo primero que se corroboro´ fue que los grafos, agrupados de acuerdo a sus propie-
dades, lo hacen de acuerdo al modelo con el cual se generaron y adema´s estas propiedades
— observese con atencio´n la Figura 6.13(b) — hacen que las instancias de grafos difı´ciles
de resolver esten ma´s separadas que las instancias de grafos que resultaron fa´ciles de re-
solver. Esto se cumplio´ para todos los grafos — los de baja densidad y los de alta densidad
— cuando se utilizaron todas las propiedades estructurales, a excepcio´n de la densidad, ta-
man˜o y orden, lo cual se explica al inicio de esta subseccio´n. En la Figura 6.13 se muestra
dos proyecciones de estos grupos como ejemplo, Weka genera una matriz de proyecciones
para cada par de propiedades de las instancias e identifica mediante colores en que grupo
quedo cada instancia.
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Figura 6.13: Resultados del agrupamiento realizado con Xmeans para instancias
de grafos con 100 nodos. A la izquierda, se muestra una proyeccio´n de los gru-
pos usando las propiedades de grado promedio y longitud de ruta, en la cual no
se aprecia una separacio´n clara de las instancias de acuerdo al modelo usado. A
la derecha, se muestra una proyeccio´n de los grupos usando las propiedades de
coeficiente de agrupamiento del grafo y desviacio´n esta´ndar de la distribucio´n del
grado, siendo estas propiedades las que permiten al algoritmo Xmeans distinguir
entre instancias generadas con diferentes modelos y tambie´n permite distinguir
como las instancias fa´ciles y dı´ficiles se ubican en regiones diferentes de la pro-
yeccio´n.
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Con el ana´lisis por agrupamiento, tambie´n se pudo apreciar en la Figura 6.13(b)
cua´les propiedades estructurales permiten distinguir entre instancias que resultaron fa´ciles
y difı´ciles de resolver. En la Subseccio´n 6.5.3 se concluyo´ que las instancias generadas con
los modelos RGG y WS son dı´ficiles de resolver; estas instancias tienen un alto valor en el
coeficiente de agrupamiento. Se puede observar en la Figura 6.13(b) que se separan de las
dema´s instancias generadas con los modelos BA, ER, y KL. Tambie´n se concluyo´ que las
instancias que fueron fa´ciles de resolver fueron las generadas con los modelos BA y ER,
que como se puede observar nuevamente en la Figura 6.13(b): tienen valores pequen˜os
de coeficiente de agrupamiento del grafo aunque con una diferencia importante en cuanto
a la desviacio´n esta´ndar de la distribucio´n del grado que en los grafos generados con el
modelo BA tiende a ser mayor, esto por la presencia de pocos nodos con un alto grado
y muchos nodos con un grado pequen˜o. Se puede distinguir como los grafos dificiles se
ubican en la parte superior de la gra´fica y las instancias difı´ciles en la parte inferior.
Para corroborar estas observaciones, se realizo el ana´lisis por agrupamiento para los
dema´s grafos de baja densidad, en la Figura 6.14 se puede observar que el coeficiente
de agrupamiento de los grafos y la desviacio´n esta´ndar de la distribucio´n del grado dis-
tinguiendo instancias fa´ciles e instancias dificiles, a mayor coeficiente de agrupamiento
del grafo ma´s difı´cil es de resolver esa instancia, el efecto del incremento del orden del
grafo muestra dos fenomenos interesantes, para las instancias BA la desviacio´n esta´ndar
aumenta, a pesar de ello el coeficiente de agrupamiento del grafo permanece bajo, lo que
las mantiene dentro del re´gimen fa´cil. Por otra parte para instancias RGG el coeficiente
de agrupamiento del grafo disminuye lo que hace que vaya del re´gimen difı´cil al fa´cil.
Esto indica que el coeficiente de agrupamiento del grafo 2 y la desviacio´n esta´ndar de la
distribucio´n de grado son para el problema de coloreo de grafos propiedades estructurales
relevantes que influyen en la dificultad de solucio´n.
Un caso interesante es el de los grafos generados con el modelo KL, estos grafos
son instancias dı´ficiles para el problema de coloreo de grafos no obstante el coeficiente
de agrupamiento no es un valor alto como en las instancias RGG y WS, sino ma´s bien
valores de coeficiente de agrupamiento similares a los grafos BA y ER; sin embargo, la
desviacio´n esta´ndar de la distribucio´n de grado es baja en estos grafos y pra´cticamente
al incrementar el orden de los grafos se situan en la misma regio´n en cada una de las
proyecciones mostradas en 6.14. Un aspecto que vale la pena recordar de las instancias
que permanecen como difı´ciles para cualquier orden del grafo, es la estructura apartir de
2La definicio´n de esta propiedad y la ecuacio´n para calcularla se encuentra en la Seccio´n 2.2.1
CAPI´TULO 6. CASO DE ESTUDIO 94
los cuales se generan las instancias KL y WS, una malla y un anillo respectivamente, los
cuales pueden verse como grafos regulares.
6.5.5 REGRESIO´N LINEAL MULTIPLE
Para confirmar las observaciones realizadas en la subseccio´n anterior acerca de las
propiedades estructurales que influyen en la dificultad de solucio´n y tener una idea cuan-
titativa de como estas propiedades influyen, se realizo´ una regresio´n lineal mu´ltiple con la
siguiente ecuacio´n:
Y = β1X1 + β2X2 + β3 + ǫ, (6.4)
donde la variable dependiente Y es el a´rea bajo la curva (en escala logarı´timica) y las
variables independientes son la desviacio´n esta´ndar de la distribucio´n del grado X1 y el
coeficiente de agrupamiento X2 de las instancias de 100 nodos generadas con los diferen-
tes modelos. Los coeficientes de regresio´n β1 y β2 miden las intensidad del efecto de las
propiedades sobre la dificultad de solucio´n.
Tabla 6.6: Resultados de la regresio´n lineal mu´ltiple.
Algoritmo β1 β2 β3 R2
PartialCol −0.2619 0.9437 7.7359 0.880
React-PartialCol −0.2589 1.1470 7.6559 0.897
TabuCol −0.0644 0.7959 7.9549 0.538
React-TabuCol −0.0720 0.8012 8.0158 0.540
En la Tabla 6.6 se muestran los resultados obtenidos para los coeficientes β1 y β2
que indican el incremento en la dificultad de solucio´n por el incremento de los valores de
las propiedades estructurales, siendo el coeficiente de agrupamiento el que ma´s influye en
la dificultad de solucio´n.
Para el caso de los algoritmos PartialCol y React-PartialCol el estadı´stico R2 —
mostrado en la Tabla 6.6 — indica que el modelo de regresio´n usado explica cerca del
88% de la variabilidad de la dificultad de solucio´n usando el coeficiente de agrupamiento
y la desviacio´n esta´ndar de la distribucio´n del grado como variables de regresion. Para
los algoritmos TabuCol y React-TabuCol el modelo usado explica cerca del 54% de la
variabilidad de la dificultad de solucio´n. En la Figura 6.15 se muestran los planos de
regresio´n asociados a este ana´lisis.
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(b) Grafos con 900 nodos.
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(c) Grafos con 1600 nodos.
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(d) Grafos con 2500 nodos.
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(e) Grafos con 3600 nodos.
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(f) Grafos con 4900 nodos.
Figura 6.14: Resultados del agrupamiento realizado con Xmeans para instancias
de grafos con 400, 900, 1, 600, 2500, 3600 y 4900 nodos. Para cada conjunto de
grafos de determinado orden se muestra una proyeccio´n de los grupos usando las
propiedades de coeficiente de agrupamiento del grafo y desviacio´n esta´ndar de
la distribucio´n del grado, siendo estas propiedades las que permiten al algoritmo
Xmeans distinguir entre instancias generadas con diferentes modelos y tambie´n
permite distinguir como las instancias fa´ciles y dı´ficiles se ubican en regiones
diferentes de la proyeccio´n.
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Figura 6.15: Planos de la regresio´n lineal efectuadas para explicar la dificultad
de solucio´n de las instancias con respecto a las propiedades de coeficiente de
agrupamiento del grafo y desviacio´n esta´ndar de la distribucio´n del grado.
Cabe sen˜alar que el objetivo no es establecer la causa de que las instancias sean
difı´ciles o fa´ciles de resolver, ya que existen diversos factores dominantes adema´s de
las propiedades estructurales, como lo es el taman˜o y orden del grafo — en general el
taman˜o de la instancia de un problema — y para´metros propios del problema; el objetivo
es explicar de que manera ciertas propiedades estructurales afectan el desempen˜o de los
algoritmos a pesar de ser iguales en te´rminos del taman˜o de la instancia.
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Las verdades que revela la ciencia
superan siempre a los suen˜os que destruye.
- Joseph Ernest Renan.
El problema abordado en este trabajo de investigacio´n es la identificacio´n de pro-
piedades estructurales en instancias de un problema — de igual taman˜o — que afectan el
desempen˜o de los algoritmos usados para resolver el problema y la determinacio´n de co´mo
ciertos valores de propiedades estructurales hacen que las instancias sean ma´s fa´ciles o
ma´s difı´ciles de resolver, en otras palabras, poder caracterizar la dificultad de una ins-
tancia en te´rminos ma´s descriptivos que su taman˜o. La principal hipo´tesis es que adema´s
del taman˜o de la instancia y los para´metros del problema a resolver, la complejidad de
resolucio´n de un problema dado una instancia tambie´n es afectada por la estructura de
lo misma.
Para resolver el problema planteado y probar la hipo´tesis, en este trabajo de tesis se
propuso´ un marco de trabajo para estudiar el efecto de la estructura de la instancia en la
complejidad de solucio´n de un problema computacional. El marco de trabajo sen˜ala consi-
deraciones a tomar en cuenta cuando se aborda el problema planteado, desde la seleccio´n
del problema computacional, las caracterı´sticas de la instancias, la seleccio´n de algorit-
mos para realizar el estudio, las medidas de desempen˜o algorı´tmico a considerar, hasta
recomendaciones para establecer relaciones entre la dificultad de solucio´n y propiedades
estructurales, de manera que pueda aplicarse a diversos problemas computacionales.
Estas condiseraciones fueron tomadas en cuenta al aplicar este marco de trabajo
al problema de coloreo de grafos, el cual es representativo de muchas clases de proble-
mas de grafos interesantes y optimizacio´n combinatoria, diversas a´reas de conocimiento
tales como la teorı´a de grafos, teorı´a de redes complejas, complejidad computacional,
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metaheurı´sticos, sirvieron para dar soporte a cada una de las actividades sen˜aladas en el
marco de trabajo.
Para efectuar el estudio del efecto de las propiedades estructurales sobre el desem-
pen˜o algorı´tmico, se identifico´ la necesidad de contar con una medida de desempen˜o que
fuera independiente de ciertos factores como las caracterı´siticas del equipo en el cual se
llevan a cabo experimentaciones, detalles de implementacio´n, algoritmos usados, entre
otras. Ante tal situacio´n se propuso una medida de desempen˜o algorı´tmico basada en la
manera en que los algoritmos convergen hacia una determinada solucio´n.
En el caso de estudio abordado, se generaron grafos con diferente estructura e igual
taman˜o, siendo una parte importante en este caso la determinacio´n de para´metros de los
modelos de generacio´n usados para logar tal objetivo, una vez generado los grafos se
procedio a la caracterizacio´n mediente propiedades estructurales usadas en la teorı´a de
redes complejas. Se eligieron algoritmos del estado del arte que resuelven el problema
de coloreo de grafos, un punto importante es elegir algoritmos que formulen de manera
diferente las estrategı´as de solucio´n; en este paso siempre es importante tener en cuenta
que no se desea comprar entre algoritmos para determinar cual es mejor o peor que otro,
lo que se desea comparar es el comportamiento del mismo algoritmo sobre un conjunto
de instancias de igual taman˜o y diferente estructura.
Los resultados del desempen˜o algorı´tmico sobre diferentes estructuras de grafos ob-
tenidos a partir de la aplicacio´n del marco de trabajo al problema de coloreo, fueron anali-
zados a trave´s de gra´ficas y pruebas estadı´sticas e indicaron que la medida de desempen˜o
algortı´tmico propuesta refleja adecuadamente el efecto de la estructura de la instancia en
el desempen˜o algorı´tmico en el problema de coloreo de grafos. Adema´s permitio´ concluir
que los grafos que resultaron ma´s difı´ciles de resolver por los algoritmos usados para
el estudio fueron los grafos generados con los modelos de grafos geome´tricos aleatorios
(RGG), y Watts-Strogatz (WS) los cuales tienen valores de coeficiente alto en compara-
cio´n con los dema´s modelos usados resultando los grafos generados con el modelo Erdo˝s
- Re´nyi (ER) y Baraba´si (BA) ma´s fa´ciles de resolver.
Un caso especial es el de los grafos generados con el modelo de Kleinberg (KL) ya
que estos resultaron difı´ciles de resolver, pero el coeficiente de agrupamiento no es tan
alto como el de los grafos generados con los modelos RGG y WS. Se pudo concluir que
el coeficiente de agrupamiento y la desviacio´n esta´ndar de la distribucio´n de grafo son
propiedades estructurales que afectan la dificultad de solucio´n. Es de principal intere´s en
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trabajos futuros analizar ma´s detalladamente las propiedades estructurales para los grafos
KL.
En una primera aproximacio´n se realizo´ una regresio´n lineal mu´ltiple para esta-
blecer una relacio´n entre el coeficiente de agrupamiento y la desviacio´n estandar de la
distribucio´n del grado con la dificultad de solucio´n de la instancia, siendo el coeficien-
te de agrupamiento la propiedad que ma´s influye en la dificultad asociada a la instancia.
Es de intere´s dentro del trabajo futuro, verificar rigurosamente esta relacio´n tomando en
cuenta otro modelo diferente al lineal.
Se puede concluir que el marco de trabajo propuesto es efectivo y pra´ctico para
caracterizar la dificultad inherente a la estructura de instancias iguales en taman˜o pero
distintas en te´rminos estructurales, dadas las observaciones puntualizadas anteriormente;
tambie´n se puede concluir que la medida de desempen˜o es fa´cil de calcular, fa´cil de incor-
porar en un algorı´tmo e intuitiva de interpretar que puede ser empleada cuando se buscan
diferencias en el comportamiento algorı´tmico sobre un conjunto de instancias con dife-
rente estructura e igual taman˜o. Esta medida se basa en la manera en que los algoritmos
convergen hacia una determinada solucio´n.
Resultados de esta investigacio´n fueron presentados como ponencia en ALIO - IN-
FORMS Joint International Meeting 2010, en Buenos Aires, Argentina, bajo el tı´tulo
Structural Complexity in Complex Networks, adema´s se envio el artı´culo titulado Structu-
ral effects in algorithm performance: A framework and a case study on graph coloring al
Journal of ACM en la categorı´a de ana´lisis de algoritmos y complejidad del problema.
Dentro del trabajo futuro es de intere´s estudiar la distribucio´n del coeficiente de
agrupamiento de los grafos en el conjunto de instancias identificadas como difı´ciles, ya
que algunas son ma´s dificiles que otras. El objetivo pra´ctico es caracterizar la dificultad de
una instancia directamente en te´rminos de un rango en el cual las propiedades estructurales
caen, en particular usar valores aproximados en lugar de calcular el valor exacto global
para grafos de gran taman˜o ya que en algunos casos el tiempo de co´mputo para calcular el
valor exacto de estas propiedades es elevado, siendo el ca´lculo aproximado de propiedades
estructurales otra a´rea de oportunidad para futuros proyectos de investigacio´n.
Una lı´nea de trabajo futuro prometedor es la optimizacio´n estructural, donde dado
un grafo, un problema computacional y la indicacio´n de si se quiere que la instancia sea
fa´cil o difı´cil de resolver, gradualmente modificar la estructura del grafo hasta que cai-
ga dentro del re´gimen deseado de valores aproximados de las propiedades estructurales,
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tambie´n se puede imponer un presupuesto que restringa la cantidad de modificaciones
realizadas sobre la estructura.
Dentro del contexto de grafos, la optimizacio´n estructural como lı´nea de investi-
gacio´n tiene una importancia pra´ctica en el disen˜o o redisen˜o de redes de telecomuni-
caciones, vialidades, distribucio´n de fluidos (agua, gas, drenaje, drenaje pluvial), rutas de
evacuacio´n, entre otras; de manera que los procesos que se lleven a cabo en ellas sean fa´ci-
les o difı´ciles de llevarse a cabo segu´n las necesidades de su entorno y que la construccio´n
de una nueva infraestructura de red o modificacio´n de una infraestructura existente sea a
bajo costo, estos dos aspectos: determinar la mejor estructura que satisfaga las necesida-
des y que sean a bajo costo, pudiesen ser objetivos que se contrapongan, lo que llevarı´a
a trabajar con problemas multiobjetivo. Adema´s es importante extender la aplicacio´n del
marco de trabajo a grafos dirigidos y ponderados.
Otra lı´nea de investigacio´n prometedora es la caracterizacio´n y visualizacio´n del
espacio de busqueda asociado a un problema, siguiendo la problematica planteada en
este problema, es de interes poder determinar co´mo la estructura de una instancia influye
en la estructura del espacio de bu´squeda, de manera que esta informacio´n sea usada en el
disen˜o de estrategias de bu´squeda dada una estructura de instancia en particular.
Por otra parte, es de intere´s incorporar la medida de desempen˜o propuesta en el
disen˜o de algoritmos hiperheurı´sticos1 para ayudar a decidir que estrategia esta´ teniendo
un progreso significativo sobre la instancia y si es conveniente reiniciar o no la estrategia.
1Un hiperheurı´stico es un me´todo de bu´squeda heurı´stica que tiene como objetvio automatizar — muchas
veces incorporando te´cnicas de inteligencia artificial — en el proceso de seleccio´n, combinacio´n, generacio´n
y adaptacio´n de heurı´sticas simples para resolver eficientemente problemas computacionales.
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