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algoritmos de reduccio´n para
bigra´ficas diferenciales
Juan Boza Cordero1
Resumen
Se estudian tres algoritmos de reduccio´n para bigra´ficas diferenciales: regular-
izacio´n, eliminacio´n de objetos y reduccio´n de una flecha. En cada caso se determina
la bigra´fica resultante y la relacio´n entre las respectivas categor´ıas de representaciones.
Estos algoritmos se aplican luego a las bigra´ficas ‘schurian’.
1 Introduccio´n
En la demostracio´n del famoso teorema ‘manso-salvaje’ de Drozd (toda a´lgebra de di-
mensio´n finita sobre un campo algebraicamente cerrado es mansa o salvaje, y no de ambos
tipos a la vez), se aplicaron de manera decisiva los algoritmos de reduccio´n de la teor´ıa de
representaciones de categor´ıas graduadas diferenciales [D1,D2,CB1,M]. Los algoritmos se
establecieron a principios de los setenta en el contexto de ciertos problemas matriciales,
utiliza´ndose el punto de vista de las bigra´ficas diferenciales, formalizadas ma´s adelante
en la teor´ıa de representaciones de categor´ıas graduadas diferenciales [RK]. Para funda-
mentar de modo ma´s adecuado algunos aspectos de dicha teor´ıa, fueron introducidos los
’bocses’ (siglas de: ’bimodule over a category with coalgebra structure’) [RK, Ro], que
han mostrado ser una estructura adecuada y con muchas posibilidades de desarrollo [Bo,
BZ, CB1, CB2,CB3,D3, O].
La tendencia actual es a utilizar el aparato formal de los bocses para presentar los
resultados, aunque se continu´a pensando con frecuencia en los te´rminos ma´s intuitivos de
las bigra´ficas. El hecho fundamental es que ambos enfoques son equivalentes, como se
establecio´ en [Bo]. En el presente trabajo se escogio´ operar directamente en el contexto de
las bigra´ficas diferenciales, exponiendo con detenimiento tres algoritmos (regularizacio´n,
eliminacio´n de objetos y reduccio´n de una flecha), que en la u´ltima seccio´n son utilizados
para efectuar un estudio de las bigra´ficas ‘schurian’, como ejemplo de aplicacio´n interesante
de la teor´ıa.
1Centro de Investigaciones en Matema´ticas Puras y Aplicadas (CIMPA), Escuela de
Matema´tica, Universidad de Costa Rica, 2060 San Jose´, Costa Rica
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2 Representaciones de bigra´ficas diferenciales
En lo que sigue k denota un campo.Por definicio´n, una bigra´fica B es una gra´fica finita
orientada con dos tipos de flechas: unas de grado 0, dibujadas con un trazo continuo,
i −→ j; y otras de grado 1, dibujadas con un trazo discontinuo: i−− → j. El a´lgebra de
caminos kB es entonces un a´lgebra graduada, con la graduacio´n inducida por el grado de
las flechas. As´ı,
kB=(kB)0 ⊕ (kB)1 ⊕ · · · . (1)
Una bigra´fica diferencial es un triple (B,δ, k), en donde B es una bigra´fica y δ :
kB −→kB una transformacio´n lineal, sujeta a las siguientes condiciones:
(i) si a es homoge´neo de grado i (i = 0, 1), entonces δ(a) tiene grado i+ 1 ;
(ii) si a, b son homoge´neos, δ(ab) = δ(a)b + (−1)gr(a)aδ(b) ;
(iii) para todo camino trivial e, δ(e) = 0 ;
(iv) δ2 = 0.
Unas palabras sobre la notacio´n: la diferencial de una flecha a : i −→ j de grado 0 se
escribe
δ(a) =
∑
l
blxlcl , (2)
en donde bl, cl son caminos de grado 0, y xl flechas de grado 1. Asimismo, para una flecha
x : i−− → j de grado 1, se denota
δ(x) =
∑
s
xs2xs1, (3)
en donde xs2, xs1 son caminos de grado 1. La bigra´fica B posee un carcaj pleno, deter-
minado por las flechas de grado 0, y denotado B0. La correspondiente a´lgebra de caminos
kB0 , se denotara´ por A = kB0. Es claro que A = (kB)0 , el primer sumando directo de
(1). Como al multiplicar un camino de grado 1, por la derecha o por la izquierda, por un
camino de grado 0, el camino original preserva su grado, (kB)1 es un A−A−bimo´dulo.
Para empezar con la teor´ıa de representaciones, en primer lugar se define una repre-
sentacio´n de la bigra´fica diferencial (B,δ, k), como una k−representacio´n del carcaj B0.
Los morfismos s´ı se definen de manera distinta. De hecho, si M, N son representaciones
de la bigra´fica diferencial (B,δ, k), cuyos ve´rtices son 1, 2, ..., n, un morfismo f :M −→ N
esta´ dado por una familia doble de transformaciones lineales:
f = (f0i ; f
1(x)) , (4)
en donde 1 ≤ i ≤ n, y x recorre el conjunto de las flechas de grado 1. Aqu´ı, f0i :Mi −→ Ni ;
y si x : i − − → j , entonces f1(x) : Mi −→ Nj . Ha de cumplirse la siguiente condicio´n
para toda flecha a : i −→ j de grado 0, con diferencial (2):
f0jM(a)−N(a)f
0
i =
∑
l
N(bl)f
1(xl)M(cl) . (5)
Para el lector sera´ u´til dibujar el diagrama correspondiente a la situacio´n anterior, y
compararlo con el caso de morfismos de carcajes.
algoritmos de reduccio´n para bigra´ficas diferenciales 27
Otro recurso notacional: el segundo miembro de (5) se escribe como∑
lN(bl)f
1(xl)M(cl) = f
1(δ(a)). De manera general, para un camino arbitrario de grado
1, γ = blxlcl , se define la transformacio´n lineal f
1(γ) = N(bl)f
1(xl)M(cl).
Lo que se desea es definir la categor´ıa [MacL] de las representaciones de la bigra´fica
diferencial; hasta ahora se tienen los objetos y los morfismos. Para continuar, dados
morfismos f : L −→ M, g : M −→ N , con f = (f0i ; f
1(x)), g = (g0i ; g
1(x)), su
composicio´n se define como el morfismo gf : L −→ N , tal que gf = ((gf)0i , (gf)
1(x)) ,
en donde (gf)0i = g
0
i f
0
i ; y para toda flecha de grado 1, x : i−− → j , con diferencial (3),
(gf)1(x) = g1(x)f0i + g
0
j f
1(x) +
∑
s
g1(xs2)f
1(xs1) . (6)
En este momento se requiere demostrar que la composicio´n de morfismos esta´ bien
definida, es decir, que gf : L −→ N verifica la condicio´n (5). En efecto,
g0j f
0
j L(a)−N(a)g
0
i f
0
i = g
0
j (M(a)f
0
i + f
1δ(a)) − (g0jM(a)− g
1(δ(a)))f0i
= g0j f
1δ(a) + g1(δ(a))f0i
= (gf)1(δ(a)) ,
puesto que δ2 = 0.
Para toda representacio´n M, el morfismo identidad, como se comprueba fa´cil-
mente, esta´ dado por la familia doble: idM = (idMi ; 0, ..., 0).
La composicio´n de morfismos es asociativa. En efecto, dados morfismos f, g, h , L
f
−→
M
g
−→ N
h
−→ T , es claro que: [h(gf)]0i = [(hg)f ]
0
i . Sea ahora x : i − − → j una flecha
de grado 1 con diferencial (3), e i
xs1
−− → s1
xs2
−− → j , con diferenciales
δ(xs2) =
∑
r
xs,r2xs2,r1 s1
xs2r1
−− → r1
xs2r2
−− → j ,
δ(xs1) =
∑
t
xs1t2xs1,t1 i
xs1t1
−− → t1
xs1t2
−− → s1 .
Aplicando (6) adecuadamente,
[h(gf)]1(x) = h0j(gf)
1(x) + h1(x)g0i f
0
i +
∑
s
h1(xs2)(gf)
1(xs1)
= h0j [g
0
j f
1(x) + g1(x)f0i +
∑
s
g1(xs2)f
1(xs1)] + h
1(x)g0i f
0
i +
+
∑
s
h1(xs2)[g
0
s1f
1(xs1) + g
1(xs1)f
0
i +
+
∑
t
g1(xs1,t2)f
1(xs1,t1)] . (7)
Haciendo un desarrollo parecido a (7) para [(hg)f ]1(x), se ve que para obtener la
igualdad: [h(gf)]1(x) = [(hg)f ]1(x), basta verificar que∑
s,t
h1(xs2)g
1(xs1t2)f
1(xs1t1) =
∑
s,r
h1(xs2r2)g
1(xs2r1)f
1(xs1) . (8)
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Para obtener (8), hace falta una pequen˜a disgresio´n. Para ve´rtices i, j cualesquiera,
sea V ′(i, j) el espacio generado por las flechas i−− → j de grado 1. Si se tienen ve´rtices
i, j, l, es fa´cil convencerse [Bo, Cap.1] de que existe una transformacio´n lineal tal que:
g1 · f1 : V ′(j, l) ⊗k V
′(i, j) −→ Homk(Li,Nj) , y ⊗ x 7→ g
1(y) ◦ f1(x) ,
para la cual vale la asociatividad : h1·(g1 · f1) = (h1 · g1) · f1. Utilizando el hecho de que
δ2(x) = 0, se obtiene:
∑
s δ(xs2)xs1 =
∑
s xs2δ(xs1) , y de aqu´ı,∑
s
(h1 · g1)(δ(xs2))f
1(xs1) =
∑
s
h1(xs2)(g
1 · f1)(δ(xs1)) ,
que es la igualdad (8). Con lo anterior se ha demostrado entonces el resultado siguiente.
Teorema La familia de las representaciones de una bigra´fica diferencial (B,δ, k) con-
stituye una categor´ıa. 
La categor´ıa de las representaciones de (B,δ, k) se denota por rep(B,δ, k), o simple-
mente repB, si no hay posibilidad de confusio´n.
Las bigra´ficas que se utilizan en las aplicaciones son ’triangulares’, concepto que se
define enseguida. Una bigra´fica diferencial (B,δ, k) se llama triangular si sus flechas de
grado 0 esta´n ordenadas como a1 < a2 < ··· < at , de modo tal que todo δ(ai) =
∑r
l=1 blxlcl
, con los bl, cl caminos de grado 0, compuestos por flechas del conjunto {a1, · · ·, ai−1}. Se
pide tambie´n que exista un orden entre las flechas de grado 1, de manera que para toda
flecha x de grado 1, δ(x) =
∑
s xs2xs1 , y en los caminos xs2, xs1 aparecen u´nicamente
flechas menores que x.
Una propiedad importante de las bigra´ficas triangulares es que un morfismo f :M −→
N dado por (4) es un isomorfismo si, y solamente si, los f0i son isomorfismos.
3 A´lgebras y bigra´ficas
En esta seccio´n se desarrollara´ un ejemplo de co´mopuede transformarse el estudio de la
categor´ıa de las representaciones de un a´lgebra [AR, Ri], en el estudio de la categor´ıa de
las representaciones de una bigra´fica diferencial. Esto se hace por la ’reduccio´n de una
flecha’ del carcaj del a´lgebra, uno de los algoritmos de la teor´ıa, que se examinara´ con
detenimiento ma´s adelante.
Sea A = kQ el a´lgebra de caminos del carcaj:
Q : 4
a
←− 1
α
−→ 2 .
A continuacio´n se reduce la flecha α, accio´n que lleva a cambiar el carcaj Q por una
bigra´fica diferencial B, con la propiedad de que las estructuras Q, B poseen categor´ıas de
representaciones equivalentes, es decir, ba´sicamente iguales.
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Un morfismo entre representaciones de A = kQ, g : M −→ M ′ , en donde M =
(M1,M2,M4), M = (M
′
1,M
′
2,M
′
4), consta de transformaciones lineales g1, g2, g4, tales
que el siguiente diagrama conmuta:
M4
M(a)
←− M1
M(α)
−→ M2
g4 ↓ g1 ↓ ↓ g2
M ′4
M ′(a)
←− M ′1
M ′(α)
−→ M ′2
.
Para aligerar la notacio´n, se escribira´: M(α) = α, M(a) = a, etc. La conmutatividad
del anterior diagrama se escribe entonces as´ı:{
g4a− a
′g1 = 0 ,
g2α− α
′g1 = 0 .
(9)
Se aprovechan ahora las descomposiciones:
M1 ∼= kerα⊕ imα , M2 ∼= imα⊕W
M ′1
∼= kerα′ ⊕ imα′ , M ′2
∼= imα′ ⊕W ′ (10)
para escribir g1, g2 como matrices de bloques (con una notacio´n que se mostrara´ como la
adecuada ma´s adelante):
g1 =
(
g01 g
1(x)
0 g03
)
, g2 =
(
g03 g
1(y)
0 g02
)
, (11)
en donde: g01 : kerα −→ kerα
′ , g02 : W −→W
′, g03 : imα −→ imα
′ ,
g1(x) : imα −→ kerα′ , g1(y) :W −→ imα′ . Asimismo, se escribe a = (a1, a2),
con a1 : kerα −→M4 , a2 : imα −→M4 ; de manera similar, a
′ = (a′1, a
′
2) .
De la primera igualdad de (9) se obtienen las relaciones:{
g4a1 − a
′
1g
0
1 = 0
g4a2 − a
′
2g
0
3 = a
′
1g
1(x)
, (12)
las cuales se disponen en el siguiente diagrama:
imα
↓ g03
M4
a1←− kerα imα′
g1(y)
←− W
g4 ↓ ↓ g
0
1 ↓ g
0
2
M ′4
a′1←− kerα′ W ′
(13)
El diagrama (13) apunta de manera clara a la bigra´fica diferencial:
B :
3
a2
↙ x
...
y
. . .
4
a1←− 1 2
, δ(a1) = 0 , δ(a2) = a1x .
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De hecho, existe una equivalencia[MacL] entre las categor´ıas de representaciones del
a´lgebra de caminos A = kQ y las representaciones de la bigra´fica B,
F : repB
∼
−→ mod A , (14)
que se explicitara´ a continuacio´n.
Para definir el funtor F en objetos, si se tiene N ∈ repB, dada por
N = (Ni , 1 ≤ i ≤ 4 ; N(aj) , 1 ≤ j ≤ 2 ), se define la representacio´n
M = F (N) ∈ mod A as´ı: M1 = N1⊕N3, M2 = N3⊕N2, M4 = N4. Asimismo, se definen
las transformaciones M(α):M1 −→M2 , como M(α)=
(
0 idN3
0 0
)
,
M(a) : M1 = N1 ⊕N3 −→M4, como M(a) = (N(a1), N(a2)).
Para continuar, se define F en morfismos as´ı: sea f : N −→ N ′ en repB, dado
por la familia doble: f = (f0i , 1 ≤ i ≤ 4 ; f
1(x), f1(y)). Se construye un morfismo
g : M = F (N) −→ M ′ = F (N ′), en mod A mediante la familia doble: (g1 , g2 , g4) , en
donde g4 = f4 , y g1 , g2 se definen como las matrices de bloques:
g1 =
(
f01 f
1(x)
0 f03
)
, g2 =
(
f03 f
1(y)
0 f02
)
. (15)
Para ver que g es morfismo, basta observar los siguientes dos hechos:
g2M(α)−M
′(α)g1 =
(
f03 f
1(y)
0 f02
)(
0 1
0 0
)
−
(
0 1
0 0
)(
f01 f
1(x)
0 f03
)
=
(
0 f03
0 0
)
−
(
0 f03
0 0
)
= 0 ;
g4M(a)−M
′(a)g1 = g4(N(a1), N(a2))− (N
′(a1), N
′(a2))
(
f01 f
1(x)
0 f03
)
= (g4N(a1)−N
′(a1)f
0
1 , g4N(a2)−N
′(a1)f
1(x)−N ′(a2)f
0
3 )
= (0, 0) .
La comprobacio´n de que F es efectivamente un funtor se deja al lector.
Para concluir que F es una equivalencia, falta mostrar que es fiel, pleno y denso.
Para la densidad, sea M = (M1,M2,M4 ; M(a),M(α)) ∈ mod A, y conside´rense las
descomposiciones M1 ∼= kerM(α) ⊕ imM(α) , M2 ∼= imM(α) ⊕W . Es claro que M ∼=
F (N), en donde N ∈ repB se define como: N1 = kerM(α),
N3 = imM(α), N2 =W, N4 =M4.
Para ver que F es pleno, sea g : M ∼= F (N) −→ M ′ ∼= F (N ′), tal que g = (g0i , 1 ≤
i ≤ 4 ; g1(x), g1(y)). Fa´cilmente se muestra que con respecto a las descomposiciones (10),
las transformaciones g01 , g
0
2 admiten expresiones como (15). Es fa´cil demostrar ahora
que la familia doble: f = (f0i , i = 1, 2, 3, f
0
4 = g
0
4 ; f
1(x), f1(y)) define un morfismo
f : N −→ N ′, tal que g = F (f). Tambie´n se ve ra´pidamente que F es fiel.
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4 Los algoritmos
Aqu´ı se utiliza la palabra algoritmo como sino´nimo de proceso. En la pra´ctica, se tiene
una bigra´fica diferencial (B,δ, k), a la cual se le aplica una transformacio´n, obtenie´ndose
una nueva bigra´fica (B′,δ′, k), cuyas categor´ıas de representaciones guardan una estrecha
vinculacio´n. El paso B  B′ da origen a un funtor fiel y pleno F : repB′ −→ repB, que
permite entonces considerar la categor´ıa repB′ como una subcategor´ıa plena de repB. En
algunos casos, F es una equivalencia, como se vio en el ejemplo de la reduccio´n de una
flecha en la seccio´n 3.
En la literatura se han estudiado ba´sicamente cuatro algoritmos, de los cuales se ex-
aminara´n aqu´ı solamente tres: eliminacio´n de objetos, regularizacio´n y reduccio´n de una
flecha, dejando por fuera el ‘unravelling’[cfr. Bo]. La aplicacio´n reiterada, y hecha de
manera conveniente, de estos tres algoritmos, permitira´ obtener interesantes resultados
para bigra´ficas ‘schurian’.
A continuacio´n se examina cada algoritmo, prestando atencio´n al comportamiento de
la norma de una representacio´n y de la forma cuadra´tica de la bigra´fica, frente a los
mismos.
Dada la bigra´fica diferencial triangular (B,δ, k), supo´ngase que sus ve´rtices son: Xi , i =
1, ..., r ; sus flechas de grado 0: aj , j = 1, ..., n ;y sus flechas de grado 1: vl, l = 1, ...,m . Se
dira´ que la bigra´fica posee la estratificacio´n (aj ; vl). Para cada par de ve´rtices, Xi, Xj ,
se denota por mij (nij, respectivamente) el nu´mero de flechas de grado 0 (de grado 1,
respectivamente) que hay entre ellos, en cualquier sentido. La norma de una representacio´n
M de B se define como: ‖M‖ =
∑r
i,j=1 dimMi dimMj .
La forma cuadra´tica de B se define como la aplicacio´n qB : Z
r −→ Z, dada por
qB(x1, ..., xr) =
r∑
i=1
x2i −
r∑
i,j=1
mijxixj +
r∑
i,j=1
nijxixj .
4.1 Regularizacio´n.
Sea (B,δ, k) una bigra´fica diferencial triangular con estratificacio´n (aj ; vl), y supo´ngase
que δ(a1) = v1. Se define una nueva bigra´fica B
′
a1,v1 , con los mismos ve´rtices de B; sus
flechas son las de B, salvo que se eliminan a1 y v1. Es claro que se tiene una inclusio´n de
anillos ι : kB′a1,v1 −→ kB. Se define un homomorfismo de anillos t0 : (kB)0 −→ (kB
′)0,
poniendo en los generadores del primero: t0(ei) = ei ; t0(a1) = 0, t0(ai) = ai , i ≥ 2.
Tambie´n se define un homomorfismo de (kB)0−bimo´dulos, t1 : (kB)1 −→ (kB
′
a1,v1)1,poniendo
en los generadores: t1(v1) = 0, t1(vj) = vj , j ≥ 2.
Tales homomorfismos inducen un homomorfismo de anillos t : kB −→ kB′a1,v1 [BZ, §4].
Sea ahora δ′ = tδι : kB′a1,v1 −→ kB
′
a1,v1. Fa´cilmente se demuestra que δ
′ es una diferencial
para B′a1,v1 . As´ı, por ejemplo, obse´rvese que (δ
′)2 = tδ(ιt)δι = t(δι)δι = tδ2ι = 0.
La relacio´n de la diferencial δ′ con la diferencial original es clara: para una flecha a 6= a1,
de grado 0 en B con diferencial δ(a) =
∑
l blxlcl, se tiene: δ
′(a) =
∑
l 6=1;bl,cl /∈〈a1〉
blxlcl. Una
fo´rmula silmilar es va´lida para las flechas de grado 1. Se dice que la bigra´fica diferencial
(B′,δ′, k) se obtiene de (B,δ, k) por regularizacio´n.
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4.1.1 Teorema. Si (B′,δ′, k) se obtiene de (B,δ, k) por regularizacio´n, entonces existe
una equivalencia de categor´ıas F : rep(B′,δ′, k)
∼
−→ rep(B,δ, k).
Demostracio´n. ParaN ∈ repB′, se define F (N) =M ∈ repB as´ı: Mi = Ni; M(a1) =
0, M(aj) = N(aj), j ≥ 2. Para un morfismo f
′ : N −→ N ′ en B′, f ′ = ((f ′)0i ; (f
′)1(vj) , j ≥
2), se define un morfismo f : M −→ M ′, como f = ((f ′)0i ; f
1(v1) = 0, f
1(vj) =
(f ′)1(vj) , j ≥ 2). Para ver que f es efectivamente un morfismo, basta observar que para
toda a : Xs −→ Xt de grado 0 en B, se tiene: f
0
t M(a) −M
′(a)f0s = f
0
t N(a)−N
′(a)f0s =
f ′(δ′(a)) = f(δ(a)). Se define: f = F (f ′). Es fa´cil ver que se ha construido un funtor
F : repB′ −→ repB.
Para mostrar que F es denso, sea M ∈ repB. Por [Bo, Lema 2.1], existe M ′ ∈ repB,
tal que M ′(a1) = 0, M
′ ∼= M. Se define N ∈ repB′ as´ı: Ni = M
′
i , 1 ≤ i ≤ r ; N(aj) =
M ′(aj) , 2 ≤ i ≤ m. Es claro que F (N) =M
′ ∼=M.
Ahora se comprobara´ que F es pleno. Sea f : M −→ M ′ un morfismo en repB,
M = F (N), M ′ = F (N ′),puede suponerse [Bo, Lema 2.1], que M(a1) = M
′(a1) = 0, y
f1(v1) = 0. Conside´rese la familia doble f
′ = (f0i ; (f
′)1(vj) = f
1(vj) , j ≥ 2). Entonces
f ′ : N −→ N ′ es morfismo en repB′. En efecto, sea a : Xs −→ Xt flecha de grado 0 en
B, necesariamente a 6= a1. Por ser f es morfismo, y ya que f
′(δ′(a)) = f(δ(a))se tiene:
(f ′)0tN(a) − N
′(a)(f ′)0s = f
0
t M(a) −M
′(a)f0s = f(δ(a)) = f
′(δ′(a)). Para terminar, es
claro que F es fiel. 
Para determinar el comportamiento de la norma y la forma cuadra´tica ante la regu-
larizacio´n, obse´rvese que se pierde una flecha de grado 1 al cambiar de categor´ıa, lo cual
puede afectar la norma; pero la forma cuadra´tica no var´ıa, puesto que se eliminan dos
flechas de distintos grados entre los mismos ve´rtices. El resultado preciso se establece a
continuacio´n.
4.1.2 Teorema. Bajo las condiciones del Teorema 4.1.1, supo´ngase que a1 : Xi −→
Xj , v1 : Xi−− → Xj y se regulariza. Entonces paraM = F (N), se tiene: ‖N‖ = ‖M‖−
dimMi dimNj. En particular, si M es sincera, i.e. dimMi 6= 0, para todos los i, entonces
‖N‖ < ‖M‖ . Para las formas cuadra´ticas de las bigra´ficas se verifica : qB′(dimN) =
qB(dimM). 
4.2 Eliminacio´n de objetos
As´ı como el algoritmo anterior borra flechas ‘superfluas’, el siguiente elimina ve´rtices ’no
deseados’. La estrategia es similar al caso anterior: se realiza cierta transformacio´n de
bigra´ficas B  B′, obtenie´ndose un funtor fiel y pleno
repB′ −→ repB. Incluso la te´cnica es parecida.
Sea (B,δ, k) una bigra´fica diferencial triangular con ve´rtices X1, ...,Xr y estratificacio´n
(aj ; vl). Sea Xl un ve´rtice arbitrario. Se define una bigra´fica B
′
l con los mismos ve´rtices
de B, salvo Xl. Por definicio´n, las flechas de B
′
l son las de B, excepto aquellas con algu´n
extremo en Xl. El conjunto de las flechas de grado 0 de B
′
l se denota por C; el de aquellas
de grado 1, por T.
El a´lgebra A′ = (kB′l)0 es suba´lgebra de A = (kB)0, y adema´s se tiene una inmersio´n
de A′−subbimo´dulos (kB′l)1 ⊂ (kB)1, los cuales inducen una inmersio´n de anillos ι :
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kB′l ↪→ kB. A continuacio´n se define un homomorfismo de anillos t : kB −→kB
′
l, que
sera´ inducido por el par (t0, t1), par que se construye a continuacio´n. En primer lugar,
t0 : (kB)0−→ (kB
′
l)0 es el homomorfismo de anillos tal que: el 7→ 0, ei 7→ ei, i 6= l ; ai 7→
0 , si ai /∈ C , ai 7→ ai , si ai ∈ C. Por otra parte, el morfismo de A
′−bimo´dulos t1 :
(kB)1−→ (kB
′
l)1 se define por: vi 7→ 0 , si vi /∈ T , vi 7→ vi, si vi ∈ T.
La diferencial de la nueva bigra´fica se define como δ′ = tδι : kB′l −→ kB
′
l, siendo
la comprobacio´n de que es realmente una diferencial como en la regularizacio´n. Para
toda flecha a de grado 0 en B′l, si δ(a) =
∑
l blxlcl, un ca´lculo fa´cil muestra que δ(a) =∑
bl,cl∈〈C〉;xl∈T
blxlcl.
4.2.1 Teorema Si en la bigra´fica (B,δ, k) se elimina el ve´rtice Xl, obtenie´ndose
la bigra´fica (B′,δ′, k), entonces existe un funtor fiel y pleno F : repB′ −→ repB, que
establece una equivalencia entre repB′ y la subcategor´ıa plena de repB, formada por las
representaciones M tales que Ml = 0. Adema´s, si M ∼= F (N), entonces ‖N‖ = ‖M‖ , y
qB′(dimN) = qB(dimM).
Demostracio´n. Para N ∈ repB′, se define F (N) = M ∈ repB as´ı: Mi = Ni, i 6=
l , Ml = 0. Para un morfismo f
′ : N −→ N ′ en repB′, dado por f ′ = ((f ′)0i6=l; (f
′)1(vj), vj ∈
T ), se pone f = F (f ′) = ((f ′)0i6=l, f
0
l = 0 ; f
1(vj) = (f
′)1(vj), vj ∈ T, f
1(vj) = 0, vj /∈ T ).
Se demuestra sin dificultad que f es morfismo en repB, y que F es funtor. De manera
similar a como se hizo para la regularizacio´n, puede mostrarse que F es pleno y fiel. Es
claro que Ml = 0. Para terminar con la primera afirmacio´n del teorema, obse´rvese que
para cualquier M ∈ repB, tal que Ml = 0, la representacio´n N ∈ repB
′ definida por:
Ni =Mi, i 6= l; N(ai) =M(ai), ai ∈ C, verifica: M = F (N).
Para la segunda afirmacio´n, siM = F (N), entonces en la suma ‖M‖ =
∑r
i,j=1 dimMi dimMj
intervienen u´nicamente los ı´ndices i tales que Mi 6= 0, luego ‖M‖ = ‖N‖ . La igualdad
sobre las formas cuadra´ticas se muestra de manera parecida. 
El algoritmo de ‘eliminacio´n de objetos’ se utiliza frecuentemente al inicio de ciertas
demostraciones. En tales casos se procede por induccio´n sobre la norma de una repre-
sentacio´n, aprovechando que e´sta disminuye cuando se aplica un algoritmo como la regu-
larizacio´n o la reduccio´n de una flecha, eso s´ı bajo el supuesto de que la representacio´n es
sincera, es decir, su vector dimensio´n tiene todas las entradas distintas de 0. Se dice: ‘sea
M ∈ repB; puede suponerse queM es sincera’, pues si no lo es, se eliminan los ve´rtices l de
B conMl = 0, obtenie´ndose una bigra´fica B
′, y un funtor fiel y pleno F : repB′ ↪→ repB. La
representacio´n N ∈ repB′, tal que M ∼= F (N) es sincera y verifica: ‖M‖ = ‖N‖ . Si ahora
se reduce una flecha en B′, con funtor G : repB′ −→ repB′′, entonces ‖G(N)‖ < ‖N‖ , y
puede aplicarse la hipo´tesis inductiva.
4.3 Reduccio´n de una flecha
Sea (B,δ, k) una bigra´fica diferencial triangular con ve´rtices X1, ...,Xr y estratificacio´n
(aj ; vl). Si se tiene una flecha de grado 0, α : Xi −→ Xj , i 6= j, δ(α) = 0, e´sta puede
reducirse, por el proceso que se aplico´ en la seccio´n 3. So´lo que alla´ la bigra´fica inicial es un
carcaj, el cual constituye una bigra´fica sin flechas de grado 1 y con diferencial nula, motivo
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por el cual ahora se explicara´ este algoritmo en general. Los detalles de las demostraciones
se obviara´n, tomando en cuenta que las ideas fundamentales ya se expusieron ampliamente
en la seccio´n 3.
Por notacio´n, se supondra´ que los ve´rtices son: X1, X2, X4, ..., Xr (ninguno se llama
X3) y que α : X1 −→ X2. Los ve´rtices de la nueva bigra´fica B
′ son: X1, X2, X3, X4, ..., Xr
(se introdujo uno nuevo:X3).
Se definen dos flechas de grado 1 en B′: X1
x
← −− X3
y
← −− X2.
Las flechas de grado 0 en B′ son las siguientes: Toda flecha a : Xp −→ Xq de grado 0
en B, a 6= α , determina 1, 2 o´ 4 flechas de grado 0 en B′, de acuerdo a la siguiente regla:
(1) si p, q 6= 1, 2, se tiene una flecha a11 : Xp −→ Xq; (2.1) si a : X1 −→ Xq, q 6= 1, 2,
entonces se tienen 2 flechas : a11 : X1 −→ Xq, a12 : X3 −→ Xq; (2.2) si a : Xp −→ X1,
p 6= 1, 2, se tienen : a11 : Xp −→ X1, a21 : Xp −→ X3; (3.1) todo lazo a : X1 −→ X1
determina 4 flechas: a11 : X1 −→ X1, a12 : X3 −→ X1, a21 : X1 −→ X3, a22 : X3 −→ X3;
(3.2) similarmente, todo lazo a : X3 −→ X3, define 4 flechas: a11 : X3 −→ X3, a12 : X2 −→
X3, a21 : X3 −→ X2, a22 : X2 −→ X2; (4.1) toda a : X1 −→ X2, a 6= α, define 4 flechas
:a11 : X1 −→ X3, a12 : X3 −→ X3, a21 : X1 −→ X2, a22 : X3 −→ X2; (4.2) similarmente,
para a : X2 −→ X1, se tienen 4 flechas : a11 : X3 −→ X1, a12 : X2 −→ X1, a21 : X3 −→
X3, a22 : X2 −→ X3.
Las flechas de grado 1 en B′, adema´s de las ya definidas x, y, se obtienen a partir de
cada flecha v : Xp − − → Xq, de grado 1 en B, segu´n la regla recie´n explicada para las
flechas de grado 0.
Se utilizara´ de ahora en adelante la siguiente notacio´n matricial para las flechas de B′,
segu´n los casos anteriores :
(1) Aa = (a11); (2.1) Aa = (a11, a12), (2.2) Aa =
(
a11
a21
)
;
(3.1, 3.2, 4.1, 4.2) Aa = (aij) , 1 ≤ i, j ≤ 2.
Sea e3 el idempotente en X3 ; se define la matriz Aα =
(
0 e3
0 0
)
.
De la misma manera, se construye una matriz Av , para cada flecha v de grado 1 en B.
Para un camino γ = γ1...γs en B, con gr(γi)∈ {0, 1} , se define la matriz Aγ =
Aγ1 ...Aγs ; y para una combinacio´n lineal de caminos u =
∑
i ciγi , se define la matriz
: Au =
∑
i ciAγi .
Tambie´n se introduce, para todo ve´rtice Xp en B, la matriz Yp, dada por :
Y1 =
(
0 x
0 0
)
, Y2 =
(
0 y
0 0
)
, Yp = 0, si p 6= 1, 2.
Para una flecha as de grado 0 en B, se utiliza tambie´n la notacio´n matricial Aas = (a
(s)
ij ),
con los ı´ndices en los rangos adecuados. Para matrices X = (xij), Y = (yij) con entradas
en kB′ , XY denotara´ el producto usual de matrices con entradas en dicho anillo. Una
matriz X = (xij) con entradas en kB
′ se llama homoge´nea si todas sus entradas xij tienen
el mismo grado; en este caso se escribe : grX = gr(xij). Tambie´n se define grYi = 1,
i = 1, 2.
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4.3.1 Definicio´n. Para toda flecha a : Xp −→ Xq en B, gr(a)=0, a 6= α, se define la
matriz δ′(Aa) = YqAa −AaYp+Aδ(a). Asimismo, para v : Xp −− → Xq en B, gr(v)=1, se
define la matriz δ′(Av) = YqAv+AvYp+
∑
sAv2Avs1 , en donde δ(v) =
∑
s vs2vs1. Tambie´n
se define : δ′(Aα) = 0 , δ
′(Yl) = Y
2
l .
Para matrices homoge´neas X,Y es va´lida la regla de Leibnitz:
δ′(XY ) = δ′(X)Y + (−1)gr(X)Xδ′(Y ). En efecto, para X = (xij), Y = (yij), se tiene :
(δ′(X)Y + (−1)gr(X)Xδ′(Y ))ij =
∑
l
δ′(xil)ylj +
∑
l
(−1)grxilxilδ
′(ylj)
=
∑
l
δ′(xil)ylj + (−1)
grxilxilδ
′(ylj)
=
∑
l
δ′(xilylj) = δ
′(
∑
l
xilylj)
= δ′((XY )ij) = (δ
′(XY ))ij . .
4.3.2 Lema. (δ′)2 = 0.
Demostracio´n. Por la regla de Leibnitz, es suficiente demostrar que (δ′)2(Aa) =
0,(δ′)2(Av) = 0, con gr(a)=0, gr(v)=1. Se hara´ so´lo el primer caso, el otro es parecido
[cfr. Bo]. Sea a : Xp −→ Xq, a 6= α,
(δ′)2(Aa) = δ
′(YqAa −AaYp +Aδ(a))
= δ′(Yq)Aa − Yqδ
′(Aa)− δ
′(Aa)Yp −
−Aaδ
′(Yp) + δ
′(Aδ(a))
= (YqYq)Aa − Yq(YqAa) +
+YqAaYp − YqAδ(a) − YqAaYp +
+Aa(YpYp)−Aδ(a)Yp −
−AaYpYp + δ
′(Aδ(a))
= −YqAδ(a) −Aδ(a)Yp + δ
′(Aδ(a))
= 0 ,
puesto que de δ(δ(a)) = 0, se sigue que δ′(Aδ(a)) = YqAδ(a) + Aδ(a)Yp. Esta u´ltima afir-
macio´n no es del todo inmediata, [cfr. Bo].
4.4.3 Definicio´n. Las diferenciales de a
(s)
ij y de v
(t)
ij se definen como las entradas de
las matrices δ′(Aas), δ
′(Avt). Es decir,
δ′(Aas) = (δ
′(a
(s)
ij )), δ
′(Avt) = (δ
′(v
(t)
ij )).
Obse´rvese que de Y 2l = 0, se sigue δ
′(Yl) = 0 , y entonces : δ
′(x) = δ′(y) = 0.
De la regla de Leibnitz para matrices, se deduce que la misma es va´lida para flechas
de B′, es decir, si a, b son flechas en B′, entonces δ′(ab) = δ′(a)b+ (−1)grab .
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Utilizando dicha regla, se extiende δ′ a caminos (finitos) en kB′, y luego por linealidad a
todo kB′. Del Lema 4.3, se deduce que δ′ : kB′ −→ kB′ verifica (δ′)2 = 0. Se ha demostrado
entonces la proposicio´n siguiente.
4.3.4 Proposicio´n. δ′ define una diferencial en B′. 
A continuacio´n se establecera´ una equivalencia : F : repB′ −→ repB.
Para un objeto N ∈ repB′, N = (Ni, i = 1, 2, 3, 4, ...r ; N(a
(s)
ij ), s = 1, 2, ..., n), se
define M = F (N) ∈ repB as´ı: M1 = N1 ⊕N3, M2 = N3 ⊕N2, Ml = Nl, l ≥ 4.
Adema´s, se definen las transformaciones M(α) :M1 −→M2 , M(as) por las matrices :
M(α) =
(
0 idN3
0 0
)
, M(as) = (N(a
(s)
ij )).
Si se tiene f : N −→ N ′ en repB′, f = (f0i , i = 1, 2, 3, ..., r; f
1(x), f1(y), f1(v
(s)
ij ), s =
1, 2, ...m), se define un morfismo g : M = F (N) −→ F (N ′) = M ′ en repB, como g =
(g0i , i = 1, 2, 4, ..., r; g
1(vt)) , en donde
g01 =
(
f01 f
1(x)
0 f03
)
, g02 =
(
f03 f
1(y)
0 f02
)
,
g0l = f
0
l , l ≥ 4, g
1(vt) = (f
1(v
(t)
ij )).
Se demuestra que g es un morfismo, procediendo como en la seccio´n 3.
4.3.5 Proposicio´n. F es una equivalencia de categor´ıas.
Demostracio´n. Para ver que F es denso, dada M ∈ rep(B), la transformacio´n
lineal M(α) : M1 −→ M2 induce descomposiciones: M1 ∼= kerM(α) ⊕ imM(α), M2 =
imM(α) ⊕ W, con W ⊆ M2. Se define N ∈ rep(B
′) mediante : N1 = kerM(α),N3 =
imM(α), N2 = W,Nl = Ml, l ≥ 4; adema´s, toda M(as) se expresa, con respecto a las
descomposiciones en sumas directas anteriores, como una matriz M(as) = (Mij(as)), de
1, 2 o´ 4 entradas. Para toda flecha a
(s)
ij de grado 0 en B
′, se define la transformacio´n lineal
: N(a
(s)
ij ) =Mij(as).
Se ha construido as´ı una representacio´n N ∈ repB′, y fa´cilmente se comprueba que
M ∼= F (N).
Para ver que F es pleno, sea g :M ∼= F (N) −→ F (N ′) ∼=M ′ un morfismo, dado por :
g = (g0i , i = 1, 2, 4, ..., r ; g
1(vt), t = 1, ...,m) .
Se tienen descomposiciones :
M1 ∼= kerM(α)⊕ imM(α),M2 = imM(α) ⊕W,
M ′1
∼= kerM ′(α) ⊕ imM ′(α),M ′2 = imM
′(α)⊕W ′,
con respecto a las cuales, como se prueba fa´cilmente, g01 , g
0
2 admiten expresiones matriciales
:
g01 =
(
A11 A12
0 A22
)
, g02 =
(
B11 B12
0 B22
)
.
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Adema´s, de la condicio´n δ(α) = 0, se deduce : B11 = A22. Se introduce una nueva
notacio´n para las entradas de estas matrices :
g01 =
(
f01 f
1(x)
0 f03
)
, g02 =
(
f03 f
1(y)
0 f02
)
.
Sea f = (f01 , f
0
3 , f
0
2 , f
0
l = g
0
l , l ≥ 4 ; f
1(x), f1(y), f1(v
(t)
ij ), t = 1, ...,m), en donde las
f1(v
(t)
ij ) esta´n definidas por : g
1(vt) = (f
1(v
(t)
ij )).
Se demostrara´ que se tiene un morfismo f : N −→ N ′. En efecto, para toda flecha de
grado 0, a : Xp −→ Xq, en B, a 6= α , se tiene : g
0
qM(a)−M
′(a)g0p = g(δ(a)).
Se sabe que : g0qM(a)−M
′(a)g0p = f(δ
′(Aa))−f(YqAa−AaYp), y adema´s, se verifica :
(g0qM(a)−M
′(a)g0p+f(YqAa−AaYp))ij = f
0
eN(aij)−N
′(aij)f
0
s , en donde aij : Xs −→ Xe.
Se tiene entonces : f0eN(aij)−N
′(aij)f
0
s = f(δ
′(aij)), as´ı que f es morfismo. Es claro
que g = F (f) .
Es fa´cil ver que el funtor F es fiel. 
Las aplicaciones se basan en el control de la variacio´n de la norma y de la forma
cuadra´tica frente a cada algoritmo. Los teoremas 4.2.2 y 4.3.1 dan cuenta de los casos de
la regularizacio´n y la eliminacio´n de objetos. A continuacio´n se estudia lo relativo a la
reduccio´n.
4.3.6 Teorema En las condiciones del apartado 4.4, si se reduce la flecha α, y M ∼=
F (N), con dimN = (x1, x3, x2, x4, ...), dimM = (x1 + x3, x3 + x2, x4, ...), entonces ‖N‖ =
‖M‖ − (x1 + x3)(x3 + x2), de donde, ‖N‖ ≤ ‖M‖ . En particular, siM es sincera, la
desigualdad anterior es estricta.
Adema´s, qB′(dimN) = qB(dimM) + x1x2 .
Demostracio´n. Para cada par de ve´rtices i , j deB , se tiene :
‖M‖ = m12(x1 + x3)(x3 + x2) +m11(x1 + x3)
2 +
+m22(x3 + x2)
2 +
n∑
p=4
m1p(x1 + x3)xp +
+
n∑
p=4
m2p(x3 + x2)xp +
n∑
p,q=4
mpqxpxq.
Segu´n la definicio´n de la bigra´fica B′, se tiene :
‖N‖ = (m12 − 1)(x1x2 + x1x3 + x3x2 + x
2
3) +
m11(x
2
1 + 2x1x3 + x
2
3) +m22(x
2
3 + 2x3x2 + x
2
2)
+
n∑
p=4
m1p(x1xp + x3xp) +
n∑
p=4
m2p(x3xp + x2xp)
+
n∑
p,q=4
mpqxpxq
= ‖M‖ − (x1 + x3)(x3 + x2) .
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Para la segunda aseveracio´n, obse´rvese que
qB(dimM) = (x1 + x3)
2 + (x3 + x2)
2 +
n∑
p=4
x2p − ‖M‖+ q
(1)
B (dimM) ,
en donde
q
(1)
B (dimM) = n11(x1 + x3)
2 + n22(x3 + x2)
2 +
+n12(x1 + x3)(x3 + x2) +
+
n∑
p=4
n1p(x1 ++x3)xp +
n∑
p=4
n2p(x3 + x2)xp +
+
n∑
p,q=4
npqxpxq .
Por otra parte,
qB(dimN) =
n∑
p=1
x2p − ‖N‖+ q
(1)
B′ (dimN) ,
con
q
(1)
B′ (dimN) = x1x3 + x3x2 + n12(x1x2 + x1x3 + x3x2 + x
2
3) +
+n11(x
2
1 + 2x1x3 + x
2
3) + n22(x
2
3 + 2x3x2 + x
2
2) +
+
n∑
p=4
n1p(x1xp + x3xp) +
n∑
n2p(x3xp + x2xp) +
+
n∑
p,q=4
npqxpxq .
De lo anterior se deduce el resultado anunciado :
qB′(dimN)− qB(dimM) = x
2
1 + x
2
3 + x
2
2 − (x1 + x3)
2 − (x3 + x2)
2 +
+(‖M‖ − ‖N‖) +
+(q
(1)
B′ (dimN)− q
(1)
B (dimM))
= (−x23 − 2x1x3 − 2x2x3) + (x1 + x3)(x3 + x2) +
+(x1x3 + x2x3)
= x1x2 
Una consecuencia inmediata es que si se aplica alguno de los algoritmos: B  B′, en-
tonces ’la forma cuadra´tica no disminuye’, i.e. para M ∼= F (N), qB′(dimN) ≥ qB(dimM).
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5 Bigra´ficas ‘schurian’
Los algoritmos de la seccio´n anterior se aplican aqu´ı a las bigra´ficas schurian, las cuales se
caracterizan por carecer de lazos. De fundamental importancia es el control que se tiene
sobre la variacio´n de la norma y de la forma cuadra´tica al aplicar algu´n algoritmo. Como
se vera´, la disminucio´n de la norma permite argumentar reiteradamente por induccio´n,
en tanto que el comportamiento de la forma cuadra´tica da pie para utilizar enfoques
combinatorios. Ejemplos importantes de bigra´ficas schurian son los conjuntos parcialmente
ordenados de tipo de representacio´n finito [S].
Si (B,δ, k) es una bigra´fica diferencial y M una representacio´n, todo t ∈ k de-
termina un endomorfismo t de M , dado por la familia doble t = ( t
0
i ; 0 ), tal que
t
0
i :Mi −→Mi , m 7→ tm. Para a : i −→ j, flecha de grado 0, es claro que t(δ(a)) = 0 , y
adema´s, (t
0
jM(a)−M(a)t
0
i )(m) = 0 = t(δ(a)) , para todo m ∈Mi ; luego t es morfismo.
Los morfismos de este tipo se llaman ’diagonales’. Interesa destacar el caso en que las
representaciones inescindibles no poseen ma´s endomorfismos que los diagonales.
5.1 Definicio´n. Una bigra´fica diferencial (B ,δ , k ) es de tipo ‘schurian’ si para toda
representacio´n inescindible M ,EndB(M) ∼= k .
5.2 Lema. Una bigra´fica schurian no posee lazos de ningu´n grado.
Demostracio´n Por contradiccio´n, si existe un lazo de grado 0, α : l −→ l, se tiene
una representacio´n inescindible Mα , dada por (Mα)l = k
2 , (Mα)i = 0 , i 6= l , y para
toda flecha a : i −→ j, (Mα)(α) =
(
0 1
0 0
)
; Mα(a) = 0 , a 6= α . La familia doble
f = (f0i ; f
1(x) = 0 ) , con f01 : Ml −→Ml , f
0
1 =
(
0 1
0 0
)
, f0i = 0 , si i 6= l , es un
morfismo, como se comprueba fa´cilmente. Pero este morfismo no es escalar, imposible.
(ii) De nuevo por contradiccio´n, si existe un lazo x : l−− → l , de grado 1, conside´rese
la representacio´n simple Sl . Se define x˜ : Sl −→ Sl por x˜
0
1 : k −→ k , x˜
0
1 = idk , x˜
0
i =
0 , i 6= l ; x˜1(x) = idk , x˜
1(y) = 0 , y 6= x . Para ver que x˜ es morfismo, obse´rvese que
para toda flecha a de grado 0, x˜(δ(a)) = 0. En efecto, si δ(a) =
∑
t btxtct, entonces
x˜(δ(a)) =
∑
t λtSl(bt)x˜
1(xt)Sl(ct) = 0 , pues en cada sumando alguno de los tres factores
es nulo. Puesto que x˜ no es morfismo escalar, se tiene una contradiccio´n 
5.3 Lema Sea Sl una representacio´n simple de una bigra´fica diferencial semisim-
ple B, y sean x1, ... , xt la totalidad de los lazos de grado 1 en el ve´rtice l. Entonces
dimk EndB(Sl) = t+ 1 .
Demostracio´n Si t = 0 , el resultado es claro. Si t ≥ 1 , sea x˜i el endomorfismo
definido por xi, segu´n (ii) de la demostracio´n de (2.2), 1 ≤ i ≤ t . Se tiene entonces una
k−base {id, x˜1, ..., x˜t} . En efecto, un f ∈ EndB(Sl) esta´ dado por una familia doble
f = (a0; a1, ..., at) , los ai ∈ k. Si a0 = 0, f =
∑
aix˜i; si a0 6= 0, entonces f = a
−1
0 id +∑
i a
−1
0 aix˜i . Es clara la independencia lineal 
5.4 Teorema Si B es bigra´fica diferencial triangular schurian y su forma cuadra´tica
es de´bilmente positiva, entonces para toda representacio´n inescindible M , dimM es ra´ız
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positiva de qB, es decir, qB(dimM) = 1. Adema´s, toda representacio´n inescindible esta´
determinada por su vector dimensio´n. En consecuencia, B es de tipo de representacio´n
finito.
Demostracio´n (i) SeaM una representacio´n inescindible. Se probara´ que qB(dimM) =
1 , por induccio´n sobre ‖M‖ . Puede suponerse que M es sincera, sin pe´rdida de general-
idad. Si ‖M‖ = 0, entonces la bigra´fica B no posee flechas de grado 0, luego sus u´nicas
representaciones inescindibles son las simples, as´ı queM es simple. Si los ve´rtices de B son
X1 , ... , Xn , y dado que ella es schurian, su forma cuadra´tica es qB(x1 , ... , xn ) =
∑n
i=1 x
2
i .
Luego, qB(dimM) = 1.
Sea ‖M‖ > 0 , y supo´ngase cierta la afirmacio´n para toda representacio´n inescindible
N, en cualquier bigra´fica, con ‖N‖ < ‖M‖ . Sea a : i −→ j una flecha de grado 0,
con δ(a) mı´nima. Necesariamente i 6= j. Si δ(α) = 0 , se reduce a , obtenie´ndose una
bigra´fica B′ y una equivalencia F : rep(B′) −→ rep(B), y tomando M = F (N), se
tiene ‖N‖ < ‖M‖. Entonces qB′(dimN) = 1, y como qB es de´bilmente positiva, 0 <
qB(dimM) ≤ qB′(dimN) = 1, luego qB(dimM) = 1 . Si δ(α) 6= 0 , δ(α) = c1v1+ ... +cmvm
, con los ci escalares y las vi flechas de grado 1. Por medio de un cambio de base, puede
suponerse δ(α) = v1, y entonces regularizar. Se procede como antes, y se obtiene la
conclusio´n.
(ii) Sea M inescindible, y supo´ngase que para una M ′ inescindible, dimM ′ = dimM .
Se probara´ que entonces M ′ ∼= M . Se realiza induccio´n sobre ‖M‖ , para lo cual puede
suponerse s.p.g. que M es sincera. Si ‖M‖ = 0 , la bigra´fica es semisimple, y aqu´ı es clara
la conclusio´n.
En caso de que ‖M‖ > 0 , to´mese a : i −→ j , con δ(a) mı´nima. Si δ(α) = 0, se reduce α
y entonces existen representaciones inescindiblesN ,N ′ de B′ conM = F (N),M ′ = F (N ′),
‖N‖ < ‖M‖ , ‖N ′‖ < ‖M ′‖. Si dimN = (x1, x2, x3, ...) , dimN
′ = (x′1, x
′
2, x
′
3, ...), se sabe
que x1x2 = qB′(dimN)−qB(dimM) = 1−1 = 0; igualmente se llega a: x
′
1x
′
2 = 0. Se prueba
, por una combinacio´n de los casos : x1 = 0 , x2 = 0 , x
′
1 = 0 , x
′
2 = 0, que dimN
′ = dimN ,
y entonces, por la hipo´tesis inductiva, N ′ ∼= N , de donde M = F (N) ∼= F (N ′) =M ′.
Si δ(α) 6= 0 , se puede regularizar, despue´s de un cambio de base adecuado, y obtener
M = F (N), M ′ = F (N ′), ‖N‖ < ‖M‖ , ‖N ′‖ < ‖M ′‖, para los cuales se cumple :
dimN = dimM = dimM ′ = dimN ′, luego N ∼= N ′ y de aqu´ı, M ∼=M ′ .
Para concluir, obse´rvese que por ser qB forma cuadra´tica de´bilmente positiva, por el
Lema de Drozd [Ri, p.3] , ella posee so´lo un nu´mero finito de ra´ıces positivas. Luego el
nu´mero de vectores dimensio´n de inescindibles es finito, y como en cada dimensio´n hay
solamente una clase de isomorf´ıa, la bigra´fica es de tipo de representacio´n finito. 
Es sabido [RK] que toda bigra´fica diferencial de tipo finito tiene forma cuadra´tica
de´bilmente positiva. As´ı, la Proposicio´n anterior es un rec´ıproco parcial a tal afirmacio´n.
5.5 Proposicio´n Si B es una bigra´fica diferencial schurian, entonces para toda rep-
resentacio´n inescindible M, existe u´nicamente un nu´mero finito de clases de isomorf´ıa de
representaciones inescindibles N , tales que dimN = dimM .
Demostracio´n Sea M representacio´n inescindible. Se procede por induccio´n sobre
‖M‖. Si ‖M‖ = 0, y dado que se puede suponer spg que M es sincera, entonces la
bigra´fica B es semisimple, y en este caso, se verifica la afirmacio´n.
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Para continuar, sea ‖M‖ > 0 , y supo´ngase cierta la afirmacio´n para toda repre-
sentacio´n inescindible N , tal que ‖N‖ < ‖M‖. Existe a : i −→ j , de grado 0, con δ(a)
mı´nima. Por hipo´tesis, i 6= j, y se dan dos casos.
Si δ(a) = 0, se reduce a, y para el funtor F , M = F (N) . Hay que demostrar que hay
so´lo un nu´mero finito de inescindibles M ′, tales que dimM ′ = dimM. Sea M ′ = F (N ′).
Fa´cilmente se concluye que dimN ′ = dimN , entonces para N ′ hay so´lo un nu´mero finito
de posibilidades , luego para M ′ = F (N ′) hay so´lo un nu´mero finito de posibilidades, y se
ha concluido.
Si δ(a) 6= 0 , se regulariza y se llega fa´cilmente a la conclusio´n 
5.6 Teorema Si B es bigra´fica diferencial triangular schurian y su forma cuadra´tica
es de´bilmente positiva, entonces para toda representacio´n inescindible M , qB(dimM) = 1,
es decir, dimM es ra´ız positiva de qB. Adema´s, existe una biyeccio´n entre la familia de las
clases de isomorf´ıa de representaciones inescindibles y el conjunto de las ra´ıces positivas
de la forma cuadra´tica qB, dada por M ↔ dimM .
Demostracio´n Por la Proposicio´n (2.4) , la aplicacio´nM 7→ dimM esta´ bien definida y
es inyectiva. Para la sobreyectividad, obse´rvese que existe una secuencia finita de bigra´ficas
B = B(0) ∼ B(1) ∼ B(2) ∼ · · · ∼ B(s) ,
tales que B(i) se obtiene de B(i−1) por regularizacio´n o por reduccio´n de una flecha, y
adema´s, B(s) es semisimple. Se tienen entonces equivalencias
rep(B(s))
∼
−→ rep(B(s−1))
∼
−→ · · · rep(B(1))
∼
−→ rep(B) .
Se efectu´a induccio´n sobre s− i.Si s− i = 0, entonces i = s, y si B(s) tiene m ve´rtices,
entonces qB(s)(x1 , ... , xm) =
∑m
i=1 x
2
i , as´ı las ra´ıces de qB(s) corresponden biyectivamente
a las clases de isomorf´ıa de inescindibles.
Para continuar, es suficiente demostrar que si la afirmacio´n cierta para B(s−i),
entonces lo es para B(s−i−1). Hay dos casos. Si F : rep(B(s−i))
∼
−→ rep(B(s−i−1))
corresponde a una regularizacio´n, sea d tal que qB(s−i−1)(d) = 1. Entonces qB(s−i)(d) = 1,
y por hipo´tesis, existe N inescindible de B(s−i),tal que d = dimN ; para M = F (N) se
tiene entonces dimM = dimN = d.
Si F corresponde a la reduccio´n de una flecha, sea d = (d1, d2,d4,...) con qB(s−i−1)(d) = 1
.Se construye una ra´ız d′ para qB(s−i) as´ı : si d1 > d2 , sea d
′ = (d1 − d2, d2, 0, d4, ...) ;
si d1 = d2 , sea d
′ = (0, d1, 0, ...) y si d1 < d2 sea d
′ = (d2 − d1, d1, 0, ...) . Se cumple
qB(s−i)(d
′) = qB(s−i−1)(d)+0 = qB(s−i−1)(d) . Por hipo´tesis inductiva, existe un inescindible
N , tal que d′ = dimN , y entonces el inescindible M = F (N) verifica d = dimM .
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