2009). As a result, real and virtual versions of the search task were used in parallel in order to allow explicit comparisons of the mechanisms used by humans to navigate real and virtual environments.
Method

Real environment Participants
Forty University of Saskatchewan undergraduate students (20 male and 20 female) served as participants. The participants received extra class credit.
Apparatus and Stimuli
A search space (5.55 m in length 3 3.74 m in width 3 5.30 m in height) was created by hanging white opaque curtains from ceiling to floor of an experimental room. The floor was covered with shredded paper. Twenty-five raised bins (22 cm in diameter 3 18.5 cm in height), which also contained shredded paper, were arranged in a 5 3 5 matrix within the room (see Figure 1 , top panels).
Procedure
The participants were randomly assigned to one of two groups: cues 1 pattern or pattern only. Each group consisted of 20 participants (10 male and 10 female). The participants completed two phases: training and testing. Each phase consisted of 15 trials in which four small, red plastic balls were hidden under shredded paper in four bins arranged in a 2 3 2 square pattern within the 5 3 5 bin matrix. The four goal locations always formed a square pattern (i.e., balls always maintained the same spatial relationship to each other) but varied in an otherwise unpredictable manner across trials. The participants searched for these four balls. The participants began each trial at position S (Figure 1) . A choice was defined as when a participant fully inserted his or her hand into a bin. When all four balls had been retrieved, the participants returned the balls to the experimenter and exited the open field. Otherwise, the participants continued searching until all the balls had been retrieved.
training. Training consisted of 15 trials. For each trial, the square pattern was randomly assigned to one of 16 possible configurations of locations. Four bins were thereby designated as goal locations, and one ball was placed under shredded paper within each of these goal locations. Training was identical for the cues 1 pattern and pattern-only groups, with the exception that goal locations (bins) were marked in green for the cues 1 pattern group. The remaining bins were unmarked (terra cotta colored).
testing. Testing consisted of 15 trials. For each trial, the square pattern was randomly assigned to one of the 16 locations. The four bins were then designated as goal locations, and one ball was placed within each of these goal locations. All the bins were unmarked, and testing was identical for the cues 1 pattern and pattern-only groups.
Virtual environment
Participants
A combination of 40 (7 from Armstrong Atlantic State University, 33 from Villanova University) undergraduate students (20 male and 20 female) served as participants. They received extra credit or participated as a part of a course requirement.
Apparatus
An interactive 3-D virtual environment was constructed and rendered using Valve Hammer Editor and was run on the Half-Life Team Fortress Classic platform. A personal computer, a 19-in. flatscreen LCD monitor, an optical mouse, a keyboard, and headphones served as the interface with the virtual environment. The monitor (1,152 3 864 pixels) provided a first-person perspective of the virtual environment (see Figure 1 , middle panels). The arrow keys
The dual-system models predict an immunity of either geometry or boundary learning to cue competition from landmarks, but both dual-system models and standard associative accounts predict cue competition among landmarks (see Burgess, 2006; Chamizo, 2003; Cheng, 1986; Gallistel, 1990; however, see Cheng, Shettleworth, Huttenlocher, & Rieser, 2007) .
In the present experiment, we tested for cue competition in a search task in which boundaries and environmental geometry were rendered irrelevant for the purpose of informing theories of spatial learning. Specifically, the experimental design allowed us to examine whether learning based on visual landmarks would overshadow learning based on the spatial relations among hidden goal locations. The design followed that of Brown and Terrinoni (1996) , who introduced a search task in which rats learned the spatial relations among hidden goal locations. Critically, the location of the goals was unpredictable across trials in relation to landmarks and environmental geometry. Thus, only the spatial relations among the goal locations were predictive. Brown, Yang, and DiGian (2002) used the same search task with rats but manipulated whether visual landmarks, in addition to the spatial relations among the goal locations, were available as cues. They found no evidence of cue competition (overshadowing) between the landmarks and spatial relations among locations, which suggests that there may be spatial cues other than environmental geometry or distance to boundaries that are immune to cue competition from landmarks.
In the present experiment, one group of human participants was trained in the presence of visual cues that marked goal locations, and another group was trained in their absence. Goal locations maintained a consistent spatial relationship with each other but varied across trials with respect to boundaries and environmental geometry. Both groups were then tested in the absence of visual cues in order to determine their effect on learning the spatial relations among goal locations. According to a unitarysystem model, the group of participants trained with the visual cues should learn less about the spatial relations among locations because of the presence of these cues and, as a result, their performance should be inferior to that of the group trained in the absence of visual cues. Although dual-system models predict the absence of cue competition in the presence of environmental geometry or boundaries, neither geometry nor boundaries can be used to determine goal locations in the present task. Accordingly, like a unitary-system model, dual-system models predict that participants trained with the visual cues should learn less about the spatial relations among locations, as compared with participants trained in the absence of these cues.
Logistical problems associated with testing humans in navigational tasks have resulted in recent research utilizing 3-D virtual environments (for a review, see Kelly & Gibson, 2007) . Despite extensive use of virtual environments in spatial research, relatively few direct comparisons have been made between human navigation in real and virtual environments (see Klatzky, Loomis, Beall, Chance, & Golledge, 1998; Sturz, Bodily, Katz, & Kelly,
Stimuli
The virtual environment (1,050 3 980 3 416 vu [length 3 width 3 height, measured in virtual units]) contained 25 raised bins (86 3 86 3 38 vu) arranged in a 5 3 5 matrix (see Figure 1 , middle of the keyboard, the mouse, and the left mouse button navigated within the environment. Headphones emitted auditory feedback. Experimental events were controlled and recorded using Half-Life Dedicated Server on an identical personal computer. for both groups and environments. A three-way mixed ANOVA on mean errors, with block (1-3), group (cues 1 pattern, pattern only), and environment (real, virtual) 
Group
testing
To confirm learning of the spatial relations among goal locations during testing (as opposed to a reduction in errors resulting from a decrease in return visits to any previously visited location or an increase in a tendency to select locations adjacent to a recently discovered goal location), an analysis similar to that used by Brown and Terrinoni (1996) was conducted in which the expected number of errors made to adjacent locations in the process of locating the fourth goal location, following discovery of the third goal location, was calculated.
Using the criteria that no participant made return visits to previously visited locations and that all the participants constrained their next responses to the three locations adjacent to the third goal location, three independent scenarios exist following discovery of the third goal location:
(1) Two of the three adjacent locations had been previously visited, (2) one of the three adjacent locations had panels). The room was illuminated by a light source centered 64 vu below the ceiling. The wall opposite the start location (labeled S in Figure 1 ) was lighter than the other three.
Procedure
The procedure for the virtual environment was identical to that for the real environment, with a few exceptions: (1) The participants were informed that they should locate the bins that transported them to the next virtual room, (2) the participants moved via keyboard keys (↑, forward; ↓, backward; ←, left; and , right; diagonal movement occurred if two appropriate keys were depressed simultaneously; movement of the mouse changed the view in a 360º sphere within the virtual environment), (3) auditory feedback indicated movement within the environment (footstep sounds), and (4) the participants selected a bin by jumping into it. To jump into a bin, the participants simultaneously moved forward (↑) and jumped (left mouse button). Auditory feedback indicated that a jump had occurred ("huh" sound). Selection of a goal bin resulted in auditory feedback (transport sound from Super Mario Bros.). Selection of a nongoal bin resulted in different auditory feedback (game over sound from Super Mario Bros.) and required the participants to jump out of the current bin and continue searching. Successful discovery of the first, second, and third goal locations was followed by auditory feedback, but only successful discovery of all four goal locations resulted in auditory feedback and a 1-sec intertrial interval in which the monitor went black and the participants progressed to the next trial.
training. Training in the virtual environment was identical to that in the real environment, with the exceptions that the four goal bins were marked in red for the cues 1 pattern group and the remaining bins were unmarked (white colored).
testing. Testing in the virtual environment was identical to that in the real environment.
ReSultS training
Search behavior was influenced by the visual cues or spatial relations among goal locations. Figure 2 shows mean errors during training for locating all four goal locations (i.e., completing a trial) plotted across trial blocks relevant (e.g., goal locations varied unpredictably with respect to these cues). As a result, theoretical accounts of spatial learning that make distinctions between features and geometry (e.g., Cheng, 1986; Gallistel, 1990) or landmarks and boundaries (i.e., Burgess, 2006 ) must be revised to incorporate spatial relations among locations and account for their immunity to cue competition. To the extent that lack of cue competition reveals the nature of isolated modules or systems, the present results suggest that spatial relations among locations may be an important defining feature of these modules or systems used in spatial learning.
A complete account of the present results requires not only an explanation for the lack of cue competition, but also an explanation for the opposite facilitation effect of visual cue learning on learning the spatial relations among goal locations. The facilitation may be related to the weighting of information learned about the spatial relations between locations. Specifically, it has been suggested that spatial information is weighted in inverse proportion to its variance (Cheng et al., 2007) . Assuming that the spatial relation between any two locations is weighted in inverse proportion to its variance and that spatial choices are based on this weighting, a goal location can serve as a useful cue for predicting the spatial location of the next goal location only if the spatial relations among goal locations are learned. As a result, discovery of each goal location would successively reduce uncertainty about the spatial location of the next goal location, but only if the spatial relations among goal locations were extracted and updated at each choice point. Importantly, uncertainty about the next goal location would decrease rapidly with successful discovery of each successive goal location.
The weightings of these spatial relations between locations would develop from experience with the consequences of spatial choices. Therefore, the participants in the pattern-only group would have weighted the spatial relations between locations solely on the basis of trial-anderror learning; however, the presence of the visual cues for participants in the cues 1 pattern group may have accelerated this weighting process, relative to trial-and-error learning, because the visual cues also served to constrain their spatial choices to goal locations.
An alternative explanation of facilitation may be related to information obtained through dead reckoning, a process in which an estimation of position relative to the point of departure is updated via speed of movement, direction of movement, and elapsed time of movement (for a review, see Etienne, Berlie, Georgakopoulos, & Maurer, 1998) . Specifically, it has been suggested that dead reckoning is involved not only in using spatial relations to navigate among known goal locations, but also in initial learning of the spatial relations between goal locations themselves (Brown, 2006) . Movement vectors from one goal location to the next may be integrated into a representation of the spatial arrangement of goal locations. Perhaps the visual cues allowed movement vectors to be better calibrated during training for the participants in the cues 1 pattern group.
Although such an explanation seems problematic in accounting for the virtual environment data, since vestibular been previously visited, and (3) none of the three adjacent locations had been previously visited.
Given that one of the three adjacent locations is the fourth goal location, each independent scenario yields an average number of errors in locating the fourth goal location following discovery of the third goal location: (1) 0 errors, (2) 0.5 errors, and (3) 1 error. Assuming equivalence in scenario likelihood, adjacent choices by participants based on chance would be expected to yield an average of 0.5 errors in the process of locating the fourth goal location after discovery of the third goal location (0 errors 1 0.5 errors 1 1 error/3 5 0.5). However, the participants in all the groups made significantly fewer than 0.5 errors in locating the fourth goal location following discovery of the third goal location (real environment, pattern only, M 5 0.08, SEM 5 0.05; real environment, cues 1 pattern, M 5 0.09, SEM 5 0.09; virtual environment, pattern only, M 5 0.19, SEM 5 0.11; virtual environment, cues 1 pattern, M 5 0.03, SEM 5 0.02), as was confirmed by one-sample, one-tailed t tests [t(19) 5 27.84, p , .001; t(19) 5 24.56, p , .001; t(19) 5 22.82, p , .001; and t(19) 5 228.37, p , .001, respectively] .
Although all the participants learned the spatial relations among goal locations, the participants in the cues 1 pattern group made fewer errors (M 5 4.83, SEM 5 0.23) during testing than did those in the pattern-only group (M 5 6.16, SEM 5 0.36), and despite qualitatively similar performance across environments, the participants in the real environment made fewer errors (M 5 4.71, SEM 5 0.27) than did those in the virtual environment (M 5 6.28, SEM 5 0.32). A three-way mixed ANOVA on mean errors, with block (1-3), group (cues 1 pattern, pattern only), and environment (real, virtual) Figure 3 shows mean errors during testing for locating all four goal locations (i.e., completing a trial), plotted across trial blocks by group (top panel) and environment (bottom panel).
dIScuSSIon
Participants in both environments learned the spatial relations among goal locations. However, during testing, the performance of the participants in both environments trained with visual cues was superior to that of those trained without these cues. Testing results indicate that the presence of the visual cues during training was not detrimental to learning the spatial relations among the goal locations. In contrast to the prediction of unitary-system models of spatial learning, no evidence was obtained for associative cue competition.
Previous failures to find cue competition in spatial learning have been accounted for by dual-system models (e.g., Burgess, 2006; Cheng, 1986; Gallistel, 1990) . However, neither of these models can account for the lack of cue competition in the present experiment, because both environmental geometry and the distance of goal locations from environmental boundaries were rendered ir-this extraction process that, coupled with the optical flow, may account for their superior performance, as compared with those engaged in the virtual environment task.
Two additional explanations for a lack of cue competition and evidence for facilitation of learning about spatial relations by visual cues should be noted: (1) verbal coding strategies employed by participants and (2) cue potentiation or feature enhancement (enhanced saliency of cues when paired together; Rescorla & Durlach, 1981 ; see also Miller & Shettleworth, 2007; Pearce et al., 2006) between the visual cues and the spatial relations. First, humans have sophisticated spatial language capacities, and it is possible that the participants used the visual cues to verbally encode the spatial relations among goal locations as an object that potentially rendered it immune to cue comfeedback was absent in the virtual environment task, dead reckoning has been shown to rely on both vestibular and optical information (Kearns, Warren, Duchon, & Tarr, 2002; Nico, Israël, & Berthoz, 2002) , and investigations of dead reckoning in virtual environments have allowed researchers to eliminate vestibular information (considered the primary input for return paths in mammals) and determine that visual information-specifically, optical flow-provides sufficient information for determination of a return path (Ellmore & McNaughton, 2004; Kearns et al., 2002) . Thus, dead reckoning, based on optical flow, may be an independent mechanism for extracting spatial relations. The additional vestibular input, available only to the participants engaged in the real environment task, may have served as an additional independent mechanism in petition (for a review, see Plumert & Spencer, 2007) . Second, cue potentiation or feature enhancement could have occurred between the visual cues and the spatial relations among goal locations, since the visual cues were coincident with the goal locations. Although the present experiment cannot explicitly rule out these explanations, future research could address these possibilities by increasing pattern complexity and dissociating visual cues from goal locations during training.
In conclusion, the results from the present real and virtual environment search tasks appear to be inconsistent with existing dual-system accounts of spatial learning, as well as those based on standard associative accounts (for reviews, see Burgess, 2006; Chamizo, 2003; Cheng, 1986; Gallistel, 1990) . Specifically, we found no evidence for cue competition in a search task when boundaries and environmental geometry were rendered irrelevant. This suggests that there are spatial cues other than environmental geometry or distance to boundaries that are immune to cue competition from landmarks. In addition, the present results add to a growing body of literature suggesting similarity in the mechanisms used by humans to navigate real and virtual environments.
