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LENGTH-EXPANDING LIPSCHITZ MAPS
ON TOTALLY REGULAR CONTINUA
VLADIMI´R SˇPITALSKY´
Abstract. The tent map is an elementary example of an interval map po-
ssessing many interesting properties, such as dense periodicity, exactness, Lip-
schitzness and a kind of length-expansiveness. It is often used in constructions
of dynamical systems on the interval/trees/graphs. The purpose of the present
paper is to construct, on totally regular continua (i.e. on topologically rectifi-
able curves), maps sharing some typical properties with the tent map. These
maps will be called length-expanding Lipschitz maps, briefly LEL maps. We
show that every totally regular continuum endowed with a suitable metric
admits a LEL map. As an application we obtain that every totally regular
continuum admits an exactly Devaney chaotic map with finite entropy and
the specification property.
1. Introduction
The tent map is the piecewise linear map f on the interval I = [0, 1] given by x 7→
2min{x, 1−x}. The properties of this map, conjugate to the full logistic map x 7→
4x(1 − x), include Lipschitzness, length-expansiveness (in a sense that it doubles
the length of every subinterval J of I not containing 1/2), exactness, specification,
finite positive topological entropy and dense periodicity, just to name a few. This
map, together with “generalized” tent maps, i.e. piecewise linear continuous maps
fk : I → I (k ≥ 3) fixing 0 and mapping linearly every interval [(i− 1)/k, i/k] onto
I, are frequently used in dynamics. Usefulness of these maps lies in the fact that on
one hand they are very simple (and so we have easy explicit formulae for iterates,
periodic points, horseshoes, etc.) and on the other hand they are very “powerful”.
They are often used in constructions of systems on the interval/trees/graphs with
special properties. For example, it is known that to construct a transitive map
on the unit interval with the smallest possible topological entropy, one can define
g : I → I in such a way that 1/2 is a fixed point, g maps linearly I0 = [0, 1/2]
onto I1 = [1/2, 1] and g|I1 : I1 → I0 is “tent-like”. Analogously one can define
a transitive map with the smallest possible entropy (1/n) log 2 on any n-star Sn
(n ≥ 3), see [2]; the map fixes the branch point of Sn, maps cyclically each branch
to the next one, all but one linearly and the remaining one in a “tent-like” way.
Unfortunately, when one wants to construct a map with given properties on
curves more general than graphs, he/she faces the problem that no direct analogue
of the tent map on such curves is known. Take e.g. the ω-star X , which is a very
simple dendrite defined as an infinite wedge of arcs. A construction of a transitive
finite entropy map on X is much more complicated then on n-stars and, as far as
2010 Mathematics Subject Classification. Primary 37B05, 37B20, 37B40; Secondary 54H20.
Key words and phrases. Lipschitz map, length-expanding map, tent map, totally regular con-
tinuum, rectifiable curve, exact Devaney chaos, specification property.
2 VLADIMI´R SˇPITALSKY´
we know, no such construction has been available in literature. The only result in
this direction known to us is the theorem of Agronsky and Ceder [1] stating that
any finite-dimensional Peano continuum (hence also the ω-star) admits a transitive
map; however, the proof does not say anything about the entropy of the map.
The purpose of the present paper is to construct, on continua more general than
graphs, a family of maps sharing some typical properties with the tent map. Since
the key property of these maps will deal with the length (Hausdorff one-dimensional
measure) of subcontinua and their images, the natural class of spaces to consider
is the class of rectifiable curves, i.e. continua of finite length. Topologically they
coincide with the class of totally regular continua. Recall that a continuum X
is totally regular if for every point x ∈ X and every countable set P ⊆ X there
is a basis of neighborhoods of x with finite boundary not intersecting P . This
notion was introduced in [20], but the class of these continua was studied a long
time before, see e.g. [21, 8, 10, 9]. For more details on totally regular continua see
Section 3.4.
Before stating the main results of the paper we need to introduce the notion
of a length-expanding Lipschitz map. Let X be a non-degenerate totally regular
continuum. We say that a family C of non-degenerate subcontinua of X is dense
if every nonempty open set in X contains a member of C. Recall that a map f :
(X, d)→ (X ′, d′) between metric spaces is Lipschitz-L if d′(f(x), f(y)) ≤ L · d(x, y)
for every x, y ∈ X . For a metric space (X, d), the Hausdorff one-dimensional
measure is denoted by H1d.
Definition A. Let X = (X, d), X ′ = (X ′, d′) be non-degenerate (totally regular)
continua of finite length and let C, C′ be dense systems of subcontinua of X,X ′,
respectively. We say that a continuous map f : X → X ′ is length-expanding with
respect to C, C′ if there exists ̺ > 1 (called length-expansivity constant of f) such
that, for every C ∈ C, f(C) ∈ C′ and
(1.1) if f(C) 6= X ′ then H1d′(f(C)) ≥ ̺ · H
1
d(C).
Moreover, if f is surjective and Lipschitz-L we say that f : (X, d, C)→ (X ′, d′, C′)
is (̺, L)-length-expanding Lipschitz. Sometimes we briefly say that f is (̺, L)-LEL
or only LEL. On the other hand, when we wish to be more precise, we say that f
is (C, C′, ̺, L)-LEL.
A few comments are necessary. Assume that f : (X, d, C)→ (X ′, d′, C′) is (̺, L)-
LEL and denote by CX and CX′ the systems of all subcontinua of X and X ′,
respectively. Obviously, then also f : (X, d, C) → (X ′, d′, CX′) is (̺, L)-LEL. How-
ever, one cannot claim that f : (X, d, CX) → (X ′, d′, C′) is (̺, L)-LEL. In fact, for
some spaces (X, d), (X ′, d′) there is no LEL map f : (X, d, CX)→ (X ′, d′, CX′). For
instance this is the case when X is the ω-star and X ′ = I. To show this, suppose
that there is a (̺, L)-LEL map f : (X, d, CX)→ (X ′, d′, CX′). Take k ∈ N such that
̺ > L/k and find a k-star C in X such that every edge of C is mapped onto the
same proper subinterval of X ′. Then H1d′(f(C)) ≤ (L/k) · H
1
d(C) < ̺ · H
1
d(C), a
contradiction.
Our first result says that in the special case when X = X ′ and C = C′, LEL maps
have interesting dynamical properties. (For the definitions of the corresponding
notions, see Section 3.)
Proposition B. Let f : (X, d, C)→ (X, d, C) be a LEL map. Then f is exact and
has finite positive entropy. Moreover, if f is the composition ϕ ◦ ψ of some maps
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ψ : X → I and ϕ : I → X, then f has the specification property and so it is exactly
Devaney chaotic.
The above mentioned tent-like maps fk : I → I (where k ≥ 3 and I is endowed
with the Euclidean metric dI) are (CI , CI , k/2, k)-LEL, where CI is the system of
all non-degenerate closed subintervals of I. Here k ≥ 3 because the classical tent
map f2 is not (CI , CI , ̺, L)-LEL for any ̺ > 1 and any L. However, it becomes
(CI , CI , ̺, L)-LEL (for some ̺ > 1 and L) after a slight change of the metric.
One can easily construct examples of LEL maps between arbitrary graphs, even
in the form of the composition ϕ ◦ ψ as in Proposition B; one can use e.g. the
maps from [3, Lemma 3.6]. Further, for a given continuum (X, d) of finite length,
one can often find C, C′ and construct LEL-maps ϕ : (I, dI , CI) → (X, d, C) and
ψ : (X, d, C′) → (I, dI , CI). However, it is not so easy to obtain C′ ⊇ C; this
inclusion is desirable since then also the composition ψ ◦ ϕ is LEL (see Lemma 9).
Our main results, the proofs of which were inspired by [1] and [6], assert that such
LEL maps can always be found provided we allow to change the metric on X (the
new metric still being compatible with the topology). Recall that a metric d on X
is convex if for every x, y ∈ X there is z ∈ X such that d(x, z) = d(z, y) = d(x, y)/2.
For two points a, b ∈ X of a continuum X , CutX(a, b) denotes the set of points
x ∈ X such that a, b lie in different components of X \ {x}.
Theorem C. For every non-degenerate totally regular continuum X and every
a, b ∈ X we can find a convex metric d = dX,a,b on X and Lipschitz surjections
ϕX,a,b : I → X, ψX,a,b : X → I with the following properties:
(a) H1d(X) = 1;
(b) the system C = CX,a,b = {ϕX,a,b(J) : J is a closed subinterval of I} is a
dense system of subcontinua of X;
(c) for every ̺ > 1 there are a constant L̺ (depending only on ̺) and (̺, L̺)-
LEL maps
ϕ : (I, dI , CI)→ (X, d, C) and ψ : (X, d, C)→ (I, dI , CI)
with ϕ(0) = a, ϕ(1) = b , ψ(a) = 0 and such that ϕ = ϕX,a,b ◦ fk, ψ =
fl ◦ ψX,a,b for some k, l ≥ 3.
Moreover, if CutX(a, b) is uncountable, d, ϕ, ψ can be assumed to satisfy
(d) d(a, b) > 1/2 and ψ(b) = 1.
Theorem D. Keeping the notation from Theorem C, for every ̺ > 1, every non-
degenerate totally regular continua X,X ′ and every points a, b ∈ X, a′, b′ ∈ X ′
there are a constant L̺ (depending only on ̺) and (̺, L̺)-LEL map
f : (X, dX,a,b, CX,a,b)→ (X
′, dX′,a′,b′ , CX′,a′,b′)
with f(a) = a′ and, provided CutX(a, b) is uncountable, f(b) = b
′. Moreover, f can
be chosen to be the composition ϕ ◦ψ of two LEL-maps ψ : X → I and ϕ : I → X ′.
In [1] it was shown that every non-degenerate finite-dimensional Peano con-
tinuum admits an exactly Devaney chaotic map and that every finite union of
non-degenerate finite-dimensional Peano continua admits a Devaney chaotic map.
Theorem D and Proposition B imply the following results which, on one hand, deal
with smaller class of spaces, but on the other hand ensure finiteness of the entropy.
Corollary E. Every non-degenerate totally regular continuum admits an exactly
Devaney chaotic map with finite positive entropy and specification.
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Corollary F. Every finite union of non-degenerate totally regular continua admits
a Devaney chaotic map with finite positive entropy.
In a subsequent paper we deal with the problem of determining the infima of
entropies of transitive/exact/(exactly) Devaney chaotic maps on a given totally
regular continuum and we show that under some conditions this infimum is zero.
The constructions are heavily based on Theorems C and D. To illustrate usefulness
of LEL maps let us sketch here an example which shows how easy is to construct a
small entropy transitive system on the ω-star.
Example 1. Let X be the ω-star with the branch point a and edges Ai (i = 1, 2 . . . );
i.e. X =
⋃
iAi and Ai ∩ Aj = {a} for every i 6= j. Take arbitrarily large k, put
Y =
⋃
i≥k Ai and define a convex metric d on X in such a way that it coincides
with dY,a,a on Y and each of the sets A1, . . . , Ak−1 has length 1. Fix ̺ > 1. By
Theorem C there are (̺, L̺)-maps fk−1 : Ak−1 → Y , fk : Y → A1 fixing a. Let
fi : Ai → Ai+1 (i = 1, . . . , k − 2) be isometries fixing a. Then it suffices to define
f : X → X by f |Ai = fi for i < k and f |Y = fk. The map f
k|Y : Y → Y is exact
and has dense periodic points by Proposition B; moreover, it is Lipschitz-L2̺. So f
is Devaney chaotic with entropy h(f) ≤ (2/k) logL̺, where L̺ does not depend on
k.
The paper is organized as follows. In the next section we give an outline of the
proofs of Theorems C and D. In Section 3 we recall all the needed definitions and
facts. In Section 4 we prove some basic properties of LEL maps. The main part
of the paper — Sections 5 and 6 — are devoted to the construction of LEL maps
from the unit interval onto a given totally regular continuum and vice versa, see
Proposition 25. Finally, in Section 7 we prove the main results of the paper, namely
Theorems C, D and Corollaries E, F.
2. Outline of the proofs of Theorems C and D
Since the proofs of Theorems C and D consist of a series of lemmas and propo-
sitions, for reader’s convenience we decided to summarize here the main steps of
them. To increase readability we skip some technical details, hence the outline is
only “informal” view of the proofs.
In Section 5, for a given totally regular continuum X , we construct a convex
metric d and two Lipschitz-1 surjections g : [0, α] → (X, d) and h : (X, d) → [0, β]
such that H1d(X) ≤ 1 and
γ · |J | ≤ H1d(g(J)) ≤ Γ · |h ◦ g(J)|
for every closed subinterval J of [0, α], where 0 < γ < Γ are constants not depending
on J ; see Lemma 24. The metric d and maps g, h are defined as follows.
• By [6] we can realize X as the inverse limit
X = lim
←−
(Xn, fn)
of graphs Xn with monotone surjective bonding maps fn : Xn+1 → Xn
(n = 1, 2, . . . ), see (5.6). We may assume that for every n there is exactly
one point x˜n of Xn having non-degenerate fn-preimage X˜n+1 = f
−1
n (x˜n).
• The convex metric d is defined by
d(x, y) = sup
n∈N
dn(xn, yn) for x = (xn)n, y = (yn)n ∈ X,
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see (5.15). Here the metric d1 on X1 is defined by Lemma 12 and (5.7),
and the metrics dn on Xn (n ≥ 2) are defined inductively in such a way
that dn “coincides” with dn−1 on Xn \ X˜n and the length of X˜n is “very
small” when compared to the length of any edge of Xn−1, see (5.8)–(5.10).
• In Lemmas 13–15 we prove that d is a convex metric on X compatible with
the topology and that H1d(X) ≤ 1.
• In (5.18) we define g : [0, α]→ X as the inverse-limit map
g = lim←− gn,
where gn : [0, αn] → Xn are natural parametrizations of appropriately
chosen paths in Xn; see (5.11)–(5.14).
• The map h : X → [0, β] is defined in (5.19) simply by
h(x) = d(a, x) for x ∈ X,
where a ∈ X is a point fixed in advance.
• In Lemma 24 we summarize the properties of d, g and h.
ϕ(J)
X = (X, d)
0 1 0 1J ψ ◦ ϕ(J)
ϕ ψ
Figure 1. The maps ϕ and ψ
In Section 6 we construct LEL maps ϕ : I → X and ψ : X → I basically by linear
reparametrizations of g, h, see Proposition 25, Corollary 26 and, for an illustration,
Figure 1.
Using the above described tools and results, Theorems C and D can already be
easily proved (the proofs themselves can be found in Section 7).
3. Preliminaries
Here we briefly recall all the notions and results which will be needed in the rest
of the paper. The terminology is taken mainly from [16, 19, 17, 12].
If M is a set, its cardinality is denoted by #M . The cardinality of infinite
countable sets is denoted by ℵ0. If M is a singleton set we often identify it with
its only point. We write N for the set of positive integers {1, 2, 3, . . .}, R for the
set of reals and I for the unit interval [0, 1]. By an interval we mean any nonempty
connected subset of R (possibly degenerate to a point). For intervals J, J ′ we write
J ≤ J ′ if t ≤ s for every t ∈ J , s ∈ J ′.
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By a space we mean any nonempty metric space. A space is called degenerate
provided it has only one point; otherwise it is called non-degenerate. If E is a
subset of a space X = (X, d) we denote the closure, the interior and the boundary
of E by E, int(E) and ∂E, respectively, and we write d(E) for the diameter of E.
We say that two sets E,F ⊆ X are non-overlapping if they have disjoint interiors.
For x ∈ X and r > 0 we denote the closed ball with the center x and radius r by
B(x, r). If f is a map defined on X and C is a system of subsets of X we denote
the system {f(C) : C ∈ C} by f(C).
A (discrete) dynamical system is a pair (X, f) where X = (X, d) is a compact
metric space and f : X → X is a continuous map. For n ∈ N we denote the
composition f ◦ f ◦ · · · ◦ f (n-times) by fn. A point x ∈ X is a periodic point of f
if fn(x) = x for some n ∈ N. The topological entropy of a dynamical system (X, f)
is denoted by h(f). We say that (X, f) is (topologically) transitive if for every
nonempty open sets U, V ⊆ X there is n ∈ N such that fn(U) ∩ V 6= ∅. A system
(X, f) is (topologically) exact or locally eventually onto if for every nonempty open
subset U of X there is n ∈ N such that fn(U) = X . Further, (X, f) is Devaney
chaotic (exactly Devaney chaotic) provided X is infinite, f is transitive (exact)
and has dense set of periodic points. Finally, a system (X, f) is said to satisfy the
specification property if for every ε > 0 there is m such that for every k ≥ 2, for
every k points x1, . . . , xk ∈ X , for every integers a1 ≤ b1 < · · · < ak ≤ bk with
ai − bi−1 ≥ m (i = 2, . . . , k) and for every integer p ≥ m+ bk − a1, there is a point
x ∈ X with fp(x) = x such that
d(fn(x), fn(xi)) ≤ ε for ai ≤ n ≤ bi, 1 ≤ i ≤ k.
3.1. Continua. A continuum is a connected compact metric space. A cut point
(or a separating point) of a continuum X is any point x ∈ X such that X \ {x} is
disconnected. A point x of a continuum X is called a local separating point of X
if there is a connected neighborhood U of x such that U \ {x} is not connected.
If a, b are points of X then any cut point of X such that a, b belong to different
components of X \ {x} is said to separate a, b. The set of all such points is denoted
by Cut(a, b) or CutX(a, b). If a = b then obviously Cut(a, b) = ∅.
Let X be a continuum, let x ∈ X and let m be a cardinal number. We say that
the order of x is at most m, written ordX(x) ≤ m, provided X has a local basis
of open neighborhoods of X the boundary of which has cardinality at most m. If
m is the least such cardinal we write ordX(x) = m with one exception: if m = ℵ0
and x has a basis of neighborhoods with finite boundary, we write ordX(x) = ω.
If ordX(x) = ω or ordX(x) is finite we say that x has finite order and we write
ordX(x) ≤ ω. The points of order 1 are called end points, the points of order 2 are
called ordinary points and the points of order at least 3 are called branch points of
X ; the sets of all end, ordinary and branch points are denoted by E(X), O(X) and
B(X), respectively.
Tightly connected with the order of a point is the following notion, see e.g. [21]. A
point x of a continuum X is said to be of degree m, written degX(x) = m, provided
m is the least cardinal such that for every ε > 0 there exists an uncountable family
of neighborhoods of x with diameters less than ε, each having the boundary of
cardinality at most m and such that for any two neighborhoods U, V either U ⊆ V
or V ⊆ U . Again if m = ℵ0 and the neighborhoods can be chosen with finite
boundary we write degX(x) = ω instead of degX(x) = ℵ0. We say that x has
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finite degree and write degX(x) ≤ ω if the degree of x is either finite or ω. Trivially
always ordX(x) ≤ degX(x) but there are examples when ordX(x) < degX(x); e.g. if
X is the Sierpin´ski triangle then the order of every point x ∈ X is at most 4 and
the degree is equal to the cardinality of the continuum [21].
Let X be a continuum. A metric d on X is said to be convex provided for every
distinct x, y ∈ X there is z ∈ X such that d(x, z) = d(z, y) = d(x, y)/2. By [4,
Theorem 8] every locally connected continuum admits a compatible convex metric.
3.2. Graphs. An arc A in X is any homeomorphic image of the unit interval I;
the end points of A are the images of the points 0, 1. A simple closed curve is any
homeomorphic image of the unit circle S1.
By a graph we mean a continuum which can be written as the union of finitely
many arcs which are either disjoint or intersect only at their end points. These
arcs are called edges and their end points are called vertices of the graph. So we
allow vertices of order 2 and thus the edges and vertices are not defined uniquely.
Notice also that we do not allow simple closed curves to be edges of a graph. By a
subgraph of a graph G we mean any non-degenerate subcontinuum H of G; so the
vertices/edges of H need not be vertices/edges of G.
Let G = (G, d) be a graph with H1d(G) < ∞ and let a, b be vertices of G. By
a path in G from a to b we mean a sequence π = a0E1a1E2 . . . ak−1Ekak, where
ai (i = 0, . . . , k) are vertices of G such that a0 = a, ak = b and Ej (j = 1, . . . , k)
are edges of G with end points aj−1, aj ; the number k will be called the length of
the path π. A natural parametrization of a path π = a0E1a1E2 . . . ak−1Ekak is any
continuous map κ : J → G defined on a compact interval J = [s, t] ⊆ R such that
κ(s) = a0, κ(t) = ak and we can write J as the union J1 ∪ J2 ∪ · · · ∪ Jk of non-
overlapping closed subintervals such that J1 ≤ J2 ≤ · · · ≤ Jk and the restriction of
κ|Jj : Jj → Ej is an isometry for every j = 1, . . . , k.
3.3. Hausdorff one-dimensional measure and Lipschitz maps. For a Borel
subset B of a metric space (X, d) the one-dimensional Hausdorff measure of B is
defined by
H1d(B) = lim
δ→0
H1d,δ(B), H
1
d,δ(B) = inf
{
∞∑
i=1
d(Ei) : B ⊆
∞⋃
i=1
Ei, d(Ei) < δ
}
.
We say that (X, d) has finite length if H1d(X) <∞. By e.g. [13, Proposition 4A],
(3.1) H1d(C) ≥ d(C) whenever C is a connected Borel subset of X.
If A ⊆ X is an arc then H1d(A) is equal to the length of A [12, Lemma 3.2]. In
the case when (X, d) is the Euclidean real line R and J ⊂ R is an interval H1d(J) is
equal to the length of J and we denote it simply by |J |.
If (X, d) is a continuum of finite length endowed with a convex metric d, then it
has the so-called geodesic property (see e.g. [13, Corollary 4E]): for every distinct
x, y ∈ X there is an arc A with end points x, y such that d(x, y) = H1d(A); any
such arc A is called a geodesic arc or shortly a geodesic. Every subarc of a geodesic
is again a geodesic. If x, y are the end points of a geodesic A and z ∈ A then
d(x, y) = d(x, z) + d(z, y).
A map f : (X, d) → (Y, ̺) between metric spaces is called Lipschitz with a
Lipschitz constant L ≥ 0, shortly Lipschitz-L, provided ̺(f(x), f(x′)) ≤ L · d(x, x′)
for every x, x′ ∈ X ; the smallest such L is denoted by Lip(f) and is called the
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Lipschitz constant of f . If f : X → Y is Lipschitz-L then H1̺(f(B)) ≤ L · H
1
d(B)
for every Borel set B ⊂ X such that f(B) is Borel-measurable [12, p. 10]. We omit
the proof of the following lemma.
Lemma 2. Let X = (X, d) be a non-degenerate (totally regular) continuum of
finite length and let ϕ : I → X be a Lipschitz surjection. Put
C = ϕ(CI) = {ϕ(J) : J is a non-degenerate closed subinterval of J}.
Then the following hold:
(1) C is a dense system of subcontinua of X;
(2) for every ε > 0 the space X can be covered by some C1, . . . , Ck ∈ C satisfying
H1d(Ci) < ε for i = 1, . . . , k.
3.4. Totally regular continua. By e.g. [16, 20], a continuum X is called
• a dendrite if it is locally connected and contains no simple closed curve;
• a local dendrite if it is locally connected and contains at most finitely many
simple closed curves;
• completely regular if it contains no non-degenerate nowhere dense subcon-
tinuum;
• totally regular if for every x ∈ X and every countable set P ⊆ X there is a
basis of neighborhoods of x with finite boundary not intersecting P ;
• regular if every x ∈ X has a basis of neighborhoods with finite boundary,
i.e. ordX(x) ≤ ω for every x;
• hereditarily locally connected if every subcontinuum of X is locally con-
nected;
• rational if every x ∈ X has a basis of neighborhoods with countable bound-
ary, i.e. ordX(x) ≤ ℵ0 for every x;
• a curve if it is one-dimensional.
Notice that (local) dendrites as well as completely regular continua are totally
regular and (totally) regular continua are hereditarily locally connected, hence they
are locally connected curves. Totally regular continua are also called continua of
finite degree since they are just those continua X for which every point x has finite
degree degX(x) ≤ ω [8]. This and other conditions equivalent to total regularity
are summarized in the following theorem.
Theorem 3. For a continuum X the following are equivalent:
(1) X is totally regular;
(2) X is of finite degree (i.e. degX(x) ≤ ω for every x);
(3) X has a (convex) metric d such that (X, d) has finite length;
(4) X has a (convex) metric d such that (X, d) is a Lipschitz image of the unit
interval;
(5) X has a (convex) metric d such that for every x ∈ X and for almost every
r > 0 the boundary of the closed ball B(x, r) is finite;
(6) every non-degenerate subcontinuum of X contains uncountably many local
separating points;
(7) X is locally connected and for every disjoint closed sets E,F ⊆ X there are
disjoint perfect sets N1, . . . , Nk such that every subcontinuum of X inter-
secting both E and F contains some Ni.
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Proof. The equivalence of (1), (2), (3), (6) and (7) follows from [8], [21], [10], [15]
and [9]. Immediately (4) implies (3) and (5) implies (2). By e.g. [14, Lemma 2A],
(3) implies (4). Finally, the fact that (3) implies (5) follows from the following
inequality (see e.g. [13, 1A(f)] or [18, Theorem 7.7]) applied to the map f : X → R,
f(x′) = d(x, x′). The inequality says that if f : (X, d)→ (Y, ̺) is Lipschitz-1 then
H1d(X) ≥
∫ ∗
Y
#∗f−1(y) dH1̺(y)
where #∗ denotes the cardinality of a finite set and ∞ for infinite sets and
∫ ∗
Y
h dµ
is the infimum of integrals
∫
Y
g dµ as g runs over µ-measurable functions from Y
to [0,∞] such that g ≥ h. Hence if (X, d) has finite length then f−1(y) is finite for
H1̺–almost every y ∈ Y . 
By [9], if d is a metric on a totally regular continuum X with H1d(X) < ∞
then there is a (unique) convex metric d∗ on X such that d∗(x, y) ≥ d(x, y) for
every x, y ∈ X and H1d∗(B) = H
1
d(B) for every Borel B ⊆ X ; it is defined by
d∗(x, y) = inf
{
H1d(A) : A is an arc from x to y
}
.
3.5. Monotone inverse limits. An inverse sequence is a sequence (Xn, fn)n∈N
where Xn is a compact metric space and fn : Xn+1 → Xn is a continuous map for
every n ∈ N. The inverse limit of an inverse sequence (Xn, fn)n∈N is the subspace
X∞ = lim←−
(Xn, fn) of the product
∞∏
n=1
Xn given by
X∞ = lim←−
(Xn, fn) =
{
(xn)
∞
n=1 ∈
∞∏
n=1
Xn : fn(xn+1) = xn for every n ∈ N
}
.
The maps fn are called bonding maps. For n ∈ N the projection from X∞ onto the
n-th coordinate will be denoted by πn : X∞ → Xn. From now on we will assume
that every fn (and hence every πn) is surjective.
A fundamental result states that the inverse limit of continua is a continuum
[19, Theorem 2.1]. Moreover, if the dimension of every Xn is at most d then also
dimX∞ ≤ d [11, Theorem 1.13.4]. Hence the inverse limit of curves is a curve.
The special case important for us is when the bonding maps are monotone.
(Recall that a continuous map f : X → Y is monotone if every preimage f−1(y) is
connected.) Then also every projection map πn is monotone [17, Proposition 2.1.13].
The following theorem combines [17, Corollary 2.1.14], [20, Theorem 3.6] and [19,
Theorem 10.36].
Theorem 4. Let X∞ = lim←−
(Xn, fn) be the inverse limit of continua Xn with
surjective monotone bonding maps. If every Xn is locally connected (totally regular,
a dendrite) then also X∞ is locally connected (totally regular, a dendrite).
It is often the case that a continuum X is homeomorphic to the inverse limit
of some “simpler” continua Xn. For example every continuum is the inverse limit
of compact connected polyhedra [19, Theorem 2.15] and every curve is the inverse
limit of graphs [11, Theorem 1.13.2]. Fundamental results for monotone inverse
limits and locally connected curves are summarized below, see [20, Theorem 2.2],
[6, Theorem 3] and e.g. the proof of [19, Theorem 10.32].
Theorem 5. Every locally connected curve (totally regular continuum, dendrite)
is the monotone inverse limit of regular continua (graphs, trees).
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Notice that for non-degenerate totally regular continua and for non-degenerate
dendrites the bonding maps fn in the previous theorem can be chosen such that
f−1n (x) is non-degenerate for exactly one point x.
The following theorem gives us a way to define the so-called induced map between
inverse limits, see e.g. [17, Theorems 2.1.46–48].
Theorem 6. Let (Xn, fn)n, (X
′
n, f
′
n)n be inverse sequences and let gn : Xn →
X ′n (n ∈ N) be continuous maps such that for every n the left-hand side diagram
commutes:
Xn+1
fn
−−−−→ Xn
gn+1
y ygn
X ′n+1
f ′n−−−−→ X ′n
X∞
πn−−−−→ Xn
g∞
y ygn
X ′∞
π′n−−−−→ X ′n
Then there is a unique continuous map g∞ = lim←−
gn : X∞ → X ′∞ such that for
every n the right-hand side diagram commutes. The map g∞ is given by
g∞(x1, x2, x3, . . . ) = (g1(x1), g2(x2), g3(x3), . . . ).
Moreover, if every gn is surjective (injective) then g∞ is surjective (injective).
4. Properties of length-expanding Lipschitz maps
Here we briefly state basic properties of the class of LEL maps. We start with
the proof of Proposition B stated in the introduction.
Proposition B. Let f : (X, d, C)→ (X, d, C) be a LEL map. Then f is exact and
has finite positive entropy. Moreover, if f is the composition ϕ ◦ ψ of some maps
ψ : X → I and ϕ : I → X, then f has the specification property and so it is exactly
Devaney chaotic.
Proof. Let f : (X, d, C)→ (X, d, C) be a (̺, L)-LEL map. Take any nonempty open
subset U of X and fix some C ∈ C contained in U . Then fn(C) ∈ C for every n.
If fn(C) 6= X for every n then H1d(f
n(C)) ≥ ̺n · H1d(C) → ∞ for n → ∞, which
contradicts the fact that X = (X, d) has finite length. So fn(U) ⊇ fn(C) = X for
some n, which proves the exactness of f .
Now assume that f = ϕ ◦ ψ. Since f is exact, also the factor f ′ = ψ ◦ ϕ : I → I
of f is exact. Hence f ′ has the specification property by [5]. By [7, 21.4] also f ,
being a factor of f ′, has the specification property. Finally, by [7, 21.3], f has dense
periodic points. 
Recall that dI denotes the Euclidean metric on I and CI is the system of all
non-degenerate closed subintervals of I. Note that the following lemma can be
substantially generalized, but for our purposes this version is sufficient.
Lemma 7. Let k ≥ 3 and fk : I → I be the piecewise linear map fixing 0 and
mapping every [(i− 1)/k, i/k] onto I. Then fk : (I, dI , CI)→ (I, dI , CI) is (k/2, k)-
LEL.
Proof. Only length-expansiveness needs a proof. Take any non-degenerate closed
subinterval J of I. If there is i such that J ⊇ [(i − 1)/k, i/k] then f(J) = I.
Otherwise there is i such that J = J0 ∪ J1 where J0 ⊆ ((i − 1)/k, i/k] and J1 ⊆
[i/k, (i+ 1)/k). Then |fk(J)| ≥ k ·max{|J0|, |J1|} ≥ (k/2) · |J |. 
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Lemma 8. Let f : (X, d, C) → (X ′, d′, C′) be a (̺, L)-LEL map. Then for every
D′ ⊇ C′, 1 < ̺′ ≤ ̺ and L′ ≥ L, the map f : (X, d, C)→ (X ′, d′,D′) is (̺′, L′)-LEL.
Lemma 9. Let f : (X, d, C) → (X ′, d′, C′) be (̺, L)-LEL and f ′ : (X ′, d′, C′) →
(X ′′, d′′, C′′) be (̺′, L′)-LEL. Then f ′ ◦ f : (X, d, C) → (X ′′, d′′, C′′) is (̺̺′, LL′)-
LEL.
Proof. Put g = f ′ ◦ f . Immediately Lip(g) ≤ LL′. Take any C ∈ C and put
C′ = f(C) ∈ C′. If C′ = X ′ then, by surjectivity of f ′, g(C) = X ′′. Otherwise
H1d′(C
′) ≥ ̺H1d(C) and, if f
′(C′) 6= X ′′, also H1d′′(f
′(C′)) ≥ ̺′H1d′(C
′); hence
H1d′′(g(C)) ≥ ̺̺
′H1d(C). 
5. Lipschitz-1 surjections g : [0, α]→ X, h : X → [0, β]
In this section we show that for a totally regular continuum X there are a
compatible convex metric d and two Lipschitz surjections g : [0, α] → (X, d), h :
(X, d)→ [0, β] such that
γ · |J | ≤ H1d(g(J)) ≤ Γ · |h ◦ g(J)|
for every closed subinterval J of [0, α], where 0 < γ < Γ are constants not depending
on J (see Lemma 24).
We start with a simple property of convex metrics on locally connected continua.
For a metric space X = (X, d) and a point a ∈ X put
(5.1) ha : X → R, ha(x) = d(a, x) for x ∈ X.
Lemma 10. Let X = (X, d) be a locally connected continuum endowed with a
convex metric d and let a ∈ X. Then
|ha(A)| ≥
1
2
· H1d(A)
for any free arc A in X.
Proof. Let y, z be the end points of A. For distinct u, v ∈ A we will denote by uv
the subarc of A with end points u, v. Let α be the length of A and let κ : [0, α]→ A
be the natural parametrization of A such that κ(0) = y and κ(α) = z. Put yt = κ(t)
for t ∈ [0, α]; hence H1d(ytys) = |s− t| for every different t, s ∈ [0, α].
For every t ∈ [0, α] such that yt 6= a take a geodesic arc At from a to yt. Assume
first that a is not an interior point of A. Since A is a free arc, every arc (hence also
every At) from a to a point of A must contain y or z. Take any t ∈ [0, α]. If y ∈ At
then d(a, yt) = d(a, y) + d(y, yt) = d(a, y) + t since At is geodesic. Analogously, if
z ∈ At then d(a, yt) = d(a, z) + d(z, yt) = d(a, z) + (α− t). So
ha(yt) = min{d(a, y) + t, d(a, z) + (α− t)}.
Hence immediately |ha(A)| ≥ α/2.
Now assume that a = ys for some s ∈ (0, α); without loss of generality we may
assume that H1d(ay) ≤ H
1
d(az). Then for every t ∈ [0, α], t 6= s the geodesic arc At
is either the subarc ayt of A or an arc containing both y and z. Hence
ha(yt) = min{|t− s|, s+ d(y, z) + (α − t)}.
So also in this case we easily have |ha(A)| ≥ α/2. 
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5.1. Admissible maps on graphs. Let G be a graph with a metric d and
let a, b be (not necessarily distinct) vertices of G. We say that a path π =
aEj1a1 . . . ak−1Ejkb in G (from a to b) is admissible provided every edge of G
is at least once but at most twice in π; moreover, if ai is a vertex of G of order 2
then Eji 6= Eji+1 (i.e. π “goes through” the ordinary vertices of G).
A continuous map κ from a compact interval J = [α, β] to G is called fully-
admissible or, more precisely, fully-admissible for (G, d) from a to b, if it is the
natural parametrization of some admissible path π from a to b. I.e. κ(α) = a, κ(β) =
b and there is an admissible path πκ = aEj1a1 . . . ak−1Ejkb and non-overlapping
compact intervals J1 ≤ J2 ≤ · · · ≤ Jk such that J = J1 ∪ · · · ∪ Jk and every
restriction κ|Ji : Ji → Eji is an isometry.
A map is called admissible if it is a restriction of a fully-admissible map onto a
compact interval. Notice that any admissible map is finite-to-one and outside of
a finite set (the set of points mapped to the vertices of G) is at most two-to-one.
Moreover, admissible maps are Lipschitz-1 provided the metric d is convex. The
following lemma can be easily proved by induction on the number of edges of G.
Lemma 11. Let G be a graph and let a, b be vertices of G. Then there is a fully-
admissible map κ : [α, β]→ G for G from a to b.
Lemma 12. Let 0 < q < 1 and let G be a graph. Then there is a convex metric
d on G such that for every admissible map κ : J → G and every vertex a of G it
holds that
H1d(κ(J)) ≥
1
2
· |J | and |ha ◦ κ(J)| ≥
1− q
6
· H1d(κ(J)).
Moreover, |ha(G)| ≥
1− q
2
· H1d(G).
Proof. Fix any 0 < q < 1. Let G be a graph and let E0, . . . , Ek be the edges of G.
Take a convex metric d on G such that H1d(G) <∞ and
(5.2) H1d(Ei) ≤ q · H
1
d(Ei−1) for every i ≥ 1.
Such a metric can be constructed as follows: We may assume that G is a subset of
R3 endowed with the Euclidean metric and that the (Euclidean) lengths of edges of
G are finite and exponentially decreasing with quotient q. Then it suffices to take
the convex metric on G generated by the Euclidean one.
Let a be a vertex of G and let κ : J → G be an admissible map for (G, d);
put Y = κ(J). Let π = a0Ei1a1Ei2 . . . ak−1Eikak be the admissible path given
by a fully-admissible extension of κ. Since π is admissible, we immediately have
H1d(Y ) ≥
1
2 · |J |.
Now we show the lower bound for the length of ha(Y ). Realize that there are at
most two indices j such that
(5.3) Y ∩ Ej is non-degenerate and Y 6⊇ Ej
(indeed, for any such j the edge Ej must contain the κ-image of an end point of J in
its interior). For simplicity we will assume that there are exactly two j’s satisfying
(5.3) — we denote them by j1, j2 — and that there is an index j such that Ej ⊆ Y ;
the other cases can be described analogously. Let j0 be the smallest index j such
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that Ej ⊆ Y . Then using (5.2) we have
H1d(Y ) =
∑
j
H1d(Ej ∩ Y ) ≤ H
1
d(Ej1 ∩ Y ) +H
1
d(Ej2 ∩ Y ) +
∑
j≥j0
H1d(Ej) ≤
≤ H1d(Ej1 ∩ Y ) +H
1
d(Ej2 ∩ Y ) +H
1
d(Ej0 )/(1− q).
(5.4)
On the other hand, Lemma 10 gives
|ha(Y )| ≥ max{|ha(Ej1 ∩ Y )|, |ha(Ej2 ∩ Y )|, |ha(Ej0)|}
≥
1
2
·max{H1d(Ej1 ∩ Y ),H
1
d(Ej2 ∩ Y ),H
1
d(Ej0 )}.
The simple fact that
(5.5) max
i=1,...,p
ci ≤
p∑
i=1
ci ≤ p · max
i=1,...,p
ci for any non-negative c1, . . . , cp,
applied to (5.4) immediately implies |ha(Y )| ≥ H
1
d(Y ) · (1− q)/6.
The final assertion of the lemma follows from the facts thatH1d(G) ≤ H
1
d(E0)/(1−
q) and |ha(G)| ≥ |ha(E0)| ≥ H1d(E0)/2 by Lemma 10. 
5.2. The construction of d, g, h. Now we embark on the construction of a
convex metric d on X and Lipschitz surjections g : [0, α]→ X , h : X → [0, β] for a
given totally regular continuum X (see Lemma 24).
Let 0 < q < 1, letX be a non-degenerate totally regular continuum and let a, b be
two points of X . By [6] there is an inverse sequence (Xn, fn)n∈N of graphs Xn with
monotone surjective bonding maps fn : Xn+1 → Xn such that X is (homeomorphic
to) the inverse limit
(5.6) lim
←−
(Xn, fn) .
Without loss of generality we may assume that for every integer n ≥ 1 the following
hold:
• there is x˜n ∈ Xn such that X˜n+1 = f−1n (x˜n) is a non-degenerate subgraph
of Xn+1;
• f−1n (x) is a singleton for every x 6= x˜n;
• x˜n is a vertex of Xn;
• every vertex of X˜n+1 is a vertex of Xn+1; moreover, every point of the
boundary (in Xn+1) of X˜n+1 is a vertex of both X˜n+1 and Xn+1; so an
edge of X˜n+1 is also an edge of Xn+1;
• the fn-preimage of every vertex x 6= x˜n of Xn is a vertex of Xn+1; so the
fn-image of any edge in Xn+1 which is not an edge of X˜n+1 is a free arc
contained in an edge of Xn.
Let πn : X → Xn (n ∈ N) be the natural projections; put an = πn(a), bn = πn(b).
We may assume that an, bn are vertices of Xn and, if a 6= b, a1 6= b1 (otherwise we
remove finitely many of the first Xn’s). Then an 6= bn for every n provided a 6= b.
Let d1 be a convex metric on X1 obtained using Lemma 12 such that
(5.7) H1d1(X1) = 1− q
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and let g1 : I1 → X1 be a fully-admissible map for (X1, d1) from a1 to b1. Assume
that n ≥ 2 and that for every 1 ≤ m ≤ n− 1 we have defined a metric dm on Xm,
maps gm : Im → Xm and, provided m ≥ 2, a map ̺m−1 : Im → Im−1. Put
(5.8) µn−1 = min{H
1
dn−1
(E) : E is an edge of Xn−1}.
Let d˜n be a convex metric on X˜n obtained from Lemma 12 such that
(5.9) H1
d˜n
(X˜n) <
q · µn−1
2p
where p = #g−1n−1(x˜n−1).
Denote by dn the only convex metric on Xn such that for every edge E of Xn and
every two points x, y ∈ E the following holds:
(5.10) dn(x, y) =
{
d˜n(x, y) if E ⊆ X˜n;
dn−1(fn−1(x), fn−1(y)) otherwise.
Let s1 < s2 < · · · < sp be the points of In−1 mapped by gn−1 to x˜n−1. Write
In−1 as the union J
′
0 ∪ J
′
1 ∪ · · · ∪ J
′
p of non-overlapping compact subintervals such
that J ′0 ≤ s1 ≤ J
′
1 ≤ s2 · · · ≤ sp ≤ J
′
p (here J
′
0, J
′
p can be degenerate). For every
i = 1, . . . , p let K ′i be an interval and κi : K
′
i → (X˜n, d˜n) be a fully-admissible
map (see Lemma 11); the images of end points of K ′i will be fixed later. Now let
In = [0, αn] be a compact interval of length αn = |In−1| +
∑p
i=1|K
′
i| and define
gn : In → Xn by “concatenating” the maps
gn−1|J′0 , κ1, gn−1|J′1 , κ2, . . . , κp, gn−1|J′p .
I.e. we write In as the union of non-overlapping compact intervals
(5.11) In = J0 ∪K1 ∪ J1 ∪K2 · · · ∪Kp ∪ Jp
such that J0 ≤ K1 ≤ · · · ≤ Kp ≤ Jp and |Ji| = |J ′i |, |Kj | = |K
′
j | for every i, j; then
we define gn such that
(5.12) gn|Ji ≈ gn−1|J′i and gn|Kj ≈ κj for every i, j.
(Here we write f ≈ g for maps f, g defined on real intervals J,K if there is a
constant s0 such that J = K + s0 and f(s + s0) = g(s) for every s ∈ K.) By an
“appropriate” specification of κi-images of the end points of K
′
i we obtain that gn
is continuous and that gn(0) = an, gn(αn) = bn. Notice that
gn : In → (Xn, dn) is a natural parametrization of some
(not necessarily admissible) path in Xn from an to bn.
(5.13)
Let ̺n−1 : In → In−1 be the piecewise linear continuous surjection with slopes 0
and 1 which collapses every Ki into a point. For 1 ≤ k < n denote the composition
̺k◦̺k+1◦· · ·◦̺n−1 by ̺n,k : In → Ik; for convenience put ̺n,n = idIn . Analogously
define fn,k : Xn → Xk for 1 ≤ k ≤ n. Notice that the following diagram commutes
for every 1 ≤ k ≤ n:
(5.14)
Xn
fn,k
−−−−→ Xk
gn
x xgk
In
̺n,k
−−−−→ Ik
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After finishing the induction we obtain the metrics dn on Xn and the maps
gn : In → Xn. As in [6] define
(5.15) d(x, y) = sup
n∈N
dn(xn, yn) for x = (xn)n, y = (yn)n ∈ X.
(In Lemma 13 we will show that d is a convex metric on X .) Define also
I∞ = lim←−
(In, ̺n).
The corresponding projection map from I∞ onto In (n ∈ N) will be denoted by π′n.
It is easy to see that the map
η : I∞ → [0, α], (sn)n∈N 7→ t = lim
n→∞
sn = sup
n∈N
sn, where α = lim
n→∞
αn,
defines a homeomorphism of I∞ onto the interval [0, α], which is even isometry if
we use the following metric d′ on I∞ (see Lemma 16):
(5.16) d′(s, t) = sup
n
|sn − tn| for s = (sn)n, t = (tn)n ∈ I∞.
Since the diagrams in (5.14) commute, the surjective maps gn : In → Xn induce
the continuous surjective map g = lim
←−
{gn} : I∞ → X between I∞ = lim←−
(In, ̺n)
and X = lim
←−
(Xn, fn) such that the following diagram commutes
(5.17)
X
πn−−−−→ Xn
g
x xgn
I∞
π′n−−−−→ In
(see Theorem 6); the map g is given by
(5.18) g(s1, s2, s3 . . . ) = (g1(s1), g2(s2), g3(s3), . . . ).
Finally define hn : Xn → R, h : X → R by
(5.19) hn(xn) = dn(xn, an) for xn ∈ Xn, h(x) = d(x, a) for x ∈ X.
5.3. Properties of the metrics dn, d. Notice that (5.9) and the fact that every
X˜n is non-degenerate immediately give
(5.20) µn < q · µn−1 for every n ≥ 2.
Since µ1 ≤ 1− q by (5.7) we have
(5.21) µn ≤ q
n−1 · (1− q) for every n ∈ N.
Lemma 13. The map d is a convex metric on X compatible with the topology of
X.
Proof. (See [6].) Let n ≥ 2. From the definition (5.10) of the metrics dn we have
that for every x, y ∈ Xn, x′ = fn−1(x), y′ = fn−1(y)
(5.22) dn−1(x
′, y′) ≤ dn(x, y) < dn−1(x
′, y′) + q · µn−1
and that, for every free arc A in Xn \ int(X˜n),
(5.23) fn−1|A : A→ fn−1(A) is a bijection and H
1
dn
(A) = H1dn−1(fn−1(A)).
Combining (5.22) and (5.20) we obtain that for m > n
dm(xm, ym) < dn(xn, yn) + q · (µm−1 + · · ·+ µn) < dn(xn, yn) +
q
1− q
· µn,
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so, since µn ≤ qn−1µ1 ≤ qn−1(1 − q),
(5.24) dn(xn, yn) ≤ d(x, y) ≤ dn(xn, yn) + q
n for every n ∈ N, x, y ∈ X.
Hence d(x, y) is always finite. Since trivially d is symmetric, satisfies the triangle
inequality and d(x, y) = 0 if and only if x = y, d defines a metric on X .
To prove that the metric d is compatible with the topology of X it suffices to
show that any sequence (x(k))k converges to x in (X, d) if and only if (πnx
(k))k
converges to πnx in (Xn, dn) for every n. The implication from the left to the right
is trivial. Assume that limk dn(x
(k)
n , xn) = 0 for every n, where x
(k)
n = πnx
(k) and
xn = πnx. By (5.24) we have for every n
lim sup
k→∞
d(x(k), x) ≤ lim sup
k→∞
[
dn(x
(k)
n , xn) + q
n
]
= qn.
Since q < 1 we have that lim supk d(x
(k), x) = 0.
Now it suffices to show that d is convex. Let x = (xn)n, y = (yn)n ∈ X . For
every n the metric dn is convex so there is a point zn ∈ Xn such that
dn(xn, zn) = dn(yn, zn) =
1
2
· d(xn, yn).
Let z(n) ∈ X be such that πn(z(n)) = zn. Compactness of X gives that (z(n))n has
a subsequence (z(nk))k converging to a point z ∈ X . Now (5.24) gives
d(x, z) ≤ d(x, z(nk)) + d(z(nk), z) ≤ dnk(xnk , znk) + q
nk + d(z(nk), z)
=
1
2
· dnk(xnk , ynk) + q
nk + d(z(nk), z).
Using (5.24) and taking the limit k → ∞ and we obtain d(x, z) ≤ 12 · d(x, y).
Analogously, d(y, z) ≤ 12 · d(x, y) and so d(x, z) = d(y, z) =
1
2 · d(x, y). Hence d is
convex. 
The inequalities (5.24) immediately imply that for the diameters of a subset B
of X and its projections Bn = πn(B) (n ∈ N) it holds that
(5.25) dn(Bn) ≤ d(B) ≤ dn(Bn) + q
n.
In Lemma 15 we show a relation between the Hausdorff one-dimensional measure of
a subset of X and of its projections. To this end we need the following refinement
of (5.25) for the special case when B is a subcontinuum of X .
Lemma 14. Let Y be a subcontinuum of X and let n ∈ N. Put Yn = πn(Y ) and
for every integer k ≥ n put y˜k = fk,n(x˜k) ∈ Xn. Then
d(Y ) ≤ dn(Yn) + q ·
∑
k≥n, y˜k∈Yn
µk.
Proof. For m > n let Nm,n be the set of all integers k ∈ {n, n+ 1, . . . ,m− 1} such
that y˜k ∈ Yn. By the definition (5.15) of d it suffices to show that for every m > n
(5.26) dm(Ym) ≤ dn(Yn) + q ·
∑
k∈Nm,n
µk.
We prove this by induction through m−n. Assume first that m−n = 1; then Nm,n
is either the singleton {n} or an empty set according to whether y˜n = x˜n either
belongs to Yn or not. In the latter case y˜n = x˜n 6∈ Yn; since Yn+1 is a subgraph of
Xn+1, (5.23) and convexness of dn+1 give that dn+1(Yn+1) = dn(Yn). In the former
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case (when x˜n ∈ Yn) we analogously have dn+1(Yn+1) ≤ dn(Yn) + dn+1(X˜n+1) ≤
dn(Yn) + q · µn. Hence (5.26) is true for any m,n such that m− n = 1.
Now assume that for some p ≥ 1 (5.26) is true whenever m− n ≤ p; let m,n be
such that m− n = p+ 1. By the induction hypothesis
dm(Ym) ≤ dn+1(Yn+1) + q ·
∑
k∈Nm,n+1
µk
dn+1(Yn+1) ≤ dn(Yn) + q ·
∑
k∈Nn+1,n
µk.
Now (5.26) follows since Nm,n = Nm,n+1 ∪Nn+1,n (indeed, for k ≥ n+ 1 we have
fk,n+1(x˜k) ∈ Yn+1 if and only if fk,n(x˜k) ∈ Yn). 
Lemma 15. Let B ⊆ X be a closed set and let Bn = πn(B) ⊆ Xn for every n ∈ N.
Then
H1d(B) = sup
n∈N
H1dn(Bn) = limn→∞
H1dn(Bn).
Moreover, H1d(X) ≤ 1.
Proof. First realize that for every closed (open) set B ⊆ X the set Bn = πn(B) is
a closed (open) subset of Xn, hence Borel measurable. Moreover,
(5.27) H1d(B) ≥ H
1
dn
(Bn) for every n
since πn|B : (B, d)→ (Bn, dn) is Lipschitz-1. We need to show that
(5.28) H1d(B) ≤ sup
n∈N
H1dn(Bn).
We start with the case B = X . To this end take any δ > 0 and arbitrary n such
that qn < δ/2. Write Xn as the union
⋃k
i=1 Y
i of non-overlapping subgraphs Y i
such that for every i the diameter dn(Y
i) is less than δ/2 and the boundary ∂(Y i)
does not contain any y˜k = fk,n(x˜k) (k ≥ n). Then H1dn(Xn) =
∑k
i=1H
1
dn
(Y i). For
1 ≤ i ≤ k put Zi = π−1n (Y
i); this is a subcontinuum of X since πn is monotone.
By (5.25), d(Zi) ≤ dn(Y i) + qn < δ; since X =
⋃k
i=1 Z
i we have
H1d,δ(X) ≤
k∑
i=1
d(Zi).
Since for every k ≥ n there is just one i such that y˜k ∈ Y i, Lemma 14 gives
k∑
i=1
d(Zi) ≤
k∑
i=1

dn(Y i) + q · ∑
k≥n, y˜k∈Y i
µk

 ≤ k∑
i=1
dn(Y
i) + q ·
∞∑
k=n
µk.
Thus, using (5.21),
H1d,δ(X) ≤ H
1
dn
(Xn) + q
n.
Since this is true for every sufficiently large n we have H1d,δ(X) ≤ supnH
1
dn
(Xn).
So (5.28) is proved for B = X (recall that H1d(X) = limδ→0H
1
d,δ(X)).
Now let B be an arbitrary closed subset ofX and let ε > 0. Take n ∈ N such that
H1d(X) < H
1
dn
(Xn) + ε. Put Bn = πn(B) and C = X \ π−1n (Bn) = π
−1
n (Xn \ Bn).
Then B ∩ C = ∅ and H1d(C) ≥ H
1
dn
(Xn \Bn) by (5.27). So
H1d(B) ≤ H
1
d(X)−H
1
d(C) <
(
H1dn(Xn) + ε
)
−H1dn(Xn \Bn) = H
1
dn
(Bn) + ε.
Thus H1d(X) ≤ supnH
1
dn
(Bn) + ε. Since ε > 0 was arbitrary (5.28) follows.
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Finally, H1d(X) ≤ 1 follows from (5.28), (5.7) and (5.9). 
The following lemma describes the basic properties of the inverse limit space
(I∞, d
′) = lim
←−
(In, ̺n) (recall the definition of d
′ in (5.16)). The fact that I∞ is an
arc follows from general results. Indeed, I∞ is a locally connected continuum since
In’s are such and the bonding maps ̺n are monotone (see Theorem 4). Moreover,
I∞ is hereditarily unicoherent since every In is such [17, 2.1.26]. So I∞ is a dendrite.
Since I∞, being an arc-like continuum, does not contain a triod [17, 2.1.41], it must
be an arc. In our simple case, however, we can easily prove this fact “from scratch”.
Lemma 16. Put α = supn αn = limn αn (recall that αn is the length of In =
[0, αn]). Then α <∞ and the following hold:
(a) d′ is a metric on I∞ compatible with the topology;
(b) for every s = (sn)n, s
′ = (s′n)n ∈ I∞ we have
d′(s, s′) = lim
n→∞
|sn − s
′
n|
(c) the projection maps π′n : (I∞, d
′)→ In (n ∈ N) are Lipschitz-1;
(d) the map
η : (I∞, d
′)→ [0, α], s = (sn)n∈N 7→ t = lim
n→∞
sn = sup
n∈N
sn
is an isometry;
(e) for every subcontinuum J of I∞ it holds that
H1d′(J) = lim
n→∞
|Jn| = sup
n∈N
|Jn|, where Jn = π
′
n(J) for n ∈ N.
Proof. Since αn ≤ αn−1 + 2p · H1dn(X˜n) < αn−1 + q · µn−1 by (5.9), the finiteness
of α follows immediately from (5.20). The assertion (a) can be proved similarly as
the fact that d is a compatible metric on X (see Lemma 13). The assertion (b)
follows from (5.16) and the fact that every ̺n : In+1 → In is Lipschitz-1 (indeed, if
0 ≤ s′ < s ≤ αn+1 then 0 ≤ ̺n(s)−̺n(s
′) ≤ s−s′). Since (c) is immediate from the
definition (5.16) of d′ and (e) follows from (d) (indeed, H1d′(J) = |η(J)|), we only
need to show (d). First realize that every s = (sn)n∈N ∈ I∞ is a non-decreasing
sequence (in fact, every ̺n is Lipschitz-1 and ̺n(0) = 0) bounded from above by
α, hence η(s) is well defined. Continuity of η is trivial. Since η(0, 0, . . . ) = 0
and η(α1, α2, . . . ) = α, η is surjective. It remains to show that η is an isometry.
But this is trivial by (b): for any s = (sn)n, s
′ = (s′n)n ∈ I∞ we have d
′(s, s′) =
limn|sn − s′n| = |limn sn − limn s
′
n|. The proof is finished. 
5.4. Properties of the maps gn, hn. In what follows we prove that the lengths
of gn-images and hn ◦ gn images of any closed interval J ⊆ In are bounded from
below by some constant multiple of the length of J , where the constant does not
depend on n, J . Till the end of this subsection fix n ∈ N.
Lemma 17. Let J ⊆ In be a compact interval and let Y = gn(J), L = hn(Y ). If
Y contains at most one vertex of Xn then
H1dn(Y ) ≥
1
2
· |J | and |L| ≥
1
4
· H1dn(Y ).
Proof. By the assumption we can write J = J (0)∪J (1) and Y = Y (0)∪Y (1) such that
J (0), J (1) are non-overlapping compact intervals and, for i = 0, 1, Y (i) = gn(J
(i))
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is a free arc and gn|J(i) : J
(i) → Y (i) is an isometry (see (5.13)). For i = 0, 1 put
L(i) = hn(Y
(i)). Then the inequalities
max|J (i)| ≤ |J | ≤ 2 ·max|J (i)|
maxH1dn(Y
(i)) ≤ H1dn(Y ) ≤ 2 ·maxH
1
dn
(Y (i))
max|L(i)| ≤ |L|
together with Lemma 10 and H1dn(Y
(i)) = |J (i)| (i = 0, 1) give the assertions of the
lemma. 
Lemma 18. Let J ⊆ In be a compact interval and let Y = gn(J), L = hn(Y ).
Assume that Y contains at least two vertices of Xn and that Y
′ = fn−1(Y ) contains
at most one vertex of Xn−1. Then
H1dn(Y ) ≥
1
2
· |J | and |L| ≥
1− q
12
· H1dn(Y ).
Proof. Put Y ′ = fn−1(Y ). If Y ∩ X˜n is empty or degenerate we can proceed as in
the proof of the previous lemma, since under this assumption fn−1|Y : Y → Y
′ is
an isometry. So assume that Y ∩ X˜n is non-degenerate. Put J ′ = ̺n−1(J). Since
Y ′ = fn−1(Y ) contains at most one vertex of Xn−1, it is either degenerate or can
be written as the union of two free arcs. Using the fact that just one point (namely
the point x˜n−1) has non-degenerate fn−1-preimage, we have that J and Y can be
written as the non-overlapping unions
J = J0 ∪ J˜ ∪ J1 and Y = Y0 ∪ Y˜ ∪ Y1,
where (for i = 0, 1)
• J0 ≤ J˜ ≤ J1 are compact intervals (J0, J1 can be degenerate);
• Yi is either a degenerate subset of Xn or a free arc in Xn \ int(X˜n);
• gn|Ji : Ji → Yi is an isometry;
• Y˜ = gn(J˜) ⊆ X˜n is non-degenerate;
• gn|J˜ : J˜ → Y˜ is admissible.
(Notice that it can happen that Yi’s contain more than one vertex of Xn; however,
every vertex contained in the interior of Yi has order 2, so gn “goes-through” it, see
the definition of an admissible path.)
For i = 0, 1 put Li = hn(Yi); we have
H1d(Yi) = |Ji| and |Li| ≥
1
2
· H1d(Yi).
For L˜ = hn(Y˜ ) Lemma 12 gives
H1dn(Y˜ ) ≥
1
2
|J˜ | and |L˜| ≥
1− q
6
H1dn(Y˜ ).
Now the first inequality of Lemma 18 follows since
H1dn(Y ) ≥ H
1
dn
(Y˜ ) + max
i
H1dn(Yi) ≥ H
1
dn
(Y˜ ) +
1
2
·
(
H1dn(Y1) +H
1
dn
(Y2)
)
.
To show the second inequality it suffices to use (5.5) and the fact that either one
of J0, J1 is degenerate or Y˜ = X˜n and, in the latter case, |L˜| ≥
1−q
2 · H
1
dn
(Y˜ ) by
Lemma 12. 
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Lemma 19. Let Jn ⊆ In be a compact interval and let Yn = gn(Jn), Ln = hn(Yn).
For 1 ≤ m < n put
Jm = ̺n,m(Jn), Ym = fn,m(Yn) = gm(Jm) and Jm = hm(Ym).
Let m be such that Ym contains at least two vertices of Xm. Then
|Jm| ≤ |Jn| <
1
1− q
· |Jm|, H
1
dm
(Ym) ≤ H
1
dn
(Yn) <
1
1− q
· H1dm(Ym)
and
1− 3q
1− q
· |Lm| < |Ln|.
Proof. Ifm = n there is nothing to prove; hence we may assume thatm ≤ n−1. The
first and the third inequalities are immediate consequences of the fact that ̺n,m and
fn,m are Lipschitz-1. By the definition of ̺n we have that |Jn| = |Jn−1|+
∑p
i=1|J ∩
Ki|, where the intervals K1, . . . ,Kp are such that every restriction gn|Ki : Ki → X˜n
is a fully-admissible map, see (5.11) and (5.12). The simple estimate |Jn ∩Ki| ≤
|Ki| ≤ 2 ·H1dn(X˜n) together with (5.9) gives that |Jn| < |Jn−1|+ q ·µn−1. By (5.23)
we have that H1dn−1(Yn−1) = H
1
dn
(Yn \ int(X˜n)); so, again by (5.9), H1dn(Yn) <
H1dn−1(Yn−1) + q · µn−1. Repeating the previous arguments with n replaced by
n − 1, n− 2, . . . ,m + 1 gives that |Jn| < |Jm| + q · (µn−1 + µn−2 + · · · + µm) and
H1dn(Yn) < H
1
dm
(Ym)+ q · (µn−1+µn−2+ · · ·+µm). Now the second and the fourth
inequality immediately follows from (5.20) and the fact that µm ≤ H1dm(Ym) ≤ |Jm|
since Ym contains an edge of Xm.
It remains to show the fifth inequality. Let x′, y′ ∈ Yn−1 be such that |Ln−1| =
dn−1(an−1, x
′) − dn−1(an−1, y′). Take any x ∈ Yn ∩ f
−1
n−1(x
′), y ∈ Yn ∩ f
−1
n−1(y
′).
Then, by (5.22),
|Ln| ≥ dn(an, x)− dn(an, y) > dn−1(an−1, x
′)− (dn−1(an−1, y
′) + q · µn−1)
so |Ln| > |Ln−1| − q · µn−1. Continue in this fashion to obtain
|Ln| > |Lm| − q · (µn−1 + µn−2 + · · ·+ µm) > |Lm| −
q
1− q
· µm.
Since Ym contains an edge E of Xm, Lemma 10 gives that |Lm| ≥ |hm(E)| ≥
(1/2) · H1dm(E), i.e. |Lm| ≥ (1/2) · µm. So
|Ln| > |Lm| −
2q
1− q
· |Lm| =
1− 3q
1− q
· |Lm|.

Combining Lemmas 17–19 gives the following estimates.
Lemma 20. The map gn : In → (Xn, dn) is a Lipschitz-1 surjection. Moreover,
for every compact interval J ⊆ In and for Y = gn(J), L = hn(Y ) it holds that
H1dn(Y ) ≥
1− q
2
· |J | and |L| ≥
1− 4q
12
· H1dn(Y ).
Proof. The fact that gn is a Lipschitz-1 surjection is an immediate consequence of
(5.13). To prove the second part of the assertion take any non-degenerate compact
interval J ⊆ In and put Y = gn(J), L = hn(Y ). If Y contains at most one vertex of
Xn we can use Lemma 17. So assume that Y contains at least two vertices of Xn.
As in Lemma 19, for every 1 ≤ m ≤ n put Jm = ̺n,m(J), Ym = fn,m(Yn) = gm(J)
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and Jm = hm(Y ). Let m ≥ 1 be the smallest integer such that Ym contains at least
two vertices of Xm. Using Lemma 12 (if m = 1) or Lemma 18 (if m ≥ 2) we obtain
that H1dm(Ym) ≥
1
2 · |Jm| and |Lm| ≥
1−q
12 · H
1
dm
(Ym). Now Lemma 19 gives
H1dn(Y )
|J |
≥ (1− q) ·
H1dm(Ym)
|Jm|
≥
1− q
2
and
|L|
H1dn(Y )
≥ (1 − 3q) ·
|Lm|
H1dm(Ym)
≥ (1− 3q) ·
1− q
12
.
The desired inequalities follow. 
5.5. Properties of the maps g, h. Recall that g : I∞ → X is given by
g(s1, s2, . . . ) = (g1(s1), g2(s2), . . . ).
Lemma 21. The map g : (I∞, d
′)→ (X, d) is a Lipschitz-1 surjection.
Proof. By the definitions of d, d′ and the fact that the maps gn are Lipschitz-1 we
have that for every s = (sn)n, t = (tn)n ∈ I∞
d(g(s), g(t)) = sup
n
dn(gn(sn), gn(tn)) ≤ sup
n
|sn − tn| = d
′(s, t).
So g is Lipschitz-1. The surjectivity of g follows from the surjectivity of the maps
gn by Theorem 6. 
Lemma 22. Let J be a subcontinuum of I∞ and let Y = g(J), L = h(Y ). Then
H1d(Y ) ≥
1− q
2
· H1d′(J) and |L| ≥
1− 4q
12
· H1d(Y ).
Proof. For every n put Jn = π
′
n(J), Yn = πn(Y ) and Ln = hn(Yn). By Lemmas 15
and 16 we have
H1d′(J) = lim
n→∞
|Jn| and H
1
d(Y ) = lim
n→∞
H1dn(Yn).
So the first inequality immediately follows from Lemma 20. If we prove that
(5.29) |L| = lim
n→∞
|Ln|
then we analogously obtain the second inequality. (In fact, just an inequality in
(5.29) is sufficient.) But (5.29) is an immediate consequence of the definitions of h
and d. Indeed,
|L| = sup
y,y′∈Y
d(a, y)− d(a, y′), |Ln| = sup
y,y′∈Y
dn(an, πn(y))− dn(an, πn(y
′)),
so (5.24) immediately gives (5.29). 
5.6. Summarization. Here we prove Lemma 24, which is the main result of
Section 5. We start with some simple observations concerning cut points.
Lemma 23. Let X = lim
←−
(Xn, fn) be the monotone inverse limit of continua and
let πn : X → Xn (n ∈ N) be the natural projections. Take any two points x, y ∈ X
and put xn = πn(x), yn = πn(y) (n ∈ N). Then
(a) πn CutX(x, y) ⊆ CutXn(xn, yn) for every n ∈ N;
(b) if CutX(x, y) is uncountable then CutXn(xn, yn) is uncountable for every
sufficiently large n;
(c) if CutX(x, y) is countable and X is rational then every CutXn(xn, yn) is
countable.
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Proof. Put C = CutX(x, y) and Cn = CutXn(xn, yn) for n ∈ N.
(a) If z ∈ X is such that zn = πnz 6∈ Cn then there is a connected subset Dn
of Xn \ {zn} containing both xn, yn. Then D = π−1n (Dn) is a connected subset of
X \ {z} containing both x, y, hence z 6∈ C.
(b) Assume that C is uncountable. For every z 6= z′ from X there is nz,z′ ∈ N
such that πnz 6= πnz′ for every n ≥ nz,z′ . Since C is uncountable there is n0 such
that nz,z′ = n0 for uncountably many pairs of distinct points z, z
′ from C. Hence,
by (a), Cn ⊇ πnC is uncountable for every n ≥ n0.
(c) If Cn is uncountable for some n then D = π
−1
n (Cn) has uncountably many
components and every component of D separates x, y. Since X is rational, only
countably many components of D are non-degenerate (see [16, Theorem 51.IV.5])
and so uncountably many components of D are singletons. Thus uncountably many
points of D separate x, y, i.e. C is uncountable. 
Lemma 24. There are constants 0 < γ < Γ such that for any δ > 0 the following
hold: For any non-degenerate totally regular continuum X and any two points a, b
of X there are a compatible convex metric d on X and maps g : [0, α] → X,
h : X → [0, β] with the following properties:
(a) g(0) = a, g(α) = b and h(a) = 0;
(b) g, h are Lipschitz-1 surjections;
(c) γ · |J | ≤ H1d(g(J)) ≤ Γ · |h ◦ g(J)| for every closed subinterval J of [0, α];
(d) H1d(X) ∈ [1 − δ, 1], H
1
d(X) ≤ α ≤ 2 · H
1
d(X) and (1/2− δ) · H
1
d(X) ≤ β ≤
H1d(X).
Moreover, if Cut(a, b) is uncountable then a metric d and maps g, h can be chosen
such that also:
(e) h(b) = β;
(f) d(a, b) > (1− δ) · H1d(X).
Proof. Let 0 < γ < 12 , Γ > 24 and 0 < δ ≤
1
2 . Take 0 < q < 1 such that
1− q
2
≥ γ,
1− 4q
12
≥
2
Γ
and 2q < δ.
For a non-degenerate totally regular continuumX and a, b ∈ X construct a compat-
ible convex metric d on X and maps g : [0, α]→ X , h : X → [0, β] as in Section 5.2;
particularly, h(x) = d(a, x) for x ∈ X and β = maxx∈X d(a, x). By Lemma 21, g
is a Lipschitz-1 surjection; since h is such trivially, we have (b). The property (a)
is also immediate: h(a) = d(a, a) = 0 and gn(0) = an, gn(αn) = bn for every n by
(5.13), so g(0) = a and g(α) = b. The property (c) follows from Lemma 22 and the
choice of q.
To finish the proof of the first part we have to show (d). The inequalities 1−δ ≤
H1d(X) ≤ 1 follow from (5.7) and Lemma 15. Since g, h are Lipschitz-1 surjections
we immediately have β ≤ H1d(X) ≤ α. Lemma 12 applied to J = [0, αn], κ = gn
and a = an gives that
αn ≤ 2 · H
1
dn
(Xn) and |hn(Xn)| ≥
1− q
2
· H1dn(Xn).
Thus, by Lemmas 16 and 15,
α = lim
n→∞
αn ≤ 2 · lim
n→∞
H1dn(Xn) = 2 · H
1
d(X)
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and
β = lim
n→∞
|hn(Xn)| ≥
1− q
2
· lim
n→∞
H1dn(Xn) =
1− q
2
· H1d(X) >
(
1
2
− δ
)
· H1d(X).
Now assume that a, b are such that the set Cut(a, b) of points which separate
them is uncountable (hence a 6= b). By Lemma 23 for every sufficiently large n the
set CutXn(an, bn) of points in Xn separating an, bn is uncountable; without loss
of generality we may assume that CutX1(a1, b1) is uncountable. Hence there is a
free arc A in X1 such that X1 \ int(A) has exactly two components, one of which
contains a1 and the other one contains b1. We may assume (adding two vertices of
order 2 if necessary) that A is an edge of X1. We modify the construction of the
metric d1 on X1 such that the longest edge is E0 = A (see the proof of Lemma 12).
Then
d1(a1, b1) ≥ H
1
d1
(A) ≥ (1 − q) · H1d1(X1).
Lemma 15 and (5.23), (5.9), (5.8) give
H1d(X) = lim
n→∞
H1dn(Xn) = limn→∞
[
H1d1(X1) +H
1
d2
(X˜2) + · · ·+H
1
dn
(X˜n)
]
≤
1
1− q
· H1d1(X1).
So, by (5.24),
d(a, b) ≥ d1(a1, b1) ≥ (1− q)
2 · H1d(X) > (1− 2q) · H
1
d(X)
and (f) is satisfied.
To obtain also (e) we must replace h by
h˜ = λ ◦ h : X → [0, β˜] where β˜ = d(a, b) and λ(s) =
{
s if s ≤ β˜;
2β˜ − s if β˜ < s ≤ β.
Notice that β˜ = d(a, b) > (1 − δ) · H1d(X) ≥ (1 − δ) · d(X) ≥
1
2β, so λ(s) ∈ [0, β˜]
for every s ∈ [0, β]. Notice also that β˜ > (12 − δ) · H
1
d(X); thus to prove that the
triple d, g, h˜ satisfies (a)–(f) we only need to show that H1d(g(J)) ≤ Γ · |h˜ ◦ g(J)| for
every closed subinterval J of [0, α], since the other properties are satisfied trivially.
To this end fix a closed subinterval J ⊆ [0, α] and put Y = g(J). Using
|h˜(Y )| ≥ max{|h(Y ) ∩ [0, β˜]|, |h(Y ) ∩ [β˜, β]|}
and Lemma 22 we immediately have
Γ · |h˜(Y )| ≥
Γ
2
· |h(Y )| ≥
12
1− 4q
· |h(Y )| ≥ H1d(Y ).
Hence the proof is finished. 
6. Length-expanding Lipschitz maps from/to the interval
The following proposition provides the key tool for constructing LEL maps.
Basically it is just a reformulation of Lemma 24.
Proposition 25. There are constants 0 < γ < Γ and L > 1 such that the following
hold: For every non-degenerate totally regular continuum X and every two points
a, b ∈ X there are a compatible convex metric d on X and maps ϕ : I → X,
ψ : X → I with the following properties:
(a) ϕ(0) = a, ϕ(1) = b and ψ(a) = 0;
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(b) ϕ, ψ are Lipschitz-L surjections;
(c) γ · |J | ≤ H1d(ϕ(J)) ≤ Γ · |ψ ◦ ϕ(J)| for every closed subinterval J of I;
(d) H1d(X) = 1.
Moreover, if Cut(a, b) is uncountable then for any δ > 0 a metric d and maps ϕ, ψ
can be chosen such that it also holds:
(e) ψ(b) = 1;
(f) d(a, b) > 1− δ.
Proof. Take any L > 2 and let 0 < γ < Γ be constants from Lemma 24. Fix a
non-degenerate totally regular continuum X , a pair a, b ∈ X and a positive real
δ; we may assume that 2/(1 − 2δ) < L. We give the proof only in the case when
Cut(a, b) is uncountable; the other case can be described analogously.
Let d˜ be a convex metric on X and g : [0, α] → X , h : X → [0, β] be maps
satisfying (a)–(f) from Lemma 24. Now define d : X × X → R, ϕ : I → X and
ψ : X → I by
d(x, y) =
1
c
· d˜(x, y), ϕ(t) = g(αt) and ψ(x) =
1
β
· h(x),
where c = H1
d˜
(X). Then (a) and (d)–(f) are immediately satisfied. Since
Lipd(ϕ) =
α
c
· Lipd˜(g) ≤ 2 < L and Lipd(ψ) =
c
β
· Lipd˜(h) ≤
2
1− 2δ
< L,
also (b) is fulfilled. The property (c) follows from
H1d(ϕ(J)) ≥
γα
c
· |J | and Γ · |ψ ◦ ϕ(J)| ≥
c
β
· H1d(ϕ(J))
and from α ≥ c ≥ β. 
Corollary 26. Every non-degenerate totally regular continuum X, endowed with
a suitable convex metric d and a dense systems C of subcontinua of X, admits
LEL-maps ϕ˜ : (I, dI , CI)→ (X, d, C) and ψ˜ : (X, d, C)→ (I, dI , CI).
Proof. Fix arbitrary a, b ∈ X ; let d, ϕ, ψ be as in Proposition 25. Put C = ϕ(CI);
this is a dense system by Lemma 2. Let fk be the map from Lemma 7, where k ≥ 3
is such that ̺ = γk/2 > 1. Then the map ϕ˜ = ϕ ◦ fk : I → X is (̺, kL)-LEL.
Analogously, if k′ ≥ 3 is such that ̺′ = k′/(2Γ) > 1 then ψ˜ = fk′ ◦ ψ : X → I is
(̺′, k′L)-LEL. 
Notice that from the proofs of Lemma 24 and Proposition 25 we can see that to
fulfill only the conditions (a)–(d) we can find d, ϕ, ψ such that
ψ(x) = c · d(a, x) for every x ∈ X,
where c is a constant. One can also see that any constants 0 < γ < 12 , Γ > 24 and
L > 2 are suitable in Proposition 25. Derivation of the “best” values for γ,Γ and L
is out of the scope of this paper. However, we can at least say that L and the ratio
Γ/γ cannot be arbitrarily close to 1. In fact, if X is the 3-star then easy arguments
show that we must have Γ/γ ≥ 3. Further, if X = (X, d) is a simple closed curve of
length 1 then, for any ψ : X → I from Proposition 25, we can write X as the union
A∪B of two non-overlapping arcs such that ψ(A) = ψ(B) = I; so L ≥ Lip(ψ) ≥ 2.
The following example shows that in the second part of Proposition 25 one cannot
replace the assumption Cut(a, b) is uncountable by Cut(a, b) is infinite.
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Example 27. Take an integer p ≥ 3, put a = (−1, 0), b = (1, 0), a0 = (0, 0),
ak = (1− 2−k, 0), a−k = −ak (k ∈ N) and define a continuum Xp ⊆ R2 by
Xp =
⋃
k∈Z
Gk ∪ {a, b}
where every Gk (k ∈ Z) is a graph with exactly two vertices ak−1, ak, these vertices
have order p (in Gk) and Gk ∩ Gl is empty for l > k + 1 and is equal to {ak} for
l = k+1; see Figure 2 for p = 3. In this case a, b are end points of Xp (so Cut(a, b)
is infinite), but neither (e) nor (f) can be fulfilled for small δ.
a b
G1G0
a0a−1
G2G−1
a1a−2
G3G−2
a2 a3
Figure 2. The continuum X3
To show this realize that H1d(Xp) ≥ p · d(a, b) for any convex metric d on Xp;
indeed, Xp is the union of p arcs with ends a, b (so the length of any of them is
greater than or equal to d(a, b)) and with countable intersections. So immediately
(f) is not true for δ < 1 − 1
p
. Moreover, since ψ is Lipschitz-L and ψ(a) = 0 we
have that
ψ(b) = ψ(b)− ψ(a) ≤ L · d(a, b) ≤ L ·
H1d(Xp)
p
=
L
p
which is smaller than 1 for p > L. So also (e) is not true. Notice that any metric d
satisfying (a)–(d) must be such that the diameter of Xp is approximately p-times
larger than the distance of a, b; so for some k the shortest edge of Gk must be “very
small” when compared to the longest one.
Remark 28. If we replace the metric d from Proposition 25 by d′ = c · d (where
c > 0 is a constant), the Lipschitz constants of ϕ, ψ change to Lipd′(ϕ) = c·Lipd(ϕ),
Lipd′(ψ) = (1/c) · Lipd(ψ). So instead of the conditions (d) and (f) we can have
(d’) H1d(X) < 1/(1− δ);
(f’) d(a, b) = 1.
7. Proofs of the main results
Now we are ready to prove the main results of the paper stated in the introduc-
tion. For convenience we repeat the statements of them.
Theorem C. For every non-degenerate totally regular continuum X and every
a, b ∈ X we can find a convex metric d = dX,a,b on X and Lipschitz surjections
ϕX,a,b : I → X, ψX,a,b : X → I with the following properties:
(a) H1d(X) = 1;
(b) the system C = CX,a,b = {ϕX,a,b(J) : J is a closed subinterval of I} is a
dense system of subcontinua of X;
26 VLADIMI´R SˇPITALSKY´
(c) for every ̺ > 1 there are a constant L̺ (depending only on ̺) and (̺, L̺)-
LEL maps
ϕ : (I, dI , CI)→ (X, d, C) and ψ : (X, d, C)→ (I, dI , CI)
with ϕ(0) = a, ϕ(1) = b , ψ(a) = 0 and such that ϕ = ϕX,a,b ◦ fk, ψ =
fl ◦ ψX,a,b for some k, l ≥ 3.
Moreover, if CutX(a, b) is uncountable, d, ϕ, ψ can be assumed to satisfy
(d) d(a, b) > 1/2 and ψ(b) = 1.
Proof. Let γ,Γ and L be constants from Proposition 25. Let X be a non-degenerate
totally regular continuum and a, b be two points of X . Put δ = 1/2 and fix a
metric d = dX,a,b on X and maps ϕX,a,b : I → X , ψX,a,b : X → I satisfying
(a)–(d) (or (a)–(f) if CutX(a, b) is uncountable) from Proposition 25. Recall that
H1d(X) = 1 and, provided CutX(a, b) is uncountable, d(a, b) > 1/2. By Lemma 2,
CX,a,b = ϕX,a,b(CI) is a dense system of subcontinua of X .
Let k, l ≥ 3 be the smallest odd integers such that γk/2 ≥ ̺ and l/(2Γ) ≥ ̺.
Put L̺ = 2L̺ · (1 + max{Γ, 1/γ}) > 1. As in the proof of Corollary 26, the maps
ϕ = ϕX,a,b ◦ fk : I → X and ψ = fl ◦ ψX,a,b : X → I are (̺, L̺)-LEL. Since k, l
are odd we have ϕ(0) = ϕX,a,b(0) = a, ϕ(1) = ϕX,a,b(1) = b, ψ(a) = ψX,a,b(a) = 0
and, provided CutX(a, b) is uncountable, ψ(b) = ψX,a,b(b) = 1. 
Theorem D. Keeping the notation from Theorem C, for every ̺ > 1, every non-
degenerate totally regular continua X,X ′ and every points a, b ∈ X, a′, b′ ∈ X ′
there are a constant L̺ (depending only on ̺) and (̺, L̺)-LEL map
f : (X, dX,a,b, CX,a,b)→ (X
′, dX′,a′,b′ , CX′,a′,b′)
with f(a) = a′ and, provided CutX(a, b) is uncountable, f(b) = b
′. Moreover, f can
be chosen to be the composition ϕ ◦ψ of two LEL-maps ψ : X → I and ϕ : I → X ′.
Proof. The theorem follows from Theorem C and Lemma 9. 
Corollary E. Every non-degenerate totally regular continuum admits an exactly
Devaney chaotic map with finite positive entropy and specification.
Proof. This immediately follows from Theorem D and Proposition B. 
Corollary F. Every finite union of non-degenerate totally regular continua admits
a Devaney chaotic map with finite positive entropy.
Proof. Let X =
⊔k
i=1Xi, where Xi’s are non-degenerate totally regular continua.
Fix ̺ > 1, ai ∈ Xi (i = 1, . . . , k) and put di = dXi,ai,ai , Ci = CXi,ai,ai . Let
fi : Xi → Xi+1 (i = 1, . . . , k−1) and fk : Xk → X1 be LEL maps from Theorem D.
Finally, let d be the metric on X such that d(x, y) = di(x, y) for any x, y ∈ Xi
(i = 1, . . . , k) and d(x, y) = 2 for x ∈ Xi, y ∈ Xj (i 6= j). Since di(Xi) ≤ 1, the
metric d is compatible with the topology of X .
Define f : X → X by f |Xi = fi for i = 1, . . . , k. For every i the restriction f
k|Xi :
Xi → Xi is LEL, hence it is exactly Devaney chaotic with positive finite entropy
and specification by Proposition B. Since f permutes X1, . . . , Xk, the assertion
follows. 
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