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ABSTRACT
Many recent works have shown that ensemble methods yield better generalizability over
single classifier approach by aggregating the decisions of all base learners in machine learning
tasks. To address the redundancy and inaccuracy issues with the base learners in ensem-
ble methods, classifier/ensemble selection methods have been proposed to select one single
classifier or an ensemble (a subset of all base learners) to classify a query pattern. This
final classifier or ensemble is determined either statically before prediction or dynamically
for every query pattern during prediction. Static selection approaches select classifier and
ensemble by evaluating classifiers in terms of accuracy and diversity. While dynamic classi-
fier/ensemble selection (DCS, DES) methods incorporate local information for a dedicated
classifier/ensemble to each query pattern. Our work focuses on DES by proposing a new
DES framework DES with Regional Expertise (DES-RE).
The success of a DES system lies in two factors: the quality of base learners and the
optimality of ensemble selection. DES-RE proposed in our work addresses these two chal-
lenges respectively. 1) Local expertise enhancement. A novel data sampling and weighting
strategy that combines the advantages of bagging and boosting is employed to increase the
local expertise of the base learners in order to facilitate the later ensemble selection. 2)
Competence region optimization. DES-RE tries to learn a distance metric to form better
competence regions (aka neighborhood) that promote strong base learners with respect to
a specific query pattern. In addition to perform local expertise enhancement and compe-
tence region optimization independently, we proposed an expectationmaximization (EM)
framework that combines the two procedures. For all the proposed algorithms, extensive
simulations are conducted to validate their performances.
INDEX WORDS: Multiple Classifier System, Dynamic Ensemble Selection.
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1CHAPTER 1: INTRODUCTION
Ensemble methods perform well by aggregating accurate and diverse individual classi-
fiers [1]. There are two basic ways of aggregation: classifier fusion and classifier selection.
Classifier fusion takes account of all classifiers when classifying a query pattern by various
combination functions such as (weighted) sum, maximization, majority vote. In classifier
selection approaches, the query pattern is classified by one single classifier or an ensemble
(a subset of classifiers) selected from classifier pool by some criteria typically on accuracy
and diversity. The final classifier or ensemble is selected in one of the two strategies: static
selection and dynamic selection. In static selection, a target classifier or ensemble is deter-
mined prior to prediction and will be used to classify all query patterns. On the other hand,
dynamic selection strategy adapts the selection of classifier or ensemble with regard to every
query pattern. In other words, different classifier or ensemble is selected for different query
patterns. Our work focus on dynamic selection approaches. In this chapter, we first give
formal definition of related concepts from basic classification to dynamic classifier/ensemble
selection as well as some related notation that will be used consistently in the rest of the
proposal.
1.1 Problem Definition
(Binary) Classification. Classification in machine learning is a problem of assigning a
pre-defined class label to a new pattern based on the knowledge learned from a set of training
patterns (training dataset) whose class label is known. A typical training dataset containing
n patterns is of the form (X, Y ) = {(x1, y1), (x2, y2), . . . , (xn, yn)}. Each xi is a vector whose
elements could be either discrete or real value. Each yi = y(xi) where y(·) is the unknown
function that the dedicated algorithms want to learn about. y is a discrete value drawn from
1, 2, . . . , l. In binary classification, there are only two valid values for class label. So it’s
2common that yi = {−1, 1} or yi = {0, 1} for the sake of convenience and expressiveness of
the algorithms.
Classifier. A classifier c is a function learned by performing a learning algorithm on the
training data (X, Y ). Obviously, this learned function maps a pattern (i.e. a m-dimensional
vector) to one value in the class label space (i.e. {1, 2, . . . , l}). We use yˆc(x) to denote the
prediction about pattern x made by classifier c.
Ensemble. An ensemble is defined by a set of classifiers (base learner pool) and a function
about how the predictions of these classifiers about a query pattern are combined as the final
prediction made by the ensemble. Formally let C = {c1, c2, . . . , cm} denote the base learner
pool and the member classifiers are called individual classifiers. The final prediction for
pattern x of the ensemble is given by a function yˆC(x) = f(yˆc1(x), yˆc2(x), . . . , yˆcm(x)).
Classifier Selection/Ensemble Selection. Classifier selection methods choose one classi-
fier from learner pool and Let c∗ denote the selected classifier and c∗ gives the final predic-
tion for any unknown pattern. Instead of selecting only one classifier, ensemble selection use
multiple but not all classifiers selected from learner pool and then aggregate their individual
decisions about an unknown pattern as the final prediction.
Dynamic Classifier /Ensemble Selection (DCS/DES). Dynamic selection also select clas-
sifier(s) from learner pool but the selection takes place for every query pattern. Obviously,
the selected classifier(s) may vary on different query patterns.
1.2 Challenges of DCS/DES
Challenge 1: Classifier/ensemble selection must base on some competence metrics. Most
DCS/DES systems choose local accuracy as the metric. Regular accuracy of a classifier is
measured by its performance on all patterns. On the other hand, given a query pattern, local
accuracy is evaluated on a relatively small set of similar patterns with the assumption that
similar patterns has similar performance response to classifiers hence tend to promote the
common strong classifier(s) for the query pattern. In other words, the underlying belief is that
different classifiers has speciality on patterns in different zones of feature spaces. However,
3the classifiers are trained with non-bias data samples with no adaptation to regular ensemble
methods. Classifier generation in this fashion does not fit the underlying assumption on
speciality and need to be altered.
Challenge 2: As mentioned above, DCS/DES rely on a set of similar patterns to eval-
uate classifiers’ competence w.r.t a query pattern. This set of similar patterns is named as
competence region in DCS/DES systems. KNN is the most commonly used building the
competence region. However, patterns within a competence region are similar in terms of
Euclidean distance. Similar patterns in Euclidean space don’t necessarily response similarly
to classifiers which also breaks the aforementioned assumption of most DCS/DES. So the
distance metric used to build competence regions also need to be adjusted.
4CHAPTER 2: LITERATURE REVIEW
In this chapter, we first briefly review several standard and ensemble classification al-
gorithms that are well developed and popularly used in real applications. Next, we sys-
tematically review many existing learning approaches on dynamic ensemble selection (DES)
methods. A big picture about DES framework will be given followed by reviews of varies
DES methods in 4 categories.
2.1 Classic Classification
Classification is one of the major tasks in machine learning and the corresponding al-
gorithms have been have been developed and applied in numerous real world applications in
recent years, either in academia or industry institutions. Some of these algorithms have been
demonstrating their robustness in applications of various fields and hence have been studied
comprehensively over the years. Based on these classic methods, researchers also developed
many variants by adapting them into specific problems and achieved great successes. Some
of the classic classification methods include KNN (K-nearest neighbors algorithm) [2], NBC
(Naive Bayes classifier), ANN (Artificial neural network), SVM (Support Vector Machine)
[3, 4], DT (Decision Tree) [5, 6], LDA (Linear discriminant analysis) [7], and more. More the-
oretical and empirical studies can also be found in [8, 7, 9]. Generally speaking, classification
algorithm assumes a underlying model that is believed to perfectly describe the distribution
of the data. The model usually contains parameter(s) which need to be estimated by fit-
ting the data on this model. A model with estimated parameters is a classifier which will
be applied to new data. A classifier is essentially a function that takes a data example as
argument and the resulting values is used to determine the label of the corresponding data
example.
52.2 Ensemble Methods
All these classic classification methods listed in Section 2.1 are single classifier system. In
other words, one model is assumed, one classifier is trained and only one function to evaluate
for classification of new data. On the other hand, ensemble methods are multi-classifier
system (MCS) which trained more than one classifiers based on one model (heterogeneous
ensemble) or different models (homogeneous ensemble). The basic idea of ensemble is to
reduce the bias and variance by incorporating the strengths of several individual classifiers[10,
11, 12]. A typical ensemble method consists of two phases: build a pool of individual
classifiers and combine the classification results of these classifier given a new data example.
Consequently ensemble methods differ each in two ways: how the individual classifiers are
generated and the combination strategy. We will examine these two key property by looking
at three popular ensemble strategies that are frequently studied in literature: Bagging,
Boosting, and Random Forest [12, 10, 13].
2.2.1 Bagging
Bagging (aka bootstrap aggregating) train base learners on subsets of data by bootstrap
sampling and then aggregate them in a majority voting strategy[14]. Researchers have
reported and proven that bagging method favors high variance models[15, 16, 17, 18] such as
decision trees and neural networks because these unstable models tend to generate classifiers
of significant difference with subsets of data of small perturbation. The diversity of classifiers
is the key to success for ensemble methods. Algorithm 1 gives the pseudo code of bagging
algorithm.
Algorithm 1 The Bagging Algorithm
Input: H-Base model to learn, D = {(x1, y1), (x2, y2), . . . , (xn, yn)}-Data set
1: for iter = 1 : max iter do
2: Train a base learner with current distribution: Ci = H(D,Wi)
3: end for
Output: The ensemble classifier: C∗(x) = arg maxy∈Y
∑
i I(Ci(x) = y)
62.2.2 Boosting
In stead of generating classifiers in parallel on different data subsets, boosting trains clas-
sifiers sequentially such that current classifier pays more attention to examples that haven’t
been recognized in the previous one. Specifically, with equal initial weight for all examples,
mis-classified examples after each iteration will be assigned with more weights in the learning
algorithm in next iteration. One famous representative of boosting methods is AdaBoost[19]
and decision trees seems to be a good choice as base learner for AdaBoost[20, 21, 10]. How-
ever, data quality is a critical to the success of Adaboost. For instance, insufficient data
[22] and noisy data [23] may sharply deteriorate the performance of Adaboost because noise
examples will be emphasized which is undesirable.Algorithm 2 gives the pseudo code of
Adaboosting algorithm.
Algorithm 2 The AdaBoost Algorithm
Input: H-Base model to learn, D = {(x1, y1), (x2, y2), . . . , (xn, yn)}-Data set




2: for iter = 1 : max iter do
3: Train a base learner with current distribution: Ci = H(D,Wi)
4: Calculate the error rate of Ci: εi =
∑
Ci(xj) 6=yi Wi(xj)












10: Update weights: Wi+1(xj) =
{
exp (−αi) if Ci(xj) = yj
exp (αi) otherwise




Output: The ensemble classifier: C∗(x) = arg maxy∈Y
∑
i I(Ci(x) = y)αi
2.2.3 Random forest
Random forest is another popular ensemble classifier taking advantage of bagging and
decision tree learning [24]. Similar to Bagging, a random forest algorithm also draw different
7subsets of the data and trains multiple decision tree classifiers on a these sampled subsets and
combines the results from them by a majority voting strategy. What makes random forest
an extraordinary ensemble is that it only consider a small feature subset to split node when
growing trees. This feature injects extra randomness in training data set and hence increase
diversity of the individual classifiers. In this way, random forest can handle noisy data and
performs as good as Adaboost [25]. Although random forest may suffer from overfitting
sometimes, it usually gives better or comparable performance in many applications [26, 27].
Random forest and its variants have been winners in lots of data mining/machine learning
competitions recently.
2.3 Dynamic Ensemble Selection (DES)
With the theoretical and empirical studies showing the advantage of using a few in-
dividual classifiers instead of all of them [28, 29], many ensemble selection methods have
been proposed. In ensemble selection, there are two strategies: static ensemble selection
and dynamic ensemble selection. The difference is quite straightforward as the names tell.
In static methods, the best subset of classifiers is determined before prediction and will be
applied to all test patterns. On the other hand, dynamic methods customize a best ensemble
for every test pattern based on its locality information. Here we focus the works on dynamic
ensemble selection and review them following the taxonomy and names presented in [30].
Also as stated in [30], some works were originally proposed to select one classifier (a.k.a
dynamic classifier selection or DCS), but we include them here anyway because they can
be modified easily for ensemble selection by simply setting a threshold. In general, three
component parts comprise a classical DES/DCS system [31]:
(1) Classifier Generation: base learners are trained against training dataset
(2) Competence Region Construction: given a query pattern, local regions consisting of
similar patterns are constructed for competence evaluation of base learners.
(3) Ensemble Selection: a subset of base learners are selected based on certain rules over
8the competence evaluation results from (2)
Figure (2.1) Overview of a DES system.
Figure 2.1 shows an overview of the three components stated above.
2.3.1 Accuracy-based selection
Clearly, accuracy is a very effective measure of competence for individual classifiers. The
methods in this category evaluate the accuracy of a given classifier over a local competence
region on the feature space. All the works listed in this section define the competence
region as the K-neighborhood of the query pattern xj in the training dataset, namely Rj =
{x(j)1 , . . . , x(j)K }.
DS-LA with Overall Local Accuracy (OLA). [32] developed a dynamic classifier selec-
tion framework based on local accuracy (DCS-LA). One local accuracy measure proposed





9where I(·, ·) is an identity function:
I(a, b) =

1 if a = b
0 otherwise
DS-LA with Local Class Accuracy (LCA). This is another version of local accuracy
proposed in [32] which is very similar to OLA with the only difference that the accuracy is




j = {x|x ∈ Rj ∧ yˆ(x) = yˆ(xj)}
Given a query pattern and its K-neighborhood, [32] ranks individual classifiers by their
competence score measured by either OLA or LCA. The best classifier with highest compe-
tence score is selected as the final classifier.
DS-LA with Modified Local Accuracy (MLA). One other similar approach was proposed
in [33] in which each pattern in the neighborhood is weighted by its Euclidean distance to
the query pattern when calculating the local accuracy.
2.3.2 Probabilistic-based selection
In addition to the ratio of correctly classified pattern in a competence region, proba-
bilistic representation is also used for the competence estimation.
A Priori/A Posteriori. In [34], the local accuracy of the individual classifiers is estimated
in a finer granularity. In DS-LA methods, the classification result of c on a pattern xj is
binary, either correct or incorrect. A Priori/A Posteriori method incorporates class posteriori









x∈Rj∧y(x)=ωl pˆc(ωl|x) · wx∑
x∈Rj pˆc(ωl|x) · wx
Note that both probability equation are weighted by the inverse of Euclidean distance
between x and xj, i.e. wx =
1
deuclidean(x,xj)
. The classifier selection scheme is a little different
to DS-LA. It selects the classifier with highest competence score only when its score is
significantly greater than others by a predefined threshold.
DES-M1/DES-M2. Another two probabilistic-based measures of classifier competence
are presented in [35]. The first one DES-M1 defined a relative measurement that compares
any classifier to a random guessing. The competence of a classifier is quantified by the extent
to which is better/worse than the random guessing. The second one DES-M2 introduces a
novel probabilistic reference classifier (PRC) and probability of correct classification of the
PRC gives the competence evaluation.
DES-CS.DES-M2 was improved by several variants in [36]. With the help of a unified
model for all class support, the best overall performance in the experiment was achieved by
a variant named DES-CS which uses real number output and weighted class support.
2.3.3 Behavior-based selection
Given a pattern, the predictions given by all individual classifiers comprise the output
profile of this pattern. Methods in this category study the use of output profile in a DES to
help discover relationship between classifiers and patterns. DS-MCB. Output profile is used
to construct a refined competence region in [37]. Specifically, let multiple classifier behavior
be a vector MCB(xj) = (yˆ1(xj), yˆ2(xj), . . . , yˆM(xj)), a filtering process is applied to the K
nearest neighbors of pattern xj, i.e. Rj by a hamming similarity measure of their MCB:







A subset of Rj is selected as {x|x ∈ Rj ∧Sim(x, xj) > t} where t is an adjustable threshold.
Then all classifiers are ranked by local classifier accuracy (OLA) on this refined competence
region and the best one is chosen as the final classifier if it’s significantly better than others.
Otherwise, a majority voting rule is used to combine all classifiers.
2.3.4 Oracle-based selection
Oracle in the context of ensemble methods refers to an imaginary classifier that classifies
a pattern correctly if any of the base learners can. Methods in this category use the concept
of oracle by choosing classifiers that correctly classify some relevant patterns with regard to
the query pattern.
RLO (Random Linear Oracle). Each base learner ci in the RLO system proposed in
[38] consists of two sub-classifiers and a random linear function hi on the feature space.
The patterns in training data are grouped into two exclusive subsets depending on which
side of hi a pattern lies, i.e. the sign of hi(x). Afterwards, two sub-classifiers are trained
on the two subsets of training data respectively. For a query pattern xj, one sub-classifier
from each base learner is selected depending on the sign of hi(xj) which are combined as
the final ensemble. In additional to practical experiment results, the authors also formally
demonstrated the extra diversity introduced by using hi which hence benefited the ensemble.
Knora-Union/Knora-Eliminate. These two methods were proposed in [39] to select
oracle(s) with regard to the pattern in the competence region of a query pattern. The
competence region of the query pattern is the K-neighborhood constructed on a validation
dataset. In Knora-Union, the oracles are defined as the union of any classifier that is able
to correctly classify any pattern in the competence region. In Knora-Eliminate, only those
classifier(s) that correctly all patterns in the competence region are included in the ensemble.
If no such eligible classifier exists, K is reduced to construct new competence region until
the patterns in the corresponding neighborhood can be classified correctly by at least one
classifier.
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CHAPTER 3: DES-RE FRAMEWORK
In this chapter, we propose a new dynamic ensemble selection framework called DES
with Regional Expert-the DES-RE. DES-RE consists of two parts just as other DES systems:
1) base learner generation 2) ensemble selection. We first explain the motivation and then
give detailed description of the contribution of DES-RE in these two phases respectively.
3.1 Motivation
In a typical ensemble, all base learners contribute in prediction while a DES system
selects a subset of base learners based on the local information for each query pattern. This
is an obvious but significant difference between regular ensemble methods and a DES system
and it attracts the close investigation about base learner generation and ensemble selection
in DES systems. It leads us to the following two missing parts in current DES systems with
regard to the two phases.
3.1.1 Incorporating local expertise in base leaner generation
Current DES systems use local information such as competence region performance
only in prediction phase to select ensemble from learner pool that remain intact. In other
words, current DES systems generate same base learners just as regular ensemble methods
(eg. bagging and boosting) do without any adaptation. As discussed earlier, the key concern
in a successful ensemble method is the diversity of base learners and the diversity is usually
obtained by re-weighting training samples (eg. 0-1 binary weights for bagging and real
weights for boosting) and/or injecting randomness in feature space (eg. random forest).
Diversity is helpful to DES by providing a good classifier pool to choose ensemble from,
but we expect more than diversity about base learners. Given the basic assumption of DES
that each base leaner is a local expert in certain competence regions, DES-RE will first
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incorporate local information during the training to encourage learners’ local expertise in
some feature space regions. Specifically, DES-RE enforces base learners’ consistent strength
on similar patterns in addition to global performance.
3.1.2 Constructing competence region (neighborhood) in ensemble selection
As aforementioned in the DES methods review, most DES systems build the competence
region by KNN. To obtain a reliable classifier evaluation, a well-tuned distance/similarity
metric is desired to build high quality competence region. So the second part of DES-RE
framework is designed to learn a similarity metric such that the out-coming neighborhoods
are prone to promote specialized classifiers for a given query pattern.
3.2 The proposed DES-RE Framework
We propose the DES with Regional Expert (DES-RE) algorithm, based on the afore-
mentioned motivations on local expertise and competence region construction.
As discussed earlier, the key to develop a successful ensemble method is to build diverse
base learners. So DES-RE preserves diversity by generating the base learners the same way
as bagging and boosting algorithms. The novelty of DES-RE comes in further evolution to
the Individual classifiers by enforcing local expertise so that each classifier has consistent
classification strength on similar patterns. This is desired because it facilitates the ensemble
selection in next phase to pick locally strong classifier for test pattern. Details will be given
in Chapter 4.
While locally strong classifiers improve ensemble system by providing a high quality
base learner pool, DES-RE could also ensure better ensemble from the other end, i.e. the
ensemble selection phase. DES-RE tries to learn a similarity metric to build more indicative
competence regions. Specifically, neighbor patterns in a competence region have similar
performance behavior to base leaners and hopefully ease the discrimination of locally strong
and weak classifier for ensemble selection. Details will be given in Chapter 5.
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CHAPTER 4: LOCAL EXPERTISE CONSISTENCY ENFORCEMENT
4.1 Local Expertise Enhancement by Reweighting
Intuitively, good local expertise of a classifier in DES-RE system refers to the ideal case
that this classifier correctly (incorrectly) classifies a pattern if the neighbor/similar patterns
were classified correctly (incorrectly). So a measure that quantifies the extent to which a
classifier keeping its classification strength consistent among similar patterns is needed, we
name it local expertise consistency (LEC).
Two patterns xj and x
′
j agree on a classifier ci if ci classifies either both or none of xj





0 if (yˆi(xj) = yj)⊕ (yˆi(x′j) = y′j) is true
1 otherwise
where ⊕ denotes exclusive or (XOR). In other words, AGRci(xj, x′j) = 1 means xj and x′j
agree on ci and AGRci(xj, x
′
j) = 0 means otherwise.
Let Rj = {x(j)1 , . . . , x(j)K } be the competence region of a query pattern xj, consisting of
K most similar patterns with regard to similarity metrics. Given a base learner ci, we can
construct a confusion matrix based on its prediction results on Rj. Let TPij, FPij, FNij, TNij
denotes the corresponding TP, FP, FN and TN respectively. Similarly, the corresponding
accuracy can be defined as:
ACCij =
TPij + TN ij
TPij + TNij + FPij + FNij







= ACCij if yi(xj) = yj
FPij+FNij
TPij+TNij+FPij+FNij
= 1− ACCij otherwise







So for the given base learner ci, DES-RE reweights the training data and retrain ci such
that the altered ci yield a higher LEC than previous ones. Typical boosting methods such
as AdaBoost reweights training data in the favor of misclassified patterns for the sake of
accuracy and diversity. But the weights play a different role in DES-RE that it aims to
increase LEC. Consequently we update the weights of patterns based on their relevance to
LEC instead of how good they’re classified.
We first analyse the how the LEC is affected with prediction changed on a pattern as
a result of reweighting. As yˆi(xj) (i.e. ci’s prediction on xj) changes, we can decompose the
change of leci into its impact in two cases: competence region of xj and other competence
regions that contain xj, formally Rj and Rj′ ∈ {R|xj ∈ R} respectively. The negate of
yˆi(xj) in binary problems simply changes leci(xj) to 1 − leci(xj) on Rj. While the change
of LEC in Rj′ ) depends on the agreement of xj and xj′ agree on a classifier ci because it’s
straightforward to see that the leci(xj′) increase if AGGci(xj, xj′) switch from 0 to 1 and
decrease otherwise, both by the amount of 1/K where K is the size of the competence region
Rj′ . Let R
+
j′ = {Rj′ |AGRci(xj, xj′) = 1} and R−j′ = {Rj′|AGRci(xj, xj′) = 0}, we can now
give the overall expected LEC increment of ci if yˆi(xj) changes as the sum of individual
increments on the two kinds of competence regions:






= 1− 2 · leci(xj) + 1
K
(|R−j′ | − |R+j′ |)
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Algorithm 3 The LEC maximize algorithm
Input: Training data〈Xc, Yc〉, Initial weights w(0)c , Size of target patterns set l
1: for i = 0 : max iter − 1 do
2: Train classifier c(i) with w(i)
3: Calculate ∆lecc(i)(xj) for all xj ∈ Xc
4: if any xj ∈ Xc that lecc(i)(xj) ≤ 0 then
5: STOP
6: end if
7: Evaluate error εc(i) on 〈Xc, Yc〉
8: if εc(i) < 0.5 then
9: STOP
10: end if
11: Select l target pattern Xtarget = {xj|top lxj ∈ Xc with highest ∆lecc(i)(xj)}
12: for all x ∈ Xtarget do
13: if yˆ(x) = y(x) then
14: Decrease weight of x in w(i+1)
15: else




Output: Final classifier c(i)
The ∆leci(xj) could be negative meaning LEC doesn’t increase if ci changes its predic-
tion on this particular pattern xj. It’s better to keep ci’s prediction by not reweighting on xj
in this case. A heuristic reweighting algorithm that focuses on patterns with high expected
LEC increment is used in DES-RE. The basic idea is to sort patterns in training data by the
expected LEC increment in descending order and pick the top ones as target patterns for
reweighting. Our heuristic algorithm works in an iterative fashion. In each iteration, a new
classifier is trained with updated weights from previous iteration and only the last classifier
is kept as a member of the base learner pool. Algorithm stops if any of the following three
conditions holds:
(1) Resulting classifier is too weak, i.e. εc ≥ 0.5.
(2) No change would benefit LEC, i.e. ∀xj,∆lecc(xj) ≤ 0
(3) Max iteration number is reached.
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Detailed reweighting and model update procedure is described in Algorithm 1 below:
Note that different reweighting (increase and decrease) strategies could be plugged into
















4.2.1 Data sets & references methods
The 11 data sets are selected from UCI [40] and will be used in all following experiments.
All these data sets are for binary classification (i.e. only two classes) covering several domains
such as life science, business etc. Table 4.1 lists detailed characteristics about these data sets,
including number of numeric/categorical features, number of patterns, number of classes and
the domains.
Table (4.1) Data sets characteristics
Data sets Numeric Categorical Patterns Classes Domain
Blood 4 0 748 2 Business
Breast 9 0 699 2 Life Sciences
Bupa 6 0 345 2 Life Sciences
Credit-a 6 9 690 2 Financial
Credit-g 7 13 1000 2 Financial
Heart-c 6 7 303 2 Life Sciences
Heart-statlog 13 0 270 2 Life Sciences
Ionosphere 34 0 351 2 Physical
Iris 4 0 100 2 Life Sciences
Pima 8 0 768 2 Life Sciences
Sonar 60 0 208 2 Physical
Performance of evaluation is carried on among 23 methods:
1. 3 classic ensemble methods: Bagging, Adaboost, Random Forest
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2. 10 DES’s
(a) Accuracy-based: cla, ola (Section 2.3.1)
(b) Oracle-based: kne, knu (Section 2.3.4)
(c) Probability-based: prior, posterior (Section 2.3.2)
(d) Behavior-based: mcb0, mcb3, mcb6, mcb9 (Section 2.3.3)
3. 10 DES-LEC: 10 DES’s above with LEC technique applied
4.2.2 Parameter selection
l is a critical parameter in DES-LEC which serves as the threshold in selecting patterns
to be re-weighted. Figure 4.1 shows the performance of DES-LEC on Pima data set with
different values of l.
Figure (4.1) DES-LEC performance varying the value of l = [0.1, 0.2, 0.3, 0.4] (Pima)
So l = 0.4 is a good choice for Pima data set as it outperforms other values in ACCURA-
CY/F1 scores and is competitive to l = 0.3 in AUC-PR/AUC-ROC scores. In experiments
on other data sets, l is chosen following this method.
19































































Bagging AdaBoost Random Forest DES DES-LEC
Figure (4.2) DES-LEC: Performance evaluation (Pima)
4.2.3 Performance evaluation
With parameter l determined, a comprehensive performance comparison can be con-
ducted among our DES-RE, original DES and classic ensemble methods as well. We select
11 representative DES methods from 5 categories reviewed in Chapter 2. Decision tree of
depth 3 is adopted as base learners and all ensembles contain 50 such trees. 3 most pop-
ular ensemble methods, i.e. Bagging, Adaboost and Random Forest are also evaluated as
references.
In Figure 4.2, three horizontal dotted lines represent performance of Bagging, Adaboost
and Random Forest respectively. Bagging performs best in ACCURACY, AUC-PR and
AUC-ROC and Adaboost in F1. With only cla and posterior beat Bagging in ACCURACY,
all other original DES methods fall behind the best ensemble in the corresponding scoring
metric. On the other hand, most LEC-boosted DES methods exceed and tie the best ensem-
ble in all scoring measurements, with only a few exceptions (e.g. kne, posterior in AUC-PR
20
and AUC-ROC). The number above the red bars indicate the performance gain (×1e−2) by
applying LEC techniques
Detailed numbers are listed in Table 4.2. For each scoring, the top 5 scores are high-
lighted in bold fonts and the best is underlined. All 4 best scores and 19 out of 20 top-5
scores fall in section of LEC-boosted DES which is a strong signal of the effectiveness of the
LEC technique.
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Table (4.2) DES-LEC: Performance summary (Pima)
Methods Accuracy F1 PR ROC
Ensembles
Bagging 0.757 0.599 0.716 0.829
AdaBoost 0.738 0.623 0.648 0.780
Random Forest 0.754 0.616 0.697 0.819
DES alone
ola 0.745 0.577 0.707 0.821
cla 0.759 0.602 0.712 0.818
kne 0.717 0.576 0.670 0.778
knu 0.742 0.572 0.707 0.819
prior 0.760 0.605 0.702 0.821
posterior 0.767 0.624 0.702 0.817
mcb0 0.745 0.577 0.712 0.826
mcb3 0.747 0.583 0.705 0.821
mcb6 0.750 0.585 0.707 0.820
mcb9 0.751 0.584 0.699 0.816
DES-LEC
ola-lec 0.780 0.652 0.725 0.832
cla-lec 0.779 0.646 0.733 0.828
kne-lec 0.746 0.620 0.694 0.798
knu-lec 0.783 0.646 0.726 0.831
prior-lec 0.780 0.656 0.714 0.829
posterior-lec 0.775 0.644 0.708 0.818
mcb0-lec 0.776 0.645 0.728 0.833
mcb3-lec 0.780 0.652 0.719 0.829
mcb6-lec 0.784 0.655 0.722 0.835

























































































































































Figure (4.3) DES-LEC: Influence of n (left-column) and k (right-column) (Pima)
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4.2.4 Influence of ensemble size and neighborhood size
The number of base learners (n) that are finally selected into the ensemble is investigated
as follows. Left column of Figure 4.3 gives performance v.s. n cure of all LEC-boosted DES.
An obvious pattern is that performance increase significantly as the more base learners are
selected in the beginning and peaks at around 10. The kne is excluded here because it


































Figure (4.4) DES-LEC: Ranking distribution
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Table (4.3) DES-LEC: Average rank summary
Methods Accuracy F1 PR ROC
Classic ensembles
Bagging 16.7 17.2 10.8 9.9
AdaBoost 20.5 17.2 19.0 19.0
Random Forest 12.8 11.1 14.6 12.1
DES
ola 11.5 12.5 12.3 10.6
cla 12.5 13.2 14.4 12.9
kne 18.1 17.5 17.6 16.1
knu 11.4 12.1 12.1 12.8
prior 14.7 14.6 11.1 11.7
posterior 13.4 13.0 16.8 17.4
mcb0 12.1 13.0 10.1 8.8
mcb3 10.6 11.4 11.8 11.1
mcb6 11.1 11.6 12.2 12.5
mcb9 12.4 12.8 13.1 12.6
DES-LEC
ola-lec 3.8 5.3 6.5 7.3
cla-lec 6.3 8.3 6.7 8.9
kne-lec 14.7 11.7 14.6 15.0
knu-lec 4.0 5.5 6.4 7.6
prior-lec 4.6 5.9 8.0 9.8
posterior-lec 8.6 9.5 14.1 15.1
mcb0-lec 4.7 5.9 6.8 7.7
mcb3-lec 5.2 5.9 6.9 6.9
mcb6-lec 4.9 5.7 5.5 4.7
mcb9-lec 4.4 6.2 6.5 7.0
The size of the neighborhood (k) in training also impacts the performance as shown in
the right column of Figure 4.3. Performance is poor if the neighborhood size is set too small
(e.g. k = 1) and reach the maximum at round k = 5. However, larger neighborhood beyond
k = 5 is not helping to performance on Pima data set. Note that the random behavior of
the red curve for kne is caused by similar reason that it’s excluded in previous section.
4.2.5 Rankings over all data sets (DES-LEC)
Details of DES-LECperformance on other 10 data sets is present in Section 5.3.5. To
evaluate overall effectiveness of LEC technique, we use rankings as a relative performance
measurement. Specifically, for each data set, 21 methods (kne and LEC-boosted kne excluded
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since n is not applicable) are ranked based on any of the 4 performance scores which leave
each method 11 ranking numbers given any performance score. The distributions of the
ranking numbers are given in a box plot (Figure 4.4). For all 4 performance scores, the
ranking span of DES’s with LEC are lower than DES and classic ensembles. In other words,
LEC technique constantly improved DES’s performance and outperform classic ensemble
methods as well. The averaged rankings are marked in solid squares in Figure 4.4 and
detailed numbers are given in Table 4.3 where the top 5 scores are in bold font and the best
is underlined. All top scores fall into the DES-LEC section as expected.
4.2.6 Experiment result of other data sets
The same experiments are carried out on all the other data sets (i.e. Blood, Breast,
Bupa, Credit-a, Credit-g, Heart-c, Heart-statlog, Ionosphere, Iris, Sonar). In this section,
performance figures and tables on these data sets are presented as well as figures about
influence n and k.
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Figure (4.5) DES-LEC: Performance evaluation (Blood)
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Figure (4.6) DES-LEC: Performance evaluation (Breast)
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Bagging AdaBoost Random Forest DES DES-LEC
Figure (4.7) DES-LEC: Performance evaluation (Bupa)
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Bagging AdaBoost Random Forest DES DES-LEC
Figure (4.8) DES-LEC: Performance evaluation (Credit-a)
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Figure (4.9) DES-LEC: Performance evaluation (Credit-g)
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Figure (4.10) DES-LEC: Performance evaluation (Heart-c)
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Figure (4.11) DES-LEC: Performance evaluation (Heart-statlog)
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Figure (4.12) DES-LEC: Performance evaluation (Ionosphere)
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Figure (4.13) DES-LEC: Performance evaluation (Iris)












+0.5 +0.5 +0.5 +0.5















+0.2 +0.2 +0.2 +0.2















+0.5 +0.5 +0.5 +0.5














+0.1 +0.1 +0.1 +0.1
Bagging AdaBoost Random Forest DES DES-LEC
Figure (4.14) DES-LEC: Performance evaluation (Sonar)
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Table (4.4) DES-LEC: Performance summary (Blood)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.717 0.024 0.546 0.734
AdaBoost 0.720 0.000 0.414 0.652
Random Forest 0.645 0.306 0.353 0.604
DES alone
ola 0.728 0.136 0.520 0.724
cla 0.728 0.136 0.524 0.727
kne 0.724 0.098 0.543 0.734
knu 0.728 0.136 0.520 0.724
prior 0.737 0.269 0.525 0.721
posterior 0.743 0.250 0.472 0.671
mcb0 0.726 0.125 0.528 0.725
mcb3 0.728 0.136 0.520 0.724
mcb6 0.728 0.136 0.520 0.724
mcb9 0.728 0.136 0.520 0.724
DES-LEC
ola-lec 0.750 0.337 0.547 0.737
cla-lec 0.749 0.330 0.541 0.738
kne-lec 0.739 0.307 0.539 0.736
knu-lec 0.750 0.337 0.550 0.738
prior-lec 0.745 0.331 0.537 0.731
posterior-lec 0.751 0.366 0.510 0.696
mcb0-lec 0.745 0.314 0.539 0.735
mcb3-lec 0.752 0.347 0.551 0.738
mcb6-lec 0.750 0.337 0.548 0.738
mcb9-lec 0.750 0.337 0.547 0.737
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Table (4.5) DES-LEC: Performance summary (Breast)
Methods Accuracy F1 PR ROC
Ensembles
Bagging 0.966 0.949 0.974 0.991
AdaBoost 0.970 0.957 0.973 0.990
Random Forest 0.973 0.961 0.985 0.993
DES alone
ola 0.970 0.959 0.979 0.992
cla 0.967 0.952 0.976 0.989
kne 0.970 0.957 0.974 0.991
knu 0.970 0.959 0.979 0.992
prior 0.970 0.956 0.981 0.991
posterior 0.964 0.946 0.977 0.989
mcb0 0.970 0.959 0.979 0.992
mcb3 0.970 0.959 0.979 0.992
mcb6 0.970 0.959 0.979 0.992
mcb9 0.970 0.959 0.979 0.992
DES-LEC
ola-lec 0.975 0.964 0.986 0.994
cla-lec 0.972 0.957 0.986 0.991
kne-lec 0.973 0.961 0.985 0.994
knu-lec 0.975 0.964 0.986 0.994
prior-lec 0.975 0.963 0.982 0.993
posterior-lec 0.970 0.955 0.986 0.991
mcb0-lec 0.975 0.964 0.986 0.994
mcb3-lec 0.975 0.964 0.986 0.994
mcb6-lec 0.975 0.964 0.986 0.994
mcb9-lec 0.975 0.964 0.986 0.994
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Table (4.6) DES-LEC: Performance summary (Bupa)
Methods Accuracy F1 PR ROC
Ensembles
Bagging 0.704 0.560 0.706 0.745
AdaBoost 0.654 0.549 0.677 0.716
Random Forest 0.727 0.613 0.727 0.758
DES alone
ola 0.709 0.586 0.706 0.747
cla 0.715 0.610 0.704 0.752
kne 0.695 0.591 0.670 0.743
knu 0.709 0.593 0.706 0.743
prior 0.700 0.556 0.704 0.742
posterior 0.698 0.596 0.692 0.744
mcb0 0.709 0.586 0.707 0.750
mcb3 0.715 0.604 0.713 0.747
mcb6 0.712 0.597 0.708 0.740
mcb9 0.706 0.586 0.708 0.751
DES-LEC
ola-lec 0.724 0.611 0.703 0.742
cla-lec 0.739 0.646 0.718 0.747
kne-lec 0.692 0.601 0.686 0.738
knu-lec 0.727 0.618 0.697 0.735
prior-lec 0.727 0.617 0.713 0.748
posterior-lec 0.710 0.615 0.680 0.705
mcb0-lec 0.718 0.616 0.704 0.743
mcb3-lec 0.709 0.604 0.699 0.747
mcb6-lec 0.715 0.613 0.707 0.753
mcb9-lec 0.721 0.596 0.722 0.745
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Table (4.7) DES-LEC: Performance summary (Credit-a)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.858 0.849 0.922 0.935
AdaBoost 0.835 0.810 0.880 0.892
Random Forest 0.866 0.849 0.915 0.927
DES alone
ola 0.856 0.847 0.920 0.934
cla 0.858 0.849 0.922 0.935
kne 0.836 0.818 0.875 0.913
knu 0.858 0.849 0.920 0.934
prior 0.858 0.849 0.917 0.933
posterior 0.859 0.850 0.920 0.935
mcb0 0.856 0.847 0.922 0.934
mcb3 0.858 0.849 0.920 0.935
mcb6 0.858 0.849 0.920 0.935
mcb9 0.858 0.849 0.920 0.934
DES-LEC
ola-lec 0.869 0.864 0.922 0.935
cla-lec 0.868 0.863 0.921 0.935
kne-lec 0.842 0.821 0.891 0.922
knu-lec 0.868 0.863 0.924 0.936
prior-lec 0.869 0.864 0.921 0.934
posterior-lec 0.868 0.863 0.917 0.934
mcb0-lec 0.869 0.864 0.920 0.934
mcb3-lec 0.868 0.863 0.922 0.935
mcb6-lec 0.868 0.863 0.924 0.936
mcb9-lec 0.867 0.862 0.924 0.936
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Table (4.8) DES-LEC: Performance summary (Credit-g)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.754 0.474 0.604 0.778
AdaBoost 0.708 0.496 0.520 0.700
Random Forest 0.756 0.509 0.623 0.784
DES alone
ola 0.757 0.495 0.591 0.768
cla 0.732 0.406 0.572 0.756
kne 0.749 0.509 0.595 0.770
knu 0.757 0.495 0.591 0.768
prior 0.746 0.480 0.598 0.774
posterior 0.714 0.399 0.547 0.753
mcb0 0.757 0.495 0.591 0.768
mcb3 0.757 0.495 0.591 0.768
mcb6 0.757 0.495 0.591 0.768
mcb9 0.757 0.495 0.591 0.768
DES-LEC
ola-lec 0.760 0.518 0.611 0.774
cla-lec 0.739 0.452 0.583 0.758
kne-lec 0.757 0.526 0.617 0.778
knu-lec 0.760 0.518 0.611 0.774
prior-lec 0.758 0.521 0.610 0.773
posterior-lec 0.728 0.440 0.562 0.757
mcb0-lec 0.760 0.518 0.611 0.774
mcb3-lec 0.760 0.518 0.611 0.774
mcb6-lec 0.760 0.518 0.611 0.774
mcb9-lec 0.760 0.518 0.611 0.774
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Table (4.9) DES-LEC: Performance summary (Heart-c)
Methods Accuracy F1 PR ROC
Ensembles
Bagging 0.838 0.814 0.893 0.895
AdaBoost 0.752 0.720 0.833 0.828
Random Forest 0.818 0.783 0.872 0.885
DES alone
ola 0.834 0.811 0.890 0.894
cla 0.838 0.814 0.885 0.894
kne 0.811 0.787 0.882 0.882
knu 0.834 0.811 0.890 0.894
prior 0.834 0.811 0.897 0.894
posterior 0.838 0.814 0.892 0.893
mcb0 0.834 0.811 0.890 0.894
mcb3 0.834 0.811 0.890 0.894
mcb6 0.834 0.811 0.890 0.894
mcb9 0.834 0.811 0.890 0.894
DES-LEC
ola-lec 0.834 0.807 0.889 0.886
cla-lec 0.834 0.807 0.889 0.890
kne-lec 0.814 0.787 0.880 0.875
knu-lec 0.834 0.807 0.889 0.886
prior-lec 0.834 0.805 0.890 0.888
posterior-lec 0.834 0.808 0.885 0.890
mcb0-lec 0.834 0.807 0.889 0.886
mcb3-lec 0.834 0.807 0.889 0.886
mcb6-lec 0.834 0.807 0.889 0.886
mcb9-lec 0.834 0.807 0.889 0.886
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Table (4.10) DES-LEC: Performance summary (Heart-statlog)
Methods Accuracy F1 PR ROC
Ensembles
Bagging 0.815 0.776 0.885 0.886
AdaBoost 0.781 0.749 0.805 0.850
Random Forest 0.822 0.788 0.867 0.894
DES alone
ola 0.830 0.797 0.888 0.889
cla 0.826 0.797 0.891 0.889
kne 0.796 0.775 0.874 0.880
knu 0.826 0.797 0.890 0.888
prior 0.819 0.787 0.888 0.889
posterior 0.822 0.793 0.891 0.890
mcb0 0.830 0.797 0.889 0.892
mcb3 0.826 0.794 0.889 0.889
mcb6 0.822 0.792 0.889 0.889
mcb9 0.830 0.800 0.886 0.888
DES-LEC
ola-lec 0.841 0.808 0.892 0.892
cla-lec 0.841 0.809 0.894 0.891
kne-lec 0.804 0.781 0.879 0.877
knu-lec 0.837 0.804 0.886 0.884
prior-lec 0.841 0.808 0.893 0.891
posterior-lec 0.837 0.804 0.891 0.890
mcb0-lec 0.841 0.808 0.891 0.891
mcb3-lec 0.837 0.806 0.889 0.889
mcb6-lec 0.833 0.803 0.890 0.891
mcb9-lec 0.841 0.808 0.889 0.890
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Table (4.11) DES-LEC: Performance summary (Ionosphere)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.923 0.888 0.968 0.975
AdaBoost 0.929 0.899 0.973 0.980
Random Forest 0.929 0.904 0.980 0.983
DES alone
ola 0.929 0.899 0.967 0.974
cla 0.917 0.878 0.965 0.969
kne 0.914 0.879 0.935 0.935
knu 0.929 0.899 0.966 0.972
prior 0.926 0.895 0.970 0.975
posterior 0.920 0.882 0.959 0.960
mcb0 0.929 0.899 0.970 0.977
mcb3 0.929 0.899 0.967 0.972
mcb6 0.929 0.899 0.966 0.971
mcb9 0.923 0.890 0.966 0.970
DES-LEC
ola-lec 0.929 0.893 0.966 0.971
cla-lec 0.929 0.895 0.968 0.972
kne-lec 0.926 0.898 0.949 0.948
knu-lec 0.929 0.893 0.971 0.976
prior-lec 0.932 0.901 0.963 0.966
posterior-lec 0.923 0.889 0.964 0.970
mcb0-lec 0.929 0.893 0.970 0.974
mcb3-lec 0.929 0.893 0.969 0.972
mcb6-lec 0.929 0.893 0.968 0.973
mcb9-lec 0.929 0.896 0.964 0.971
39
Table (4.12) DES-LEC: Performance summary (Iris)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.940 0.940 0.991 0.990
AdaBoost 0.940 0.940 0.969 0.962
Random Forest 0.950 0.951 0.982 0.980
DES alone
ola 0.940 0.940 0.984 0.982
cla 0.940 0.940 0.979 0.972
kne 0.940 0.940 0.984 0.982
knu 0.940 0.940 0.984 0.982
prior 0.940 0.940 0.984 0.982
posterior 0.940 0.940 0.979 0.972
mcb0 0.940 0.940 0.984 0.982
mcb3 0.940 0.940 0.984 0.982
mcb6 0.940 0.940 0.984 0.982
mcb9 0.940 0.940 0.984 0.982
DES-LEC
ola-lec 0.950 0.951 0.985 0.984
cla-lec 0.950 0.951 0.984 0.982
kne-lec 0.940 0.940 0.996 0.996
knu-lec 0.950 0.951 0.985 0.984
prior-lec 0.950 0.951 0.985 0.984
posterior-lec 0.950 0.951 0.984 0.982
mcb0-lec 0.950 0.951 0.985 0.984
mcb3-lec 0.950 0.951 0.985 0.984
mcb6-lec 0.950 0.951 0.985 0.984
mcb9-lec 0.950 0.951 0.985 0.984
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Table (4.13) DES-LEC: Performance summary (Sonar)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.794 0.824 0.918 0.903
AdaBoost 0.836 0.848 0.948 0.935
Random Forest 0.832 0.850 0.926 0.906
DES alone
ola 0.842 0.862 0.936 0.930
cla 0.856 0.873 0.941 0.943
kne 0.847 0.867 0.941 0.935
knu 0.842 0.862 0.936 0.930
prior 0.838 0.858 0.943 0.933
posterior 0.861 0.879 0.914 0.928
mcb0 0.842 0.862 0.936 0.930
mcb3 0.842 0.862 0.936 0.930
mcb6 0.842 0.862 0.936 0.930
mcb9 0.842 0.862 0.936 0.930
DES-LEC
ola-lec 0.847 0.864 0.941 0.931
cla-lec 0.852 0.870 0.957 0.946
kne-lec 0.851 0.869 0.938 0.928
knu-lec 0.847 0.864 0.941 0.931
prior-lec 0.837 0.858 0.947 0.935
posterior-lec 0.851 0.871 0.952 0.941
mcb0-lec 0.847 0.864 0.941 0.931
mcb3-lec 0.847 0.864 0.941 0.931
mcb6-lec 0.847 0.864 0.941 0.931



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure (4.24) DES-LEC: Influence of n (left-column) and k (right-column) (Sonar)
51
CHAPTER 5: COMPETENCE REGION REFINEMENT
5.1 Metric Learning
Similarity metric plays an important role in machine learning algorithms (eg. KNN
and K-Means). General-purpose metrics such as Euclidean distance and cosine similarity
sometimes fail to capture the intrinsic features of data in many applications [BHS13]. So
an adapted metric that better fits the inherent similarity relationship between patterns is
needed. The similarity relationship is usually described in some pair-wise or triplet-based
constraints:
• Must-link / cannot-link constraints (a.k.a. positive/negative pairs):
S = {(xi, xj) : xi and xj should be similar}
D = {(xi, xj) : xi and xj should be dissimilar}
• Relative constraints (a.k.a. training triplets):
R = {(xi, xj, xk) : xi should be more similar to xj than to xk}
Given the constraints, most metric learning algorithms are formulated as a constrained
optimization problem on a parameterized similarity function dM(xi, xj) [41]:
min
M
= `(M,S,D,R) + λR(M)
where `(M,S,D,R) is the penalty function of violated constraints, R(M) is the regulariza-
tion on parameters M and λ is the balance weight. With M∗ being the optimized M , the
learned metric function dM∗(xi, xj) is expected to enhance the distance/similarity metric-
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based algorithms. The following Figure 5.1 describes the flow of a typical metric learning
process:
Figure (5.1) Overview of a metric learning system.
Depending on the availability of constraints S, D and R, three metric learning
paradigms exist as listed below:
(1) Fully supervised: Class label y(x) is available for all patterns and is used to generate
constraints on any pair/triplet. E.g. (xi, xj) ∈ S if y(xi) = y(xj) and (xi, xj) ∈ D
otherwise.
(2) Weakly supervised: Patterns are unlabeled but side information about similarity is
available in the form of S, D and R.)
(3) Semi-supervised:Only a very limited number of patterns are labeled in this scenario.
However, unlabeled patterns are very cheap to obtain, such as online text and images.
Although similarity is not measured with respect to class labels in our DES-RE system,
our metric learning can still be deemed as fully supervised because we will generate the con-
straints according to the performance behavior of the base learners which is totally tractable.
Furthermore, as mentioned in the previous section about DES methods, most of DES find
competence regions by building K-neighborhood of the query pattern. So in addition to
fundamental works, we also review approaches motivated by improving KNN algorithms.
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5.1.1 Fundamental works on metric learning
MMC. One pioneering work was presented in [42] where authors learned a Mahalanobis
distance which is defined as:
dM(xi, xj) =
√
(xi − xj)TM(xi − xj)
where M ∈ Rd×d is positive semi-definite (PSD) or simply M ∈ Sd+.
The problem is formulated as a convex optimization that maximizing distance between









d2M(xi, xj) ≤ 1
M ∈ Sd+
Projected gradient method is used as the solver to this optimization problem. In [43],
authors defined the distance with decomposed M = ATWA as:
d2M(xi, xj) = (xi − xj)TM(xi − xj)
= (xi − xj)TATWA(xi − xj)
= (Axi − Axj)TW (Axi − Axj)
where W ∈ Rd×d is diagonal and A ∈ Rd×d is a matrix determined by user before the









s.t. d2M(xi, xk)− d2M(xi, xj) ≥ 1− ξijk, ∀(xi, xj, xk) ∈ R
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Where ξijk’s are slack variables enabling soft constraints and C is the penalty weight. This
setup is quite similar to that used in soft margin SVMs. This problem is convex so could be
solved easily.
5.1.2 KNN motivated methods
Methods listed in this section formulate the object function in favor of improving
neighbor-based prediction.
NCA (Neighborhood Component Analysis). NCA proposed in [44] decomposes the





exp (−‖Lxi − Lxj‖22)∑
xl:li
exp (−‖Lxi − Lxl‖22)
, j 6= i






Note that L doesnt have to be square matrix here. A resulting rectangle L is equivalent to
dimension reduction on the original feature space. However, NCA is not convex hence may
be limited by local minima issue.
MCML (Maximally Collapsing Metric Learning). [45] also takes advantage of the similar
measures as NCA without decomposing M. In other words, it uses regular Mahalanobis dis-
tance to estimate the distribution of any pattern being the nearest neighbor of another. The
proposed convex optimization attempts to minimize the KL divergence between estimated
distribution and an ideal one was propose. This ideal distribution is obtained by assuming
all patterns in same class are collapsed into a single pattern while patterns in different classes
are infinitely far to each other.
LMNN (Large Margin Nearest Neighbors). LMNN [46, 47] is one of the most popular
metric learning algorithms due to its good performance in practice. The object function in
NCA and MCML estimated the similarity between patterns in a global scope that p(xi) is
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defined by its distance to all xi ∈ X. While the LMNN method modeled the problems in
a more local way. Specifically, given any pattern, it defined the constraints by finding out
the impostor patterns in a K-neighborhood of a given pattern xi that do not belong to the
same class to xi. Formally,
S = {(xi, xj) : y(xi) = y(xj) and xj in x′is K-neighborhood}
R = {(xi, xj, xk) : (xi, xj) ∈ S and y(xi)y(xk)}
With Mahalanobis form of distance d2M(xi, xj) = (xi − xj)TM(xi − xj), LMNN defined










s.t. d2M(xi, xk)− d2M(xi, xj)1− ξijk, ∀(xi, xj, xk) ∈ R
M ∈ Sd+
Techniques such as sub-gradient descent and constraint management are implemented in a
dedicated solver to this problem.
5.2 Construct Competence Region with metric learning
The goal of metric learning in ensemble selection phase is to construct competence
regions that contain patterns with similar performance behavior with regard to base learner
pool. Most supervised metric learning algorithms are formed as an optimization problem
with the three similarity constraints S, D andR which are generated using label information.
For example, patterns with same(different) class label may be included in S(D). However, it’s
not the case for constructing good competence region which is supposed to gather patterns by
their performance behavior instead of label information. Thus we need convert performance
behavior to label-like information in order to leverage those metric learning methods.
The Performance Behavior (PB) of a pattern x with regard to classifier pool C =
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{c1, . . . , cm} is defined by a m-dimensional bit vector pb(x) ∈ {0|1}m and the i-th bit:
pb(x)i =

1 if yˆ(x) = y(x)
0 otherwise
The dissimilarity of PB of any two patterns xj and xj′ is defined by the normalized hamming









Now we are able to define PB-based similarity constraints:
SPB = {(xj, xj′) : dPB(xj, xj′) < }
DPB = {(xj, xj′) : dPB(xj, xj′) ≥ }
RPB = {(xj, xj′ , xj′′) : dPB(xj, xj′) < dPB(xj, xj′′)}
where is a customizable cut-off value between similar and dissimilar.
5.3 Experiment results
5.3.1 Parameter selection
We also determine the value of v by experimenting. Fig 5.2 shows an example of
performance comparison of DES-LMNN on Pima data set with different values of v.
In this example, v = 0.4 was our choice over v = 0.1 as it has significant advantage in
ACCURACY/F1/AUC-ROC scores with slightly lower AUC-ROC score. In experiments on
other data sets, v is chosen by such comparison experiment.
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Figure (5.2) DES-LEC performance varying the value of v = [0.1, 0.4] (Pima)
5.3.2 Performance evaluation
Performance of DES-LMNN is evaluated with same experiments as in Section 4.2.3 in
which detailed description of legend could be found. For Pima data set, LMNN technique
improves the performance of most the corresponding DES with only a few exceptions (e.g.
posterior in AUC-PR score, mcb9 in AUC-ROC score). However, the improvement is not
significant comparing to LEC techniques as shown in Section 4.2.3. Similar phenomenon Con-
sequently, we can also see this difference in Table 5.1 that some of the top scores stay outside
of the DES-LMNN section (e.g. Adaboost/cla achieved best F1/ACCURACY scores).
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Bagging AdaBoost Random Forest DES DES-LMNN
Figure (5.3) DES-LMNN: Performance evaluation (Pima)
5.3.3 Influence of ensemble size and neighborhood size
We also examined the impact of ensemble size n and neighborhood size k to the perfor-
mance of all DES-LMNN systems as shown in Figure 5.4.
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Table (5.1) DES-LMNN: Performance summary (Pima)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.757 0.599 0.716 0.829
AdaBoost 0.738 0.623 0.648 0.780
Random Forest 0.754 0.616 0.697 0.819
DES alone
ola 0.756 0.598 0.708 0.826
cla 0.767 0.612 0.719 0.826
kne 0.736 0.599 0.692 0.798
knu 0.758 0.600 0.714 0.828
prior 0.753 0.592 0.713 0.827
posterior 0.763 0.607 0.721 0.825
mcb0 0.756 0.598 0.709 0.828
mcb3 0.756 0.598 0.712 0.828
mcb6 0.758 0.601 0.714 0.827
mcb9 0.758 0.601 0.713 0.826
DES-LMNN
ola-lmnn 0.764 0.616 0.710 0.828
cla-lmnn 0.763 0.611 0.716 0.827
kne-lmnn 0.751 0.612 0.692 0.807
knu-lmnn 0.766 0.613 0.715 0.826
prior-lmnn 0.764 0.613 0.729 0.830
posterior-lmnn 0.766 0.617 0.719 0.830
mcb0-lmnn 0.764 0.616 0.715 0.827
mcb3-lmnn 0.762 0.607 0.718 0.828
mcb6-lmnn 0.766 0.618 0.710 0.828






























































































































































Figure (5.4) DES-LMNN: Influence of n (left-column) and k (right-column) (Pima)
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5.3.4 Rankings over all data sets (DES-LMNN)
Details of DES-LMNNperformance on other 10 data sets is present in Section 5.3.5. To
evaluate overall effectiveness of LEC technique, we use rankings as a relative performance
measurement. Specifically, for each data set, 21 methods (3 classic ensembles, 9 DES’s and
9 of the LEC-boosted DES’s, kne and LEC-boosted kne excluded since n is not applicable)
are ranked based on any of the 4 performance scores which leave each method 11 ranking
numbers given any performance score. The distributions of the ranking numbers are given

































Figure (5.5) DES-LMNN: Ranking distribution
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Table (5.2) DES-LMNN: Average rank summary
Methods Accuracy F1 PR ROC
Classic ensembles
Bagging 17.5 17.4 12.5 12.0
AdaBoost 20.5 16.7 19.8 20.5
Random Forest 14.0 7.9 14.1 12.1
DES
ola 11.8 12.7 13.4 13.4
cla 9.0 10.8 11.5 12.9
kne 20.6 18.3 19.4 18.5
knu 11.3 12.2 11.2 10.9
prior 14.5 15.9 11.3 14.1
posterior 12.1 13.4 12.6 15.7
mcb0 11.5 13.4 12.0 11.3
mcb3 12.5 13.1 12.6 11.1
mcb6 11.2 12.0 13.5 12.1
mcb9 10.3 11.0 12.4 11.3
DES-CRL
ola-lmnn 3.9 4.2 6.2 6.4
cla-lmnn 4.9 6.5 9.5 8.5
kne-lmnn 17.8 14.0 17.3 16.7
knu-lmnn 4.4 5.2 6.2 6.4
prior-lmnn 5.6 7.4 4.9 8.1
posterior-lmnn 5.6 5.6 9.9 9.8
mcb0-lmnn 4.5 5.8 6.1 8.1
mcb3-lmnn 4.7 6.3 6.5 5.1
mcb6-lmnn 3.9 3.9 7.4 5.1
mcb9-lmnn 4.8 5.5 6.9 6.9
5.3.5 Experiment result of other data sets
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Bagging AdaBoost Random Forest DES DES-LMNN
Figure (5.6) DES-LMNN: Performance evaluation (Blood)
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Bagging AdaBoost Random Forest DES DES-LMNN
Figure (5.7) DES-LMNN: Performance evaluation (Breast)
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Bagging AdaBoost Random Forest DES DES-LMNN
Figure (5.8) DES-LMNN: Performance evaluation (Bupa)
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Figure (5.9) DES-LMNN: Performance evaluation (Credit-a)
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Bagging AdaBoost Random Forest DES DES-LMNN
Figure (5.10) DES-LMNN: Performance evaluation (Credit-g)
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Bagging AdaBoost Random Forest DES DES-LMNN
Figure (5.11) DES-LMNN: Performance evaluation (Heart-c)
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Bagging AdaBoost Random Forest DES DES-LMNN
Figure (5.12) DES-LMNN: Performance evaluation (Heart-statlog)
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Bagging AdaBoost Random Forest DES DES-LMNN
Figure (5.13) DES-LMNN: Performance evaluation (Ionosphere)
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Bagging AdaBoost Random Forest DES DES-LMNN
Figure (5.14) DES-LMNN: Performance evaluation (Iris)


































































Bagging AdaBoost Random Forest DES DES-LMNN
Figure (5.15) DES-LMNN: Performance evaluation (Sonar)
68
Table (5.3) DES-LMNN: Performance summary (Blood)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.717 0.024 0.546 0.734
AdaBoost 0.720 0.000 0.414 0.652
Random Forest 0.645 0.306 0.353 0.604
DES alone
ola 0.730 0.127 0.536 0.731
cla 0.730 0.127 0.536 0.731
kne 0.724 0.117 0.541 0.733
knu 0.730 0.127 0.536 0.731
prior 0.737 0.252 0.530 0.727
posterior 0.737 0.264 0.501 0.698
mcb0 0.730 0.085 0.545 0.731
mcb3 0.730 0.127 0.536 0.731
mcb6 0.730 0.127 0.536 0.731
mcb9 0.730 0.127 0.536 0.731
DES-LMNN
ola-lmnn 0.732 0.139 0.537 0.731
cla-lmnn 0.732 0.139 0.537 0.731
kne-lmnn 0.732 0.148 0.549 0.734
knu-lmnn 0.732 0.139 0.532 0.731
prior-lmnn 0.751 0.309 0.562 0.738
posterior-lmnn 0.739 0.265 0.515 0.704
mcb0-lmnn 0.730 0.085 0.545 0.731
mcb3-lmnn 0.732 0.127 0.542 0.732
mcb6-lmnn 0.732 0.139 0.537 0.731
mcb9-lmnn 0.732 0.139 0.537 0.731
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Table (5.4) DES-LMNN: Performance summary (Breast)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.966 0.949 0.974 0.991
AdaBoost 0.970 0.957 0.973 0.990
Random Forest 0.973 0.961 0.985 0.993
DES alone
ola 0.973 0.960 0.979 0.991
cla 0.972 0.959 0.984 0.994
kne 0.969 0.955 0.977 0.991
knu 0.973 0.960 0.977 0.991
prior 0.970 0.956 0.979 0.990
posterior 0.970 0.955 0.981 0.992
mcb0 0.973 0.960 0.978 0.991
mcb3 0.973 0.960 0.978 0.992
mcb6 0.973 0.960 0.977 0.991
mcb9 0.975 0.963 0.978 0.992
DES-LMNN
ola-lmnn 0.978 0.967 0.981 0.993
cla-lmnn 0.976 0.966 0.985 0.994
kne-lmnn 0.973 0.962 0.979 0.992
knu-lmnn 0.976 0.965 0.980 0.993
prior-lmnn 0.975 0.962 0.984 0.992
posterior-lmnn 0.978 0.967 0.983 0.993
mcb0-lmnn 0.978 0.967 0.981 0.993
mcb3-lmnn 0.978 0.967 0.980 0.993
mcb6-lmnn 0.978 0.967 0.981 0.993
mcb9-lmnn 0.979 0.969 0.980 0.992
70
Table (5.5) DES-LMNN: Performance summary (Bupa)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.704 0.560 0.706 0.745
AdaBoost 0.654 0.549 0.677 0.716
Random Forest 0.727 0.613 0.727 0.758
DES alone
ola 0.715 0.596 0.716 0.752
cla 0.715 0.598 0.705 0.725
kne 0.686 0.559 0.690 0.728
knu 0.715 0.596 0.716 0.752
prior 0.706 0.571 0.699 0.729
posterior 0.701 0.595 0.686 0.732
mcb0 0.715 0.596 0.716 0.752
mcb3 0.715 0.596 0.716 0.752
mcb6 0.715 0.596 0.716 0.752
mcb9 0.715 0.596 0.716 0.752
DES-LMNN
ola-lmnn 0.727 0.617 0.727 0.758
cla-lmnn 0.712 0.588 0.702 0.736
kne-lmnn 0.701 0.580 0.713 0.739
knu-lmnn 0.727 0.617 0.727 0.758
prior-lmnn 0.715 0.587 0.716 0.746
posterior-lmnn 0.709 0.606 0.714 0.746
mcb0-lmnn 0.727 0.617 0.727 0.758
mcb3-lmnn 0.727 0.617 0.727 0.758
mcb6-lmnn 0.727 0.617 0.727 0.758
mcb9-lmnn 0.727 0.617 0.727 0.758
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Table (5.6) DES-LMNN: Performance summary (Credit-a)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.858 0.849 0.922 0.935
AdaBoost 0.835 0.810 0.880 0.892
Random Forest 0.866 0.849 0.915 0.927
DES alone
ola 0.858 0.849 0.921 0.934
cla 0.858 0.849 0.921 0.934
kne 0.839 0.821 0.874 0.913
knu 0.858 0.849 0.921 0.935
prior 0.856 0.847 0.922 0.935
posterior 0.856 0.847 0.922 0.935
mcb0 0.858 0.849 0.921 0.934
mcb3 0.858 0.849 0.921 0.935
mcb6 0.858 0.849 0.921 0.935
mcb9 0.858 0.849 0.921 0.935
DES-LMNN
ola-lmnn 0.858 0.849 0.922 0.935
cla-lmnn 0.858 0.849 0.921 0.935
kne-lmnn 0.845 0.828 0.887 0.918
knu-lmnn 0.858 0.849 0.922 0.936
prior-lmnn 0.858 0.849 0.922 0.935
posterior-lmnn 0.858 0.849 0.922 0.935
mcb0-lmnn 0.858 0.849 0.922 0.935
mcb3-lmnn 0.858 0.849 0.922 0.936
mcb6-lmnn 0.858 0.849 0.922 0.935
mcb9-lmnn 0.858 0.849 0.921 0.936
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Table (5.7) DES-LMNN: Performance summary (Credit-g)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.754 0.474 0.604 0.778
AdaBoost 0.708 0.496 0.520 0.700
Random Forest 0.756 0.509 0.623 0.784
DES alone
ola 0.757 0.484 0.610 0.778
cla 0.759 0.476 0.621 0.782
kne 0.725 0.512 0.523 0.738
knu 0.761 0.492 0.616 0.779
prior 0.755 0.480 0.616 0.779
posterior 0.759 0.479 0.616 0.780
mcb0 0.757 0.484 0.610 0.778
mcb3 0.757 0.486 0.608 0.777
mcb6 0.757 0.486 0.614 0.779
mcb9 0.761 0.493 0.614 0.778
DES-LMNN
ola-lmnn 0.763 0.496 0.614 0.779
cla-lmnn 0.764 0.493 0.623 0.783
kne-lmnn 0.734 0.526 0.552 0.743
knu-lmnn 0.764 0.497 0.618 0.780
prior-lmnn 0.762 0.494 0.615 0.780
posterior-lmnn 0.763 0.489 0.624 0.783
mcb0-lmnn 0.762 0.493 0.614 0.779
mcb3-lmnn 0.764 0.497 0.608 0.780
mcb6-lmnn 0.759 0.493 0.616 0.780
mcb9-lmnn 0.762 0.496 0.614 0.780
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Table (5.8) DES-LMNN: Performance summary (Heart-c)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.838 0.814 0.893 0.895
AdaBoost 0.752 0.720 0.833 0.828
Random Forest 0.818 0.783 0.872 0.885
DES alone
ola 0.831 0.808 0.892 0.893
cla 0.841 0.818 0.885 0.892
kne 0.795 0.778 0.856 0.875
knu 0.831 0.808 0.891 0.892
prior 0.831 0.808 0.896 0.893
posterior 0.838 0.815 0.885 0.891
mcb0 0.831 0.808 0.892 0.892
mcb3 0.831 0.808 0.891 0.892
mcb6 0.831 0.808 0.891 0.892
mcb9 0.831 0.808 0.892 0.892
DES-LMNN
ola-lmnn 0.838 0.814 0.898 0.896
cla-lmnn 0.844 0.822 0.886 0.893
kne-lmnn 0.808 0.788 0.875 0.881
knu-lmnn 0.838 0.814 0.898 0.897
prior-lmnn 0.838 0.814 0.898 0.896
posterior-lmnn 0.841 0.818 0.892 0.895
mcb0-lmnn 0.838 0.814 0.897 0.895
mcb3-lmnn 0.838 0.814 0.897 0.895
mcb6-lmnn 0.838 0.814 0.899 0.898
mcb9-lmnn 0.841 0.817 0.894 0.895
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Table (5.9) DES-LMNN: Performance summary (Heart-statlog)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.815 0.776 0.885 0.886
AdaBoost 0.781 0.749 0.805 0.850
Random Forest 0.822 0.788 0.867 0.894
DES alone
ola 0.822 0.793 0.878 0.878
cla 0.830 0.804 0.890 0.887
kne 0.796 0.768 0.826 0.858
knu 0.811 0.780 0.874 0.873
prior 0.815 0.780 0.879 0.880
posterior 0.826 0.797 0.885 0.879
mcb0 0.822 0.793 0.879 0.883
mcb3 0.807 0.776 0.873 0.876
mcb6 0.811 0.777 0.879 0.879
mcb9 0.811 0.779 0.881 0.883
DES-LMNN
ola-lmnn 0.841 0.817 0.895 0.894
cla-lmnn 0.848 0.823 0.895 0.891
kne-lmnn 0.770 0.726 0.819 0.839
knu-lmnn 0.837 0.816 0.889 0.887
prior-lmnn 0.841 0.812 0.892 0.891
posterior-lmnn 0.844 0.817 0.897 0.890
mcb0-lmnn 0.841 0.817 0.896 0.896
mcb3-lmnn 0.830 0.803 0.887 0.887
mcb6-lmnn 0.844 0.823 0.887 0.886
mcb9-lmnn 0.833 0.811 0.893 0.888
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Table (5.10) DES-LMNN: Performance summary (Ionosphere)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.923 0.888 0.968 0.975
AdaBoost 0.929 0.899 0.973 0.980
Random Forest 0.929 0.904 0.980 0.983
DES alone
ola 0.929 0.899 0.969 0.976
cla 0.923 0.886 0.965 0.969
kne 0.914 0.879 0.935 0.935
knu 0.929 0.899 0.970 0.977
prior 0.932 0.903 0.968 0.973
posterior 0.923 0.886 0.958 0.959
mcb0 0.929 0.899 0.970 0.977
mcb3 0.929 0.899 0.970 0.977
mcb6 0.929 0.899 0.970 0.977
mcb9 0.929 0.899 0.969 0.975
DES-LMNN
ola-lmnn 0.932 0.903 0.973 0.980
cla-lmnn 0.932 0.903 0.970 0.974
kne-lmnn 0.923 0.895 0.951 0.967
knu-lmnn 0.932 0.903 0.972 0.979
prior-lmnn 0.932 0.903 0.971 0.975
posterior-lmnn 0.926 0.894 0.960 0.960
mcb0-lmnn 0.932 0.903 0.972 0.978
mcb3-lmnn 0.932 0.903 0.971 0.979
mcb6-lmnn 0.932 0.903 0.973 0.980
mcb9-lmnn 0.929 0.899 0.972 0.979
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Table (5.11) DES-LMNN: Performance summary (Iris)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.940 0.940 0.991 0.990
AdaBoost 0.940 0.940 0.969 0.962
Random Forest 0.950 0.951 0.982 0.980
DES alone
ola 0.940 0.940 0.984 0.982
cla 0.940 0.940 0.984 0.982
kne 0.940 0.940 0.974 0.964
knu 0.940 0.940 0.984 0.982
prior 0.940 0.940 0.984 0.982
posterior 0.940 0.940 0.984 0.982
mcb0 0.940 0.940 0.984 0.982
mcb3 0.940 0.940 0.984 0.982
mcb6 0.940 0.940 0.984 0.982
mcb9 0.940 0.940 0.984 0.982
DES-LMNN
ola-lmnn 0.950 0.951 0.984 0.982
cla-lmnn 0.950 0.951 0.984 0.982
kne-lmnn 0.940 0.940 0.974 0.964
knu-lmnn 0.950 0.951 0.984 0.982
prior-lmnn 0.950 0.951 0.984 0.982
posterior-lmnn 0.950 0.951 0.984 0.982
mcb0-lmnn 0.950 0.951 0.984 0.982
mcb3-lmnn 0.950 0.951 0.984 0.982
mcb6-lmnn 0.950 0.951 0.984 0.982
mcb9-lmnn 0.950 0.951 0.984 0.982
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Table (5.12) DES-LMNN: Performance summary (Sonar)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.794 0.824 0.918 0.903
AdaBoost 0.836 0.848 0.948 0.935
Random Forest 0.832 0.850 0.926 0.906
DES alone
ola 0.852 0.873 0.941 0.939
cla 0.885 0.897 0.908 0.925
kne 0.846 0.863 0.948 0.941
knu 0.852 0.873 0.950 0.943
prior 0.832 0.853 0.950 0.939
posterior 0.885 0.897 0.879 0.903
mcb0 0.852 0.873 0.941 0.939
mcb3 0.852 0.873 0.948 0.941
mcb6 0.866 0.883 0.941 0.939
mcb9 0.876 0.893 0.947 0.947
DES-LMNN
ola-lmnn 0.865 0.884 0.949 0.939
cla-lmnn 0.899 0.912 0.926 0.940
kne-lmnn 0.856 0.874 0.949 0.943
knu-lmnn 0.857 0.877 0.952 0.946
prior-lmnn 0.861 0.879 0.950 0.940
posterior-lmnn 0.884 0.898 0.919 0.928
mcb0-lmnn 0.865 0.884 0.949 0.939
mcb3-lmnn 0.857 0.877 0.950 0.944
mcb6-lmnn 0.871 0.887 0.942 0.942


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure (5.25) DES-LMNN: Influence of n (left-column) and k (right-column) (Sonar)
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CHAPTER 6: AN EM FRAMEWORK
6.1 Connection between LEC optimization and CR learning
It is the performance profiles and neighborhoods that link the two components together.
Specifically, LEC optimization tries to make patterns within a predefined neighborhood have
similar performance response to classifiers. The reweighting and retraining that performed in
LEC optimization changes the performance profiles of some target patterns. These changed
performance profiles define the similarity metric in CR learning. CR learning essentially
maps the original data to a new feature space and hence the similarity relationship between
patterns also changes. Obviously in this new space, patterns have different neighborhoods.
An EM framework fit this case by alternately perform LEC optimization and CR learning.
Figure (6.1) Interaction between LEC optimization and CR learning
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6.2 Experiment
6.2.1 Rankings over all data sets (DES-RE)
Since the performance evaluation strategy for DES-REis similar to previous DES-LEC
and DES-LMNN, we will present experiment results of DES-REon all data sets together in
Section 6.2.2. Before that, the ranking result of DES-REover all data sets is shown in Figure
6.2 and Table 6.1. The solid squares in boxes indicate the mean ranking values. Generally
speaking, all DES-LEC, DES-LMNN and DES-RE improve the performance in all scoring.

































Figure (6.2) DES-RE: Ranking distribution
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Table (6.1) DES-RE: Average rank summary
Methods Accuracy F1 PR ROC
Classic ensembles
Bagging 17.0 17.2 11.4 12.0
AdaBoost 20.6 18.2 20.0 20.3
Random Forest 13.4 10.6 13.8 12.7
DES
ola 12.3 12.3 10.5 11.7
cla 12.4 13.6 13.1 11.3
kne 20.2 18.8 18.5 17.6
knu 10.8 11.0 13.4 12.8
prior 12.6 13.3 11.8 14.5
posterior 11.9 13.6 15.5 16.3
mcb0 12.2 12.9 9.7 9.5
mcb3 12.7 13.0 12.9 12.4
mcb6 11.8 11.9 12.0 12.5
mcb9 12.3 12.8 12.0 12.2
DES-RE
ola-combine 3.7 3.5 7.5 7.5
cla-combine 5.7 6.4 11.1 9.0
kne-combine 15.8 14.1 15.4 14.9
knu-combine 3.3 3.6 8.1 7.2
prior-combine 5.5 5.5 8.1 9.8
posterior-combine 8.0 7.6 13.2 12.4
mcb0-combine 4.5 5.0 5.5 5.4
mcb3-combine 4.0 5.2 7.9 6.8
mcb6-combine 4.5 5.4 5.9 6.7
mcb9-combine 4.4 6.0 5.4 6.4
6.2.2 Experiment result of other data sets
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Bagging AdaBoost Random Forest DES DES-RE
Figure (6.3) DES-RE: Performance evaluation (Blood)




























































Bagging AdaBoost Random Forest DES DES-RE
Figure (6.4) DES-RE: Performance evaluation (Breast)
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Bagging AdaBoost Random Forest DES DES-RE
Figure (6.5) DES-RE: Performance evaluation (Bupa)
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Bagging AdaBoost Random Forest DES DES-RE
Figure (6.6) DES-RE: Performance evaluation (Credit-a)
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Bagging AdaBoost Random Forest DES DES-RE
Figure (6.7) DES-RE: Performance evaluation (Credit-g)
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Bagging AdaBoost Random Forest DES DES-RE
Figure (6.8) DES-RE: Performance evaluation (Heart-c)
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Bagging AdaBoost Random Forest DES DES-RE
Figure (6.9) DES-RE: Performance evaluation (Heart-statlog)
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Bagging AdaBoost Random Forest DES DES-RE
Figure (6.10) DES-RE: Performance evaluation (Ionosphere)
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Bagging AdaBoost Random Forest DES DES-RE
Figure (6.11) DES-RE: Performance evaluation (Iris)
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Figure (6.12) DES-RE: Performance evaluation (Pima)
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Figure (6.13) DES-RE: Performance evaluation (Sonar)
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Table (6.2) DES-RE: Performance summary (Blood)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.717 0.024 0.546 0.734
AdaBoost 0.720 0.000 0.414 0.652
Random Forest 0.645 0.306 0.353 0.604
DES alone
ola 0.730 0.127 0.536 0.731
cla 0.730 0.127 0.536 0.731
kne 0.724 0.117 0.541 0.733
knu 0.730 0.127 0.536 0.731
prior 0.737 0.252 0.530 0.727
posterior 0.737 0.264 0.501 0.698
mcb0 0.730 0.085 0.545 0.731
mcb3 0.730 0.127 0.536 0.731
mcb6 0.730 0.127 0.536 0.731
mcb9 0.730 0.127 0.536 0.731
DES-LEC/LMNN
ola-combine 0.745 0.366 0.546 0.733
cla-combine 0.739 0.338 0.549 0.739
kne-combine 0.734 0.157 0.547 0.736
knu-combine 0.745 0.362 0.550 0.744
prior-combine 0.756 0.400 0.549 0.741
posterior-combine 0.736 0.359 0.524 0.714
mcb0-combine 0.741 0.284 0.566 0.745
mcb3-combine 0.741 0.347 0.547 0.743
mcb6-combine 0.745 0.346 0.550 0.735
mcb9-combine 0.741 0.339 0.548 0.738
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Table (6.3) DES-RE: Performance summary (Breast)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.966 0.949 0.974 0.991
AdaBoost 0.970 0.957 0.973 0.990
Random Forest 0.973 0.961 0.985 0.993
DES alone
ola 0.972 0.959 0.977 0.991
cla 0.973 0.961 0.981 0.993
kne 0.969 0.955 0.977 0.991
knu 0.973 0.961 0.978 0.991
prior 0.970 0.956 0.980 0.990
posterior 0.972 0.957 0.980 0.992
mcb0 0.972 0.959 0.977 0.991
mcb3 0.972 0.959 0.977 0.991
mcb6 0.973 0.961 0.977 0.991
mcb9 0.972 0.959 0.977 0.991
DES-LEC/LMNN
ola-combine 0.975 0.963 0.983 0.993
cla-combine 0.978 0.968 0.983 0.994
kne-combine 0.972 0.960 0.978 0.991
knu-combine 0.975 0.963 0.984 0.993
prior-combine 0.975 0.962 0.983 0.993
posterior-combine 0.979 0.970 0.979 0.992
mcb0-combine 0.975 0.963 0.985 0.994
mcb3-combine 0.975 0.963 0.984 0.993
mcb6-combine 0.975 0.963 0.984 0.993
mcb9-combine 0.973 0.961 0.985 0.994
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Table (6.4) DES-RE: Performance summary (Bupa)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.704 0.560 0.706 0.745
AdaBoost 0.654 0.549 0.677 0.716
Random Forest 0.727 0.613 0.727 0.758
DES alone
ola 0.706 0.585 0.725 0.751
cla 0.718 0.586 0.736 0.757
kne 0.695 0.591 0.670 0.743
knu 0.721 0.597 0.718 0.749
prior 0.706 0.586 0.719 0.744
posterior 0.718 0.589 0.730 0.748
mcb0 0.706 0.585 0.725 0.752
mcb3 0.718 0.595 0.721 0.749
mcb6 0.709 0.581 0.717 0.743
mcb9 0.715 0.591 0.716 0.745
DES-LEC/LMNN
ola-combine 0.712 0.592 0.722 0.750
cla-combine 0.712 0.577 0.734 0.758
kne-combine 0.683 0.581 0.677 0.737
knu-combine 0.721 0.597 0.715 0.746
prior-combine 0.706 0.588 0.719 0.745
posterior-combine 0.712 0.580 0.725 0.750
mcb0-combine 0.712 0.592 0.722 0.750
mcb3-combine 0.718 0.596 0.714 0.746
mcb6-combine 0.712 0.576 0.731 0.754
mcb9-combine 0.718 0.579 0.730 0.749
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Table (6.5) DES-RE: Performance summary (Credit-a)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.858 0.849 0.922 0.935
AdaBoost 0.835 0.810 0.880 0.892
Random Forest 0.866 0.849 0.915 0.927
DES alone
ola 0.858 0.849 0.921 0.935
cla 0.858 0.849 0.922 0.936
kne 0.855 0.842 0.913 0.929
knu 0.858 0.849 0.921 0.935
prior 0.858 0.849 0.921 0.934
posterior 0.858 0.849 0.922 0.935
mcb0 0.858 0.849 0.921 0.935
mcb3 0.858 0.849 0.921 0.935
mcb6 0.858 0.849 0.921 0.935
mcb9 0.858 0.849 0.921 0.935
DES-LEC/LMNN
ola-combine 0.871 0.864 0.918 0.934
cla-combine 0.869 0.863 0.920 0.934
kne-combine 0.869 0.859 0.908 0.931
knu-combine 0.871 0.864 0.918 0.934
prior-combine 0.869 0.864 0.920 0.933
posterior-combine 0.869 0.863 0.920 0.934
mcb0-combine 0.871 0.864 0.918 0.934
mcb3-combine 0.871 0.864 0.918 0.934
mcb6-combine 0.871 0.864 0.918 0.934
mcb9-combine 0.871 0.864 0.918 0.934
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Table (6.6) DES-RE: Performance summary (Credit-g)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.754 0.474 0.604 0.778
AdaBoost 0.708 0.496 0.520 0.700
Random Forest 0.756 0.509 0.623 0.784
DES alone
ola 0.755 0.510 0.579 0.762
cla 0.721 0.440 0.544 0.748
kne 0.749 0.509 0.595 0.770
knu 0.755 0.510 0.579 0.762
prior 0.743 0.490 0.583 0.765
posterior 0.712 0.450 0.534 0.746
mcb0 0.755 0.510 0.579 0.762
mcb3 0.755 0.510 0.579 0.762
mcb6 0.755 0.510 0.579 0.762
mcb9 0.755 0.510 0.579 0.762
DES-LEC/LMNN
ola-combine 0.763 0.534 0.601 0.775
cla-combine 0.717 0.466 0.566 0.757
kne-combine 0.762 0.531 0.606 0.782
knu-combine 0.763 0.534 0.601 0.775
prior-combine 0.759 0.527 0.607 0.774
posterior-combine 0.712 0.450 0.534 0.746
mcb0-combine 0.763 0.534 0.601 0.775
mcb3-combine 0.763 0.534 0.601 0.775
mcb6-combine 0.763 0.534 0.601 0.775
mcb9-combine 0.763 0.534 0.601 0.775
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Table (6.7) DES-RE: Performance summary (Heart-c)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.838 0.814 0.893 0.895
AdaBoost 0.752 0.720 0.833 0.828
Random Forest 0.818 0.783 0.872 0.885
DES alone
ola 0.834 0.811 0.893 0.895
cla 0.838 0.814 0.889 0.896
kne 0.785 0.762 0.826 0.841
knu 0.834 0.811 0.893 0.894
prior 0.838 0.814 0.894 0.895
posterior 0.838 0.814 0.887 0.895
mcb0 0.834 0.811 0.894 0.895
mcb3 0.834 0.811 0.893 0.895
mcb6 0.834 0.811 0.895 0.896
mcb9 0.834 0.811 0.892 0.893
DES-LEC/LMNN
ola-combine 0.838 0.814 0.893 0.895
cla-combine 0.838 0.814 0.889 0.896
kne-combine 0.798 0.776 0.857 0.852
knu-combine 0.838 0.814 0.893 0.895
prior-combine 0.838 0.814 0.891 0.894
posterior-combine 0.838 0.814 0.888 0.895
mcb0-combine 0.838 0.814 0.893 0.895
mcb3-combine 0.838 0.814 0.893 0.896
mcb6-combine 0.838 0.814 0.893 0.895
mcb9-combine 0.838 0.814 0.893 0.895
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Table (6.8) DES-RE: Performance summary (Heart-statlog)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.815 0.776 0.885 0.886
AdaBoost 0.781 0.749 0.805 0.850
Random Forest 0.822 0.788 0.867 0.894
DES alone
ola 0.826 0.791 0.886 0.882
cla 0.804 0.774 0.889 0.889
kne 0.796 0.768 0.841 0.862
knu 0.815 0.778 0.875 0.877
prior 0.815 0.776 0.878 0.876
posterior 0.815 0.782 0.877 0.875
mcb0 0.826 0.791 0.888 0.889
mcb3 0.811 0.775 0.876 0.877
mcb6 0.819 0.785 0.885 0.888
mcb9 0.819 0.781 0.888 0.887
DES-LEC/LMNN
ola-combine 0.844 0.821 0.892 0.891
cla-combine 0.848 0.825 0.895 0.892
kne-combine 0.811 0.781 0.857 0.871
knu-combine 0.833 0.804 0.898 0.897
prior-combine 0.852 0.829 0.900 0.899
posterior-combine 0.844 0.820 0.893 0.888
mcb0-combine 0.841 0.817 0.896 0.894
mcb3-combine 0.833 0.804 0.879 0.884
mcb6-combine 0.841 0.815 0.898 0.894
mcb9-combine 0.837 0.809 0.900 0.901
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Table (6.9) DES-RE: Performance summary (Ionosphere)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.923 0.888 0.968 0.975
AdaBoost 0.929 0.899 0.973 0.980
Random Forest 0.929 0.904 0.980 0.983
DES alone
ola 0.929 0.899 0.968 0.973
cla 0.920 0.883 0.956 0.953
kne 0.914 0.879 0.935 0.935
knu 0.929 0.899 0.961 0.963
prior 0.932 0.902 0.968 0.974
posterior 0.915 0.873 0.947 0.941
mcb0 0.929 0.899 0.971 0.977
mcb3 0.929 0.899 0.965 0.967
mcb6 0.929 0.899 0.965 0.968
mcb9 0.926 0.895 0.966 0.967
DES-LEC/LMNN
ola-combine 0.929 0.899 0.971 0.976
cla-combine 0.934 0.909 0.965 0.969
kne-combine 0.928 0.896 0.939 0.947
knu-combine 0.937 0.909 0.962 0.965
prior-combine 0.932 0.903 0.972 0.976
posterior-combine 0.912 0.872 0.967 0.972
mcb0-combine 0.929 0.899 0.973 0.979
mcb3-combine 0.929 0.898 0.972 0.977
mcb6-combine 0.929 0.899 0.971 0.977
mcb9-combine 0.929 0.899 0.971 0.976
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Table (6.10) DES-RE: Performance summary (Iris)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.940 0.940 0.991 0.990
AdaBoost 0.940 0.940 0.969 0.962
Random Forest 0.950 0.951 0.982 0.980
DES alone
ola 0.940 0.940 0.984 0.982
cla 0.940 0.940 0.979 0.972
kne 0.940 0.940 0.984 0.982
knu 0.940 0.940 0.984 0.982
prior 0.940 0.940 0.984 0.982
posterior 0.940 0.940 0.979 0.972
mcb0 0.940 0.940 0.984 0.982
mcb3 0.940 0.940 0.984 0.982
mcb6 0.940 0.940 0.984 0.982
mcb9 0.940 0.940 0.984 0.982
DES-LEC/LMNN
ola-combine 0.950 0.951 0.985 0.984
cla-combine 0.950 0.951 0.984 0.982
kne-combine 0.940 0.940 0.996 0.996
knu-combine 0.950 0.951 0.985 0.984
prior-combine 0.950 0.951 0.985 0.984
posterior-combine 0.950 0.951 0.984 0.982
mcb0-combine 0.950 0.951 0.985 0.984
mcb3-combine 0.950 0.951 0.985 0.984
mcb6-combine 0.950 0.951 0.985 0.984
mcb9-combine 0.950 0.951 0.985 0.984
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Table (6.11) DES-RE: Performance summary (Pima)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.757 0.599 0.716 0.829
AdaBoost 0.738 0.623 0.648 0.780
Random Forest 0.754 0.616 0.697 0.819
DES alone
ola 0.758 0.601 0.717 0.828
cla 0.755 0.593 0.722 0.829
kne 0.717 0.580 0.627 0.768
knu 0.758 0.601 0.711 0.828
prior 0.758 0.601 0.713 0.829
posterior 0.758 0.593 0.720 0.829
mcb0 0.758 0.601 0.715 0.828
mcb3 0.755 0.596 0.710 0.828
mcb6 0.756 0.600 0.711 0.827
mcb9 0.757 0.598 0.715 0.828
DES-LEC/LMNN
ola-combine 0.781 0.640 0.730 0.831
cla-combine 0.783 0.649 0.728 0.830
kne-combine 0.738 0.603 0.687 0.806
knu-combine 0.777 0.635 0.730 0.832
prior-combine 0.779 0.639 0.727 0.830
posterior-combine 0.781 0.646 0.730 0.833
mcb0-combine 0.777 0.633 0.731 0.832
mcb3-combine 0.779 0.638 0.732 0.832
mcb6-combine 0.777 0.639 0.730 0.831
mcb9-combine 0.780 0.637 0.729 0.831
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Table (6.12) DES-RE: Performance summary (Sonar)
Methods Accuracy F1 PR ROC
Classis ensembles
Bagging 0.794 0.824 0.918 0.903
AdaBoost 0.836 0.848 0.948 0.935
Random Forest 0.832 0.850 0.926 0.906
DES alone
ola 0.847 0.868 0.952 0.943
cla 0.880 0.893 0.907 0.925
kne 0.846 0.863 0.948 0.941
knu 0.852 0.873 0.951 0.943
prior 0.847 0.865 0.948 0.937
posterior 0.880 0.892 0.896 0.912
mcb0 0.847 0.868 0.952 0.943
mcb3 0.847 0.868 0.951 0.943
mcb6 0.866 0.883 0.950 0.942
mcb9 0.876 0.893 0.954 0.947
DES-LEC/LMNN
ola-combine 0.852 0.871 0.953 0.945
cla-combine 0.875 0.890 0.945 0.935
kne-combine 0.851 0.867 0.948 0.941
knu-combine 0.857 0.877 0.952 0.945
prior-combine 0.852 0.869 0.948 0.938
posterior-combine 0.879 0.895 0.919 0.917
mcb0-combine 0.852 0.871 0.953 0.945
mcb3-combine 0.852 0.871 0.952 0.945
mcb6-combine 0.871 0.887 0.951 0.944




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure (6.24) DES-RE: Influence of n (left-column) and k (right-column) (Sonar)
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6.2.3 Rankings comparison of all methods
In this section, the rankings of all methods (i.e. DES-LEC, DES-LMNN, DES-RE) are
compared in Figure 6.2 and Table 6.1.
















































Figure (6.25) Ranking distribution of all methods
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Table (6.13) Average rank for all
Methods Accuracy F1 PR ROC
Classic ensembles
Bagging 35.0 34.8 25.0 24.4
AdaBoost 40.1 34.4 37.4 37.7
Random Forest 28.8 22.3 27.7 24.0
DES
ola 27.7 28.8 23.9 21.0
cla 23.5 27.2 20.8 19.3
kne 39.6 35.7 37.4 35.8
knu 24.2 26.1 22.1 21.3
prior 28.5 29.0 23.1 27.6
posterior 24.2 27.1 21.4 26.6
mcb0 27.5 29.5 21.6 17.6
mcb3 26.6 27.9 23.7 20.4
mcb6 26.4 27.5 23.9 23.1
mcb9 22.5 24.5 23.4 22.2
DES-LEC
ola-lec 14.1 15.5 17.8 19.7
cla-lec 17.5 20.4 16.9 21.5
kne-lec 33.5 26.7 28.5 29.5
knu-lec 13.9 16.0 16.9 20.2
prior-lec 14.3 14.6 22.8 24.1
posterior-lec 22.8 21.6 28.5 32.5
mcb0-lec 15.9 16.8 19.5 20.0
mcb3-lec 17.1 16.5 17.6 19.2
mcb6-lec 16.2 17.0 17.1 14.9
mcb9-lec 14.5 17.0 17.4 18.8
DES-LMNN
ola-lmnn 11.0 12.4 15.1 14.3
cla-lmnn 11.9 14.9 21.5 20.1
kne-lmnn 35.3 29.9 34.3 34.6
knu-lmnn 11.5 13.4 16.1 15.3
prior-lmnn 12.7 18.3 12.5 17.2
posterior-lmnn 13.8 14.6 21.6 21.7
mcb0-lmnn 11.6 14.0 14.6 16.6
mcb3-lmnn 12.5 15.5 17.5 14.5
mcb6-lmnn 11.4 11.7 18.2 14.6
mcb9-lmnn 12.5 13.4 16.0 17.4
DES-RE
ola-combine 9.7 9.5 15.5 15.9
cla-combine 10.7 11.5 20.8 17.7
kne-combine 30.9 29.5 31.9 28.6
knu-combine 9.6 9.8 16.5 14.7
prior-combine 11.7 11.1 16.1 18.1
posterior-combine 15.0 14.8 26.5 25.0
mcb0-combine 11.2 12.0 11.3 10.9
mcb3-combine 11.5 12.7 17.2 15.1
mcb6-combine 10.5 11.5 12.3 13.8
mcb9-combine 10.9 12.5 11.8 12.5
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CHAPTER 7: CONCLUSION AND FUTURE WORK
7.1 Conclusion
DES-LEC enforce local expertise consistency and the resulting base learners pool from
where better ensemble is selected. DES-CRL rebuild the neighborhood and create a better
competence region that promoting good classifiers in selection. DES-RE combine everything
together and make more out of DES-LEC and DES-CRL. We also see the performance of
methods varies regarding to different performance scores. Depending on preference of a given
task, the right technique should be selected to apply.
7.2 Future work
In DES-LEC, we currently increase/decrease by fixed percentage. However, other
weighting strategy could also be applied in DES-LEC. Similarly, many other metric learning
methods other than LMNN could be adopted in DES-CRL. Neighborhood size K currently
the same in DES-LEC and DES-CRL. Probably not the best option.
LEC optimization needs to update hundreds of classifiers independently. It’s easy to
parallelize in a distributed computing platform such as Spark.
Optimization of metric learning involves heavy matrix operations such like positive
semi-definite projection and GPU computing is good at matrix calculation.
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