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Virtual Reality, Augmented Reality and Virtual Environments (VE) 
all share a critical requirement: the virtual environment needs to 
be consistent and interactive, in order to provide the realism that 
enables a user to be immersed in an environment other than their 
own.
State in Virtual Environment is the information that needs to be 
disseminated to every user’s interface in order to render the virtual 
environment. Ensuring that each user has a live and consistent view 
of the VE, requires that each user receives the most recent changes 
to the VE. Interactivity in the VE increases the amount of informa-
tion that must be disseminated between interacting users, and also 
means that updates must be sent with low latency to ensure state 
consistency. Furthermore, in order to complete the immersion into 
the virtual world, the user must be disconnected from her current 
world: by using wireless communication, the user can be untethered 
and free to move around to experience the virtual world. Wireless 
virtual reality is thus seen as a necessity for virtual immersion.
As the next generation of mobile wireless communication, the 5G 
specification promises high throughput of up to 10Gbps data rate, 1 
millisecond latency and ultra-high reliability coupled with a 100-fold 
increase in the number of connected devices. 5G technology could 
finally e nable d istributed, f ully i mmersive, w ireless V irtual Reality. 




prone to information loss. In order to understand how wireless loss
will affect state consistency, we need to evaluate state degradation
under adverse network conditions, such as loss, network delay and
bandwidth limitations.
In this dissertation we quantify the state consistency by using
VAST, an existing VE implementation, and the Mininet network em-
ulator, which allows controlling different adverse network condi-
tions. We found that under most adverse network conditions, the
state consistency degrades significantly. We also found that UDP
was less sensitive to adverse conditions than TCP.
In order to improve the state consistency, we propose a net-
work coding based packet loss mitigation protocol that uses the UDP
transport protocol. We term this new protocol UDPNC and show that
it is successful at improving state consistency and also performs well
when network delay is introduced. However, we show that UDPNC
requires significantly more bandwidth than other network transport
protocols and suffers in scenarios where bandwidth is limited. How-
ever, assuming that a high bandwidth wireless connection is avail-
able, such as provided by 5G mobile or Wi-Fi 802.11ac, we argue




Quantification and Improvement of State
Consistency in a Virtual Environment under Adverse
Network Conditions
D. Schoonwinkel
Department of Electrical and Electronic Engineering
University of Stellenbosch
Private Bag X1, Matieland 7602 , South Africa.
Proefskrif: PhD (Eng)
Maart 2020
Virtuele realiteit, toegevoegde realiteit en virtuele omgewings het ’n 
kritiese vereiste in gemeen: die virtuele omgewing moet konsekwent 
en interaktief bly om die gebruiker in die realisme van die virtuele 
omgewing in te dompel.
Die toestand van die Virtuele Omgewing (VO) is die inligting wat 
versprei moet word na elke gebruiker se toestel om die omgewing 
te vertoon. Om te verseker dat elke gebruiker ‘n aktuele en kon-
sekwente beeld van die VO het, vereis dat elke gebruiker die mees 
onlangse veranderinge aan die VO ontvang. Interaktiwiteit in die VO 
vermeerder die hoeveelheid inligting wat versprei moet word na ge-
bruikers. Hierdie inligting moet ook met ’n lae wagtyd versprei word 
om die virtuele toestand konsekwent te hou. Om die indompeling 
van die virtuele omgewing verder te vervolmaak, moet die gebruiker 
ontkoppel word van die vereistes van die huidige wêreld: deur die 
gebruik van draadlose kommunikasie kan die gebruiker vrylik in die 
virtuele omgewing rond beweeg. Draadlose virtuele realiteit is dus 
noodsaaklik vir volledige indompeling.
5G kommunikasie is die nuwe generasie draagbare-draadlose spe-
sifikasie wat hoë bandwydte van tot 10 Gbps, 1  millisekonde wagtyd 
en ultra-betroubare kommunikasie waarborg. 5G kommunikasie 
sal ook ‘n honderdvoudige vermeerdering in die aantal gekonnek-




spreide volledig-indompelende en draadlose Virtuele Realiteit toe-
passings bewerkstellig.
Draadlose kommunikasie is vatbaar vir interferensie en dus ge-
neig tot inligting verlies. Om te verstaan hoe draadlose inligting ver-
lies die konsekwentheid van die virtuele omgewing beïnvloed, moet
ons die agteruitgang onder ongustige network toestande beoordeel.
Ongunstige netwerk toestande sluit in inligting verlies, network ver-
traging en bandwydte beperkings.
In hierdie proefskrif kwantiseer ons die toestand konsekwentheid
deur om van VAST, ‘n bestaande VO implementasie, gebruik te maak
en die Mininet netwerk emuleerder te gebruik om die ongunstige
netwerk toestande te beheer. Ons het gevind dat onder meeste on-
gunstige network toestande die konsekwentheid van die virtuele om-
gewing verswak. Ons het ook gevind dat UDP minder sensitief is tot
ongunstige toestande in vergelyking met TCP.
Om die konsekwentheid van die virtuele omgewing te verbeter,
stel ons ’n netwerk-kodering gebaseerde pakkie-verlies-vermindering
protokol voor wat die UDP protokol gebruik. Ons noem hierdie proto-
kol UDPNC en bewys dat dit suksesvol is om konsekwentheid in die
VO te verbeter. Ons bewys ook dat UDPNC korrek funksioneer en die
konsekwenteit behou selfs al word pakkies in die netwerk vertraag.
Ons het egter gevind dat UDPNC aansienlik meer bandwydte vereis
as ander netwerk protokolle en verloor effektiwiteit onder bandwydte
beperkings.
Indien ons egter aanvaar dat ‘n hoë bandwydte konneksie soos
5G of Wi-Fi 802.11ac gebruik sal word, beweer ons dat die ekstra
bandwydte nie ’n noemenswaardige koste sal wees om die toestand-
konsekwentheid van die VO te verbeter nie.
Stellenbosch University https://scholar.sun.ac.za
Acknowledgements
I would like to express my sincere gratitude to the following people
and organisations:
• My lecturer, Prof Herman Engelbrecht for asking the right ques-
tions and believing in me when I did not.
• The Medialab and all my friends and colleagues.
• My older brother, Johan Schoonwinkel for excellent, patient
and continued on help with C++ programming and debugging.
• My significant other, Irene van Staden for support, pep-talks
and always believing I can finish it in time.
• My family and friends for many hours of praying and encour-
aging me.
• For Martin Molin from the Youtube channel Wintergatan for















List of Figures xii
List of Tables xviii
Nomenclature xxii
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Fully Immersive Virtual Reality . . . . . . . . . . . . . . 1
1.3 Wireless VR . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Network Coding on Wireless Networks . . . . . . . . . . 3
1.5 Problem Statement . . . . . . . . . . . . . . . . . . . . . . 4
1.6 Research Questions . . . . . . . . . . . . . . . . . . . . . 4
1.7 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.8 Research Approach . . . . . . . . . . . . . . . . . . . . . 5
1.9 Dissertation layout . . . . . . . . . . . . . . . . . . . . . . 6
2 State Consistency 7
2.1 Distributed State . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Architectures . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Scalability Strategies . . . . . . . . . . . . . . . . . . . . 18
2.4 Communication Strategies . . . . . . . . . . . . . . . . . 20
2.5 State Management Strategies . . . . . . . . . . . . . . . . 26
2.6 Related research: VE implementations . . . . . . . . . . 28




2.8 VAST Library . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.9 VAST as a Case Study . . . . . . . . . . . . . . . . . . . . 38
2.10Application Domain . . . . . . . . . . . . . . . . . . . . . 39
2.11Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3 Adverse Network Conditions on State Consistency 40
3.1 Adverse Network Effects Definition . . . . . . . . . . . . 40
3.2 Effect of Adverse Network Conditions on State Consis-
tency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 TCP and UDP . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4 Results of VAST MMVE Under Adverse Network Conditions 47
4.1 Mininet Emulator and POX Controller . . . . . . . . . . 47
4.2 Network Setup . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Additions to VAST . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Real versus Simulated Network Stack . . . . . . . . . . . 50
4.5 Consistency Metrics . . . . . . . . . . . . . . . . . . . . . 51
4.6 Network Performance Metrics . . . . . . . . . . . . . . . 54
4.7 VAST Components . . . . . . . . . . . . . . . . . . . . . . 55
4.8 Simulation Parameters . . . . . . . . . . . . . . . . . . . 58
4.9 Nominal Network Conditions . . . . . . . . . . . . . . . . 59
4.10Adverse Network Conditions Testing . . . . . . . . . . . 62
4.11Packet Loss Tests . . . . . . . . . . . . . . . . . . . . . . 63
4.12Comparing Mininet Hosts with Physical Hosts . . . . . . 79
4.13Delay Tests . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.14Bandwidth Limited Tests . . . . . . . . . . . . . . . . . . 87
4.15Scalability Tests . . . . . . . . . . . . . . . . . . . . . . . 91
4.16General discussion and recommendations . . . . . . . . 95
4.17Which problem can be addressed on Transport Layer? . 96
4.18Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5 Mitigation Strategies for Packet Loss 97
5.1 Open Systems Interconnect (OSI) Model . . . . . . . . . 97
5.2 Communicating Using a Network Stack . . . . . . . . . 98
5.3 The status quo: What happens in networks currently? . 99
5.4 Recovery and Compensation Mechanisms (i.e. how can
we do better?) . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.5 Requirements And Considerations of Packet Loss Miti-
gation Strategy . . . . . . . . . . . . . . . . . . . . . . . . 105
5.6 Naive Erasure Recovery . . . . . . . . . . . . . . . . . . . 106
5.7 Erasure Codes . . . . . . . . . . . . . . . . . . . . . . . . 106
5.8 Network Coding . . . . . . . . . . . . . . . . . . . . . . . 109
5.9 Cost of Using Intra-flow Network Coding . . . . . . . . . 119
Stellenbosch University https://scholar.sun.ac.za
x CONTENTS
5.10Network Coding as Packet Loss Mitigation Strategy . . . 122
5.11Other Applications of Network Coding . . . . . . . . . . 122
5.12Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6 Implementing Network Coding in VAST 126
6.1 Chapter layout . . . . . . . . . . . . . . . . . . . . . . . . 126
6.2 Network Coding Network Setup . . . . . . . . . . . . . . 127
6.3 Inter-flow and Intra-flow NC for Interactive Applications 127
6.4 Network Coding Strategy . . . . . . . . . . . . . . . . . . 129
6.5 Encoding Process . . . . . . . . . . . . . . . . . . . . . . 132
6.6 Decoding Process . . . . . . . . . . . . . . . . . . . . . . . 136
6.7 Fulfilling Design Requirements and Considerations . . . 143
6.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
7 Results of Using Network Coding as Packet Loss Mitiga-
tion Strategy 145
7.1 Network Coding Network Setup . . . . . . . . . . . . . . 145
7.2 Simulation Parameters . . . . . . . . . . . . . . . . . . . 145
7.3 VAST Components . . . . . . . . . . . . . . . . . . . . . . 145
7.4 Nominal test . . . . . . . . . . . . . . . . . . . . . . . . . 147
7.5 Why we only look at UDP vs UDPNC . . . . . . . . . . . 150
7.6 Packet Loss Mitigation Evaluation and Adverse Network
Conditions Testing . . . . . . . . . . . . . . . . . . . . . . 150
7.7 Packet Loss Tests . . . . . . . . . . . . . . . . . . . . . . 151
7.8 Comparing Mininet Hosts with Physical Hosts . . . . . . 160
7.9 Delay Tests . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7.10Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 165
7.11Bandwidth Limited Tests . . . . . . . . . . . . . . . . . . 165
7.12Scalability Tests . . . . . . . . . . . . . . . . . . . . . . . 170
7.13Cost of UDPNC . . . . . . . . . . . . . . . . . . . . . . . . 174
7.14Emulated Network Model Inaccuracies and Consequences174
7.15Benefits of Mininet Emulated Network . . . . . . . . . . 175
7.16Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
8 Conclusions and Future Work 177
8.1 How Does Adverse Network Conditions Affect The State
Consistency of a Virtual Environment? . . . . . . . . . . 177
8.2 Is Network Coding an Effective Packet Loss Mitigation
Strategy? . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
8.3 VAST Case Study and Limitations . . . . . . . . . . . . . 180
8.4 Comparison to Prior Work . . . . . . . . . . . . . . . . . 181
8.5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . 184
8.6 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . 184





A Test Data Acquisition 203
A.1 Movement and node status: VASTStatLog . . . . . . . . 203
A.2 Latency: VASTLatencyStatLog . . . . . . . . . . . . . . . 204
A.3 NIC Send / Receive bandwidth: tshark . . . . . . . . . . 205
A.4 Network Coded Bandwidth: VASTNetStatLog . . . . . . 205
Stellenbosch University https://scholar.sun.ac.za
List of Figures
2.1 Direct Connection between peers. The inner red circle rep-
resents the client and the outer circle the client’s AOI. Blue
arrows indicate connections. . . . . . . . . . . . . . . . . . . 20
2.2 Forwarding among neighbours. . . . . . . . . . . . . . . . . 22
2.3 Spanning tree forwarding. Source: [44] . . . . . . . . . . . . 23
2.4 Multicast groups. . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5 Spatial publish subscribe. . . . . . . . . . . . . . . . . . . . 26
2.6 Apolo connections. Source: [82]. . . . . . . . . . . . . . . . 30
2.7 Real-Time Framework (RTF) interactions. Source: [100]. . 33
2.8 S-VON architecture, relays represent super-peers with con-
nected clients, Source: [71] . . . . . . . . . . . . . . . . . . . 38
4.1 Mininet network setup using a POX controller. . . . . . . . 48
4.2 VAST and NIC bandwidth comparison with no packet loss.
The black line indicates the end of the setup phase, mean-
ing that the network has reached steady state. From this
point onwards, all the nodes in the VE are in the JOINED
state. As there is no packet loss in this run, no change
in network conditions are applied. Averages of the setup
phase are given on the left, and averages after the setup
phase are given on the right. . . . . . . . . . . . . . . . . . . 56
4.3 VAST and NIC bandwidth comparison with 10% packet
loss. The black line indicates the end of the setup phase,
meaning that the network has reached steady state. From
this point onwards, all the nodes in the VE are in the
JOINED state. Packet transmissions until the black line
are lossless. After the black line, packet loss is applied.
Averages before packet loss are given on the left and aver-
ages after packet loss is applied are given on the right. . . 57
4.4 Nominal network conditions. Aggregate topology consis-
tency, normalised drift distance, average latency, and nor-
malised NIC send and receive bandwidths are shown for
TCP (blue) and UDP (red) tests. Black circles indicate out-




4.5 Results of a TCP run, showing topology consistency, drift
distance, latency, and send / receive bandwidths over time.
The test was run at 10% packet loss. The black line in-
dicates the end of the setup phase. Packet transmissions
until the black line are lossless. After the black line, packet
loss is applied. The maximum drift distance recorded is
shown in gray. In this figure the drift distance plot is
scaled to the range of normalised drift distance for read-
ability. See Figure 4.6 for full range of maximum drift
distance. Averages of topology consistency, normalised
drift distance, send / receive bandwidth and latency un-
der lossless conditions is given on the left. Averages under
lossy conditions is given on the right. . . . . . . . . . . . . . 65
4.6 Results of a TCP run, showing topology consistency, drift
distance, latency, and send / receive bandwidths over time.
The test was run at 10% packet loss. The black line in-
dicates the end of the setup phase. Packet transmissions
until the black line are lossless. After the black line, packet
loss is applied. The maximum drift distance recorded is
shown in gray. Topology consistency and drift distance
plot shows the full range. Averages of topology consis-
tency, normalised drift distance, send / receive bandwidth
and latency under lossless conditions is given on the left.
Averages under lossy conditions is given on the right. . . . 66
4.7 Results of a UDP run, showing topology consistency, drift
distance, latency, and send / receive bandwidths over time.
The test was run at 10% packet loss. The black line in-
dicates the end of the setup phase. Packet transmissions
until the black line are lossless. After the black line, packet
loss is applied. The maximum drift distance recorded is
shown in gray. In this figure the drift distance plot is
scaled to the range of normalised drift distance for read-
ability. See Figure 4.8 for full range of maximum drift
distance. Averages of topology consistency, normalised
drift distance, send / receive bandwidth and latency un-
der lossless conditions is given on the left. Averages under
lossy conditions is given on the right. . . . . . . . . . . . . . 69
Stellenbosch University https://scholar.sun.ac.za
xiv LIST OF FIGURES
4.8 Results of a UDP run, showing topology consistency, drift
distance, latency, and send / receive bandwidths over time.
The test was run at 10% packet loss. The black line in-
dicates the end of the setup phase. Packet transmissions
until the black line are lossless. After the black line, packet
loss is applied. The maximum drift distance recorded is
shown in gray. Topology consistency and drift distance
plot shows the full range. Averages of topology consis-
tency, normalised drift distance, send / receive bandwidth
and latency under lossless conditions is given on the left.
Averages under lossy conditions is given on the right. . . . 70
4.9 Results of a 30% packet loss TCP run, showing topology
consistency, drift distance, latency, and send / receive
bandwidths over time. The black line indicates the end of
the setup phase. Packet transmissions until the black line
are lossless. After the black line, packet loss is applied.
The maximum drift distance recorded is shown in gray.
Topology consistency and drift distance plot shows the
full range. Averages of topology consistency, normalised
drift distance, send / receive bandwidth and latency un-
der lossless conditions is given on the left. Averages under
lossy conditions is given on the right. . . . . . . . . . . . . . 73
4.10Aggregated summary of 20 runs, each with 50 nodes. TCP
results shown in blue and UDP in red. Outliers are indi-
cated with black circles. Only packet loss percentages up
to 10% is shown in this graph to facilitate readability. Full
results are shown in Tables 4.3,4.4. . . . . . . . . . . . . . 74
4.11Mininet hosts versus physical hosts using TCP. The Mininet
performance is shown in blue and the physical network
performance is shown in black. Outliers are indicated as
black circles. . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.12Mininet hosts versus physical hosts using UDP. The Mininet
performance is shown in red and the physical network
performance is shown in black. Outliers are indicated as
black circles. . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.13Network delay of 0 - 200 ms. TCP results shown in blue
and UDP in red. Outliers are indicated with black circles. . 86
4.14Bandwidth limitation tests. The x-axis indicates an in-
creasingly strict limitation on the bandwidth. Outliers are
indicated with black circles. Only the range of 1 MBps
is shown as nominal state consistency was observed for
higher allowed bandwidth. Table 4.21 shows all of the re-
sults of the bandwidth test. . . . . . . . . . . . . . . . . . . 90
Stellenbosch University https://scholar.sun.ac.za
xv
4.15Scaling test with 20 - 100 nodes. TCP results are shown
in blue and UDP results in red. All tests were run at a
packet loss percentage of 10% and zero delay. Outliers are
indicated with black circles. . . . . . . . . . . . . . . . . . . 93
5.1 OSI model and Internet Protocol suite abstraction layers. . 98
5.2 Network Coding in the Butterfly Network, Source: [59] . . . 110
5.3 Wireless Network Coding, Source: [59] . . . . . . . . . . . . 112
5.4 End-to-End Coding, Source: [115] . . . . . . . . . . . . . . . 112
5.5 Hop-by-Hop Coding, Source: [115] . . . . . . . . . . . . . . . 113
5.6 Randon Linear Network Coding, Source: [115] . . . . . . . . 113
6.1 Network coding system setup. . . . . . . . . . . . . . . . . . 128
6.2 Filling packet pools. The circles indicate the network switch
or wireless router. The red arrows with a cross indicate a
failed transmission. All sent packets are also added to the
local packet pool. All UDP packets on the network are also
routed to the coding host. . . . . . . . . . . . . . . . . . . . 130
6.3 Decoding with packet pools. The circles indicate the net-
work switch or wireless router. Packet (x1+x2) is generated
by the coding host as a redundant packet. It is forwarded
via the router to both recipients that can possibly decode
it. Using the stored packets, the other packet can be de-
coded. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.4 The UDPNC Header. The shown data types are defined as
follows: byte:unsigned 1 byte, packetid_t: unsigned 8
bytes, id_t: unsigned 8 bytes, Vast::IPaddr: 4 byte IP
address, 2 byte port number, and 2 padding bytes, total of
8 bytes. The checksum field is an unsigned 4 byte integer.
The data field is a variable length field based on the packet
size field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.5 Coding process . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.6 Uncoded packet pipeline . . . . . . . . . . . . . . . . . . . . 137
6.7 Coded packet pipeline . . . . . . . . . . . . . . . . . . . . . . 138
6.8 Order input . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
7.1 Network coding system setup. . . . . . . . . . . . . . . . . . 146
7.2 Comparison of TCP, UDP and UDPNC under nominal con-
ditions. Aggregate topology consistency, normalised drift
distance, average latency, and normalised NIC send and
receive bandwidths are shown for TCP (blue), UDP (red)
and UDPNC (green) experiments. Black circles indicate
outliers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
Stellenbosch University https://scholar.sun.ac.za
xvi LIST OF FIGURES
7.3 Results of a UDPNC run showing topology consistency,
drift distance, latency, and send / receive bandwidths over
time. The test was run at 10% packet loss. The black line
indicates the end of the setup phase, also marked as point
c). Packet transmissions until the black line are lossless.
After the black line, packet loss is applied. The maximum
drift distance recorded is shown in gray. In this figure the
drift distance plot is scaled to the range of normalised drift
distance for readability. Points a) and b) indicate anoma-
lies in drift distance, latency and NIC receive bytes due
to packet pool clearing. Averages of topology consistency,
normalised drift distance, send / receive bandwidth and
latency under lossless conditions is given on the left. Av-
erages under lossy conditions is given on the right. See
Figure 7.4 for full range of maximum drift distance. . . . . 154
7.4 Results of a UDPNC run showing topology consistency,
drift distance, latency, and send / receive bandwidths over
time. The test was run at 10% packet loss. The black
line indicates the end of the setup phase. Packet trans-
missions until the black line are lossless. After the black
line, packet loss is applied. The maximum drift distance
recorded is shown in gray. Averages of topology consis-
tency, normalised drift distance, send / receive bandwidth
and latency under lossless conditions is given on the left.
Averages under lossy conditions is given on the right. Drift
distance plot now shows the full range of maximum drift
distance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
7.5 Aggregated summary of 20 runs, each with 50 nodes. UDP
results shown in red, UDPNC in green. Outliers are indi-
cated with black circles. Only packet loss percentages up
to 10% is shown in this graph to facilitate readability. Full
results are shown in Tables 7.4, 7.5 as well as Figure 7.6. 157
7.6 Aggregated summary of 20 runs, each with 50 nodes. UDP
results shown in red, UDPNC in green. Outliers are indi-
cated with black circles. The entire range of 0-70% packet
loss rates is shown. . . . . . . . . . . . . . . . . . . . . . . . 158
7.7 Mininet hosts versus physical hosts packet loss test us-
ing UDPNC. The Mininet performance is shown in green
and the physical network performance is shown in black.
Outliers are indicated as black circles. . . . . . . . . . . . . 163
7.8 Delay tests. Test was run at 10% packet loss with 0 -
200 ms delay. UDP is shown in red and UDPNC in green.
Outliers are indicated with black circles. . . . . . . . . . . . 166
Stellenbosch University https://scholar.sun.ac.za
xvii
7.9 Bandwidth limitation tests. UDP results are shown in red
and UDPNC in green. The x-axis indicates an increasingly
strict limitation on the bandwidth. Outliers are indicated
with black circles. . . . . . . . . . . . . . . . . . . . . . . . . 169
7.10Scaling test with 20 - 100 nodes. UDP results are shown
in red and UDPNC results in green. All tests were run at
a packet loss percentage of 10% and zero delay. Outliers
are indicated with black circles. . . . . . . . . . . . . . . . . 172
Stellenbosch University https://scholar.sun.ac.za
List of Tables
2.1 Architecture comparisons based on Schiele et al’s [107]
requirements. . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Summary of VE implementations . . . . . . . . . . . . . . . 35
4.1 General simulation parameters . . . . . . . . . . . . . . . . 58
4.2 Packet loss test simulation parameters . . . . . . . . . . . . 64
4.3 Median of average topology consistencies with 90% confi-
dence interval, for increasing packet loss test. . . . . . . . 68
4.4 Medians of normalized drift distances [VE units] with 90%
confidence interval, for increasing packet loss test. . . . . . 71
4.5 Medians of normalized drift distances [VE units] with degra-
dation percentages, for increasing packet loss test. . . . . . 71
4.6 Median of average latencies [ms] with 90% confidence in-
terval, for increasing packet loss test. . . . . . . . . . . . . 72
4.7 Mean and standard deviation of 100 round-trip ping times
on Mininet and physical network. Results in microseconds. 80
4.8 Comparison test simulation parameters . . . . . . . . . . . 80
4.9 Median of normalised drift distances [VE units] and 90%
confidence intervals for TCP test when comparing Mininet
and physical hosts. . . . . . . . . . . . . . . . . . . . . . . . 81
4.10Median of average latencies [ms] and 90% confidence in-
tervals for TCP test when comparing Mininet and physical
hosts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.11Median of normalised drift distances [VE units] and 90%
confidence intervals for UDP test when comparing Mininet
and physical hosts. . . . . . . . . . . . . . . . . . . . . . . . 81
4.12Median of average latencies [ms] and 90% confidence in-
tervals for UDP test when comparing Mininet and physical
hosts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.13Delay test simulation parameters . . . . . . . . . . . . . . . 85
4.14Medians of normalized drift distances [VE units] with 90%
confidence interval when adding network delay. . . . . . . 85
4.15Median of normalized drift distances [VE units] with degra-




4.16Median of average latencies [ms] with 90% confidence in-
terval when adding network delay. . . . . . . . . . . . . . . 85
4.17Median of normalised NIC send bandwidth [kBps/node],
90% confidence intervals and total bandwidth of the net-
work when adding network delay. . . . . . . . . . . . . . . . 86
4.18Bandwidth limit simulation parameters . . . . . . . . . . . 88
4.19Median of normalised drift distances [VE units] and 90%
confidence interval when limiting transmission bandwidth. 88
4.20Median of normalised drift distances [VE units] with degra-
dation percentages when limiting transmission bandwidth. 89
4.21Median of average latencies [ms] and 90% confidence in-
terval when limiting transmission bandwidth. . . . . . . . . 89
4.22Median of normalised NIC receive bandwidth [kBps/node],
90% confidence intervals and total bandwidth of the net-
work when limiting transmission bandwidth. . . . . . . . . 89
4.23Scalability test simulation parameters . . . . . . . . . . . . 91
4.24Median of normalised drift distances [VE units] and 90%
confidence interval when increasing the number of nodes. 92
4.25Median of average latencies [ms] and 90% confidence in-
terval when increasing the number of nodes. . . . . . . . . 92
4.26Median of normalised NIC send bandwidth [kBps/node],
90% confidence interval and total bandwidth of the net-
work when increasing the number of nodes. . . . . . . . . . 94
4.27Median of normalised drift distances [VE units] and 90%
confidence interval when increasing the number of nodes. 94
4.28Median of normalised VAST send bandwidth [kBps/node],
90% confidence interval and total bandwidth of the net-
work when increasing the number of nodes. . . . . . . . . . 95
5.1 Summary of Mitigation Strategies . . . . . . . . . . . . . . . 105
7.1 General simulation parameters . . . . . . . . . . . . . . . . 147
7.2 Medians and 90% confidence interval of state consistency
and network metrics for nominal test. . . . . . . . . . . . . 148
7.3 Packet loss test simulation parameters . . . . . . . . . . . . 152
7.4 Median of average topology consistencies with 90% confi-
dence interval when increasing packet loss. . . . . . . . . . 153
7.5 Medians of normalized drift distances [VE units] with 90%
confidence interval when increasing packet loss. . . . . . . 156
7.6 Medians of normalized drift distances [VE units] with degra-
dation percentages when increasing packet loss. . . . . . . 156
7.7 Median of normalised NIC receive bandwidth [kBps/node],
90% confidence interval and total bandwidth of the net-
work when increasing packet loss. . . . . . . . . . . . . . . 159
Stellenbosch University https://scholar.sun.ac.za
xx LIST OF TABLES
7.8 Mean and standard deviation of 100 round-trip ping times
on Mininet and physical network. Results in microseconds. 161
7.9 Comparison test simulation parameters. . . . . . . . . . . . 162
7.10Median of normalised drift distances [VE units] and 90%
confidence interval for UDPNC test when comparing Mininet
hosts to physical hosts. . . . . . . . . . . . . . . . . . . . . . 162
7.11Median of average latencies [ms] and 90% confidence in-
terval for UDPNC test when comparing Mininet hosts to
physical hosts. . . . . . . . . . . . . . . . . . . . . . . . . . . 162
7.12Delay test simulation parameters . . . . . . . . . . . . . . . 165
7.13Median of average latencies [ms] and 90% confidence in-
terval when adding network delay. . . . . . . . . . . . . . . 165
7.14Bandwidth limit simulation parameters . . . . . . . . . . . 166
7.15Median of average topology consistencies with 90% confi-
dence interval when limiting bandwidth. . . . . . . . . . . . 167
7.16Medians of normalized drift distances [VE units] with 90%
confidence interval when limiting bandwidth. . . . . . . . . 167
7.17Medians of normalized drift distances [VE units] with de-
grade percentages when limiting bandwidth. . . . . . . . . 167
7.18Median of average latencies [ms] and 90% confidence in-
terval when limiting bandwidth. . . . . . . . . . . . . . . . . 168
7.19Median of normalised NIC receive bandwidth [kBps/node],
90% confidence interval and total bandwidth of the net-
work when limiting bandwidth. . . . . . . . . . . . . . . . . 168
7.20Scalability test simulation parameters . . . . . . . . . . . . 170
7.21Median of average topology consistencies with 90% confi-
dence interval, for increasing packet loss test. . . . . . . . 171
7.22Medians of normalized drift distances [VE units] with 90%
confidence interval when scaling number of nodes. . . . . . 171
7.23Median of average latencies [ms] and 90% confidence in-
terval when scaling number of nodes. . . . . . . . . . . . . 171
7.24Median of normalised NIC send bandwidth [kBps/node],
90% confidence interval and total bandwidth of the net-
work when scaling number of nodes. . . . . . . . . . . . . . 173
8.1 Summary of drift distance and degradation percentages
under adverse conditions. . . . . . . . . . . . . . . . . . . . 177
8.2 Summary of best topology consistency and drift distance
UDPNC mitigation under packet loss. . . . . . . . . . . . . 179
8.3 Summary of related work on VAST . . . . . . . . . . . . . . 181
8.4 Summary of experience latency under adverse network con-
ditions compared to related work. . . . . . . . . . . . . . . . 182
8.5 Summary of network delay results. . . . . . . . . . . . . . . 183
Stellenbosch University https://scholar.sun.ac.za
xxi
A.1 Mean and standard deviation of 100 round-trip ping times




ACI Adjacent Channel Interference
ACK Acknowledgment
ALM Application Layer Multicast
AOI Area-of-Interest
AR Augmented Reality
ARP Address Resolution Protocol
ARQ Automatic Retransmission Request
CSMA/CA Carrier Sense Multiple Access with Collision Avoid-
ance
CoAP Constrained Application Protocol
CTS Clear-To-Send
DARPA Defense Advanced Research Projects Agency
DASH Dynamic Adaptive Streaming of HTTP
DCF Distributed Coordination Function
DHT Distributed Hash Table
DIFS Distributed Coordination Function Inter-Frame Space
DoS Denial-of-Service
E2E End-to-End
ECC Error Correction Codes
FPS First-Person Shooter
GAS Greedy Anchor Select
HbH Hop-by-Hop
HMD Head Mounted Display
HPS Human Patient Simulator







ISM Industrial, Scientific and Medical
LDPC Low-Density Parity Check
LT Luby Transforms
MAC Medium Access Control
MCS Modulation and Coding Scheme
MEC Mobile Edge Computing
MMOG Massively Multiplayer Online Game
MMVE Massively Multi-user Virtual Environment
MQTT MQ Telemetry Transport
MTU Maximum Transmission Unit
NACK Not Acknowledgment
NC Network Coding
NIC Network Interface Card
NTP Network Time Protocol
OSI Open Systems Interconnect
P2P Peer-to-Peer
PAFV Peer Assisted Freeview Video
POX Python based Network Controller
PPR Partial Packet Recovery
Q1 First quartile
Q3 Third quartile
QoE Quality of Experience
QoS Quality of Service
QUIC UDP-based Transport Protocol
RAS Random Anchor Select





SCTP Stream Control Transmission Protocol
SDN Software Defined Network
SPS Spatial Publish Subscribe
S-VON Spatial Publish Subscribe on Voronoi Overlay Network
TCP Transport Control Protocol










Bps Bytes per second
kBps Kilobytes per second
MBps Megabits per second
ms Milliseconds
Term Definitions
User A user (person) of the virtual environment.
Client A Client entity representing the user in the VE. Clients
receive game updates.
Neighbour A client entity in close proximity to another client.
Host A computer capable of running software and communi-
cating on the network.








where K is the total number of nodes in the VE, Nk is the
known AOI neighbours and Mk is the actual neighbours









where N is the known AOI neighbours, dist is the Eu-
clidean distance function in a 2D plane rounded to the
nearest integer, PPn,k the perceived position of the neigh-
bour n at node k, APn,k the actual position of the neigh-
bour and K is all the nodes in the network.∑K
k:DDk 6=0 1 counts the number of nodes experiencing
drift at the current step. The unit for this measurement









Where L is the latency, ts the clock time at message cre-
ation and tr the clock time when receiver processes the
message. R is the number of latency records.






where VBWi is the VAST send or receive bandwidth of
node i at the current step, K the number of nodes and
fstep the update frequency.






where NBWi is the NIC send or receive bandwidth of
node i at the current step, K the number of nodes and






With the introduction of 5G of mobile broadband, low latency and ul-
tra high reliability, fully immersive, interactive and distributed Vir-
tual Reality (VR) and Augmented Reality (AR) could finally be achiev-
able in the near future. According to Elbamy et al. [53] mmWave
technologies and mobile edge computing (MEC) could, with some
improvement, scalability considerations and careful network inte-
gration, enable the 1 ms latency and 20 Gbits/s throughput. Ultra
high reliability is proposed to be achieved with multi-connectivity
over the same interface or different wireless technologies (eg. mobile
wireless and Wi-Fi). Firstly we will explain the concept and require-
ments of fully immersive Virtual Reality.
1.2 Fully Immersive Virtual Reality
The first Virtual Reality (VR) Head Mounted Display (HMD) was de-
veloped in 1968 by Ivan Sutherland and Bob Sproul [113]. However,
it is only in the past decade that VR became a commercial reality,
starting with the Oculus Rift prototype developed by Palmer Lucky
in 2011 [20]. A significant amount of work has gone into improving
headset hardware, in particular to reduce motion blur and picture
latency [105]. This is required for the experience to be realistic and
prevent motion sickness during use.
Currently there are two approaches of VR HMDs: stand-alone
and tethered devices [19]. Stand-alone devices (for example the Ocu-
lus Quest [11]) allows the user to use the entire physical space with-
out the need for extra equipment. It has its own battery, processor
and storage, allowing the user to experience VR by installing ap-
plications on the device. However, due to its mobile nature, it is
1
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limited by its processing power and battery life (2 - 3 hours). In con-
trast, the Valve Index [99] has wires connected to a PC for display
and inputs. Controllers are connected to the headset wirelessly and
user inputs are sent to the PC via USB 3.0. The image process-
ing is done on the PC, enabling more performance than stand-alone
versions with higher resolution and better refresh rates. However,
the physical space use is limited to cable length, typically 5 meters.
To summarise: stand-alone devices provide freedom of movement,
but lack graphics processing power, high bandwidth communication
and battery life while tethered devices limit the user’s movement and
multi-user support (with cables becoming tangled for example).
Although VR has come a long way, further improvements are still
needed to provide a fully immersive VR experience. Bastug, Ben-
nis, Medard and Debbah [33] described a VR system as fully immer-
sive when the client cannot distinguish between the virtual and real
world experiences. Fully immersive VR is a unique use-case that
sets ambitious requirements on bandwidth, latency and reliability.
Bastug et al. estimate that a network throughput of at least 5.2 Gb/s
is required to render 360° video at 30K resolution. Furthermore, la-
tency must be below 13 ms [102] to be imperceptible to the human
eye.
As the popularity of multiplayer VR applications grows, such as
Facebook’s Horizon [4] massively multiplayer virtual world, fully im-
mersive systems will require scalable solutions for handling many
players.
According to Westphal [118], most VR (and augmented reality
(AR)) research focus is placed on the display and potential appli-
cations, with little attention given to the networking requirements.
Westphal states that the network needs to provide an updated repre-
sentation of the Virtual Environment (VE) underlaying the VR expe-
rience. If the network does not fulfill the above-mentioned require-
ments, the VE representation will be incomplete and it will be per-
ceptible in the VR experience. Westphal mentions that, especially in
a VR gaming application, the interactions between players will need
a strong network foundation to maintain a consistent state (view of
the VE) between players. Westphal suggests that 5G technologies
such as Mobile Edge Computing (MEC) and higher mobile network
speeds can help satisfy these requirements.
In an article focused on VR medical training [65], Hamza-Lup,
Rolland and Hughes implement an AR training prototype for per-
forming endotracheal intubations (frequently performed by paramedics)
on a Human Patient Simulator (HPS) dummy. The prototype allows
trainees to perform the procedure on the HPS with an AR overlay
(seen through an HMD) showing the internal organs. This AR overlay
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can also be observed by an instructor and other students simulta-
neously. The authors refer to this AR overlay as the dynamic shared
state which needs to be kept consistent between all the participants,
especially the instructor, to allow real-time feedback on the trainee’s
progress. They propose a synchronisation algorithm to ensure that
all viewing parties will be synchronised at least at the speed of the
state updates. In that paper’s setup only the main actor’s perspec-
tive and a visual overlay is streamed; other trainees are unable to
interact except commentary on a shared voice channel. It is there-
fore not truly an interactive VR/AR system, but demonstrates how
VR/AR is also a state consistency problem.
Fully immersive VR is interactive and therefore reliability is a ma-
jor concern. According to Elbamby, Perfecto, Bennis and Doppler [53]
even if latency and bandwidth requirements can be met, the network
should ultimately be reliable to maintain the live feel of the virtual
world. Any unreliability will cause inconsistencies in the VE and will
degrade the VR experience.
1.3 Wireless VR
Chen, Saad and Yin [46] states that only wireless VR will be fully im-
mersive as it untethers the user from the real world. Abari, Bhara-
dia, Duffield and Katabi [28] presents a possible solution for wire-
less communications capable of VR data-rates by using the 24 GHz
(mmWave) ISM band. From these two papers it is clear that wireless
is necessary and possible for VR.
However, wireless communication is generally a lossy physical
layer and will therefore adversely affect the state consistency of the
VE. An explanation of why this wireless is lossy is beyond the scope
of our work, but reasons include interference from other wireless de-
vices [123], the hidden node problem [38] as well as adjacent chan-
nel interference [112].
In summary: for fully immersive VR, we will need wireless com-
munications and a consistent view of the VE. However, lossy wireless
communication could degrade the state consistency and thus the VR
experience.
1.4 Network Coding on Wireless Networks
Network coding was introduced in 2000 by Ahlswede et al. [30] by
demonstrating a network scenario, the now famous Butterfly Net-
work, in which encoding packets together within the network can
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outperform normal packet forwarding techniques. In a paper by
Katti, Muriel and Crowcroft [77] they show even better throughput
improvements by using network coding on a wireless mesh network.
They conclude that this improvement is due to network coding’s abil-
ity to better utilise the shared broadcasting channel.
Prior and Rodrigues [103] use network coding in content dis-
tribution to generate redundant packet streams, enabling packet
loss recovery and thereby improving reliability. In another paper
by Zhang, Liu, Chan, and Cheung [124] network coding was used
in Free Viewpoint Video streaming to increase the viewpoints avail-
able to the user by allowing the exchange of coded viewpoints among
each other. Free viewpoint video is similar to VR in that it also pro-
vides a 360-degree view, although the viewpoint is stationary in the
virtual environment.
The suitability of network coding to wireless networks and the
potential in an interactive applications such as free viewpoint video,
motived us to consider network coding as a reliability mechanism in
our virtual environment application.
1.5 Problem Statement
The problem statement of this dissertation is as follows:
How can the state consistency of an interactive application such
as a Massively Multiplayer Virtual Environment (MMVE) or shared
Virtual Reality environment be maintained under adverse (wireless)
network conditions?
1.6 Research Questions
From the above problem statement we formulate two research ques-
tions:
1. How does adverse network conditions affect the state consis-
tency of a Virtual Environment (VE)?
2. Is Network Coding an effective packet loss mitigation strategy?
1.7 Contributions
In this dissertation we make the following contributions:
1. We quantify the adverse effects of packet loss, network delay,
and bandwidth limitations on the state consistency of an inter-
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active application. We achieve this by applying adverse network
conditions to an emulated network and measuring state consis-
tency metrics of a virtual environment.
2. We propose a novel network coding strategy which will improve
communication reliability without adding significant process-
ing delay.
3. We test the proposed network coding strategy and show im-
proved state consistency in the virtual environment.
1.8 Research Approach
In order to answer our two research questions, we present the dis-
sertation in two parts. Firstly we will measure the effect of adverse
network conditions. In the second part, we will investigate network
coding as a possible packet loss mitigation strategy.
1.8.1 Measuring State Consistency
We perform tests under different packet loss, network delay and
bandwidth limit conditions and measure the state consistency with
the following metrics.
Topology consistency is the ratio of the number of known client
neighbours divided by the number of true client neighbours in the
VE. This metric describes the cohesion of the VE.
Drift distance is the difference between the actual and perceived
position of a neighbour node.
In the VE a larger drift distance indicates a lack of accuracy in
neighbour positions, typically due to packet loss or delay in com-
munication. Lower topology consistency means that the nodes are
completely unaware of their neighbours, also due to adverse net-
work conditions. Topology consistency and drift distance are related
in the sense that a high drift distance will typically accompany a
lower topology consistency. However, topology consistency is a more
lenient consistency metric whereas drift distance is very sensitive to
immediate differences in state.
In addition to the state consistency metrics, we measure client
latency and application bandwidth usage. Client latency is the time
taken for a message to travel through the network and be processed
by the receiving client (neighbour). Application bandwidth is the
number of bytes sent and received in order to transmit the client
messages.
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1.8.2 Network Coding as Mitigation Strategy
In the second part of the dissertation we will investigate the efficacy
of using network coding to increase the reliability of communications
and thereby increase the state consistency. We describe network
coding in general as well as how it was implemented in our appli-
cation. We will run the tests in the same conditions as in the first
part of the dissertation and compare the results with and without
the mitigation strategy.
In the next section we will discuss the detail layout of the dis-
sertation. Chapters 2 to 4 concerns the first research question and
chapters 5 to 7 concerns the second research question.
1.9 Dissertation layout
In chapter 2 we will explain the state consistency problem and how
it has been addressed in related work.
In chapter 3 we will explain the possible adverse network condi-
tions that a wireless, distributed VE system could experience. We
will also discuss UDP and TCP, frequently used protocols for trans-
porting data.
In chapter 4 we present our test setup, how we will be quantifying
state consistency and give state consistency results of an MMVE
system under different adverse network conditions.
In chapter 5 we will present the Open System Interconnect (OSI)
model and discuss available recovery methods on different layers of
the OSI model. We explain network coding and applications already
using network coding. We explain how network coding can be used
as a mitigation strategy in our scenario and the cost in bandwidth
that network coding incurs.
In chapter 6 we explain the details of our network coded UDP
implementation.
In chapter 7 we present the results of running the state consis-
tency tests with network coded enabled UDP.
Finally, we draw conclusions in chapter 8 from the results in
chapter 4 and chapter 7. We also present recommendations and
considerations for developers of interactive virtual environment plat-





In this chapter we will discuss the distributed state consistency
problem in a Virtual Environment (VE).
2.1 Distributed State
In order for users to perceive a VE, a representation of the VE is
needed on their local terminal. This representation can then be ren-
dered to a display. We will refer to this representation as the state
of the VE. If the user wants to manipulate the VE, they can do so by
taking an action on their terminal, typically with a mouse and key-
board or other controllers. In augmented reality systems the state
is also associated with the real environment around the user and
could also possibly be changed due to an action in the real world.
As long as only a single user is using the virtual or augmented real-
ity environment, only the local representation needs to be changed
to be consistent with the user’s experience.
A more complex state consistency problem arises when multiple
users would like to change the state of a shared environment. These
changes can be described as interactions instead of just single user
actions.
Interaction can be defined as two or more parties performing ac-
tions which influences the other. All of the interacting parties need
to have the correct VE state in order for the VE to be rendered accu-
rately. Unlike the single user scenario, only changing the local state,
will not be sufficient; the local state at the other users will disagree.
All the local states of the users need to agree (even though the state
is at different terminals) to render the VE correctly. This is known
as the distributed state consistency problem.
When all of the local state agree, the agreed upon state can be
seen as a universal or global state. Similar to [54] we will use global
7
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state as the reference or ultimately correct state that all local states
should match. Even if there is no single copy of the global state, we
will use the term to mean the correct merging/integration of all local
states.
In Massively Multiplayer Online Games (MMOGs), an active and
related field to MMVE, interactivity is of utmost importance. Inter-
activity has allowed MMOG games like CrossFire, World of Warcraft,
Dungeon Fighter Online, and The Elder Scrolls Online to garner great
numbers of players: 8 million [55], 7 million [106], 5 million [116],
and 3 million [22] active concurrent players respectively. Such large
MMOGs need to address the state consistency problem in order to
provide players an interactive virtual environment experience worth
paying for: the reported lifetime revenue of CrossFire is $10.8 billion
and Dungeon Fighter Online is $10 billion [27].
Other than games, the distributed state consistency problem presents
itself in many scenarios such as air traffic control, military simula-
tion coordination, distributed database systems and in the future
possibly self-driving car swarms.
In distributed database systems, the consistency problem is out-
lined by Brewers’ CAP theorem: A database system can never pro-
vide more than two of the three of the following guarantees:
1. Consistency: Every read of the distributed database state will
yield the latest written state.
2. Availability: Every read will provide a response immediately.
3. Partition tolerance: the distributed database remains reachable
even if network failures occur.
If the network is perfectly reliable and responsive, distributed state
can be synced between nodes and consistency and availability can
be achieved. However, if a network failure or delay is present, the
choice between consistency or availability needs to be made: either
deny access to the distributed database until network is restored,
thus keeping consistency or; allow access and possibly incur incon-
sistencies between distributed databases.
In virtual environments these trade-offs also need to be consid-
ered. In some cases, such as where authentication or monetary
transactions are present, absolute consistency is needed and there-
fore availability will be restricted. In other cases, such as user move-
ments and non-critical VE changes (eg. interacting with a computer
controlled entity), inconsistencies can be tolerated for a small time
until the network conditions are restored.
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In either case, the user experience of the VE will be reduced: if
a feature is unavailable, it might dissuade a user from using the
application again. On the other hand, if the VE is inconsistent
competition for resources need to be resolved after the network has
been restored and state rectification disadvantaging the user could
be perceived as unfair.
Therefore we would like to quantify the state consistency and
minimise inconsistencies as far as possible; this is called state man-
agement.
Users of the VE would like to perform actions to change the
VE according to their purposes. For example, in VE games, the
purposes could range from benign creative world building such as
Minecraft or placing traps, walls and barricades for other players in
competitive games such as Fortnite. In traffic control applications it
could be a plane requesting a certain flight path which could influ-
ence the other planes.
In the next subsections we will discuss event-based and update-
based mechanisms in which state inconsistencies can be resolved
and how network conditions could influence them. According to En-
gelbrecht and Gilmore [54], these are used in typical VE scenarios.
We define the following terms:
• User: A User (person) of the VE.
• Client: A Client entity representing the user in the VE. Clients
receive game updates.
• Neighbour: A client entity in close proximity to another client.
• Host: A computer capable of running VE application.
• Node: A host running the VE software.
2.1.1 Event-based consistency
In event-based consistency, every action taken by a user of the VE
is sent to all the other users. Those users can then update their
local state to match the changes. However, if different users’ action
contradict each other, problems could arise. For example, if two
players would like to place different coloured blocks in Minecraft in
the same position or if two planes want to land at the same time,
conflicting events need to be handled. In games, this is resolved
with game rules and logic: the players that first placed the block gets
preference, and the other block is removed. In the aircraft scenario
an air traffic controller might give priority to the plane with less fuel
reserves.
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Event-based consistency mechanisms are common in peer-to-
peer network setups. In peer-to-peer networks each node (peer) in
the VE has equal authority and uses event messages and game logic
to update the local state, thereby achieving state consistency.
Event-based consistency relies on the transmission of events to
and from every user of the VE. This might cause a large bandwidth
requirement as the event count would grow with O(N2), where N
is the number of nodes in the network.. This could saturate the
network and prevent further events to be sent in time.
Furthermore, if the VE is run on a network with nodes distributed
geographically, event messages would not reach their destinations at
exactly the same time. Different arrival times could cause conflicts
even if game logic is applied: if message 1 arrives before message
2 at node A, but message 2 before message 1 at node B, nodes A
and B would process the messages with the same game logic, but
the conflict resolution would result in different, inconsistent final
states.
2.1.2 Update based consistency
As an alternative to event-based consistency, update consistency
gathers all of the user actions at centralised location(s) and there
applies game logic to compute a state update. Instead of individ-
ual events, the state update is then sent to all of the users of the
VE. This drastically reduces the number of messages to be sent to
O(N), where one set of messages are the events messages sent to
the centralised location and another set the updates to the nodes.
From this approach it is clear that processing is centralised in or-
der to compute the update message, therefore update based consis-
tency is more commonly associated with server-client architectures.
In the next section we will discuss the possible architectures and
how they could influence state consistency.
Update based consistency improves upon event-based consis-
tency by allowing a central point of synchronisation: instead of each
event arriving at different nodes at an arbitrary time, the sequence
of arrivals at the centralised node determines the order in which
the events are processed. This prevents conflicting results from the
game logic.
However, problems with this consistency mechanism is the re-
quirement of a single (or few) nodes to perform the computation of
many other nodes. This strain on computation resources could re-




Unfairness could also be experienced if the time to deliver the
events vary between nodes. Events from faster nodes would always
be prioritised in game logic computations.
Before we can discuss state management strategies further, we
will first need to understand the possible architectures that could
support these VEs.
2.2 Architectures
Below is a brief summary (based on [121]) of typical architectures
used in Massively Multiplayer Online Games (MMOGs), but the ar-
chitectures can be used in most VEs.
2.2.1 Server/Client
In the Server/Client (S/C) architecture, clients interact with the vir-
tual world and send changes to the server to be processed. The
server processes all incoming messages in sequential order, making
changes to its VE state and sends updates to the to each player. If
there is a conflict between client actions, the time of arrival and game
logic is used to determine which action is performed and which is
discarded. The state at the server is described as the authoritative
copy. All player changes are evaluated against the server state and
incorrect changes are reversed. Yahyavi and Kemme describe this
as Management and controllability of the VE state, a great benefit for
game companies which would like to ensure fairness and generate a
profit.
2.2.2 Multiserver/Client
Multiple Servers-Client (MS/C) architectures divide the computa-
tional responsibilities among multiple servers. Division of compu-
tational load can be implemented in many different ways, for exam-
ple dividing the VE into different regions or by dividing processing
tasks, such as game state updates, in-game messaging, and login
authentication. Servers are assigned to the tasks and can be load
balanced depending on the computation required. Clients need to
connect to multiple servers for full functionality or connections need
to be forwarded by a proxy server.
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2.2.3 Peer-to-Peer
The alternative to the two above mentioned approaches is a peer-to-
peer (P2P) architecture. This means that participants in the VE also
perform VE state update computation, messaging, login authenti-
cation or even a combination of tasks, similar to what the servers
above would have done.
2.2.4 Super-Peer-to-Peer
The above three options represent a broad spectrum of options, but
the spectrum could also contain hybrid implementations using ele-
ments of both S/C and P2P concepts. We will highlight one such
architecture: the super-Peer-to-Peer (super-P2P). In a super-P2P
architecture some of the peers are elevated to fulfill responsibilities
similar to servers in the MS/C architecture. The other peers can
either retain some responsibilities or be demoted to clients. Super-
peers are typically users of the network and therefore are not paid
for or controlled by a company. The super-peers typically handle
tasks that are more difficult to coordinate with many peers. For
example, state consistency in a partitioned VE is easier to achieve
between a subset of super-peers than between all of the peers in the
VE because there are less regions to coordinate.
2.2.5 Considerations for Architecture Design
In the previous section we described four typical architectures.
In the next subsections we will discuss the strengths and weak-
nesses of each architecture at the hand of Schiele et al’s [107] con-
siderations for peer-to-peer MMOGs. In order to generalise, we will
only discuss the requirements that fit both P2P and S/C architec-
tures here:
1. Consistency: All of the users should experience the same VE.
2. Persistency: All of the VE state needs to be preserved, even if
network or hardware failures should occur.
3. Availability: The VE should be accessible to users constantly
without the need to request uptime, especially if the users are
paying for the VE as a service.
4. Interactivity: MMOGs and other VE applications typically re-
ceive many user events per second. These events should be
handled as soon as possible, otherwise the user experience will
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suffer. That is, if a user does not receive feedback from an ac-
tion, she will get frustrated and could leave the VE application.
5. Scalability: MMOGs and other VE applications should support
many users (as was seen for CrossFire etc. above). Therefore
resource utilisation should increase with O(N) or less and def-
initely not O(N2).
6. Maintainability: MMOGs and VE software need to be updated
to repair bugs, prevent cheating exploits and allow game logic
changes. The architecture should be able to deal with sched-
uled downtime to allow updating of VE software.
The architectures are evaluated according to the requirements
presented by Schiele et al. above. We also include a subsection about
cost.
2.2.6 Consistency
S/C: As there is only one authoritative copy of the VE state, it is kept
consistent by the server.
MS/C: If the VE is divided into regions, each server could be
responsible for only one region and in this way keep the VE state
consistent. Alternatively, servers could keep the VE state of multiple
regions, coordinating updates between servers to keep the VE state
consistent. The same applies if the functional tasks are divided;
coordination is needed.
P2P: Each peer is only responsible for a part of the VE state, and
therefore peers will have to connect to multiple peers to see and
manipulate the full VE. Latencies between peers could vary widely,
making update coordination difficult.
P2P systems are also vulnerable to cheating as it is more difficult
to verify distributed state (no easily accessible global state).
Super-P2P: The same challenges are present as with pure P2P
architectures. However, the super-peers could be chosen to have
better computation and bandwidth performance, reducing the la-
tency to each of the peers in the VE.
2.2.7 Persistency
S/C: Persistence storage could be implemented in S/C architectures
by storing the authoritative copy on the server’s hard drive. This
could require significant hard drive space, so the server would need
to be provisioned well.
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MS/C: Similar to S/C, the individual servers could store their
part of the VE state on their hard drives. Although the same amount
of global state still needs to be stored, a distributed storage scheme
could be used to reduce the required storage at each server or to
add redundancy. Such a storage mechanism has been proposed by
Engelbrecht and Gilmore [54], but has not yet been implemented in
a real MMVE.
P2P: Similar to MS/C a distributed storage scheme can be used
minimising the required storage at each peer. Because there will
typically be many more peers in a P2P architecture than servers in
an MS/C, the burden of storage space is reduced.
Super-P2P: A distributed storage scheme could be use hard drive
space on all peers or only super-peers. Using only super-peers al-
lows for faster retrieval of VE state, but could reduce availability if
not all of the super-peers are online.
2.2.8 Availability
S/C: The server needs to be online and active to provide availability.
Being online requires the server’s Internet connection to be work-
ing and not overloaded. Similarly, being active requires the server
to be switched on and without fault conditions or overloaded pro-
cessor. Because both of these rely on single resources (i.e. the sin-
gle network connection to the server and the single server machine
(possibly with multiple CPU cores)), this represents a single point of
failure. If this server goes offline or is overloaded, the VE will not be
available. This particular problem is that the server is targeted with
Denial of Service (DoS) attack, flooding the network connection and
making the server unreachable for other users. The S/C could have
multiple network cards to prevent network flooding attacks, but the
CPUs would still be vulnerable to overloading.
MS/C: Similar to the S/C the servers will need working Inter-
net connections and active, well-provisioned processors. Unlike the
S/C, the multiserver approach has more inherent reliability due to
the multiplicity of Internet connections and machines. Depending
on the network and redundancy designs used in the multiserver ar-
chitecture, only partial loss (or even no loss) of availability would be
experienced by the clients.
P2P: The availability of a resource in VE depends on the avail-
ability of the peer responsible for it. In a VE, users are inclined to
join and leave at arbitrary intervals. This join/leave operation is re-
ferred to as churn. According to [63] a high rate of churn is expected
in a P2P network, therefore the architecture designers should con-
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sider using replicas of neighbour states to increase redundancy and
mitigate the unavailability of some peers.
Super-P2P: Similar to P2P, the availability depends on the indi-
vidual super-peers. Depending on the super-peer promotion crite-
ria, more peers could be promoted to replace the super-peers that
left the VE. However, it could also happen that no peer qualifies for
promotion because they have insufficient computational power or
bandwidth.
2.2.9 Interactivity
S/C: Interactivity is strongly dependent on the round trip time (RTT)
from the client to the server. If a user attempts to change something
in the world, the event needs to be sent to the server, processed
according to game logic, and the reply sent back to the client. If the
RTT is long, the user will experience low interactivity. The RTT is
typically related to the geographical distance between the client and
server, but could also be influenced by the in-network processing of
routers and switches.
MS/C: RTT also influences the interactivity in the MS/C setup,
but routing of packets within the server group could add extra trans-
mission and processing time. The incoming event would need to be
processed by the correct server in the server group, which could be
geographically distant from the client.
P2P: The interactivity is dependent on the RTT to the peer re-
sponsible for processing the event. As before, this is also related to
the geographical spacing. In some cases this might be beneficial as
clients could be located closer together, but could also be detrimen-
tal if peers are distant. As clients move around in the VE and change
the peer responsible for processing their events, clients could expe-
rience high variability in the RTT depending on the processing peers’
relative location.
Super-P2P: Interactivity is still dependent on the RTT between
peers and super-peers. However, choosing the location of a super-
peer geographically in the middle of the connecting peers could even
out the latency of the connected peers.
2.2.10 Scalability
S/C: The server needs to have sufficient bandwidth and processing
power to compute and transmit all of these updates. Because server
hardware capabilities obtainable in a single machine is limited, the
scaling opportunities could be enough to support a small number of
users, but are ultimately also limited.
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MS/C: Multiple servers, even if each is not particularly power-
ful, allow for a greater total bandwidth and processing power. This
allows scaling by adding more servers, but increases the cost by re-
quiring the purchase and maintenance of multiple servers. Load bal-
ancing and distributed state management between servers present
similar problems as P2P architectures.
P2P: As each peer provides processing power, the computational
power grows in accordance with the number of peers in the VE. This
allows much greater scaling than S/C architectures, at a fraction of
the cost of MS/C architectures. However, as with MS/C architec-
tures, the distributed nature of peers presents a state consistency
problem.
Super-P2P: Similar to P2P, super-peers provide processing power.
If they qualify, more peers can be promoted to provide more process-
ing power dynamically. Super-P2P provides some of the benefits
of an MS/C architecture without the added cost of running more
servers.
2.2.11 Maintainability
S/C: If the server needs to be maintained, it will have to be taken
off-line. The VE will therefore not be available during this time.
MS/C: Using redundancy mechanisms as explained in the avail-
ability section above, individual servers can be taken off-line without
affecting availability. This allows the MS/C architecture to provide
connectivity to the clients even as maintenance is taking place.
P2P: In order to maintain the P2P architecture, all of the peers
need to receive the new software. As the P2P architecture is already
established to disseminate VE updates, it should be possible to dis-
seminate game logic software efficiently. However, due to the churn
in a P2P architecture, not all of the peers might be online at the
same time, and would therefore still be running outdated software.
Backward compatibility of the software would need to be considered
in order to allow peers to receive updates. In some cases, running
outdated software could even allow cheating if the old software had
an exploitable flaw. Therefore a software verification mechanism will
have to be established in order to guarantee the successful and ac-
curate functioning of the VE.
Super-P2P: All of the challenges of P2P apply. However, as there
are fewer super-peers, keeping them updated with the latest soft-
ware could be simpler than the pure P2P architecture. Once up-
dated, these super-peers can then disseminate the software updates
to their connected peers.
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Table 2.1: Architecture comparisons based on Schiele et al’s [107] require-
ments.
S/C MS/C P2P Super-P2P
Consistency ++ + + +
Persistency + ++ + +
Availability - - ++ + +
Interactivity ++ ++ + ++
Scalability - - ++ ++ +
Maintainability - - ++ - -
Cost - - - ++ +
2.2.12 Cost
S/C: A server with high bandwidth and CPU power available will cost
a fair amount, but less than the MS/C.
MS/C: The MS/C architecture will cost the hosting company the
most of all the discussed architectures. This is due to the multipli-
cation factor applied to an S/C setup costs.
P2P: The P2P architecture will cost the hosting company the least,
as users already contribute computing power. However, due to the
distributed state problem and possible cheating, a hosting company
would likely not be able to charge for a purely P2P system. P2P sys-
tems are frequently used by open-source communities. In commer-
cial P2P architectures, the hosting company typically provide cen-
tralised services such as authentication which is difficult in a purely
P2P system.
Super-P2P: Super-P2P system will have the same minimum cost
as P2P systems. The hosting company could possibly provide com-
pensation to the super-peers in order to incentivise becoming a super-
peer.
2.2.13 Summary
In summary, state consistency management is easiest when there is
only one VE state on an S/C setup. However, S/C architectures are
the most vulnerable to failure and could have latencies longer than
P2P systems. S/C also does not scale well. MS/C could solve many
of the S/C problems, but could be prohibitively expensive to use,
especially if large scaling is required. P2P architectures scale the
best and in some cases have better latency, but presents problems
with state consistency management. Super-P2P architectures solve
some of the state consistency challenges by reducing the number of
local state copies that need to be synchronised.
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Now that we understand the possible architectures, we discuss
the scalability, communications and state management strategies
available in literature. We will discuss the concepts first and then
give a shortlist of example implementations that use these strategies.
2.3 Scalability Strategies
Due to the large number of users that could potentially join the VE,
we need to have a system that can handle all of the processing and
network traffic. In this section we will discuss Area-of-Interest man-
agement which allows us to limit the update dissemination required,
world partitioning and distributed hash tables, both of which allow
us to distribute the state and processing load.
2.3.1 Interest Management
In typical VE (and VR) applications, the users have a limited sight
radius (only part of the VE state is visible to the user) and limited in-
teraction range (only objects/environment within reach can be ma-
nipulated). This means that each user is only interested in an area
around her, defined as an Area-of-Interest (AOI). Only events / up-
dates to that region will make a perceivable difference to the user.
By only sending relevant events / updates to the user, the com-
munication requirements can be relieved. Reducing communication
requirements allows the network to support more users.
Similarly, the user could only be interested in some of the mes-
sages on the server (for example private group messages) and there-
fore do not need to be informed of the global messaging. Keeping
track of users’ AOIs and other interests, and sending them only rel-
evant updates is called interest management.
Interest management can be applied in all of the above mentioned
VE architectures.
2.3.2 Partitioning Schemes
In order to divide the processing tasks in MS/C or P2P architectures,
some distribution scheme is needed. Task distribution can happen
on various levels such as:
• Role: Each server or peer handles a role with tasks such as
managing in-game chat, computing or distributing updates,
computing user interest, filtering updates and storing VE state
for redundancy.
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• Spatial Partitioning: Each server or peer is assigned a re-
gion in the VE to control. They are responsible for managing
state consistency, computing and distributing updates in that
region. Redundancy can also be achieved for example by mak-
ing multiple servers / peers responsible for each region or by
allowing servers/peers to be backups for adjacent regions.
By dividing the tasks in one of these ways, more servers/peers can
support the computation required in the VE, thus increasing the
capabilities of the VE system and allowing more users to join the
VE. However, the distributed state consistency problem needs to be
addressed, especially if the VE is divided into regions, as the users
will likely move between regions and should always experience a
consistent VE.
2.3.3 Distributed Hash Tables
Distributed Hash Tables (DHTs) allow data to be stored by using
hash keys (hashed according to a property of the data) among peers.
DHTs allow the state of objects, entities and regions to be distributed
between peers in an easily retrievable way. The required state of an
object can be retrieved by generating the hash key and querying
the DHT. The query is forwarded between peers until the peer re-
sponsible for storing the object is found. This peer then replies to
the original query. DHTs can be randomly distributed, optimised to
store data in a network locality (peers in the same network are also
responsible for nearby parts of the DHT key space) or optimised to
store data in VE locality (peers in close VE proximity will be respon-
sible for nearby parts of the DHT key space).
DHT enables the fair distribution of state of objects, entities and
regions between peers (or even multiple servers). This means that
the load is balanced between all the peers or servers, allowing each
to accept the maximum number of users. In the case of MS/C, if
more processing power is required, more servers can be added and
the processing load would be evenly distributed to the new servers.
The main disadvantage of DHTs is the latency associated with
completing queries on the DHT: because the query needs to trans-
verse the DHT until it reaches the peer responsible for storing the
data (which could take multiple hops depending on the DHT used),
the query could take time to complete. In cases where responsive-
ness is of utmost importance (like First Person Shooter games [90]),
this latency could be unacceptable.
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Figure 2.1: Direct Connection between peers. The inner red circle repre-
sents the client and the outer circle the client’s AOI. Blue arrows indicate
connections.
2.4 Communication Strategies
VEs need to communicate many different messages including VE
chatting, transactions and VE state updates. Messages have differ-
ent levels of acceptable latency: a VE state update might be needed
as soon as possible, whereas a chat message or in-game transaction
might be acceptable even if it takes a while to reach its destination,
possibly with higher reliability. In this section we will discuss typical
communication strategies and their advantages and drawbacks.
2.4.1 Direct Connection
The simplest communication scheme is direct connections between
all clients in the VE (shown in Figure 2.1). In P2P architectures
this would allow the direct dissemination of events with minimum
latency, leading to a high state consistency overall.
However, as was mentioned above, the bandwidth requirements
and numbers of active connections in the direct connection strategy
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would grow with O(N2) and would therefore be unsustainable for
large numbers of users.
There are three approaches to address the O(N2) problem: Com-
pute and disseminate updates, use forwarding instead of direct con-
nections and use interest management. Interest management was
discussed in Section 2.3.1, and forwarding will be discussed in the
next subsection.
By computing the changes to the global state and sending up-
dates instead of events the required bandwidth is reduced. Com-
puted updates are a summary of all the events that changed the
global state, and would therefore require less bandwidth to trans-
mit. It is not always possible to compute changes to the global state
as the full state is not available, but changes to the local state can
be computed and sent.
In order to further reduce the required bandwidth, delta encod-
ing [35] can be used. Delta encoding means that only the difference
in state is transmitted. For example, in a player versus player com-
bat scenario, instead of sending the entire state of a player each time
it moves, only a position difference vector and difference in health
can be sent. This reduces the number of bytes in each update mes-
sage and therefore also the bandwidth required. However, if an up-
date message is lost (possibly due to packet loss), the lost difference
vector would not be applied, leading to the local state drifting from
the global state. By sending absolute updates (i.e. full state) period-
ically, the local state can be corrected. Delta encoding is not only
limited to the direct connection strategy, but is applicable to all of
the following communication strategies as well.
2.4.2 Forwarding
In order to reduce the number of active connections, the messages
are transmitted using a forwarding scheme. Instead of sending the
messages directly, the messages are sent to the neighbour nearest to
the destination node [78]. An example forwarding scheme is shown
in Figure 2.2.
This could mean that multiple hops may be required to complete
the transmission, eg. if node 1 should want to send a message to
node 6. In order to ensure that all nodes are reachable, nodes have
to retain connections to their neighbours. Furthermore, simple for-
warding could mean that multiple copies arrive at the end nodes
if there are multiple paths between nodes in the network, wasting
bandwidth.
Spanning trees can be used to calculate optimal forwarding paths,
preventing redundant packet sending. Spanning trees connects all
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Figure 2.2: Forwarding among neighbours.
of the endpoints while minimising the number of connections in the
network. The first step in constructing a spanning tree is choosing
the root node, typically the server or a peer sending a message. The
other nodes then determine the path cost of each route to the root
node, based on hop count, latency or VE distance, depending on the
implementation. Each node selects its parent node with the lowest
path cost to the root.
Figure 2.3 shows a spanning tree forwarding scheme with path
cost based on the VE distance. The big purple arrows show the
unique paths from the sending node to all of the neighbours inter-
ested in the message. The smaller purple arrows indicate redun-
dant paths which are not selected in the spanning tree as they have
higher path costs. In some implementations, redundant paths are
also kept in order to assist in path recovery in case a forwarding link
fails, for example the Rapid Spanning Tree Protocol [14].
Spanning tree forwarding reduces the overall bandwidth use and
latency as messages are only forwarded along the ideal path. Com-
pression can also be used on the message traveling along the span-
ning tree which could further reduce the required bandwidth [75].
Spanning trees are constructed using lowest latency, hop count
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Figure 3. Different neighbor types in VON
In VON, a node directly connects to all of its AOI neigh-
bors to send its current position and states periodically. The
boundary neighbors should also preform neighbor discov-
ery (i.e., the notification of new AOI neighbors) when they
receive position updates from a moving node, so that a mov-
ing node may learn of new AOI neighbors. This is possible
because new AOI neighbors are always the enclosing neigh-
bors of existing boundary neighbors. VON thus has low
message overhead, short latency and high consistency for
node positions [11].
VON-forwarding [7] is based on VON, but each node
connects only to the enclosing neighbors rather than all AOI
neighbors. Since a node’s enclosing neighbors are limited
(e.g., 6 on average [18]), each node’s connection size is
basically constant. When sending messages, the message
is first sent to each of the enclosing neighbors, which in
turn forwards the message to their own enclosing neighbors.
The forwarding continues until all AOI neighbors have the
message. VON-forwarding also uses message packing and
compression to reduce the overall bandwidth usage. How-
ever, redundant messages may be sent during the forward-
ing, which incurs unnecessary overhead (see Figure 4).
Figure 4. VON forwarding model [7]
3. Scalable AOI-cast
3.1. VoroCast
The basic idea of VoroCast is to construct a multicast tree
spanning all AOI neighbors for each node. Messages can
then be sent along the tree edges without redundancy. As in
VON, the AOI is partitioned by a Voronoi diagram based on
AOI neighbors’ coordinates. Each node has a unique ID and
two types of neighbors. The first is called one-hop neigh-
bors, which are basically the enclosing neighbors in VON.
Note that our definition differs from the 1-hop neighbors
in APOLO [17], which is a superset of the enclosing neigh-
bors. The second is called two-hop neighbors, which are the
one-hop neighbors of one-hop neighbors except for redun-
dant ones. Nodes always connect to their one-hop neigh-
bors to exchange the one-hop neighbor lists (containing the
neighbors’ IDs, positions and IP addresses) so that two-hop
neighbors are properly known. Messages generated by a
root node r are first sent to all of r’s one-hop neighbors.
Upon receiving the message, an intermediate node x then
forwards it to uniquely selected child nodes within r’s AOI.
To construct the spanning tree, no two nodes should se-
lect the same node as child to avoid transmission redun-
dancy. We observe that while many potential child nodes
exist when growing a tree from a root, it is possible to select
just one parent for every node, given a root location (e.g.,
the closest to the root may be selected as parent). Therefore,
to uniquely select a child, we can do so from the perspective
of the child that is selecting a parent.
In the following child selection procedure (Figure 5),
x.N stands for the one-hop neighbor set of node x; x.P
is the parent of x; r.AN is the AOI neighbor set of r; and
min dist(S, r) refers to the node from the node set S with
minimal Euclidean distance to r. To begin, node x checks
for each one-hop neighbor y, excluding its own parent or
any direct children of the root (i.e., y ∈ ((x.N − x.P −
r.N) ∩ r.AN)). If x is the closet to r among all of y’s
one-hop neighbors, it would be y’s parent. Node y is thus
selected as one of x’s children to receive forwarded mes-
sages. Upon receiving a message, y would also record x as
its parent. Note that when two nodes are equidistant from r,
their unique IDs can break the tie for choosing the parent.
// node x selects a child node to forward r’s messages
SelectChild(x, r)
// find out which child y would select x as its parent
for each y ∈ ((x.N − x.P − r.N) ∩ r.AN )
z = min dist(y.N, r);
if (z equals x)
add y as a child of x;
Figure 5. Child selection procedure
Figure 2.3: Spanning tree forwarding. Source: [44]
or VE distance between nodes as a criteria for efficient forwarding.
Constructing the spanning tree therefore requires accurate knowl-
edge of either these properties. In a dynamically changing environ-
ment, determining these properties could introduce a large over-
head, for example, multiple ping messages each update step to de-
termine latency.
Relaxing the criteria and allowing unoptimised spanning trees
could reduce the overhead at the cost of extra bandwidth or trans-
mission delay.
One of the caveats of forwarding and spanning trees is the sensi-
tivity to packet loss: if a packet should be lost on a forwarding path,
all nodes that receive forwarded packets will also experience packet
loss.
To summarise: forwarding can reduce the number of connections
that each node needs to maintain. In order to make forwarding ef-
ficient, optimised spanning trees can be used, but could require ex-
tra overhead to calculate. Note that in both simple forwarding and
spanning tree forwarding, transmitting over multiple hops could in-
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Figure 2.4: Multicast groups.
troduce excessive transmission delays for nodes far away from the
root node. Furthermore, if a transmission should be lost on a for-
warding link, the packet would be lost to all further nodes on the
forwarding tree.
2.4.3 Multicast Groups
Multicast groups can be established using IP multicast [88] or appli-
cation layer multicast [48].
IP multicasting allows the distribution of messages to group mem-
bers without requiring the sender to send multiple copies. The inter-
mediate routers are responsible for copying the incoming multicast
messages to the interested receivers. Interested receivers commu-
nicate their interest in the multicast by sending a multicast group
join message to the router. Routers then use this list to send the
incoming message to members of the multicast group.
However, IP multicasting is not supported by all routers on the In-
ternet [48]. In order to generalise multicasting to support all network
hardware, Application Layer Multicast (ALM) was proposed [48]. ALM
maintains an overlay which retains connectivity with all the con-
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nected nodes using unicast. Using the ALM overlay, nodes signal
their intention to join a multicast group. This intention is recorded
by the overlay and all messages addressed to the multicast group is
forwarded along the overlay to the group members.
Multicast groups can be established for updates concerning a
specific object, entity or region in the VE. Figure 2.4 shows such
multicast groups in different colours. Using IP multicast, the to-
tal bandwidth can be reduced as the message is only copied to the
group members at each router. Using ALM abstracts the communi-
cations from the application allowing overlay optimisations without
changing the application. ALM also uses spanning trees to improve
bandwidth use.
2.4.4 Spatial Publish Subscribe
Spatial Publish Subscribe (SPS) [68] implements interest manage-
ment on a communication level. A location-specific event is referred
to as a spatial publication. Clients can listen for events near them by
subscribing to the region that they are interested in. The SPS com-
munication layer then sends the spatial publications that fall within
the subscription regions to the respective clients. The advantage of
SPS is that it limits the number of messages that need to be sent
in each update step by communicating only the necessary events to
the interested clients.
Typically clients subscribe to their AOI region and interact with
entities and the VE in their AOI, thereby publishing events also in
their region. Figure 2.5 shows the communication paths of clients
that fall within each other’s AOIs. As clients move in the VE, their
AOI will change and therefore they need to change their subscribed
region accordingly.
SPS allows the efficient transmission of events to interested peers,
but does not provide connectivity for the entire network. Therefore
another communication strategy is required to support the SPS com-
munication layer in administrating the subscriptions of all nodes.
Thus, SPS adds a small overhead for transmitting subscriptions,
but the overall bandwidth reduction justifies the overhead.
In summary, each of the communication strategies has advan-
tages and drawbacks. It is up to the VE designers to make a trade-
off between communications strategies or to combine strategies in
order to achieve the advantages of both.
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Figure 2.5: Spatial publish subscribe.
2.5 State Management Strategies
In this section we will discuss strategies for improving state consis-
tency by using prediction and synchronisation strategies.
2.5.1 Dead-reckoning
Dead reckoning is a way of predicting the future position of a entity
or player based on their current position and movement vector. In
VEs, this strategy can be used to hide temporary connection loss
by moving entities in the direction they were traveling. This would
give the impression of an interactive VE, although the clients are not
receiving updates. However, once connectivity is restored, it could be
necessary to correct the state if the entity has changed its movement
vector during the disconnected time. This correction of state would
happen suddenly and would be experienced as an abrupt movement
in the VE, possibly confusing the users. Dead-reckoning can also
be used continually, with the state updates only correcting errors
by sending the residuals of subtracting the motion prediction from
the global state. This process can be compared to MPEG’s motion
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compensation coding [58].
2.5.2 Bucket Synchronisation
Bucket Synchronisation, originally presented by Diot and Gautier [51],
is a discretisation process typically used to reduce the detrimental
impact of varying latencies between clients and the server or between
peers. It is implemented by adding a small lag time before events are
processed, gathering all events and processing the events in a sin-
gle batch. Updates are also sent in batches, allowing clients with
worse connectivity to receive updates at a similar rate and delay as
the clients with faster connections, increasing fairness. In addition
to providing fairness, the latency compensation of bucket synchro-
nisation improves state consistency between global and local states
by controlling when updates occur, synchronising client local states
updates.
Bucket synchronisation also fits with typical game designs where
game logic is applied in update steps, at rates of 10-20 times per
second [121].
2.5.3 Time Warp
Jefferson [74] presents an algorithm for synchronising events with
virtual time, a time dimension unconnected to normal time. Jef-
ferson proposes that if causality is maintained in virtual time, dis-
tributed computation processes can be synchronised irrespective of
the real-world computational time that is required to complete their
tasks. Synchronisation is achieved by timestamping each interac-
tion between processes with a virtual send time and virtual receive
time. The virtual send time is determined by the local process clock.
The virtual receive time is the specified time that the message should
be received. If the receiving process clock has not reached the virtual
receive time, the message waits in a buffer until it has. Depending
on the realtime it takes to complete its computational task, a local
process clock proceeds faster or slower than real time, thus warping
time. If an inconsistency in distributed state appears, for example
because a process result was not taken into account in a following
computation, the process can be rolled back to a previously correct
virtual time and be recalculated using the correct state.
Similar to bucket-synchronisation, time warp can be used to re-
duce the effect of varying latency. By timestamping events at the
different nodes, the virtual time of the independent processes can
be synchronised and handled by the server or super-peer in correct
order, despite the latency of transmission.
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In summary, dead-reckoning, bucket synchronisation and time-
warping attempt to compensate for network conditions by predicting
or restricting updates in the application. Application based state
consistency strategies are limited in that they can only use domain
knowledge to mask state inconsistency and are unable to compen-
sate for truly adverse network conditions.
2.6 Related research: VE implementations
In this section we will discuss example VE implementations that use
the above-mentioned scaling, communication and state consistency
strategies. At the end of the section we will compare the implemen-
tations. In the next section we will discuss why we chose VAST [70]
as our testbed implementation.
2.6.1 COVER
COVER [92] is a super-P2P system that uses quadtrees to divide the
VE into rectangular regions. Quadtrees are a recursive region divi-
sion algorithm where each rectangle can be divided into four quad-
rants, each which can be divide into quadrants, etc. Each region is
assigned a super-peer: the peer closest to the center of the region is
promoted to a super-peer. In terms of communication, COVER uses
a direct connection inside peer AOI and a forwarding approach to
other peers. Nodes send their movement updates to all neighbours
in their AOI as well as the super-peer responsible for the region.
AOI neighbours forward the message to their neighbours and so on.
Peers that do not have AOI neighbours receive updates from the
super-peer of the region. The advantages of this system include scal-
ability, as processing and message dissemination is divided among
peers and super-peers. The drawbacks of COVER include process-
ing overhead of establishing quadtree regions with moving peers,
and high bandwidth use in if there are many neighbours inside their
AOI.
2.6.2 Colyseus
Colyseus [36] is a P2P system which uses its a range queriable
DHT for storing objects in the VE. The storage is implemented with
Mercury [37] which allows the storage of multi-attribute variables.
Mercury uses a DHT for each attribute of the stored values, eg. x-
coordinate, y-coordinate, player name, etc, referred to as dimensions
of the data. Each value (block of data containing all the attributes)
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is duplicated in each of the DHTs. In order to perform a look-up,
any of the dimensions can be queried to obtain the value or val-
ues required. The DHTs are stored on the peers; peers could even
host parts of multiple DHTs. As data is not distributed according
to normal cryptographic hash functions, load balancing is needed
to ensure that the peers host equal parts of the DHTs. The size of
the key-space responsibility at each peer is different as the load bal-
ancing attempts to distribute the values evenly across the available
peers.
For example, peer 1 would be responsible for x-coordinates 0-
60 with values at 23 and 48, while peer 2 is responsible for x-
coordinates 61-180 with values at 71 and 140. Therefore both peers
have the same number of values stored, but different key-space
sizes.
In Colyseus the owner of an object (the peer responsible for stor-
ing it) is also responsible for receiving events, calculating and send-
ing updates about it. Other peers that are interested in the object
subscribe to it based on an attribute (eg. x-coordinate changes) and
the owner periodically publishes state updates to those subscribers.
Colyseus subscribes to the objects in the user’s AOI as well as
using dead-reckoning to subscribe to objects that could come into
the AOI as the user moves. Colyseus also pre-fetches the required
objects. That is, it retrieved and stored in the local state before it
is necessary (based on the dead-reckoning prediction) reducing the
experienced latency from querying the DHT. However, due to the dy-
namic nature of a VE, there is a processing overhead of continually
moving the objects in the DHT as well as load-balancing the DHT as
stored values move in the key-space.
Despite this, Colyseus has proven that it can support “an order of
magnitude” more players in Quake 2 (a latency-sensitive first-person
shooter game) than a similar S/C architecture setup.
2.6.3 Apolo
Apolo [82] is a P2P system that uses forwarding to disseminate events.
In order to reduce the bandwidth required and the number of con-
nections to maintain, each peer only sends events to four others,
specifically chosen to be the closest peers (in terms of the VE) in
four different directions (see Figure 2.6). A coincidental benefit of
sending events to the closest peers is that some of the AOI neigh-
bours would be the first hop peers.
However, limiting the number of connections increases the la-
tency of message dissemination because multiple hops are required
for messages to reach their intended destinations. Allowing only four
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Entity-based logical locality aware ALM
Apolo [75], AOICast [76] and pSense [77] follow a similar
approach to N-Trees and PIMTRE, while using the entity-
based multicast strategy. Players multicast their update mes-
sages to other players inside their AOI based on the locality
relation between players in the virtual world.
Apolo [75] is the first P2P NVE system achieving mes-
sage through AOI-based multicast trees. Apolo connects
each peer to its closest peer in each of the four quadrants
in the virtual world (Fig. 10). A peer p informs other peers
inside its AOI about its state change through a multicast tree
built on top of the overlay (Fig. 10b). The source peer gener-
ating the event, namely p, becomes the root of the multicast
tree. For a peer q in p’s AOI, the closest peer to p among
q’s closest quadrant neighbors becomes q’s tree parent. The
event update message is first received by peers closest to
the source peer p, and then relayed to other farther peers.
However, the connectivity of each peer to exactly four peers
can lead to multicast trees with long paths, thus increasing
the number of hops (i.e., latency) needed for sending update
messages to AOI neighbors.
5.3 Discussion
A list of the multicast-based NVE systems given in this sec-
tion are listed in Table 3. Multicast provides an efficient
way of communication between peers by distributing mes-
sage dissemination load among all relevant peers. However,
entity-based multicast might create different trees with the
same multicast group members (e.g., multicast tree struc-
tures for entities that are nearby in the virtual world), thus
overloading peers participating to multicast trees. On the
other hand, in region-based multicast, the region size has
an important role in the efficiency of message delivery. In
case of large regions, since the region may exceed play-
ers’ AOI, players receive irrelevant messages beyond their
AOI. With small regions, since players’ AOI may cover sev-
eral regions, the same players become participants of several
multicast trees, thus increasing computation overhead on
peers managing the multicast trees (i.e., tree roots), and
players participating in the multicast.
IP multicast offers efficient message delivery inside a
group, however it is not widely deployed due to issues
related to group management, multicast address allocation
and network management [78, 79]. On the other hand,
in ALM, peers’ upload bandwidth is a critical resource
that should be optimized. The depth of the ALM tree is
increased as group size increases, leading to long latency
which may not be appropriate for NVE requirements [80].
In addition, message dissemination may be delayed in ALM
algorithms that do not construct multicast trees based on
the AOI concept; for instance, Scribe [59] can create trees
with long paths which include peers transmitting event mes-
sages while not residing in event scopes. As such, the
properties of both the underlying physical network as well
as the logical network built on top of the physical net-
work should be considered to provide an efficient multicast
algorithm.
6 Fully-connected approach
In the fully-connected approach, all players in the virtual
world are directly connected to each other. Since everyone
is connected to every-one else, message filtering techniques
are used to limit message transmissions between certain
peers to make the system feasible. Players frequently send
messages to only a small group of players, while infre-
quently to all other players in the world. P2P NVE systems
based on this approach focuses mainly on the management
of avatars where avatars’ data are stored on the correspond-
ing user machines. A world object, if any, can be treated as
an avatar and its data are thus managed on the machine of
the user creating the object.
6.1 Representative systems
Two fully-connected P2P NVE systems, Frontier set [81]
and Donnybrook [82] are examined in the following.
Fig. 10 Entity-based logical
locality aware ALM - Apolo [75]
(a) Topology (b) Multicast tree
Peer-to-Peer Netw. Appl. (2015) 8: –276 300286
Figure 2.6: Apolo connections. Source: [82].
connections means that, if many peers are close together, some AOI
neighbours could be excluded from the one-hop neighbours. This
introduces multi-hop latency at the AOI neighbours, causing state
inconsistency within the AOI. Such inconsistency within the AOI
would be particularly noticeable for a user.
2.6.4 Donnybrook
Donnybrook [35] is a fully connected P2P system. In order to reduce
the required communications bandwidth, the platform reduces up-
date rates on all objects outside the user’s interest set. The interest
set is determined by recency of interaction, proximity or viewing di-
rection to the object. Donnybrook’s creators estimate that players
can pay full attention to five objects. Objects within the interest set
receive updates at a rate of 20 updates per second, whereas other
objects receive updates at 1 update per second. In order to mask
state inconsistencies in the lesser interest objects, each object is
moved using a predicted movement model similar to dead-reckoning.
Stellenbosch University https://scholar.sun.ac.za
2.6. RELATED RESEARCH: VE IMPLEMENTATIONS 31
Motion smoothing filters are applied to eliminate jerky and unreal-
istic motions. Updates to these objects are called guidance and the
predicted movement model smoothly corrects the inconsistencies by
incorporating the guidance in its movement model.
In terms of communication, Donnybrook uses multicast trees.
At each update step, each peer generates a multicast tree from the
source to interested users by selecting paths via neighbours to de-
liver the updates. These paths are not optimised to be the shortest,
as that would require coordination between nodes, which could in-
cur latency and computation costs. In order to ensure the messages
are delivered and reduce the total bandwidth required of one peer,
a forwarding pool is made available to the network. Peers in the
forwarding pool have spare bandwidth and can forward messages
in addition to their own responsibilities. Peers that require extra
bandwidth can assign peers from the forwarding pool to send their
packets along the generated multicast trees.
The creators of Donnybrook concluded that the system can sup-
port an estimated 900 players in a Quake 3 game within acceptable
latency standards. However, the author concedes that further ex-
perimentation on large scale needs to be conducted to prove the
scalability. Furthermore, it is unclear if interest sets can introduce
more opportunities for cheating and if an interest size of five is valid
for large scale VEs.
2.6.5 Badumna
Badumna [80] is a super-P2P system that divides the VE into a static
grid of rectangular regions as well as dynamic bounded regions in
areas of high interactivity. The regions are assigned to super-peers
using a DHT.
The super-peers for cells and regions query the DHT every update
interval for the state of the entities within their region, and distribute
updates to the peers in their region. Peers within a region are also
allowed to communicate the updates amongst each other (referred
to as a “gossip” protocol) in a fully connected manner to reduce the
network load on the super-peer.
The drawbacks of Badumna include the computational cost of
managing dynamic regions (especially with moving peers in the VE)
and latency introduced by all the queries on the DHT for state, espe-
cially if the required data is further away (in term of key space) from
the super-peers that request it.
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2.6.6 Voronoi Self-Organising
Voronoi Self-organising (VSO) [70] is a super-P2P system which uses
Voronoi diagrams to partition the world with SPS and forwarding to
disseminate messages. Each partition in the world is assigned a
super-peer called a (interest) Matcher. The Matcher is responsible
for gathering all the publications to its region and disseminating
them to the correct subscribers, thus matching the interests of the
publishers and subscribers in the region.
As peers move around in the VE, their AOIs and therefore their
subscription areas will move. If the peer moves across a matcher’s
region boundary, the subscription needs to be moved to the new
matcher. VSO defines an explicit ownership transfer procedure which
ensures that the new matcher acknowledges the transfer before the
subscription is deleted at the original matcher. Each peer connects
directly to the owner matcher of their subscription.
The matchers use the Voronoi Overlay Network (VON) [69] to or-
ganise their responsibility regions. VON (using Voronoi diagrams)
divides the VE into regions such that each point in the region is
closer to the region’s matcher coordinate than any other matcher.
VON requires that each matcher keeps a list of enclosing neighbours
and connect to them. Enclosing neighbours are the matchers that
surround the region the current matcher is responsible for. By us-
ing the enclosing neighbours as forwarding paths, all matchers can
communicate to each other and keep the world partitioning consis-
tent. The forwarding latency between matchers are acceptable be-
cause the region’s boundaries do not change quickly and are allowed
to be eventually consistent.
Finally, VSO provides load balancing by dynamically decreasing
the size of regions of a matcher or by promoting a peer to be a new
matcher. In order to achieve this in the Voronoi diagram, other
matchers either need to be moved closer to the overloaded matcher
or a new matcher can be placed such that it divides the overloaded
matcher’s region. As the regions change, some subscriptions are
transferred to neighbouring matchers, reducing the load.
The downside of VSO include the cost of recalculating Voronoi di-
agrams as load balancing occurs and the requirement of matchers
to maintain connections to all of its enclosing neighbours. However,
VSO provides scalability with dynamic regions and matcher promot-
ing, as well as reliability in terms of subscription transfer. Normal
peers in the network require the minimum network bandwidth as
they only receive events that they are interested in.
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3.3 The Quake Game State Processing
The developer interface of the RTF middleware is designed
to address the requirements of loop-based processing of on-
line games. It, therefore, matches the original processing
model of Quake as shown earlier in Listing 1.
Figure 5: Quake server integrating RTF.
Figure 5 shows the main steps of the Quake processing cycle
in one server using RTF. In addition to the three main steps
of the original Quake server frame (NET_Sleep, G_RunFrame,
and SV_SendClientMessages in the figure), the engine has
to inform the RTF about the begin (onBeforeTick) and
end (onFinishedTick) of a processing cycle. The clients
and other servers send events, e.g., user commands, via
RTF, which enqueues them to a list of pending events. The
processing of pending events is explicitly invoked from the
engine (processIncomingServerEvents), and accesses the
event queue (2.1 in the figure). To process the game state
(3., G_RunFrame), the engine needs access to the distribu-
tion management for the game state (3.1). RTF provides
a list of active and shadow entities (getObjects), allows
to determine if a certain entity is active or shadow and
also to create and introduce new entities (registerActive).
The transmission of state updates is automatically handled
by RTF during the onFinishedTick call, including creation
and transmission of messages. The original Quake sends the
state updates explicitly in step 4., SV_SendClienMessages.
With RTF, this step is reduced to a simple light-weight no-
tification message that broadcasts the current server frame
time which is required by the client engine.
The assignment of an entity to a server is done by register-
ing the entity as active with RTF (registerActive). RTF
automatically handles the replication of entities: it provides
shadow copies of all entities to the remaining servers. These
shadow copies are automatically updated with changes from
their active server. RTF explicitly informs the game devel-
oper about appearing and disappearing objects, which thus
can be handled appropriately.
3.3.1 Distributed Game Rule Processing
Interaction between entities (attacking, touching items or
teleports and jump pads) is – besides movement – the main
content of one game frame (3. G_RunFrame in Figure 5).
When such an interaction is detected, e.g., if entities col-
lide with each other, the original Quake engine invokes a
procedure to handle the interaction. For example, a com-
bat interaction, e.g., a rocket hitting a player, is handled
by a procedure called G_Damage. This procedure receives as
arguments the target (hit player), inflictor (rocket), and at-
tacker (player that fired the rocket) and the caused damage.
It applies the damage, creates new entities like explosions,
manages scores or issues splash damage for other entities.
For the single-server case, this algorithm is quite simple.
The algorithm is more complicated for the distributed case.
If the involved entities are all active on the current server,
then the procedure can be applied as usual. If an involved
entity is a shadow copy, then the interaction has to be han-
dled also by the server responsible for this entity.
Figure 6: Distribution of the G_Damage procedure.
Figure 6 illustrates how the remote interaction is organized
for the multi-server Quake. If a server detects a damage
interaction, the original G_Damage procedure is invoked (1.
in the figure). The procedure determines with the support
of RTF if the involved entities are shadow or active enti-
ties (2.1, Trap_IsActive). The result of the interaction is
directly applied to the active entity (3). For the shadow en-
tity, an event (4.1, DamageEvent) describing the interaction
is sent through RTF (4.2) to the server responsible for the
entity: RTF automatically determines this server. On this
server, the event is enqueued by RTF until the Quake engine
processes it during the processIncommingServerEvents step
of the real-time loop cycle (5.2). The remote server invokes
the same G_Damage procedure (6.) with an additional flag
which denotes the call as triggered remotely. This is neces-
sary to prevent a loop for shadow interaction handling since
this time, the active / shadow roles are swapped. This prag-
matic approach is suitable for the Quake engine, since the in-
teraction between entities is deterministic: Each server will
apply the same rules based on the arguments of the proce-
dure. Hence, it is not necessary to coordinate the interaction
between the servers.
4. QUAKE ENGINE MODIFICATIONS
To use the previously described multi-server architecture for
Quake with RTF, we modified and/or exchanged the compo-
nents of the original Quake ( Figure 1). The classes realizing
the entities were modified to fit the automatic (de)serialization
mechanism of RTF. The Entity Management component was
modified to use RTF for the distribution of the game state.
Since RTF automatically handles the transmission of events
and state updates, the Network Communication component
of the original Quake has become obsolete and, therefore,
was removed.
Figure 2.7: Real-Time Framework (RTF) interactions. Source: [100].
2.6.7 Proxy-network topology
The proxy-network topology [93] is an MS/C system where game
state is replicated on each of the multiple servers. The responsi-
bility for calculating state updates of ntities are distributed among
servers. In this system active entities refer to those that need to be
computed on the current server and shadow entities are computed
on other servers. Each server computes the updates to their active
entities and then disseminates these updates to the other servers to
update their shadow entities.
Clients can join any of the servers and will receive updates rele-
vant to its AOI from the server’s replicated stat . In order t reduce
th la ency of shad w entities, the A* path search is used for both
active and shadow entities. Waypoints of the path search algorithm,
instead of actual movement coordinates are sent over the network in
order to reduce the required bandwidth.
It was demonstrated that around 290 active users can be sup-
ported in Rokkatan, the real-time strategy VE created to test the
proxy-network setup. The benefits of this system include lower
bandwidth use for inter-server communication and scalability by us-
ing multiple servers. The drawback of this ystem is that the state
of the entire VE needs to be stored on each server.
2.6.8 R al-Time Framework (RTF)
Real-Time Framework (RTF) [100] is middle-ware that allows the use
of a multiple servers to support clients. Middle-ware is an indepen-
dent communications layer that allows applications to be distributed
with the minimal changes to server and client software. The creators
of RTF demonstrated the effectiveness of their system by implement-
ing it into a Quake 3 (first-person shooter) game. Similar to the
proxy-network topology, they use state replication and distributed
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computation. However, they did not use movement prediction, but
rather sent precise movement updates from the clients to the RTF
middleware. The RTF middleware then determined which server is
responsible for processing the event. If the event involved entities
from multiple servers, RTF requested the required state from the
servers in order to complete the computation. Figure 2.7 shows a
typical interaction when a rocket is damaging a player entity stored
on a different server.
Using RTF, the modified Quake 3 could support 85 clients si-
multaneously on four servers compared to the 32 clients with the
single server. All latencies were under 50 ms, which was deemed ac-
ceptable for fast-paced first-person shooter games. However, it was
observed that the extra inter-server communication used more pro-
cessing and resulted in extra latency such that each server could
only handle 21 clients in the four server setup, compared to 32
clients on the single server setup.
2.6.9 Summary of related research
Table 2.2 shows the advantages and disadvantages of each of the
discussed VE implementations. As can be seen, there is a trade-off
to be made: fewer connections versus lower latency, more efficient
storage lookup versus less computation overhead, etc. Each VE de-
signer should weigh the option in order to best suit the needs of the
VE.
In the next subsection we will discuss the VE implementation
that we chose to use in our evaluation. We decided to use an existing
VE implementation that already addresses the problems of scaling
and state consistency, so that we could focus on the effect of loss on
the VE state.
2.7 Why Spatial Publish/Subscribe and
Voronoi Self-Organising?
In this dissertation we want to study the effect of adverse network
conditions on the state consistency of a VE.
In order to quantify this we need the following four properties of
VE implementation:
1. Measure state consistency on the VE level. This will give us an
accurate description of the experience that users of the VE will
have.
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Table 2.2: Summary of VE implementations
Implementation Advantages Disadvantages
COVER [92] Message forwarding
outside AOI
Quadtree computa-
tion, high bandwidth in
crowding.




Apolo [82] Multicast trees (lower
bandwidth)
Multi-hop latency





sibly less immersive and
interactive.


















Full VE state stored at
each server
RTF [100] Shadow entities reduce
computation, middle-
ware require minimum
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2. The VE implementation should not include network failure com-
pensation mechanisms so that state consistency can be accu-
rately correlated with the applied adverse condition.
3. The VE implementation should be open source so that we can
extend the code where needed, for example to implement TCP
or UDP communications.
4. The VE implementation should already support interest man-
agement and scaling so that results gathered in this study can
be relevant to the rest of the research field.
In order to satisfy these requirements, we chose the VSO imple-
mentation. It already provides state consistency metrics built into
the code. It does not provide network failure compensation and the
SPS nature will make the state consistency very dependent on net-
work state, thereby enhancing the measurability of adverse network
conditions. The C++ implementation is open source under the LGPL
license so it can be extended with new functionality. Finally, VSO
supports scaling and interest management with peers being pro-
moted to matchers as needed.
2.8 VAST Library
VSO uses the VAST1 library [23] which implements all of the soft-
ware components to represent matchers and clients, and calculate
Voronoi diagrams.
Hu’s [69] paper introduced the Voronoi Overlay Network (VON),
which uses Voronoi diagrams to partition a virtual environment into
regions and associate each region with a peer. A Voronoi diagram
partitions an area (in our case a Virtual Environment (VE)) into re-
gions such that every point in a region is closer to its peer that
any other peer. Neighbours are peers that are in adjacent regions
to the peer. Direct connections are made to all Area-of-Influence
(AOI) neighbours ensuring low latency interactions with the peer.
Peers also keep direct connections with enclosing neighbours (all
surrounding neighbours) even if these fall outside of the peer AOI.
This prevents overlay partitioning (division of the overlay into un-
connected groups) as all peers can connect with other peers through
their enclosing neighbours.
In [71], Hu et al. extend VON by introducing Spatial Publish/-
Subscribe (SPS). They identify spatial (i.e. VE location specific) area
1VON-based Application-layer Spatial publish/subscribe Topology awareness
(VAST)
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or point events as the basic state update mechanic in virtual envi-
ronments and explain that all VE interactions can be described as
an SPS action.
In general SPS functions as follows:
1. Any entity in the VE can subscribe to events in an area in the
VE, typically called their Area-of-Interest (AOI). Multiple sub-
scriptions per entity is allowed. Point subscriptions are also
allowed, but are defined as an area with zero size. Therefore all
subscriptions are treated as areas.
2. Any entity can publish an update to any area in the VE.
3. At the points or areas where subscriptions and publications
overlap, published events are sent to the subscribers. This pro-
cess is referred to as interest matching.
In a pure P2P system, peers signal their interest by sending a
subscription message to publishers interacting with their AOI. Pub-
lishers keep a list of subscribers and forward events of the area to
all of the subscribers.
However, in order to reduce the multiple transmission required
for P2P SPS, Hu proposes S-VON, a spatial publish/subscribe ex-
tension to VON. S-VON promotes hardware capable peers to super-
peers to implement relays in the network. Instead of sending spa-
tial events to all of the subscribers, the publishers simply send the
events to their closest relay. In S-VON, super-peer relays keep a list
of publisher/subscriber mappings and forward events to the sub-
scribers accordingly. This reduces the bandwidth requirements of
the publishers as the relays perform the forwarding, instead of the
publishers sending multiple unicasts.
Note that the client location in the VE can be different from its
connections in the physical world. Figure 2.8 shows the mapping
between virtual environment entities and S-VON overlay.
Finally, in [70], Hu and Chen adds Voronoi Self-organising (VSO)
to S-VON, as was described in Section 2.6.6. VSO enables load-
balancing of relays (in this paper called Interest Matchers) by par-
titioning the VE and assigning partitions to each matcher. If a
matcher is overloaded, regions can be repartitioned or peers can be
promoted to super-peers to deal with the increase communication
load.
There are thus two roles in the VAST environment: clients are
normal peers without any computational or forwarding responsibil-
ities and relays/matchers assist in forwarding events between pub-
lishers and subscribers.
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To distribute state management, spatial publish / subscribe
(SPS) [10] has been identified as a general mechanism.
SPS assumes that all message publications and subscriptions
(pub/sub) occur on a Cartesian coordinate system. For a simple
2D SPS, each user node may perform: 1) point publication:
to send a message at a specific point, receivable by area
subscribers whose areas cover the point; 2) area publication: to
send a message to an area, receivable by any subscribers whose
subscriptions overlap with the area; 3) point subscription:
to receive any publication covering a point; and 4) area
subscription: to receive any messages published within an area.
With SPS as a primitive, it is possible to support state
management with two layers of SPS: one for events and
another for updates. For example, if the entire world is
divided into various regions, a state manager can perform
area subscription over its assigned region at an event layer.
When users send any events as point or area publications
to the event layer, managers whose regions are affected can
receive and process the events naturally. After a manager
modifies the relevant game states, updates can be sent as point
publications at an update layer for each updated object. Users
who have performed area subscriptions over their AOI at the
update layer may then receive the updates in view. Note that
the subscribed areas of managers are often stationary, and
publications occur at point locations, while the pub/sub of the
users move more dynamically.
Fig. 1. S-VON architecture.
III. S-VON ARCHITECTURE
We consider a large-scale P2P VE, where avatars (i.e.,
clients) are arbitrarily distributed in the virtual world. Each
avatar may be interested to receive updates from one or
multiple arbitrary convex areas, which constitutes its AOI. An
illustration of the VE is shown in Fig. 1(A), where each avatar
represents a user in the physical world.
Peers in a P2P network can be highly heterogeneous, with
drastically different CPU capacities, bandwidth, and stability.
Practical P2P systems thus often maintain the overlay by utiliz-
ing super-peers, which are peers with higher CPU/bandwidth
capacities and better stability, e.g., ultrapeers in Gnutella
or super-peers in Skype. To address peer heterogeneity and
fully utilize peer resources, we also categorize peers into
super-peers (called relays) and regular peers (called clients),
according to their capacity, stability, and trustworthiness.
In this paper, both state management (i.e., how to maintain
and update game objects given event messages and game logic)
and security (i.e., how to ensure that clients and relays do
not cheat) are beyond our scope. However, we note that state
management is supportable by a basic SPS mechanism (please
refer to [10]), and security issues can be reduced if more
trustworthy hosts are selected as super-peers [12].
In S-VON, every client in the P2P overlay is attached to a
relay. Relays are assumed to have public IP addresses and can
reach each other directly, forming a backbone or a relay mesh.
Clients perform SPS requests, while relays manage overlay
connectivity and message delivery, i.e., relays would help their
clients to forward pub/sub messages via the relay mesh. As
a super-peer may also host an avatar, it too can contain a
client part that performs SPS operations by attaching to itself.
The relation between clients and relays is shown in Fig. 1(B),
where the mapping between the VE and the P2P overlay is
as follows: Avatar a and b map to client a′ and b′ in the P2P
overlay, respectively; if avatar a sends a pub message to avatar
b, the message is passed from client a′ to R1 (its relay), then
forwarded from R1 to R2 (the relay b′ attaches to), and will
be passed on by R2 to b′, eventually reaching avatar b. Note
that the maximum number of hops is three for any client-to-
client communications, and can be two if both clients connect
to the same relay. Additionally, if several clients interested in
a publication are attached to the same relay, only one pub
message needs to be sent from the publisher’s relay to the
subscriber’s, reducing potential inter-ISP traffic.
To be topology-aware, we assume that each host machine
p (client or relay) can be assigned a physical coordinate,
(xp, yp), that represents its relative location to each other
on the physical Internet. The coordinates may represent its
latitude and longitude, or be derived using network positioning
(e.g., Vivaldi [13]). We assume that such physical coordinates
are relatively stable while the corresponding avatar moves in
the VE. The Euclidean distances on this coordinate system
approximate the latencies (or network distance) among the
hosts. Upon joining the system, each peer first determines its
physical coordinate, then connects to the closest available relay
in terms of network distance. As an analogy, the P2P overlay
is like a routing layer for end-to-end messaging between two
avatars, where the relays are analogous to “routers”.
A tracking server (called gateway) is used for bootstrapping,
similar to many practical P2P systems such as BitTorrent
or PPLive. However, to support distribution maximally, the
gateway only performs a minimum number of necessary
bootstrapping tasks (e.g., helping a joining node to identify its
physical coordinate and initial relay), and is not involved in
normal operations. We describe S-VON’s key designs below:
A. Pub/sub relationship discovery
Since each relay in S-VON forwards messages for the
clients connected to itself, it needs to maintain the pub/sub
relationship for all the attached clients. Ideally, when a publi-
cation request reaches the relay, the relay can simply look up
a mapping table to find the subscriber’s relay. How to achieve
this effectively becomes an important challenge. We adopt a
Voronoi-based Overlay Network (VON) [1] and note that it is
possible to support SPS by slightly extending VON.
2010 International Conference on Electronics and Information Engineering (ICEIE 2010)
Volume 2
Figure 2.8: S-VON architecture, relays represent super-peers with con-
nected clients, Source: [71]
All of the work described above is implemented in the latest ver-
sion of the VAST library which will be used for our evaluations.
SPS is primarily a communication layer. It allows efficient, inter-
est matched communication to keep the VE state intact by dissemi-
nating events. However, if complex game logic needs to be applied to
the VE, state managers need to be added to the system. For exam-
ple, when a player character needs to be a certain level in order to
interact with an entity, the game state manager can apply game logic
to the interaction event and refuse it if the player character does not
qualify.
Although Hu does not describe the role in detail, they mention
that state managers could be integrated with SPS. According to Hu,
state managers can integrate wi h SPS system by subsc ibing to spa-
tial events, applying game logic, calculating state updates and pub-
lishing the updates to the SPS, which will then send the updates to
the correct subscribers.
2.9 VAST as a Case Study
VAST fits our requirements of a VE implementation and related work
provides reference results for comparison to our study. However, no
single VE implementation would suit the needs of every MMVE, VR
or AR application. We therefore use VAST as a case study for the
effect of adverse network conditions on state consistency. In the
concluding chapter we will attempt to place our results of VAST in
the context of general VE applications as well as explain the limita-
tions of our results.
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2.10 Application Domain
The envisioned application in this dissertation is a VR, AR or MMVE
experience shared by users in close proximity, with all user devices
connected to the same switch or router. The advantages of this ap-
plication includes minimum network delay as well as many network
coding opportunities. This application domain is especially relevant
for AR applications where the environment is locally specific and
therefore the users would also benefit from proximity based com-
munications. In literature, [77] show that this type of network is
well suited to network coding.
Although this application domain limits the generalisability of the
results, we propose that the methodology used in this project can be
used for larger and more complex networks. Valuable future work
would include comparing results of a larger network to results ob-
tained in this project.
2.11 Summary
In this chapter we discussed the distributed state consistency prob-
lem and the various proposals to reduce state inconsistency. We
discussed the advantages and disadvantage of Server/Client, Mul-
tiserver/Client, Peer-to-peer and Super-Peer-to-Peer architectures
in the light of Schiele’s [107] architecture considerations. We sum-
marised typical scalability, communication and state management
strategies found in literature as well as discussing specific imple-
mentations. Finally, we discussed the VAST library (the combination
of VON, S-VON and VSO work) in detail and explained why we will





In this chapter we will discuss the adverse network conditions expe-
rience in wireless networks. We will also discuss how these network
conditions could affect the state consistency of a networked virtual
environment.
3.1 Adverse Network Effects Definition
3.1.1 Packet Loss
Packet loss is defined as the failed transmission of a packet from
the sender to the intended receiver. Depending on the transmission
medium, this failure could be partial (partial or corrupted packets
can still be received) or completely lost. Typically verification mecha-
nisms are used to determine if the packet was received exactly as the
sender intended. If the packet was received partially, the receiving
side could decide to use the partial packet, or discard it completely.
In the latter case, users of the receiving side hardware would ex-
perience the packet loss as complete due to the abstraction of the
receiving side hardware.
Although the explanation why wireless networking is generally
a lossy physical layer is beyond the scope of our work, we present
three papers which explain possible reasons. They explain the con-
cepts based on Wi-Fi as the networking protocol, but the problems
are similar for most wireless networks.
Firstly, Wi-Fi operates in the Industrial, Scientific and Medical
(ISM) band. Although transmission power is limited in this band, de-
vices are subject to interferences from many devices including Blue-
tooth, Zigbee and other wireless radios as well as general interfering
40
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devices such as microwave ovens. Zeb, Asim, Ali and Mufti [123]
investigate the effect of interference of two microwave ovens on the
throughput and reliability of Wi-Fi stream between an access point
and receiver. They found a significant increase in transmission er-
rors, indicated by failed CRC checks of the Frame Check Sequence
field.
Another possible reason for loss in Wi-Fi is collisions due to the
hidden node problem. Wi-Fi uses Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA) which detects if a carrier is present
before sending. If the wireless medium is free, a Request-To-Send
(RTS) is sent to the access point. The access point replies with a
Clear-To-Send (CTS) if the medium is free and to let other connected
Wi-Fi clients know to wait before transmitting. However, due to the
physical placement of Wi-Fi access points and clients, an RTS or
CTS may not be received. This is referred to as the hidden node
problem. Such a hidden node could start transmitting while another
node (who sent the RTS) is transmitting. This causes a collision and
the data packet could be lost.
Biswas et al. [38] examined a subset of Wi-Fi router measurement
records of the Cisco Meraki platform. Cisco Meraki gathers data
from many access points worldwide. Biswas studied a subset of
the entire dataset consisting of records from 10000 devices. From
this dataset they determined that each Wi-Fi access point has an
average of 55 nearby networks, i.e. access points in the same area.
These nearby networks cause interference, affecting packet delivery.
Cisco Meraki periodically broadcasts a 60-byte packet to determine
link quality to Meraki routers around it. These broadcast packets,
especially in the 2.4 GHz band, show a low delivery ratio. If the Wi-
Fi channel is very busy, the access point cannot get a transmission
opportunity for the IP broadcast. The low delivery ratio signifies that
the Wi-Fi channel is continually busy. Although IP broadcasts are
not the typical use of the Wi-Fi channel (priority is given to unicast),
the continually busy channel can cause unicast transmissions to
fail more frequently and contribute to the hidden node problem.
Finally, Simic, Riihijarvi and Mahonen [112] investigate the effect
of 802.11ac Wi-Fi 80 MHz wide channels in indoor environments.
The Wi-Fi 802.11ac standard was introduced in December 2013,
and is currently the latest Wi-Fi standard which is commonly in
use. Simic showed that 80 MHz channels can significantly improve
bandwidth in sparse environments, but Adjacent Channel Interfer-
ence (ACI) cause throughput to drop in a dense network environ-
ment, that is many access points and clients. This is because wide
channels interfere with nearby channels and in the worst case ex-
perience interferences from multiple APs at once. In Simic’s exper-
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iments they identified the "frequency flow-in-the-middle" problem:
an AP and client that function in a channel located between APs
in higher and lower frequency channels experience ACI from both
sides. The constructive interference cause the collision avoidance
algorithm to place the AP continually in the back-off state. They de-
scribe this AP as "starved" of transmission opportunities, resulting
in loss and / or many retransmissions.
These articles show that loss is typically present in Wi-Fi net-
works and we therefore investigate the effect of loss on an interactive
application such as a networked MMVE.
3.1.2 Network Delay and Network Delay Variation
Network delay (or latency) is defined as the time it takes the network
to deliver the packet once it is sent until it is received by the receiving
side. Network delay is usually determined by the transmission prop-
agation delay based on the distance between communicating hosts
and the processing delay of intermediate repeaters and routers, in-
cluding the time the packet spends waiting in processing queues at
routers.
Packet Delay Variation (or jitter) is the random or determinis-
tic variation in network delay. Random variation can be cause by
thermal noise or other interference blocking transmission, causing
network delay. Deterministic jitter can be caused by protocol design
specifications: for example, in Wi-Fi’s Collision Avoidance mecha-
nism, the random back-off time can cause a packet to wait longer
than expected, thus introducing jitter.
In a paper by Johnson, Balakrishnan and Tang [76], the la-
tency created by the 802.11 Carrier Sense Multiple Access with Col-
lision Avoidance (CSMA/CA) Medium Access Control (MAC) scheme
is analised. In this scheme a node with data to send needs to listen
for carriers on the channel that it would like to transmit on for a pe-
riod called the Distributed Coordination Function (DCF) Inter-Frame
Space (DIFS). If the channel is free for that period of time, it sends
a Request-To-Send (RTS) on the channel, specifying how much data
it wants to send. The Access Point then replies with a Clear-To-
Send (CTS) to allocate the channel to the requester for the specified
time required to transmit. This process takes time to complete and
therefore adds network delay to the transmission process.
The Collision Avoidance mechanism comes into play when two
hosts transmit an RTS at the same time. Each host adds a short
random waiting interval after a collision is detected. As the colliding
hosts will probabilistically not have the same random interval, one of
the colliding hosts will start the RTS / CTS process before the other,
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thus resolving the collision. According to Khan et al. [79] these ran-
dom waiting intervals can cause jitter, adding to the already existing
network delay.
3.1.3 Bandwidth Constraints
In some physical network carriers, bandwidth may be constrained
due to hardware limitations, energy considerations, spectral avail-
ability or interference levels. Atzori, Iera and Morabito [32] state that
in Internet-of-Things (IoT) setups, Things will typically be restricted
in computational and energy capacity. On the other hand, even high
throughput protocols such as Wi-Fi 802.11ac will be limited in terms
of available bandwidth in the ISM band, as well as by interference,
in the extreme dictated by the Shannon-Hartley theorem for noisy
channels [119].
In a paper by Chen and Kunz [47], they investigate the effect of
network delay, packet loss and bandwidth constraints on the experi-
enced latency between a low-power health monitoring system and a
central server. They compare four IoT protocols (MQTT, DDS, CoAP
and publish/subscribe UDP). They found that in all cases, the expe-
rience latency increases as network bandwidth decreases, with the
MQTT protocols experiencing a rapid increase in latency. The reason
for this increase in experience latency can be explained as follows: if
the network bandwidth is less than the required upload bandwidth,
the message can either be discarded or sent in the next time step.
If the message is not discarded and the next time step also does
not have enough bandwidth available, the message would need to
be sent over a number of time steps, causing a large experienced
network delay.
3.2 Effect of Adverse Network Conditions
on State Consistency
In this section we will discuss the possible results of the following
adverse network effects on the state consistency. This section can
be seen as the hypothesis of our tests in chapter 4.
3.2.1 Packet Loss
Packet loss will result in not all of the state updates being trans-
ferred to all of the clients in the VE. If only one packet is lost, the
client that would have received a neighbour update now only has the
state from the previous update. As no new information is available,
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it is assumed that the state does not change. If the neighbour does
not move, there is no inconsistency. However, if the neighbour does
move, the state between the client and neighbour is now inconsis-
tent. In this way the receiving client still believes that the neighbour
is one step behind. Once the next update arrives, the state inconsis-
tency can be resolved if an absolute update is received successfully,
bringing the states back into agreement.
The user will experience this as temporary latency and then a jar-
ring "too fast" update as the states are brought back into alignment.
In the worst case scenario, typically in peer-to-peer architectures,
the lost packet could also cause neighbours to be unaware of each
other and therefore not exchange further updates.
3.2.2 Network Delay and Network Delay Variation
Network delay will cause the update packet to arrive late at the re-
ceiving clients. This will also be experienced as latency by the user,
but as long as the network delay is constant, the packets will still
arrive in order and therefore still be applied in the correct sequence.
If there is delay variation as well as network delay, greater prob-
lems could arise: each packet could be delayed a different amount.
One possible outcome is packet reordering: if the higher-latency
older packets are overtaken by the lower-latency newer packets, the
received order will be incorrect. Newer state updates will be applied
first, and as old state update arrive, they would then be applied,
leading to confusion and an incorrect final state. This problem also
presents itself in peer-to-peer architectures if there is a great dis-
parity between the network delay between hosts, leading again to
confusion as to the newest/correct state.
3.2.3 Bandwidth Constraints
As we saw in the paper by Chen and Kunz [47], bandwidth con-
straints can cause the receiving application to experience latency.
This is because there is not enough bandwidth available to transfer
the needed packets in the given time and therefore the transmission
is postponed to the next available opportunity.
In terms of the effect on state consistency, similar to network de-
lay, bandwidth restrictions can be experienced as latency. In virtual
environment applications, the bandwidth requirements are usually
related to the number of users of the VE. Therefore the latency expe-
rience would increase if more player join the VE than can be handled
by the available bandwidth.
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In the next section we will discuss two transport protocols, TCP
and UDP, which are typically used to deliver state updates between
neighbours.
3.3 TCP and UDP
We have selected TCP and UDP to carry the state updates in our
network for the following reasons:
• TCP and UDP carry most of the Internet traffic [125] and is
therefore the industry standard and well developed and imple-
mented.
• TCP and UDP represent fundamentally different transmission
paradigms: TCP is a reliable stream protocol designed to com-
pensate for network conditions. In contrast, UDP is a simple
datagram protocol, exposing the application to network condi-
tions.
• TCP communication was already implemented in VAST. How-
ever, according to [121] most MMOGs use UDP, and therefore
we decided to evaluate the effect of adverse network conditions
on UDP as well.
TCP [41] is a connection-orientated and reliable protocol, provid-
ing ordered stream communication. TCP is used when high reliabil-
ity is required, for example in file transfers or web applications. TCP
sets up a connection with a three-way handshake, a three packet se-
quence number synchronisation interaction. Once completed, data
transfers can start.
TCP transmits information as a stream of bytes, with variable
packet lengths depending on the flow control algorithm. In order
to provide reliability, the TCP stack needs to keep track of bytes
sent successfully, with the endpoint using acknowledgments with
sequence numbers to indicate successful transmission. If no ac-
knowledgment arrives or some bytes are lost in transmission the
sender will retransmit the needed bytes. Due to the larger TCP
header, acknowledgments and retransmissions, TCP transfers will
typically use more network bandwidth compared to UDP.
TCP flow control attempts to send bytes at an ideal rate such
that the network can accept the load. If a packet is lost, the flow
control algorithm interprets this as a symptom of too high transfer
rate and reduces the transfer window size. If no packet loss occurs,
the flow control algorithm will attempt to increase the window size
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to an optimum. As the tests are conducted on a Linux system, the
TCP congestion control algorithm is CUBIC [3].
UDP [101] is connectionless, message orientated without relia-
bility or ordering guarantees. UDP is a simpler protocol than TCP,
containing only source and destination ports, packet length and a
checksum. The checksum is optional in IPv4. UDP does not es-
tablish a connection (i.e. no handshaking) and does not provide re-
transmissions. The small header size, lack of handshaking and no
retransmissions allow UDP to be set-up more easily and transmit
data as soon as possible. UDP is typically used where latency is
most important and some packet loss is acceptable.
3.4 Summary
In this chapter we discussed the possible adverse network condi-
tions, reasons for why adverse network conditions appear and what
effect it could have on the state consistency. Finally, we discussed
why we will be using UDP and TCP as the network implementations
for our tests on adverse network connections.




Results of VAST MMVE Under
Adverse Network Conditions
This chapter shows the performance of VAST under various network
conditions.
First we will explain the Mininet network emulator and the net-
work setup used for evaluating VAST. Then we will explain the met-
rics used to compare different network implementations. We will
explain how tests were run on our testbed and how simulation pa-
rameters were chosen.
We will show the performance of VAST for varying packet loss
percentages and verify the packet loss results using a real network
and physical hosts. Then we will measure VAST performance un-
der varying network delay and bandwidth constraints conditions.
Finally we will test scalability at different node counts.
4.1 Mininet Emulator and POX Controller
In order to evaluate the performance of VAST under various network
conditions, we need a network environment for which we can con-
trol conditions such as packet loss, network delay and bandwidth
limitations. We also want a network environment which emulates
a physical network as closely as possible in order to evaluate VAST
under conditions that are close to realistic conditions.
Mininet [9] is a network emulator using the Linux kernel and
light-weight virtualisation. Mininet uses network namespaces to
separate processes on the same host, emulating the separation of
hosts without the need for multiple physical hosts. Communication
between network namespaces is achieved by virtual Ethernet inter-





















Figure 4.1: Mininet network setup using a POX controller.
utility tc. For more details please see their Introduction to Mininet
section [5].
Mininet provides all of the tools needed to emulate real Ether-
net networks using lightweight virtualisation. Programs run on a
Mininet emulation can be used directly on a real network without
changes to the implementation.
Mininet implements the Software Defined Networking (SDN) paradigm
by using OpenFlow [13] enabled network switches. Switching rules/ta-
bles can be customised using the OpenFlow protocol, allowing Mininet
to be used in a wide variety of applications and scenarios.
The POX controller [21] is a Python program which controls the
switching tables on the OpenFlow switch. In our experiments we use
a simple layer 2 learning controller. This means that packets will be
switched based on their Ethernet MAC address. Hosts have both an
unique Ethernet address and IP address.
During the operation of the network, the POX controller will learn
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how the output ports are connected to the destination hosts, map-
ping the output ports to their Ethernet addresses.
Initially, when no address-to-port mapping is known, the packets
are flooded to all connected hosts. As hosts send packets on the
network, Ethernet source addresses are used to create a address-
to-port mapping. Future packets can then be switched to the cor-
rect output port based on the Ethernet destination, instead of flood-
ing the network. Layer 2 Learning is the default operation mode of
OpenFlow switches.
In order to translate the IP addresses to Ethernet addresses, in-
dividual hosts keep a table of known IP-to-Ethernet address map-
pings. If a packet needs to be sent to a unknown IP address, the
Address Resolution Protocol (ARP) [17] is used: an ARP packet is
broadcast to all hosts, asking which host corresponds to that IP ad-
dress or which Ethernet address is the gateway for that IP. The host
with the requested IP replies with its Ethernet address. The packet
can then be dispatched to the switch with the correct destination
Ethernet address. The switch is responsible for forwarding it to the
Ethernet address specified.
The protocols and network setup are all standard practice for a
local area network implemented using the SDN paradigm.
4.2 Network Setup
In Figure 4.1 we can see the network setup used in our evaluation.
Each of the nodes are separated by Mininet in a separate network
namespace as was described in the previous section. Nodes are
addressed by a static IP. All of the nodes in the VE are connected
to the SDN switch. Each node runs the VAST executable.
Note that only 253 IP addresses can theoretically be used in this
subnetwork as we use a 255.255.255.0 netmask and we reserve one
IP for the coding host. The coding host is a special host which forms
part of our network coding packet loss mitigation strategy.
However, we do not use more than 100 nodes in any of our sim-
ulations and therefore we will have enough IP addresses available.
Mininet allows the use of Python scripting to create custom topolo-
gies (such as is shown in Figure 4.1) and set link properties such as
packet loss rates, network delay and bandwidth limitations.
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4.3 Additions to VAST
As far as possible, the VAST library was kept unaltered in order to
allow comparisons between this work and previous work by Hu et
al. ( [69], [71], [70]). The core interest matching and load-balancing
functionality of VAST was used as is. The existing VAST implemen-
tation used the ACE library [1] and TCP as a transport protocol.
However, in order to evaluate the performance of VAST on the
Mininet emulator, we made the following additions to VAST:
• The original TCP implementation assumed that all operations
would occur on the localhost interface. We expanded the imple-
mentation to run VAST on a network with different IPs, allowing
an evaluation on the Mininet emulator and physical networks.
• As UDP is typically used for small game state updates [121], we
also implemented a UDP network component for VAST using
Boost [2] libraries in order to evaluate VAST performance using
UDP as a transport protocol.
• Finally, as the executables run on separate Mininet hosts in-
stead on a single localhost process, the time series state of each
node needed to be recorded to a log file. The Boost serialization
library was used to store state in log files. After the experiment
was completed, the log files were deserialised and merged to
form the global state. Consistency calculations, as was imple-
mented by the original VAST implementation, were performed.
Appendix A explains the details of how state and network vari-
ables were recorded to a log file and how the deserialisation, merg-
ing and consistency calculations are completed. However, a detail
understanding of the log files are not needed to understand the con-
sistency metrics used in this chapter.
The full source code is available at:
https://github.com/dschoonwinkel/VAST_NC.
4.4 Real versus Simulated Network Stack
As was mentioned in the previous section, the original VAST imple-
mentation did contain a TCP implementation. However, most of the
larger simulations in Hu’s previous work were run using a simulated
network stack: instead of packets on a NIC interface, packets moved
between memory locations to simulate transmission. All nodes also
run in a single process such that all nodes shared a memory space
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and all computation was performed in the same thread. This dras-
tically reduces processing load and avoids the stochastic nature of
multi-threaded systems.
In contrast, all of our nodes run in independent Linux processes
and use full network stacks. Because of the independent processes,
the update steps are not synchronised.
In practical VE scenarios, synchronisation is difficult as the nodes
are distributed. Furthermore, as users are separated and use dif-
ferent hosts, the VE scenario will inevitably have separate processes
and use full network stacks to communicate over the Internet. There-
fore our Mininet simulations are more comparable to a practical
VE than the original VAST implementation with simulated network
stacks.
Using a real network stack will also yield a better understanding
of the bandwidth requirements of such a VE application, includ-
ing the bandwidth added by the protocol overheads. In our simu-
lation, VAST only communicates the movement updates. Therefore
the bandwidth requirements are very low. As a order of magnitude
test, we calculate the expected bandwidth of only the movement up-
dates. Each movement update packet is between 60 - 100 bytes (as
was observed during operation) and node communicate one update
per 100 ms timestep. That results in an expected bandwidth be-
tween 600 - 1000 Bps per node from movement updates alone. The
average sending bandwidth in the network will be higher, because
these movement updates will need to be sent by the matcher to all
the interested clients. However, this gives us an order of magnitude
estimation of the bandwidth requirements.
It is clear that this application has low bandwidth requirements
and is not comparable to streamed VR or cloud-hosted game stream-
ing. However, in this project we assume that only the state of the VE
is sent and a local machine or VR device renders the world. From
the rough bandwidth estimation above we can see that our intended
application (VR, AR or MMVE over a local connection) would suit the
bandwidth requirements.
In literature the bandwidth requirement of a client-server based
game is given as between 250 Bps [104] and 7.5 kBps [97].
4.5 Consistency Metrics
Hu et al [69] defines two consistency metrics: topology consistency
percentage and drift distance. Topology consistency measures the
ability of nodes to interact with each other. Drift distance measures
the accuracy of each node’s local state compared to the global state.
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These two consistency metrics are calculated in VAST simulations,
and also in our experiments. Using these two metrics, we can com-
pare the state consistency of user positions at each step in the sim-
ulation. We define a step as one tick of the simulated time clock or
one event / update opportunity. A step can also be compared to a
frame of video game.
In order to allow repeatability, users are moved in simulated
paths.
4.5.1 Topology Consistency
Hu et al [69] describes topology consistency as the percentage of
known neighbours compared to the actual neighbours, calculated






where K is the total number of nodes in the VE, Nk is the known
AOI neighbours and Mk is the actual neighbours at node k that falls
within its AOI.
4.5.2 Normalised Drift Distance
Drift distance is defined as the difference from the perceived position
of a neighbouring node and the true position of the node. The per-
ceived position of a neighbour could be in error due to packet loss
or latency. We normalise the drift distance by the number of nodes
experiencing drift in order to make drift distance at different simu-









where N is the known AOI neighbours, dist is the Euclidean distance
function in a 2D plane rounded to the nearest integer, PPn,k the
perceived position of the neighbour n at node k, APn,k the actual
position of the neighbour and K is all the nodes in the network.∑K
k:DDk 6=0 1 counts the number of nodes experiencing drift at the
current step. The unit for this measurement is in-game world dis-
tance units.
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Topology consistency and drift distance are correlated - a lower
topology consistency will typically coincide with a higher drift dis-
tance. However, drift distance is more sensitive to adverse network
conditions than topology consistency. For example a single packet
loss will cause an immediate drift distance, whereas some packets
can be lost before the topology will become inconsistent.
Note that the above metrics only describe the consistency of po-
sition updates. In a practical VE, state would include many other
variables concerning the state of players, entities and the environ-
ment itself. The position updates are frequent and therefore state
inconsistency due to adverse network effects can be resolved quickly
(as soon as the next update arrives). In contrast, with infrequent en-
vironments updates such as the state of a door opened by a player,
adverse conditions could cause an inconsistency for significant time.
This type of state consistency should also be considered in practi-
cal VEs, but is considered beyond the scope of this dissertation, but
should be included in future work.
4.5.3 Average VAST Latency
Latency is defined to be the elapsed time between the occurrence
of an event and the response to that event. In networks, latency is
typically defined as the time interval it takes for a packet to reach
its destination or to receive a reply response. In this dissertation
we will measure latency of the MOVE VAST messages. MOVE mes-
sage indicate that a client has changed its position and AOI. The
MOVE message is sent from the client to the Matcher and is then
forwarded to the interested subscribers (i.e. neighbours). On receiv-
ing the MOVE message, the client records the latency.
In our results we only use MOVE message latency, as this will
influence the VE experience the most.






Where L is the latency, ts the clock time at message creation and
tr the clock time when receiver processes the message. R is the
number of latency records.
All hosts in the Mininet emulation share the same clock as they
use the same Linux kernel instance. When using physical hosts,
clocks can be synchronised by using the Network Time Protocol [15].
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4.6 Network Performance Metrics
Consistency metrics are needed to evaluate the state consistency.
In addition, we also want to evaluate how effectively the network
resources are used. In this section we will explain the measured
network bandwidths and how they can be used to indicate network
load.
4.6.1 Normalised VAST Send / Receive Bandwidth
The first network metric was built into the VAST library. The number
of bytes sent and received by the VAST network implementation is
recorded for each step. The VAST byte counts represents the payload
bandwidth, i.e. the bandwidth without the transport and network
layer headers.
By multiplying the update frequency by the VAST send / receive
bandwidth, we can get to a value of kilobytes per second. We then
normalise this bandwidth with respect to the number of nodes in the
network to get to a value in kilobytes per second per node.







where VBWi is the VAST send or receive bandwidth of node i at
the current step, K the number of nodes and fstep the update fre-
quency.
Unlike the latency measurements above, this metric considers all
VAST messages.
4.6.2 Normalised NIC Send / Receive Bandwidth
The send and receive bandwidths moving through the Network In-
terface Card (NIC) is also measured to determine the actual needed
bandwidth for communication. This bandwidth includes the over-
head for the headers of the network protocols (either TCP or UDP).
The NIC bandwidth is measured externally from the VAST executable
using the tshark commandline utility. Similarly to the VAST band-
width, this bandwidth is normalised by the number of nodes in the
network.
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where NBWi is the NIC send or receive bandwidth of node i at the
current step, K the number of nodes and fstep the update frequency.
4.6.3 Preference to NIC Send and NIC Receive
As we are interested in investigating the network implementations,
we are more interested in the actual NIC bandwidth than the VAST
bandwidth.
In Figure 4.2 we show the VAST send and receive bandwidth as a
reference to show how information is generated for the network. We
also show the NIC send and receive bandwidth to indicate how the
network experiences the load. It can be clearly seen that VAST band-
width is strongly related to NIC bandwidth. In essence the only dif-
ference is the extra bytes added by network encapsulation included
in NIC bandwidth but not taken into account with VAST bandwidth.
We therefore propose that a thorough understanding of the network
conditions can be achieved with only NIC bandwidth and the VAST
bandwidth will not add significant insights.
Thus even though VAST bandwidth is recorded, it will not be in-
cluded in results.
4.6.4 Send and Receive Bandwidth Equality
From Figure 4.2 it can be seen that receive bandwidth is equal to
send bandwidth. That is, the send bytes will be recorded by the
sending side and the receive bytes will be recorded by the receiving
side, and the normalised bandwidth should agree unless there is a
failure in the network.
In Figure 4.3 we can see what happens if there is a network fail-
ure such as packet loss. The VAST bandwidth remains the same, but
the NIC receive bandwidth is 6.24 kBps per node, whereas the NIC
send bandwidth is 6.93 kBps per node. Packet loss causes roughly
10% of the packets to be dropped, which is the packet loss value
which was used in the Mininet emulator for this run.
4.7 VAST Components
In order to ease discussion of the simulation parameters and re-
sults, we remind the reader of two VAST roles as was discussed in
section 2.8.
The Matcher is a super-peer responsible for managing the spa-
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Figure 4.2: VAST and NIC bandwidth comparison with no packet loss. The
black line indicates the end of the setup phase, meaning that the network
has reached steady state. From this point onwards, all the nodes in the VE
are in the JOINED state. As there is no packet loss in this run, no change
in network conditions are applied. Averages of the setup phase are given
on the left, and averages after the setup phase are given on the right.
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Figure 4.3: VAST and NIC bandwidth comparison with 10% packet loss.
The black line indicates the end of the setup phase, meaning that the net-
work has reached steady state. From this point onwards, all the nodes in
the VE are in the JOINED state. Packet transmissions until the black line
are lossless. After the black line, packet loss is applied. Averages before
packet loss are given on the left and averages after packet loss is applied
are given on the right.
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Table 4.1: General simulation parameters
Parameters
World dimension (units) 768 x 768
AOI radius 195
Step duration 100 ms
Simulation setup steps 10 * K + 1000
Total Simulation steps 5000
Join rate 1/s or 1/10 steps
Speed (units / step) 3
Movement model Uniformly random
Number of matchers 1
Iterations 20
The Client is a normal peer in the VE. Clients (representing users)
move around in the VE and can subscribe to areas they are inter-
ested in. Note that a node can host both a matcher and a client.
4.8 Simulation Parameters
Similarly to Hu et al. in [70], we use a world size of 768 x 768.
These dimensions come from the Second Life representation of an
area of size 256 x 256, which has been enlarged with a factor three
for better visualisation. Similarly, the AOI is 64 (from Second Life)
times three, but increased slightly to ensure that AOIs overlap even
in edge cases.
For most of our tests, we chose a node count K of 50, similar to
the lower value of Hu et al’s paper. It is important to note that our
simulation uses Mininet nodes and networking which better repre-
sents real networking. Hu used emulated networks in their simula-
tions which use significantly less CPU resources. We therefore de-
cided to use the lower bound so as not to influence our simulations
with overloaded CPU effects.
In order to allow all of the nodes to connect to the VAST overlay,
we allow 10 steps per joining node plus 1000 steps as our simulation
setup duration. No adverse network conditions are applied during
the setup phase. During the setup phase, overlay join messages are
sent and neighbour discovery happens. After the setup phase, all of
the nodes should be in the JOINED state and only be communicating
their move events. The setup duration can also be described as the
settling time and the rest of the simulation as the steady state.
The total simulation length is set at 5000 steps. If we have 50
nodes joining the VE, the setup phase is 50 × 10 + 1000 = 1500 steps.
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The adverse network conditions are applied after the setup steps, so
that we have 3500 steps of operation in such conditions, comparable
to Hu’s 3000 steps.
The step duration was set at 100 ms or 10 Hz update frequency.
This ensures that state update calculations can be completed within
the update step duration.
In a highly interactive application, such as a first-person shooter
game, the slow update speeds could affect user experience [34]. In
this case, faster update speeds should be used in a real-world test,
and more processing power would be required so as not to limit
interactivity. In our tests we used 100 ms step duration, with faster
updates proposed for future work.
Movement speed was set to 3 units per step, similar to Hu’s
study. Although literature suggests that real movement patterns
significantly differ from random walk movement (eg. [83], [40]), we
use random walk movement, as was originally implemented in VAST.
Using a movement model already included in VAST allows the com-
parison to other papers also using VAST. However, performing tests
using traces from, for example, recorded Second Life movement pat-
terns would increase the accuracy of the results and is considered
future work.
The join rate is 10 times slower than Hu’s study, but a slower join
rate is needed as we our project includes a full network stack which
can influence the success of joining.
The simulation was limited to one matcher. This eliminates the
extra complexity of multiple Matchers communicating to each other.
It was also observed that inter-matcher communication is very sen-
sitive to packet loss and therefore more matchers greatly reduce
the consistency. Future work should include more reliable inter-
matcher links, possibly with strongly increased redundancy for such
communications.
Each configuration was run 20 times, allowing a reasonable anal-
ysis with the median and 90% confidence intervals. Having data
from 20 runs also allows us to identify outliers.
4.9 Nominal Network Conditions
Firstly, we compare the network implementations in nominal condi-
tions (no packet loss, no delay, no bandwidth limitations) to deter-
mine the baseline performance.
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4.9.1 Experiment Setup
Each network implementation was used to run a simulation of 5000
steps with 50 nodes in the network. Without adverse network con-
ditions, this setup is the ideal case for any network application. The
nodes are started by the Mininet topology script as specified by the
join rate. The first node will be promoted to the matcher role, there-
fore having both the matcher and a client. All other nodes will only
have a client that connects to the first node’s matcher. When the
simulation is finished (5000 steps completed), the Mininet topology
script will stop all the VAST processes and hosts. The consistency
logs will be analysed and results written to file. The mean of each
run will be computed from these result files and plotted using box-
plots.
4.9.1.1 Boxplots
For clarity, the boxplots are constructed as follows: The box ends
represent the first (Q1) and third (Q3) quartile points. The whiskers
are drawn based on the Inter-Quartile Range (IQR): the top whisker
is the largest value that still falls within Q3 + IQR x 1.5. The bottom
whisker is the lowest value that still falls within Q1 - IQR x 1.5. Val-
ues outside of the whiskers are considered outliers and are indicated
by black circles.
4.9.2 Results
Figure 4.4 shows that both network implementations achieve near
perfect topology consistency. This is expected as there is no packet
loss and all nodes are aware of their neighbours. As the update
steps of nodes are not perfectly synchronised, small inconsisten-
cies can occur while a node waits for neighbour update steps and
transmissions. These small inconsistencies are resolved within one
update step, but in some case prevent all nodes to be aware of their
neighbours at exactly the moment two AOIs overlap.
It can be observed that the drift distance and latency of UDP
is slightly higher than TCP. In contrast, the TCP send and receive
bandwidths are higher than UDP.
4.9.3 Discussion
Due to the larger header size and acknowledgments used in TCP,
the bandwidth use will be larger compared UDP. As there is no ad-
verse network effects in this experiment, TCP has slightly higher
topology consistency than UDP. The lower drift distance and latency
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Figure 4.4: Nominal network conditions. Aggregate topology consistency,
normalised drift distance, average latency, and normalised NIC send and
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in TCP can be explained by the implementation differences: TCP
uses a process thread for each connection to another node. In con-
trast, UDP packets are received on the same interface and is there-
fore processed by the same thread. This single-threaded nature of
UDP causes a slight delay in processing UDP packets, resulting in a
higher latency and therefore also a higher drift distance.
4.10 Adverse Network Conditions Testing
In order to understand the effect of adverse network conditions, we
will investigate the effect of packet loss, network delay and band-
width limitations on the state consistency of the VE separately. Note,
however, that these effects are typically related in practical net-
works.
In wired networks, where physical layer loss is typically low, net-
work delay and packet loss is the end result of buffer overflows
(which can be seen as a maximum bandwidth constraint): high
or bursty traffic cause buffers to fill up at routers, resulting in in-
creased network delay for the packets in the buffer. In the extreme
case, the buffers can completely fill up and cause packet loss due to
buffer overflows [57].
In contrast, in wireless networks packet loss is primarily due to
interference on the hardware layer. In networks where hardware
layer retransmissions are enabled (such as Wi-Fi 802.11), packet
loss results in retransmissions, in turn leading to longer delays for
successful transmission. Retransmissions also limit the number of
new packets that can be sent by a router, thereby placing a band-
width limitation on the link as well [29].
Firstly, we will show the effect of packet loss on the VE consis-
tency. We will also verify the packet loss test result obtained from
Mininet simulations by evaluating VAST performance on a real net-
work using physical hosts. According to Sheshadri and Koutsoniko-
las [110], using 802.11n Wi-Fi without MAC layer retransmissions
can result in packet loss rates varying between 10% - 80% depend-
ing on the Modulation and Coding Scheme (MCS) used. It is not
always possible to disable MAC retransmissions as the MAC layer
could be implemented in hardware and therefore in practice MAC re-
transmissions would be enabled by default. However, in Mininet we
are not able to emulate the mechanics of the MAC retransmissions
and therefore we perform simulations as if they are disabled. Our
simulation therefore probably assumes too high packet loss rates for
wireless and do not account for retransmission delay. However, in
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the delay tests, the effect of possible retransmission delay is evalu-
ated.
In the subsequent delay and scaling tests we will observe the
state consistency under 10% packet loss in order to represent the
lossy conditions of a wireless network. Using 10% packet loss (the
lower bound on packet loss) in the delay and scaling tests aligns
with our purpose of investigating the effect of adverse network con-
ditions on the VE state consistency, potentially using wireless, lossy
communication.
In the bandwidth tests we will not use the 10% packet loss as the
bandwidth limitations are already very restrictive and other adverse
network conditions would prevent the VAST overlay to operate at all.
4.11 Packet Loss Tests
As was discussed in Section 3.1.1, packet loss is prevalent in wire-
less communication. In this section we will test the effect of various
packet loss rates on the state consistency of a VAST environment.
4.11.1 Experiment Setup
In this experiment, a normal VAST simulation is run as was specified
in section 4.9.1. A Mininet topology was used to specify the packet
loss rate. Packet loss is only applied after all of the VAST clients
have joined the VE and the VAST overlay has reached steady state.
Note that packet loss is applied on downstream links only. That
is, we apply the packet loss on data moving from the switch to the
nodes and keep the data flow originating from the nodes destined for
the switch lossless. Applying packet loss on only one of the links is
comparable to applying half the value of packet loss on both links.
We therefore do not alter the simulation significantly by applying
packet loss only to the downstream links. However, the proposed
packet loss mitigation strategy (presented in Chapter 6) is only able
to recover packets on the downstream links and therefore we run
the current tests with downstream packet loss in order to make the
later results comparable with this chapter’s results.
Mininet applies packet loss using the command line utility tc.
The documentation for tc, specifically its network conditions emu-
lator can be found here [7]. In this network emulator, each processed
packet is assigned a random probability to be lost in transmission,
according to the packet loss percentage required.
In addition to the simulation parameters given in Table 4.1, this
specific test uses the simulation parameters given in Table 4.2. We
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Table 4.2: Packet loss test simulation parameters
Packet loss 0-70%
Number of nodes 50
Delay 0 ms
chose a maximum packet loss rate of 70%, similar to Gheorghiu et
al’s paper. This is a reasonable upper limit as transmission becomes
very difficult for any protocol above this value.
4.11.2 1-2-5 Series as Preferred Numbers
The 1-2-5 series is a set of preferred numbers, based on the aggres-
sively rounded E3 series. The E3 series spaces three points logarith-
mically in a decade. The E series of numbers was originally defined
in [72]. In typical electrical components, the E3 series would repre-
sent the values 1, 2.2 and 4.7, typically with 20% tolerances allowed.
When these numbers are rounded further they come out to 1, 2, 5,
yielding 1, 2, 5, 10, 20, 50, etc as preferred numbers. Our choices
of packet loss percentages and delay is based on these preferred
numbers, with extra points in-between when deemed necessary.
For better understanding our data, we first look at a single run of
each of the two implementations: TCP and UDP.
4.11.3 Single Run Analysis: TCP
Figure 4.5 shows the measured values during a TCP run at 10%
packet loss.
The top most graph shows the increase in active clients in the
VE. The clients connect sequentially. The join process is started
according to the join rate, but it could take some time for the node
to reach the JOINED state. This causes the irregular joining seen in
the top most graph.
After all the clients have joined, there is a settling time before
packet loss is applied. The black line indicates the end of the settling
time.
Before packet loss is applied, topology consistency remains close
to 100% with only small deviations. Such a high topology consis-
tency means that most clients know their neighbours and only a few
clients are unaware of some of their neighbours. Once packet loss
is applied, a lower topology consistency of 99.26% can be observed,
with more variance. This is a direct result of packet loss, causing
some clients to be unaware of their neighbours. Note that TCP and
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Figure 4.5: Results of a TCP run, showing topology consistency, drift dis-
tance, latency, and send / receive bandwidths over time. The test was
run at 10% packet loss. The black line indicates the end of the setup
phase. Packet transmissions until the black line are lossless. After the
black line, packet loss is applied. The maximum drift distance recorded is
shown in gray. In this figure the drift distance plot is scaled to the range
of normalised drift distance for readability. See Figure 4.6 for full range
of maximum drift distance. Averages of topology consistency, normalised
drift distance, send / receive bandwidth and latency under lossless condi-
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Figure 4.6: Results of a TCP run, showing topology consistency, drift dis-
tance, latency, and send / receive bandwidths over time. The test was run
at 10% packet loss. The black line indicates the end of the setup phase.
Packet transmissions until the black line are lossless. After the black line,
packet loss is applied. The maximum drift distance recorded is shown in
gray. Topology consistency and drift distance plot shows the full range.
Averages of topology consistency, normalised drift distance, send / receive
bandwidth and latency under lossless conditions is given on the left. Aver-
ages under lossy conditions is given on the right.
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UDP topology consistency graphs all use the same y-axis scale for
comparison.
Drift distance remains fairly low at 2.02 VE units before packet
loss. The moving speed of nodes are 3 VE units per second, therefore
the clients are on average less than one step behind the actual po-
sition. However, this increases significantly, to 6.27 VE units, when
10% packet loss is applied. Such a drift distance can be described
as effectively two steps behind schedule. The maximum drift dis-
tance observed on a node in the network is indicated by the light
gray background.
Latency remains roughly the same, with a noticeable increase in
variability, probably due to the retransmissions of TCP. Variations
in latency correspond well to the variations in drift distance.
In the last graph, we show the normalised NIC sent bandwidth
(blue) and NIC received bandwidth (red). Once packet loss is applied,
NIC received bandwidth becomes more variant, due to lost packets.
The bytes are still sent, but less bytes reach the other nodes’ NICs.
TCP will attempt to retransmit packet to compensate for packet loss,
leading to a higher NIC send bandwidth (shown in blue).
4.11.4 Single Run Analysis: UDP
Figure 4.7 shows the measured values during a UDP run at 10%
packet loss.
Firstly, it can be noted from the number active nodes graph that
joining over UDP is more regular than over TCP. A possible expla-
nation is that UDP is a simpler protocol than TCP and therefore the
overhead (including retransmissions) is less than with TCP. Further-
more, the TCP implementation starts a processing thread for each
TCP connection, which could take time to set-up.
Similar to TCP, UDP topology consistency and drift distance per-
forms nominally with no packet loss applied. After packet loss is
applied, the topology consistency decreases to 99.84%, which is less
degradation compared to TCP’s 99.26%. This can also be explained
by the simplicity of the UDP protocol: TCP retransmissions cause
extra delay in packet lossy conditions, while UDP always forwards
the latest packet as soon as possible. If a packet is lost, the clients
recover quicker, due to the latest state being available sooner. This
argument also applies to the drift distance: the latest update re-
moves the drift distance immediately.
As with TCP, the light gray background in the drift distance graph
shows the maximum drift distance.
Latencies are given on the same y-axis scale as TCP for compar-
ison. Note that latency is measured on the application level and
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Table 4.3: Median of average topology consistencies with 90% confidence
interval, for increasing packet loss test.
TCP UDP ± %
0.0 % 100.00 ± 0.00 99.99 ± 0.00 -0.00 %
1.0 % 99.98 ± 0.00 99.98 ± 0.00 0.01 %
2.0 % 99.95 ± 0.00 99.97 ± 0.00 0.02 %
5.0 % 99.83 ± 0.00 99.93 ± 0.00 0.09 %
10.0 % 99.27 ± 0.00 99.84 ± 0.00 0.57 %
15.0 % 97.30 ± 0.11 99.69 ± 0.00 2.45 %
20.0 % 82.43 ± 0.17 99.51 ± 0.00 20.73 %
30.0 % 36.48 ± 0.35 98.80 ± 0.00 170.83 %
40.0 % 45.34 ± 0.25 97.23 ± 0.00 114.46 %
50.0 % 59.58 ± 0.21 93.81 ± 0.00 57.45 %
60.0 % 69.26 ± 0.10 86.60 ± 0.01 25.04 %
70.0 % 74.26 ± 0.09 71.04 ± 0.05 -4.33 %
therefore includes on the processing delay of the network and appli-
cation. Latency average is higher than TCP: this is due to the single
process implementation of UDP causing a processing delay due to
queuing. However, the variability of UDP latency is less than TCP,
because UDP does not perform retransmissions, limiting the varia-
tion to processing delays. It is important to note that if a packet is
not transmitted successfully, the latency is obviously not recorded.
Thus the UDP average latency is only calculated on received pack-
ets and whereas TCP average latency is calculated on successfully
received and received retransmitted packets.
A lower NIC receive bandwidth than send bandwidth can be ob-
served (due to packet loss).
4.11.5 Aggregated Results Analysis
In order to understand the general trend, we aggregate the steady
state averages (shown at the right side of Figures 4.5 and 4.7) of
the 20 runs for each packet loss rate. These aggregated results are
shown in Figure 4.10.
The boxplots in Figure 4.10 show the spread of the averages, ac-
cording to the boxplot strategy described in Section 4.9.1.1.
In Tables 4.3,4.4, we can see that with either network imple-
mentation, topology consistency and drift distance increases with
increasing packet loss.
We can see that UDP outperforms TCP for more than 5% packet
loss (99.93% versus 99.83%) and remains very topology consistent
(99.51%), even up to 20% packet loss.
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Figure 4.7: Results of a UDP run, showing topology consistency, drift
distance, latency, and send / receive bandwidths over time. The test was
run at 10% packet loss. The black line indicates the end of the setup
phase. Packet transmissions until the black line are lossless. After the
black line, packet loss is applied. The maximum drift distance recorded is
shown in gray. In this figure the drift distance plot is scaled to the range
of normalised drift distance for readability. See Figure 4.8 for full range of
maximum drift distance. Averages of topology consistency, normalised drift
distance, send / receive bandwidth and latency under lossless conditions
is given on the left. Averages under lossy conditions is given on the right.
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Figure 4.8: Results of a UDP run, showing topology consistency, drift
distance, latency, and send / receive bandwidths over time. The test was
run at 10% packet loss. The black line indicates the end of the setup
phase. Packet transmissions until the black line are lossless. After the
black line, packet loss is applied. The maximum drift distance recorded is
shown in gray. Topology consistency and drift distance plot shows the full
range. Averages of topology consistency, normalised drift distance, send
/ receive bandwidth and latency under lossless conditions is given on the
left. Averages under lossy conditions is given on the right.
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Table 4.4: Medians of normalized drift distances [VE units] with 90% con-
fidence interval, for increasing packet loss test.
TCP UDP ± %
0.0 % 2.14 ± 0.00 2.72 ± 0.01 26.99 %
1.0 % 2.62 ± 0.01 2.75 ± 0.01 5.11 %
2.0 % 2.67 ± 0.01 2.71 ± 0.01 1.35 %
5.0 % 3.67 ± 0.01 2.87 ± 0.01 -21.89 %
10.0 % 6.22 ± 0.00 3.21 ± 0.00 -48.39 %
15.0 % 11.51 ± 0.66 3.74 ± 0.01 -67.51 %
20.0 % 55.82 ± 0.59 4.06 ± 0.01 -92.72 %
30.0 % 204.99 ± 0.51 5.78 ± 0.01 -97.18 %
40.0 % 230.28 ± 0.56 8.79 ± 0.01 -96.18 %
50.0 % 245.95 ± 0.42 14.73 ± 0.01 -94.01 %
60.0 % 251.79 ± 0.70 26.64 ± 0.04 -89.42 %
70.0 % 246.36 ± 0.48 55.12 ± 0.15 -77.62 %
Table 4.5: Medians of normalized drift distances [VE units] with degrada-
tion percentages, for increasing packet loss test.
TCP degrade % UDP degrade %
0.0 % 2.14 0.00 % 2.72 0.00 %
1.0 % 2.62 22.05 % 2.75 1.02 %
2.0 % 2.67 24.68 % 2.71 -0.50 %
5.0 % 3.67 71.28 % 2.87 5.35 %
10.0 % 6.22 190.29 % 3.21 17.97 %
15.0 % 11.51 436.54 % 3.74 37.29 %
20.0 % 55.82 2503.00 % 4.06 49.14 %
30.0 % 204.99 9459.70 % 5.78 112.34 %
40.0 % 230.28 10639.08 % 8.79 222.67 %
50.0 % 245.95 11369.52 % 14.73 440.84 %
60.0 % 251.79 11641.89 % 26.64 878.23 %
70.0 % 246.36 11388.67 % 55.12 1924.35 %
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Table 4.6: Median of average latencies [ms] with 90% confidence interval,
for increasing packet loss test.
TCP UDP ± %
0.0 % 118.81 ± 0.17 142.91 ± 0.20 20.29 %
1.0 % 125.48 ± 0.25 141.31 ± 0.41 12.61 %
2.0 % 122.56 ± 0.31 137.70 ± 0.47 12.36 %
5.0 % 129.18 ± 0.31 136.90 ± 0.38 5.98 %
10.0 % 147.44 ± 0.51 132.34 ± 0.18 -10.24 %
15.0 % 180.60 ± 0.57 140.47 ± 0.28 -22.22 %
20.0 % 535.74 ± 4.21 130.89 ± 0.23 -75.57 %
30.0 % 1180.80 ± 6.68 131.21 ± 0.31 -88.89 %
40.0 % 713.32 ± 4.22 126.99 ± 0.19 -82.20 %
50.0 % 432.34 ± 2.75 128.15 ± 0.27 -70.36 %
60.0 % 272.76 ± 1.90 121.14 ± 0.25 -55.59 %
70.0 % 176.50 ± 0.96 199.98 ± 2.10 13.30 %
From Table 4.4 we can clearly see that TCP is sensitive to packet
loss, with the drift distance increasing rapidly as more packet loss
is applied. We consider more than 30% packet loss the breaking
point of TCP: the topology consistency drops rapidly (36.48%) and
drift distance spikes (204.99). Although the 30% packet loss re-
sult would seem like an anomaly with the 40% packet loss having a
better topology consistency, we would argue that the high drift dis-
tance in both cases indicates a complete failure of communications.
Figure 4.9 shows how the nodes lose connection to the matcher at
packet loss rates of 30% and more. No such anomalies were detected
in the UDP runs.
Table 4.5 shows the degradation percentages, that is the amount
of degradation in terms of drift distance relative to the no packet loss
case. TCP degradation (11388%) is much larger than UDP degrada-
tion (1924%).
Table 4.6 shows that TCP latency is sensitive to packet loss (eg.
535 ms at 20% packet loss). In contrast, UDP latency remains be-
tween 121 - 143 ms for most packet loss percentages, except for
200 ms at 70% loss. However, as the VE state is already degraded
at 70% loss, this could be an anomaly.
In Figure 4.10 we can see topology consistency, drift distance, la-
tency as well as the NIC send and receive bandwidth. The boxplots
are drawn from the aggregated means of 20 runs per packet loss
percentage point. For clarity, only results from 0 - 10% packet loss
are shown here. The reasoning for this is TCP degrades very quickly
after 10% packet loss, and therefore the y-axis scaling required di-
minishes resolution of the UDP result. 1% packet loss results were
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Figure 4.9: Results of a 30% packet loss TCP run, showing topology con-
sistency, drift distance, latency, and send / receive bandwidths over time.
The black line indicates the end of the setup phase. Packet transmissions
until the black line are lossless. After the black line, packet loss is ap-
plied. The maximum drift distance recorded is shown in gray. Topology
consistency and drift distance plot shows the full range. Averages of topol-
ogy consistency, normalised drift distance, send / receive bandwidth and
latency under lossless conditions is given on the left. Averages under lossy
conditions is given on the right.
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Figure 4.10: Aggregated summary of 20 runs, each with 50 nodes. TCP
results shown in blue and UDP in red. Outliers are indicated with black
circles. Only packet loss percentages up to 10% is shown in this graph to
facilitate readability. Full results are shown in Tables 4.3,4.4.
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also omitted so that trends can be seen more clearly.
Latency of TCP increases as packet loss increases in contrast to
UDP latency decreasing as packet loss increases.
In general, UDP sends and receives less than TCP. It can also
be observed that both UDP and TCP sends and receives less bytes
as packet loss increases. This can be explained by the packet loss
influencing the interactivity of the application, explained in the dis-
cussion below.
4.11.6 Discussion
It is clear from the above results that UDP is less sensitive to packet
loss than TCP. The main reason for this is the reliability require-
ment of TCP competing with increasing packet loss. As more packet
loss is applied, more TCP retransmissions are needed to recover the
missing packets in the stream. However, these retransmissions are
also subject to packet loss, leading to a compounding of the packet
loss effect. Furthermore, TCP acknowledgments are also subject to
packet loss, leading to erroneous retransmissions as well. All the
retransmissions has a detrimental effect on latency. This in turn
has a strong effect on drift distance and finally an effect on topology
consistency. In the extreme case this packet loss induced latency
increases to the point where the client does not receive an update
for a couple of steps and assumes that it is disconnected, leading to
a total failure of the VE.
There is a notable trend in message latency data: UDP latency
decreases with packet loss, and TCP latency increases with packet
loss. TCP latency has already been explained by retransmissions.
However, UDP latency results are unexpected as packet loss is not
expected to influence UDP latency. However, this latency decrease
can be explained by the single-threaded nature of UDP: because
less packets are received under packet loss conditions, less packets
need to be processed. Only latency of packets successfully received
are processed, leading to lower total processing time overall - those
packets that do arrive are processed immediately.
In terms of Quality of Experience (QoE), the drift distance induced
by packet loss can be expressed as a lag in terms of game steps
or even experienced latency. Note that the experience latency is
different from the actual application measured latency as the latter
is based on the time it took for successful transmission whereas the
former is based on when the user experiences a response to their
actions. Clients move around the VE at a speed of 3 VE units per
timestep. Therefore, each multiple of 3 VE units drift distance can be
described as one timestep lag. Stated differently, each multiple of 3
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VE can be expressed as a QoE degradation of 100 ms. For example,
the increase in drift distance for TCP between 0% and 10% packet
loss (4.08 VE units) can be described as 1.36 timesteps of QoE lag
or roughly 136 ms lag. Although this is not an accurate comparison
as the VE application also influences QoE, it does provide a broad-
strokes description of degradation in terms of user experience.
An unexpected decline in NIC send and received bandwidth was
observed for both network implementations. We describe this as
“loss of interactivity” and can be explained by how VAST handles
neighbour updates. Typically, the VAST Matcher notifies the new
neighbours of a node of its presence, so that these neighbours can
add it to their neighbour lists. However, if the initial neighbour no-
tification packet was lost, and a client receives an update from a
neighbour that it has not seen before, it will request the neighbour’s
full information, such as AOI, ID and neighbours. In this case the
client is aware of what is information it is missing, and can request
it. Under higher packet loss conditions, the initial neighbour mes-
sage and subsequent state updates can be lost, causing the client to
not issue such a request. The client is unaware of what it is miss-
ing, and cannot respond accordingly. In the extreme case, all nodes
are oblivious of each other and interactivity is completely lost. This
loss of interactivity is reflected in the downward trend in NIC send
bytes. As interactivity degrades, client stop requesting extra infor-
mation, leading to a lower send bandwidth. The slope of decline is
less for UDP than TCP, indicating that although UDP interactivity is
more robust against loss, with both network implementations state
consistency decreases as packet loss increases.
4.11.7 Why does TCP Perform Poorly?
A number of possible reasons why TCP performs poorly can be found
in literature:
4.11.7.1 TCP Mistakes Packet Loss for Congestion
According to Fu et al [60], TCP detects packet drops as a congestion
signal, as packet loss in wired networks are caused by buffer over-
flows. Buffer overflows in wired networks indicate that the offered
load to the network exceeded the capacity at one of the intermedi-
ate routers, which cannot keep up, and therefore drops packets as
the buffer overflows. In response to a congestion signal, TCP re-
duces the Maximum Segment Size, thereby reducing the bandwidth
requirements. However, in wireless networks, packet drops occur
due to the hidden node problem and channel contention. In our
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setup, packet losses are emulated probabilistically and also do not
occur due to buffer overflows but rather independently of the offered
network load (similar to wireless networks). TCP therefore performs
poorly as it wrongly interprets packet drops as a congestion signal,
unnecessarily throttling communication.
4.11.7.2 Virtual Environment Traffic Patterns
Typical traffic patterns of an interactive VE is not well suited to TCP
communication. According to Chen et al. [45], VE traffic has four
characteristics that may interfere with TCP communication: state
updates are delivered in very small packets, traffic generation is ap-
plication limited, packet rates are low, and bi-directional traffic is
frequent. Firstly, small packets incur large header overheads (up to
46% of total bandwidth in Chen’s analysis).
Secondly, application-limited traffic generation interferes with TCP
congestion control; when the connection has been idle for too long,
the window size is reset to minimum in order to avoid congestion
under unknown network conditions.
Finally, the low packet rate and bi-directional traffic prevent ef-
fective use of the fast-retransmit in TCP. Because the packet rates
are low, too few packets are sent and acknowledged for the three du-
plicate ACK retransmit to be triggered. Furthermore, if traffic is sent
from the other side (i.e. bi-directional flow), it is counted as a suc-
cessful transmission, and the three duplicate ACK counter is reset,
also preventing the use of fast-retransmit. Due to these two effects,
99% of the packet loss recovery occurs through retransmit timeouts
instead of fast-retransmit, which add delay (on average 700 ms in
Chen’s study) for packets lost.
Chen gives the following recommendations for VE protocol de-
signers: allow reliable and unreliable transmission, ordered and un-
ordered transmission, parallel TCP streams for unrelated messages
and coordinated congestion control. Relaxing reliability and ordered
requirements for some messages (based on their relevance in the VE)
can reduce the network load without significantly reducing the VE
experience. Parallel TCP streams can decouple the delays for unre-
lated messages in the same TCP queue. In coordinated congestion
control, clients and servers of the VE can communicate their ex-
pected bandwidth requirements and ensure fairness in bandwidth
use on time scales larger than typical TCP transfer windows. Coor-
dination of transmissions can also reduce burstiness in communi-
cation.
Griwodz and Halvorsen [64] agree with Chen’s results and sug-
gest that a more aggressive retransmission scheme, for example a
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retransmission after every duplicate ACK, could reduce the latency
associated with packet loss.
Petlund et al. [98] also suggest a more aggressive retransmis-
sion scheme, as well as removing exponential back-off and adding
data bundling. Low packet rates and therefore long inter-arrival
times of packets limit the TCP transfer window increase opportuni-
ties. Therefore removing exponential back-off on packet loss would
reduce retransmission delay; otherwise the transfer window would
only recover after many more successfully received packets.
The suggestions in [64] and [98] could improve on the TCP results
of this test. However, due to time constraints this is considered
future work.
4.11.8 Comparison with Earlier Work
One of the purposes of this project was to analyse the effect of packet
loss on a VE in a comparable way. However, due to processing power
limitations of our setup, we could not run as many nodes as was
present in other papers written by Hu and others. However, as far as
possible we will attempt to relate similar situations in their previous
papers to our tests. We list and discuss them here:
• In VON: A scalable peer-to-peer network for virtual environ-
ments [69], Hu, Chen and Chen present a test of 200 nodes, 5
units / step movement speed and 100 units AOI. The resulting
average transmission bandwidth was 2.5 kBps / node under
no packet loss. This is can be related to our 5.07 kBps / node.
Possible reasons for differences include that our test was run at
a slower movement rate (reducing bandwidth), but with a larger
AOI (increasing visible neighbours, increasing bandwidth). It is
encouraging to see that the results are in the same order of
magnitude.
They also perform a packet loss test, showing topology con-
sistency dropping as packet loss increases. Although it fol-
lows a similar pattern to our tests, we experienced complete
consistency loss at much lower packet loss percentages. We
propound that the discrepancy can be explained by the differ-
ence between our networking setup and packet loss applica-
tion, compared to Hu’s: although it is unclear what testbed
was used in their test, packet loss was applied on the applica-
tion level and control messages were exempt from packet loss.
Our test involved a full network stack with packet loss applied
at the network level, without exceptions. Processing time in
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a full network stack, agnostic packet loss and possibly TCP’s
excessive retransmissions could explain the discrepancy.
• In A spatial publish subscribe overlay for massively multiuser
virtual environments [71], Hu et al presents a average latency
test for different numbers of relays. In our tests we allow each
node to be its own relay, similar to their 90 relay, 90 nodes test.
Their value of around 120 ms latency corresponds well to our
118.8 ms.
4.11.9 Summary
In the packet loss test we showed that TCP is very sensitive to packet
loss. Although UDP would be a more effective transport protocol
in these scenarios, it is still subject to packet loss induced state
consistency degradation. In general, packet loss decreases topology
consistency, increases drift distance and results in a loss of interac-
tivity.
We also compared our test results to previous papers’ results and
found evidence that our results are comparable, indicating that our
system performs as expected even with a full network stack.
4.12 Comparing Mininet Hosts with
Physical Hosts
In order to verify our results in the packet loss test from the previous
section, we evaluate the performance of VAST on a system with a
OpenFlow switch and physical hosts.
However, the OpenFlow switch that could be obtained was a PC
running the Open Virtual Switch [12] software and only allowed four
physical hosts to connect. Therefore we evaluate the performance
using four physical hosts. For comparison we also evaluated the
performance in Mininet using four Mininet hosts.
4.12.1 Experiment Setup
In order to obtain the Mininet results, we follow the exact same pro-
cedure as was specified in Section 4.11.1, except we only use four
Mininet hosts instead of 50.
In every aspect possible the physical hosts are identical to the
Mininet hosts:
• The same VAST library software is also used on both physical
hosts and Mininet hosts.
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Table 4.7: Mean and standard deviation of 100 round-trip ping times on
Mininet and physical network. Results in microseconds.
Link Mininet Physical
Mean Std dev Mean Std dev
h1 -> h2 43.8 3.89 253.3 37.8
h2 -> h1 42.2 4.00 260.8 35.2
Table 4.8: Comparison test simulation parameters
Packet loss 0-20%
Number of nodes 4
• The same Linux operating system is used on both physical and
Mininet hosts.
• The same POX controller as is used with the Mininet setup.
Therefore the only differences between the physical hosts are the
following:
• Physical wires are used to connect to the switch, which could
cause a small delay. The round-trip latency was measured and
the results are given in Table 4.7.
• The host clocks are synchronised with the Network Time Pro-
tocol (NTP).
• Each of the clients run on a separate host and therefore the
processing delay would not influence each other. This would be
beneficial to the state consistency as processing delay per host
is reduced.
• Packet loss rates are applied using the Linux iptables [6] fil-
ters at the receiving hosts, instead of by Mininet (using tc) on
network links. iptables controls the packet filtering in the
Linux kernel, whereas tc controls the Linux network scheduler
in the kernel. Both utilities allow the probabilistic dropping of
packets. However, as tc only manipulates outgoing packets
and we wanted to drop packets on the downstream link, we
decided to use iptables to apply packet loss at the receiving
hosts. Applying packet loss at the switch was not possible as
we did not have control over the internal functioning of OVS.
In addition to the simulation parameters given in Table 4.1, this
specific test uses the simulation parameters given in Table 4.8.
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Table 4.9: Median of normalised drift distances [VE units] and 90% confi-
dence intervals for TCP test when comparing Mininet and physical hosts.
Mininet Physical ± %
0.0 % 2.05 ± 0.01 1.77 ± 0.01 -13.62 %
10.0 % 4.48 ± 0.01 5.22 ± 0.01 16.39 %
20.0 % 18.18 ± 0.06 22.56 ± 0.29 24.06 %
Table 4.10: Median of average latencies [ms] and 90% confidence intervals
for TCP test when comparing Mininet and physical hosts.
Mininet Physical ± %
0.0 % 93.63 ± 0.38 108.65 ± 0.41 16.04 %
10.0 % 126.29 ± 0.20 135.28 ± 0.20 7.12 %
20.0 % 235.73 ± 0.30 263.62 ± 0.43 11.83 %
Table 4.11: Median of normalised drift distances [VE units] and 90% con-
fidence intervals for UDP test when comparing Mininet and physical hosts.
Mininet Physical ± %
0.0 % 2.07 ± 0.01 1.60 ± 0.01 -22.82 %
10.0 % 2.59 ± 0.01 1.91 ± 0.01 -26.37 %
20.0 % 2.88 ± 0.01 2.78 ± 0.01 -3.47 %
4.12.2 Results
From Table 4.10 and Table 4.12 it can be observed that the physical
network generally has a higher latency.
Figure 4.11 and Figure 4.12 show the comparison between per-
formance using Mininet hosts and physical hosts. From both figures
it can be seen that the emulated and physical network perform sim-
ilarly.
The most prominent difference between the Mininet and physi-
cal networks are present in the NIC receive graphs. Unlike Mininet
where received bandwidth steadily decreases as the packet loss rate
increases, the NIC receive bandwidth remains equal to NIC send
bandwidth for this physical network setup. This can be explained
Table 4.12: Median of average latencies [ms] and 90% confidence intervals
for UDP test when comparing Mininet and physical hosts.
Mininet Physical ± %
0.0 % 98.16 ± 0.32 93.86 ± 0.42 -4.38 %
10.0 % 97.95 ± 0.38 88.87 ± 0.58 -9.27 %
20.0 % 93.00 ± 0.25 113.86 ± 0.59 22.43 %
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Figure 4.11: Mininet hosts versus physical hosts using TCP. The Mininet
performance is shown in blue and the physical network performance is
shown in black. Outliers are indicated as black circles.
by the way in which packet loss is applied on the physical hosts. In
both network setups, the NIC bandwidth is measured as the bytes
that enter the interface. However, in the Mininet network, packet
loss is applied between the switch and the receiving host, while on
the physical host packet loss is applied in the filtering tables, after
the bytes have been received. From the application perspective the
same loss is experienced, and therefore the adverse network con-
ditions are the same. However, from the NIC perspective all of the
bytes are still received and then dropped later in the pipeline, leading
to the incorrect NIC bandwidth measurement. In physical network
with physical packet loss in transmission, the NIC receive bandwidth
would also reflect the loss as the Mininet network does.
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Figure 4.12: Mininet hosts versus physical hosts using UDP. The Mininet
performance is shown in red and the physical network performance is
shown in black. Outliers are indicated as black circles.
4.12.3 Discussion
With both TCP and UDP tests, latency for the physical network is
higher than that of Mininet. This can be explained by the physical
wires and OpenFlow switch delaying transmission slightly.
In accordance with the higher latency, TCP drift distance is slightly
higher (5.23 instead of 4.48 at 10% packet loss) for the physical net-
work test compared to the Mininet test.
The improved drift distance of the UDP physical hosts test can
possibly be explained by the reduced processing delay of UDP sock-
ets running on completely separate physical hosts.
At 20% packet loss, the performance of the UDP test using phys-
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ical hosts is roughly the same as the Mininet test. It is difficult to
determine exactly why the performance of UDP on physical hosts
degrades faster than Mininet hosts, but we suspect that the packet
delay variation (jitter) is more prominent on physical hosts and could
therefore have a detrimental effect in terms of latency and drift dis-
tance.
4.12.4 Summary
The differences in latency and state consistency between the Mininet
emulated network and the physical network can be explained by
the increased network delay and jitter of physical hardware. De-
spite these small differences, the comparison verifies that the per-
formance of VAST using the Mininet emulated network corresponds
closely with the performance using a real physical network.
Ideally all further testing in this chapter should be performed
using the physical hosts. However, due to hardware and time con-
straints, the rest of the tests will be performed using Mininet.
4.13 Delay Tests
Network delay is another adverse network conditions that could af-
fect state consistency. We use Mininet to apply transmission delay
to our network links and observe the effects. Unfortunately Mininet
does not model network delay variation. Network delay variation
would be possible to measure in a real network scenario and is
therefore considered future work.
4.13.1 Experiment Setup
We once again use a custom Mininet topology to specify network de-
lay. Tests are run in the same way as specified in section 4.9.1. Like
the packet loss tests above, we only applied the delay after the sim-
ulation setup steps (see section 4.8). It should be noted that when
we refer to network delay, it is the delay of a packet sent from one
network interface to another, without the processing delay. The la-
tency result refers to the application-measured latency experienced
by VAST messages, which includes the network delay, processing
delay and enqueued delay while the packet waits to be processed in
the next update step.
In addition to the simulation parameters given in Table 4.1, this
specific test uses the simulation parameters given in Table 4.13. A
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Table 4.13: Delay test simulation parameters
Packet loss 10%
Number of nodes 50
Delay 0 - 200 ms
Table 4.14: Medians of normalized drift distances [VE units] with 90%
confidence interval when adding network delay.
TCP UDP ± %
0.0 ms 6.23 ± 0.00 3.22 ± 0.00 -48.36 %
20.0 ms 9.69 ± 0.00 4.56 ± 0.01 -52.93 %
50.0 ms 17.50 ± 0.01 4.78 ± 0.00 -72.66 %
100.0 ms 25.93 ± 0.01 8.94 ± 0.01 -65.54 %
200.0 ms 41.94 ± 0.01 14.95 ± 0.01 -64.36 %
Table 4.15: Median of normalized drift distances [VE units] with degrada-
tion percentages when adding network delay.
TCP degrade % UDP degrade %
0.0 ms 6.22 0.00 % 3.21 0.00 %
20.0 ms 9.69 55.73 % 4.56 42.03 %
50.0 ms 17.5 181.11 % 4.78 48.95 %
100.0 ms 25.93 316.56 % 8.94 178.17 %
200.0 ms 41.94 573.75 % 14.95 365.26 %
constant packet loss value of 10% was chosen to represent lossy
wireless network conditions.
4.13.2 Results
From Table 4.14 we can see that drift distance degrades quickly for
TCP (eg. 17.50 at 50 ms) under increased network delay. UDP drift
distance degrade at a slower rate (eg. only 4.78 at at 50 ms).
From Table 4.16 is clear that there is no linear relationship be-
Table 4.16: Median of average latencies [ms] with 90% confidence interval
when adding network delay.
TCP UDP ± %
0.0 ms 130.71 ± 0.41 130.52 ± 0.21 -0.14 %
20.0 ms 227.55 ± 0.20 187.74 ± 0.50 -17.49 %
50.0 ms 217.98 ± 0.03 177.54 ± 0.08 -18.55 %
100.0 ms 188.84 ± 0.02 298.62 ± 0.26 58.14 %
200.0 ms 878.28 ± 0.13 525.71 ± 0.44 -40.14 %
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Table 4.17: Median of normalised NIC send bandwidth [kBps/node], 90%
confidence intervals and total bandwidth of the network when adding net-
work delay.
TCP total UDP total ± %
0.0 ms 6.88 ± 0.00 343.92 6.15 ± 0.00 307.65 -10.54 %
20.0 ms 7.01 ± 0.00 350.4 6.22 ± 0.00 311.23 -11.18 %
50.0 ms 5.59 ± 0.00 279.27 6.23 ± 0.00 311.59 11.57 %
100.0 ms 3.94 ± 0.00 196.85 6.13 ± 0.00 306.67 55.79 %









































































Figure 4.13: Network delay of 0 - 200 ms. TCP results shown in blue and
UDP in red. Outliers are indicated with black circles.
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tween network delay and experienced latency. It is clear that a net-
work delay of more than one step duration seriously increases ex-
perienced latency of both TCP and UDP (eg. 878.28 and 525.71 ms
respectively at 200 ms) as well as greatly increasing drift distance
(41.94 and 14.95 respectively).
Table 4.15 shows the degradation percentages due to network de-
lay compared to the no network delay case. At 200 ms, a degradation
of 573 % and 365 % in drift distance for TCP and UDP respectively
can be observed.
Table 4.17 and Figure 4.13 shows NIC send and receive band-
width decreases as network delay increases, showing that similar to
packet loss, latency degrades the interactivity of the application.
4.13.3 Discussion
TCP reliable transmission requires retransmits when a segment is
not acknowledged in due time: the TCP sender sets a timeout (typi-
cally based on the estimated round-trip time) for acknowledgment to
arrive. If not acknowledged within the timeout period, TCP retrans-
mits the packet. With each missed acknowledgment, the timeout is
increased (typically doubled).
In network delay conditions, either the flow control strategy de-
creases the transfer rate to avoid late acknowledgments or timeout
retransmissions cause congestion in the network. The NIC send
bandwidth indicates that the former is correct as bandwidth does
not increase with latency, but rather decreases.
4.13.4 Summary
Similar to packet loss, network delay also adversely affects state
consistency, typically resulting in higher experienced latency than
the network delay itself. The increased latency and drift distance
will be experienced by the VE users as lag and will degrade the VE
experience.
4.14 Bandwidth Limited Tests
4.14.1 Experiment Setup
The custom Mininet topology in this case specifies the bandwidth
limit. Tests are run in the same way as specified in section 4.9.1. We
applied the bandwidth limitation after the simulation setup steps.
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Table 4.18: Bandwidth limit simulation parameters
Packet loss 0%
Number of nodes 50
Bandwidth limits 0.2 - 5 MBps
Table 4.19: Median of normalised drift distances [VE units] and 90% con-
fidence interval when limiting transmission bandwidth.
TCP UDP ± %
5.0 MBps 2.59 ± 0.01 2.74 ± 0.01 5.78 %
2.0 MBps 2.70 ± 0.01 2.80 ± 0.01 3.80 %
1.0 MBps 2.69 ± 0.01 2.89 ± 0.01 7.40 %
0.5 MBps 4.67 ± 0.01 2.84 ± 0.01 -39.27 %
0.4 MBps 9.22 ± 0.01 3.00 ± 0.01 -67.51 %
0.2 MBps 257.80 ± 0.13 121.58 ± 0.12 -52.84 %
In addition to the simulation parameters given in Table 4.1, this
test uses the simulation parameters given in Table 4.18. Unlike the
delay test, we decided not to apply packet loss. This is because the
bandwidth limitation has a very sharp decline in performance after
0.5 MBps and adding packet loss would result in a complete failure
of the VAST overlay.
The bandwidth limit is applied on each link. The bandwidth re-
quirements in this project is low, as was explained in section 4.4.
However, the matcher’s links carries the most bandwidth in the net-
work as it needs to receive all of the publications and distribute them
to the correct subscribers. Thus even though the bandwidth avail-
able in our intended application (local direct-connected VE experi-
ence) likely exceeds the expected bandwidth requirement, we per-
form this test to investigate what would happen in a bandwidth con-
strained network.
4.14.2 Results
Table 4.19 shows that nominal performance is observed for most
bandwidth limitations until 0.4 MBps. State consistency deteriora-
tion occurs for TCP at 0.5 MBps with drift distance increasing from
2.69 to 4.67. A complete loss of consistency occurs at 0.2 MBps with
a drift distance of 257.80 VE units. A similar failure occurs for UDP
at 0.2 MBps with drift distance increasing from 3.0 to 121.58.
Table 4.20 shows the degradation percentages of the drift dis-
tance. It can be seen that both TCP and UDP suffers severe degra-
dation (9841 % and 4332 %) at the 0.2 MBps bandwidth limit.
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Table 4.20: Median of normalised drift distances [VE units] with degrada-
tion percentages when limiting transmission bandwidth.
TCP degrade % UDP degrade %
5.0 MBps 2.59 0.00 % 2.74 0.00 %
2.0 MBps 2.7 3.94 % 2.8 2.00 %
1.0 MBps 2.69 3.79 % 2.89 5.38 %
0.5 MBps 4.67 80.23 % 2.84 3.47 %
0.4 MBps 9.22 255.62 % 3 9.23 %
0.2 MBps 257.8 9841.11 % 121.58 4332.29 %
Table 4.21: Median of average latencies [ms] and 90% confidence interval
when limiting transmission bandwidth.
TCP UDP ± %
5.0 MBps 140.10 ± 0.39 143.01 ± 0.52 2.08 %
2.0 MBps 143.69 ± 0.33 146.52 ± 0.27 1.97 %
1.0 MBps 142.23 ± 0.28 150.03 ± 0.33 5.48 %
0.5 MBps 217.07 ± 0.22 147.36 ± 0.22 -32.11 %
0.4 MBps 349.87 ± 0.21 153.70 ± 0.25 -56.07 %
0.2 MBps 2982.19 ± 4.02 3711.79 ± 2.70 24.46 %
Table 4.22: Median of normalised NIC receive bandwidth [kBps/node],
90% confidence intervals and total bandwidth of the network when limiting
transmission bandwidth.
TCP total UDP total ± %
5.0 MBps 7.69 ± 0.00 384.66 6.47 ± 0.00 323.43 -15.92 %
2.0 MBps 7.80 ± 0.00 390.14 6.49 ± 0.00 324.31 -16.87 %
1.0 MBps 7.84 ± 0.00 391.77 6.49 ± 0.00 324.7 -17.12 %
0.5 MBps 7.07 ± 0.00 353.32 6.51 ± 0.00 325.38 -7.91 %
0.4 MBps 5.63 ± 0.00 281.52 6.50 ± 0.00 325.05 15.46 %
0.2 MBps 1.17 ± 0.00 58.43 4.18 ± 0.01 209.12 257.87 %
From Table 4.21, it can be seen that at 0.2 MBps the TCP and
UDP take long to receive the latest state update messages (roughly
2982 ms or 30 steps for TCP and 3711 ms or 37 steps for UDP).
From Table 4.22 we can see that the total bandwidth of either
protocol is less than the bandwidth limitation, as expected. It can
be seen that TCP transmission is much more affected with only
58.43 kBps at 0.2MBps limit, much lower than the allowed band-
width. UDP received bandwidth is 209.1 kBps at 0.2MBps limit,
which is roughly the bandwidth limit.
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Figure 4.14: Bandwidth limitation tests. The x-axis indicates an increas-
ingly strict limitation on the bandwidth. Outliers are indicated with black
circles. Only the range of 1 MBps is shown as nominal state consistency
was observed for higher allowed bandwidth. Table 4.21 shows all of the
results of the bandwidth test.
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Table 4.23: Scalability test simulation parameters
Packet loss 10%
Number of nodes 20 - 100
Total Simulation steps:
20 - 60 nodes 5000
70 - 100 nodes 10000
4.14.3 Discussion
For both TCP and UDP the state consistency deterioration occurs
because packets cannot be sent at the required rate and are delayed
by waiting in the NIC send queue. TCP is especially sensitive to the
bandwidth limitation as the increased delay causes the flow control
algorithm to exponentially reduce the transmission rate. UDP does
not perform flow control, therefore queuing packets at the sender
increases the experienced latency even beyond that of TCP.
4.14.4 Summary
The rapid increase in drift distance at 0.2 MBps would reduce inter-
activity almost completely: users would have to wait 30 steps and 37
steps for TCP and UDP respectively. Therefore a network that can
support the bandwidths required to host the VE is vital for success-
ful operation.
4.15 Scalability Tests
In this section we will investigate the effect of scale on the state
consistency. Although this is not a test of adverse network effects,
our tests will show how scalable a full network stack implementation
under packet loss conditions is.
4.15.1 Experiment setup
In order to represent the typical lossy wireless running conditions,
we run the scaling tests at 10% packet loss.
We use a single PC for our Mininet simulations which consisted of
16 CPU cores and 64 GB of RAM. However, during simulations, all of
the nodes’ processing is done on the same physical machine, which
used 90% of the CPU power and 12 GB of RAM with 100 nodes. We
therefore limit our test to 100 nodes as larger numbers would likely
introduce processing artifacts and distort results.
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Table 4.24: Median of normalised drift distances [VE units] and 90% con-
fidence interval when increasing the number of nodes.
# Nodes TCP UDP ± %
20 5.84 ± 0.01 2.45 ± 0.00 -58.03 %
30 5.96 ± 0.00 2.64 ± 0.01 -55.68 %
40 6.04 ± 0.00 2.95 ± 0.01 -51.20 %
50 6.22 ± 0.00 3.21 ± 0.00 -48.39 %
60 6.02 ± 0.00 3.34 ± 0.01 -44.49 %
70 6.17 ± 0.00 3.59 ± 0.01 -41.79 %
80 5.97 ± 0.00 3.78 ± 0.01 -36.64 %
90 5.87 ± 0.00 3.75 ± 0.01 -36.19 %
100 5.80 ± 0.00 3.94 ± 0.01 -32.01 %
Table 4.25: Median of average latencies [ms] and 90% confidence interval
when increasing the number of nodes.
# Nodes TCP UDP ± %
20 133.14 ± 0.13 100.19 ± 0.07 -24.75 %
30 133.14 ± 0.14 109.67 ± 0.21 -17.63 %
40 139.51 ± 0.21 124.42 ± 0.31 -10.82 %
50 130.71 ± 0.41 130.52 ± 0.21 -0.14 %
60 153.28 ± 0.25 143.93 ± 0.40 -6.10 %
70 149.40 ± 0.28 151.80 ± 0.22 1.61 %
80 146.44 ± 0.26 159.09 ± 0.22 8.64 %
90 149.90 ± 0.29 158.80 ± 0.27 5.93 %
100 153.26 ± 0.65 165.73 ± 0.26 8.14 %
4.15.2 Results
Table 4.25 shows that UDP is more sensitive to scaling: increas-
ing nodes increase latency. Table 4.24 shows UDP drift distance
increasing as the node number increases (3.94 VE units at 100
nodes versus 2.45 VE units at 20 nodes). TCP drift distance re-
mains roughly the same (5.80 VE units at 100 nodes versus 5.84
VE units at 20 nodes).
In Figure 4.15 it can be seen that the number of nodes has a
small influence on the topology consistency or drift distance. The
send and receive bandwidth conforms to expectation: more nodes
result in more bandwidth used. The per node bandwidth increases
as the node number increases: more nodes mean more interactions
in the VE and therefore increase the overall per node bandwidth.
The total network bandwidth (calculated by multiplying the per node
bandwidth with the node count) is shown to give an indication of the
total bandwidth required for running the VE.
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Figure 4.15: Scaling test with 20 - 100 nodes. TCP results are shown in
blue and UDP results in red. All tests were run at a packet loss percentage
of 10% and zero delay. Outliers are indicated with black circles.
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Table 4.26: Median of normalised NIC send bandwidth [kBps/node], 90%
confidence interval and total bandwidth of the network when increasing
the number of nodes.
# Nodes TCP total UDP total ± %
20 4.52 ± 0.00 90.43 3.45 ± 0.00 69.10 -23.59 %
30 5.28 ± 0.00 158.52 4.38 ± 0.00 131.46 -17.07 %
40 6.08 ± 0.00 243.14 5.25 ± 0.00 210.19 -13.55 %
50 6.87 ± 0.00 343.41 6.15 ± 0.00 307.63 -10.42 %
60 7.76 ± 0.00 465.57 7.11 ± 0.00 426.57 -8.38 %
70 8.55 ± 0.00 598.51 7.95 ± 0.00 556.55 -7.01 %
80 9.37 ± 0.00 749.46 8.85 ± 0.00 707.99 -5.53 %
90 10.24 ± 0.01 921.87 9.75 ± 0.00 877.35 -4.83 %
100 11.02 ± 0.01 1102.41 10.59 ± 0.00 1059.05 -3.93 %
Table 4.27: Median of normalised drift distances [VE units] and 90% con-
fidence interval when increasing the number of nodes.
TCP UDP ± %
50 2.14 ± 0.00 2.72 ± 0.01 26.99 %
100 2.39 ± 0.01 3.20 ± 0.02 34.35 %
4.15.3 Discussion
Most of the results are fairly expected: the state consistency does
not seem to degrade under the conditions which we were able to
scale the simulation. More extensive real world testing could possi-
bly show scaling limitations.
As was expected, more nodes in the VE require more bandwidth.
The increase in required bandwidth is due to two effects: firstly,
more nodes in the VE increase interaction opportunities and there-
fore the bandwidth. Secondly, the bandwidth per node is scaled with
a larger number of nodes. These two effects compound bandwidth
requirement for scaling the VE. This can cause scalability problems
if large numbers of nodes are present in the VE.
4.15.4 Comparison with Earlier Papers
Although scaling tests in related papers are much more extensive
(up to 1000 nodes), we can compare the trends between 50 and 100
nodes results with in the papers.
• Scalable AOI-cast for peer-to-peer networked virtual environments [75],
Jiang, Huang and Hu present a transmission bandwidth test
indicating around 8 kBps / node for 100 nodes which we can
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Table 4.28: Median of normalised VAST send bandwidth [kBps/node],
90% confidence interval and total bandwidth of the network when increas-
ing the number of nodes.
TCP total UDP total ± %
50 5.07 ± 0.00 253.6 5.15 ± 0.00 257.35 1.48 %
100 9.69 ± 0.00 968.82 9.63 ± 0.00 963.31 -0.57 %
compare to our 9.69 kBps / node (shown in Table 4.28). They
also show a drift distance test with VoroCast (a message for-
warding technique also used in VAST). Their value of around 2
VE units of drift distance for 50 nodes corresponds well to our
2.07 VE units (shown in Table 4.27) result at no packet loss.
• In A forwarding model for voronoi-based overlay network [44],
Chen et al present a transmission size test at 50 and 100 nodes.
Their values of [estimated] 4000 bps / node corresponds fairly
well to our 5.07 kBps / node for 50 nodes, and 6000 bps / node
and our 9.69 kBps / node for 100 nodes (shown in Table 4.28).
Their AOI of 200 correspond well to our AOI of 195.
4.15.5 Summary
In this section we saw that the number of users of the VE does not
significantly influence the state consistency for the scale which we
could simulate. However, we saw that the property increasing most
rapidly was the total network bandwidth which could eventually lead
to scaling limitations.
4.16 General discussion and
recommendations
In general we observed that TCP does not perform well under adverse
network conditions. It is recommended to use UDP as a transport
layer for networks under adverse conditions.
However, even with using UDP as transport layer, adverse net-
work conditions such as packet loss and network delay decrease the
state consistency and therefore degrades the VE experience.
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4.17 Which problem can be addressed on
Transport Layer?
In the above tests we observed the effect of packet loss and network
delay on the state consistency of a VE. It is clear that any adverse
network effects will degrade the VE experience.
In the ideal case a transport protocol is required which is com-
pletely reliable, low latency and scalable.
In our tests above we have seen that TCP, although supposedly
reliable, is not well suited to adverse network conditions. UDP on
the other hand deals better with adverse conditions, but is inher-
ently unreliable and therefore cannot compensate for packet loss.
It was also shown that the UDP implementation is more sensitive
to scaling and experiences more processing delay as the number of
nodes increase.
In a real world setup it is typically difficult (in some cases impos-
sible) to reduce network delay. Network delay is typically a factor
of physical distance, spatial channel reuse or frequency spectrum
availability. Optimisations in these areas are beyond the scope of
this dissertation.
Packet loss is typically a factor of physical layer hardware and
MAC layer protocols. MAC layer protocols do attempt to perform
layer 2 retransmissions when a packet is lost: see [66] for an analy-
sis of layer 2 retransmission protocols.
However, as was seen in the TCP scenario above, retransmissions
cause increased delay in lossy environments, degrading the VE ex-
perience. In this dissertation we will attempt to address packet loss
in a novel way: using network coding for packet redundancy, adding
a recovery mechanism without the need for retransmissions. In the
next chapter we will discuss existing packet loss mitigation strate-
gies and why we decided to use network coding.
4.18 Summary
In this chapter we demonstrated the effect of adverse network con-
ditions on the state consistency. Both TCP and UDP network imple-
mentations were affected, but TCP degraded the most. We concluded
that a mitigation strategy is needed and that the problem of packet
loss can be addressed on the transport layer.






In this chapter, we will discuss various packet loss mitigation strate-
gies. Then we will explain Network Coding and how it is another use-
ful option for transport layer recovery. First, we will need to discuss
the Open Systems Interconnect (OSI) model to understand the layers
of protocols on the Internet and how recovery can be implemented
on the different layers.
5.1 Open Systems Interconnect (OSI)
Model
The Open Systems Interconnect (OSI) model is a conceptual model
of the encapsulation processes on the Internet. The OSI model was
created by the International Organisation for Standardization as a
model for defining the functions of each of the layers in a network
stack [25].
A simplified model referred to as the Internet Protocol suite is fre-
quently seen in packet switched networks such as Local Area Net-
works and Wi-Fi. It was created originally by the Defense Advanced
Research Projects Agency (DARPA) as a way of interconnecting ex-
isting networks. It is now in general networking use and facilitates
the Internet (an internetworking of networks worldwide) [49].
Figure 5.1 shows the OSI layers and the Internet Protocol (TCP/IP)
suite layers side by side.
In this dissertation, we will mainly discuss the Internet Protocol
suite as that is the layers typically present in our network setups. In
some cases, we will refer to the physical layer and data link layers
separately: the physical layer is usually the hardware components
(such as wireless radios and Category 7 cables) while the data link
97
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Figure 5.1: OSI model and Internet Protocol suite abstraction layers.
layer could include the Medium Access Control (MAC) and the Log-
ical Link Control protocols (such as 802.11 Wi-Fi and 802.3 Eth-
ernet). We will sometimes refer to the Data-link layer as the MAC
layer.
5.2 Communicating Using a Network Stack
Each host in the network uses the network stack to communicate.
Layers are only allowed to communicate vertically except the phys-
ical layer which is connected with wires or over-the-air to another
host.
An application needing to send a string of bytes to an applica-
tion on another host communicates with the layer below it. In the
Internet Protocol suite this would mean that the application layer
communicates to the transport layer.
The transport layer accepts the string of bytes as the payload and
adds a header for specifying the endpoint. For UDP (a transport layer
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protocol), this would include the source and destination ports, show-
ing at which port on the remote host the application bytes needs
to be delivered. The application bytes are said to be encapsulated
by the transport protocol, i.e. treated simply as a payload without
knowledge of the contents.
The transport layer then communicates to the Internet layer to
send the packet (containing the header and application bytes). Once
again, the Internet layer treats the entire packet as the payload of
its encapsulation and adds a header for specifying a destination, in
this case the IP address.
Finally, the IP layer communicates to the network access layer,
which once again encapsulates the packet. The physical layer hard-
ware then produces a signal which can be sent over the wired or
wireless medium. Depending on the medium and network setup, in-
termediate switches and routers read the packet headers and routes
the packet to its intended destination.
At the receiving host, the physical layer hardware decodes the
signal to a packet and removes the network access layer header,
passing the IP packet to the Internet layer. This process continues
until all of the headers are removed and the original application byte
string is passed to the application running on the receiving host.
Now that we understand the basics of the networking stack, we
can discuss adverse network conditions recovery mechanisms avail-
able on different levels of the network stack.
5.3 The status quo: What happens in
networks currently?
If there is an error in transmission, one of the following scenarios
can happen:
• If MAC layer CRC checks are enabled (typical for 802.11 Wi-Fi
MAC and 802.3 Ethernet MAC) a bit error in the packet can be
detected with high accuracy [95]. If a bit error is detected, the
packet is discarded. If the MAC protocol enables retransmis-
sions (eg. 802.11 Wi-Fi), the packet will be sent again, other-
wise the packet would be lost to the upper layers.
• If MAC layer checks have been disabled, it is possible that
an erroneous packet can be passed to the network, transport
and application layers. IP and TCP both have checksum fields
which will indicate if a packet error was detected, although
these checksums are not as effective at detecting byte reorder-
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ing or multiple bit errors [79]. If detected, the packet will be
dropped and in the case of TCP a retransmit will happen.
• If all of the underlaying protocols miss the errors, or if UDP is
used, the erroneous packet will be passed to the application.
Depending on the application, this erroneous packet can be
used, discarded or even cause an unknown error state.
In most cases, erroneous packets are discarded at the lower lay-
ers or retransmitted. Therefore the application will either experience
a gap in communications (dropped packet) or a delay (retransmis-
sion).
5.4 Recovery and Compensation
Mechanisms (i.e. how can we do
better?)
In the next sections, we will discuss recovery or compensation mech-
anisms on the physical/MAC, network and transport protocol layers
based on a survey paper by Khan et al [79]. There are various pro-
tocols on the application layer that can recover or ignore network
errors, but most use similar mechanisms to the other layers, so they
will not be discussed here.
Khan defines three options of loss management:
1. Perfect transmission required, retransmission allowed: If
the cost of retransmitting the packet is low, network conditions
is typically favourable (loss free) or the bandwidth available is
restricted, retransmissions would be the most effective strategy
of handling adverse network conditions.
2. Retransmissions expensive, error corrections allowed: In
these cases the cost of retransmission is too high, for exam-
ple, multi-hop wireless networks, or low-powered Internet-of-
Things devices which only wake-up for specific transmission
schedules. In these cases, error correction techniques can be
used to recover partially corrupted packets. It may be possible
that error correction techniques cannot recover packets fully
and therefore the packet loss is exposed to the application.
3. Error tolerance: The application layer protocols are allowed to
receive corrupted packets and choose how to handle it.
Stellenbosch University https://scholar.sun.ac.za
5.4. RECOVERY AND COMPENSATION MECHANISMS (I.E. HOW CAN
WE DO BETTER?) 101
5.4.1 Network Access Layer: CRC, ARQ, Error
Correction Codes and Partial Packet Recovery
Many error checking codes exist, but Cyclic Redundancy Checks
(CRCs) are very widespread in use as they are stronger at detect-
ing transmission errors than usual checksums such as Fletcher’s
checksum and TCP’s checksum [95]. CRCs are performed using
polynomial division in base 2, and the remainder is added to the
transmitted packet. At the receiving end the CRC remainder can be
calculated which should correspond to the remainder transmitted in
the packet. CRCs have been so effective in detecting transmission
errors that they are used in most Internet suite protocols [79]. When
a CRC indicates a failed packet transmission, a retransmit can be
requested or an automatic retransmit will be performed.
Automatic Retransmission Request (ARQ) is a protocol frequently
used in TCP as well as in 802.11 Wi-Fi [79]. Packets are sent with
a sequence number so that the receiver can know which packets
are missing. The receiver is required to Acknowledge (ACK) each
received packet. If an ACK is not received within a predetermined
timeout or a packet is Not Acknowledge (NACK), the packet is re-
transmitted. The ARQ timeout is usually related to Round Trip Time
or a multiple thereof. Using CRC and ARQs, the sender can ensure
that the receiver has the correct packets despite packet loss or other
adverse network conditions.
As an alternative to retransmitting every corrupted packet, Error
Correction Codes (ECC) attempt to recover partially received pack-
ets. Khan gives an excellent summary of the many error correc-
tion codes in use such as Reed Solomon Codes, Low-Density Parity
Check codes and Raptor codes. The aforementioned codes were used
in ADSL, 802.11n and 802.11ac Wi-Fi and LTE applications respec-
tively. Their purpose is to recover a limited number of random bit
errors. They can achieve this by dividing the data into code blocks
and adding a parity field after each code block. Inverting the com-
putation used to generate the parity yields the information needed
to repair the corrupted packet. If the error correction code is still
unable to repair all of the bit errors, a retransmission will have to
be requested or the packet can be discarded. Discarding the packet
will appear like a complete packet loss in the higher layers.
Finally, according to Khan the physical layer is the best place
to detect and recover errors: the physical layer can possibly iden-
tify valid and invalid bits in the received packet, for example based
on the adjacent channel interference measured during each bits re-
ception. All of the bits, each marked with a confidence of correct
reception, can be passed to the upper layers for partial decoding if
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the upper layer protocols accept it. This is referred to as Partial
Packet Recovery (PPR). If PPR is not successful or acceptable, the
physical layer can request only the corrupted bits, instead of the
entire packet, and thus consume less network bandwidth.
5.4.2 Network Layer: Refector
Refector [108] is a network and transport layer packet repair mech-
anism attempting to correct vital fields in packet headers. Although
it runs on the network level, it also uses information from the trans-
port layer, and attempts to repair headers from both layers. Heuris-
tics are used to predict which fields could be incorrect based on
existing communication flows at the host. For example, if the receiv-
ing host has two connection open with known IPs and port numbers,
the incoming packet’s headers are compared to the open connec-
tions and the best match is selected to repair the headers. Using
the Hamming distance of each possible correction, i.e. the number
of bits in the header which need to change to match communica-
tion flow’s IP and port number, the best match (lowest distance) can
be selected. Refector categorises the following fields of the network
and transport layers as vital for successful operation: IP protocol,
IP source and destination addresses and UDP source and destina-
tion ports. Only on these fields the repairs are attempted. Note
that packet length is not listed, meaning that the Refector mecha-
nisms can only be used with applications that allow errors in the
packet headers and have means of determining the packet length
on the application level. Refector proposes that its primary pur-
pose would be audio and video applications such as VoIP, which can
tolerate partially corrupted packet headers and payloads. Refector
allows applications to specify if corrupted message are permitted,
allowing loss accepting communications to co-exist with error-free
communication. If the application does not support using corrupted
messages, packets are simply dropped by Refector.
5.4.3 Transport Layer: TCP, SCTP, QUIC
The Transport Control Protocol (TCP), first defined in RFC 675 [41],
allows the reliable and ordered sending of byte streams. After the
initial RFC document, many more improvements to TCP have been
published and implemented. We will describe the functioning of TCP
as is currently the standard, specified in RFC 7414 [87].
TCP achieves packet ordering by adding sequence numbers for
each byte of data and using ACKs to determine if all of the bytes
in the sequence have been received. If bytes in a sequence is not
Stellenbosch University https://scholar.sun.ac.za
5.4. RECOVERY AND COMPENSATION MECHANISMS (I.E. HOW CAN
WE DO BETTER?) 103
received, it is retransmitted. If bytes are missing in a sequence, the
receiving end can ACK the last sequence of received bytes to show
that it still needs the bytes following it. Using cumulative ACKing,
the sender now knows it should retransmit all the bytes following
it. Alternatively TCP can use Selective ACKs, showing which of the
bytes in the sequence was successfully received. If no ACK is re-
ceived, a retransmit is performed (similar to ARQ explained above)
after a Retransmission Time Out (RTO).
In order to ensure the transmission is error-free in addition to
complete and ordered, a checksum is computed of all the bytes in the
transmitted segment and added to the packet. The receiving side can
compute the same checksum to determine if the segment is correct.
According to Partridge et al. [95], the TCP checksum is less effec-
tive at detecting errors than CRC. However, TCP checksums are still
considered valuable in detecting in-host software errors in network
adapter and drivers. Combining link layer CRC and TCP checksums
provide sufficient checking for end-to-end data transmission [79].
TCP was one of the first transport layers used on DARPANET and is
still used in many applications today [52].
A recent alternative to TCP is the Stream Control Transmission
Protocol (SCTP) [18]. SCTP is a message orientated, reliable trans-
port layer protocol. Similar to TCP, SCTP provides reliable transmis-
sion by assigning sequence numbers and requiring ACKs for each
sequence number. However, instead of using a sequence number for
each byte transferred, data is divided up into chunks for transmis-
sion and each chunk is assigned a sequence number. If a gap in
sequence numbers is detected, an SACK is sent to notify the sender
of missing chunks. The sender can then retransmit the required
chunks. Similar to TCP, retransmissions can also be started be-
cause the RTO expired.
SCTP bundles chunks in SCTP packets, depending on the Maxi-
mum Transmission Unit (MTU) available on the lower layers.
In SCTP, messages define the transfer actions instead of byte
streams. That is, instead of an infinite stream paradigm (like TCP),
SCTP uses a message paradigm (like UDP). The TCP paradigm is use-
ful for example when transferring a very large file, while the SCTP
paradigm is useful when transferring many individual records, as
the records are already demarked into individual messages.
Another feature of SCTP is multi-homing capability: using mul-
tiple paths to reach the destination, possibly using two interfaces
(such as mobile and Wi-Fi). This can be used for reliability, i.e. both
paths carry the same information and ordering is carried out on the
receiving side, discarding duplicates. Data chunk sizes are deter-
mined by the smallest MTU of both paths.
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SCTP provides a valuable alternative (although not replacement)
to TCP for the following reasons:
• Chunk based retransmissions are more effective and
• multi-homing support can provide extra reliability.
However, according to [24] the reasons why SCTP is not more
widely used is as follows:
• TCP is already well established for many years.
• SCTP requires changing of IP stacks and applications.
• SCTP is still relatively unknown.
• Many firewalls on business and private home networks are not
enabled to allow SCTP traffic.
QUIC [73] is a UDP based transport protocol suggested as a pos-
sible alternative for carrying the Hyper Text Transmission Protocol
(HTTP). It was created and is used by many Google services [31].
It leverages the lower latency characteristics of UDP, but adds flow
control, multi-stream support, ordering and encryption functional-
ity. Multiple streams are particularly useful when carrying web page
traffic as different elements can be sent concurrently and packet loss
in one element will not delay transmission of the other elements.
Error detection and retransmission can be enabled for QUIC, func-
tioning very similar to TCP’s fast retransmit.
QUIC can dispatch packets in byte stream format (such as TCP)
or individual messages (such as UDP). The Internet Engineering
Task Force (IETF) is currently working on a standard, but it is still
in draft format.
5.4.4 Summary of Mitigation Strategies
In this section, we saw that error correction or compensation can
happen on most layers. In most cases there is a trade-off between re-
transmission delay or extra bandwidth for reliable communications.
PPR and Refector are exceptions to this trade-off as they efficiently
use side information in order to perform corrections.
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Table 5.1: Summary of Mitigation Strategies
Purpose Disadvantages
CRC High reliability error detec-
tion
ARQ Automatic retransmit Retransmission delay
ECC Bit error correction, recovers
packet without transmission
Parity bits require more
bandwidth
PPR Interference estimation for




Refector Partial IP and TCP header
corrections








QUIC Flow control, ordering, multi-
stream support and retrans-
mission
Draft IETF standard, could
be in widespread use in the
future
5.5 Requirements And Considerations of
Packet Loss Mitigation Strategy
Requirements:
1. Network delay needs to be as little as possible as this would
minimise drift distance. Therefore retransmission strategies
would not be allowed.
2. Processing delay needs to be limited so as to not interfere with
normal VAST operations.
3. Like VAST, the mitigation strategy needs to be distributed, i.e.
no centralised coordination should be necessary.
Considerations:
1. Do not want to change Physical / MAC layer. These layers are
typically implemented into router hardware and would there-
fore be difficult to change as well as reduce the interoperability
to other devices.
2. As far as possible, we would like to keep the original VAST im-
plementation in order to leverage the VAST scaling and interest
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management capabilities as well as allowing comparisons to
previous work.
From the reasons above and TCP results in Chapter 4, it is clear
that we cannot use retransmission strategies. Ideally we would like
to perform error correction, but we do not have access to the physi-
cal layer and therefore would experience packet loss and not receive
corrupted packets. This also corresponds to how Mininet presents
packet loss: packets are dropped as a whole and not partially or
corrupted. Therefore we do not consider error correction codes,
but rather focus on erasure codes, that is, ways of recovering a full
packet lost.
5.6 Naive Erasure Recovery
The simplest recovery from packet loss is resends. In TCP resends
are used when the packet is not aknowledged, limiting the extra
recovery bandwidth at the cost of increased delay. However, the
acknowledgements could be completely removed if all packets are
simply sent twice or even multiple times. This would reduce the
effect of packet loss because the probability that multiple repeated
packets are lost is lower than single packet loss. In fact, this is one
of the improvements made in [98] where unacknowledged packets
are resent before a retransmission was requested or scheduled.
The downside of this strategy is the effective doubling or more
of sending bandwidth which could cause congestion. In [98] they
argue that the redundant sending of packets is worthwhile as the
bandwidth requirements of VE applications are typically much lower
than network capabilities (so called thin-streams) and therefore the
bandwidth is available.
In the following sections we discuss more efficient erasure codes.
Although we eventually select network coding as an erasure code,
it could be useful future work to compare network coding with this
naive recovery strategy.
5.7 Erasure Codes
In this section, we will give a brief discussion of erasure codes. This
is not meant to be an exhaustive list, but rather a few example
codes that are in practice today. Although Low-Density Parity-Check
and Reed-Solomon codes are generally classified as error-correcting
codes, they can efficiently be used as erasure codes as well.
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5.7.1 Low-Density Parity-Check Code
Low-Density Parity-Check (LDPC) [61] codes are linear error correc-
tion codes created by Robert Gallager in 1962. The codes are gener-
ated by appending parity bits, i.e. ones or zeros in order to make the
sum of data bits even, to input bits, similar to a Hamming code [91].
The parity check matrix represents the linear equations used for cal-
culating the parity combinations. The parity check matrix is used to
generate the parity bits from the data bits, forming a codeword. Un-
like Hamming codes, the parity check matrix can be pseudo-random
and should be sparse, that is, only a small number of bits should be
ones.
Encoding is done by multiplying k input bits with the r× n parity
check matrix in a finite field, with n codeword length and r = n − k
parity bits. Decoding can be done by belief propagation algorithms
on a graphical representation of the parity check equations. By us-
ing the error probabilities received from the channel as well as the
probabilities of bit error based on the parity equations, an iterative
process of changing the bits most likely to be incorrect, a codeword
satisfying all of the parity check equations can be obtained. For
more information about decoding techniques, please refer to [43].
LDPC codes achieve very near the Shannon limit for information
transfer rate for a given channel noise level [111]. LDPC codes are
used in Digital Video Broadcasting and are included as optional in
the 802.11n and 802.11ac Wi-Fi standards.
5.7.2 Reed-Solomon Code
Reed-Solomon codes are a block linear codes which were created
by Irving Reed and Gustave Solomon in 1960. It is used in CDs,
DVDs, RAID-6 storage, satellite communication and ADSL. A Reed-
Solomon code is constructed from k data symbols (typically bytes as
symbols), adding parity symbols to form a n symbol codeword. The
number of parity symbols added determines the number of symbols
that can be corrected. The number of parity symbols is:
p = n− k = 2t (5.7.1)
where p is the number of parity symbols. It is guaranteed that t
symbol errors can be corrected with a Reed-Solomon code. Encod-
ing is achieved by dividing (in a finite field) the data symbols by a
irreducible generator polynomial, and storing the remainder. The
rank of the generator polynomial ensures that p parity symbols are
present in the remainder. The parity symbols are appended to the
original message to form the codeword.
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The decoder calculates the syndromes of the code, that is the
value of the received polynomial evaluated at the roots of the gener-
ator polynomial. If no transmission error occurs, the syndromes will
all be zero. However, if a transmission error occurred, non-zero val-
ues in the syndromes will show this. Once it is clear that there were
symbol errors, a locator polynomial and evaluator polynomials can
be calculated based on the syndromes. The locator polynomial will
tell us where the symbol errors occurred and the evaluator polyno-
mial will tell us how errors occurred. Together with the syndromes,
this will allow us to calculate the magnitude polynomial which needs
to be subtracted from the received polynomial to yield the original
message. See [122] for a more detailed description.
5.7.3 Luby Transform Code
Luby Transform (LT) codes are fountain codes initially presented by
Michael Luby in 1998. Fountain codes are rateless, meaning that
unlike Reed-Solomon codes, there is no fixed ratio between the orig-
inal blocks and the redundant blocks. Put differently, rateless codes
can produce an infinite number of coded blocks. Only a number of
blocks slightly larger than the original message length need to be
received in order to decode the original message.
The encoding and decoding use the XOR operation to code the
blocks together.
In LT codes, the message is divided into K blocks of equal length.
To generate the encoded blocks, a degree d, and then d indexes are
chosen pseudo randomly. The blocks at the chosen indexes are
XOR’ed together. The blocks are then sent to the receiver. Encoded
blocks are generated for as long as the receiver does not acknowl-
edge the complete reception of the message.
On the receiving side, a buffer is kept with encoded blocks. When
a new block is received, it is XOR’ed with every other block in the
buffer which it shares blocks with. As the XOR operation acts as a
subtraction in a binary finite field, this means that the remaining
number of encoded blocks in the result from the XOR will be re-
duced. As soon as there is a encoded block containing only one orig-
inal block, it is used to reduce the number of blocks in the remaining
encoded blocks. The process continues until all of the blocks of the
message is decoded.
LT codes reduce the computational complexity of decoding blocks
by using XOR operations as well as using sparse encoding degrees,
i.e. the generated degree d is restricted to small values.
LT codes encoding and decoding costs scale with KlogeK and can
be decoded with roughly K + 5% blocks. See [89] for an excellent
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description of LT codes and Raptor Codes.
5.7.4 Raptor Code
Raptor Codes use LT codes in conjunction with LDPC codes in order
to further reduce encoding and decoding to near linear complexity.
This is achieved by using optimised LDPC codes with an LT code with
a very low degree (typically d = 3). LDPC can correct erasures and
can encode and decode in linear time and LT codes can be decoded
very quickly if the degree is low.
The encoding is performed by using LDPC on the message (of
length K) in order to produce K̃ = K/(1− f̃) symbols, where f̃ is the
expected erasure rate of the channel. Then LT codes are used to
generate redundant packets from the LDPC symbols. In a LT code
with low degree, not all of the blocks are covered, which will lead to
missing blocks on the receiver side. However, because the message
was pre-coded with LDPC, these missing blocks can be recovered.
A Raptor code implementation, RaptorQ, is specified in RFC 6330 [16]
and can provide 99% reliability with K symbols received and 99.9%
reliability with K + 1 symbols received.
Raptor codes are already used in 3G mobile networking.
5.7.5 Summary
In this section, we discussed erasure codes already in use today.
Most erasure codes attempt to limit decoding and encoding time
while still providing a high reliability. Typically a trade-off between
performance and reliability needs to be made. It is clear from the
Raptor code section that combining codes can yield even better per-
formance without significantly reducing reliability. It is therefore
useful to investigate a diverse range of codes, potentially uncovering
combinations that could provide useful properties.
In the next section, we will discuss Network Coding, which can be
used as an erasure code and functions similar to LT codes. However,
the biggest difference between Network Coding and all of the above
mentioned codes is that network codes can be applied within the
network while the above codes are end-to-end codes.
5.8 Network Coding
Network coding (NC) was introduced by Ashlwede et al. [30] to in-
crease network bandwidth to the theoretical maximum given by the
Max-flow Min-cut theorem [8], i.e. improving throughput. In this
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Throughput
The first demonstrated benefits of network coding were in terms of
throughput when multicasting. We discuss throughput benefits in
Chapter 4.
Example 1.1. Figure 1.2 depicts a communication network repre-
sented as a directed graph where vertices correspond to terminals and
edges correspond to channels. This example is commonly known in the
network coding literature as the butterfly network. Assume that we
have slotted time, and that through each channel we can send one bit
per time slot. We have two sources S1 and S2, and two receivers R1
and R2. Each source produces one bit per time slot which we denote
by x1 and x2, respectively (unit rate sources).
If receiver R1 uses all the network resources by itself, it could
receive both sources. Indeed, we could route the bit x1 from source
S1 along the path {AD} and the bit x2 from source S2 along the path
{BC, CE, ED}, as depicted in Figure 1.2(a). Similarly, if the second
receiver R2 uses all the network resources by itself, it could also receive
both sources. We can route the bit x1 from source S1 along the path
{AC, CE, EF}, and the bit x2 from source S2 along the path {BF}
as depicted in Figure 1.2(b).
Fig. 1.2 The Butterfly Network. Sources S1 and S2 multicast their information to receivers
R1 and R2.
Figure 5.2: Network Coding in the Butterfly Network, Source: [59]
section, we will discuss how network coding can improve throughput
and how network coding can be used to increase reliability by acting
as an erasure code. Then we will present an algebraic framework
which can be used to describe a network coding scenario, Random
Linear Network coding, inter-flow and intra-flow network coding. We
will also discuss the potential bandwidth, latency and computational
costs associated with using network coding as an erasure code.
Finally we will discuss network coding applications in related
work.
5.8.1 Throughput Improvement
We will use Figure 5.2 to explain the Max-flow Min-cut theorem. In
the figure we can see two senders S1 and S2, located on nodes A
and B respectively. R1 and R2 represent the two receivers, located
on nodes D and F. There are two outgoing links from node A and
from node B. Using these links, two independent paths can be con-
structed between any sender and receiver. Put differently, it would
take the removal of at least two links to completely disconnect a
sender from the receivers. The minimum number of cuts needed to
disconnect a sender from a receiver is their min-cut criterion. If each
link can carry one bit in each timestep (unit capacity links) and as-
suming no delay links, a maximum of two bits can be delivered to R1
in one timestep by using paths [A-D] and [A-C-E-D]. Therefore the
maximum flow of information is also two bits between S1 and R1 if
no one else is using the network. This corresponds to the Max-flow
Min-cut theorem: The theoretical maximum flow of information be-
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tween a source and a sink is equal to the number of links that need
to be cut to disconnect the source from the sink.
However, in general networks links are frequently shared. Fig-
ure 5.2a) and b) show the example routing paths from S1 and S2 to
the receivers. The shown paths are not the only paths available, but
rather the most efficient paths. As we mentioned above, two inde-
pendent paths can be constructed from each sender to each receiver,
though not all of them are shown here. From the blue lines in the
figure, we can see that there are only one set of independent paths
from S1 to both R1 and R2. Therefore the maximum information flow
per time slot between from S1 is 1 bit to both receivers. Similarly for
S2. Other configurations of the paths can be constructed, but the
result will be the same.
It can be seen that in this network there will be contention on the
link [C-E] if both senders would like to communicate simultaneously.
Therefore under normal circumstances, the senders will have to al-
ternate using the link. The flow rate between S1 → R2 and S2 → R1 is
now reduced to 0.5 bits per timestep per flow.
This is where network coding can help restore the information
flow to the theoretical maximum. By encoding the two packets x1
and x2 together, producing one symbol (x1 + x2), the link [C-E] can
send the combined symbol. The combined symbol is forwarded via
[E-D] and [E-F]. R1 now has symbols x1 and (x1 + x2) and R2 has x2
and (x1 + x2). If R1 is able to extract x2 from (x1 + x2) by subtracting
x1, it will have received both symbols; similarly for R2. The rate
between the senders and both receivers have now been restored to 1
bits/timestep.
Similar explanations can be made for wireless network coding,
shown in Figure 5.3. In wireless networks, the communications
medium is typically shared, i.e. only one node can communicate
at a time. For a message to be communicated from node A to C, two
time slots are needed: A to B and B to C. This can be described as
a maximum information flow of 0.5 bits per time slot between A and
C. If both A and C want to exchange messages, four time slots are
needed as can be seen on the left hand side of the figure. Despite the
shared communication channel, the information flow is still 2 bits/-
four timesteps = 0.5 bits/timestep. However, with network coding
we can improve upon that by using the broadcast nature of wire-
less. If the transmission is timed correctly, the symbol (x1 + x2) can
be sent in the final timestep shown on the right side. This results in
2 bits/3 timesteps, or 0.66 bits/timestep or an improvement factor,
also called a coding gain of 1.33.
From the two examples above, it is clear why it is called network
coding: encoding of symbols are allowed to happen within the net-
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Fig. 1.3 Nodes A and C exchange information via relay B. The network coding approach
uses one broadcast transmission less.
either transmit or receive a file during a timeslot (half-duplex commu-
nication). Figure 1.3 depicts on the left the standard approach: nodes
A and C send their files to the relay B, who in turn forwards each file
to the corresponding destination.
The network coding approach takes advantage of the natural capa-
bility of wireless channels for broadcasting to give benefits in terms of
resource utilization, as illustrated in Figure 1.3. In particular, node C
receives both files x1 and x2, and bitwise xors them to create the file
x1 + x2, which it then broadcasts to both receivers using a common
transmission. Node A has x1 and can thus decode x2. Node C has x2
and can thus decode x1.
This approach offers benefits in terms of energy efficiency (node B
transmits once instead of twice), delay (the transmission is concluded
after three instead of four timeslots), wireless bandwidth (the wireless
channel is occupied for a smaller amount of time), and interference
(if there are other wireless nodes attempting to communicate in the
neighborhood).
The benefits in the previous example arise from that broadcast trans-
missions are made maximally useful to all their receivers. Network cod-
ing for wireless is examined in the second part of this review. As we will
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the message is decode at D. Any erasure code such as Reed–
Solomon or Raptor code can be used.
Hop–by–Hop Coding (HbH) In the HbH scheme we assume
that relay nodes can decode and encode packets, so we recover
a block of the message at every hop before transmitting
(Figure 1b). As HbH needs to compens te losses on a per
link bases (and not for the whole path), we expect much lower
number of re-transmissions. The disadvantage is that each relay
as to pe form a full encoding and decoding of the overall d ta.
This is not only more complex, but will also has a negative
impact on the latency. Also here, any erasure code such as
Reed–Solomon or Raptor code can be used.
Random Linear Network Coding (RLNC) RLNC offers a
new functionality at the relays referred to as recoding [1]. This
new feature enables RLNC to send the same amount of packets
as the HbH, but at the same time reduces the overall latency
by recoding the packets as they come in as given in Figure 1c.
Moreover the complexity of the recoding is by far simpler as
a full decode/encode procedure in HbH.
First we calculate the overall number of packets sent. In
case of the E2E scheme the total number of packets transmitted
PE2E is the sum of packets per individual hop depending on
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a minimum delay that we can expect for the three coding
schemes. We measure delay as the time needed for the message
of G packets to be delivered from E to D and should not be
confused with the delay per packet. For simplicity we assume
that each packet suffers the same propagation delay dp on each
link and no extra latency is added due to buffering or coding
schemes.
For simplicity we count DE2E as the time that is needed
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DHbH is calculated as the time for the first hop (which is less
or equal than in the E2E scheme) multiplied by the number of
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DRLNC incorporates latency for the first hop, but in contrast to
multiplying per hop, it takes only an additional delay penalty
dp per hop.
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III. MEASUREMENTS WITH OUR COMPUTE AND
FORWARD SOFTWARE ROUTER PROTOTYPE
In the back of envelope calculations in Sec. II we neglected
the time needed for coding and decoding the packets. One can
argue that if these operations take considerable amount of time
then we may gain nothing with RLNC and HbH compared to
E2E. For getting a more precise view on the latency and sup-
porting the theoretical results, we have created a fully fledged
implementation of the compute and forward router and built
the respective networking scenarios. Our design choice was to
implement our router as a Virtualized Network Function which
give us the hope to deploy it also in real SDN architectures.
Network Function Virtualization is a promising concept to
deploy new functionalities into SDN as it is proposed to turn
middlebox processing from hardware appliances into software.
From the wealth of available NFV platforms ([2],[3],[4],[5])
we choose ClickOS [6] and implemented our router in the
Click modular router platform [7]. ClickOS virtual machines
are extremely small (5 Mb), can boot very quickly (about 30
ms), add small delay (around 45 µs) and hundreds of them
can run concurrently with a throughput around 10 Gb/s.
The Click modular router platform enables to built custom
routers by creating configurations pieced together from built-in
or own-developed elements that implement atomic function-
ality like packet classifying, scheduling, queuing etc. Using
the Kodo [1] library we have developed the RLNC encoder,
recoder and decoder Click elements and using built-in modules
we have created fully-fledged compute and forward routers.
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Figure 5.4: End-to-End Coding, Source: [115]
work.
5.8.2 Reliability Improvement
Since that initial paper, network coding has also been proposed to
increase reliability in lossy networks, amongst others in a paper by
Szabo et al. [115]. We explain the coding processes mentioned in the
paper shortly.
Consider the network s tup hown in Figures 5.4,5.5 a d 5.6
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deploy new functionalities into SDN as it is proposed to turn
middlebox processing from hardware appliances into software.
From the wealth of available NFV platforms ([2],[3],[4],[5])
we choose ClickOS [6] and implemented our router in the
Click modular router platform [7]. ClickOS virtual machines
are extremely small (5 Mb), can boot very quickly (about 30
ms), add small delay (around 45 µs) and hundreds of them
can run concurrently with a throughput around 10 Gb/s.
The Click modular router platform enables to built custom
routers by creating configurations pieced together from built-in
or own-developed elements that implement atomic function-
ality like packet classifying, scheduling, queuing etc. Using
the Kodo [1] library we have developed the RLNC encoder,
recoder and decoder Click elements and using built-in modules
we have created fully-fledged compute and forward routers.
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Figure 5.6: Randon Linear Network Coding, Source: [115]
with transmission happening across the four nodes at the top. In
this network there is a probability η that the packet transmission
between nodes can fail. Below the nodes are a sequence diagram of
the transmissions. A line with a red cross indicates a failed trans-
missi n. The downward slope indicated the time taken to transmit
the message between nod s. G indicate the two blocks of the mes-
sage that need to be sent. β indicates the redundant blocks that
were required to be sent for successful transmission.
Three approaches were evaluated: End-to-End (E2 ) encoding,
Hop-by-hop (HbH) encoding and Random Li ear Network Coding
(RLNC), a type of network coding, discussed in more detail below.
The nodes are labeled as follows: E shows an encoding node, X
shows a forwarding node, D shows a ecoding node and R shows a
recoding node. Recoding is an operation only available in network
coding.
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In the E2E and HbH approach a erasure coding scheme such
as Raptor codes can be used to generate redundant blocks. If a
fountain code is used, more codewords can be generated as needed.
In RLNC, Network Coding can be used to generate redundant blocks,
such as the (x1 + x2) in the previous subsection, in addition to the
the original x1 and x2 symbols already transmitted. In this way RLNC
can also be seen as a fountain code.
In E2E (Figure5.4), the original blocks are encoded with an era-
sure code to generate all the codewords that will be transmitted. It
can be seen that the first transmission succeeds, and is also suc-
cessfully forwarded to the endpoint. However, in order to receive
the message successfully, the other block or one of the redundant
blocks need to be received successfully. A transmission on any of
the links can fail, therefore the message and redundant blocks re-
quire multiple transmissions to arrive successfully at the endpoint.
In this way the packet loss probability is compounded. Only once
two blocks are successfully received can the blocks be decoded and
the original message recovered.
In HbH (Figure 5.5), the original blocks are also encoded similar
to E2E. However, the blocks are decoded at each intermediate node
and re-encoded. This requires that each of the intermediate nodes
receives all of the blocks successfully before it can be decoded, guar-
anteeing that the message is correct at each node. In this way the
error probability only applies to one link, instead of it being com-
pounded as with E2E. However, the intermediate receptions, decod-
ing and encoding produces extra delay.
In RLNC (Figure 5.6), the message can be recoded at each inter-
mediate node and still be decodable at the endpoint. Therefore the
independent nodes can send blocks as soon as it receives any. As
blocks are received, different combinations of the received blocks are
coded together and transmitted. This is called recoding as the blocks
are not decoded, but already encoded or even uncoded blocks are en-
coded together. Like other fountain codes, any two of these blocks
allow the decoding of the original message. From Figure 5.6 it is
clear that RLNC can reduce the total transmission time.
Once again note that the encoding happens within the network.
This also reduces the network delay to a minimum as the network
coded packet is generated closer to the end destination than usual
end-to-end coding.
5.8.3 Algebraic Framework for Network Coding
In order to understand how network coded packets are encoded and
decoded, we present the algrebraic framework for network coding
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(based on [59]).
Let us consider a network where unit capacity links are used.
That means each link in the network holds (transmits) exactly one
symbol per timestep. The algebraic framework describes the net-
work as a linear system mapping inputs from sources, via the net-
work links, to the receivers. In this way the network topology is
condensed to a network transfer matrix and output transfer func-
tions. The symbols on each link is considered the state variables of
the network.
Using the network transfer matrix, the state update equation
(that is, how the symbols move through the network) is given as:
ŝk+1 = Aŝk + Bûk (5.8.1)
where ŝk is the symbols in the network at time k, ŝk+1 the symbols
at the next timestep, A the network transfer matrix, ûk the input
symbols and B the input mapping.
The output transfer function at receiver Rj is given as:
ŷk,j = Cjŝk + Djûk (5.8.2)
where ŷk,j is the output symbols at time k and receiver Rj, Cj the
output mapping, and Dj the direct mapping of input symbols to the
output.
If the network contains m links, the dimensions of ŝk is m× 1. If h
is the min-cut of each receiver, ûk is h×1. ŷk,j is a h×1 output vector.
The A matrix represents how network links are connected, i.e.
the algebraic representation of the network topology.
The B matrix maps the input symbols from the sources to the
links in the network, indicating how symbols enter the network.
Similarly, the Cj matrix maps the network symbols to the receiver
Rj, showing how symbols are obtained from the network.
The Dj matrix represents connection of inputs to outputs at Rj,
representing a receiver connected directly to a source.
We can combine the equations 5.8.1 and 5.8.2 to obtain the
transfer function for each receiver Rj:
Gj(∆) = Dj + Cj(∆
−1I −A)−1B (5.8.3)
where ∆ is the intermediate delay operator. Using unit delay links,
i.e. a symbol takes one timestep to transverse a link, ∆ = 1. There-
fore the equation becomes:
Gj = Dj + Cj(I −A)−1B (5.8.4)
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Gj describes the coding coefficients that need to be applied at
each coding point. Coding points are defined as links where con-
tention would happen in store-and-forward networks. At the coding
points, symbols need to be combined in order to resolve these con-
tentions and restore the full transmmission bandwidth given by the
Max-flow min-cut theorem.
Suppose we have h source symbols (σ1 . . . σh = σ̂ from source
S1, . . . Sh) to transmit. At each coding point (link e) we will have to
determine a coding vector ĉe, consisting of ce,1 . . . ce,h = ĉe coefficients.
ĉe will be multiplied by the source symbol vector σ to produce a
coded symbol ρe.









Note that not every intermediate node will receive all source sym-
bols, and therefore ce,i for those symbols will be 0.
These coding vectors are the rows of the matrix Gj. The coded




2 . . . ρ
j
h] = ρ̂j, where ρ1 . . . ρh
represent the individual coded symbols from links e1 . . . eh. Note that
a receiver would not be linked to every node in the network, and
therefore ρi would be zero in such cases.
The receiver Rj must solve the following linear equations to re-

















Let us refer back to the butterfly network in Figure 5.2, as an
example of Gj. In the butterfly network we have two receivers (R1,
R2) and one coding point, link CE.
In order to describe the encoding vectors in terms of the algebraic
framework, we will use αi as placeholders coefficients in the coding
equations:










where αi are the required coefficients to assure decodablity at
each receiver. For the butterfly network, the values of α1 = α2 = 1 is
a valid solution for the coding vector.
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The algebraic framework allows us to predict if a network cod-
ing solution is valid, that is, decodable at every receiver as well as
improving the total throughput to the theoretical max-flow min-cut
limit. According to Network Coding’s Main Theorem:
In linear network coding, there exist values over a large
enough finite field Fq for the components αi of the coding
vectors, such that all matrices Gj, 1 ≤ j ≤ Nrecv, defin-
ing the information that the receivers observe, are full
rank [59].
Nrecv is the number of receivers.
A finite field is a subset of the real numbers R with a finite num-
ber of elements. Arithmetic operations are redefined for finite fields
such that the result of addition, multiplication, subtraction and divi-
sion of field elements also lie within the field. A finite field is specified
as Fq, where q = pk. pk is the number of elements in the finite field
and p is the field characteristic.
A simple way of constructing a finite field is by performing modulo
arithmetic, that is, applying the modulo operator after each calcu-
lation. A common field characteristic is 2; it particularly useful in
computer applications as addition becomes the XOR operator and
multiplication the AND operator.
A large enough finite field, as required by the Main Theorem, is
a finite field with enough elements to use as coefficients in the code
vectors such that the packets are uniquely identifiable and decod-
able at every receiver.
In order to determine if a set of coding vectors are a valid solution
for a network coding scenario, the matrices Gj can be checked if
they are full rank. This check can also be achieved by checking the
product of all Gj-matrices’ determinant:
N∏
j=1
detGj 6= 0 (5.8.6)
Thus, the algebraic framework for network coding allows us to
determine the coding vectors from a network topology or determine
if a network coding strategy is valid for a given network.
5.8.3.1 Random Linear Network Coding
In the initial paper by Ho et al. [67] on Random Linear Network
Coding (RLNC) they used the algebraic framework to describe their
network coding strategy. However, instead of performing the needed
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calculations in order to determine if a given coding matrix is valid,
Ho proposed that the coding matrix be generated from an in inde-
pendent and identically distributed (i.i.d.) random process in the
finite field.
Then, using the validation test for Gj, Ho derives an expression
for the likelihood that a RLNC encoded symbol can be decoded as:
Decodable = (1− Nrecv
q
)η (5.8.7)
where Nrecv is the number of receivers, q the finite field size, and η
the number of coding points. From this equation we can see that
the more receivers that need simultaneous packet deliver, the less
chance that we can get a valid RLNC that will be decodable every-
where. In contrast, increasing the finite field size q, we can increase
the probability of decodability (similar to the Main Theorem of Net-
work Coding). Finally, the more nodes that perform network coding,
the more likely it will be that a packet will be undecodable at a re-
ceiver. All of the above statements can be explained from the linear
equations mentioned above. If the coefficients of the linear equa-
tions are generated from a random process, there is a chance that
coefficients will be chosen such that we have linear dependent equa-
tions. More coding nodes increase the number of linear combination
symbols in the network. Receivers in the network receive different
combinations, therefore having to satisfy all possible combinations
reduces the likelihood that it will be decodable at every receiver. If a
packet is undecodable, the more original symbols or more differently
coded linear combinations should be sent.
The random coefficients are generated at each node therefore
making the coding process completely distributed according to our
requirement criteria number three.
5.8.4 Kodo Library
In order to simplify RLNC encoding and make it accessible, the Stein-
wurf organisation created the open source Kodo RLNC library [96].
Kodo provides an API with all the functionality for performing en-
coding and decoding in a finite field.
Kodo has bindings for C, C++, Python, JavaScript, and GoLang.
In our implementation we will use the C++ library as the VAST li-
brary is also written in C++. The Kodo library was also used in the
Szabo paper [115], showing that Kodo RLNC can be used to improve
reliability and mitigate packet loss.
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5.8.5 Inter-flow NC and Intra-flow NC
Network coding can either be used to improve throughput to the the-
oretical Max-flow min-cut rate or increase reliability and reduce the
transmission time. Seferoglu et al. [109] labeled the these two use
cases of network coding as inter-flow NC and intra-flow NC respec-
tively:
Inter-flow NC improves network throughput by encoding differ-
ent flows (a packet route defined by a source and destination) to-
gether in such a way that both destinations can decode the NC
packet. The single encoded packet is then sent over the constrained
links. This approach effectively sends less packets overall.
Intra-flow NC improves network reliability by generating redun-
dant NC packets from the same flow. In contrast to inter-flow NC
this increases the number of packets that are sent over the network.
5.8.6 Summary
In our application, we will be using RLNC as an erasure code in order
to improve reliability. Because our application is time-sensitive, we
will not be using end-to-end erasure codes, but rather RLNC in order
to reduce transmission time, as was shown in the work by Szabo et
al [115].
5.9 Cost of Using Intra-flow Network
Coding
There are three costs that are associated with using intra-flow net-
work coding: extra bandwidth, extra decoding delay and computa-
tional complexity.
5.9.1 Bandwidth Requirements
As with any erasure code, network coding also uses more bandwidth
in order to achieve reliability. In network coding this extra band-
width manifests itself as extra symbols that can be used to recover
from lost symbols. For RLNC, the coefficients of the linear equation
are also attached to the encoded packet, resulting in a small added
overhead. However, the major contribution of the extra bandwidth
required is to send the redundant symbols. It is possible to decode
the original symbols from any set of two symbols, so the minimum
bandwidth for decoding the symbols are not increased. However, in
order to replace the symbols lost in transmission, the extra packets
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are required. As we do not know which packets will be lost in trans-
mission, we add redundancy for all packets. The cost of network
coding is thus the wasted bandwidth of redundant packets never
used in the recovery process.
Note that in section 5.6 we discussed the naive erasure recovery
and the increased bandwidth associated with it. Compared with the
naive approach, network coding would require less bandwidth be-
cause combined packets can be used by multiple hosts, and there-
fore each packet will not have to be sent multiple times, but rather
only the combined packets. We describe this as redundancy effi-
ciency.
5.9.2 Decoding Delay
In intra-flow network coding, packets from the same information
flow is coded together for redundancy. Note that this means that
packets from earlier and later in the flow are encoded together ran-
domly. Consider the following scenario:
Packets 1 to 10 need to be sent. After the original packets are
sent, the redundant packets are dispatched. Redundant packets
are coded together as follows (chosen randomly): 3 ⊕ 7, 1 ⊕ 5, 2 ⊕ 10
and 5 ⊕ 8. Now suppose that packet 2 was lost in transmission.
Packet 2 can be recovered from 2 ⊕ 10 and 10, but only when 10 and
2⊕ 10 are received successfully. In a single block transmission like a
large file, this is not a problem. However, if there is a time sensitivity
related to the sequence of packets, the reception of packet 2 will be
delayed until after packet 10 is received. In audio or video streaming
applications this could be detrimental to the experience.
In order to reduce the longest delay times, the concept of gener-
ations are introduced. Instead of encoding packets from anywhere
in the transmission queue, the queue is divided into sections called
generations and encoded is only allowed within a generation. Con-
sider the scenario above with generations applied to transmission:
Packets 1-3 is generation 1, 4 - 6 generation 2 and 7-10 generation 3.
Original packets from a generation are sent and redundant packets
for that generation is then sent immediately afterwards. Then the
next generation’s packets are sent. The encoded symbols can only
contain symbols from the same generation, for example 2 ⊕ 3, 4 ⊕ 6,
7⊕ 8 and 8⊕ 10. In this case, if packet 2 is lost, it only has to wait for
packet 3 and the encoded packet, to be recovered.
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5.9.3 Computational Complexity
Encoded symbols are defined by a set of linear equations in terms of
the original symbols and therefore recovering a symbol is achieved
by solving the equations for the required symbol. The number of
operations needed to solve the a set of linear equations in general
are related to the O(S3) where S is the number of symbols in the set
of linear equations [59]. This could be very limiting for low power
devices that do not have the required hardware to efficiently decode
symbols. There are two strategies for reducing the computational
complexity: using smaller generation sizes and using a sparse en-
coding matrix. Both will be explained below.
In addition to reducing decoding delay, another advantage of gen-
erations is it limits the number of symbols S in the linear equations
to those that are contained in the generation, thereby reducing the
computational complexity.
Sparse encoding matrices (i.e. Gj containing the encoding coeffi-
cients of the linear equations) are matrices that contain many zeros
and very few coefficients. That means that fewer symbols are coded
together, limiting the number of symbols S in each equation.
The trade-offs between bandwidth, decoding delay and computa-
tional complexity are considered here.
Suppose that redundancy is required for each generation to im-
prove reliability. Ideally, generation sizes would be as small as pos-
sible to reduce decoding delay and computational complexity. How-
ever, that would mean that every two or three symbols would need
to be coded together. This would result in a large number of en-
coded symbols to be generated and transmitted, leading to higher
bandwidth use.
In contrast, let us consider larger generations: the delay and com-
plexity would be higher than smaller generations, but the encoded
symbols could cover more symbols and still provide redundancy,
thereby reducing the redundant packet bandwidth.
These trade-offs need to be considered on an application-by-application
basis. Some applications, like video streaming would require low la-
tency, and would therefore utilise small generation sizes. Other ap-
plications like file transfers are not as latency sensitive and can use
larger generations. The packet loss rate should also be taken into
consideration, as larger generations would need to generate more
redundant symbols to compensate for high packet loss, which could
bring it on par with smaller generation sizes bandwidth.
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5.10 Network Coding as Packet Loss
Mitigation Strategy
As was mentioned at the end of chapter 4, we are searching for
a packet loss mitigation strategy in order to improve state consis-
tency. In the rest of this section we will describe why intra-flow net-
work coding would be particularly suited as a packet loss mitigation
strategy.
5.10.1 Network Coding and UDP
Katti, Muriel and Crowcroft [77] performs inter-flow network coding
and show that UDP is particularly well suited to network coding.
In the wireless testbed that they conducted their tests, they used
a full wireless 802.11g stack with time-slotted MAC. Firstly they
found that network coding improves the throughput beyond the orig-
inally predicted coding gain for the scenario shown in Figure 5.3.
They suggest that this is due to the more efficient use of the time-
slots allocated (by the MAC protocol) to the router: instead of the
router using two time slots (such as is show in Figure 5.3 on the
left), the router only uses one time slot. As the time-slotted MAC
protocol attempts to allocate the time-slots evenly, there is less de-
lay at the router for a multiple time slots, as all three nodes then
send in the same number of time-slots.
This effect was the most prominent with UDP flows as each trans-
mission corresponds to one symbol being sent. In TCP flows, the
segmentation of packets (according to the flow control algorithm) as
well as acknowledgments results in multiple transmission needed
to send a single symbol. Therefore the router still requires multiple
sending windows and do not see the same gains as UDP.
Based on Katti’s results and chapter 4 results showing UDP’s
better performance under loss conditions, we have decided to im-
plement our network coding strategy by extending the existing UDP
implementation. We will refer to our network coding implementation
as UDPNC.
5.11 Other Applications of Network Coding
Network coding has been proposed for a wide variety of applications:
NC for content distribution in network LTE cells [56], ad-hoc wireless
multimedia distribution between mobile devices [117], peer-to-peer
streaming [94], data dissemination in V2V networks [84] and net-
work coded TCP for satellite networks [50]. However, we will only dis-
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cuss two example applications, network coding in multi-layer video
streaming and network coding in freeview video. These applications
closely resembles our VE application.
5.11.1 Network Coding in Multi-layer Video
Streaming
Many video streaming platforms use a multi-layered video streams
to provide video at multiple bitrates (also known as Dynamic Adap-
tive Streaming over HTTP (DASH)), allowing end devices to choose
their required quality and capable speed. If the connection of a de-
vice degrades (due to any type of channel fading), it can request
lower bit-rates to compensate, viewing in lower quality but keep-
ing the stream current / live. Gheorghiu, Lima, Toledo, Barros and
Médard [62] investigates using network coding to improve transmis-
sion over lossy Wi-Fi links. Transmission occurs over a typical con-
tent distribution network: from video source, through multiple relay
servers to multiple video sinks.
Both the video source and relays generate network coded packets
using network coding. Each segment of the video stream, contain-
ing multiple layers are sent as a generation. A generation first needs
to complete before the next generation can be sent. Sending proce-
dure works as follows: firstly, the video source sends the base layer
(lowest quality), then each successive higher layer get encoded with
layers below it. These stacked encoded layers ensures that lower
layers can be decoded first and does not need to wait for all of the
higher layers to be received. Note that in normal RLNC, all packets
are coded together and the entire generation is needed to decode all
the packets. Secondly, relays are also allowed to generate a limited
network coded redundant packets from incoming packets as long
as the coded packets contain lower or similar video layer informa-
tion, thus keeping the coded packets immediately decodable at the
receivers. Finally, the source server sends redundant RLNC packets
containing information from all the layers. As soon as all the sinks
confirm that the video is received at their required bandwidths, the
source can move on to the next segment.
Using the ns-2 network simulator [10], they show that their net-
work coding strategy maintains video stream throughput even up to
70% loss for the base layer and up to 30% for the higher layers. The
same video stream without coding starts degrading under 10% loss
with skipped frames and generations. They prove that network cod-
ing is useful for such streaming applications and their layer sensi-
tive coding improves higher layer throughput even above traditional
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RLNC.
This work is very similar to ours in three ways. Firstly, the ap-
plication is a video stream, which requires the latest state as soon
as possible similar to our interactive virtual environment. Secondly,
RLNC is used for creating redundant packets which can be used for
forward error correction. Finally, the effect of loss is analysed and
compensated for using RLNC packets.
Two major differences include stream versus interactive environ-
ment requirements and simulation platform. For the multi-layer
stream described, a small start-up delay is allowed, buffering the
stream before playback begins. The effect of jitter is also mitigated
as the precise frame download time only needs to be before the frame
playback time. Buffer is not useful in an interactive VE, because the
latest state is required and needs to be consistent with other users
of the VE.
The simulation platform used in their study is ns-2 Wi-Fi simu-
lation while ours is Mininet. Ns-2 simulates the full Wi-Fi 802.11
/ Ethernet / IP stack which gives a very accurate simulation of re-
ality. Due to the complexity of the VAST software integration, we
use Mininet which only simulates networking from the Ethernet
layer upwards. Although we apply loss in Mininet, it lacks the Wi-
Fi 802.11 interactions. This short-coming will be tackled in future
work.
5.11.2 Network Coding in Freeview Video
Zhang, Liu, Chan, and Cheung [124] investigate improvements to
freeview video using collaborative network coding. Freeview video
allows users to observe a demonstration or event from any angle.
This is achieved by capturing the event from discrete angles (called
anchors) and generating interpolated viewing angles as necessary.
More anchors therefore means a higher quality viewing experience.
Anchor data is pulled from the video server using the primary chan-
nel, typically a cellular network. Their original contribution is using
network coding to provide extra information for neighbouring users
in a secondary channel, typically Wi-Fi Direct or similar. They called
this system Peer-Assisted Freeview Video (PAFV).
They formulate the problem as a joint optimisation: anchors
pulled over the primary channel should minimize distortion of each
node’s own freeview and of neighbours in its region. Available an-
chors are RLNC coded and shared on the secondary channel to all
neighbours. The combined nature of the RLNC packets allow mul-
tiple neighbours to benefit from the single packet. Zhang compare
PAFV to two other collaborative approaches, Greedy Anchor Select
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(GAS) and Random Anchor Select (RAS). Zhang plots the expected
results of freeview video distortion for the entire network for the
three approaches. PAFV shows lower distortion overall, even in loss
conditions of 5%. PAFV also benefits most from increased nodes in
the scenario, as each node creates the more RLNC packets to im-
prove performance. They also showed that the system is practically
implementable on Android phones. Using the phones setup, they
verified their expected results, showing that PAFV increases free-
view video quality. Freeview video is related to VR in the sense that
a full 360 degrees video is required for fully immersive VR. Similar to
our work, the PAFV uses RLNC to increase usable information at the
individual nodes. Although we use the same interface for our regu-
lar and redundant network coded packets, the same mindset of fully
using the resources available is present. However, like multi-layer
video streaming, freeview video allows a small delay before starting
playback, which is not useful in our VE.
5.12 Summary
In this chapter we discussed existing packet loss mitigation strate-
gies and erasure codes. We set out the requirements for a packet
loss mitigation strategy for state consistency improvement in our
VAST distributed Virtual Environment.
We discussed the initial concept of Network Coding in wired and
wireless scenarios which can lead to increased throughput. Then
we discussed how network coding can also increase reliability by
generating redundant symbols, similar to a fountain code. Using
network coding for generating redundant symbols does have costs in
terms of bandwidth, decoding delay and complexity. We explained
that generation sizes could limit the decoding delay and complexity
at the cost of bandwidth or vice versa.
We discussed how UDP packets are suitable for use with network
coding and how Random Linear Network Codes allow the distributed
generation of redundant packets. Finally we discussed two other
implementations of interactive applications which also have strict
latency and reliability requirements like our state consistency prob-
lem. They showed that RLNC could be useful in our application as
well.
In the next chapter we will discuss the UDP with Network Coding





In the previous chapter, we discussed Network Coding as a possible
packet loss mitigation strategy. In this chapter, we will explain how
the strategy was implemented as an extension of the UDP network
implementation used in Chapter 4. We will refer to our implementa-
tion as UDPNC.
In this chapter, we will be using packets or messages when dis-
cussing information exchanges of VAST packets. However, the pack-
ets are handled as symbols in the network coding paradigm. There-
fore if we refer to packets being coded together, we are using the
packet as a whole as a symbol, and encoding it with another symbol
(whole packet).
6.1 Chapter layout
In section 6.2, we will discuss the network setup which enables gen-
erating redundant packets. In section 6.3, we will describe how our
network coding strategy fits in the inter-flow and intra-flow paradigms
described in section 5.8.5. Before we get into the details of the en-
coding and decoding processes we will give a visual explanation of
our network coding strategy in section 6.4.
In sections 6.5 and 6.6, we will describe our how our implemen-
tation performs encoding and decoding in order to provide and use
the redundant packets.
Finally in section 6.7, we discuss how our implementation achieves
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6.2 Network Coding Network Setup
The network setup (shown in Figure 6.1) for network coding is sim-
ilar to what we used for the TCP and UDP tests with the addition
of the coding host connected to the OpenFlow switch with a high
bandwidth, lossless link, like an Ethernet LAN cable.
The POX controller and OpenFlow switch together with the coding
host, is our implementation of a coding node. We need a coding
host as most SDN switches are OpenFlow enabled, and currently
OpenFlow only supports store-and-forward instead of compute-and-
forward as we need in our application. Szabo et al [114] presents
Network Coding as a Service in which they modify the behaviour of a
router to enable compute-and-forward operations. In contrast, our
design requires only minimal changes to the existing network: we
add a flow, using the POX controller, for all incoming UDP packet to
be sent to the coding host (with IP address 10.0.0.254) in addition
to their intended destinations. We thereby duplicate all of the UDP
traffic to the coding host. The coding host decides which packets
will be coded together.
6.3 Inter-flow and Intra-flow NC for
Interactive Applications
As we explained in section 5.8.5, network coding (NC) can either
improve throughput with inter-flow NC or reliability with intra-flow
NC. However, neither description completely fits our requirements of
a packet loss mitigation strategy in a VE.
The packet loss mitigation strategy needs to have low latency.
In chapter 2 we discussed the state consistency problem and how
the state consistency problem arises from the need of the users to
interact. User experience is strongly dependent on the virtual en-
vironment being consistent and responding as expected. The user
experience and the state consistency requirements give rise to the
stringent latency requirements of a VE implementation. Further-
more, in chapter 4 we presented the degenerative effects of network
delay on state consistency. The following assumption allows us to
assure the minimum latency of our packet loss mitigation strategy:
Only the latest update is important, and not the chain of
updates before it.
In VAST, the update packets are sent as small stand-alone pack-
ets and not delta-updates, therefore this assumption is valid. By fo-
cusing on only the latest packet and discarding late packets, we can
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Figure 6.1: Network coding system setup.
reduce the amount of processing delay and have the latest packet
available to the VAST library as soon as possible.
From previous work [109], it was explained that intra-flow NC en-
codes packets from the same packet stream. This would inevitably
mean that earlier and later packets in the stream are coded together.
Intra-flow NC decoding of these packets under packet loss conditions
would cause delay, as was explained in section 5.9.2. Section 5.9.2
also explains how using generations can limit the delay, but we want
the minimum delay for the packet loss mitigation strategy. There-
fore due to decoding delay we cannot use the pure intra-flow coding
approach.
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From [109] we see that inter-flow NC is primarily used in order
to increase the bandwidth efficiency by combining packets. In con-
trast, to our goal is to improve reliability under packet loss condi-
tions, potentially by increasing redundant bandwidth. Furthermore,
if inter-flow coded or uncoded packets should get lost in transmis-
sion, multiple nodes will be unable to decode the received pack-
ets, thereby increasing the experienced packet loss and reducing
the state consistency.
In order to create the ideal packet loss mitigation strategy for VE
applications, we propose a combination of intra-flow and inter-flow
coding for interactive applications: we combine the latest packets
of different flows and generate coded redundant packets. Coded
redundant packets are sent to nodes in order to recover the packets
that were lost in transmission.
A unique benefit of this combination of inter-flow and intra-flow
NC is redundancy efficiency: a single generated encoded packet is
beneficial to multiple receiving nodes. Consider the following sce-
nario:
If node A sends a packet x1 and node B sends x2, the resulting
encoded packet would be (x1 + x2). The uncoded packets are sent to
their destinations and the encoded packet is sent to both A and B.
From the same encoded packet, node A can recover x2 and node B
can recover x1. In order to decode, each node needs to keep a packet
pool of recently sent and received packets.
The encoded packet is therefore useful to both node A and node
B, similar to the throughput gain of original inter-flow NC.
As far as we know, combining inter-flow and intra-flow coding
in this way for interactive applications is a unique contribution to
literature.
6.4 Network Coding Strategy
As was mentioned in the previous section, packet pools are required
to decode the incoming NC packets. Using the example above, if a
NC packet (x1 + x2) is received, either x1 or x2 is needed in order to
obtain the other packet. At A, the previously sent packet x1, stored
in the packet pool, can be used to calculate x2 = (x1 + x2)− x1.
Saving sent and received packets in a packet pool will increase
the memory footprint of the VAST application on the node. However,
as only the most recent packets from nodes are kept, the packet pool
would require limited memory. For this reason, we frequently clear
the packet pool during operation.
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Figure 6.2: Filling packet pools. The circles indicate the network switch or
wireless router. The red arrows with a cross indicate a failed transmission.
All sent packets are also added to the local packet pool. All UDP packets
on the network are also routed to the coding host.
Figure 6.2 shows how the packet pools at the different nodes are
filled. All sent packets are stored in the node’s local packet pool to
be used for decoding later.
The node update steps are not synchronised (because they are
distributed), so packets x1 and x2 are sent whenever the update step
happens. In this way the sequence of x1 and x2 is not fixed, but
the messages received at the coding host are always from the latest
update step of each node.
All UDP transmissions are copied to the coding host where they
are processed sequentially and as soon as possible. The coding host
places all received packets in its packet pool for redundant packet
generation. We assume the loss on the router to coding host link
is negligibly small because it is placed close to the router and is
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Figure 6.3: Decoding with packet pools. The circles indicate the network
switch or wireless router. Packet (x1 + x2) is generated by the coding host
as a redundant packet. It is forwarded via the router to both recipients
that can possibly decode it. Using the stored packets, the other packet can
be decoded.
connected with a Ethernet LAN cable. Therefore we do not expect
packets to be lost between the router and coding host, even if the
transmission fails over the other link.
Packet loss on both x1 and x2 transmissions is the worst case
scenario and only typically happens at very high packet loss rates.
Figure 6.3 shows the coding host generating a redundant packet
and sending it to the hosts that could possibly decode it. Note that
the coding host has no insight into the reception state of the hosts,
it simply encodes packets together that are available.
In summary, in addition to the normal VE and network opera-
tions, the following is added:
• Sent packets are added to a local packet pool.
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Figure 6.4: The UDPNC Header. The shown data types are defined as
follows: byte:unsigned 1 byte, packetid_t: unsigned 8 bytes, id_t: un-
signed 8 bytes, Vast::IPaddr: 4 byte IP address, 2 byte port number, and
2 padding bytes, total of 8 bytes. The checksum field is an unsigned 4 byte
integer. The data field is a variable length field based on the packet size
field.
• All UDP packets are copied to the coding host.
• The coding host creates redundant packets and sends them on
the network.
• Hosts receive and can use redundant packets to recover miss-
ing packets.
Note that by switching off the coding host, UDPNC performs al-
most exactly like the UDP implementation. The differences will be
explained in the following sections.
6.5 Encoding Process
In this section, we will discuss all of the components that were im-
plemented in order to generate and deliver redundant packets.
6.5.1 UDPNC Header
The first problem to be addressed is identifying NC packets. This is
solved by the UDPNC implementation adding a UDPNC header to all
of the VAST packets that it needs to dispatch. Figure 6.4 shows the
layout of the UDPNC header.
The information contained in the header helps the coding host
determine which packets can be encoded together while still be de-
codable at the receiving hosts.
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The first 4 bits in the start field identifies the UDPNC header,
specifically if the value 0xD is read, it indicates the start of a UDPNC
packet.
In our application we use a generation size of one in order to
eliminate the decoding delay. Furthermore, as the packets encoded
together form a unique generation (i.e. no other packets will ever
form part of the generation again), we do not currently use the gen-
eration field. Even though the generation and generation size fields
are not currently used, they are included to make the UDPNC header
extensible.
The encoded packet count field shows how many packets are
coded together. In our application this field is either one (uncoded) or
two (encoded), but in general RLNC could allow many more packets
to be coded together.
The packet size field specifies how many bytes are contained in
the payload. The packet size field is large enough to describe any
valid VAST message.
The padding field can also be used later if required, but currently
ensures that the UDPNC header size is a multiple of 4 bytes allowing
efficient memory access on 32 and 64-bit systems.
The 4 bits in the end field, is equal to 0xE, confirms that the
information contained between the start and end bits are indeed a
UDPNC header. It is unlikely, though not impossible, that another
UDP packet would have the start and end bits in exactly the correct
place. If a packet is wrongfully decoded as a UDPNC packet, it is
likely that the packet size would not match up with the received size
of the packet. It would then be labeled as a corrupted packet and be
discarded.
There can be multiple entries in the packet IDs, from IDs and
to addresses, depending on the encoded packet count. For each
encoded packet, there should be a packet ID, from ID and to address
corresponding to that packet.
The checksum field is only present in encoded packets, otherwise
it is set to zero. The CRC-32 checksum of each of the individual
packets is computed and summed together. At the decoding side
the decoding can be checked by also computing the sum of CRC-32
checks of the packet pool packet and decoded packet.
Finally, the data field contains the message from VAST that should
be dispatched.
Note that this UDPNC header is added to each packet in addition
to the normal UDP header, leading to a higher overhead for UDPNC
communication. However, the UDPNC header is required for the
successful encoding and decoding operations.
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6.5.2 Coding Host
The coding host performs the task of RLNC recoding, i.e. network
coding performed inside the network. The coding procedure de-
scribed in Figure 6.5, is repeated every time a new packet arrives. It
follows these steps:
1. Search for packets from different hosts by checking the from
IDs in the UDPNC headers. If no two such packets are available,
stop and wait for a new packet. Only packets from different
hosts (and therefore different flows) are allowed to be coded
together because we are only interested in the latest updates.
Two packets from the same host will inevitably contain at least
one outdated packet.
2. If found, create a new UDPNC header to encapsulate the en-
coded packet. Add the packet IDs, from IDs and to addresses
to the new encoded packet header. Use the RLNC recoder to
generate an encoded packet. In terms of the example shown
in Figure 6.3, the coding host will wait until it receives both
x1 and x2. It will then have two packets from different source
hosts and can encode them together.
3. Copy the packet IDs, from IDs and to addresses to the outgoing
encoded packet so that it can be processed at the end nodes
correctly.
4. Generate the checksum. In order to ensure that the packets
are decoded correctly at the end nodes, a checksum of the two
individual packets are computed, summed and added to the
packet.
5. Send the same packet in multiple unicasts to the individual
packets’ intended destinations (based on the to address in the
UDPNC header.
It is a design decision that the number of packets in the coding
host’s packet pool remain as small as possible. The packet pool is
implemented using a C++ standard map with O(logN) look-up com-
plexity. Furthermore, as we are checking for packets to encode to-
gether, at worst we need to transverse the entire map (O(N)). There-
fore keeping the packet pool size small, will reduce the processing
delay at the coding host.
Because of the considerations above, packets will not be kept for
multiple encodes, but rather as soon as a packet (x1+x2) is produced,
x1 or x2 is discarded.
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Figure 6.5: Coding process
Furthermore, as encoded packets are latency sensitive, it is likely
that x1 and x2 will be stale when the next packet arrives for coding.
Note that only RLNC recoding happens and no source encoding
is used in order to demonstrate the efficacy of network coding.
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6.5.2.1 Multiple Coded Packets Trade-offs
In our application we only combine two packets and discard the
source packets used in order to limit latency and keep packet pool
sizes small. However, it is worth considering the benefits and draw-
backs of alternative strategies.
The first option would be to send different combinations of pair-
wise coded packets. This would increase the bandwidth required,
but yields more redundant packets to aid loss recovery. However,
packet flows will have to be considered as well, because even though
a receiver could be able to decode the packet, the decoded packet’s
destination could be a different receiver.
The second option is sending a second round of network coded
packets. As network coding can be used as a fountain code, po-
tentially any number of packets can be combined to form a coded
packet. However, at the receiving ends the combined packet should
still be decodable. Therefore the coding host should combine the
packets in such a way that the receivers have a high probability of
decoding.
Consider the following scenario: Host A should receive x1, but
the transmission failed. During the first round of encoded packets,
it overhears x2 + x3. Then in the next round, it receives x1 + x2 + x3.
Host A is now able to extract x1 = (x1 + x2 + x3)− (x2 + x3). Note that
this would incur a significant latency as it has to wait for both the
redundancy symbols to arrive. However, if the coding host trans-
mits at a fast enough rate, the state consistency can be recovered
before the next uncoded transmission for host A arrives. As with
any erasure code, sending more redundant symbols require more
bandwidth and in this case could also increased latency. Further-
more, this strategy requires wireless overhearing (receiving a wire-
less transmission without being the intended recipient). Overhearing
has been shown in literature to significantly increase network coding
opportunities ( [77], [81], [120]).
Increased redundancy could be very useful for packets that re-
quire higher reliability, for example monetary transactions or once-
off environmental changes such as a door being opened.
6.6 Decoding Process
The UDPNC implementation needs to be able to process uncoded
and encoded UDPNC packets. In order to accommodate this, we
divide the receiver into two pipelines for coded and uncoded packets.
After the processing of packets are done in both pipelines, they need
Stellenbosch University https://scholar.sun.ac.za
6.6. DECODING PROCESS 137





Put uncoded packet in
packet pool
Send to pipeline merging
Yes
No





Figure 6.6: Uncoded packet pipeline
The uncoded pipeline is shown in Figure 6.6: all packets arrive at
a node from the network and are processed by the UDP socket. The
UDPNC header’s encoded packet-count is checked and packets with
an encoded count larger than one are passed to the coded pipeline.
In order to maximise the decoding opportunities, the uncoded packet
is also placed in the local packet pool. Finally, the uncoded packet
is sent to the merging pipeline.
6.6.2 Coded pipeline
The coded pipeline shown in Figure 6.7 is more complicated than
the uncoded pipeline as it needs to perform decoding as well. Note
that this pipeline starts when an encoded packet is received.
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Figure 6.7: Coded packet pipeline
1. Firstly, the to addresses in the UDPNC header is checked to en-
sure that this node is an intended recipient. If not, the decoding
processes is aborted.
2. The packet pool is then checked to see if the necessary packets
are available (from unicast sends or receives). This look-up
operation is performed in O(logN) time as the packet pool is
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sorted according to packet ID.
3. If the packets are available, they are copied to the decoder and
removed from the packet pool.
4. The decoder then uses the packets to attempt a decode. Note
that if the packets are encoded such that the linear equations
cannot be solved, the decoder will report a failed decode. This
happens because the coefficients of the linear equations are
chosen randomly, which has a probability to generate linearly
dependent equations.
5. If the decode was successful, the decoded message is passed to
the merging pipeline.
Note that there are many paths that would abort the decoding
process. This is done to ensure that the processing delay is as small
as possible.
In RLNC, the set of linear equations need to be solved in order to
recover the original packets. Each node has (α1x1 + α2x2) and either
x1 or x2. Solving this set of equations is trivial, except when the ran-
domly chosen αi = 0, making the extraction of packet i impossible.
The simple equations ensure that decoding delay will be minimised.
In our tests we recorded very few such unsolvable scenarios.
6.6.3 Merging pipelines
These two pipelines can run independently from each other and
could lead to race conditions when sending the uncoded or decoded
packets to the VAST library. We describe two such scenarios which
could adversely affect the state consistency:
6.6.3.1 Double update
If an update packet is received both through the uncoded and coded
pipeline, it is possible that the update packet can be passed to the
VAST library twice. This would result in the server or client expe-
riencing the other client’s position to remain fixed for two updates.
Furthermore, because the updates are processed sequentially, the
extra (duplicate) update could delay the correct next update and
thereby decrease the state consistency.
6.6.3.2 Out-of-order update
The processing delay of the coded pipeline is longer than the un-
coded pipeline due to the extra decoding steps. In the worst-case
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scenario, the decoding of a lost uncoded packet could take so long
that a newer uncoded update has already arrived. If the decoded
packet (now representing a stale update) is passed to the VAST li-
brary, the decoded update will move the client to an older, incorrect
position. This will cause serious harm to the state consistency, not
because of the induced delay as above, but rather because extra
state inconsistency is introduced.
In both these cases, correct ordering would prevent duplicate or
stale updates to be applied. In the next section we will describe how
our implementation provides ordering.
6.6.4 Producer-Consumer Ordering
As was mentioned above, the pipelines are not necessarily synchro-
nised and could cause a race condition on passing the updates to
the VAST library. We address this problem by using a Producer-
Consumer pattern for multi-process synchronisation and ordering.
In the producer-consumer pattern typically a queue is used to
transport data. The producer adds data to the queue when it is
available, while the consumer removes it as needed. The queue uses
mutual exclusion to allow either the producer or consumer access.
That is, the producer cannot add data while the consumer is re-
moving data. This pattern separates the producer thread from the
consumer thread, allowing them to perform actions independently.
However, this pattern introduces new edge cases that need to be ad-
dressed: what happens when the queue is empty, i.e. the consumer
has nothing to process and what happens when the queue is full and
there is no space for the producer to add a packet. The decisions re-
garding the edge cases as well as how the producer-consumer pat-
tern is used will be explained below.
In our implementation there are two producers: the uncoded and
coded pipelines. Both pipelines add packets to the queue. This
means that the mutual exclusion needs to be passed between both
pipelines and the consumer.
Firstly, if the queue is full, the producers will have to wait for
the consumer to clear enough space for placing more packets in the
queue. This could potentially increase processing delay, but was not
observed during our tests.
On the consumer side, we have a thread which simply processes
the queue packets as quickly as possible and passes them to the
VAST library. If the queue is empty of packets, the consumer waits
for a producer to signal that it has placed a packet in the queue.
In using a single thread for the consumer, we can correct the
possible reordering of the packets without the fear of race conditions.
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The ordering algorithm is shown in Figure 6.8. We will first describe
the algorithm and then explain the reasoning behind our decisions.
















Is it the first packet 
from this host ID?
Reset packet 








Did the ordering 
number restart?
Figure 6.8: Order input
1. After taking a packet from the queue, the from ID in the UDPNC
header is checked. When a new node joins the VE, its host ID
is not yet assigned, i.e. from ID is zero. These packets are sent
Stellenbosch University https://scholar.sun.ac.za
142 CHAPTER 6. IMPLEMENTING NETWORK CODING IN VAST
to the Matcher to request an ID. Without a host ID, no fur-
ther communication can happen in the VAST overlay, therefore
these packets always need to be allowed. The coding host will
also never encode these packets as it cannot determine if they
are from different sources, thus there will be no duplicates of
these packets.
2. If the node has never heard from this host ID before, it can
safely allow the packet and store the ordering number. If a
duplicate of this packet arrives, the host ID will no longer be
new and the packet will be ordered according to the next steps.
3. The ordering number is represented by a byte and will thus
overflow after 255, we need to check if the ordering number
restarted. If it did restart, we clear the packet pool and save the
new, restarted ordering number. This is the only case where we
accept a lower ordering number, eg. 1 after 255.
4. If none of the above applies, the packet is either a new packet
(will have a higher ordering number), a duplicate or an old
packet. We only accept packets with higher ordering numbers
than what we have previously received, discarding the rest. If
we accept this packet, we save its ordering number and pass it
to the VAST library.
5. After the process is completed, the consumer takes the next
packet from the queue.
The ordering number is specific to each pair of host IDs, that is,
each host increments separate ordering numbers for each flow.
It was decided to clear the packet pool every 255 packets, in or-
der to keep the packet pool small, limiting processing delay in the
map structure. This also corresponds to the choice of using only
one byte for the ordering number. The integer overflow provides a
convenient solution for scheduling the packet pool clearing. As we
are only interested in the latest updates, it is inconceivable that a
sequence of more than 255 packets would need to be kept if we are
only interested in the latest one.
If many packets in the sequence are missing, the ordering num-
ber of the received packets could jump, for example from 252 to 3,
with packets 253 - 255 and 0 - 2 lost in transmission. In order
to compensate for this, we detect any jump between 240 to 10 as
a packet rollover. This wide range could cause a small temporary
reordering, but will be recovered as soon as the ordering number
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becomes larger than 10. The choice of rollover bounds could be in-
vestigated in future work. Ideally the bounds should be adapted
according to the packet loss rate.
If any of the paths in Figure 6.8 are followed to the needed end-
point, the packet is passed to the VAST library. Otherwise the packet
is discarded.
6.7 Fulfilling Design Requirements and
Considerations
In this section, we discuss how our UDPNC implementation ful-
fills the design requirements and considerations mentioned in sec-
tion 5.5.
6.7.1 Network Delay Minimise
UDPNC is not a retransmission strategy, but rather an erasure code.
The redundant packets are available soon after the original uncoded
packet would have been. The coding host is also optimised to min-
imise the processing delay by limiting packet pool size as well as
sending packets as soon as they are available. The encoded packets
are sent to only those nodes that can possibly decode them so as
not to flood the network with undecodable packets, limiting trans-
mission and receiver queues.
6.7.2 Processing Delay Minimised
At the decoding nodes the minimum number of decoding operations
are performed and packet pool sizes are kept small in order to min-
imise the processing delay. Furthermore, a generation size of one is
used to prevent extra waiting for packets later in the generation. The
producer-consumer pattern allows the packets from the network to
be received in the producer threads, but further ordering and pass-
ing to VAST library happens in the consumer thread. The consumer
processes packets as quickly as possible.
6.7.3 Distributed Mitigation Strategy
RLNC recoding allows the coefficients to be assigned at each node
without centralised coordination. The ordering numbers need to
be communicated between nodes, but are included in the UDPNC
header and also do not need centralised coordination. Redundant
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packets are generated based on which packets are available at the
coding host which functions independently.
6.7.4 Keep MAC / Physical Layers Unchanged
The UDPNC protocol is built on top of the UDP, below the VAST ap-
plication layer. Therefore no changes are required to the physical,
MAC and Internet (IP) layers. The nodes do need to be able to decode
the UDPNC packet, so the UDP network implementation would not
be forwards compatible with UDPNC. Therefore all nodes in the net-
work would need to run UDPNC. Other UDP packets, such as DHCP
and NTP would not be affected by the UDPNC application.
6.7.5 Software Defined Network Integration
Using the coding host allows UDPNC to operate on an SDN network
without custom router software. The POX controller can be con-
figured to perform other tasks as well as the UDPNC routing. The
coding host can also be deployed as a Virtual Network Function in
the network.
6.7.6 Keep Original VAST Implementation
By implementing UDPNC as a VAST network implementation, sim-
ilar to the TCP and UDP implementations, the VAST library’s func-
tionality remains exactly the same, allowing comparisons to previous
work.
6.8 Summary
In this chapter, we have discussed the concept and detail of our
UDPNC implementation. We explained the networking setup that we
used for UDPNC tests as well as our inter-flow redundant NC strat-
egy. We illustrated how the interactions between the hosts, router
and coding host works.
We then explained the detail of the encoding at the coding host
and the decoding and ordering at the nodes. Finally, we have ex-
plained how our implementation satisfies our design requirements
set out in Chapter 5.
In the next chapter, we will evaluate our proposed packet loss
mitigation strategy and compare it to the UDP baseline results.
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Results of Using Network
Coding as Packet Loss
Mitigation Strategy
In this chapter we will show the results of using UDP with network
coding as the network implementation for VAST. We will use the re-
sults from the UDP tests in chapter 4 as a comparison. We repeated
the experiments in chapter 4 to get comparable results for UDPNC.
Experimental setup and simulation parameter details are repeated
here for the benefit of the reader.
7.1 Network Coding Network Setup
The network setup (shown in Figure 7.1) for network coding is sim-
ilar to what we used for the TCP and UDP tests with the addition
of the coding host connected to the OpenFlow switch with a high
bandwidth, lossless link, like an Ethernet LAN cable.
7.2 Simulation Parameters
The same simulation parameters (shown in Table 7.1) was used as
in prior tests. Simulation parameters are based on previous work by
Hu et al. [70].
7.3 VAST Components
In order to ease discussion of the simulation parameters and re-



























Figure 7.1: Network coding system setup.
The Matcher is a super-peer responsible for managing the spa-
tial subscriptions and forwarding spatial publications to the correct
subscribers.
The Client is a normal peer in the VE. Clients (representing users)
move around in the VE and can subscribe to areas they are inter-
ested in. Note that a node can host both a matcher and a client.
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Table 7.1: General simulation parameters
Parameters
World dimension (units) 768 x 768
AOI radius 195
Step duration 100 ms
Simulation setup steps 10 * K + 1000
Total Simulation steps 5000
Join rate 1/s or 1/10 steps
Speed (units / step) 3
Movement model Uniformly random
Number of matchers 1
Iterations 20
7.4 Nominal test
We perform a test under nominal network conditions (no packet loss,
no network delay, no bandwidth limitations). We perform this test to
compare the specific implementations, before evaluating their per-
formance under adverse conditions.
7.4.1 Experiment Setup
Each network implementation was used to run a simulation of 5000
steps with 50 nodes in the network. No limitations on bandwidth
and no adverse network effects were applied. This setup is the
ideal case for any network application. The nodes are started by
the Mininet topology script as specified by the join rate. The first
node will be promoted to the matcher role, therefore having both the
matcher and a client. All other nodes will only have a client that con-
nects to the first node’s matcher. When the simulation is finished
(5000 steps completed), the Mininet topology script will stop all the
VAST processes and hosts. The consistency logs will be analysed
and results written to file. The mean of each run will be computed
from these result files and plotted using boxplots.
7.4.2 Results
Table 7.2 shows a near 100% topology consistency for all network
implementations.
TCP has the lowest drift distance of 2.06 VE units. Surprisingly
UDPNC has a drift distance of 2.24 VE units, which is 17% lower
than the drift distance of UDP.
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Table 7.2: Medians and 90% confidence interval of state consistency and
network metrics for nominal test.
TCP UDP UDPNC
Topology Consistency 100.00 ± 0.00 99.99 ± 0.00 100.00 ± 0.00
Drift distance 2.06 ± 0.01 2.71 ± 0.01 2.24 ± 0.02
Latency 114.81 ± 0.25 142.46 ± 0.36 123.65 ± 0.57
NIC send 7.54 ± 0.00 6.48 ± 0.00 7.25 ± 0.00










































































Figure 7.2: Comparison of TCP, UDP and UDPNC under nominal condi-
tions. Aggregate topology consistency, normalised drift distance, average
latency, and normalised NIC send and receive bandwidths are shown for
TCP (blue), UDP (red) and UDPNC (green) experiments. Black circles indi-
cate outliers.
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In increasing order, TCP, UDPNC and UDP have 114 ms, 123 ms,
and 142 ms latencies respectively. The drift distance trend matches
the latency.
In terms of send bandwidth, TCP and UDPNC are higher (7.54 kBps
and 7.25 kBps per node) with UDP the lowest (6.48 kBps per node).
Receive bandwidth for UDPNC is by far the highest (15.77 kBps per
node).
Figure 7.2 shows that TCP state consistency performance is the
highest and UDP the lowest. Although UDPNC median drift distance
is lower than UDP, the whiskers show that UDPNC drift distance is
very variable.
7.4.3 Discussion
Firstly, it is clear that none of the network implementations add
enough processing delay as to degrade VE state. Although UDP me-
dian drift distance is 2.71 VE units compared to the 2.06 VE units
of TCP, both network implementations still limits the average drift
distance to less than one step distance (3 VE units).
The excellent performance of TCP can be explained by its differ-
ences compared to UDP and UDPNC. TCP is multi-threaded as it
uses a processing thread for each connection. This means that in-
coming packets are handled in a multi-threaded way, reducing the
length of each connection’s processing queue. That is, multiple short
queues instead of a single long queue. Note that latency in VAST is
measured by the application and therefore include the queuing and
processing delay. The network delay for all the implementation are
similar (as controlled by Mininet), but the reported application la-
tency can vary depending on the specific network protocol stack and
implementation.
UDP has only one thread for processing incoming packets, which
leads to longer processing times. The effect can be seen in the longer
latency and larger drift distance when compared to TCP.
UDPNC is a two threaded process. One thread handles receiving
and decoding of packets, adding the received and decoded pack-
ets in a queue. The other thread orders packets, dispatching them
to VAST as quickly as possible. This leads to a slightly more ef-
ficient processing pipeline as the first thread can continue reading
more packets while the second is performing processing tasks. How-
ever, this does introduce multi-threaded problems such as resource
access contentions or race conditions. These resource access con-
tentions are part of the reason for the high variability in latency and
drift distance of UDPNC: the handing over of resource access is a
kernel task and is therefore dependent on the kernel and processor
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load, which is inherently variable in a multiprocess environment.
Another part of the variability is the decoding process and different
arrival times of uncoded and network coded packets: as the packets
to be encoded are first sent to the coding host, the network coded
packets will arrive later than the uncoded packets. If the network
coded packet is needed for recovery, the specific packet will register
a larger experienced latency. Packet loss is random, and therefore
the utilisation of uncoded and network coded packets are variable,
leading to variable latencies.
Compared with UDP, UDPNC has a higher NIC send bandwidth.
The higher bandwidth is due to larger overhead in UDPNC. The
overhead of UDPNC contains the required fields for correctly decod-
ing packets, including the coding vector, ordering and packet IDs.
All packets on the network are sent with a custom UDPNC packet
header to enable the coding process in the coding host and the de-
coding process in the receiving nodes.
The extra NIC receive bandwidth is generated by the coding host,
combining sent packets from the nodes to generate redundant NC
packets. These packets are sent to every node that can decode them
in multi-unicasts, leading to much larger total NIC receive bytes.
7.5 Why we only look at UDP vs UDPNC
We predominantly use UDP as a comparison for UDPNC in this chap-
ter. In chapter 4 it was seen that UDP is better suited to adverse net-
work conditions, therefore we will use it as a baseline for VE perfor-
mance. Furthermore, UDPNC is based on the UDP implementation,
allowing accurate comparisons.
7.6 Packet Loss Mitigation Evaluation and
Adverse Network Conditions Testing
In the following section we will investigate the packet loss mitiga-
tion capabilities of UDPNC by repeating the packet loss test from
Chapter 4 under 0 - 70% packet loss rates. We will also verify the
packet loss test result obtained from Mininet simulations by evalu-
ating VAST performance on a real network using physical hosts.
In the later sections, we will repeat the network delay and band-
width limitations tests. We will also investigate the scalability of
UDPNC by evaluating the state consistency under increasing node
numbers.
Stellenbosch University https://scholar.sun.ac.za
7.7. PACKET LOSS TESTS 151
In the subsequent delay and scaling tests we will observe the
state consistency under 10% packet loss in order to represent the
lossy conditions of a wireless network. We repeat the arguments for
the packet loss rate decision here for clarity:
According to Sheshadri and Koutsonikolas [110], using 802.11n
Wi-Fi without MAC layer retransmissions can result in packet loss
rates varying between 10% - 80% depending on the Modulation and
Coding Scheme (MCS) used. It is not always possible to disable
MAC retransmissions as the MAC layer could be implemented in
hardware and therefore in practice MAC retransmissions would be
enabled by default. However, in Mininet we are not able to emulate
the mechanics of the MAC retransmissions and therefore we per-
form simulations as if they are disabled. Our simulation therefore
probably assumes too high packet loss rates for wireless and do not
account for retransmission delay. However, in the delay tests, the
effect of possible retransmission delay is evaluated.
Using 10% packet loss (the lower bound on packet loss) in the
delay and scaling tests aligns with our purpose of investigating the
effect of adverse network conditions on the VE state consistency,
potentially using wireless, lossy communication.
In the bandwidth tests we will not use the 10% packet loss as the
bandwidth limitations are already very restrictive and other adverse
network conditions would prevent the VAST overlay to operate at all.
7.7 Packet Loss Tests
As we did in section 4.11, we will perform tests at different packet
loss percentages to determine how effective UDPNC is in mitigating
packet loss.
7.7.1 Experiment Setup
In this experiment, a normal VAST simulation is run as was specified
in section 7.4.1. A Mininet topology was used to specify packet loss
rate. Packet loss is only applied after all of the VAST clients have
joined the VE and the VAST overlay has reached steady state.
Note that packet loss is applied on downstream links only. That
is, we apply the packet loss on data moving from the switch to the
nodes and keep the data flow originating from the nodes destined for
the switch lossless. Applying packet loss on only one of the links is
comparable to applying half the value of packet loss on both links.
We therefore do not alter the simulation significantly by applying
packet loss only to the downstream links. UDPNC is only able to
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Table 7.3: Packet loss test simulation parameters
Packet loss 0-70%
Number of nodes 50
Delay 0 ms
recover packets on the downstream links. We run the current tests
with downstream packet loss, as we did in Chapter 4.
Mininet applies packet loss using the command line utility tc.
The documentation for tc, specifically its network conditions emu-
lator can be found here [7]. In this network emulator, each processed
packet is assigned a random probability to be lost in transmission,
according to the packet loss percentage required.
In addition to the simulation parameters given in Table 7.1, this
specific test uses the simulation parameters given in Table 7.3. We
chose a maximum packet loss rate of 70%, similar to Gheorghiu et
al’s paper. This is a reasonable upper limit as transmission becomes
very difficult for any protocol above this value.
7.7.2 Single run analysis: UDPNC
As we did before in Section 4.11.4 for UDP, we will first look at a sin-
gle example run of UDPNC. Figure 7.3 shows the measured values
during a typical run at 10% loss.
The bottom graph in the figure represents the redundant pack-
ets received from the coding host. Adding the average of the NIC
sent bytes and the redundant receive bytes results in the NIC re-
ceived bytes. Redundant packets also experience packet loss on
the downstream link, and therefore the redundant bandwidth also
shows variability.
Point c) indicates the end of the simulation setup time, when
packet loss rate is applied. An anomaly can be seen at 130000
ms and also at 340000 ms, marked as points a) and b) on Fig-
ure 7.3. This anomaly can be seen both before and after packet
loss is applied, in the drift distance, NIC receive bytes and latency
graphs. Upon closer investigations of program logs, we suspect this
is caused by the order number roll over in the ordering process (see
section 6.6.4). During this roll over, the packet pool is cleared, pre-
venting the decoding of NC packets until they become available again
in the next timestep and taking some time to clear the packet pool
map (linear with respect to packet pool size). Although this roll over
process happens frequently during the simulation, each node per-
forms the roll overs at different times. However, at certain intervals,
these packet pool clearing happens at the same time, causing more
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Table 7.4: Median of average topology consistencies with 90% confidence
interval when increasing packet loss.
UDP UDPNC ± %
0.0 % 99.99 ± 0.00 100.00 ± 0.00 0.00 %
1.0 % 99.98 ± 0.00 99.99 ± 0.00 0.01 %
2.0 % 99.97 ± 0.00 99.98 ± 0.00 0.01 %
5.0 % 99.93 ± 0.00 99.96 ± 0.00 0.03 %
10.0 % 99.84 ± 0.00 99.89 ± 0.00 0.05 %
15.0 % 99.69 ± 0.00 99.82 ± 0.00 0.13 %
20.0 % 99.51 ± 0.00 99.70 ± 0.00 0.19 %
30.0 % 98.80 ± 0.00 99.27 ± 0.00 0.48 %
40.0 % 97.23 ± 0.00 98.27 ± 0.00 1.07 %
50.0 % 93.81 ± 0.00 95.87 ± 0.01 2.20 %
60.0 % 86.60 ± 0.01 91.01 ± 0.02 5.10 %
70.0 % 71.04 ± 0.05 77.50 ± 0.06 9.09 %
nodes to experience a processing delay simultaneously. As this hap-
pens on multiple nodes, this degrades the state consistency for a
short while. Despite the anomaly it can be seen that the recovery is
fairly quick and does not affect the overall average drift distance too
greatly.
Avoiding the simultaneous packet pool clearing could be achieved
by adding a random interval after the roll over to clear the packet
pool or to allow a larger roll over interval. However, the latter strat-
egy could increase the packet pool map lookup times, therefore the
former strategy is suggested for future work.
7.7.3 Aggregated results
Although topology consistency remains high, from Table 7.4 it can
be seen that both UDP and UDPNC struggle to keep the state con-
sistent after 60% packet loss (86% and 91% respectively).
Table 7.6 shows the degradation percentages from the no packet
loss case. Even though the UDPNC degradation (2279%) is larger
than UDP (1924%), it should be noted that the starting drift dis-
tance of UDPNC (2.27 VE units) was lower than UDP (2.72 VE units).
Therefore, as UDPNC degrades to UDP drift distance, the relative
degradation is more.
In Figure 7.6 and Table 7.5 we can see that UDPNC outperforms
UDP over the entire packet loss percentage range. From 60% on-
wards, both UDP and UDPNC drift distance increases rapidly (with
26.64 and 24.80 VE units at 60% packet loss), with even UDPNC
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Figure 7.3: Results of a UDPNC run showing topology consistency, drift
distance, latency, and send / receive bandwidths over time. The test was
run at 10% packet loss. The black line indicates the end of the setup
phase, also marked as point c). Packet transmissions until the black line
are lossless. After the black line, packet loss is applied. The maximum drift
distance recorded is shown in gray. In this figure the drift distance plot is
scaled to the range of normalised drift distance for readability. Points a)
and b) indicate anomalies in drift distance, latency and NIC receive bytes
due to packet pool clearing. Averages of topology consistency, normalised
drift distance, send / receive bandwidth and latency under lossless condi-
tions is given on the left. Averages under lossy conditions is given on the
right. See Figure 7.4 for full range of maximum drift distance.
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Figure 7.4: Results of a UDPNC run showing topology consistency, drift
distance, latency, and send / receive bandwidths over time. The test was
run at 10% packet loss. The black line indicates the end of the setup phase.
Packet transmissions until the black line are lossless. After the black line,
packet loss is applied. The maximum drift distance recorded is shown in
gray. Averages of topology consistency, normalised drift distance, send /
receive bandwidth and latency under lossless conditions is given on the
left. Averages under lossy conditions is given on the right. Drift distance
plot now shows the full range of maximum drift distance.
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Table 7.5: Medians of normalized drift distances [VE units] with 90% con-
fidence interval when increasing packet loss.
UDP UDPNC ± %
0.0 % 2.72 ± 0.01 2.27 ± 0.01 -16.68 %
1.0 % 2.75 ± 0.01 2.11 ± 0.01 -23.44 %
2.0 % 2.71 ± 0.01 2.15 ± 0.01 -20.70 %
5.0 % 2.87 ± 0.01 2.18 ± 0.02 -23.99 %
10.0 % 3.21 ± 0.00 2.55 ± 0.01 -20.65 %
15.0 % 3.74 ± 0.01 2.72 ± 0.01 -27.37 %
20.0 % 4.06 ± 0.01 3.07 ± 0.01 -24.33 %
30.0 % 5.78 ± 0.01 4.09 ± 0.01 -29.30 %
40.0 % 8.79 ± 0.01 6.55 ± 0.02 -25.48 %
50.0 % 14.73 ± 0.01 12.49 ± 0.03 -15.16 %
60.0 % 26.64 ± 0.04 24.80 ± 0.05 -6.89 %
70.0 % 55.12 ± 0.15 54.00 ± 0.21 -2.04 %
Table 7.6: Medians of normalized drift distances [VE units] with degrada-
tion percentages when increasing packet loss.
UDP degrade % UDPNC degrade %
0.0 % 2.72 0.00 % 2.27 0.00 %
1.0 % 2.75 1.02 % 2.11 -7.17 %
2.0 % 2.71 -0.50 % 2.15 -5.30 %
5.0 % 2.87 5.35 % 2.18 -3.90 %
10.0 % 3.21 17.97 % 2.55 12.35 %
15.0 % 3.74 37.29 % 2.72 19.67 %
20.0 % 4.06 49.14 % 3.07 35.45 %
30.0 % 5.78 112.34 % 4.09 80.17 %
40.0 % 8.79 222.67 % 6.55 188.60 %
50.0 % 14.73 440.84 % 12.49 450.70 %
60.0 % 26.64 878.23 % 24.8 993.15 %
70.0 % 55.12 1924.35 % 54.0 2279.98 %
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Figure 7.5: Aggregated summary of 20 runs, each with 50 nodes. UDP
results shown in red, UDPNC in green. Outliers are indicated with black
circles. Only packet loss percentages up to 10% is shown in this graph to






































































Figure 7.6: Aggregated summary of 20 runs, each with 50 nodes. UDP
results shown in red, UDPNC in green. Outliers are indicated with black
circles. The entire range of 0-70% packet loss rates is shown.
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Table 7.7: Median of normalised NIC receive bandwidth [kBps/node], 90%
confidence interval and total bandwidth of the network when increasing
packet loss.
UDP total UDPNC total ± %
0.0 % 6.48 ± 0.00 323.89 15.77 ± 0.00 788.51 143.45 %
1.0 % 6.37 ± 0.00 318.67 15.61 ± 0.00 780.52 144.93 %
2.0 % 6.29 ± 0.00 314.66 15.45 ± 0.00 772.48 145.49 %
5.0 % 6.00 ± 0.00 299.84 14.98 ± 0.00 748.94 149.78 %
10.0 % 5.54 ± 0.00 276.91 14.19 ± 0.00 709.26 156.14 %
15.0 % 5.08 ± 0.00 253.87 13.38 ± 0.00 669.19 163.59 %
20.0 % 4.65 ± 0.00 232.31 12.60 ± 0.00 629.81 171.10 %
30.0 % 3.80 ± 0.00 189.96 11.00 ± 0.00 550.12 189.60 %
40.0 % 3.01 ± 0.00 150.57 9.45 ± 0.00 472.47 213.80 %
50.0 % 2.29 ± 0.00 114.7 7.88 ± 0.00 394.05 243.55 %
60.0 % 1.63 ± 0.00 81.64 6.25 ± 0.00 312.37 282.63 %
70.0 % 0.99 ± 0.00 49.28 4.44 ± 0.01 221.75 350.00 %
struggling to compensate for high packet loss. Thus UDPNC drift
distance converges to the UDP drift distance.
As with previous packet loss tests, a slight downward trend can
be seen in the NIC send bytes, indicating a loss of interactivity.
From Figure 7.6 and Table 7.7 it can be seen that UDPNC NIC re-
ceive bandwidth is significantly higher than UDP (15.77 kBps versus
6.48 kBps per node).
From Figure 7.5 and Figure 7.6 it can be seen that UDPNC la-
tency is lower than UDP for low packet loss rates. However, at packet
loss rates of higher than 60% UDPNC latency increases to equal or
more than UDP, as well as exhibiting more variability.
7.7.4 Discussion
UDPNC NIC receive bandwidth is much higher than UDP: 143%
higher at no packet loss. The higher receive bandwidth is the cost
associated with the network coding redundancy as was explained in
section 5.9. This extra bandwidth could limit scalability. However, if
the bandwidth is available, UDPNC is a valid packet loss mitigation
strategy.
Another noteworthy result is the average latency of UDP versus
UDPNC: initially the UDPNC latency is significantly lower than the
UDP but increases as packet loss increases. The initial lower latency
can be explained by the two-threaded design of the UDPNC imple-
mentation. The steady increase in latency can be explained by the
extra time that recovered UDPNC packets experience:
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1. They need to travel to the coding host to be encoded.
2. The coding host chooses packets from different hosts, so might
have to wait until there is a packet available from a different
host, especially under high loss conditions.
3. The coded packet then needs to travel to the receiving nodes.
4. Finally, the decoding also adds processing time.
After all of these steps, the recovered packet is passed to VAST,
which record the latency. Note that VAST only records the latency of
packets that it does receive, therefore UDP does not record overdue
packets, but UDPNC can because the overdue packets are recovered.
The most significant improvement of UDPNC over UDP is ob-
served at 30% packet loss, with a 29.3% lower drift distance. The
improvement required 189.60% increased receive bandwidth. Al-
though UDPNC drift distance then degrades to UDP performance,
topology consistency is still 9.1% higher for UDPNC at 70% packet
loss.
7.8 Comparing Mininet Hosts with
Physical Hosts
In order to verify our results in the packet loss test from the previous
section, we evaluate the performance of UDPNC on a system with a
OpenFlow switch, physical hosts and a coding host. The coding host
was run as a virtual machine on the same PC that was used as the
OpenFlow switch and POX controller, therefore the packet loss and
network delay to the coding host from the switch is negligibly small.
However, the OpenFlow switch that could be obtained was a PC
running the Open Virtual Switch [12] (OVS) software and only al-
lowed four physical hosts to connect. Therefore we evaluate the per-
formance using four physical hosts. For comparison we also evalu-
ated the performance in Mininet using four Mininet hosts.
7.8.1 Experiment Setup
In order to obtain the Mininet results, we follow the exact same pro-
cedure as was specified in Section 7.7.1, except we only use four
Mininet hosts instead of 50.
In every aspect possible the physical hosts are identical to the
Mininet hosts:
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Table 7.8: Mean and standard deviation of 100 round-trip ping times on
Mininet and physical network. Results in microseconds.
Link Mininet Physical
Mean Std dev Mean Std dev
h1 -> h2 43.8 3.89 253.3 37.8
h2 -> h1 42.2 4.00 260.8 35.2
h1 -> coding 42.8 2.82 253.3 37.8
coding -> h2 42.9 3.16 220.4 25.7
• The same VAST library software is also used on both physical
hosts and Mininet hosts.
• The same Linux operating system is used on both physical and
Mininet hosts.
• The same POX controller is used with both the PC’s OVS and
Mininet OpenFlow switches.
Therefore the only differences between the physical hosts are the
following:
• Physical wires are used to connect to the switch, which could
cause a small delay. The round-trip latency was measured and
the results are given in Table 7.8.
• The host clocks are synchronised with the Network Time Pro-
tocol (NTP).
• Each of the clients run on a separate host and therefore the
processing delay would not influence each other. This would be
beneficial to the state consistency as processing delay per host
is reduced.
• Packet loss rates are applied using the Linux iptables [6] fil-
ters at the receiving hosts, instead of by Mininet (using tc) on
network links. iptables controls the packet filtering in the
Linux kernel, whereas tc controls the Linux network scheduler
in the kernel. Both utilities allow the probabilistic dropping of
packets. However, as tc only manipulates outgoing packets
and we wanted to drop packets on the downstream link, we
decided to use iptables to apply packet loss at the receiving
hosts. Applying packet loss at the switch was not possible as
we did not have control over the internal functioning of OVS.
In addition to the simulation parameters given in Table 7.1, this
specific test uses the simulation parameters given in Table 7.9.
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Table 7.9: Comparison test simulation parameters.
Packet loss 0-20%
Number of nodes 4
Table 7.10: Median of normalised drift distances [VE units] and 90% con-
fidence interval for UDPNC test when comparing Mininet hosts to physical
hosts.
Mininet Physical ± %
0.0 % 2.44 ± 0.01 1.73 ± 0.04 -29.04 %
10.0 % 2.50 ± 0.01 1.54 ± 0.00 -38.40 %
20.0 % 2.77 ± 0.01 2.47 ± 0.07 -10.71 %
Table 7.11: Median of average latencies [ms] and 90% confidence interval
for UDPNC test when comparing Mininet hosts to physical hosts.
Mininet Physical ± %
0.0 % 105.68 ± 0.28 98.37 ± 0.75 -6.91 %
10.0 % 112.26 ± 0.43 85.93 ± 0.08 -23.45 %
20.0 % 114.09 ± 0.34 119.89 ± 0.56 5.09 %
7.8.2 Results
Table 7.10 shows that UDPNC has a lower drift distance for all mea-
sured packet loss percentage values.
Furthermore, Table 7.11 shows that UDPNC on physical hosts
has lower latencies for 0 - 10% packet loss (eg. 86 ms versus 112 ms
at 10% packet loss). However, at 20% packet loss UDPNC latencies
on physical hosts exceed Mininet host latencies (119.89 ms versus
114.09).
From Figure 7.7 we can see that UDPNC mostly performs better
on physical hosts, but that there are a large number of outliers in
topology consistency and drift distance performance.
7.8.3 Discussion
Surprisingly, UDPNC latencies on physical hosts are lower than on
Mininet hosts, contrary to TCP and UDP. Although this is an un-
expected result, it can possibly be explained by the multi-threaded
processing of UDPNC: by separating the receive functionality from
the ordering and VAST library interactions, a lower processing de-
lay could be experienced. Furthermore, because physical hosts use
separate CPUs instead of sharing a CPU (as in Mininet), multiple
threads can run more efficiently.
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Figure 7.7: Mininet hosts versus physical hosts packet loss test using
UDPNC. The Mininet performance is shown in green and the physical net-
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In accordance with the lower latency, the drift distance perfor-
mance of UDPNC on physical hosts are also improved.
Finally, the large numbers of outliers in UDPNC performance
could be ascribed to packet delay variation (jitter) because of physi-
cal wires and hardware. Jitter is not modeled on Mininet networks.
Further hardware testing could quantify the effect of jitter on the
state consistency of a VE and is considered future work.
7.8.4 Summary
UDPNC performance on physical hosts exceed the performance in
Mininet due to the distribution of multiple threads to individual
CPUs. It is therefore concluded that Mininet performance shows
a conservative estimate for UDPNC performance on physical hosts.
7.9 Delay Tests
The delay tests are performed exactly the same as in section 4.13.
The purpose of this delay test is to investigate the effect of network
delay on UDPNC. We already know from the previous section that
UDPNC is a valid packet loss mitigation strategy. However, if UDPNC
introduces other adverse network effects, it will have to be reconsid-
ered. All tests were performed at 10% packet loss to represent a
wireless environment. Unfortunately Mininet does not model net-
work delay variation. Network delay variation would be possible to
measure in a real network scenario and is therefore considered fu-
ture work.
7.9.1 Experiment Setup
We once again use a custom Mininet topology to specify network
delay. Tests are run in the same way as specified in section 7.4.1.
Like the packet loss tests above, we only applied the delay after the
simulation setup steps (see section 7.2). It should be noted that
when we refer to network delay, it is the delay of a packet sent from
one network interface to another, without the processing delay. The
latency result refers to the latency experienced by VAST messages,
which includes the network delay, processing delay and enqueued
delay while the packet waits to be processed in the next update step.
In addition to the simulation parameters given in Table 7.1, this
specific test uses the simulation parameters given in Table 7.12. A




Table 7.12: Delay test simulation parameters
Packet loss 10%
Number of nodes 50
Delay 0 - 200 ms
Table 7.13: Median of average latencies [ms] and 90% confidence interval
when adding network delay.
UDP UDPNC ± %
0.0 ms 130.52 ± 0.21 111.16 ± 0.37 -14.83 %
20.0 ms 187.74 ± 0.50 175.47 ± 0.42 -6.54 %
50.0 ms 177.54 ± 0.08 177.16 ± 0.17 -0.21 %
100.0 ms 298.62 ± 0.26 294.30 ± 0.37 -1.45 %
200.0 ms 525.71 ± 0.44 498.66 ± 0.34 -5.14 %
7.9.2 Results
From Table 7.13, we can see that UDP and UDPNC latencies are very
close (eg. 299 ms versus 294 ms at 100 ms network delay).
From Figure 7.8 it can be see that UDPNC and UDP perform sim-
ilarly. In general UDPNC performs slightly better in topology consis-
tency, drift distance and latency.
7.10 Discussion
It is expected (but encouraging) that UDPNC should perform simi-
larly to UDP as the network coding was added to the original UDP
network implementation. It is encouraging because these results
show that the network coding part of UDPNC does not add extra
processing delay while still managing to mitigate the effects of packet
loss. The slight improvement in latency can be attributed to the two
threaded processing of UDPNC. The improved topology consistency
and drift distance can be ascribed to the packet loss mitigation of
UDPNC.
7.11 Bandwidth Limited Tests
The bandwidth limit tests were performed exactly the same as in
section 4.14. The purpose of this test is to investigate the effect
of bandwidth limitations on UDPNC, especially as UDPNC requires
more receive bandwidth than UDP or TCP.
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Figure 7.8: Delay tests. Test was run at 10% packet loss with 0 - 200 ms
delay. UDP is shown in red and UDPNC in green. Outliers are indicated
with black circles.
Table 7.14: Bandwidth limit simulation parameters
Packet loss 0%
Number of nodes 50
Bandwidth limits 1 - 5 MBps
7.11.1 Experiment Setup
The custom Mininet topology in this case specifies the bandwidth
limit. Tests are run in the same way as specified in section 7.4.1. We
applied the bandwidth limitation after the simulation setup steps.
In addition to the simulation parameters given in Table 7.1, this
test uses the simulation parameters given in Table 7.14. Unlike the
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Table 7.15: Median of average topology consistencies with 90% confidence
interval when limiting bandwidth.
UDP UDPNC ± %
5.0 MBps 99.99 ± 0.00 99.98 ± 0.00 -0.01 %
2.0 MBps 99.99 ± 0.00 82.40 ± 0.03 -17.60 %
1.0 MBps 99.99 ± 0.00 50.85 ± 0.05 -49.14 %
Table 7.16: Medians of normalized drift distances [VE units] with 90%
confidence interval when limiting bandwidth.
UDP UDPNC ± %
5.0 MBps 2.74 ± 0.01 3.59 ± 0.01 30.75 %
2.0 MBps 2.80 ± 0.01 47.30 ± 0.02 1590.47 %
1.0 MBps 2.89 ± 0.01 105.54 ± 0.08 3551.11 %
Table 7.17: Medians of normalized drift distances [VE units] with degrade
percentages when limiting bandwidth.
UDP degrade % UDPNC degrade %
5.0 MBps 2.74 0.00 % 3.59 0.00 %
2.0 MBps 2.8 2.00 % 47.3 1218.80 %
1.0 MBps 2.89 5.38 % 105.54 2842.59 %
delay test, we decided to not to apply packet loss. This is because
the bandwidth limitation has a very sharp decline in performance
after 2 MBps for UDPNC and adding packet loss would result in a
complete failure of the VAST overlay. Unlike previous bandwidth
tests, UDPNC showed such degraded performance that the strictest
limitation was set at 1 MBps instead of 0.2 MBps.
The bandwidth limit is applied on each link. The bandwidth re-
quirements in this project is low, as was explained in section 4.4.
However, the matcher’s links carries the most bandwidth in the net-
work as it needs to receive all of the publications and distribute
them to the correct subscribers. Thus even though the bandwidth
available in our intended application exceeds the requirement, we
perform this test to investigate what would happen in a bandwidth
constrained network. UDPNC also requires more bandwidth than
UDP or TCP and would therefore be more sensitive to bandwidth
constraints.
7.11.2 Results
From Table 7.15 we can see that the performance of UDPNC suffers
under bandwidth limitations. Topology consistency is only 50.9%
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Table 7.18: Median of average latencies [ms] and 90% confidence interval
when limiting bandwidth.
UDP UDPNC ± %
5.0 MBps 143.01 ± 0.52 178.41 ± 0.35 24.75 %
2.0 MBps 146.52 ± 0.27 1406.83 ± 0.27 860.16 %
1.0 MBps 150.03 ± 0.33 2483.34 ± 0.63 1555.26 %
Table 7.19: Median of normalised NIC receive bandwidth [kBps/node],
90% confidence interval and total bandwidth of the network when limiting
bandwidth.
UDP total UDPNC total ± %
5.0 MBps 6.47 ± 0.00 323.43 15.77 ± 0.00 788.58 143.81 %
2.0 MBps 6.49 ± 0.00 324.31 13.56 ± 0.00 677.95 109.04 %
1.0 MBps 6.49 ± 0.00 324.7 11.26 ± 0.00 563.21 73.45 %
at 1 MBps allowed bandwidth. Unlike TCP and UDP which could
function with under 1 MBps bandwidth limitations, UDPNC could
not communicate under stricter limitations.
From Table 7.16 it can be seen that even at 2 MBps, the drift
distance increases rapidly (47 VE units), a degradation of 1219%
according to Table 7.17. This also corresponds with the rapid in-
crease in latency from Table 7.18 (1406 ms).
From Table 7.19 we can see that at the bandwidth limit of 2 MBps,
the total network bandwidth is 677 kBps, which is still below the al-
lowed bandwidth limit, but the effects of bandwidth limitations are
already evident on drift distance and latency performance.
From Figure 7.9 we can see that UDPNC performance severely
degrades as bandwidth limitations become stricter.
7.11.3 Discussion
It can be seen that UDPNC is very sensitive to bandwidth limitations.
This is due to the coding host generating redundant packets, there-
fore requiring much more bandwidth than UDP. Bandwidth limita-
tions in constrained networks cause a delay in transmission because
packets need to wait in NIC sending queues while the bandwidth is
unavailable, leading to increased latency, increased drift distance
and lower topology consistency.
As the redundant packets also contend for bandwidth, they ex-
acerbate the congestion. Even if the redundant packets are received
successfully, in low packet loss conditions such as these, the packet
is redundant and therefore does not bring new state updates.
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Figure 7.9: Bandwidth limitation tests. UDP results are shown in red and
UDPNC in green. The x-axis indicates an increasingly strict limitation on
the bandwidth. Outliers are indicated with black circles.
Unexpectedly, the total network bandwidth at the bandwidth limit
of 2 MBps is much less than allowed. This can be explained by
bursty communication: even though the normalised network band-
width is below the allowed value, periods of high traffic can come
under the bandwidth limitation, delaying those packets. UDPNC is
prone to bursty traffic as the coding host generates combined pack-
ets whenever they are available, leading to high variations in band-
width use and therefore frequent limiting.
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Table 7.20: Scalability test simulation parameters
Packet loss 10%
Number of nodes 20 - 100
Total Simulation steps:
20 - 60 nodes 5000
70 - 100 nodes 10000
7.11.4 Summary
UDPNC is very sensitive to bandwidth constraints because of the
bursty nature of the coding host traffic as well as the redundant
packets requiring extra bandwidth compared to UDP or TCP.
7.12 Scalability Tests
In order to be confident in the usability of UDPNC, we need to eval-
uate how it performs under scaling conditions. As was mentioned
before, we are limited by our simulation setup to 100 nodes running
on the same machine.
7.12.1 Experiment setup
In order to represent the typical lossy wireless running conditions,
we run the scaling tests at 10% packet loss.
We use a single PC for our Mininet simulations which consisted of
16 CPU cores and 64 GB of RAM. However, during simulations, all of
the nodes’ processing is done on the same physical machine, which
used 90% of the CPU power and 12 GB of RAM with 100 nodes. We
therefore limit our test to 100 nodes as larger numbers of processes
would likely introduce processing artifacts and distort results.
7.12.2 Results
Table 7.21 shows that topology consistency remains very high when
using UDPNC, between 99.89% at 20 nodes and 99.91% at 100
nodes. UDPNC outperforms UDP at more than 20 nodes, especially
at 100 nodes: 99.91% versus 99.77%.
Table 7.23 shows that at 20 nodes, UDP latency is lower than
UDPNC (100 ms versus 123 ms). However, at 40 nodes and more,
UDP latency becomes higher (124 ms versus 119 ms). Furthermore,
UDPNC scales very well as, at 100 nodes, it has a average latency of
108 ms. From Figure 7.10 it can also be seen that UDPNC latency
remains roughly constant as the number of nodes increase.
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Table 7.21: Median of average topology consistencies with 90% confidence
interval, for increasing packet loss test.
UDP UDPNC ± %
20 99.90 ± 0.00 99.89 ± 0.00 -0.01 %
30 99.89 ± 0.00 99.90 ± 0.00 0.01 %
40 99.86 ± 0.00 99.90 ± 0.00 0.04 %
50 99.84 ± 0.00 99.89 ± 0.00 0.05 %
60 99.84 ± 0.00 99.92 ± 0.00 0.08 %
70 99.80 ± 0.00 99.92 ± 0.00 0.11 %
80 99.80 ± 0.00 99.92 ± 0.00 0.13 %
90 99.79 ± 0.00 99.92 ± 0.00 0.13 %
100 99.77 ± 0.00 99.91 ± 0.00 0.14 %
Table 7.22: Medians of normalized drift distances [VE units] with 90%
confidence interval when scaling number of nodes.
# Nodes UDP UDPNC ± %
20 2.45 ± 0.00 2.81 ± 0.01 14.55 %
30 2.64 ± 0.01 2.54 ± 0.01 -3.68 %
40 2.95 ± 0.01 2.44 ± 0.01 -17.16 %
50 3.21 ± 0.00 2.55 ± 0.01 -20.65 %
60 3.34 ± 0.01 2.17 ± 0.01 -34.96 %
70 3.59 ± 0.01 2.13 ± 0.01 -40.67 %
80 3.78 ± 0.01 2.01 ± 0.00 -46.96 %
90 3.75 ± 0.01 1.96 ± 0.01 -47.80 %
100 3.94 ± 0.01 2.06 ± 0.00 -47.69 %
Table 7.23: Median of average latencies [ms] and 90% confidence interval
when scaling number of nodes.
# Nodes UDP UDPNC ± %
20 100.19 ± 0.07 123.43 ± 0.26 23.20 %
30 109.67 ± 0.21 121.44 ± 0.24 10.73 %
40 124.42 ± 0.31 119.51 ± 0.31 -3.95 %
50 130.52 ± 0.21 111.16 ± 0.37 -14.83 %
60 143.93 ± 0.40 114.92 ± 0.34 -20.16 %
70 151.80 ± 0.22 110.98 ± 0.27 -26.89 %
80 159.09 ± 0.22 106.91 ± 0.16 -32.80 %
90 158.80 ± 0.27 105.75 ± 0.21 -33.40 %
100 165.73 ± 0.26 108.20 ± 0.20 -34.71 %
Stellenbosch University https://scholar.sun.ac.za
172
















































































Figure 7.10: Scaling test with 20 - 100 nodes. UDP results are shown
in red and UDPNC results in green. All tests were run at a packet loss
percentage of 10% and zero delay. Outliers are indicated with black circles.
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Table 7.24: Median of normalised NIC send bandwidth [kBps/node], 90%
confidence interval and total bandwidth of the network when scaling num-
ber of nodes.
# Nodes UDP total UDPNC total ± %
20 3.45 ± 0.00 69.1 4.27 ± 0.00 85.46 23.67 %
30 4.38 ± 0.00 131.46 5.20 ± 0.00 156.1 18.75 %
40 5.25 ± 0.00 210.19 6.18 ± 0.00 247.17 17.59 %
50 6.15 ± 0.00 307.63 7.19 ± 0.00 359.61 16.90 %
60 7.11 ± 0.00 426.57 8.24 ± 0.00 494.43 15.91 %
70 7.95 ± 0.00 556.55 9.18 ± 0.00 642.41 15.43 %
80 8.85 ± 0.00 707.99 10.12 ± 0.00 809.69 14.36 %
90 9.75 ± 0.00 877.35 11.02 ± 0.00 992.09 13.08 %
100 10.59 ± 0.00 1059.05 11.77 ± 0.00 1177.46 11.18 %
Table 7.22 shows similar results for drift distance: at 20 nodes
UDP drift distance is lower (2.45 versus 2.81 VE units) but at 40
nodes UDP drift distance is higher (2.95 versus 2.44 VE units).
UDPNC scales well with the drift distance at 100 nodes of 2.06 VE
units.
Table 7.24 shows NIC send bandwidth increases as more nodes
are present in the network, according to expectation.
7.12.3 Discussion
UDPNC performs similarly to UDP even with more nodes in the VE.
At higher node numbers, UDPNC outperforms UDP, mostly due to
the lower latency.
The topology, drift distance and latency results are surprising: at
a low number of nodes, UDP has a lower latency when compared
to UDPNC. This can be explained by two effects: firstly, the two-
threaded nature of UDPNC results in processing multiple incoming
queued packets quicker than UDP. As was mentioned before, note
that latency is measured by the VAST application and therefore in-
cludes queuing and processing times.
Secondly, and in contrast to the first effect, UDPNC has a slightly
longer processing time per packet compared to UDP. Therefore, it
can be concluded that multi-threaded UDPNC only starts showing
benefits at many nodes, where multiple packets are waiting in the
queue. At lower node numbers the processing delay dominates the
latency results.
Furthermore, UDPNC scales very well, with better topology con-
sistency, drift distance and latency results at more nodes in the net-
work. We can explain this by the interactions on the coding host:
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packets from two different hosts are required in order to generate
one encoded packet. In a sparse VE (for example only 20 nodes), the
arrival frequency of packets at the coding host is low, and therefore
the packets need to wait longer in order to be encoded. In contrast,
with 100 nodes, many packets arrive at the coding host, possibly
filling up its packet pool. There is thus more frequently packets to
encode, allowing redundancy packets to be dispatched sooner. The
packets therefore experience a lower latency with higher numbers of
nodes.
7.12.4 Summary
In terms of latency, UDPNC scales better than UDP because of the
two-threaded packet processing and higher packet availability on
the coding host. However, larger receive bandwidth requirements
could limit the scalability of UDPNC in bandwidth constrained envi-
ronments.
7.13 Cost of UDPNC
The most significant result above is the increased receive bandwidth
of UDPNC. The UDPNC network implementation will always receive
more packets as redundancy is the mechanism by which the effect
of packet loss is reduced. However, this could also limit the scaling
opportunities of the UDPNC implementation as it will saturate the
available network bandwidth much quicker than the other imple-
mentations. This would be a trade-off that needs to be considered
in a real world system. Dynamic scaling of redundancy depending
on network conditions could be used to alleviate network saturation,
but UDPNC will always require more bandwidth in order to provide
packet loss mitigation.
7.14 Emulated Network Model
Inaccuracies and Consequences
In this section we discuss the inaccuracies that using an emulated
network introduced in our simulation.
7.14.1 Shared Wireless Channel Contention
Our Mininet emulated network does not model the contention mech-
anisms of a shared wireless channel and therefore our latency mea-
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surements could be not completely representative of tests run on
a real wireless network. Ideally, real hardware should be used to
determine the effect of 802.11 MAC interactions. Despite this, the
emulated packet loss in Mininet is still enough to provide us with
valuable insights into the effect of packet loss and possible mitiga-
tion strategies to use in real wireless networks.
On the other hand, the shared wireless channel can also be used
to the advantage of UDPNC: by broadcasting the redundant coded
packets, recovery packets can be disseminated efficiently.
Thus the shared wireless channel provides challenges and oppor-
tunities for UDPNC.
7.14.2 Wireless Retransmission
In a typical Wi-Fi 802.11n network, retransmissions are used. Re-
transmissions both reduce the packet loss experienced by the trans-
port layer as well as possibly creating more transmission delay. Our
emulated network does not perform retransmissions and emulate a
high loss rate (up to 70%). This is comparable to running Wi-Fi with
CRC checks disabled [110], but this would require changes to MAC
layer configuration in a real Wi-Fi network.
7.15 Benefits of Mininet Emulated
Network
However, despite the above mentioned inaccuracies, the following
advantages were obtained by using an emulated network:
• Accurate control over the network conditions such as packet
loss, delay and bandwidth limitations. This allows for the ex-
periments to be completed with high accuracy and repeatabil-
ity.
• Timing is exactly synchronised, as all of the local processes
uses the same system clock.
• Using Mininet and a OpenFlow controller (POX), our software
can run on a real OpenFlow network without alterations.
7.16 Summary
In this chapter we presented the results of UDPNC tested in adverse
network conditions. We compared these results with the UDP imple-
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mentation which previously performed the best under adverse con-
ditions. We showed that UDPNC could improve reliability at the cost
of extra bandwidth. We also showed that other adverse network con-
ditions, except notably bandwidth limitations, do not comparatively
affect UDPNC more than UDP. That is, UDPNC performs as well as
UDP without any extra considerations except increased bandwidth.
Finally we discussed the short-comings of our emulated network and
how our results could differ from a real wireless network.
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Conclusions and Future Work
In the introduction we presented the problem statement:
How can the state consistency of a Virtual Environment
be maintained under adverse network conditions?
To answer this we considered two research questions:
• How does adverse network conditions affect state consistency
of a virtual environment?
• Is network coding an effective packet loss mitigation strategy?
which we will now answer based on the results presented in the
previous chapters.
8.1 How Does Adverse Network Conditions
Affect The State Consistency of a
Virtual Environment?
From the TCP and UDP tests in Chapter 4 we could see that almost
any adverse network condition affects state consistency. The drift
distances and degradation percentages observed are summarised in
Table 8.1.
Table 8.1: Summary of drift distance and degradation percentages under
adverse conditions.
Adverse condition TCP degrade % UDP degrade %
70% packet loss 246.36 11388.67 % 55.12 1924.35 %
200 ms network delay 41.94 573.75 % 14.95 365.26 %
0.2 MBps bandwidth 257.8 9841.11 % 121.58 4332.29 %
177
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It is not possible to directly compare the degradation percentages
as the network conditions affect the state consistency differently.
However, it can be concluded that adverse network conditions de-
grade state consistency, with UDP degradation typically less than
TCP.
Although not an adverse network condition (and therefore not
considered degradation) increasing the number of nodes in the net-
work does influence the state consistency: UDP saw the most signif-
icant increase in drift distance (3.94 VE units at 100 nodes, 60.8%
increase). TCP drift distance remains roughly the same (5.80 VE
units at 100 nodes versus 5.84 VE units at 20 nodes). However,
neither increase was on the scale of the other adverse network con-
ditions, possibly because we were limited to simulating only 100
nodes.
From our evaluation of TCP as a transport protocol we concluded
that adverse conditions severely degrades the performance of TCP,
possibly due to the retransmission and flow control unoptimised for
such conditions. Although retransmissions are expected to improve
reliability, in practice, it reduces reliability even further under ad-
verse conditions, i.e. high packet loss, long delays or strict band-
width limitations.
Although interactive applications typically already use UDP pro-
tocols for the transport layer, it is useful to know that UDP is also
the best suited for interactive applications in adverse network con-
ditions.
8.1.1 Summary
To summarise, traditional retransmission reliability mechanisms such
as TCP are not suitable for adverse network conditions. Adverse net-
work conditions affect the state consistency and could potentially
degrade the user experience.
8.2 Is Network Coding an Effective Packet
Loss Mitigation Strategy?
From the UDP and UDPNC tests in Chapter 7 we could see that
UDPNC can provide improved reliability in packet loss conditions
while not degrading performance under other network conditions,
except bandwidth limitations.
The most significant improvements of UDPNC over UDP is shown
in Table 8.2: at 30% packet loss, 29.3% lower drift distance and at
70% packet loss, topology consistency is 9.09% higher.
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Table 8.2: Summary of best topology consistency and drift distance
UDPNC mitigation under packet loss.
Topology consistency Drift distance
UDP UDPNC ± % UDP UDPNC ± %
30.0 % 98.80 99.27 0.48 % 5.78 4.09 -29.30 %
70.0 % 71.04 77.50 9.09 % 55.12 54.00 -2.04 %
In the delay and scalability tests UDPNC performed as least as
well as UDP, typically slightly better: at 200 ms network delay,
UDPNC latency was 5.14% lower and at 100 nodes, 47.7% lower.
This shows that the network coding part of UDPNC does not intro-
duce excessive processing delay and that UDPNC does not degrade
more than UDP under other adverse network conditions.
The disadvantage of UDPNC is the bandwidth requirements: al-
though UDPNC only sends around 12% more bytes than UDP, the
receiving bandwidth of UDPNC is 143% higher than that of UDP.
This is due to the extra packets that are generated for redundancy.
Under normal network conditions this is acceptable with a small
number of nodes in the network. However it could become problem-
atic with many (100+) nodes in the VE.
It is especially problematic when there is a bandwidth restriction
on the network. For example at a bandwidth limitation of 1 MBps,
UDP drift distance performance was still close to nominal (2.89 VE
units with a degradation of 5.38 %), but UDPNC performance de-
graded severely (105.54 VE units with a degradation of 2842.59 %).
UDPNC is an effective packet loss mitigation strategy but at the
cost of much higher bandwidth. Using the state consistency metrics
we can show that UDPNC better maintains the VE state consistency
under adverse network conditions, compared to other networking
implementations.
8.2.1 Summary
In our evaluations, we have shown that UDPNC provides increased
state consistency under packet loss conditions. Network coding
based reliability mechanisms should strongly be considered when
implementing an interactive application such as a VE or game un-
der adverse conditions (for example wireless networks).
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8.3 VAST Case Study and Limitations
In this dissertation we used VAST as a case study for investigating
the effects of adverse network conditions on state consistency and
testing the potential of network coding for mitigating packet loss. We
propose that our results are generalisable to the state consistency
of movement updates in similar VE applications which are typically
sent in small packets. However, generalisation is limited in the fol-
lowing ways:
• VAST only handles position updates as state. In real VEs, many
other variables are included in state, eg. user and entity char-
acteristics or dynamic environment layout. Any property of the
VE which can be altered should be included in the state. For
example, if a door is opened by a player, the next player to arrive
at that position in the VE should see a closed door, and should
be able to open it for the next player to pass by. Adverse net-
work effects will influence the state consistency of movement
updates and environment updates differently as changes to en-
vironment could occur less often than movement updates. If
such a low frequency update would be lost, the state could re-
main inconsistent for a long time.
• Currently VAST only implements random walk movements or
random clustering movements. In this dissertation we only
considered random walk movement. According to Liang et al. [83],
typical movement patterns are more complex than randomised
movement and vary depending on the type of VE. For example,
First-Person Shooter game players are constantly moving in the
accessible regions, while MMORPG players typically move to-
wards objectives (clustering around interest points). Further-
more, the movements are not uniform, that is players move
around the VE at different speeds depending on their imme-
diate surroundings. All of these properties will influence the
network traffic generation. For example, more players will in-
teract at points of interest, causing higher bandwidth use to the
servers or peers servicing those regions. Non-uniform move-
ment could cause bursty traffic.
• VAST uses event-based messaging in order to achieve state con-
sistency. This has two drawbacks: the number of messages for
clients in close proximity could grow with O(N2) and there is
no persistence of state if a node should leave. Even though
VAST uses SPS to reduce the number of event messages to
those clients interested, if the clients cluster together, very little
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Table 8.3: Summary of related work on VAST
Property Previous result Our result Comments From
Average band-
width


















benefit is achieved from SPS, because all messages still need to
be dispatched by the matcher. Hu suggests that state managers
or game logic servers can be included in the network in order
to implement update-based consistency (reducing the number
of messages that need to be sent) and also to provide storage
for state persistency. In this project the traffic associated with
state managers or game logic servers were not included. Fur-
thermore, this project uses only one Matcher and therefore the
inter-matcher traffic is also not included.
All of the above mentioned limitations decrease the generalisabil-
ity of the results found in this project. However, we propose that
valuable insights were still obtained and the limitations create op-
portunities for improvements and further testing in future work.
8.4 Comparison to Prior Work
8.4.1 Performance Comparison with Related Work
in State Consistency
Hu et al’s papers [69], [71] as well as papers by Jiang, Huang and
Hu [75] and Chen, Lin, Chen and Hu [44] are the closest compar-
isons in literature. As was described in section 4.11.8 and sec-
tions 4.15.4 and summarised in Table 8.3, our simulations perform
similar to previous work on VAST.
From Table 8.3 it can be seen that our Mininet simulations match
results from previous work. This implies that Mininet network em-
ulation is a useful and accurate testbed for experimentation of VE
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Table 8.4: Summary of experience latency under adverse network condi-
tions compared to related work.
Condition From [47] Our results
MQTT CoAP TCP UDP UDPNC
Network latency 200 ms 750 ms 200 ms 878 ms 525 ms 498 ms
10% Packet loss 200 ms ≈ 0 ms 147 ms 132 ms 119 ms
state consistency methodologies. As implementations and topolo-
gies that run on Mininet can also be transferred to real networks,
Mininet is a valuable middle ground between pure simulation and
real networks.
8.4.2 Performance Comparison with Related Work
in Adverse Network Conditions
In this section we will compare our performance under adverse con-
ditions to related work. Note that absolute comparisons are not
possible, as the research domain, network setup and applications
influence performance.
8.4.2.1 Constrained Network Conditions on IoT Protocols
In [47], Chen and Kunz investigate the effect of adverse network con-
ditions, like packet loss, network delay and bandwidth limitations
on the latency experienced by IoT protocols such as MQ Telemetry
Transport (MQTT) and Constrained Application Protocol (CoAP).
MQTT relies on TCP as its transport protocol and CoAP on UDP.
Table 8.4 shows the performance related to our results. Results
show that MQTT suffers similar degradation as TCP did in our VE
simulation. CoAP experiences less degradation than MQTT, similar
to our UDP results. It is important to note that both MQTT and CoAP
transport small data packets used for IoT, at an average data rate
of 1.64 kBps, much smaller than the total amount of data on our
network.
From this paper we can see that adverse network conditions have
similar effects on transmission, despite the domain difference. This
gives rise to the possibility that our packet loss mitigation strategy
could also be applied in areas other than virtual environments.
8.4.2.2 Latency in First-Person Shooter Games
Beigbeder et al. [34] present a study on the effects of packet loss and
network delay on user performance in a First-Person Shooter (FPS)
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Table 8.5: Summary of network delay results.
TCP UDP
100.0 ms 188.84 298.62
200.0 ms 878.28 525.71
game. In a pilot study, they evaluated the packet loss rates and
network delay to network FPS servers during operation. They found
that connections to most servers did not have packet loss and the
maximum packet loss was 3%. In terms of network delay they found
that 40% of servers had below 100 ms, 40% 100 - 140 ms and the
remaining 20% had more than 140 ms network delay. From these
results, they decided to test user performance under 0-6% packet
loss and 0 - 400 ms network delay.
In the user performance test they found that FPS hit fractions
degraded by 40% under 200 ms network delay. They could not
determine a relationship between packet loss and hit fraction, ei-
ther because the packet loss did not influence the user experience
greatly, or a dead-reckoning mechanism is already built into the FPS
game to reduce the effect of packet loss.
From our latency test results, summarised in Table 8.5, we can
see that 100 ms network delay would already induce an experienced
latency of 188 and 298 ms latency for TCP and UDP respectively. We
predict that at 200 ms network delay, the experienced latency would
be so high as to make the VE almost unusable.
Beigbeder also concludes that 100 ms of network delay would be
noticeable and 200 ms would be disruptive.
8.4.2.3 Latency in VR
According to Elbamby, Perfecto, Bennis and Doppler [53], the re-
quirements for latency is less than 20 ms to avoid motion sickness.
Under nominal network conditions, our results were 115, 142 and
124 ms for TCP, UDP and UDPNC respectively. This would have been
unacceptable if our system needed to stream VR content directly to a
Head Mounted Device. However, these latencies include the waiting
time for the next step, before packets are processed. Stepwise event
generation and processing is typical for MMVE systems, but should
be adapted for immersive VR. For example, if the step duration in
our simulation was decreased to 10 ms or even 1 ms, experienced
latencies could be reduced.
Furthermore, if dead-reckoning is used, the frame rate of the VR
device could be much higher without the user experiencing the state
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inconsistency while state updates could arrive at a slower pace if the
network cannot achieve the required bandwidth.
Considering the relative latencies in Table 8.4, we can calculate
that UDPNC has 28 ms and 13 ms less latency under 10% packet
loss conditions than TCP and UDP respectively. Therefore it can be
surmised that the relative reduction of latency by using UDPNC can
improve performance enough to reduce motion sickness.
From this paper we can see that network delay still needs to be
reduced significantly in order to meet the required latencies of VR.
Furthermore, VE implementations will have to be specialised in or-
der to provide state consistency at much higher update frequencies.
8.5 Concluding Remarks
We argue that both our research questions were addressed by quan-
tifying how adverse network conditions degrades state consistency
as well as proving that network coding can assist in recovery under
packet loss conditions. Network Coding and UDP perform well to-
gether and could be the basis for a semi-reliable, time-sensitive and
distributed protocol in the future.
Furthermore, we show that our work agrees with prior work using
the VAST library by Hu and others. From the papers on network
conditions we see that other domains experience similar degradation
as our evaluations showed. Finally, from the paper on latency in VR,
it is clear that more research into state consistency management at
high update frequencies and improved network delay will be needed
in order to meet the requirements of fully immersive, wireless VR.
8.6 Future Work
In this section we will expand on how UDPNC can be improved and
further realistic testing can be done to further quantify the effect of
adverse network conditions. We then look at other ways of using
UDPNC, i.e. to improve throughput and how UDPNC can be imple-
mented outside of the VAST library.
8.6.1 UDPNC Improvements
The biggest improvement to UDPNC would be to reduce the proto-
col overhead. Currently encoded packet size is fixed at 500 bytes
to accommodate most VAST message sizes. However if the encoded
packet can be sized exactly, i.e. the smaller packets are zero padded
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only to the length of the largest packet to be encoded, sending en-
coded packets would be more bandwidth efficient and increase re-
dundancy efficiency. Only small changes to existing code would be
needed: by setting the packet size field to the largest packet size, a
variable size packet can be defined. The RLNC decoder can then use
this field to determine the correct symbol size for decoding.
8.6.2 Adaptive Network Coding
In addition to variable encoded packet sizes, adaptive redundant
packet generation could be useful as well. In high packet loss con-
ditions, a single redundant packet for every two packets was ob-
served to be insufficient to mitigate the loss. In such cases it could
be useful to generate more redundant packets, possibly in multiple
rounds of redundant transmissions and using wireless overhearing.
This would require changes to both the coding host and UDPNC im-
plementation and requiring that packets are kept for longer in the
packet pool (explained in section 6.5.2.1).
8.6.3 Security and Privacy
Security and privacy in peer-to-peer networks was not considered in
this dissertation. However, such considerations would be needed if
the VE application includes many users, some of whom might try to
cheat or disrupt the VE application for their own gains. We would
refer the reader to the survey paper by Buyukkaya et al [39] as well
as work in [42] and [85].
8.6.4 Larger, Realistic Hardware Test
In order to verify the results of the TCP, UDP and UDPNC in general,
a larger test would be required, preferably on a real network. One
of the limitations of this project was that we did not have access to
a OpenFlow enabled switch, but rather emulated the network us-
ing Mininet. We also used a PC with four network ports in order
to establish a small network with four physical hosts and a coding
host. The four host network was a proof-of-concept, showing that
the software could run on any OpenFlow switch. However, the scal-
ing effects of the Virtual Environment could not be tested with only
four hosts.
Ideally a full Wi-Fi stack should be used, where redundancy would
also be sent as a single transmission over the air (using wireless
overhearing), instead of multiple unicasts. This would truly demon-
strate the gains of using network coding in wireless scenarios.
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Future tests should also include more matchers in the VAST over-
lay. Due to packet loss problems, only one matcher was used in
our simulations. However, using higher reliability for inter-matcher
communication, the scaling opportunities of super-peer-to-peer op-
eration can once again be leveraged.
Finally, the effect of network delay variation (jitter) on state con-
sistency should be measured.
8.6.5 Further Protocol Comparisons
The available protocols are ever increasing and comparing protocols
could uncover benefits or applications previously overlooked. For
example, the Stream Control Transmission Protocol (SCTP) and the
QUIC (HTTP over UDP) protocols could possibly used as a transport
protocol in VE applications. In the same way the TCP improvements
recommended by [64] and [98] should be implemented and com-
pared with results from this dissertation.
8.6.6 Realistic Mobility Models
Liang [83] and Carlini [40] present studies of typical movement pat-
terns in VEs and possible implementations that can be used in VE
simulations such as ours. In order to generate network traffic repre-
sentative of actual user movement, such tools will need to be incor-
porated in the simulation. We expect that actual user movements
could change average bandwidth as well as generate more bursty
traffic patterns, which could, at worst, reduce the network coding
opportunities or cause congestion.
8.6.7 Bandwidth Reduction using Interflow
Network Coding
Network Coding can also be used to improve throughput or con-
versely reduce bandwidth. In low packet loss environments interflow
network coding could be used to reduce bandwidth and increase
scalability while in higher loss environments network coding can be
switched to reliability improvement. It could even be possible to
dynamically generate interflow and reliability packets at the same
time, depending on current network conditions.
8.6.8 Beyond VAST
Currently UDPNC is implemented as a part of the VAST library. How-
ever it is mostly application agnostic and should be applicable to
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other Virtual Environment applications as well as other interactive
applications.
Ideally UDPNC should be implemented as a middle-ware in order
to provide reliability for a number of packets. This could be accom-
plished by either capturing outgoing packets with a software such
as libpcap [86] or by forwarding packets through a network tunnel
device administrated by the UDPNC middle-ware.
8.7 Future Research Questions
In this section we will discuss possible future research questions
that this work has uncovered.
8.7.1 State Consistency under Adverse 802.11
Wi-Fi Communication
The premise of this dissertation is that Wi-Fi communication is in-
herently lossy and could also be subject to network delay. Wi-Fi,
especially 802.11ac is not bandwidth constrained (typically 600 -
850 Mbps [112] bandwidth can be achieved), and therefore packet
loss mitigation strategies like UDPNC could be applicable.
If VR is to become fully immersive as well as wireless, with Wi-Fi
possibly the data link layer, we need to determine the performance
of interactive applications over Wi-Fi. Mininet does not allow us to
measure the effect of network delay variation or Wi-Fi retransmis-
sions on state consistency. Network delay variations and retrans-
missions are highly likely in high usage Wi-Fi contention scenarios,
which could degrade the state consistency. We phrase the question
as follows:
What is the state consistency of a VE application under
802.11ac Wi-Fi communication, with and without UDPNC
as transport layer and how does UDPNC respond to net-
work delay variations?
8.7.2 Reliable Interactive Protocol
UDPNC still needs many improvements to be become the defacto
reliability transport protocol. Ideally, a reliable protocol with perfor-
mance comparable to TCP is needed for adverse network conditions.
Practically, a protocol cannot be truly reliable under adverse con-
ditions. However, if the theoretical transport layer protocol could
be sensitive to the Quality-of-Service (QoS) required of the data to
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transport, signaled by the application, network coded redundancy
could be adaptively added on a message-by-message basis. Also,
reliability could be exchanged for latency in cases where messages
are not as latency sensitive. However, adding network coded re-
dundancy dynamically could possibly require the co-ordination with
intermediate nodes. Such a protocol could also be network sensitive
and communicate the QoS level available back to the application.
We propose the following research question:
What reliability mechanisms / redundancy rates would be
required to guarantee an average Quality-of-Service in a
given adverse network condition? What are the trade-offs
between reliability and latency? And what coordination
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In this chapter we will briefly explain how the test data was cap-
tured. We needed to store the state of each node, latency measure-
ments and bandwidth measurements at each timestamps. In order
to achieve this, we used three log files per node, saving them to the
hard drive as the test is running. We then calculated the global state
consistency, latency and bandwidth after the test was completed.
A.1 Movement and node status:
VASTStatLog
In order to compute the topology consistency and drift distance of
each node, we needed to capture the positions and neighbour list of
each node at each update step. For this we used the class VASTStatLog.
At each VAST tick, the position of the VASTClient was saved in the
log as well as its AOI neighbours. In order to determine the num-
ber of connected nodes, we also stored the JOINED state of the node
as well as if it is a Matcher. Each tick created another step in the
VASTStatLog record. The step is also saved with the timestamp at
which is computed. Note that the ticks of the VAST executables on
the node are not synchronised. However, the same wall clock is used
to generate the timestamps, so that the timestamps are comparable.
In order to compute the state consistency, a bucket synchronisa-
tion method are used: the gateway node’s timestamp is used as the
start of the step, and all records that fall within one update interval
(100 ms) of this step is considered. There is only one update per
node within that window as each other node also updates at 100 ms
intervals.
In order to calculate the topology consistency, the total number
of known neighbours from all the clients in the VASTStatLogs are
203
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Table A.1: Mean and standard deviation of 100 round-trip ping times on
physical network. Results in milliseconds.
Link Physical
Mean Std dev
h1 -> h2 0.2533 0.0378
h2 -> h1 0.2608 0.0352
counted. Using the positions of each client, the number of actual
neighbours are counted.
A.2 Latency: VASTLatencyStatLog
The current clock time is added to each outgoing MOVE message.
On arriving the receiving node, the timestamp is parsed and com-
pared to the current clock time on the receiving node. The difference
is calculated and recorded. At the end of each step, the latency
records of that step is stored in the VASTLatencyStatLog. Note that
the number of records are variable on each node as it depends on
the number of incoming messages.
In order to compute the average latency, all of the records (net-
work wide) that fall within the timestep (as specified by the gateway’s
timestamp as before) are aggregated and the average is computed.
Note that due to the update focussed nature of the VAST, it is
most likely that the incoming message will only be processed at the
Matcher in the next update step. Instead of processing the messages
continually, the receive messages in the queue are processed as a
batch during each update step. The only exception to this is if the
message is intended for a client or matcher on the same node; it is
then processed in the same update step.
On the Mininet emulator, the clock used to provide the send time
and receive time is the same clock as both hosts use the kernel
clock. For the physical host setup, the Network Time Protocol [15]
was used to synchronise the host clocks. The clock synchronisa-
tion is dependent on the network delay between hosts, typically NTP
attempts to synchronise clocks to an accuracy within the mean la-
tency between. The latency measurements using the ping utility is
summarised in Table A.1.
Despite the clocks being synchronised, the steps at each node is
not synchronised. Therefore the processing of message (and there-
fore latency) recording is not synchronised. Depending on the when
updates happen on different nodes, the queue waiting time can be
between 0 - 100 ms. This is a realistic representation of a distributed
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system as synchronisation of update steps between nodes on the In-
ternet would be near impossible.
To clarify clocks are synchronised in order to correctly calcu-
late latency. Update steps are not synchronised to represent a dis-
tributed VE implementation.
A.3 NIC Send / Receive bandwidth: tshark
In order to capture the NIC send and receive bandwidth, the com-
mandline utility tshark was used. tshark is part of the Wire-
shark [26] project, a set of utilities for capturing and analysing net-
work packets.
tshark allows the capturing of network packets on the network
interface, showing the packet type (ARP, IP, UDP or TCP), packet
length in bytes, source and destination IP addresses, source and
destination ports. From this information we can classify which ap-
plication and destination a particular packet belows to. Using this
information, we can sum the incoming and outgoing bandwidth to
the VAST application on each node.
As before, the send and receive bandwidth records are discretised
according to the gateway’s time steps. The total network bandwidth
of all nodes are normalised by the number of active nodes in the
network to gve the per node NIC bandwidth.
A.4 Network Coded Bandwidth:
VASTNetStatLog
In order to determine the network coded bandwidth, we recorded the
number of received bytes of encoded packets in the coded pipeline.
This is equivalent to measuring the sent bytes at the coding host.
Similar VASTStatLog, we discretise the records into steps according
to the gateway. The total network coded bandwidth is then nor-
malised by the number of active nodes.
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