Estimation de la matrice de covariances d'un vecteur aléatoire dans un schéma d'échantillonnage rotatif by Telnoff, François
Estimation de la matrice de covariances d'un vecteur aléatoire 
dans un schéma d'échantillonnage rotatif 
par 
François TELNOFF 
Mémoire présenté au département de mathématiques en vue de l'obtention 
du grade de maître es sciences (M.Se.) 
FACULTÉ DES SCIENCES 
UNIVERSITÉ DE SHERBROOKE 
Sherbrooke, Québec, Canada, mai 2011 
1*1 Library and Archives Canada 
Published Héritage 
Branch 
395 Wellington Street 
OttawaONK1A0N4 
Canada 
Bibliothèque et 
Archives Canada 
Direction du 
Patrimoine de l'édition 
395, rue Wellington 
Ottawa ON K1A 0N4 
Canada 
Yourfile Votre référence 
ISBN: 978-0-494-79794-5 
Our file Notre référence 
ISBN: 978-0-494-79794-5 
NOTICE: AVIS: 
The author has granted a non-
exclusive license allowing Library and 
Archives Canada to reproduce, 
publish, archive, préserve, conserve, 
communicate to the public by 
télécommunication or on the Internet, 
loan, distribute and sell thèses 
Worldwide, for commercial or non-
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 
L'auteur a accordé une licence non exclusive 
permettant à la Bibliothèque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par télécommunication ou par l'Internet, prêter, 
distribuer et vendre des thèses partout dans le 
monde, à des fins commerciales ou autres, sur 
support microforme, papier, électronique et/ou 
autres formats. 
The author retains copyright 
ownership and moral rights in this 
thesis. Neither the thesis nor 
substantial extracts from it may be 
printed or otherwise reproduced 
without the author's permission. 
L'auteur conserve la propriété du droit d'auteur 
et des droits moraux qui protège cette thèse. Ni 
la thèse ni des extraits substantiels de celle-ci 
ne doivent être imprimés ou autrement 
reproduits sans son autorisation. 
In compliance with the Canadian 
Privacy Act some supporting forms 
may hâve been removed from this 
thesis. 
Conformément à la loi canadienne sur la 
protection de la vie privée, quelques 
formulaires secondaires ont été enlevés de 
cette thèse. 
While thèse forms may be included 
in the document page count, their 
removal does not represent any loss 
of content from the thesis. 
Bien que ces formulaires aient inclus dans 
la pagination, il n'y aura aucun contenu 
manquant. 
• • I 
Canada 
Le 26 mai 2011 
le jury a accepté le mémoire de Monsieur François Telnoff 
dans sa version finale. 
Membres du jury 
Professeur Ernest Monga 
Directeur de recherche 
Département de mathématiques 
Professeur Taoufik Bouezmarni 
Membre 
Département de mathématiques 
Professeur Bernard Colin 
Président rapporteur 
Département de mathématiques 
SOMMAIRE 
La théorie de l'échantillonnage développe des méthodes qui permettent d'extrapoler les 
résultats d'un échantillon à une population dans le cas particulier où cette dernière est de 
taille finie. Plusieurs paramètres de la population sont importants en pratique : le total, 
la moyenne, la proportion, la variance ou le coefficient de variation d'une ou plusieurs 
variables données définies sur cette dernière. Dans chacun de ces cas, les études qui font 
intervenir le temps font que l'on a souvent à comparer les résultats d'une estimation faite 
en un temps t = 0 à ceux obtenus en un temps t = 1. 
L'objet de notre recherche porte sur le développement de bonnes méthodes d'estimations 
de la covariance entre l'estimateur en t = 0 et celle en t = 1 du même paramètre. Ces 
méthodes permettent de mieux saisir l'évolution du paramètre dans le temps. Nous le 
ferons dans le cadre d'un schéma d'échantillonnage aléatoire dit rotatif. Ces méthodes 
pourraient trouver leurs applications dans le cadre de l'étude de l'évolution d'une popu-
lation par un démographe ou de celle de l'évolution d'une maladie par un médecin. Nous 
utiliserons des échantillons successifs qui se chevauchent. 
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INTRODUCTION 
Les mathématiques sont souvent utilisées pour la compréhension de ce qui nous entoure, 
et, au fil des siècles, plusieurs branches des mathématiques ont été développées dans ce 
sens. Parmi celle-ci, nous retrouvons la statistique mathématique, dont l'application des 
outils ou méthodes statistiques est de fournir des arguments sur l'évolution des éléments 
d'une population donnée. 
Ce mémoire porte sur le développement de méthodes statistiques permettant de déter-
miner un estimateur de la matrice de covariance d'un vecteur aléatoire issu d'un plan 
d'échantillonnage pour lequel le paramètre d'intérêt fait intervenir deux ou plusieurs 
périodes d'observation. 
Le cas le plus courant de cette situation survient lorsque l'on procède à l'analyse d'une 
population en deux périodes distinctes que nous appellerons t=0 et t = l et typiquement 
si le total de la population à l'instant t = 0 est noté Y0 et à l'instant t = 1 Y\, un tel 
paramètre pourrait être A = Yi — Y0. 
Le premier chapitre rappelle les principaux plans d'échantillonnage dont nous aurons 
besoin tout au cours de ce travail. Les plans sont décrits et leurs principales propriétés 
sont énoncées et au besoin démontrées. Les plans que nous utiliserons tout au long de ce 
travail sont le plan d'échantillonnage aléatoire simple, le plan d'échantillonnage aléatoire 
à probabilités inégales et son cas particulier le plan d'échantillonnage aléatoire de Poisson. 
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Dans le second chapitre, nous introduisons le principe d'entropie maximale pour un plan 
d'échantillonnage aléatoire et le schéma d'échantillonnage aléatoire rotatif, qui combinés 
fixent un cadre théorique dans lequel l'estimation de la matrice des covariances du vecteur 
des statistiques d'intérêts sera réalisée. Ce schéma couvre le cas de la différence A = 
Y1 - Y0. 
Le troisième et dernier chapitre est consacré aux conditions pratiques assurant la non-
négativité de l'estimateur de la matrice de covariance. Le chapitre se termine par une 
étude empirique à l'aide de données distribuées selon une loi normale. 
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CHAPITRE 1 
Plan d'échantillonnage classique 
Dans ce chapitre, on couvre plusieurs plans d'échantillonnage aléatoire. On présente le 
plan d'échantillonnage simple avec remise et le plan d'échantillonage simple sans remise, 
qui sont intéressants pour la simplicité de leurs exécutions, mais surtout pour leurs aspects 
théoriques. Ensuite, on présente le plan d'échantillonnage à probabilités inégales, le plan 
d'échantillonnage stratifié et le plan d'échantillonnage en grappe. Ces trois derniers ont 
en commun le fait que nous devons disposer d'information a priori sur tous les éléments 
de la population pour pouvoir les appliquer. 
1.1 Le plan aléatoire simple sans remise 
Le plan aléatoire simple sans remise (PSSR) est un plan qui est réalisé en pratique et qui 
sur le plan théorique sert surtout de base de comparaison avec des plans plus complexes. 
Les sondages électoraux sont un cas où le PSSR est souvent utilisé . Dans une population 
U de taille N, on sait qu'il y a ( ) sous-ensembles de taille n où n < N . Le plan 
aléatoire simple alloue la même probabilité d'être tirée à chacun de ces sous-ensembles 
3 
que l'on appelle échantillon. De façon plus formelle, on peut définir le PSSR à l'aide de 
la définition ci-après. 
Définition 1.1.1. Le plan aléatoire simple sans remise ou PSSR est un plan d'échan-
tillonnage pour lequel chacun des (n) échantillons de taille n à la même probabilité -Ar\ 
d'être choisi. Les seuls échantillons ayant une probabilité non nulle d'être choisis étant 
ceux de taille n. 
Réalisation pratique d'un PSSR. 
On peut montrer que si l'on choisit directement n individus parmi les N de la population 
ou si l'on choisit sans remise un individu à la fois, chacun des échantillons résultants aura 
la probabilité -A^ d'être choisi. 
Lors de développements mathématiques en échantillonnage, on a le plus souvent recours 
à ce que l'on désigne par probabilité d'inclusion. 
Définition 1.1.2. La probabilité d'inclusion d'un individu i dans l'échantillon est sa 
probabilité (calculée suivant le plan d'échantillonnage choisi) d'appartenir à l'échantillon 
s. On désigne cette probabilité pariai. 
^ = P{i es) = P(s3i) \/i,l<i<N 
où s 3 i désigne les échantillons s qui inclus l'élément i. 
Proposition 1.1.1. Dans le cas du PSSR, on a 7Tj = -^  \/i, 1 < i < N. 
Démonstration. Posons p(s), la probabilité que l'échantillon s soit sélectionné selon le 
plan aléatoire choisi. 
D 
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Lorsque l'on désire calculer des variances ou des covariances on doit alors faire recours 
aux probabilités d'inclusion de deux éléments distincts i ^ j que l'on désigne par 7i\y. 
Donc : 
•Kij = P(ie s et j € s) yi^j,l<i^j< N. 
Proposition 1.1.2. Dans le cas du PSSR, on an^ = 77 (N"-I) ^ ¥" j , 1 < i ¥" 3 < -W-
Démonstration. 
•Kij = P(i<E s et j € s) Vi^ j,l<i^ j < N. 
P(iesetjes)= Yl Kg) - ^ p r = MN~-1) ^^3,l<i^3<N. 
t et j £ s \n) 
n 
De façon générale, on peut définir la probabilité d'inclusion de m individus (deux à deux 
distincts) par : 7ril)i2i... <lm = P {{iu i2, • • • , im} e s) si it ^ iv pour l ^ V. 
Proposition 1.1.3. Dans le cas du PSSR, 7rilii2i...iim = N(N~-i)'.fijv-Tm~i)) 
Démonstration. 7rilij2i... >im = P {{h,12, • • • , im} G s) si i ; 7^  i// pour l ^ l' et m < n. 
et donc 
TTiijia,--- , t m 
(n-m) n ( n - l ) . . . ( n - ( m - l ) ) 
Q i V ( 7 V - l ) . . . ( A T - ( m - l ) ) -
D 
On peut donc noter que 7rilii2i... ,in = f ^ 1 3 • • • (jv-(n-i)) = ^( s)-
Ce qui est la probabilité de choisir un échantillon quelconque de taille n. 
Plusieurs caractéristiques de la population ont un intérêt en théorie de l'échantillonnage. 
On peut citer, le total, la moyenne, la variance ou le coefficient de variation. Dans la 
suite, nous nous limiterons à l'analyse portant sur le total et la moyenne. 
- Total dans la population U de taille TV : 
On le note Y et on a Y = Ylieu Vi = YliLi Vi 
- Moyenne dans la population U de taille N : 
On la note Y et on a Y = ± ]T\=1 Vi = N 
Ces deux caractéristiques sont des paramètres qui sont généralement inconnus et l'un des 
buts de l'échantillonnage est de les estimer à partir des résultats d'un échantillon s de 
taille n. On peut définir des quantités de l'échantillon qui correspondent à ceux dans la 
population. 
- Total dans l'échantillon s : 
On note y et on a y = J^ies Vi 
- Moyenne dans l'échantillon s : 
On note y et on a y = £ ^ e s y, = * 
- Estimation ponctuelle du total dans la population. 
En statistique, en général, on a coutume d'estimer les paramètres inconnus de la popu-
lation à l'aide des statistiques construites à partir des données de l'échantillon. Une des 
propriétés recherchées des statistiques de l'échantillon est d'être sans biais. C'est-à-dire 
que l'espérance de la statistique est égale à la valeur du paramètre que l'on veut estimer. 
Proposition 1.1.4. Pour le PSSR, un estimateur sans biais du total dans la population 
est donné par : 
n ^—' 
Démonstration. Introduisons les variables aléatoires indicatrices i, définies comme suit 
/. = J i s ! \ % s \/i,i<i<N 
1
 ' 0 si i £ s > - -
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Notons que 
P(I, = 1) = P(i £ s) = jr, = -
\ i€s / \ ieU 
N " „ \ N N 
AT " AT W 
= - E ^ ) = - E ^ = 1 ) 
i= l i= l 
N N n N 
= - E ^ =E^ = y 
i= l i= l 
D 
On peut noter que cet estimateur du total Y fait partie d'une famille d'estimateurs connus 
sous le nom d'estimateurs de Horvitz-Thompson. 
Soit un plan d'échantillonnage dont les probabilités d'inclusion de premier ordre n^ sont 
strictement positives. Désignons par yx = ^ la valeur dilatée de yi, alors Y — "%2ies & es^ 
toujours un estimateur sans biais de Y. 
Proposition 1.1.5. Pour un plan définissant des n^ > 0 Vz, 1 < i < N, alors Y = 
Ylies Vi> est un estimateur sans biais de Y. 
Démonstration. 
( \ / N \ N N N E&) =E (E^J =E^E^) = E ^ = E^ = y 
z€s / \ i = l / i= l i= l • i= l 
n 
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Intervalle de confiance pour le total issu du PSSR 
L'estimation ponctuelle du total Y par Y est intéressante, mais afin de maximiser la 
probabilité de l'obtention d'un bon résultat, il est nécessaire d'introduire la notion d'in-
tervalle de confiance. Il sera en général construit de telle sorte qu'il aura une probabilité 
élevée de contenir la valeur que l'on veut estimer. Nous savons que plus on désire avoir 
une probabilité élevée de contenir la valeur recherchée, plus l'intervalle de confiance sera 
étendu, mais nous savons aussi que la variance de l'estimateur joue un rôle prépondérant 
dans la longueur de l'intervalle de confiance. 
Les intervalles de confiance sont ardus à obtenir, car nous devons connaître la loi de 
probabilité de l'estimateur. C'est donc pour cela que nous considérons des échantillons 
de taille n suffisamment grande pour pouvoir considérer que l'estimateur du total suit 
une loi normale. Dans ce cas, l'intervalle de confiance s'écrit comme suit : 
JC(1 - a) = y - Z x . ^ ^ V a r C y ^ r + Z i ^ ^ V a r ^ ) ) 
où Zi_s est le quantile d'ordre 1 — f d'une loi normale centrée réduite. 
Afin de construire un I.C. pour le PSSR, on a besoin de connaître l'expression de la 
variance des estimateurs. 
Proposition 1.1.6. Pour le PSSR, la variance de l'estimateur Y du total Y de la popu-
lation est donnée par : Var(Y) = N2(^ — jj)Sy où S y = ~^ J^ieuiVi ~ Y)2 représente 
la variance de la population. 
De ce résultat, il découle que la variance de l'estimateur du total est nulle si nous prenons 
toute la population comme échantillon, c'est-à-dire si nous procédons à un recensement, 
car la différence entre \/n et 1/iV égale zéro. 
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Démonstration. Désignons par U la population de taille N. 
Propriétés des fonctions indicatrices 
It = 1 l S1 %e, s \/i,Ki<N 
' 0 si i £ s . - -
lorsque s est sélectionné suivant un PSSR. 
77 
P( / t = l) = P(ies) = -
E(It) = E(I?) = ^ 
V„(A) = ^)-W^-(^)=^( i -^) 
Pour i ^  j , 
N 
E(IJ3) = P(It = 1 et J, = 1) = P ( / , = l | / t = l )P( / t = 1) = ( ^ - 1 ) ( £ ) 
Suivant ceci, pour i 7^ j , 
C o v ( / „ / 3 ) . B ( W j ) - B a W j ) - ^  - Q)2- ^ L (, _ ») (») 
Maintenant, utilisons les propriétés des fonctions indicatrices pour démontrer la propo-
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sition. 
Var(y) = v«(£l>)-v«(£|>) 
N2 
w-
N2 
n* 
N: 2 N N 
J2 î/?Vax(/0 + ^  E E 2/«%Cov(7i. !j) 
i=l jjti 
i=l 
N2 (n 
n
2 
N
 N 2 JV N , 
r JV /
 1 JV JV 
GK1-^)) E . ^ - I À T Z I E E ^ 
_i=l \ i=l ?^i 
= AT 
- N 
= N 
n NJ \N-1 
1 1 \ / 1 
i=l j ^ i 
AT JV JV 
(^-i)E^-EE^-
i=l j# i 
n i V / V- /V- 1 
1 = 1 
N JV TV 
1 1 1 
= N*l--^z 
n N J V N - 1 
1 
n NJ\N-1 
= N2 - - 1 
= iV2 
n vvy ViV- i 
1 1 \ / 1 
(*-i)Erf- 5 > + E ^ 
i = l \ i = l / i = l 
JV / N \ 2 
i=l \ i = l 
/v
 x / JV 
E^-]v(E 
i=l \ i=l 
E ^ 2 - | E^i +-^(Ë^ 
, l / 
JV ^ 2 
n N J \N- 1 
i=l 
JV 
. t=l i = l 
JV 
$>?-2F$>+jvr 
i = l 
JV 
i = l 
jv,e4)fe)E[rf-a'*+7s 
10 
v«C?) - ^ ( i - i ) sj 
D 
1.2 Plan d'échantillonnage aléatoire simple avec remise 
Contrairement au plan sans remise, le plan d'échantillonnage simple avec remise autorise 
au même individu la possibilité d'appartenir à l'échantillon plusieurs fois. Le nombre 
total d'échantillons de taille n n'est donc plus (^) mais Nn, on a alors p(s) = -^ pour 
tout échantillon s de taille n. 
Proposition 1.2.1. Si 7Tj est la probabilité d'inclusion d'ordre 1, on a 7T; = jj Mi, 1 < 
i< N. 
Démonstration. 
^ = P(ies) = Y,p(s) = -j^ = û 
s3i 
D 
Proposition 1.2.2. Si n^ est la probabilité d'inclusion de i et j avec i ^ j , on a it^ = 
^ Vi?j,l<iïJ<N. 
Démonstration. 
Nn~2 1 
7Tjj = P(i e s et j € s) = ^ P(s) 
s3i et j 
D 
Proposition 1.2.3. Si K^M,-,im est la probabilité d'inclusion de m éléments, on a 
" 11,12,-" ,lm Nm ' 
11 
Démonstration. 
TX. = P({il,Î2,--- ^m} € S) = 
JV»-
D 
Proposition 1.2.4. £/ne particularité de ce plan provient de l'indépendance entre les élé-
ments sélectionnés. En effet, chacun des tirages est indépendant des résultats des autres 
tirages. Ceci implique que notre échantillon est constitué de n variables aléatoires indépen-
dantes et toutes distribuées selon une moyenne Y et de variance o2 = -^ $3ie£/(^ — Y)2. 
Nous pouvons estimer sans biais Y par un estimateur de type Horvitz-Thompson (Horvitz 
& Thompson 1952) :§ = ± £ t 6 s ï / i . 
Démonstration. Introduisons Qi qui représente le nombre de fois que l'élément i a été 
sélectionné dans l'échantillon s de taille n. 
Propriétés de Qi Vi, 1 < i < N 
Nous avons que (Qi, Q2, Q3, • •., QN) suit une loi multinomiale de paramètres n et pi = 
Pi =P2 = ••• =PN = jj-
i) 0 < Qi < n Vi,l<i<N 
Tl 
ii) E(Qi) =npi = — Vi,l<i<N 
n(M _ l) 
iii) Var(Q.) = nPi(l - Pi) = V j y 2 ; Vi, 1 < z < N 
— 77, 
iv) Cov(Qî,QJ) = — ViïJA<iÏ3<N 
Maintenant, en utilisant les propriétés de Qi, montrons que y est sans biais pour Y. 
E® = E (±£B) = l-E (±Q,y)j - iX>(Q,)</, = i f > . = htv- =Y 
\ i£s / \i=l J 1=1 i= l i=X 
Découlant du fait que les individus constituant l'échantillon s sont indépendants, nous 
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obtenons donc comme variance de y : 
Var(y) = Var(^E(^))=^Var(E(^) 
r 
w 
N N N 
J2 î/?Var(Qi) + E E ViViVo^Q» Qi) 
i=i j^i 2 = 1 
'
 N
 (AT 1 \ JV ^ /
 N 
E 2ra(iV—1) v ^ v ^ I - n \ y*
 N2 +EE^(îv^j 
.i=l i=l j^i V ' 
n^ïv2 
1 1 
nïV2 
' JV N N ' 
E^^-^-EE^ 
. * = 1 *=1 J^î 
JV JV JV JV 
^E^-EE^i-E^ 
i = l 
1 1 JV 
1 j# t 
2 
i = l 
- ^E(»-7) 
i = l 
2
 = S 
n ou i = l 
Nous voyons que pour estimer Var (y), il nous faut estimer o2. 
D 
Proposition 1.2.5. Lors de l'utilisation d'un plan d'échantillonnage simple avec remise, 
la variance de la population o2 = ^£ i e j / ( ï / i — Y)2 peut être estimée sans biais par 
sy= jn^vj z^,ies\yi ~ y) • 
Démonstration. Nous pouvons décomposer s2 de la façon suivante 
ï.^Efe.-^-^-F) 
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En calculant l'espérance de s2 en utilisant cette décomposition on obtient : 
*<$ = (^îjE^te-m-^^©-^) 
v
 ' «es v ' 
= (^T)EVa^)-(^iyVa^) 
( n - l ) ^ w ( n - 1 ) n 
n
 2 1 2 2 
( n - 1 ) ^ ( n - l ) ^ *y 
n 
Nous obtenons l'estimateur pour la variance de y : 
. 52 
Var(^) = ^ 
n 
Ceci complète la présentation des plans d'échantillonnage aléatoire simple. Nous allons 
passer à la présentation de plans d'échantillonnage aléatoire qui nécessite une connais-
sance a priori de la population. 
1.3 Plan d'échantillonnage aléatoire à probabilités in-
égales 
Le plan d'échantillonnage aléatoire à probabilités inégales est utilisé lorsque nous dispo-
sons d'information auxiliaire sur les éléments de notre population. Par exemple, si nous 
effectuons une étude sur la consommation de biens et services dans un pays, il serait 
judicieux de tenir compte du salaire du ménage lors de la planification de la sélection de 
l'échantillon. 
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Définition 1.3.1. Nous considérons comme information auxiliaire toute information 
connue sur la totalité des éléments de la population autre que la variable d'intérêt. 
Notons x, > 0 Vi, 1 < i < N, l'information auxiliaire utilisée pour définir les pro-
babilités de sélection et considérons, sans perte de généralité, que cette information est 
strictement positive. Il est important de pouvoir supposer que l'information auxiliaire uti-
lisée soit approximativement corrélée positivement avec la variable Y car nous poserons 
les 7r2 proportionnelles aux x%. 
Pour sélectionner un échantillon de taille n en utilisant l'information auxiliaire disponible, 
nous pouvons définir les irt comme suit : 
x n 
si — ^ < 1 Vi, 1 < i < N, alors 
E jv — — — 
fc=i xk 
x%n 
2^/c=i xk 
Nous pouvons voir que 
7vt = ^ Vi, 1 < i < N 
JV JV ^ 7 V 
E V~^ Xin Z-^ik—^ Xk n
*
 =
 z > —Jv = n—JV — = n 
fc=l fe=l £fe=l Xk £fc=l Xk 
Nous pouvons voir que si xt > —fcgc/Xfc alors •K1 sera plus grand que un. Dans ce cas, il 
faut sélectionner les éléments pour lesquels nz > 1 et réévaluer les nl pour les éléments 
non sélectionnés ainsi que réduire n du nombre d'éléments sélectionnés d'office. Il faut 
continuer ce cycle jusqu'au moment où tout les irt soient plus petits ou égaux à un. 
Par cette façon de procéder, la population se trouve séparée en deux groupes, le premier 
groupe est composé des éléments avec probabilité d'inclusion égale à un, et le deuxième est 
composé des éléments avec probabilité d'inclusion strictement inférieure à un. La sélection 
des éléments du premier groupe est évidente, car tous les éléments sont sélectionnés. Il 
faut donc sélectionner les éléments manquants pour obtenir la taille d'échantillon désirée 
dans le deuxième groupe en respectant les irl. 
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Proposition 1.3.1. Nous pouvons utiliser l'estimateur Y = £ i e s — pour estimer sans 
biais le total Y de la population. 
Démonstration. Propriétés des fonctions indicatrices 
( 1 si i G s . 
1
 \ 0 si i £ s > - -
lorsque s est sélectionné suivant un PSSR. 
P(Ii = 1) = P(i Es)= mE(Ii) = E(I2) = nt 
Var(/Î) = E(I2) - E(It)2 = m ~ (TT,)2 = 7^(1 - TT,) 
Pour i ^ j , 
E(Iilj) = P(h = 1 et I3 = 1) = mj. 
Suivant ceci, pour i ^ j , 
Cov(Ii, Ij) = E(lilj) - E(Ii)E{Ij) = iTij - n^. 
Revenons à la démonstration de l'estimateur Y pour estimer sans biais le total Y de la 
population. 
Bm-EfcïyB(±$)-±W^ = ±*Zr±* = r 
\i&s V \i=l V i=l l i= l * i= l 
D 
Proposition 1.3.2. De pfoz,s; si le plan d'échantillonnage est à, taille fixe, la, variance de 
l'estimateur d'Horvitz-Thompson pour le total Y est donné par : 
VariY) = E (!)2 *.(' - *•)+E Ê ( ^ ) <*« - *<*) 
t — x t — x y -f~v 
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Démonstration. 
= Ê(S)2v-(/.)+EEÊ|)cov(/„/,) 
i=l- v 8 / i = l 7^« V J / 
- Ê(*)'"(1-'0+ÊÊ(r*)('«-^) 
i=\ ^ l J i=\ &i \n*n3/ 
D 
Exemple. Si N = 5, n = 3, x\ = 2, x2 = 2, x3 = 6, £4 = 10, x5 = 20, on a que le total 
de la variable auxilière à la première itération des 7Tj tXl = £ f e = 1 Xk = 40 et donc 
^ = 3 / 2 0 , ^ = 3/20, ^ = 9 / 2 0 , ^ = 15/20, ^ = 30/20 > 1. 
^acl ^x l txi t x \ Zx\ 
Nous avons que l'élément 5 est sélectionné d'office (donc 715 = 1). Ensuite, il faut recom-
mencer la procédure. On a que 
tX2 = ^2 Xk = 20, 
keU\{5} 
et donc 
( n - 1 ) ^ = 1/5, ( n - 1 ) ^ = 1/5, ( n - 1 ) ^ = 3 / 5 , (n-1)^ = 1. 
tx2 X2 ^X2 tX2 
Nous obtenons donc les probabilités d'inclusion d'ordre 1 comme suit : 
7Ti = 1 /5 , 7T2 = 1 / 5 , 7T3 = 3 / 5 , 7T4 = 1, 7T5 = 1. 
Dans ce cas, deux éléments vont être sélectionnés a priori et que le problème se réduit à 
sélectionner un élément parmi une population de trois. 
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Nous voyons que quelque soit l'information auxiliaire utilisée, respectant les conditions 
énoncées, le problème de sélection de l'échantillon se réduit à trouver un plan d'échan-
tillonnage p(-) qui sélectionnerait n éléments dans une population U de taille N selon un 
algorithme de tirage qui respecte les probabilités d'inclusion d'ordre un. En effet, nous 
pouvons vérifier que pour l'exemple précédent, nous avons bien £ i=17Tj = 3 = n. 
1.3.1 Plan d'échantillonnage aléatoire de Poisson 
On présente le plan d'échantillonnage aléatoire de Poisson, car il sera utile de bien le 
comprendre lors du développement de notre estimateur de la matrice de covariance. Il 
est un cas particulier des plans d'échantillonnage aléatoire à probabilité inégale. Il exploite 
le principe de sélection bernoullien pour chacun des éléments de la population selon la 
probabilité de premier ordre que nous avons décidé pour chaque élément. Lors de la 
présentation de l'estimateur de la matrice de covariances, on utilisera que la sélection de 
l'élément i est indépendante de la sélection de l'élément j Vi 7^  j , 1 < i 7^  j < N. 
Pour réaliser le plan d'échantillonnage aléatoire de Poisson, il faut en premier lieu attri-
buer une probabilité pi à chacun des éléments d'être sélectionnés. Il faut choisir les pi de 
façon à ce que la £ i = 1 p% soit égale à l'espérance désirée de la taille de l'échantillon s qui 
est aléatoire et que l'on notera ns. 
N 
E{ns) = YlPi 
i=i 
La probabilité d'inclusion de premier ordre : ir% = pi Vi, 1 < i < N 
La probabilité d'inclusion de deuxième ordre : n^ = piPj Vi 7^  j , 1 < i 7^  j < N, car 
par construction les Pi ne dépendent pas des éléments de la population. 
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Ce qui conduit à la probabilité de l'échantillon s suivante : 
p(s)=i[pl n t.1-*) 
i€s t€U\{s} 
où U représente la population 
Ce plan soulève certaines problématiques. Premièrement, il existe une probabilité non 
nulle de sélectionner un échantillon vide. Cette problématique relève surtout du plan 
théorique, car, en pratique, il suffit d'exécuter une nouvelle sélection. Deuxièmement, la 
taille de l'échantillon est aléatoire ce qui du point de vue théorique introduit une nouvelle 
variable aléatoire et, du point de vue pratique, il n'est pas aisé de déterminer les coûts 
reliés à l'étude lorsque la taille de l'échantillon est inconnue au départ. 
Proposition 1.3.3. Pour le plan de Poisson, nous avons l'estimateur sans biais suivant, 
Démonstration. L'estimateur Y = £ i G s — est un cas particulier de l'estimateur sans 
biais présenté dans la section précédente qui est obtenu en utilisant la propriété suivante : 
nt = pi Vi, 1 < i < N. O 
"~ ^ JV / \ 2 
Proposition 1.3.4. La variance de Y est donnée par Var(Y) = £ î = 1 ( — ) Pi(l — Pi). 
Démonstration. La variance pour le cas général est donnée par : 
JV / s 2 JV JV , x 
i=i V f t / i=i &i v71*71*/ 
Utilisons les propriétés suivantes du plan de Poisson : 
n, = pi Vi, 1 < i < N 
Kij = PtPj Vi 7^  j , 1 < i 7^  j < N 
D 
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1.4 Plan d'échantillonnage aléatoire stratifié 
Pour la réalisation du plan d'échantillonnage stratifié, il faut, en premier lieu, que la po-
pulation U se divise en H sous-populations disjointes. Ces sous-populations sont induites 
par une caractérisation de la population à l'étude à l'aide d'information auxiliaire dispo-
nible. La caractérisation peut se faire à l'aide de variables qualitatives ou quantitatives. 
Les variables démographiques sont de bonnes candidates pour la stratification. Il faut ce-
pendant connaître la variable utilisée pour tous les éléments de la population. Par la suite, 
on sélectionne de façon aléatoire simple des éléments dans chacune des sous-populations 
ou strates. 
Introduisons quelques notations : 
he sous-population : Uh où 1 < h < H 
où Ul P| U] = 0 pour l<i,j<Heti^j. 
Le total de la population se définit par la somme du total de chacune des sous-populations 
ou strates. 
h=l 
Par la suite, il suffit d'effectuer un plan d'échantillonnage aléatoire sur les éléments à 
l'intérieur de chacune des strates. 
L'échantillon tiré de la strate h : sh où 1 < h < H 
Découlant du fait que les sous-populations sont disjointes, nous avons que l'échantillon 
s = si \J S2 [J s3 |J . . . |J SH avec si de taille ni, s2 de taille n2, s3 de taille n3, ..., SH de 
taille nH. Prenons n la taille de s alors n = ni + n2 + n3 + . . . + nH — £ ^ = 1 rih 
De plus, on note le ie élément de la strate h : y^. 
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uh 
u 
Figure 1.1 - Représentation graphique de la population U divisée en strates ainsi que 
l'échantillon s 
Dans le cas du plan d'échantillonnage stratifié, lorsqu'on effectue un plan aléatoire simple 
à l'intérieur de chaque strate pour sélectionner les éléments, nous obtenons la probabilité 
d'inclusion de premier ordre pour l'élément i dans la strate h : 7r, = jjj*- Vi E Uh 
Proposition 1.4.1. L'estimation sans biais du total Y est donnée par : 
H 
?-£ E * 
h=l i£sh 
Nh 
nh 
Démonstration. Introduisons les variables indicatrices Ihi définies comme suit : 
1 si i G Sh 
Ihi
 Ï O s i i ^ 
Notons que P(Ihi = 1) = P(i e sh) = ^ = ^ 
Vi, 1 < i < Nh 
E(Ihl) = E{I2hl) = nh Nh 
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2 \ cv r \2 nh ( nh\ nh ( n nh 
var(4.) = £«,) - E^y = t - y t ) = t y i ^ 
Pour i 7^  j , 
E(IhlIh]) = P(IM = 1 et Ihj = 1) = P ( / w = 114, = 1)P(/W = 1) = ( ^ 3 ) ( ^ 
Suivant ceci, pour i ^ j , 
Cov(Ihi,Ihj) = E(IMIhj) - E(Ihl)E(Ihj) 
-1 ( nh\ (nh 
Nh-1\ Nh \Nh 
h=i \ i/ \ t e s h / 
H ,
 N v JVh 
fe=i x ' i=i 
H ,
 AT N JV^ ( ^ J E ^ 
h=l v " • 7 i=l n 
H JVh 
= EE* = y 
h=l i=l 
D 
Proposition 1.4.2. La variance de cet estimateur est donnée par l'expression : 
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Démonstration. 
H 
Var(?) = Var(^]T 
v/ï=l iÇSh 
yhiNh 
nh 
H 
= E M E 
h=i 
H 
E 
h=l 
H 
Nh 
nh 
2 
UhiNh \ car l'échantillonnage dans chacune des 
n/j / strates est indépendant d'une strate à l'autre. 
Var I J21> hiVhi 
=1 
- s(r 
/ i = i x 
/ i= i v " 
« h «h nh 
E ^ V a r ( 7 ^ ) + E E yhiyhjCov(ihï, ihj) 
i=l 
nh 
i=l j=£i 
'"•h / \ " h "fa -i / 
i = l v ' z= l J # l 
^/t \ rih 
Nh Nh 
H
 'Nh\2nh 
h=l 
H 
Y^\ — \ ^ - i i - ^ 
n/J iV* 
= E('§V^u 
/ i= i 
H 
nhJ Nh 
nh^ 
Nh) 
nh^ 
Nh) 
1 
Nh-l 
1 
i V „ - l 
nh nh nh 
E ' -V^u 
h=l 
H 
nhJ Nh 
(Nh -1) E vit - E E ^ ^ 
i = l i = l j^i 
^E ,2 /w 
i = i 
E y w 
, i = i 
E^-V-^u 
h = l W iVh 
W / » ^ 
Nh) 
nh\ 
Nh) 
Nh 
Nh-l 
Nh 
Nh-l 
nh -, I nh 
2-^ y>li ~ ~Nu \ 2-** 
z=l " h \i=l 
Vhi 
1=1 
nh 
Efo*-y*)2 
i = i 
N; E lyh I -, "-fe 
«., \ A/Y h = l ™/» 
nh 
Nh) Nh-l a. yh 
h=l nh 
-E^-fU 
D 
On se rend compte que ce plan permet d'obtenir une variance réduite pour l'estimateur 
du total lorsqu'il y a une parfaite homogénéité à l'intérieur de chaque strate et une 
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hétérogénéité entre les strates. Le plan d'échantillonnage stratifié n'est qu'une utilisation 
des données auxiliaires qui sont parfois à notre disposition. La section suivante propose un 
plan d'échantillonnage aléatoire qui permet de transformer notre étude de la population, 
en ne considérant plus les sujets composant la population, mais les groupes de sujets. 
Ceci permet de pallier, entre autres, au problème de manque de base de sondage pour 
toute la population. 
1.5 Plan d'échantillonnage aléatoire en grappe 
Le plan d'échantillonnage aléatoire en grappe peut être utilisé lorsque nous ne disposons 
pas d'une liste exhaustive des sujets de la population à l'étude, mais que nous disposons 
d'information à plus haut niveau. Par exemple, si nous ne disposons pas d'un registre 
complet des éléments d'un pays et que nous désirons estimer le salaire moyen des habi-
tants. Dans ce cas, nous pourrions utiliser une liste des régions administratives du pays 
et en sélectionner un échantillon aléatoire. De celles sélectionnées, nous pourrions alors 
interroger tous les éléments qui y habitent. 
Définition 1.5.1. Désignons par U la population de taille N divisée en M sous-ensembles, 
Uk, k = l, •.. ,M appelés grappes tels que 
Ui\JU2\J...[jUk[j...[jUM = U etUkf]Ur = H)pourm^r. 
Le nombre de sujets dans la grappe définit la taille de celle-ci et nous le notons Nk. 
Ce qui entraîne que £ f c = 1 Nk = N avec N la taille de la population. 
Le total pour la population peut alors s'écrire 
M M y
 = EE* = E^ 
fc=l i&Uk fe=l 
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où Yk égale le total pour la grappe k, qui peut être exprimé comme ceci : 
Nk 
Yk = Y^yki Vk,l<k<M. 
i=i 
Tel qu'introduit précédemment, le plan d'échantillonnage aléatoire en grappe se réalise 
en sélectionnant des grappes pour lesquels nous étudierons chacun des éléments. Nous 
nous limiterons à la présentation du plan d'échantillonnage aléatoire simple en grappe. 
Ce qui signifie que l'échantillon est sélectionné selon un échantilonnage aléatoire simple 
sans remise où les grappes sont les éléments pris en considération. 
Donc, un échantillon s de taille m signifie qu'il y a m grappes sélectionnées. 
Proposition 1.5.1. Dans le cas d'un plan d'échantillonnage aléatoire simple en grappe, 
y
 = E^ 
kes 
ou 
Yk = Yk—, Vk,l<k<M 
m 
est un estimateur sans biais pour le total de la population. 
Démonstration. Propriétés des fonctions indicatrices 
lorsque s est sélectionné suivant un plan d'échantillonnage aléatoire simple en grappe. 
777 
P(Ik = l) = P(kEs) = -
E(h) = E{ll) = ^ 
Var(4)^(4V^^-©^i(l-^) 
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Pour k 7^  r, 
E(IkIr) = P(7fc = 1 et 7r = 1) 
Suivant ceci, pour k ^ r 
Cov(Ik,Ir) 
E(Y) 
D 
Proposition 1.5.2. La variance de l'estimateur 
Y = YYk oùYk = Yk—, VI < k < M /L
^ m 
k€s 
est donnée par 
Var(Y) = M2 (- - -M S2 où S2 =—*—Y (Yk - Y)2 
v
 ' \m M) M - 1 ^ v ; 
x 7
 fe=i 
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= P(/ r = l | 4 = \)P{Ik = 1) 
-(S^)( M) 
= E(IkIr) ~ E(Ik)E(Ir) 
mm — 1 / m \ 2 —1 
M M - 1 ~ VMJ = M-\ 
M 
M) \MJ 
, t e . kes m 
MWx>^=^f><w 
m 
,fc=i m fc=i 
M n/r M 
-Y~Yk = YYk = Y 
m *-" M ^ 
fc=i fc=i 
Démonstration. 
M 
m 
Var(Y) = V a r f ^ n ) =Var(j]yfc; 
\k€s J \k£s 
" M 
Y, Var(/fc)yfe2 + E E nnCov(/fc) 7r / M 
M 
m 
M M 
fc=l 
JW 
fc=l r^fc 
M M 
K = 1 fc=l rqtfc 
//'^'>\ /'i w \ / r a \ 1 
VmJ V ~MJ \M) M - 1 
M M M 
(w-i)E^-EE^ 
fc=i fc=l rj^k 
MM - - i 
m M / M - 1 
""'à-*1* 
M 
E(^-F)5 
Lfc=i 
D 
Nous avons donc effectué une révision des plans d'échantillonnage classiques. Ces plans 
reviendront de façon sporadique au fur et à mesure que nous avancerons dans les chapitres 
suivants. Dans le chapitre suivant, nous utiliserons ces plans d'échantillonnage classiques 
pour définir le schéma d'échantillonnage rotatif. 
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CHAPITRE 2 
Plan d'échantillonnage rotatif 
On va maintenant définir la famille des schémas d'échantillonnage rotatif. Comme cité 
précédemment, le schéma d'échantillonnage rotatif est construit de telle sorte qu'il four-
nit la procédure pour sélectionner à t = 0 un échantillon s0 de taille n0 et à t = 1 un 
échantillon Si de taille n0, à partir d'une population d'unités statistiques U. L'idée gé-
nérale de ce plan consiste à prendre un premier échantillon à t — 0, et, pour le second 
à t — 1, nous reprenons le même à la différence que certains individus s'ajoutent et que 
d'autres quittent l'échantillon. Nous supposons que la population est la même lors des 
deux instants d'échantillonnage, mais que les échantillons se chevauchent. 
2.1 Plan d'échantillonnage rotatif simple 
On définit le plan d'échantillonnage rotatif comme étant la combinaison de deux plans 
d'échantillonnage qu'on va maintenant définir. On noter le premier plan po(so) et le 
second Pi(si|so)- Ces plans suivront les probabilités de premier ordre TT0;1 qui serviront à 
sélectionner s0 à t = 0 et les probabilités de premier ordre 7Ti;l qui servirons à sélectionner 
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Si à t = 1 étant donné que SQ a été sélectionné en t = 0. 
Définition 2.1.1. Le plan d'échantillonnage rotatif est dit simple lorsque so est sélec-
tionné selon un plan d'échantillonnage aléatoire à probabilités inégales et que si est sélec-
tionné en combinant n0i individus sélectionnés selon un plan d'échantillonnage aléatoire 
simple sans remise avec rii\o = ni — UQI individus sélectionnés aléatoirement dans la po-
pulation U et qui n'avaient pas été sélectionnés à t = 0. Une étude sur l'efficacité de ce 
plan fût réalisée par [Tam84]-
Définit ion 2.1.2. Désignons par g la proportion des individus de so qui sont aussi sé-
lectionnés à t = 1. Nous avons donc, g = n0 i /no- Posons, q comme la probabilité qu'un 
individu qui ne fût pas sélectionné à t — 0 d'être sélectionné à t = 1. Dans ce cas, 
q = ni\0/(N -n0). 
Propos i t ion 2 .1 .1 . Les quantités g et q permettent de définir la probabilité d'inclusion 
conditionnelle pour un individu i E U d'être sélectionné pour Si étant donné SQ comme 
étant îti-i = gS0;i + q(l — 50;i) où i 50;î = 1 si i E sç, et 50;î = 0 sinon, Vi E U. 
Démonstration. 
7Tl;i =Pl(i E Si\s0) 
Propos i t ion 2.1.2. L'espérance de la probabilité d'inclusion conditionnelle 7fi;i nous 
définit les probabilités d'inclusion inconditionnelle iri;i en fonction des 7r0;î. 
En d'autres termes on aura : Efôi^) = gn0-i + q(l — 7r0;i) = 7Ti;i. 
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= Pi (i E Si\i E s0) +Pi(i E Si\i 3 s0) 
n o 1
 x ,
 n i l ° (1 x \ * x 
°0;i + TTÏ r ( l — d 0 ; t) OU Ô0;J = 
n0 {N - no) 
go~o-,i + q(l - S0-i) où 50.}i = 
1 si i E s0 
0 si i £ s0 
1 si i E s0 
r> • • A VI E U 
0 SI % f. SQ 
Mi EU 
• 
Démonstration. 
£(7fi;i) = E(gS0]i + q(l - S0it)) 
= E(gS0;l) + E(q(l - 50.t)) 
= gE(S0;i) + qE(l - 6^) 
= gno-,i + g(i -TTO;Î) 
= 7Tl;i 
D 
Comme pour les plans d'échantillonnage aléatoires à probabilités inégales, une multitude 
de plans peuvent satisfaire les probabilités de premier ordre 7To;i et -ÏÏ^. La section suivante 
portera justement sur un critère de sélection pour déterminer un plan d'échantillonnage 
aléatoire rotatif. 
2.2 Utilisation de l'entropie pour un modèle d'échan-
tillonnage rotatif 
Dans cette section, nous définirons en détail ce qu'est l'entropie d'un plan d'échantillon-
nage aléatoire. Dans le but de reproduire la méthode utilisée par [Hâj64] pour effectuer 
une approximation d'un schéma d'échantillonnage rotatif en utilisant le principe de maxi-
mum d'entropie avec comme objectif d'en déduire un estimateur de la covariance entre 
les totaux à t = 0 et les totaux à t = 1. L'idée derrière l'utilisation du principe d'entropie 
découle du fait qu'on désire que le plan soit le plus aléatoire possible. En d'autres mots, 
l'entropie d'un plan d'échantillonnage représente à quel point on peut prédire l'échantillon 
qui sera obtenu. 
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Pour ce faire, nous commencerons par définir ce qu'est le « Modèle à Maximum d'En-
tropie d'Échantillonnage Rotatif »(MMEER). Puis, nous élargirons les résultats obtenus 
par [Hâj64] à un échantillonnage double avec une intersection non vide entre les deux 
échantillons. C'est alors que nous déduirons un estimateur de la covariance. 
Définition 2.2.1. [Hâj59j 
L'entropie d'un plan d'échantillonnage P(s) est définie par ^ = £ s < [^p(s)] où la som-
mation s'effectue sur tous les échantillons s possibles, ip[x] = —xln(x) et ip[0] = 0. 
C'est-à-dire * = £ s -p(s) lnp(s) = £ s p(s) In ^ . 
Pour bien saisir la notion d'entropie, nous allons évaluer l'entropie du plan d'échantillon-
nage aléatoire simple sans remise, du plan d'échantillonnage aléatoire simple stratifié et 
d'un plan quelconque. 
Exemple 1. Pour le plan d'échantillonnage simple sans remise, pour tout échantillon s 
de taille n, p(s) = -Ars, Vs. 
U) 
Donc, pour le plan d'échantillonnage simple sans remise, l'entropie est donnée par 
*
=Ç-èh,fë)-,D©-
Exemple 2. Pour le plan d'échantillonnage simple stratifié, pour tout échantillon s de 
taille n, nous avons que s = Si (J s2 \J s3 \J ... (J SH OÙ SJ f] Sj = 0 pour 1 < i, j < H et 
i 7^  j . De plus, la sélection des individus d'une strate est indépendante des autres strates. 
Donc, p(s) = rL==iP(s;)> V s o u P(si) = jk)> Vs* 
L'entropie de ce plan est donnée par 
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Exemple 3. Nous allons maintenant considérer un plan d'échantillonnage quelconque 
que nous allons en premier lieu définir. 
Population : 
17 = {1,2,3,4, 5,6} 
Échantillons possibles : 
si = {2,4, 6}, s2 = {1, 2, 5}, s3 = {5,6} et s4 = {3} 
Probabilité de chaque échantillon : 
P(si) = | , p(s2) = | , p(s3) = | et p(s4) = i 
Pour ce plan, nous obtenons l'entropie suivante : 
- 1 , 1 1, 1 1, 1 1, 1 
vjr = — In In In In -
6 6 3 3 3 3 6 6 
2 2 1 2 1 
= - I n 6 + - l n 3 = - I n 6 + - l n 3 = - I n 2 + ln3 
6 3 3 3 3 
Ceci complète les exemples de calculs d'entropie pour un plan d'échantillonnage. 
Définition 2.2.2. Désignons par Qo et Qi les ensembles de tous les échantillons s0 et Si 
avec les tailles appropriées, c'est-à-dire, 
^o = {s0 • #s 0 = n0}, 
^ i = {si : # s i = ni ; #s 0 i = # s 0 Ç~) si = n0 i}. 
Définition 2.2.3. Modèle à Maximum d'Entropie d'Échantillonnage Rotatif (MMEER) 
Le MMEER procède de la manière suivante : 
1. il sélectionne un échantillon So E fio et un échantillon Si E fli 
%• Po{so) et PI(SI\SQ) sont tels que les plans d'échantillonnage PQ(S) et Po(s) ont la 
plus grande entropie possible 
3. il faut à t = 0, que PQ(S) définisse des probabilités d'inclusion de premier ordre qui 
sont égales aux TT0]i pour chacun des éléments de la population. A t = 1, que Pi(s) 
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définisse des probabilités d'inclusion de premier ordre qui sont égales aux TTI^ pour 
chaque élément de la population. 
Il nous reste à déterminer ce que seront po(so) et Pi{si\s0) pour le MMEER. 
Le théorème suivant démontre que le MMEER est défini par une combinaison de deux 
plans d'échantillonnage de Poisson conditionnels. 
T h é o r è m e 2 .2 .1 . Si un plan d'échantillonnage aléatoire respecte les conditions du MMEER, 
alors il est défini par une combinaison de deux plans d'échantillonnage de Poisson condi-
tionnels. 
Po(so) = 
Pi(si |s0) 
Po{s0 e O0) 
Pi(si\s0) 
Pi(si E fii|s0) 
où po(s0) = 0 si # s 0 7^  n0 et Pi{si\s0) = 0 si # s x ^ nx ou si # s 0 i = # s 0 f) si 7^  ™oi, 
et, où, les plans d'échantillonnage PQ{SQ) et PI{S\\SQ) sont des plans de Poisson définis 
par : 
po(s0) = n ^ n ^ - ^ ) 
Pi(si\s0) = Y[pi,iY[{i-pi,j)-
où les po,t sont choisis tels que les probabilités d'inclusions de premier ordre du plan 
Po(so) sont 7r0;î et les pitl tels que les probabilités d'inclusions de premier ordre du plan 
Pi{si\so) sont 7Ti;i. P(so E f2o) représente la probabilité sous PQ(SQ) que so soit de taille 
n0. Pi(si E ^ i | so) représente sous Pi(si\so) que la taille de Si soit de taille ni et que s0i 
soit de taille noi- En d'autres mots, nous avons que les plans d'échantillonnage Po(so) et 
PI{SI\SQ) sont conditionnels sur les tailles d'échantillon nç>, ni et noi-
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Démonstration. Premièrement, démontrons que po(s0) est un schéma d'échantillonnage 
à entropie maximale. En nous inspirant de la méthode préconisée par [Hâj59] nous uti-
liserons les multiplicateurs de Lagrange pour effectuer l'optimisation sous contrainte de 
la fonction d'entropie. 
Nous désirons obtenir le maximum pour la fonction d'entropie suivante : 
^(Po) = ^ - P o ( s ) l n p 0 ( s ) 
s€Oo 
sous la contrainte 
YPO(S) = no* ou E p ° ( s ) ~~ n°'1 = ° 
s3i s3i 
Nous obtenons donc le Lagrangien suivant : 
L(p0(s),X) = Y -Po{s)lnp0(s) + E A M E p ° ( s ) ~ n°'1 ) 
S£ÙQ i=l \ s3i / 
où les Aj sont les multiplicateurs de Lagrange. 
Nous allons maintenant dériver le Lagrangien par rapport à Po(s). 
N / 
Y -Po(s)lnp0(s)+Yx* Yp°(s"> _ 7 r ° ^ L(p0(s),X) = dpo(s) 
Cette dérivée égale : 
d 
dp0{s) 
.sGflo i = l \ s o 3 i 
_ . .L(p0(s),X) = ( - m p o ( s ) - l ) + E A * = 0 VsGfio 
p0(s) = eE i e so(A î"^) = J J e ( A , _ ^ ) . 
ieso 
Nous allons maintenant dériver le Lagrangien par rapport à Aj. 
JV / 
Y -Po{s)lnp0(s)+YXi ^Po(s) ~ K0;i ^L(Po(s)A) = ^ 
.seHo i=l \so3i 
= 0. 
= 0, Vi, 1 < i < N 
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^ Po(s) = TTo-i, Vi,l<i<N 
so9i 
Nous obtenons donc une expression analytique pour un schéma à entropie maximale 
s'inspirant de la démonstration réalisée par [Hâj59] à t = 0. Nous avons obtenu que le 
plan d'échantillonnage réalisant le maximum d'entropie s'exprime sous la forme suivante : 
-Pmax(So) = _[]_ Afc 
fceso 
où Pmax(so) = 0 si s0 fi ft0 et les Afc positifs et tel que 
/
 J -Pmax(So) = 7T0;fc 
kBso 
_ PQ(SQ) 
PO(SO)=1[(1-PO,)UT^^ 
i — Pn-i 
Maintenant, p0(s0) = p^J^ implique 
_Po, 
1 
où PO(SQ) = 0 si s0 fi Q0. Nous pouvons voir que 
7Jmax(So) = I I Afc é g £ l l e Po(So) = H ( l ~ P0;i) H
 1 _ " " 
kes0 ieU jGs0 ''i 
quand Afc = - — - r ] T ( 1 - p0]i) 
(1 - P0;k) jj: 
Comme les probabilités d'inclusions d'ordre 1 de po(so) sont données par les 7r0;fc, alors, 
£ f c 9 s o ^max(so) = 7t"o;fc tient quand p0(s0) = Pmax{s) et Afe = ( 1 ^ ; f c ) Uieui1 ~ Po-,i) e s t 
vérifié. [Hâj59] a démontré que Pma.x(s) est unique. Alors, po(so) est le schéma d'échan-
tillonnage à entropie maximale. Cependant, Afc positif implique que 0 < po]k < 1. Les 
Po;fc sont alors les probabilités d'inclusions d'ordre 1 pour un plan d'échantillonnage de 
Poisson Po(s0) = YliesoPo,iYljdso{^ — Po,j)- U n e preuve similaire permet de démontrer 
que P I (S I |SQ) est le schéma à entropie maximale à t = 1. D 
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Le MMEER n'est pas le plan d'échantillonnage utilisé pour la sélection des échantillons, 
mais pour estimer le plan d'échantillonnage et en tirer un estimateur de la covariance 
comme nous le verrons dans le chapitre suivant. En fait, le MMEER peut être utilisé de 
façon exacte dans le cas où «o est sélectionné suivant un plan d'échantillonnage simple 
sans remise. En effet, si 7r0;2 = n/N, p0(s0) = p^^L) e t Pi(Sllso) = Pfoenffio) s o n t d e s 
plans d'échantillonnage aléatoires simples sans remise. 
Nous obtenons donc que le MMEER estime l'actuel plan d'échantillonnage lorsque celui-
ci est un plan d'échantillonnage à probabilités inégales. En effet, si po(so) et Pi(si|s0) sont 
des plans d'échantillonnage à haute entropie, alors les approximations po(so) =
 P ( s ^ s 
et pi(si\s0) = p^gnîfio) s o n t Justifiées [Ber98]. 
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CHAPITRE 3 
Estimation de la matrice de covariance 
Notre objectif est d'obtenir un estimateur de la matrice de covariances d'un vecteur 
aléatoire en utilisant le cadre fourni par un schéma d'échantillonnage rotatif, ce qui nous 
permettra, entres autres, de pouvoir calculer la variance de A = Yî — YQ. 
3.1 Problématique 
Pour obtenir l'estimateur de la matrice de covariance proposée,on s'intéresserons à la 
différence A où Y0 et Yî sont les totaux d'une population à t = 0 et t = 1. Dans le but 
d'estimer A, nous nous intéresserons aux estimateurs d'Horvitz-Thompson pour Y~0 et 
Yi et à la covariance entre ces variables. C'est l'estimation de cette covariance qui est 
nécessaire à l'estimation de Var(A) = Var(Yi) + Var(Yo) — 2Cov(Yï, Y0), qui justement 
est l'objectif de ce mémoire. 
Notation : 
yo = Yy°'i> yi = YVl>i 
i€U ieU 
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où yo-i et yi-i sont les valeurs des variables étudiées à t = 0 et t = 1, respectivement. 
L'ensemble U est défini comme la population cible et supposée la même à chaque vague. 
Supposons que A soit estimé par 
A = Yi- %, 
où Y0 et Yi sont des estimateurs du total de type [Nar51] ; [HT52] donné par : 
o^ = E y°^ 
i£so 
Yi = E ^ 
où yo;i = yo;i/^o-,i et jji-i = J/I^/TTI^ et où «o et Si représente deux échantillons, qui se 
chevauchent, sélectionnés respectivement à t = 0 et t = 1. Les quantités 7To;i et 7Ti;î sont 
les probabilités d'inclusion de l'individu i à t = 0 et t = 1. Ces probabilités ont été 
définies au Chapitre 2. 
La variance de A = Yi — Y0 est donnée par 
Var(Â) = Var(Yi) + Var(Yo) - 2Cov(Yo,Y\). 
Les estimateurs usuels peuvent être utilisés pour estimer Var(Yo) etVar(Yi). Il est pos-
sible d'estimer la corrélation à partir de la corrélation pour l'échantillon apparié [Kis65]. 
Cependant, si une grande corrélation est un peu surestimée, l'estimateur de la variance de 
A pourra significativement sous-estimer Var(A). Dans la Section 3.3, nous proposerons 
un estimateur alternatif pour la covariance qui ne repose pas sur la corrélation estimée 
de l'échantillon apparié. Des simulations pourrait être réalisées pour démontrer que l'es-
timateur proposé est plus précis que l'estimateur proposé par Kish. Malheureusement, 
cet excercise ne fût pas réaliser dans le cadre de ce travail. 
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3.2 Covariance suivant le Modèle à Maximum d'Entro-
pie d'Échantillonnage Rotatif (MMEER) 
Cette section portera sur l'estimation de la covariance dans le cas où le plan d'échantillon-
nage réaliser peut être estimé par le MMEER. L'estimateur présenté, exploitera le fait 
que ce schéma est conditionnel sur les tailles no, ni et n0i- Pour ce faire, on utilise l'ap-
proche préconisée par [Hâj64] pour déterminer l'estimateur de la matrice de covariance. 
Dans un premier temps, on déduit un estimateur non conditionnel de la covariance. Ce 
qui signifie qu'on considère que les tailles des échantillons so, Si et s0i sont aléatoires. 
Dans un deuxième temps, on utilise les conditions imposées par le MMEER sur les tailles 
des échantillons s0, Si et s0i pour calculer la covariance. On termine par la présentation 
de l'estimateur de cette covariance conditionnelle. 
Supposons que nous ayons un schéma de Poisson qui permet de sélectionner so selon le 
plan d'échantillonnage de Poisson Po(s0) = Y[i<=SoPo,* Yljés0(^ ~ Po,j) et de sélectionner 
Si selon le plan d'échantillonnage de Poisson Pi(si|s0) = Y[iesi Pis F L ^ ^ ~~ PI,J)- De 
plus, Po(so) et Pi(si|so) sont tels qu'énoncés dans le théorème 1. Ce schéma de Poisson 
et le MMEER sont deux différents schémas d'échantillonnage. Il est important de noter 
que sous le schéma de Poisson, les tailles n0, ni et n0i sont aléatoires. Nous utiliserons 
la même notation pour la taille des échantillons (aléatoire) sous le schéma de Poisson et 
pour la taille des échantillons (fixes) sous notre schéma. 
Supposons que le vecteur u = (Y0, Yi, n0, ni, noi)' suive, à no, ni et n0i fixés, entiers et 
positifs, une distribution normale multi-dimensionnelle sous le schéma d'échantillonnage 
de Poisson, u ~ N(/J,U, Su), où fiu et S u sont respectivement la moyenne et la matrice de 
covariance de u sous le schéma de Poisson. 
La normalité de u n'est pas un présupposé sur la distribution des variables d'intérêts. 
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Ce présupposé porte uniquement sur la distribution de u sous le schéma de Poisson. Ce 
présupposé est naturel, car dans un schéma de Poisson les individus sont sélectionnés 
de façon indépendante. Cependant, les conditions données par [Hâj64] pour la normalité 
asymptotique sous les plans d'échantillonnage de Poisson peuvent être généralisées pour 
le schéma de Poisson. 
Dans la prochaine section, nous dériverons une expression pour E„. 
La matrice de covariance de U peut être partitionnée de la façon suivante 
^ 1 1 . z 
y y 
yy yn y T 
yn '-'nn 
où Tiyy est la matrice de covariance de (Yi,Yô)', En n est la matrice de covariance de 
(n0, ni, noi)' et Tiyn est la matrice de covariance entre (Yi, Yo)' et (no, ni, n0i)'. Toutes les 
variances et covariances de Eu découlent du schéma d'échantillonnage de Poisson Po(s0) 
et Pi(si|s0). Dans la section 3.3, nous dériverons une expression analytique pour Eu . 
Nous allons maintenant introduire le MMEER pour calculer la matrice de covariance. 
Dû au fait que Po{s0) = pi° en ) e t Pi(silso) = Pfs ^Q\S ) s o n t des probabilités condi-
tionnelles, alors le MMEER est conditionnel sur (n0 ,ni, noi)'. Dans ce cas, la matrice 
de covariance de (Yi,Yo)' sous le MMEER est la matrice de covariance étant donné 
(n0,ni,noi)', qui est donnée par 
i y y V - ^ y ' 
Jyy\n — ^yy ^yn^nn^yn ~ 
VarM(y0) CovM(Y0,Yi) 
CovM(Y0,Yi) VarM(Yi) 
car on suppose que u ~ jV(/tu,E„). Ici, E~^ est la matrice inverse de En„. Tel que 
démontré par Lawley (1943), notre expression de ETO|n est valide sous des conditions qui 
sont plus faibles que la normalité de u. Donc, la normalité n'est pas strictement nécessaire 
pour la démonstration de l'estimation de T,yy\n. 
Nous allons maintenant nous intéresser à l'estimation de la matrice de la covariance sous 
le MMEER. Supposons que nous ayons un estimateur Eu pour Eu , un estimateur naturel 
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pour Tjyy\n est alors 
^yy\n — ^yy y v - i v ' — 
^yn^nn^yn ~ 
VarM(Yo) COVM(YO,YI) 
CovM(Yo,Yi) VarM(î i) 
où T,yy, Tjyn et En„ sont des sous-matrices de Eu. 
La matrice E w | n est un estimateur pour la matrice de covariance de (Yi, Yo)'. Cet estima-
teur peut facilement être étendu pour le cas où nous étudions deux ou plus estimateurs du 
total en incluant tous les estimateurs des totaux dans le vecteur u = (Y0, Yi, no, ni, n0i)', 
c'est-à-dire, en substituant Yo et Yi par des vecteurs dans la définition de u. 
La même approche peut être utilisée pour obtenir un estimateur de la variance pour 
Yô- Supposons uo = (Yi,n0)' normal (sous le schéma de Poisson) avec une matrice de 
variance covariance estimée par 
% Var 
n0 T.ieaoi1 ~ nOii)yo;i do 
où d0 = £ i e 5 o ( l ~ no^). Un estimateur pour la variance de Yo est donné par l'estimateur 
pour la variance conditionnelle : 
- 2 
E ( X ~ ^\i)yo-,i vàr"(yo)=Va^(Yo|n0) = V ( l - 7r0;^02, - i 
do I€SQ .îGso 
= E(1~^) 
ies0 
y°* ~ T E ( 1 _ î r , ) A 
d0 t€so 
Un estimateur de Var(Yi) pour la variance de Yi peut être déduit de façon similaire. 
L'estimateur de Var(Yo) est l'estimateur proposé par Hâjek(1964) pour la variance de Yo. 
Il n'est pas surprenant de trouver l'estimateur proposé par Hâjek, car nous nous sommes 
inspirés de l'approche qu'il avait utilisée. 
Cependant, Var(Yo) est différent de VarM(Yo) dans Éyy\n, car VarM(Yô) est obtenu par 
un conditionnement sur les trois tailles n0, nx et noi et non pas uniquement sur la taille 
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de so- En fait, Berger (1998) démontre que Var(Yô) est asymptotiquement non biaisé. 
C'est pour cette raison que nous proposons la quantité ci-après pour estimer la matrice 
de covariances : 
Var Yo 
Yi 
1/2 
PM 
Var(Yo) (Va7(y0)Vàr(Yi)) pM 
(vàr(Yo)Var(Yi)) ^ pM Var(Yi) 
C^v(y0,Yi) 
Var M (y 0 )Var M (yi ) 
1/2 
Tel que précédemment exprimé, il est possible de généraliser l'estimateur Var 
pour plus de deux estimateurs du total. 
Yo 
Yi 
3.3 Estimation de la matrice £ 
u 
Précédemment, nous avons définis E u comme étant la matrice de variance-covariance de 
u = (YQ, Y"i, n 0 , n i , no i ) ' qui suit une distribution multinormale sous le schéma d'échan-
tillonnage de Poisson, c'est-à-dire, u ~ N(/J,U,TJU). 
Propos i t ion 3 .3 .1 . Nous pouvons écrire E u de la façon suivante : 
E„ = Â'rrCuÂu, où Âv = 
yo 0 z0 0 0 
0 m 0 z0 0 
0 0 0 0 ZQ 
avec y0 = (y0 ; i , • • • ,#o;jv)', i/i = (#i ; i , • • • , # I ; J V ) ' , où y0-z = yo^/^o-i et &., = yi-ij^i-i, z0 
est un vecteur de taille N x 1 de 1, et 
Cv = 
Cû;0 Co ;l Cû;01 
Co;l Cl;l Cl;01 
C();01 Ci ;oi Coi;oi 
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Les sous-matrices de C\j sont des matrices diagonales de taille N x N données par 
C0;o = diag {TTO^I - 7T0;i) • i E U} , 
Ci ;i = diag {ir^l - nUi) : i E U} , 
Coi;oi = diag{gn0]i(l - g7r0]i) : i E U} , 
Cb;i = diag{ir0-i(g - 7Ti;t) : i E U} , 
Co-oi = diag{g7r0.ti(l - n0.t) : i E U} , 
Ci-oi = diag{gir0]i(l - ^i-,i) '• i € U} 
Démonstration. En utilisant la notation matricielle, nous avons que u = A'S où 5 = 
(ô'0, S[, SQI)'. Les vecteurs S'0, S[ et S'01 sont les vecteurs indicateurs des échantillons s0, Si et Soi-
C'est-à-dire que 
<5() = (So;l, So-2, • • •, S0;N) , 
Si = (Si-i,Si-2,... ,ShN)' et 
Soi = (<5();l<5l;l, ^ 0;2^1;2, • • • ; <5o;JV<H;Jv) 
ç / 1 si i E s0 w . 1 , r 
OU On-, = S « • • -/ Vz, 1 < Z < JV 
'* \ 0 si z ^ So > - -
et <5i.i = ( 1 S1 \% Sl Vi,Ki<N. \ 0 si i fi si > - -
Comme E u est la matrice de variance-covariance du vecteur u sous le schéma de Poisson, 
nous avons que 
E u = Â'uVzrWÂu, 
où Var(5) est la variance de S sous le schéma de Poisson présenté dans le théorème de la 
section 2.2. La preuve sera complète si nous démontrons que Var(5) = Cy. 
La matrice C0;o = diag{7To;i(l — iro-,i) : i E U} est la matrice de covariance du vecteur 
So sous le schéma de Poisson. En effet, la ie composante de la diagonale de Co;o est la 
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variance 
Var(50;î) = E(Sl%) - E(S20]Z) = 7^(1 - 7r0;î) 
De plus, les composantes en dehors de la diagonale sont nulles car les So-i s o n t indépen-
dants sous le schéma de Poisson. 
La matrice Ci;i = diag{7Ti;,(l — 7Tj;1) : i E U} se démontre de la même façon, mais pour 
Si. En effet, la ie composante de la diagonale de Ci;i est la variance donnée par 
Vax(<J1;i) = E(Sl) - E(S21;i) = 7r1;i(l - 7r1;i) 
Les composantes en dehors de la diagonale sont nulles car les <5i;i sont indépendants sous 
le schéma de Poisson. 
La matrice Coi;oi = diag{^7r0;j(l — gno-i) : i E U} est la matrice de covariance de Soi. La 
ie composante de la diagonale de Coi;oi est la variance et est donnée par 
Var(50;i^i;i) = E ((5o;i<5i;i)2) - E{S0]iSi.i)2 = p7r0;i(l - #7r0;;) 
Les composantes situées en dehors de la diagonale sont nulles car les 5o;i£i;i sont indé-
pendants. 
La matrice Co;i = diag{7r0.j(g — 7Ti;i) : i E U}, quant à elle, est la matrice de covariance 
entre So et Si. Cette matrice est diagonale, car So-i et Si-j sont indépendants si i 7^  j . . 
La ie composante est donnée par 
Cov(S0-i, Si-i) = E(So-iSi;i) - E(S0-i)E(Si;i) = ir0-i{g - n0-i). 
La matrice Co;oi = diag{,g7To;i(l — Tv0-i) : i E U}, est la matrice de covariance entre S0 et 
SQI. Cette matrice est diagonale, car S0]i et S0;jSi.j sont indépendants si i ^ j . 
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La ie composante est donnée par 
Cov(S0-i, So-iSi-i) = E(So-iSo-iSi-i) - E(So-i)E{So-lSi.i) = <?7r0;j(l - n0]i). 
La matrice Ci;oi = diag{^7r0;i(l — 7Ti;j) : i E U}, est la matrice de covariance entre Si et 
SQI. Cette matrice est diagonale, car <î1;i et SO-JSI-J sont indépendants si i 7^  j . 
La ie composante est donnée par 
Cov(Si.i,So-iSi-i) = E(Si.iSo-iShi) - E(Si.i)E(So-iSi.i) = £7r0;i(l - ^î;*)-
Donc, nous avons que Var (S) = Cu ce qui complète la preuve que E u = Â'yCuÂu. 
U 
Propos i t ion 3.3.2. Nous obtenons donc, que toutes les composantes de E u sont des to-
taux sur la population qui peuvent être estimés avec leur estimateur d'Horvitz-Thompson 
(Horvitz & Thompson 1952) correspondant. Nous allons démontrer que nous obtenons 
pour TJU l'estimateur suivant 
où As et Cs sont déduits à partir des estimateurs d'Horvitz-Thompson. 
Démonstration. Suivant les définitions E u = Â'TJCUÂU et 
Cv = 
Co-,0 Co-i Co;oi 
Cû;l Cl;l Cl;01 
Co;01 Cl;01 Coi;01 
nous avons que 
2-i n. — 
y'oCo-fiyo y'oCo-m y'oC0-oZo y'oCo-,iZo y'oCo-oiZo 
y'oco;iyi y'iCi-m y0C0;izo y'0Ci;izo y'oCi-oiz0 
VoCo;OZo yo^ OiO^O ZQCQ-QZO ZQCO-IZQ ZQCO;01ZO 
PoCo;lZo yoCl;lZ0 Z0Co;lZo ZQCI-IZQ -^ o l^iOl^ O 
y0^ O;01-20 ÎJoClfilZo Z0Co-OlZo Z0Ci-toiZo ZQCQI-OIZO 
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Nous allons maintenant estimer chaque élément de la matrice E u . De façon générale, 
chaque élément de E„ peut s'écrire comme v'Cx où v' = (vi,..., v^)' et x' = (xi,... ,XN)' 
comme étant n'importe lequel des vecteurs de dimension N x 1 et C = diag { Q : i'• E U} 
une matrice diagonale de taille N x N. On peut démontrer que 
v'Cx = 2^ CiViXi 
ieu 
Dans ce cas, tous les éléments de la matrice E u sont des totaux sur la population qui 
peuvent être estimés par leur estimateur d'Horvitz-Thompson [HT52] correspondant. 
Nous voyons que l'élément (1,1) de E„ et E u sont respectivement 
s i , i = y'oCofiijo = E 7 1 " 0 ^ 1 _ nO;i)yo;iyo;i 
ieu 
^1,1 = E n0'^1 ~~ ^O-i^ô-^yO^yO-i = E ^0;i7T0;z(l ~ ^ K o ^ O ^ i , 
ieso ieu 
où S0ji = 1 si i G so et S0ii = 0 sinon. Alors, E(S0-i) — 7r0;i ce qui montre que E i i est 
un estimateur sans biais pour E i ^ . De façon similaire, nous pouvons montrer que les 
éléments (2, 2), (3, 3), (4,4) de E u sont sans biais. Pour les autres éléments (k, l) où k 7^  / 
de E u et E u peuvent être écrit comme 
Efc,z = Y, C*^À> S M = E ^O-.iSl-iCiigTTo-i^ViXi 
ieu ieu 
Nous constatons que Efc^  est un estimateur sans biais de Efc^  car E(So-ti5^i) = gno-i. O 
3.3.1 Correction pour population finie (CPF) 
Maintenant que nous avons défini l'estimateur de la matrice de variance-covariance, nous 
allons regarder plus en détail ce qui le compose. La décomposition de l'estimateur utilisé 
dans la section précédente met en évidence les corrections pour les populations finies. 
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Par cette décomposition, nous retrouvons explicitement les corrections pour population 
finie comme étant les composantes non nulles de la matrice Cu- Dans le cas présent, les 
corrections peuvent être classées en trois groupes distincts. 
(i) (1 — 7To;î) et (1 — 7Ti;j) sont CPF pour la variance d'estimateurs d'Horvitz-Thompson 
des totaux basés sur so et si respectivement. Ces CPF dépendent de i car nous utilisons 
des plans d'échantillonnage aléatoires à probabilités inégales. Dans le but de comprendre 
l'importance des CPF, notons que si so est un échantillon tiré suivant le plan d'échan-
tillonnage aléatoire simple sans remise alors, (1 — 7To;î) = 1 — n0/N. Ce qui illustre que 
plus la taille de l'échantillon augmente plus la correction diminue. 
(ii) (1 — gno-z) sont CPF pour s0i- En effet, g-K0;l est la probabilité que i'. E soi-
(iii) Nous pouvons interpréter (1 — Tïi^g~x) comme étant CPF caractérisant la dépendance 
entre s0 et si, comme 7ri;îg_1 = P(i E s0)P(i E Si)/P(i E s0 Ai E s0). En effet, ces CPF 
sont petits lorsque so et si sont indépendants. En réalisant un plan d'échantillonnage 
aléatoire simple sans remise, (1 — •ni-,lg~l) = 1 — n/(Ng) qui est le CPF proposé par 
Tam(1984) , il a proposé l'estimateur suivant basé sur l'estimateur de Kish(1965) : 
Estimateur de Tarn : 
Co7T(Yo, Yi) = (1 - f)Cc7K(Y0, Yi), où le CPF / = ni/(Ng) 
Estimateur de Kish : 
Covx(Yo,Yi) = {V^K(YI)V^K(Y0)}1/2 Pm, 
où VarR-(Yo) et Varfc-(Yi) sont les estimateurs standards pour la variance quand on réalise 
un plan avec remise (Hansen & Hurwitz 1943) basés sur so et Si respectivement et 
c^(Y™,?n 
P
 f -, 1/2 
|Var(yo m)Var(y i m) | 
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avec 
Cov(Yom, Y™) = ]- |vàr"(yom) + Var(Yira) - Var(y2m) j . 
Les estimateurs Var(Y"0m), Var(Y1m) et Var(y2m) sont les estimateurs de la variance pro-
posés par Hansen & Hurwitz (1943) basés sur l'échantillon apparié s0i, où 
Y0m = Y ^ Yr = Yyhi et Y2m = Yy^ 
avec y2;î = Pi;i — 2/o;i- Nous justifions Cov(yom,yim) en utilisant le fait que 
Cov(X, y ) = X- {Var(X) + Var (y) - Var(X -Y)}. 
L'utilisation des CPF dans les estimateurs permet de les rendre plus précis, au sens de 
la variance lorsque la taille de notre échantillon est grande par rapport à la taille de la 
population. 
3.4 Exemple et application 
Dans la section 3.3, on a développé l'estimateur pour la covariance suivant le Modèle à 
Maximum d'Entropie d'Échantillonnage Rotatif (MMEER). On va maintenant utiliser 
l'estimateur sur une population simulée dans laquelle la sélection de nos échantillons so 
et si a été effectuée sous les conditions du MMEER. 
Simulation 
Dans le cadre de cette simulation, nous considérons une population de taille N = 20 
constituée d'une seule strate qui suit une loi Normale(5, 2). Cette population est générée 
en utilisant la fonction de génération de nombre aléatoire d'Excel. Pour générer la popu-
lation au temps t = 1, nous avons ajouté un nombre aléatoire variant entre —1 et 3 à 
chaque donnée. De plus, nous avons gardé la taille de la population constante. 
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Par la suite, nous sélectionnons l'échantillon So de taille no = 5 en utilisant un plan 
d'échantillonnage simple sans remise qui sera réalisé en utilisant la fonction SampleQ du 
logiciel R [R D10]. 
Pour l'échantillon Si, nous devons fixer les tailles ni et n0i en fonction des g et q tel que 
nous les avons définit dans la section 2.1. Nous considérons g = 0.6 et q = 0.2 ce qui 
implique que noi = 3 et ni = 6. 
Nous allons maintenant nous attarder sur l'évaluation de l'estimateur. Une fois l'échan-
tillonnage réalisé, la difficulté pour évaluer l'estimateur de la covariance réside dans l'in-
version de la sous-matrice En n de E„, car l'estimateur COVM(YQ,YI) est donné par : 
Jyy\n = £. yy y v - i y — 
^yn^nn^yn 
varM(y0) covM(y0,yi) 
CovM(Yo,Yi) VarM(Yi) 
où Tjyy, E„n et En n sont des sous-matrices de Eu. 
Pour obtenir la valeur de l'estimateur, on doit en premier lieu établir les sous-matrices 
de E„. : 
Jyy 
y — 
'-'yn 
2302.76 1160.48 
1160.48 3065.33 
91.07 45.95 50.53 
48.29 101.78 62.08 
3.75 1.75 2.25 
1.75 3.75 2.25 
2.25 2.25 2.55 
et 
Nous devons maintenant inverser la matrice En n . Ce qui nous donne la matrice 
0.58 0.08 -0.58 
0.08 0.58 -0.58 
-0.58 -0.58 1.41 
Il nous reste simplement à évaluer notre estimateur et nous obtenons donc 
CovM(y0, y ) = 1160.48 - 3069.98 = -1909.5. 
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L'annexe A contient les éléments générés de la population à. t = 0 et t = 1, ainsi que les 
échantillons SQ, SI et SQI sélectionnés. 
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CONCLUSION 
Ce mémoire a porté sur le développement de méthodes statistiques permettant de dé-
terminer un estimateur de la matrice de covariance d'un vecteur aléatoire issu d'un plan 
d'échantillonnage pour lequel le paramètre d'intérêt fait intervenir deux périodes d'ob-
servation. 
Le premier chapitre rappelait les principaux plans d'échantillonnage dont nous avons eu 
besoin tout au cours de ce travail. 
Dans le second chapitre, nous introduisons le principe d'entropie maximale pour un plan 
d'échantillonnage aléatoire et le schéma d'échantillonnage aléatoire rotatif, qui, combinés, 
fixent un cadre théorique dans lequel l'estimation de la matrice des covariances du vecteur 
des statistiques d'intérêts fût réalisée. Ce schéma couvre le cas de la différence A = Yi—Yo- ' 
Le dernier chapitre est consacré aux conditions pratiques assurant la non-négativité de 
l'estimateur de la matrice de covariance ainsi que l'extension des résultats dans le cas où 
une stratification a priori aura été faite. Le chapitre se termine par une étude empirique 
à l'aide de données distribuées selon une loi normale. 
Une étude future pourrait porter sur la modification de l'estimateur proposé de la matrice 
de covariance d'un vecteur aléatoire lorsqu'il y a non-réponse de certains individus. 
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ANNEXE A 
Population de taille N = 20 générée à t = 0, 
{ 2/o;i = 4.72, 2/0;2 = 7.27, 2/o;3 = 7.79, 2/o;4 = 4.26, 2/o;5 = 7.70, 
2/o-e = 4.18, j/o;7 = 5.03, y0;8 = 7.76, yo;9 = 5.88, j/0;io = 7.36, 
yo;ii = 1-98, 2/o;i2 = 7.05, Î/O-,13 = 5.61, y0.M = 2.23, 2/o;i5 = 4.79, 
2/0;i6 = 3.52, 2/o;i7 = 2.96, 2/o;i8 = 4.39, 2/0;i9 = 1-59, 2/o;2o = 4.91 
Population de taille N = 20 générée à t = 1, 
( yi;i = 3,72, y1;2 = 10.27, j / 1 ; 3 = 7.79, 
_ J 2/i;6 = 5-18, yi-7 = 4.03, 2/i;s = 8.76, 
Ul
 ) 2/i;ii = 4.98, 2/i;i2 = 8.05, y1;13 = 7.61, 
[ 2/i-ie = 2.52, yi ;17 = 4.96, 2/i;i8 = 5.39, 
Échantillon s0 sélectionné : 
s0 = { l , 2 ,5 ,9 ,15} 
Échantillon Soi sélectionné : 
soi = {1,2,5} 
Échantillon si sélectionné : 
si = {1 ,2 ,3 ,4 ,5} 
2/i;4 = 5.26, 
2/i;9 = 6.88, 
2/1; 14 = 3.23, 
2/i;i9 = 1.59, 
2/i;5 = 6.70, 
2/i;io = 7.36, 
2/l;15 = 3.79, 
2/i;2o = 4.91 
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