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Novel view on classical convexity theory
Vitali Milman and Liran Rotem
Let Bx ⊆ Rn denote the Euclidean ball with diameter [0, x], i.e. with
with center at x
2
and radius |x|
2
. We call such a ball a petal. A flower F is any
union of petals, i.e. F =
⋃
x∈ABx for any set A ⊆ Rn. We showed earlier
in [9] that the family of all flowers F is in 1-1 correspondence with K0 – the
family of all convex bodies containing 0. Actually, there are two essentially
different such correspondences. We demonstrate a number of different non-
linear constructions on F and K0. Towards this goal we further develop the
theory of flowers.
Key words: convex bodies, flowers, spherical inversion, duality, powers,
Dvoretzky’s theorem
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1. Introduction: Flowers
We start with the Euclidean unit ball Bn2 ⊆ Rn. We denote by B(x, r) the
Euclidean ball centered at x and has radius r > 0. Let B0 be the family of all
balls which contain 0. In other words B(x, r) ∈ B0 if and only if |x| ≤ r, where
|x| is the Euclidean norm of x. Also, we write Bx = B
(
x
2 ,
|x|
2
)
, i.e. the ball that
has [0, x] as its diameter. We also write Bn2 = B(0, 1) for the unit ball.
Definition 1.1. A flower is any set of the form F =
⋃
αBα for a collection
of balls {Bα}α ⊆ B0. We denote the family of all flowers by F .
We state that every flower F uniquely represents a pair (K,K◦) where K ∈
K0, i.e. a closed convex set containing 0, and K◦ is the canonical dual of K.
More precisely, we call K the core of F if
K = {x ∈ Rn : Bx ⊆ F} .
Let φ be spherical inversion, i.e. φ(x) = x|x|2 for x 6= 0. For any star body A (i.e.
such that λA ⊆ A for all 0 ≤ λ ≤ 1), define the co-image of φ by
coϕ (A) = {x : x /∈ φ(A)}
(i.e. the closure of the complement φ(A)c). Note that the closure is always radial.
Then consider the set T := coϕ (F ).
Fact 1.2 ( [9]). For any flower F , the bodies K and T from the above con-
struction belong to K0, and T = K◦.
Every K ∈ K0 it the core of a unique flower which we denote by F = K♣, or
sometimes by F = ♣K. The map ♣ : K0 → F is called the flower map, and we
c© Vitali Milman and Liran Rotem, 20XX
2 Vitali Milman and Liran Rotem
denote its inverse (the core operation) by K = F−♣. We therefore have one to
one and onto maps
K0 ♣−→ F coϕ−−→ K0,
and their composition is exactly the duality map: coϕ
(
K♣
)
= K◦. So, every
flower F “sees” simultaneously a convex body K = F−♣ and its dual K◦ =
coϕ (F ). Since coϕ is an involution, we obtain an equivalent definition of the class
of flowers F : we simply have F = coϕ (K0), i.e. flowers are the complements
of inversions of convex bodies (containing the origin).
Also, these maps are uniquely defined by their order reversing/preserving
properties:
Proposition 1.3. 1. Let f : F → K0 be a one to one and onto map such
that f and f−1 preserve the order of inclusion (i.e. F1 ⊆ F2 if and only if
f(F1) ⊆ f (F2)). Then there exists an invertible linear map u : Rn → Rn
such that f(F ) = u
(
F−♣
)
.
2. Let g : F → K0 be a one to one and onto map such that g and g−1 reverse the
order of inclusion (i.e. F1 ⊆ F2 if and only if g(F1) ⊇ g (F2)). Then there
exists an invertible linear map u : Rn → Rn such that g(F ) = u (coϕ(F )).
Proof. For (1), define h : K0 → K0 by h(K) = f
(
K♣
)
. Then h is a bijection
and h, h−1 preserve order. By a theorem of [2] it follows that h (K) = u (K) for
some invertible linear map u : Rn → Rn (Technically Theorem 10 of [2] assumes
that h is an order-reversing involution, but the proof works for our situation as
well. For a proof of the result as we use it see e.g. Theorem 2 of [16], which
proves a stronger statement and gives references to other related works). Then
f(F ) = h
(
F−♣
)
= u
(
F−♣
)
as we wanted.
For (2), note that coϕ (coϕ (A)) = A for all (radially closed) star bodies A.
In particular the inverse of the map coϕ : F → K0 is also coϕ : K0 → F . If we
now define h : K0 → K0 by h(K) = g (coϕ (K)), then again h and h−1 are order
preserving bijections so h(K) = u (K). Hence
g(F ) = h (coϕ (F )) = u (coϕ (F )) .
The definitions of the flower as given above are equivalent to the following
third definition: A flower is any set of the form F =
⋃
αBxα for any set
{xα}α ⊆ Rn. Daniel Hug informed us that this definition was previously used in
the study of Voronoi tessellations, where it is sometimes called the Voronoi flower
of a convex body. The equivalence of these definitions is, of course, a statement
which should be proved (see [9]). It follows from the fact that every ball B ∈ B0
is a flower in this new sense.
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In the same paper we also present a fourth (equivalent) definition: Let hK :
Sn−1 → [0,∞] be the supporting functional of a convex body K ∈ K0. Note
that we consider hK as a function only on the sphere S
n−1 = {x ∈ Rn : |x| = 1}
and not as a 1-homogeneous function on Rn. Let F be the star body with radial
function rF (θ) = hK(θ) for all θ ∈ Sn−1. Then F is a flower and F = K♣. As
the converse is also true, flowers are exactly the star bodies whose radial
function is convex (as a function on the sphere, meaning its 1-homogeneous
extension is convex on Rn).
This last description of the flower map ♣ is very useful in different computa-
tions and constructions we will describe. It was actually the original definition
given in [9].
In [9] we also introduced flower mixed volumes. Consider any collection of
flowers {Fi}mi=1 in Rn and non-negative integers {λi}mi=1, and construct a new
flower by
G = G ({Fi}i , {λi}i) =
(
m∑
i=1
λiF
−♣
i
)♣
.
Then |G|, the volume of G, is a homogeneous polynomial of degree n:
|G| =
∑
1≤i1,i2,...,in≤m
V (Fi1 , Fi2 , . . . , Fin)λi1λi2 · · · λin ,
where as usual we take the coefficients V (Fi1 , Fi2 , . . . , Fin) to be invariant with
respect to permutations of their arguments. We call these coefficients flower
mixed volumes. For the cores Ki = F
−♣
i we also set
V♣(K1,K2, . . . ,Kn) = V (F1, F2, . . . , Fn),
and an explicit formula for these numbers is (see [9])
V♣(K1,K2, . . . ,Kn) = |Bn2 | ·
∫
Sn−1
n∏
i=1
hKi(θ)dσ(θ).
Finally, let us mention a few more facts from [9] about flowers: If F =⋃
x∈A⊆Rn Bx is a flower, then necessarily F
−♣ = convA. If F1 and F2 are flow-
ers, so are both the radial sum F1+˜F2 (defined by rF1+˜F2 = rF1 + rF2) and the
Minkowski sum F1 + F2. Note that we are taking the Minkowski sum of not-
necessarily-convex sets. Also, if F is a flower and E ⊆ Rn is any linear subspace,
then F ∩ E is also a flower, and in fact
PE
(
F−♣
)
= (F ∩ E)−♣ ,
where PE denotes the orthogonal projection onto E.
Moreover PEF is also a flower, even though we do not have an independent de-
scription of (PEF )
−♣. Since PEF ⊇ F ∩E we know that (PEF )−♣ ⊇ PE
(
F−♣
)
,
but we do not have a good understanding of this set.
Finally, we mention that if F is a flower so is its convex hull convF . In this
case there is a description in [9] of (convF )−♣ in terms of F−♣ and the so-called
reciprocity map, but we will not explain it further here.
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2. Non-linear constructions using flowers
To avoid uninteresting technicalities, let us assume from this point on that
our flowers are always compact and contain the origin at their interior. Recall
from the introduction that if F =
⋃
x∈A⊆Rn Bx is such a flower then the core K =
F−♣ satisfies K = convA. However, this condition does not define A uniquely,
so there are many representations of the same flower F by different sets A. We
would like to select one canonical representation. We call F =
⋃
x∈ABx canonical
if we have A = ∂K, where ∂K denotes the boundary of K. This means that if
F =
⋃
Bx is a canonical representation, then for every θ ∈ Sn−1 there is a unique
ball in the set {Bx} such that x = rθθ for some rθ ≥ 0.
Definition 2.1. Let F =
⋃
θ∈Sn−1 Brθθ be any flower in its canonical repre-
sentation. Consider any function f : [0,∞) → [0,∞) such that f(0) = 0. We
define a new flower f(F ) by
f(F ) =
⋃
θ∈Sn−1
Bf(rθ)θ. (2.1)
Recall that for a given function g : Sn−1 → (0,∞), the Alexandrov body of g
is defined by
A[g] =
{
x ∈ Rn : 〈x, θ〉 ≤ g(θ) for all θ ∈ Sn−1} .
In other words, A[g] is the largest convex body with hA[g] ≤ g. We have the
following simple claim:
Proposition 2.2. For every flower F =
⋃
θ∈Sn−1 Brθθ we have coϕ (f(F )) =
A
[
1
f(rθ)
]
.
Proof. Recall the following property of the spherical inversion φ: For any
sphere S ⊆ Rn with 0 ∈ S the inversion φ(S) is an affine hyperplane. Stating
the same using our notation, for every θ ∈ Sn−1 and c ≥ 0 we have coϕ (Bcθ) =
H
(
θ, 1c
)
, where H(θ, a) is the half-space defined by
H (θ, a) := {x ∈ Rn : 〈x, θ〉 ≤ a} .
Since coϕ is order reversing we conclude that indeed
coϕ (f(F )) =
⋂
θ∈Sn−1
coϕ
(
Bf(rθ)θ
)
=
⋂
θ∈Sn−1
H
(
θ,
1
f(rθ)
)
= A
[
1
f(rθ)
]
.
We may apply f to convex bodies K by setting f(K) =
(
f
(
K♣
))−♣
. We
again have an equivalent description:
Proposition 2.3. Let S be the star body with radial function rS(θ) =
f(rK(θ)). Then
f(K) = A
[
1
f(rK(θ))
]◦
= conv S.
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Proof. Write F = K♣, then the canonical representation of F is F =⋃
θ∈Sn−1 BrK(θ)θ. Hence
f(K) = f(F )−♣ =
(
coϕ
(
A
[
1
f(rK(θ))
]))−♣
= A
[
1
f(rK(θ))
]◦
.
Recalling that H(θ, c)◦ = [0, 1cθ] we conclude that
f(K) =
 ⋂
θ∈Sn−1
H
(
θ,
1
f(rK(θ))
)◦ = conv ⋃
θ∈Sn−1
H
(
θ,
1
f(rK(θ))
)◦
= conv
⋃
θ∈Sn−1
[0, f(rK(θ))] = conv S.
The above definition of f(F ) is a naive one. The problem is that the repre-
sentation of f(F ) in (2.1) does not have to be canonical. As a result, for two
functions f1, f2 : [0,∞)→ [0,∞) we may have
(f1 ◦ f2) (F ) 6= f1 (f2(F )) . (2.2)
However, we sometimes have a one-sided inclusion:
Proposition 2.4. If f1 is monotone increasing then (f1 ◦ f2) (F ) ⊆
f1 (f2(F )) and (f1 ◦ f2) (K) ⊆ f1 (f2(K)) for every flower F and convex body
K.
Proof. If S is the star body with rS = f2 (rK) then f2(K) = conv S ⊇ S.
Since f1 is increasing we have
f1
(
rf2(K)
) ≥ f1 (rS) = f1 (f2 (rK)) .
Therefore if S1 has radial function rS1 = f1
(
rf2(K)
)
and S2 has radial func-
tion (f1 ◦ f2) (rK) then S1 ⊇ S2. Hence f1 (f2(K)) = conv S1 ⊇ conv S2 =
(f1 ◦ f2) (K).
Despite this problem, Definition 2.1 is still a useful one. For example, let us
consider the function f(x) = xλ for some 0 < λ < 1. Then the body f(K) is
related to the “logarithmic Minkowski addition” of Bo¨ro¨czky, Lutwak, Yang and
Zhang (see [4]). To be more precise, fix two convex bodies K and T containing
the origin , 0 < λ < 1 and any p > 0. Then the p-mean of K and T is defined by
(1− λ) ·K +p λ · T = A
[(
(1− λ)hpK + λhpT
)1/p]
.
Note that when p > 1 the function on the right hand side is convex, and
hence is exactly equal to the support function of (1− λ) ·K +p λ · T , but this is
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no longer the case for 0 < p < 1. Taking the limit p→ 0+ we define the 0-mean,
or logarithmic mean of K and T to be
(1− λ) ·K +0 λ · T = A
[
h1−λK h
λ
T
]
.
Then, using Proposition 2.3 it easy to check that if f(x) = xλ then
f(K) = ((1− λ) · Bn2 +0 λ ·K◦)◦ .
Such “dual logarithmic means” were studied by Saroglou [14]. Using our notation,
he showed the following:
Theorem 2.5 (Saroglou, [14] ). For every convex body K containing the
origin we have |f(K)| ≤ |Bn2 |1−λ |K|λ.
The dual question, asking for a lower bound on the volume of (1−λ) ·K+0λ ·
T , is an open problem in convexity known as the log-Brunn-Minkowski conjecture
which was introduced in [4]. We will not discuss it further here.
3. Power Functions
Before we continue to develop a general approach for constructing “functions
of convex bodies”, let us “correct” the problem in (2.2) for the family of functions
fλ(x) = x
λ, i.e. let us build a (convex body valued) power function Kλ that has
the semigroup property
(
Kλ
)µ
= Kλµ. This will be done not for every positive
value of λ, as we will see:
Theorem 3.1. On the class of flowers there are maps F 7→ F λ, 0 ≤ λ <∞,
with the following properties:
1. F 1 = F and F 0 = Bn2 .
2. If F1 ⊆ F2 then F λ1 ⊆ F λ2 .
3. (tF )λ = tλF λ for t ≥ 0.
4. F λ is continuous with respect to both F and λ.
5. (Fµ)λ = F λµ for 0 < λ, µ ≤ 1 and for 1 ≤ λ, µ ≤ ∞.
6. If aBn2 ⊆ F ⊆
√
2aBn2 for some a > 0 then
(
F λ
)1/λ
= F for all 0 < λ ≤ 1.
The construction of F λ and the proofs of properties (1)-(5) are similar to the
construction described in [12] and [11]. We sketch it here:
Proof. Let us write Pλ(F ) for the body f(F ), where f : [0,∞) → [0,∞) is
the function f(x) = xλ. From Proposition 2.4 we know that
Pλ (Pµ(F )) ⊇ Pλµ(F ), (3.1)
but usually there will not be an equality.
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To define the proper power F λ we first define F 1 = F an F 0 = Bn2 . Assume
now that 0 < λ < 1. Fix any partition Π = {t0, t1, t2, . . . , tm} of the interval
[λ, 1], by which we mean we fix numbers t0, t1, . . . , tm such that
λ = t0 < t1 < · · · < tm = 1
We then define si = ti−1/ti for i = 1, 2, ..m and write
PΠ(F ) = (Ps1 ◦ Ps2 ◦ · · · ◦ Psm) (F ) .
The inclusion (3.1) implies that if Π˜ ⊇ Π then PΠ˜(F ) ⊇ PΠ(F ). We then define
F λ =
⋃
Π
Pλ(F ),
where the union is taken over all partitions of [0, 1].
Let us write ‖Π‖ = maxi |ti+1 − ti| for the length of the largest interval in Π.
The very useful observation is that we actually have lim‖Π‖→0 PΠ(F ) = F λ in the
following sense: For every ǫ > 0 there exists δ > 0 such that for every partition
Π of [λ, 1] with ‖Π‖ < δ one has
(1− ǫ)F λ ⊆ PΠ(F ) ⊆ F λ.
The proof is almost identical to the one that appeared in [11], so we will not
reproduce it here. However, we will quickly recall why this construction has
properties (1)-(5).
The proof of properties (1), (2) and (3) are trivial. Indeed, (1) is just a
definition. For (2) and (3), Pλ(F ) satisfies these properties by definition, hence
PΠ(F ) satisfies them, and by taking the limit ‖Π‖ → 0 we see they are satisfied
by F λ.
To show property (5), fix 0 < λ, µ ≤ 1. Fix a partition Πλ of [λ, 1] and a par-
tition Πµ of [µ, 1]. If Πλ = {t0, t1, . . . , tm} we define µΠλ = {µt0, µt1, . . . , µtm}.
Note that this is a partition of [λµ, µ], so Π = µΠλ ∪Πµ is a partition of [λµ, 1].
Immediately from the definition we have
PΠ(F ) = PµΠλ
(
PΠµ (F )
)
= PΠλ
(
PΠµ(F )
)
.
When ‖Πλ‖ → 0 and ‖Πµ‖ → 0 we also have ‖Π‖ → 0, so we get F λµ = (Fµ)λ
like we wanted.
Finally we prove property (4). Let F =
⋃
θ∈Sn−1 Brθθ be a flower in its
canonical representation. Fix a number R > 0 such that 1R ≤ rθ ≤ R for all θ ∈
Sn−1. Then for every 0 < λ, µ < 1 we have
Pλ(F ) =
⋃
θ∈Sn−1
Brλ
θ
θ ⊆
⋃
θ∈Sn−1
BR|µ−λ|rµ
θ
θ = R
|µ−λ|Pµ(F ).
It follows in the usual way that F λ ⊆ R|µ−λ|Fµ. Note that the same remains if
λ are µ allowed to take the values 0 and 1 (recall that we defined F 1 = F and
F 0 = Bn2 ).
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Fix sequences {Fi}, {λi} such that Fi → F and λi → λ. Since Fi → F there
exists a sequence {ǫi} such that ǫi → 0 and (1− ǫi)F ⊆ Fi ⊆ (1 + ǫi)F . Hence
F λii ⊆ (1 + ǫi)λiF λi ⊆ (1 + ǫi)λiR|λ−λi|F λ i→∞−−−→ F λ,
and
F λii ⊇ (1− ǫi)λiF λi ⊇ (1− ǫi)λiR−|λ−λi|F λ i→∞−−−→ F λ,
so F λii → F λ and the power maps are continuous.
So far we have only discussed the case λ < 1, but the construction in the case
λ > 1 is almost identical. This time we fix a partition Π = {t0, t1, t2, . . . , tm} of
[1, λ], set si = ti/ti−1 for i = 1, ..m and define
PΠ(F ) =
(
Psm ◦ Psm−1 ◦ · · · ◦ Ps1
)
(F ) .
Again one defines F λ =
⋃
Π Pλ(F ) = lim‖Π‖→0 PΠ(F ). The proof of all properties
is completely analogous.
To prove (6), note that this theorem is equivalent to a similar theorem about
power functions on the family of convex bodies. Since we assumed our flowers
are compact with the origin at their interior, we assume the same for our convex
bodies:
Theorem 3.2. On the class of compact convex bodies with 0 in their interior
there are maps K 7→ Kλ, 0 ≤ λ <∞, with the following properties:
1. K1 = K and K0 = Bn2 .
2. If K1 ⊆ K2 then Kλ1 ⊆ Kλ2 .
3. (tK)λ = tλKλ for t ≥ 0.
4. Kλ is continuous with respect to both K and λ.
5.
(
Kλ
)µ
= Kλµ for 0 ≤ λ, µ ≤ 1 and for 1 ≤ λ, µ ≤ ∞.
6. If aBn2 ⊆ K ⊆
√
2aBn2 for some a > 0 then
(
Kλ
)1/λ
= K for all 0 < λ ≤ 1.
We will prove property (6) in the language of convex bodies. The following
proposition will be needed:
Proposition 3.3. For K ∈ K0 and λ > 0 let Sλ(K) be the star body with
radial function rSλ(K) = r
λ
K . If aB
n
2 ⊆ K ⊆
√
2aBn2 for some a > 0 then Sλ(K)
is convex for all 0 < λ ≤ 1.
Proof. Note that for every subspace E ⊆ Rn we have Sλ (K ∩ E) = SλK∩E.
It is therefore enough to prove the Proposition in dimension n = 2. By dilating
K we may assume that a = 1. By standard approximation we may also assume
that K is a C2 convex body with positive curvature at every boundary point (see,
e.g. Section 27 of [3]).
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Let GK : R
2 → R be the gauge function of K, i.e. G is 1-homogeneous and
GK(θ) =
1
rK(θ)
for all θ ∈ S1. Define gK : R → R by gK(t) = GK (cos t, sin t).
Then the convexity of K is equivalent to G being a convex function, i.e. ∇2GK 
0. This is equivalent to the requirement that g′′K + gK ≥ 0.
Obviously gSλ(K) = g
λ
K . Differentiating we have the formula(
gλK
)′′
gλK
+ 1 = λ
(
g′′K
gK
+ 1
)
+ (1− λ)
(
1− λ
(
g′K
gK
)2)
≥ (1− λ)
(
1− λ
(
g′K
gK
)2)
.
To bound this expression, fix a point θ = (cos t, sin t) and let n(θ) be the unit
normal to K at the point p = rK(θ)θ. Then the half space
H =
{
x ∈ R2 : 〈x, n(θ)〉 ≤ 〈p, n(θ)〉}
must satisfy H ⊇ K ⊇ Bn2 . Hence n(θ) ∈ H, so
〈θ, n(θ)〉 = 1
rK(θ)
〈p, n(θ)〉 ≥ 1√
2
· 〈n(θ), n(θ)〉 = 1√
2
.
Since n(θ) = ∇GK(θ)|∇GK(θ)| is follows that
|∇GK(θ)|2 = 〈∇GK(θ), θ〉
2
〈n(θ), θ〉2 ≤
GK(θ)
2
1/2
= 2GK(θ)
2,
where we used the fact that GK is 1-homogeneous so 〈∇GK(θ), θ〉 = GK(θ). If
we now write η = (− sin t, cos t) then {θ, η} is an orthonormal basis of R2, so
g′K(t)
2 = 〈∇GK(θ), η〉2 = |∇GK(θ)|2−〈∇GK(θ), θ〉2 ≤ 2GK(θ)2−GK(θ)2 = gK(t)2.
Hence for every 0 < λ ≤ 1 we have(
gλK
)′′
gλK
+ 1 ≥ (1− λ)
(
1− λ
(
g′K
gK
)2)
≥ (1− λ) (1− λ) ≥ 0,
so Sλ(K) is indeed convex.
And now we can prove:
Proof of Theorem 3.2 (part 6). First we claim that for every 0 < λ ≤ 1 we
have Kλ = Sλ(K). To see this, let us translate the definition of K
λ from the lan-
guage of flowers to the language of convex bodies. Define Pλ(K) = conv Sλ(K).
By Proposition 2.3 we have Pλ(K) = Pλ(K
♣)−♣. For every partition
Π : λ = t0 < t1 < · · · < tm = 1
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of the interval [λ, 1] we set si = ti−1/ti for i = 1, 2, ..m and define
PΠ(K) = (Ps1 ◦ Ps2 ◦ · · · ◦ Psm) (K) ,
and then Kλ = lim‖Π‖→0 PΠ(K).
However, in our case Sµ(K) is convex for all 0 < µ ≤ 1, so Pµ(K) = Sµ(K).
Since Sµ1µ2 = Sµ1 ◦ Sµ2 for every µ1, µ2 > 0 we see immediately that PΠ(K) =
Sλ(K) for every partition Π of [λ, 1]. Hence K
λ = Sλ(K) as well.
Now the definition of Kµ for µ > 1 is essentially the same: we take a partition
Π : 1 = t0 < t1 < · · · < tm = µ
of [1, µ], set si = ti/ti−1 and define
PΠ(K) = (Psm ◦ · · · ◦ Ps2 ◦ Ps1) (K).
In particular we see that for every µ ≤ 1λ and every partition Π of [1, µ] we have
PΠ
(
Kλ
)
= (Psm ◦ · · · ◦ Ps2 ◦ Ps1) (Sλ(K))
= (Ssm ◦ · · · ◦ Ss2 ◦ Ss1) (Sλ(K)) = Sλµ(K) = Kλµ.
It follows that
(
Kλ
)µ
= Kλµ. In particular for µ = 1λ we have
(
Kλ
)1/λ
= K.
We should note that the two cases λ < 1 and λ > 1 are dramatically different.
For example, letK =
[
− 1√
n
, 1√
n
]n
be the cube with 2n vertices on the unit sphere.
Then for all λ > 1 we have Kλ = K, while for any 0 < λ1 < λ2 < 1 we have
Kλ1 ) Kλ2 . To see this we prove the following:
Proposition 3.4. For every 0 < λ ≤ 1 and every K ∈ K0 we have rKλ ≥
rλK and hKλ ≤ hλK .
Proof. The inequality rKλ ≥ rλK is trivial and in fact holds for every λ > 0:
by definition we have
rPλ(K) ≥ rSλ(K) = rλK ,
hence rPΠ(K) ≥ rλK for every partition Π of [λ, 1] (or of [1, λ] in the case λ > 1),
so the result follows.
For the other inequality it is again enough to show that hSλ(K) ≤ hλK . Note
that Sλ(K) is not necessarily convex, but we can define its support function in
the usual way as hSλ(K)(θ) = supx∈Sλ(K) 〈x, θ〉. Indeed, fix a point x ∈ Sλ(K)
and write x = ρ · η for some ρ > 0 and η ∈ Sn−1. Then
ρ ≤ rSλ(K)(η) = rK(η)λ.
If 〈η, θ〉 < 0 then obviously 〈x, θ〉 ≤ 0 ≤ hK(θ)λ. If on the other hand 〈η, θ〉 ≥ 0
then
〈x, θ〉 = ρ · 〈η, θ〉 ≤ rK(η)λ 〈η, θ〉 ≤ 〈rK(η)η, θ〉λ ≤ hK(θ)λ,
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where the last inequality holds since rK(η)η ∈ K. We conclude that indeed
hSλ(K) ≤ hλK .
Now we finish the proof like in the case of the radial functions: we have
hPλ(K) = hSλ(K) ≤ hλK , hence hPΠ(K) ≤ hλK for every partition Π of [λ, 1] , hence
hKλ ≤ hλK .
We therefore have:
Proposition 3.5. If Kλ1 = Kλ2 for λ1, λ2 ≤ 1, λ1 6= λ2, then K = Bn2 .
Proof. Fix directions θ1, θ2 ∈ Sn−1 such that θ1 = maxθ∈Sn−1 rK(θ) and θ2 =
minθ∈Sn−1 rK(θ). The supporting hyperplane in direction θi must be orthogonal
to θi, so hK(θi) = rK(θi). But then for every 0 < λ ≤ 1 we have
hKλ(θi) ≤ hK(θi)λ = rK(θi)λ ≤ rKλ(θi) ≤ hKλ(θi),
so we must have rKλ(θi) = rK(θi)
λ.
Since we assumed that Kλ1 = Kλ2 we have rK(θi)
λ1 = rK(θi)
λ2 , which can
only happen if rK(θ1) = rK(θ2) = 1. By definition of θ1 and θ2 we have rK(θ) =
1 for all θ ∈ Sn−1, so K = Bn2 .
Let us now discuss the volume of the bodies Kλ. For 0 < λ < 1, they satisfy
the same inequality as Saroglou’s Theorem 2.5:
Theorem 3.6. For every convex body K and 0 < λ < 1 we have
∣∣Kλ∣∣ ≤
|Bn2 |1−λ |K|λ.
Note that Sargolou’s result can be stated as |Pλ(K)| ≤ |Bn2 |1−λ |K|λ, where
Pλ(K) was the naive application of f(x) = x
λ to the body K. Since Pλ(K) ⊆
Kλ, this Theorem is formally stronger than Theorem 2.5. However, they are
actually equivalent:
Proof. Fix 0 < λ, µ < 1. Using Theorem 2.5 twice we see that
|Pλ (Pµ(K))| ≤ |Bn2 |1−λ |Pµ(K)|λ ≤ |Bn2 |1−λ
(
|Bn2 |1−µ |K|µ
)λ
= |Bn2 |1−λµ |K|λµ .
Iterating, we see that if Π is any partition of [λ, 1] then |PΠ(K)| ≤ |Bn2 |1−λ |K|λ.
Taking the limit as ‖Π‖ → 0 the result follows.
For λ > 1 the reverse inequality is true, as is easy to prove directly:
Proposition 3.7. For every convex body K and λ > 1 we have
∣∣Kλ∣∣ ≥
|Bn2 |1−λ |K|λ.
Proof. Using integration in polar coordinates we know that for every star
body A we have |A| = |Bn2 |
∫
Sn−1 r
n
Adσ, where σ denotes the uniform probability
measure on Sn−1. In Proposition 3.4 we saw that rKλ ≥ rλK even in the case λ >
1. Using this fact and Jensen’s inequality we immediately obtain∣∣∣Kλ∣∣∣ = |Bn2 |∫
Sn−1
rnKλdσ ≥ |Bn2 |
∫
Sn−1
(rnK)
λ dσ ≥ |Bn2 |
(∫
Sn−1
rnKdσ
)λ
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= |Bn2 |1−λ
(
|Bn2 |
∫
Sn−1
rnKdσ
)λ
= |Bn2 |1−λ |K|λ .
Finally, let us mention that in [12] and [13] we had another definition of the
power Kλ for 0 < λ < 1, which had the additional advantage of interacting
well with the polarity map, in the sense that (K◦)λ =
(
Kλ
)◦
. More generally,
we defined the “weighted geometric mean” of two convex bodies in a way that
commutes with the polarity map, i.e. gλ(K,T )
◦ = gλ(K◦, T ◦). However this
definition was not explicit, and relied on the existence of ultra-filters. We have
no reason to expect the two definitions to be the same, even though explicit
examples are very difficult to compute. In particular, we do not have similar
inequalities regarding the volume of Kλ for this other definition.
4. Composition of convex bodies
Return to the general construction of f(K). Consider a function f : Sn−1 ×
[0,∞) → [0,∞) of two variables. Let F = ⋃θ Brθθ be a flower in its canonical
representation. We define
f(F ) =
⋃
θ∈Sn−1
Bf(θ,rθ)θ.
As before, we have coϕ (f(F )) = A
[
1
f(θ,rθ)
]
. For the core K = F−♣ we can again
define
f(K) = f(F )−♣ = f
(
K♣
)−♣
.
Again we have
f(K) = A
[
1
f(θ, rθ)
]◦
= conv S,
where S is a star body with radial function rS(θ) = f(θ, rθ).
We will use these formulas to define composition of two convex bodies K and
T . Again, we are doing it working with flowers. Consider two flowers in canonical
representations
F1 =
⋃
θ∈Sn−1
Bρ1(θ)θ and F2 =
⋃
θ∈Sn−1
Bρ2(θ)θ.
We use ρ1, ρ2 instead of r1 and r2 to avoid confusion between the function ρi and
the radial function rFi . Define
F1 ◦ F2 = rF1(F2),
where we think of the radial function rF1 as a function of two variables rF1 :
Sn−1 × [0,∞)→ [0,∞) by setting rF1(θ, t) = rF1(θ) · t. More explicitly, it means
that
F1 ◦ F2 =
⋃
θ∈Sn−1
BrF1(θ,ρ2(θ))θ =
⋃
θ∈Sn−1
BrF1(θ)ρ2(θ)θ.
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Consider now convex bodies K and T . Let F1 = T
♣ and F2 = K♣. Then
ρ2(θ) = rK(θ), the radial function of K, while rF1(θ) = hT (θ). Therefore, if we
extend the definition of ◦ to convex bodies in the usual way, we get
T ◦K =
 ⋃
θ∈Sn−1
BhT (θ)rK (θ)θ
−♣ . (4.1)
Note an interesting example: For every convex body T we have T ◦ T ◦ = Bn2 ,
because hT · rT ◦ = 1. And we always have
(T ◦K)◦ = A
[
1
hT · rK
]
.
The formula (4.1) may also be seen as
T ◦K = hT (K) =
[
hT
(
K♣
)]−♣
.
In this form we see that we may also use another function instead of hT which is
naturally connected with T– its radial function rT . Then a different composition
(the radial composition) will be
T ⊙K := rT (K) = rT
(
K♣
)−♣
=
 ⋃
θ∈Sn−1
BrT (θ)rK(θ)θ
−♣ .
This is a commutative operation, a kind of “product” on the class of convex
bodies.
Note that if T = Bn2 then both compositions preserve K, i.e. this is the
identity map on K0.
Problem 4.1. For which bodies T do we have a volume inequality of the form
|T ◦ (K1 +K2)|
1
n ≥ |T ◦K1|
1
n + |T ◦K2|
1
n
or
|T ⊙ (K1 +K2)|
1
n ≥ |T ⊙K1|
1
n + |T ◦K2|
1
n ?
For example, when T = Bn2 these inequalities are obviously true, as they
reduce to the standard Brunn-Minkowski inequality. Hence one may study e.g.
the case when T is very close to the Euclidean ball.
The radial composition may be rewritten in an explicit form. Define “radial
product” K · T to be the star body with radial function rT ·K(θ) = rT (θ)rK(θ).
Then just like in Proposition 2.3 we have
T ⊙K = conv (T ·K) .
Using the same notation A · B for general star bodies we see that
T ◦K = conv
(
T♣ ·K
)
,
because the radial function of T♣ is hT (θ).
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5. Bodies not containing the origin
In the introduction we saw the relation F = coϕ (K0). In other words, ap-
plying the co-spherical inversion coϕ to convex bodies containing the origin we
exactly obtain the class of flowers. In this section we will discuss applying the
spherical inversion for convex bodies that do not contain the origin. More specif-
ically, one of the questions we want to study is the following: Let K be a closed
convex set 0 /∈ K. What can be said about the convexity of φ(K), where φ
denotes the spherical inversion? Note that since 0 /∈ K the set φ(K) is bounded,
so it makes sense to study φ(K) and not coϕ(K). For example, it is well known
that if B is any ball not containing the origin, then φ(B) is also a ball, and in
particular convex.
We begin with a simple criterion for the convexity of φ(A) for any set A.
Definition 5.1. Fix x, y ∈ Rn such that x, y 6= 0. Let S be the unique (one
dimensional) circle passing through x, y and 0. Then (x, y) will denote the arc
between x and y along S that does not pass through 0. If x = y we set (x, x) =
{x}.
Proposition 5.2. For any set A ⊆ Rn, the set φ(A) is convex if and only if
for every x, y ∈ A we have (x, y) ⊆ A.
Proof. φ(A) is convex if and only if for every two points z, w ∈ φ(A) we have
[z, w] ⊆ φ(A). This is equivalent to
(φ(z), φ(w)) = φ ([z, w]) ⊆ φ (φ(A)) = A.
Since x = φ(z) and y = φ(w) are arbitrary points in A the proof is complete.
In order to continue our discussion we will need the following definitions:
Definition 5.3. Let A ⊆ Rn be a closed set such that 0 /∈ A. Then:
1. The outer cone of A, or out-cone of A for short, is
outA =
⋃
λ≥1
λA.
2. The inner cone of A, or in-cone of A for short, is
inA =
⋃
0<λ≤1
λA.
3. We say that A is an outer cone if A = outA, and similarly for inner cones.
Let K be a closed convex set with 0 /∈ K. We then have
K = outK ∩ inK,
and therefore
φ(K) = φ (outK) ∩ φ(inK).
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Furthermore, it is easy to see that
φ (outK) = in (φ(K))
and
φ (inK) = out (φ(K)) .
So φ exchanges out-cones and in-cones. Therefore the question about the con-
vexity of φ(K) splits naturally into two questions:
Lemma 5.4. φ(K) is convex if and only if in (φ(K)) and out (φ(K)) are both
convex.
Proof. One direction is obvious: If in (φ(K)) and out (φ(K)) are convex so is
their intersection, which is exactly φ(K).
Conversely, assume φ(K) is convex, and fix x, y ∈ in (φ(K)). By definition
there are a, b ≥ 1 such that ax, by ∈ φ(K). For every 0 < λ < 1 we have
(1− λ)x+ λy =
(
1− λ
a
+
λ
b
)
︸ ︷︷ ︸
µ
·
(
1−λ
a
1−λ
a +
λ
b
ax+
λ
b
1−λ
a +
λ
b
by
)
︸ ︷︷ ︸
z
.
Since φ(K) is convex we know that z ∈ φ(K), and since µ ≤ 1 it follows that
µz ∈ in (φ(K)). Hence in (φ(K)) is indeed convex. The proof for out (φ(K)) is
the same.
It turns out that there is no symmetry between out-cones and in-cones. Of
the two conditions, one is satisfied automatically:
Theorem 5.5. If C be a convex out-cone then φ(C) is a convex in-cone.
However, the converse is false: there exists a convex in-cone C0 such that φ(C0)
is not convex.
Proof. Let C be a convex out-cone and fix x, y ∈ C. Note that every point
z ∈ (x, y) can be written as z = λw for w ∈ [x, y] and λ ≥ 1. Since C is convex
it follows that w ∈ C, and since C is an out-cone we have z = λw ∈ C. Hence
(x, y) ⊆ C, so by Proposition 5.2 it follows that φ(C) is indeed convex.
To show that the converse is false there are many possible counter-examples.
For example, fix any affine hyperplane H ⊆ Rn such that 0 /∈ H and any convex
body K ⊆ H. Consider C0 = inK. Then for x, y ∈ K we clearly have (x, y) 6⊆
C0, so φ(C0) is not convex.
We summarize the discussion in the following corollary:
Corollary 5.6. The following are equivalent for a convex body K with 0 /∈
K:
1. φ(K) is convex.
2. φ (inK) is convex.
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3. For every x, y ∈ inK we have (x, y) ∈ inK.
Proof. By Lemma 5.4 the set φ(K) is convex if and only if φ (outK) =
in (φ(K)) and φ (inK) = out (φ(K)) are both convex. By the theorem we know
that φ(outK) is always convex, so the equivalence of (1) and (2) follows. The
equivalence of (2) and (3) follows immediately from Proposition 5.2.
6. Local Theory of Flowers
The main goal of this section is to prove that every origin-symmetric flower
F ⊆ Rn has a “large” dimensional projection which is “almost” a Euclidean ball.
More formally, we define the geometric distance of two origin-symmetric star
bodies A,B ⊆ Rn to be
d(A,B) = inf
{
a · b : 1
a
A ⊆ B ⊆ b ·A
}
.
Note that for every convex body K we have
d(K,Bn2 ) =
maxθ∈Sn−1 hK(θ)
minθ∈Sn−1 hK(θ)
=
maxθ∈Sn−1 rK♣(θ)
minθ∈Sn−1 rK♣(θ)
= d(K♣, B).
Our theorem is then as follows:
Theorem 6.1. Let F ⊆ Rn be a flower with F = −F . Then for every ǫ > 0
there exists a subspace E of dimension dimE = c(ǫ) · n such that
d
(
PEF,B
E
2
) ≤ 1 + ǫ.
Here of course BE2 = B
n
2 ∩ E. The same theorem for convex bodies instead
of flowers is of course the famous Dvoretzky’s theorem. However, in Dvoretzky’s
theorem the dependence of dimE on n is much poorer: It is well known that if
for example
K = Bn1 = conv {±e1,±e2, . . . ,±en} ⊆ Rn
and d
(
PEK,B
E
2
) ≤ 1+ ǫ, then necessarily dimE ≤ c(ǫ) log n. This is in contrast
with our theorem, where dimE is proportional to n.
On a related note, observe that if F = (Bn1 )
♣ then for every subspace E we
have
d
(
F ∩ E,BE2
)
= d
(
(PEB
n
1 )
♣ , Bn2
)
= d (PEB
n
1 , B
n
2 ) ,
which is large unless dimE ≤ c(ǫ) log n. In other words, there is no analogue of
Theorem 6.1 where the projection PEF is replaced with the intersection F ∩ E.
This is unlike the classical theorem for convex bodies, where the two versions are
easily seen to be equivalent.
Of course, our theorem does imply a corollary for convex bodies:
Corollary 6.2. Let K ⊆ Rn be a convex body with K = −K. Then for every
ǫ > 0 there exists a subspace E of dimension dimE = c(ǫ) · n such that
d
((
PEK
♣
)−♣
, BE2
)
≤ 1 + ǫ.
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However, as was explained in the introduction, we do not have a good under-
standing of the body
(
PEK
♣)−♣.
For the proof of Theorem 6.1 we will need the following result, which may be
of independent interest:
Theorem 6.3. Let F ⊆ Rn be a flower. Assume that d(conv F,Bn2 ) = 1 + ǫ
for ǫ < 110 . Then
d(F,Bn2 ) ≤ 1 + 3
√
ǫ.
Obviously, the assumption that F is a flower is crucial, as no such theorem
can be true for general star bodies.
Proof. We may assume without loss of generality that 11+ǫB
n
2 ⊆ convF ⊆
Bn2 . We obviously have F ⊆ Bn2 .
Fix a direction θ ∈ Sn−1 and write w = 11+ǫθ ∈ conv F . Consider the half-
space
H =
{
z : 〈z, θ〉 ≥ 1
1 + ǫ
}
.
We claim that H ∩ F 6= ∅: If not then F ⊆ Hc, and then convF ⊆ Hc so w ∈
Hc. This is a contradiction. We may therefore choose a point x ∈ H ∩ F . Since
F ⊆ Bn2 we obviously have |x| ≤ 1.
Since x ∈ F we know that x ∈ By ⊆ F for some y ∈ Rn, where as usual
By = B
(
y
2
,
|y|
2
)
=
{
z : |z|2 ≤ 〈z, y〉
}
.
Since y ∈ By ⊆ F ⊆ Bn2 we have |y| ≤ 1.
Our goal is to understand for which values of λ we have λθ ∈ By. Towards
this goal observe that x ∈ H and hence
〈x,w〉 = 1
1 + ǫ
〈x, θ〉 ≥ 1
(1 + ǫ)2
,
so
|x− w|2 = |x|2 − 2 〈x,w〉 + |w|2 ≤ |x|2 − 2
(1 + ǫ)2
+
1
(1 + ǫ)2
= |x|2 − 1
(1 + ǫ)2
.
It follows that
〈w, y〉 = 〈x, y〉 − 〈x− w, y〉 ≥ |x|2 − |x− w| |y|
≥ |x|2 − |x− w| ≥ |x|2 −
√
|x|2 − 1
(1 + ǫ)2
where we used the fact that x ∈ By and Cauchy-Schwarz.
Simple calculus shows that if 34 < a < 1 then the function φ(t) = t−
√
t− a
is decreasing on the interval [a, 1]. For ǫ < 110 we have
1
(1+ǫ)2
> 34 , so
〈w, y〉 ≥ |x|2 −
√
|x|2 − 1
(1 + ǫ)2
≥ 1−
√
1− 1
(1 + ǫ)2
.
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Therefore
〈θ, y〉 = (1 + ǫ) 〈w, y〉 ≥ 1 + ǫ−
√
(1 + ǫ)2 − 1 = 1 + ǫ−
√
ǫ2 + 2ǫ ≥ 1−
√
2ǫ.
It follows that if λ ≤ 1−√2ǫ then λ ≤ 〈θ, y〉, so
|λθ|2 = λ2 ≤ λ · 〈θ, y〉 = 〈λθ, y〉 ,
so λθ ∈ By ⊆ F .
Since the direction θ ∈ Sn−1 was arbitrary it follows that F ⊇ (1−√2ǫ) ·
Bn2 , so
d(F,Bn2 ) ≤
1
1−√2ǫ ≤ 1 + 3
√
ǫ,
where we used again that ǫ < 110 .
Now we can prove Theorem 6.1:
Proof of Theorem 6.1. We may of course assume that ǫ < 12 . It was proved
in [9] that the set F˜ = convF is also a flower, and that for convex flowers we
always have d
(
F˜ , Bn2
)
≤ 2.
F˜ ⊆ Rn is an origin-symmetric convex body which is a bounded distance from
Bn2 . From Milman’s version of of Dvoretzky’s theorem it follows that there exists
E ⊆ Rn of dimension c(ǫ) · n such that
d
(
conv (PEF ) , B
E
2
)
= d
(
PEF˜ , B
E
2
)
≤ 1 + ǫ2/9
(see [10], or for example [1])
Since ǫ2/9 < 110 and since PEF is a flower we may apply Theorem 6.3 and
deduce that
d
(
PEF,B
E
2
) ≤ 1 + 3√ǫ2/9 = 1 + ǫ.
Recall the easy observation from the start of this section that
d(K,Bn2 ) = d
(
K♣, Bn2
)
.
From here, many results for flowers follow immediately from the corresponding
results for convex bodies. We demonstrate below one such result:
Theorem 6.4. There is a universal constant C > 0 such that for every
dimension n, every flower F ⊆ Rn and every ǫ > 0 there exists N ≤ C · n
ǫ2
and
N rotations {ui}Ni=1 such that for some r > 0 and for all θ ∈ Sn−1 we have
(1− ǫ)r ≤ 1
N
N∑
i=1
ruiF (θ) ≤ (1 + ǫ)r.
Novel view on classical convexity theory 19
(Here ruiF is the radial function of the flower uiF ).
The statement of this theorem is highly non-trivial, but it is just an interpre-
tation of known theorems from Asymptotic Geometric Analysis. This is Theorem
2 from [5] (and one may also see it in [6], Theorem 6.3). However, the estimate in
these papers have an extra factor log 1ǫ , which was later eliminated by Schmuck-
enschlager in [15].
An interesting particular case is the case of F = Bθ, i.e a single petal, which
is the flower of Iθ = [0, θ]
♣. In this particular case the result for intervals {Iθi}Ni=1
was known much earlier. It follows from [7], but in the dual presentation (see
also Proposition 6.2 in [6] for the result with equal length intervals).
Actually, in this particular case one may choose just 2n petals and receive
an isomorphic version of Theorem 6.4. In other words, there are two universal
constants c2 > c1 > 0 such that
c1r ≤ 1
2n
2n∑
i=1
ruiF (θ) ≤ c2r.
This is already a consequence of Kashin’s theorem from [8].
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