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a  b  s  t  r  a  c  t
Dynamic  MR  image  recordings  (DCE-MRI)  of  moving  organs  using  bolus  injections  create  two  different
types  of dynamics  in  the  images:  (i)  spatial  motion  artifacts  due  to  patient  movements,  breathing  and
physiological  pulsations  that we want  to  counteract  and (ii)  signal  intensity  changes  during  contrast
agent  wash-in  and  wash-out  that  we  want  to  preserve.  Proper  image  registration  is needed to  counteract
the  motion  artifacts  and for a reliable  assessment  of  physiological  parameters.  In  this  work  we present  a
partial differential  equation-based  method  for deformable  multimodal  image  registration  using  normal-
ized  gradients  and  the Fourier  transform  to solve  the  Euler–Lagrange  equations  in  a multilevel  hierarchy.
This  approach  is particularly  well  suited  to  handle  the  motion  challenges  in  DCE-MRI  time  series,  beingormalized gradients
utual information
validated  on ten  DCE-MRI  datasets  from  the  moving  kidney.  We  found  that  both  normalized  gradients
and  mutual  information  work  as high-performing  cost  functionals  for motion  correction  of this  type  of
data.  Furthermore,  we demonstrated  that  normalized  gradients  have  improved  performance  compared
to mutual  information  as  assessed  by several  performance  measures.  We  conclude  that  normalized  gradi-
ents can be a viable  alternative  to mutual  information  regarding  registration  accuracy,  and  with  promising
clinical  applications  to DCE-MRI  recordings  from  moving  organs. [TD.CR.ABS]
 201[TD.CR.ABS.P]©
. Introduction
Image registration is the task of aligning an input image to a
eference image by applying a proper spatial transformation to
he input image, maximizing a similarity measure between the
wo images [1]. It is a crucial processing step in many real world
pplications, especially in medicine for the alignment of images
rom the brain [2–4], kidneys [5–7], colon [8], prostate [9,10], lungs
11,12] and the heart [13,14]. After alignment, image-derived mea-
urements inside anatomically ﬁxed regions of interest can be
ompared for further analysis. The focus of this work is on DCE-MRI,
n in vivo measurement technique enabling voxel-wise assessment
f physiological parameters like plasma ﬂow and plasma volume, as
ell as permeability, extra-vascular volume, permeability-surface
rea product, and the glomerular ﬁltration rate (GFR) in the kid-
ey. The GFR is a measure of ﬁltrated ﬂuid in the renal glomeruli,
∗ Corresponding author. Tel.: +47 55586732.
E-mail address: erlend.hodneland@uib.no (E. Hodneland).
895-6111   [TD.CR.CL]©  2013  The  Authors.  Published  by  Elsevier  Ltd.  
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Open access under CC BY-NC-ND l3  The  Authors.  Published  by  Elsevier  Ltd.  [TD.CR.ABS.E]
and is an important diagnostic and prognostic indicator of kid-
ney function. Therefore, as a model system for co-registration of
renal DCE-MRI time series, we study the effects of various cost
functions on the accuracy of estimated GFR. Without a proper
motion correction of the potentially severe and nonlinear displace-
ment of the kidney, assessment of voxelwise, functional kidney
parameters becomes invalid [15]. In a more general context, cor-
rection of motion corrupted DCE-MRI time series is important for
tracer-based pharmacokinetic modeling and reliable estimation of
physiological parameters (such as the GFR). Moreover, the motion
correction is particularly challenging in DCE-MRI due to the com-
bination of temporal and spatial signal change upon bolus passage.
Proper co-registration is therefore still an open problem in many
instances [16].
Preferably, motion correction of DCE-MRI kidney time series
should be performed by automated and non-linear registra-
tion methods. Non-linearity in the registration is important
since the breathing, peristaltic movements and cardiovascular
pulsations are non-linear displacements. Automation is desired
Open access under CC BY-NC-ND license.since 4D time series are very large data sets. Substantial
manual intervention of such large data sets is excessively
time consuming and also subject to operator dependent varia-
tions.
[TD.CR.CL.E]icense.
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Previous reports show that motion correction of DCE-MRI time
eries has been performed using various approaches. Spatial align-
ent of the time series has been obtained by effortful intervention
sing manual segmentations [17], by modeling the motion as
ead-to-feet only [18], using normalized cross-correlation and iso-
ontours from segmentation [19], or by using mutual information
MI) [20–22] or normalized mutual information (NMI) [23]. Song
t al. [24] developed a multi-step 3D registration model consisting
f anisotropic diffusion, wavelet edge detection and Fourier based
egistration. There are also studies applying gradient information as
he cost functional [25,26], or combinations of NMI  and the gradient
agnitude [27].
Another gradient depending cost function is normalized gradient
elds (NGF), proposed by Haber and Modersitzki [26,28]. Normal-
zed gradient ﬁelds incorporate co-aligned gradient vectors of the
nput and target image and are therefore essentially intensity inde-
endent. Due to this property, NGF is suitable for multimodal image
egistration and it is potentially very promising as a cost func-
ional for registration of DCE-MRI time series. The use of NGF for
igid motion correction of DCE-MRI, was explored by Zikic et al.
15]. Since a translational representation preserves the shape of the
idney, they concluded that motion correction based on template-
atching, solving for translational parameters only, was superior
o deformable methods with a larger number of degrees of free-
om. However, due to various degree of nonlinear and deformable
ovements of kidney, we consider the development of deformable
egistration algorithms to be of high importance for DCE-MRI. We
ave therefore developed and tested a deformable NGF model for
otion correction of DCE-MRI time series.
As far as similarity measures are concerned, MI  has been exten-
ively used for co-registration of DCE-MRI images. However, the use
f mutual information can in principle be problematic since MI  is a
lobal similarity measure relying on a consistent intensity mapping
f the whole image [29]. To clarify the goodness of MI,  we  therefore
rovide a comprehensive registration evaluation scheme, compar-
ng the similarity measures NGF and MI  [30–32] within the same
eformable ﬂuid registration framework. We  chose MI  for compar-
son since it is considered to be a versatile method of choice for
ultimodal image registration. It has also been extensively used
or co-registration of DCE-MRI in the past [20–23]. However, the
erformance of MI  as cost function for co-registration of DCE-MRI
ime series has, to our knowledge, not been properly evaluated.
herefore, in this work, we perform a rigorous comparison of MI
ith NGF. The performance of MI  and NMI  seems to be comparable
33] and we have therefore explored MI  only.
Assessment of registration performance in DCE-MRI motion
orrection has been poorly addressed, mainly using checkerboard
mages for visual assessment or pharmaco-kinetic modeling in
ome reports [21,34–37]. A major impediment is the lack of stan-
ardized “ground truth” images for multimodal registration. It was
laimed in [38] that landmarks and labelled anatomical structures
re best suited for registration evaluation if they can be rigor-
usly selected in both the input and the target image. However,
ew authors used landmarks for registration evaluation of DCE-MRI
ime series, probably due to the lack of reliable and locally identiﬁ-
ble anatomical structures [34,39]. Some have employed synthetic
atasets [24,40], though it is not known whether the motion and
oise patterns in the synthetic model are sufﬁciently close to in vivo
CE-MRI kidney data. Alternatively, other authors have used the
oodness-of-ﬁt of the time series to a smooth pharmacokinetic
odel before and after registration [21,34–37]. The goodness-of-ﬁt
s intrinsically linked to the smoothness of the time curves, since
moother time curves are better ﬁtted to a smooth model. Thus,
he goodness-of-ﬁt and smoothness of time curves are frequently
sed criteria for successful registration evaluation of DCE-MRI data
nd we employ them for performance evaluation in the presentaging and Graphics [TD.RHXXX]38 (2014) 202–210[TD.RHXXX.E][TD.RH.E] [TD.PN.R]203[TD.RH.RIGHT.E][TD.RIGHTPAGE.E]  [TD.RHXXX]  [TD.RHXXX.E][TD.RH.E][TD.RH.LEFT.E][TD.LEFTPAGE.E]
work. Additionally, the measurement of physiological parameters
acquired with gold-standard methods requiring blood sampling
can also be used to evaluate the physiological implication of var-
ious registration methods [34]. We have therefore computed the
GFR of ﬁve subjects (ten kidney data sets, two  for each subject),
and compared the obtained MR-GFR values to Iohexol clearance
(clinical gold standard, [41]) as an additional evaluation criterion.
The major contributions of our work are the incorporation
and implementation of the similarity measures NGF and MI in
the deformable viscous ﬂuid registration framework [42], together
with a rigorous performance evaluation of MI  and NGF for registra-
tion of kidney DCE-MRI recordings. We  show that NGF and MI can
be successfully applied to DCE-MRI, and to the best of our knowl-
edge, this is the ﬁrst report where the applicability and accuracy
of these cost functions for co-registration of DCE-MRI time series
have been thoroughly evaluated.
2. Dynamic contrast enhanced magnetic resonance
imaging (DCE-MRI) of the kidney
We used a 1.5 T MR-scanner (Avanto, Siemens) to acquire image
data from ﬁve healthy volunteers. All participants gave their writ-
ten consent. A breath-hold T1-weighted 3D single gradient recall
echo (GRE) pulse sequence was  used to acquire signal-intensity
time curves after administration of a small dose (2 ml)  of gadolin-
ium contrast media intravenously. The acquisition was regular
during periods of breath-hold, with sampling time of either 2.85 s
(subjects 1 and 5) or 2.45 s (subjects 2–4), irregular otherwise. The
acquisition parameters for the two  examinations are summarized
in Table 1. When the injected bolus (tracer) arrives in the tissue, the
MRI  signal increases due to T1-shortening. The temporal changes
in the signal intensity can be used to compute the concentration of
the tracer. The image sequences, as functions of time, appear almost
“uni-modal” outside the kidneys due to the late and slower inﬂow
of tracer in these anatomical regions, and “multi-modal” inside the
kidney. The goal is to restore the signal intensity dynamics from
contrast agent wash-in and wash-out, and, at the same time, elimi-
nate the intensity variations due to motion artifacts by a geometric
correction. Examples of images at pre-contrast, at maximum con-
trast (cortical enhancing) and at late-contrast (pelvic enhancing)
phase of the ﬁve volunteers are shown in Fig. 1.
3. Image registration – theory and numerical scheme
We consider a deformable model based on the viscous ﬂuid
registration of Christensen [42,43]. In a continuous formulation,
the input image f :  → R  is considered a viscous ﬂuid, deform-
ing into the reference image g :  → R  within the image domain
 ⊂ R3. The registration framework is formulated in the Eulerian
reference frame, where the velocity v : R3 × R  → R3 at position
x(t) ∈ R3 and time t ∈ R  is the material derivative of the displace-
ment u : R3 × R  → R3,
v(x(t), t) = ∂u(x(t), t)
∂t
+ v(x(t), t) · ∇u(x(t), t). (1)
This formulation allows for large displacements since the PDE is
solved for the velocity and the total displacement is accumulated by
solving (1) for u(x(t), t). Navier’s equation is solved for the velocity
v(x(t), t),
v + ( + )∇(∇ · v) = b(x − u) (2)
where b : R3 × R  → R3 is the force ﬁeld, driving the deformation,
and ,  ∈ R  are the Lamé constants. The Laplacian term v per-
forms smoothing on the velocity ﬁeld by constraining the velocity
spatially. The term ∇(∇ · v) controls the contraction or expansion of
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Table 1
Acquisition parameters for the DCE-MRI time series. Two  acquisitions are Flash3D and the remaining are Twist with isotropic voxels.
Subject Contrast agent TR (ms) TE (ms) FA (deg) Matrix Type (mm3) Voxel size (mm) FOV # Time points
256 ×
256 ×
256 ×
t
t
s
a
C
t
d
p
t
l
e
F
(1 Dotarem 2.41 0.87 12 
2–4 Multihance 2.51 0.89 15 
5  Multihance 2.41 0.87 12 
he ﬂuid. The force ﬁeld is deﬁned as the derivative of a cost func-
ion C(u). For an input image f and a reference image g having the
ame intensity range, the sum of squared differences is often used
s the cost function (or similarity measure),
SSD(u) =
1
2
∫

(f (x − u) − g(x))2dx, (3)
aking low values as f and g become more similar on the image
omain .
However, for images of different modality, SSD is often inap-
ropriate since similar intensities cannot be expected, even when
he underlying structure is the same. In the past, cost functionals
ike correlation ratio, mutual information and normalized gradi-
nts [26] have been developed and used for this type of image
ig. 1. Unprocessed DCE-MRI time sequences before contrast (left image), at maximal co
right image) for the ﬁve subjects included in the study (A–E). 256 Flash3D 1.66 × 1.66 × 3 425 45
 192 Twist 1.8 × 1.8 × 1.8 460 49
 256 Flash3D 1.66 × 1.66 × 3 425 43
registration. The DCE-MRI images recorded after the bolus injec-
tion have a time- and position-dependent signal intensity variation.
Within the kidney wash-in and wash-out creates a strongly time
varying and locally dependent intensity proﬁle, highlighting edges
between different kidney tissue. Yet, the geometry of the imaged
organs is the same, suggesting that one should make use of spatial
information. Therefore, we propose to apply normalized gradients
as a similarity measure for the registration of DCE-MRI time series.
Deﬁne the normalized gradients
˜ ∇f ∇f∇f = √
||∇f ||2 + 2
= ||∇f || (4)
and the regularized absolute gradients || ∇ f||2 = || ∇ f||2 + 2 where
 is an edge parameter that controls the inﬂuence of image
ntrast enhancement, cortical phase (middle image) and late-contrast, pelvic phase
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radients.1 Typically,  should be set in the range of the edges of
nterest. Then, a cost function based on normalized gradients can
e phrased as
(u) =
∫

1 − (∇˜f (x − u)T · ∇˜g(x))2dx (5)
(6)
hich is minimized when the gradients are aligned or oppositely
ligned, occurring at places of correlation of edges between the
nput and target image. This will allow for both dark to light transi-
ions of the signal intensity, and also the opposite within the same
mage and for the same tissue. Now, for simplicity, let f = f(x − u)
nd g = g(x). Then, the force ﬁeld, can be written as
ngf =
∂C
∂u
= 2(∇˜f
T ∇˜g)H(f )
||∇f ||
[∇˜g − (∇˜f T ∇˜g)∇˜f ] (7)
here H(f) is the Hessian of f(x − u),
ij(f ) =
∂2f (x − u)
∂xi∂xj
. (8)
or ﬂuid registration using normalized gradients, the equation to
olve for v becomes
v + ( + )∇(∇ · v) = bngf (9)
n combination with a time evolution of (1).
.1. Combining transformations into a global transformation
In the registration process, the transformation can in principle
ecome singular (i.e. the determinant of the Jacobian becomes zero
r negative). In this case, a regridding of the image and resetting
f the transformation to u = 0 is necessary. Usually, this is per-
ormed by applying the current transformation to the image by
nterpolation so that a “new” image is created for further itera-
ions. Upon several regrids, this process will deteriorate the image,
ue to interpolation effects. Therefore, it is desirable to act only
n the transformation, and not on the image. We  achieve this by
ombining the obtained transformations into a single global trans-
ormation [42], which requires only a single regrid (the ﬁnal) of the
mage. This concatenation of transformation ﬁelds is also useful for
ultiscale registration where the propagation of the transforma-
ion ﬁeld from one scale to another is required. Let f = f(0) be the
nput image. When the transformation becomes close to singular
from now on called regrids) the transformed image is deﬁned as
(1)(x) = f (0)(x − u(1)(x)) (10)
his formula is valid between each level j = 1, . . .,  n, as long as x
s the grid of the current level. Deﬁne a(n) = x which is the grid of
ransformation n. From level n to level n − 1 replace x → x − u. Then,
he desired globally transformed image f(n) can be expressed as a
unction of f(0) recursively
f (n)(x) = f (n−1)(a(n) − u(n)(a(n))︸  ︷︷  ︸
a(n−1)
)
= f (n−2)(a(n−1) − u(n−1)(a(n−1))︸  ︷︷  ︸
a(n−2)
)
= . . .
(0) (1) (1) (1)
(11)= f (a − u (a )︸  ︷︷  ︸
a(0)
),
1 In [29] it was  claimed, but not proved, that for equation (4) the gradients may
valuate to nonzero even in a global minimum due to numerical approximations.aging and Graphics [TD.RHXXX]38 (2014) 202–210[TD.RHXXX.E][TD.RH.E] [TD.PN.R]205[TD.RH.RIGHT.E][TD.RIGHTPAGE.E]  [TD.RHXXX]  [TD.RHXXX.E][TD.RH.E][TD.RH.LEFT.E][TD.LEFTPAGE.E]
which results in
a(j−1) = a(j) − u(j)(a(j)). (12)
By computing a(0) the global deformation ug(x) can be found from
x − ug(x) = a(0)(x) and applied to the original image f(0). In our exper-
iments, it never occurred that the transformation became singular,
although the method allows for it. We used (12) to combine trans-
formation ﬁelds from different multiscale levels.
3.2. Numerical implementation
The Euler equation (1) is discretized by a forward Euler scheme,
u[x, ti+1] = u[x, ti] + ıt(I − ∇u[x, ti])v[x, ti] (13)
= u[x, ti] + ıt∇r[x, ti]v[x, ti] (14)
where ıt = ti+1 − ti. (h1, h2, h3) is the voxel size, (n1, n2, n3) is the
number of voxels in the regular image grid in the respective direc-
tions x = (x1, x2, x3) and ∇r is labelled as the transformation.
In [44,45] the speed v was deﬁned as the convolution of the force
ﬁeld with a Gaussian spatial smoothing kernel ,
v = (x)  ⊗ b(x, u). (15)
However, we have not followed this approach since Bro-Nielsen
et al. [43] claim that this approximation can possibly give prob-
lems in terms of topology and stability of the ﬂuid model. Instead,
we solve Navier’s equation (2) in the Fourier domain. This creates an
easy system to solve, which also saves considerably memory com-
pared to solving a large system of linear equations simultaneously
[46]. Deformable, non-parametric image registration in the Fourier
domain has previously been reported [47,48]. In Fourier basis, the
velocity v can be written as
v(x) =
∫

w(k˜)e2	i(k˜
T · x)dk, 
= {x | xi ∈ [−Ki/2, Ki/2] ∀ i = 1, 2, 3} (16)
where k˜ =
(
k˜1, k˜2, k˜3
)T = ( k1K1 , k1K2 , k3K3)T . Thus, Ki is the length of
 in each main direction. The discretized counterpart is
v[x] =
∑
k˜
wk˜e
2	i(k˜
T · x) (17)
where Ki = nihi is the length of the image domain in direction i and
ki = (− Ki/2, − Ki/2 + hi, . . .,  Ki/2)T is the coefﬁcients in the Fourier
domain. Upon differentiation the Laplace term becomes
v  = −(2	)2
∑
k˜
wk˜(k˜
T · k˜)e2	i(k˜
T · x) (18)
and the advection term can be written as
∇(∇ · v) = −(2	)2
∑
k˜
wk˜(k˜ · k˜
T
)e2	i(k˜
T · x). (19)
The right hand side, the force term, we express as
bngf =
∑
k˜
rk˜e
2	i(k˜
T · x). (20)
Thus, using (9), the system to solve for each voxel becomes−(2	)2Awk˜ = rk˜ (21)
where
A = k˜T k˜I + ( + )k˜k˜T . (22)
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bMI = ∇MI = 1V
∂ 
∂i1
∗ L(i1, i2) ∇f (x − u) (27)
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he matrix A is real and symmetric and is therefore self-adjoint,
hus A* = A. Since A is essentially a rank-one perturbation of the
dentity, A is singular only if k˜1 = k˜2 = k˜3 = 0, corresponding to the
ero frequency. This implies that the solution for the zero frequency
eed not exist, or, if it exists, there are inﬁnitely many solutions. In
he operator setting, this is referred to as Fredholm alternative.  To
vercome this problem, we impose an even number of voxels in at
east one spatial direction of high resolution, and consider an inter-
olation of the differential operator on that grid, that is staggered
ith respect to that of the theoretical differential operator. This is
quivalent to introducing a tiny phase shift to the functions in the
ourier domain. The operator is not discretized exactly on the orig-
nal function, but on a slightly different grid. The advantage is that
he staggered operator is now nonsingular, and therefore we  can
olve for all the unknowns, and a unique solution is guaranteed.
The advantage of solving Navier’s equation in the Fourier
omain is obvious since this is only a 3 × 3 linear system which is
asily solved using a small amount of memory. Alternatively, using
n implicit approach with standard divided-differences would
equire the storage of huge, albeit sparse matrices. Furthermore,
he Fourier approach is much easier to set up than the implicit
pproach with respect to the creation of the large matrix of divided
ifferences, and it is favorable to implement in parallel, for instance
n the GPU. In practice, we solve the small linear system by LU
ecomposition, thus obtaining a fast and accurate solver using lit-
le computer memory. In order to improve the speed and also to
llow large displacements we implemented the ﬂuid registration
s a multilevel scheme. The levels are organized as scaling by a
ser-deﬁned parameter  = (˛1, ˛2, . . .,  ˛p), ˛i ∈ [0, 1]. Let f (0)[i] be the
nitial image at level i. In order to pass the global displacement ﬁeld
g,[i] from level i to i + 1, the global transformation ug,[i] from the pre-
ious level is passed to the next by interpolation, thus computing
(1)
[i+1](x) = f
(0)
[i+1](x − ug,[i]). If the Jacobian (Jacobian determinant)
f the transformation ∇r drops below the given threshold, the
btained transformation is concatenated onto the global trans-
ormation ug,[i+1] and f
(2)
[i+1](x) = f
(1)
[i+1](x − ug,[i+1]) is computed. In
ther words, we  always operate on the grid and we apply at most
ne ﬁnal regrid to the image. Practically, for in our experiments
ere, we stop iterating when the transformation has a Jacobian less
han 0.4 in order to avoid singularities. Convergence of the cost
unctional was reached before the limit of 0.4 was exceeded.
The iterations on a given level are terminated if the maximum
umber of iterations has been reached, if the cost functional is non-
ecreasing over several iterations, or if the force term drops below
 certain value, speciﬁcally if
|b||L2 =
√√√√(∑
i
(bi(x, u))
2
)
< T (23)
here T is a user-deﬁned threshold. The registration scheme is
rganized as follows:
A. Preprocessing:
. Set up the grids in natural coordinates with the origin in the
center of the image.
. Set up the multilevel hierarchy for p levels, where p is the ﬁnest
level. The input image f, reference image g and the grids X, Y, Z
are resized to i ∈ 〈0, 1], which is the multilevel parameter. After
resizing, the number of voxels will be i(nx × ny × nz) for level i.
. The afﬁne displacement uA is computed using FSL’s FLIRT [49].. The afﬁne displacement uA is given as argument to the ﬂuid
registration.
. The coefﬁcient matrix A is computed for each level. Multilevel is
set to i = 1 at ˛i (the coarsest grid).aging and Graphics [TD.RHXXX]38 (2014) 202–210[TD.RHXXX.E][TD.RH.E][TD.RH.LEFT.E][TD.LEFTPAGE.E][TD.RHXXX] [TD.RHXXX.E][TD.RH.E] [TD.PN.R]206[TD.RIGHTPAGE.E]
B. Multilevel:
1. Iterate on level i: ug is taken as the afﬁne registration or from the
previous level (interpolated) of the ﬂuid registration. Compute
f (1)[i] (x) = f
(0)
[i] (x − ug) and set u = 0.
(a) Compute the force bngf using (7).
(b) Perform Fourier transform of the force, (20). Solve (21) for
wk˜, the Fourier coefﬁcients. Apply inverse Fourier transform
to obtain the velocity v (17).
(c) Choose a time step ıt such that every element of the ﬂow
ıt ∇ r(x, t) · v(x, t) is less than a maximal ﬂow. In our code
we have used global settings for this parameter, equal to
0.01. If this is not satisﬁed for all points, ıt is halved until
the condition is satisﬁed. Update u by (14).
(d) If the Jacobian | ∇ r| < 0, the transformation in (14) becomes
ill-conditioned. In our code, we  would regrid if | ∇ r| < 0.4. The
global transformation ug is computed by concatenating the
global transformation of the previous level with the transfor-
mations of the current level according to (12), and the current
transformation is reinitialized as u = 0.
(e) Stop iterating if the maximum number of iterations has been
reached, if the cost functional is non-decreasing, or if the
force goes to zero, ||b||L2 < T (23).
2. If level i < p, proceed to next level, i = i + 1, thus go to step B1, else
go to step B3.
3. Resample image according to the obtained ug,[p] on the ﬁnest
level p by computing f(x − ug,[p]).
4. Mutual information
To perform a fair comparison of the similarity measures, MI
[30,31] was  also implemented in the ﬂuid registration framework,
as described in [44,45,50]. This implementation was done in order
to remove the inﬂuence of the deformation model on the results.
Mutual information is deﬁned as
MI =
∑
i1
∑
i2
p(i1, i2) log
p(i1, i2)
p(i1)p(i2)
(24)
where p(i1, i2), p(i1), p(i2) are joint and marginal intensity probabil-
ity distributions, and i1, i2 are the intensities of the input and target
image, respectively. The joint and marginal probabilities were eval-
uated using a Parzen window,
p(i1, i2) =
1
V
∫

 (i1 − f (x − u), i2 − g(x))dx (25)
where V is the volume of  and   is a 2D Gaussian convolution
kernel
 (i1 − f (x − u), i2 − g(x)) =
1
(2	)k/2|
|1/2
e−
1
2 x˜
T
−1x˜ (26)
with 
 as the sample covariance matrix and x˜ =
(i1 − f (x − u), i2 − g(x))T . The MI  gradient, used as the force
in ﬂuid registration, is given by a convolution( )L(i1, i2) = 1 + log
p(i1, i2)
p(i1)p(i2)
. (28)
The convolution is with respect to the entire intensity space R2.
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. Registration evaluation
A proper evaluation of multi-modal image registration can be
hallenging due to the lack of a ground truth for real images. We
ave chosen to be in line with other DCE-MRI studies using the
moothness of the time curves as well as the deviation between
he data and the solution of a smooth compartment model. These
pproaches have been adopted in several relevant publications
21,34–37]. The smoothness of time curves and the deviation to a
ompartment model are strongly linked since smooth time curves
ill contribute to lower deviation between the data and a com-
artment model. Poorly registered data will contribute to more
scillatory behavior of voxel time courses, which will affect these
wo measurements for registration performance. Moreover, from
he compartment modeling, we have computed a physiological
elevant parameter for each subject, the GFR. We  compare the
btained MR-GFR with Iohexol GFR, which is considered a gold
tandard for GFR measurements in the clinic. From these two GFR
stimations we can judge about the physiological relevance of the
egistration method of choice. The approach for compartment mod-
lling is described below.
.1. Compartment modeling
As described in [51,52], a two-compartment model for kidney
ltration can be deﬁned for the plasma and tubular compartments.
iven the normalized tracer concentration in the arterial, plasma
nd tubular compartments as Ca, Cp and Ct, the plasma concentra-
ion can be expressed as
p(t) = 1
Tp
∫ t
0
Ca()e−(t−)/Tpd (29)
here Tp is the mean transit time for the plasma compartment. The
emporal change of tracer in the tubular compartment is assumed
o be proportional to the difference in concentration across the
ltration barrier, such that
t
dCt(t)
dt
= FtCp(t) − (1 − f )FtCt(t) (30)
here Ft is the GFR and (1 − f)Ft is the output of the tubular com-
artment. Solving (30) for Ct(t) and summing up the total tracer as
 = VpCp + VtCt results in
(t) = VpCp(t) + Ft
∫ t
0
Cp()e−(t−)/Tt d (31)
here C(t) is the contrast agent concentration and
t = Vt
Ft(1 − f ) . (32)
ore details regarding the applied compartment model can be
ound in [51] and [52].
For an overall evaluation of the registration performance, the
verage root-mean-square (RMS) value between the observed time
urves and the model time curves was computed. This method for
valuation assumes that better registered data will provide smaller
istances between the observed data and the model curve. Speciﬁ-
ally, the distance between the observable concentration Co(t) and
he model concentration C(t) was computed for every voxel within
he kidney (S). For a given voxel x, let co(x, t) = Co(t) and let c(x,
) = C(t) as from (31). Then,
MS(x) =
√√√√1
T
T∑
t=t1
(co(x, t) − c(x, t))2 (33)aging and Graphics [TD.RHXXX]38 (2014) 202–210[TD.RHXXX.E][TD.RH.E] [TD.PN.R]207[TD.RH.RIGHT.E][TD.RIGHTPAGE.E]  [TD.RHXXX]  [TD.RHXXX.E][TD.RH.E][TD.RH.LEFT.E][TD.LEFTPAGE.E]
with the average RMS  value (RMS)
RMS = 1|S|
∑
x∈S
RMS(x), (34)
used as performance measure for registration within the kidney
volume S.
5.2. Renal segmentation for compartment modeling
To estimate the single-kidney GFR, a renal segmentation was
applied to the kidney as a whole. For segmentation, we  used
the Mahalanobis distance, a higher dimensional distance measure
between the time curves of voxels and the time curves of manually
given training masks grouping of the voxels into a two-phase seg-
mentation. The training masks were coarsely, manually labelled in
2D prior to segmentation, and the time curves from these voxels
were assembled into a matrix YN×T where N is the number of vox-
els in the training mask, and T is the number of time steps in the
time series. Such training set was  processed twice, providing one
training set for the kidney (Y1), and another one for the background
(Y2). Given a vector y with temporal elements
yi = f (x, ti), (35)
for any position x, the squared Mahalanobis distance from y to a
training set Y is a vector-matrix-vector product and can be written
as a double sum
d(y, Y)2 =
T∑
i=1
T∑
j=1
(yi − i)S+i,j(yj − j). (36)
Here, S = covar(Y) over the columns of Y, and S+ is the Moore-
Penrose pseudoinverse matrix. The average i for a timepoint i is
i =
1
N
N∑
j=1
Yj,i. (37)
Equation (36) gives the squared Mahalanobis distance between a
T-dimensional feature vector y to the set Y, reﬂecting both the ori-
entation of Y and its average. The segmentation is obtained as the
phase with the minimum Mahalanobis distance to the correspond-
ing training mask
argminid(y(x), Yi). (38)
The training masks are manually drawn in 2D on the reference
image. They do not require accurate delineation, but each train-
ing mask must include the intended tissue types belonging to the
phase. The total GFR was computed by multiplying single-kidney
GFR with the respective kidney volume, and then adding the result-
ing left and right values. The ﬁve subjects GFR values are reported
in Table 4.
5.3. Temporal variation
As an additional evaluation criterion, the temporal variation of
signal intensity time curves was computed within the kidney S as
d = 1
T |S|
∫ T
0
(∫
S
∣∣∣∣∂f∂t
∣∣∣∣dx
)
dt, T > 0, (39)with f as the image arising from different registration methods.
The temporal variation was  restricted to the kidney since this is
the region of interest for GFR estimations. A discrete version of (39)
was used.
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Table 3
Average deviation to the compartment model for left (l) and right (r) kidney in
unprocessed images, afﬁne, NGF, and MI.  The average deviation to the compart-
ment model over all data sets is lowest for NGF. Units are in signal intensity values.
Asterisks indicate best values.
Subject/l,r Unprocessed Afﬁne NGF MI
1/l 58.4 48.8 39.4* 42.6
1/r  84.1 61.5 57.9 56.2*
2/l 47.8 45.7 40.6* 46.0
2/r  42.3 42.5 42.5 36.7*
3/l 80.1 51.9 21.6* 34.9
3/r  138.9 84.8 33.7* 50.4
4/l  47.6 27.0 21.0* 28.9
4/r  21.3 20.2 15.9* 17.7
5/l  133.7 96.8 88.2* 96.3
5/r  123.6 177.7 95.4 61.1*
Average 77.8 65.7 45.6* 47.1
Table 4
Average deviation of total MR-GFR (ml/min) to Iohexol GFR using various registra-
tion methods and the compartment model in (31). The NGF  cost function gives on
overall the best estimation of GFR as compared to Iohexol GFR.
Subject Unprocessed Afﬁne NGF MI Iohexol
1 58.78 90.53 112.89 54.42 101.00
2  50.71 51.03 69.63 60.11 94.00
3 167.80 106.95 99.26 105.21 127.00
4  74.06 94.05 108.89 81.21 106.00
5  62.95 89.04 91.16 90.65 94.0008[TD.PN.L.E] [TD.RH]E. Hodneland et al. / Computerized Medi[TD.RH]
.4. Estimation of Gadolinium concentration
For the GFR calculations, the voxel wise Gadolinium concen-
ration had to be estimated from the DCE-MRI time series. We
dopted the approach in [53] by estimating pre-contrast T1 times,
ere referred to as T10. A linear model was ﬁtted to
Si
sin ˛i
= m Si
tan ˛i
+ M0(1 − m),  (40)
here Si is the measured signal for ﬂip angle ˛i, i = 1, 2, . . .,  and
0 is the equilibrium magnetization of 1.5T. T10 can be derived
rom the slope m = exp(− TR/T10). The relaxation R10 relates to T10 by
10 = 1/T10. For low gadolinium concentrations (0–5 mM)  we have
mposed the assumption
1 = R10
s
s0
, (41)
ccording to [54], given the precontrast and contrast signal inten-
ities s0, s, respectively. Additionally, there is an linear relationship
etween the gadolinium concentrations and the relaxation R1,
1 = R10 + r1C, (42)
alid in regime of low tracer concentrations. Here, r1 is the relax-
vity of the tracer and C is the gadolinium concentration that we
ant to estimate [16]. We  used r1 = 4.1 mM−1 s−1 for Multihance
nd r1 = 4.3 mM−1 s−1 for Dotarem [55].
. Results
In this section we compare the performance of NGF with unpro-
essed images, afﬁne registration and mutual information (MI).
GF as well as MI  were both applied within the same ﬂuid reg-
stration framework to rule out possible differences arising from
he deformation model. For reproducibility and easy parameter
uning of , all images were scaled to [0, 1] prior to ﬂuid registra-
ion. After registration, the obtained transformation was applied to
he original images to recover the original intensity range.
.1. NGF creates smoother time intensity curves
We  computed the temporal variation (39) from ten kidney data
ets, two kidneys (left and right) for each of the ﬁve subjects. The
esults are reported in Table 2. NGF had the lowest temporal vari-
tion and MI  had the second lowest for all ten data sets. Afﬁne
egistration had lower temporal variation than unprocessed images
n all data sets except from two data sets, and unprocessed images
ad the highest variation in the remaining data sets.
able 2
verage temporal variation (39) for left (l) and right (r) kidney in unprocessed
mages, afﬁne, NGF, and MI.  NGF has lowest temporal variation in each data set as
ell as in average over all data sets. Units are in signal intensities. Asterisks indicate
est  values.
Subject/l,r Unprocessed Afﬁne NGF MI
1/l 3.72 3.25 2.89* 2.94
1/r  4.10 3.40 3.01* 3.11
2/l  2.53 2.34 2.14* 2.28
2/r  2.97 2.85 2.76* 2.84
3/l  2.12 1.92 1.79* 1.81
3/r  2.08 1.96 1.82* 1.86
4/l  3.29 3.34 3.15* 3.19
4/r  2.66 2.67 2.50* 2.52
5/l  4.91 3.96 3.47* 3.60
5/r  4.75 4.13 3.57* 3.66
Average 3.31 2.98 2.71* 2.78dgfr 37.86 18.08 13.95 26.08 –
6.2. NGF has a lower deviation to a ﬁtted compartment model
We  found that NGF had the lowest deviation (34) between the
Gadolinium concentration time curves and the ﬁtted compartment
model (31) for seven out of ten data sets (cfr. Table 3). MI  had the
lowest deviation in three data sets. Unprocessed images had the
largest deviation in nine experiments and afﬁne registration had
the largest deviation in two data sets. NGF had the lowest average
deviation, followed by MI  with the second lowest deviation.
6.3. NGF has the best GFR estimate compared to Iohexol clearance
We  used the compartment model in (31) applied to the Gd  con-
centration time curves in order to estimate the MR-GFR in all ﬁve
subjects. The GFR was also estimated by clearance of Iohexol, used
as a reference method. The method of Iohexol clearance is restricted
to total GFR, entailing both left and right kidney. The results are
presented in Table 4, the last column containing Iohexol GFR mea-
surements. The estimated dgfr was  computed as the absolute value
of the difference between MR-GFR and Iohexol GFR, and then aver-
aged across all subjects. For three out of ﬁve subjects NGF had the
lowest deviation to Iohexol measurements, and MI  and afﬁne reg-
istration had the lowest deviation for one subject each. On average,
NGF had the lowest deviation, followed by afﬁne registered images,
MI  and unprocessed images with the largest deviation.
7. Discussion and conclusions
Image registration is an increasingly important and often chal-
lenging image processing task with a broad range of medical
applications. In this paper we proposed the use of normalized gradi-
ent ﬁelds (NGF) [28] as a similarity measure for DCE-MRI, combined
with a deformable ﬂuid registration [42]. The performance of NGF
was tested against MI  within the same deformable ﬂuid registra-
tion framework. The driving application is the goal of estimating
voxel-wise glomerular ﬁltration rate (GFR) from motion-corrected
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ime courses of DCE-MRI of the kidney. We  applied three evaluation
riteria, (i) smoothness of time curves, (ii) deviation to a ﬁtted com-
artment model and (iii) deviation of estimated GFR values from
ohexol measurements. For evaluation criteria (i) and (ii) we found
hat, on average, unprocessed images had the poorest performance,
ollowed by afﬁne registration, MI  and NGF in increasing order.
hese results show that both MI  and NGF improve the registration
uality of the time series. For the estimated GFR, we  found the best
erformance of NGF, followed by afﬁne registration. This indicates
hat NGF improved the ability to estimate physiological parameters
rom the recorded data, compared to unprocessed, afﬁne registered
ata, as well as MI  registered data.
Insofar a direct comparison of NGF and MI  is concerned, we
ound that with respect to (i), NGF improved the temporal smooth-
ess more consistently than MI  across all ten data sets. For (ii),
GF had better performance in seven out of ten data sets, MI  in
hree out of ten data sets. With respect to the GFR estimations
iii), NGF had the best performance in three out of ﬁve data sets,
I in two out of ﬁve data sets. The average deviation to Iohexol
FR was substantially lower for NGF than MI. Also visual inspec-
ion revealed a less oscillatory temporal signal intensity pattern
n NGF compared to the other conditions. This observable discrep-
ncy between NGF and MI  for co-registration of kidney DCE-MRI
ime courses can probably be explained by the nonuniform change
f signal intensities upon bolus arrival, which creates a more dis-
ersed joint histogram for MI.  The three quantitative evaluation
riteria as well as visual inspection indicate that NGF has better
erformance than MI  on DCE-MRI data sets of kidney. Although
xperimental data are sparse, hindering a rigorous statistical anal-
sis, our results indicate that both NGF and MI  perform well in
o-registration of DCE-MRI images, with an additional improve-
ent of NGF compared to MI.  NGF could therefore be considered in
urther development and testing towards clinial applicability as an
lternative to MI.  This result is of particular interest in the light of
revious DCE-MRI studies [20–23], in which MI  was  the similarity
easure of choice.
The robustness and versatility of any automated method
epends on the demand for parameter tuning. If a component of the
lgorithm requires user intervention in terms of parameter speciﬁ-
ation and tuning for every pair of images within an application,
t represents a large amount of effort and it might also assume
eeper insight into the peculiarities of the algorithm and the given
ata. Thus, it is desirable to use methods that perform well with
ither ﬁxed or automatically deﬁned parameter settings. For NGF,
here is essentially one parameter to tune, the edge parameter .
n our experiments, a ﬁxed  = 0.03 was successfully applied for
ll examinations. Further extensive validation and testing of the
GF registration (data not shown) has revealed a global setting
f  = 0.03 as suitable. This indicates that NGF, within the ﬂuid
egistration framework, represents a robust approach with only a
inimum of user-intervention that integrates well with an auto-
ated processing chain. Mutual information has essentially no
arameters to tune, which makes it very ﬂexible but potentially
ess accurate in certain situations.
Processing speed is important in many applications, and prob-
bly the most time critical registration occurs when the task is to
ntegrate real-time images for an immediate diagnostic or ther-
peutic decision. In our MATLAB implementation, registration of
 full DCE-MRI sequence (typically 170 × 120 × 26 × 100) requires
–4 h of computing time on a Linux workstation with an Intel
oreTM i7 CPU at 2.67 GHz and 24 Gb memory, which implies that
 registration would be executed and results provided within the
ext day in a clinical setting. Probably, a faster algorithm would
ncrease the clinical applicability. Clearly, we have a potential for
peeding up the algorithm by converting it into compiled code (e.g.
EX), by parallelizing it (e.g. CUDA) and probably also by replacing
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the forward Euler scheme by more robust methods that can handle
larger time steps.
Future research on motion correction for DCE-MRI time series,
along the idea of NGF, is to ﬁnd additional image features based
on geometric information that are invariant upon bolus arrival and
contrast enhancement. A set of such force ﬁelds can be incorpo-
rated as a weighted combination into a common functional. Thus,
one could obtain a mechanism in which different force ﬁelds are
functional in various parts of the image having different geomet-
rical information, and thereby a more robust registration method
can be achieved.
In conclusion, we have shown that both normalized gradient
ﬁelds and mutual information can be used in motion correction
of DCE-MRI time series, with less motion artifacts compared to no
registration and afﬁne registration. However, NGF seems to per-
form better than MI  for the DCE-MRI registration task. By these
experiments, we  have demonstrated that NGF is a high quality
alternative to MI  for image registration of DCE-MRI recordings,
which are increasingly important in clinical diagnostics and ther-
apy follow-up.
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