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Abstract
Let M be a noncommutative 2-torsion free semiprime Γ-ring sat-
isfying a certain assumption and let S and T be left centralizers on
M . We prove the following results:
(i) If [S(x), T (x)]αβS(x) + S(x)β[S(x), T (x)]α=0 holds for all x ∈M
and α, β ∈ Γ, then [S(x), T (x)]α=0.
(ii) If S 6= 0(T 6= 0), then there exists λ ∈ C,(the extended centroid
of M) such that T=λαS(S = λαT ) for all α ∈ Γ.
(iii) Suppose that [[S(x), T (x)]α, S(x)]β=0 holds for all x ∈ M and
α, β ∈ Γ. Then [S(x), T (x)]α=0 for all x ∈M and α ∈ Γ.
(iv) If M is a prime Γ-ring satisfying a certain assumption and S 6=
0(T 6= 0), then there exists λ ∈ C, the extended centroid, such that
T=λαS(S = λαT ).
2000 Mathematics Subject Classification, 16N60,16W25,16Y99.
Keywords: prime Γ-ring, semiprime Γ-ring, central closure, extended cen-
troid, left(right) centralizer.
1
1 Introduction
The notion of a Γ-ring was first introduced as an extensive generalization of
the concept of a classical ring. From its first appearance, the extensions and
generalizations of various important results in the theory of classical rings to
the theory of Γ-rings have been attracted a wider attentions as an emerging
area of research to the modern algebraists to enrich the world of algebra. All
over the world, many prominent mathematicians have worked out on this
interesting area of research to determine many basic properties of Γ-rings
and have executed more productive and creative results of Γ-rings in the last
few decades. We begin with the definition.
Let M and Γ be additive abelian groups. If there exists an additive map-
ping (x, α, y) → xαy of M × Γ × M → M , which satisfies the conditions
(xαy)βz=xα(yβz) for all x, y, z ∈ M and α, β ∈ Γ, then M is called a Γ-
ring. Every ring M is a Γ-ring with M=Γ. However a Γ-ring need not be a
ring. Gamma rings, more general than rings[8]. Barnes[1] weakened slightly
the conditions in the definition of Γ-ring in the sense of Nobusawa. Let M
be a Γ-ring. Then an additive subgroup U of M is called a left (right) ideal
of M if MΓU ⊂ U(UΓM ⊂ U). If U is both a left and a right ideal, then
we say U is an ideal of M . Suppose again that M is a Γ-ring. Then M is
said to be a 2-torsion free if 2x=0 implies x=0 for all x ∈M . An ideal P1 of
a Γ-ring M is said to be prime if for any ideals A and B of M , AΓB ⊆ P1
implies A ⊆ P1 or B ⊆ P1. An ideal P2 of a Γ-ringM is said to be semiprime
if for any ideal U of M , UΓU ⊆ P2 implies U ⊆ P2. A Γ-ring M is said to
be prime if aΓMΓb=(0) with a, b ∈ M , implies a=0 or b=0 and semiprime
if aΓMΓa=(0) with a ∈M implies a=0. Furthermore, M is said to be com-
mutative Γ-ring if xαy=yαx for all x, y ∈ M and α ∈ Γ. Moreover, the set
Z(M) ={x ∈M : xαy = yαx for all α ∈ Γ, y ∈M} is called the centre of the
Γ-ring M . For the definitions of the quotent Γ-ring, the extended centroid
and the central closure, we refer to [7].
If M is a Γ-ring, then [x, y]α=xαy − yαx is known as the commutator of x
and y with respect to α, where x, y ∈ M and α ∈ Γ. We make the basic
commutator identities:
[xαy, z]β=[x, z]βαy + x[α, β]zy + xα[y, z]β
and [x, yαz]β=[x, y]βαz+y[α, β]xz+yα[x, z]β for all x, y.z ∈M and α, β ∈ Γ.
We consider the following assumption:
(A).................xαyβz=xβyαz for all x, y, z ∈M and α, β ∈ Γ.
According to the assumption (A), the above two identites reduce to
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[xαy, z]β=[x, z]βαy + xα[y, z]β
and [x, yαz]β=[x, y]βαz + yα[x, z]β, which we extensively used.
An additive mapping T : M →M is a left(right) centralizer if T (xαy)=T (x)αy
(T (xαy) = xαT (y)) holds for all x, y ∈ M and α ∈ Γ. A centralizer is
an additive mapping which is both a left and a right centralizer. For any
fixed a ∈ M and α ∈ Γ, the mapping T (x) = aαx is a left centralizer and
T (x) = xαa is a right centralizer. We shall restrict our attention on left
centralizer since all results represented in this paper are true also for right
centralizers because of left and right symmetry.
Barnes [1], Lue [6] and Kyuno[5] studied the structure of Γ-rings and ob-
tained various generalizations of corresponding parts in ring theory.
Borut Zalar[14] worked on centralizers of semiprime rings and proved that
Jordan centralizers and centralizers of these rings coincide. Joso Vukman[11,
12, 13] developed some remarkable results using centralizers on prime and
semiprime rings.
In [2], Hoque and Paul have proved that every Jordan centralizer of a 2-
torsion free semiprime Γ-ring satisfying a certain assumption is a central-
izer. Also, they proved in [3], if T is an additive mapping on a 2-torsion
free semiprime Γ-ring M with a certain assumption such that T (xαyβx) =
xαT (y)βx for all x, y ∈ M and α, β ∈ Γ, then T is a centralizer and in [4],
if 2T (xαbβa) = T (x)αyβx+ xαyβT (x) holds for all x, y ∈ M and α, β ∈ Γ,
then T is also a centralizer.
In this paper, we generalize some results of Joso Vukman[11] in Gamma rings.
2 Centralizers of Prime and Semiprime Γ-rings.
To prove our main results, we need the following lammas:
Lemma 2.1 Suppose that the elements ai, bi in the central closure of a prime
Γ-ring M satisfy Σaiαixβibi = 0 for all x ∈ M and αi, βi ∈ Γ. If bi 6= 0 for
some i, then ai’s are C-dependent, where C is the extended centroid.
Proof. Let M be a prime Γ-ring and let CΓ = C be the extended centroid
of M . If ai and bi are non-zero elements of M such that Σaiαixβibi = 0 for
all x ∈ M and αi, βi ∈ Γ, then ai’s (also bi’s) are linearly dependent over
C. Moreover, if aαxβb = bαxβa for all x ∈ M and α, β ∈ Γ, where a( 6= 0),
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b ∈ M are fixed, then there exists λ ∈ C such that a = λαb for α ∈ Γ.
Clearly, the lemma is proved.
Lemma 2.2 Suppose that M is a noncommutative prime Γ-ring satisfying
the assumption (A) and T : M → M is a left centralizer. If T (x) ∈ Z(M)
for all x ∈M , then T = 0.
Proof. Since T is a left centralizer on M , we have T (xαy) = T (x)αy holds
for all x, y ∈ M and α ∈ Γ and hence [T (x), y]α = 0 for all x, y ∈ M and
α ∈ Γ. Putting x = xβz in the above relation, we have
0 = [T (xβz), y]α
= [T (x)βz, y]α
= [T (x), y]αβz + T (x)β[z, y]α
= T (x)β[z, y]α
Hence T (x)β[z, y]α = 0, which gives T (x)βwγ[z, y]α = 0 for all x, y.z, w ∈M
and α, β, γ ∈ Γ, whence it follows that T = 0, otherwise M = 0.
Lemma 2.3 Suppose that M is a noncommutative prime Γ-ring satisfying
the assumption (A) and S, T :M →M are left centralizers. If [S(x), T (x)]α =
0 holds for all x ∈ M and α ∈ Γ and T 6= 0, then there exists λ ∈ C such
that S = λαT , where C is the extended centroid.
Proof. First, we put x = x+y in the relation [S(x), T (x)]α = 0 and linearize,
we have
[S(x), T (y)]α + [S(y), T (x)]α = 0 (1)
. Replace y by yβz in (1), we have
0 = [S(x), T (y)βz]α + [S(y)βz, T (x)]α
= [S(x), T (y)]αβz + T (y)β[S(x), z]α + [S(y), T (x)]αβz + S(y)β[z, T (x)]α
= T (y)β[S(x), z]α + S(y)β[z, T (x)]α
Thus we have
T (y)β[S(x), z]α + S(y)β[z, T (x)]α = 0
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Putting y = yγw in the above relation, we obtain,
T (y)γwβ[S(x), z]α + S(y)γwβ[z, T (x)]α = 0 (2)
Our assumption T 6= 0 follows from Lemma-2.2 that there exist x, z ∈ M
and α ∈ Γ such that [T (x), z]α 6= 0. Now, the relation (2) and Lemma-2.1
imply that S(y) = λ(y)αT (y), where λ(y) is from C. If we put S(y) =
λ(y)αT (y) and S(x) = λ(x)αT (x) in the relation (2), we obtain (λ(x) −
λ(y))αT (y)γwβ[T (x), z]α = 0 for all pairs y, w ∈ M , whence it follows
(λ(x) − λ(y))αT (y) = 0, since [T (x), z]α 6= 0. Thus we have λ(x)αT (y) =
λ(y)αT (y) which completes the proof of the lemma.
Theorem 2.1 Suppose thatM is a 2-torsion free noncommutative semiprime
Γ-ring satisfying the assumption (A) and S, T are left centralizers on M .
If [S(x), T (x)]αβS(x) + S(x)β[S(x), T (x)]α = 0 holds for all x ∈ M and
α, β ∈ Γ. Then [S(x), T (x)]α = 0 for all x ∈ M and α ∈ Γ. Also, if M is
prime Γ-ring satisfying the assumption (A) and S 6= 0(T 6= 0), then there
esixts λ ∈ C,(the extended centroid of M) such that T = λαS(S = λαT ).
Proof. By the hypothesis, we have
[S(x), T (x)]αβS(x) + S(x)β[S(x), T (x)]α = 0 (3)
The lineariztion of the above relation, we have
0 = [S(x), T (x)]αβS(y) + S(y)β[S(x), T (x)]α
+[S(x), T (y)]αβS(x) + S(x)β[S(x), T (y)]α
+[S(y), T (x)]αβS(x) + S(x)β[S(y), T (x)]α
+[S(y), T (y)]αβS(x) + S(x)β[S(y), T (y)]α
+[S(y), T (x)]αβS(y) + S(y)β[S(y), T (x)]α
+[S(x), T (y)]αβS(y) + S(y)β[S(x), T (y)]α (4)
Replacing −x for x in the above relation, we have
0 = [S(x), T (x)]αβS(y) + S(y)β[S(x), T (x)]α
+[S(x), T (y)]αβS(x) + S(x)β[S(x), T (y)]α
+[S(y), T (x)]αβS(x) + S(x)β[S(y), T (x)]α
−[S(y), T (y)]αβS(x)− S(x)β[S(y), T (y)]α
−[S(y), T (x)]αβS(y)− S(y)β[S(y), T (x)]α
−[S(x), T (y)]αβS(y)− S(y)β[S(x), T (y)]α (5)
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Adding (4) and (5), we have
0 = 2[S(x), T (x)]αβS(y) + 2S(y)β[S(x), T (x)]α
+2[S(x), T (y)]αβS(x) + 2S(x)β[S(x), T (y)]α
+2[S(y), T (x)]αβS(x) + 2S(x)β[S(y), T (x)]α
Hence by 2-torsion freeness of M , it follows that
0 = [S(x), T (x)]αβS(y) + S(y)β[S(x), T (x)]α
+[S(x), T (y)]αβS(x) + S(x)β[S(x), T (y)]α
+[S(y), T (x)]αβS(x) + S(x)β[S(y), T (x)]α (6)
Replacing y by xγy in the above relation , we have
0 = [S(x), T (x)]αβS(x)γy + S(x)γyβ[S(x), T (x)]α
+[S(x), T (x)γy]αβS(x) + S(x)β[S(x), T (x)γy]α
+[S(x)γy, T (x)]αβS(x) + S(x)β[S(x)γy, T (x)]α
= [S(x), T (x)]αβS(x)γy + S(x)γyβ[S(x), T (x)]α
+[S(x), T (x)]αγyβS(x) + T (x)γ[S(x), y]αβS(x)
+S(x)β[S(x), T (x)]αγy + S(x)βT (x)γ[S(x), y]α
+[S(x), T (x)]αγyβS(x) + S(x)γ[y, T (x)]αβS(x)
+S(x)β[S(x), T (x)]αγy + S(x)βS(x)γ[y, T (x)]α
According to (6), the above relation reduces to
0 = S(x)γyβ[S(x), T (x)]α + 2[S(x), T (x)]αγyβS(x)
+T (x)γ[S(x), y]αβS(x) + S(x)βT (x)γ[S(x), y]α
+S(x)γ[y, T (x)]αβS(x) + S(x)β[S(x), T (x)]αγy
+S(x)βS(x)γ[y, T (x)]α (7)
Putting y = yδS(x) in (7), we obtain
0 = S(x)γyδS(x)β[S(x), T (x)]α + 2[S(x), T (x)]αγyδS(x)βS(x)
+T (x)γ[S(x), y]αβS(x)δS(x) + S(x)βT (x)γ[S(x), y]αδS(x)
+S(x)γ[y, T (x)]αδS(x)βS(x) + S(x)γyδ[S(x), T (x)]αβS(x)
+S(x)β[S(x), T (x)]αγyδS(x) + S(x)βS(x)γyδ[S(x), T (x)]α
+S(x)βS(x)γ[y, T (x)]αδS(x)
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which gives according to (7) to
0 = S(x)γyδS(x)β[S(x), T (x)]α + S(x)βS(x)γyδ[S(x), T (x)]α (8)
Putting y = T (x)ωy in (8), we have
0 = S(x)γT (x)ωyδS(x)β[S(x), T (x)]α
+S(x)βS(x)γT (x)ωyδ[S(x), T (x)]α (9)
Also left multiplication of (8) by T (x)ω gives
0 = T (x)ωS(x)γyδS(x)β[S(x), T (x)]α
+T (x)ωS(x)βS(x)γyδ[S(x), T (x)]α (10)
From (9) and (10), we obtain,
0 = [S(x), T (x)]γωyδS(x)β[S(x), T (x)]α + [S(x)βS(x), T (x)]γωyδ[S(x), T (x)]α
= [S(x), T (x)]γωyδS(x)β[S(x), T (x)]α
+([S(x), T (x)]γβS(x) + S(x)β[S(x), T (x)]γ)ωyδ[S(x), T (x)]α
= [S(x), T (x)]γωyδS(x)β[S(x), T (x)]α
Thus we have
0 = [S(x), T (x)]γωyδS(x)β[S(x), T (x)]α
Left multiplication of the above relation by S(x)β gives
0 = S(x)β[S(x), T (x)]γωyδS(x)β[S(x), T (x)]α (11)
for all x, y ∈M and α, β, γ, δ, ω ∈ Γ. Hence from (11), it follows
S(x)β[S(x), T (x)]α = 0 (12)
From (3) and (12), we have also
[S(x), T (x)]αβS(x) = 0 (13)
From (12) one obtains the relation
0 = S(y)β[S(x), T (x)]α + S(x)β[S(y), T (x)]α
+S(x)β[S(x), T (y)]α (14)
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(see the proof of (6)). Putting y = xγy in (14), we have
0 = S(x)γyβ[S(x), T (x)]α + S(x)β[S(x)γy, T (x)]α
+S(x)β[S(x), T (x)γy]α
= S(x)γyβ[S(x), T (x)]α + S(x)β[S(x), T (x)]αγy
+S(x)βS(x)γ[y, T (x)]α + S(x)β[S(x), T (x)]αγy + S(x)βT (x)γ[S(x), y]α
= S(x)γyβ[S(x), T (x)]α + S(x)βS(x)γ[y, T (x)]α
+S(x)βT (x)γ[S(x), y]α
Thus we have the above relation
0 = S(x)γyβ[S(x), T (x)]α + S(x)βS(x)γ[y, T (x)]α
+S(x)βT (x)γ[S(x), y]α
which can be written in the form
0 = S(x)γyβ[S(x), T (x)]α + S(x)βS(x)γyαT (x)
−S(x)βT (x)γyαS(x) + S(x)β[T (x), S(x)]γαy
whence it follows
0 = S(x)γyβ[S(x), T (x)]α + S(x)βS(x)γyαT (x)
−S(x)βT (x)γyαS(x) (15)
according to (12). Taking T (x)δ of (15) on the left side, we have
0 = T (x)δS(x)γyβ[S(x), T (x)]α + T (x)δS(x)βS(x)γyαT (x)
−T (x)δS(x)βT (x)γyαS(x) (16)
Putting y = T (x)δy in (15) gives
0 = S(x)γT (x)δyβ[S(x), T (x)]α + S(x)βS(x)γT (x)δyαT (x)
−S(x)βT (x)γT (x)δyαS(x) (17)
From (16) and (17), we have
0 = [S(x), T (x)]γδyβ[S(x), T (x)]α + [S(x)βS(x), T (x)]γδyαT (x)
+[T (x), S(x)]δβT (x)γyαS(x)
= [S(x), T (x)]γδyβ[S(x), T (x)]α + ([S(x), T (x)]γβS(x)
+S(x)β[S(x), T (x)]γ)δyαT (x) + [T (x), S(x)]δβT (x)γyαS(x)
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which reduces to
0 = [S(x), T (x)]γδyβ[S(x), T (x)]α + [T (x), S(x)]δβT (x)γyαS(x) (18)
The substitution yωS(x)ρz for y in (18) gives
0 = [S(x), T (x)]γδyωS(x)ρzβ[S(x), T (x)]α
+[T (x), S(x)]δβT (x)γyωS(x)ρzαS(x) (19)
Again, right multiplication of (18) by ωzρS(x), we have
0 = [S(x), T (x)]γδyβ[S(x), T (x)]αωzρS(x)
+[T (x), S(x)]δβT (x)γyαS(x)ωzρS(x) (20)
From (19) and (20), we obtain
0 = [S(x), T (x)]γδyβA(x, z) (21)
where A(x, z) = [S(x), T (x)]αωzρS(x) − S(x)ρzω[S(x).T (x)]α. Replacing y
by zρS(x)ωy in (21) gives
0 = [S(x), T (x)]γδzρS(x)ωyβA(x, z) (22)
Left multiplication of (21) by S(x)ρzω gives
0 = S(x)ρzω[S(x), T (x)]γδyβA(x, z) (23)
Combining (22) and (23), we arrive at
0 = A(x, z)δyβA(x, z)
for all x, y, z ∈ M and δ, β ∈ Γ. Hence by semiprimeness of M , it follows
A(x, z) = 0 and hence
[S(x), T (x)]αωzρS(x) = S(x)ρzω[S(x), T (x)]α (24)
The substitution of z by T (x)γy in (24) gives
[S(x), T (x)]αωT (x)γyρS(x) = S(x)ρT (x)γyω[S(x), T (x)]α (25)
The relation (25) makes it possible to replace in (18), [S(x), T (x)]δβT (x)γyαS(x)
by S(x)αT (x)γyβ[S(x), T (x)]δ. Thus we have
0 = [S(x), T (x)]γδyβ[S(x), T (x)]α − S(x)αT (x)γyβ[S(x), T (x)]δ
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which reduces to
0 = T (x)γS(x)δyβ[S(x), T (x)]α (26)
Putting y = T (x)ωy in (26), we have
0 = T (x)γS(x)δT (x)ωyβ[S(x), T (x)]α (27)
Multiplying (26) from the left side by T (x)ω, we have
0 = T (x)ωT (x)γS(x)δyβ[S(x), T (x)]α (28)
Subtrating (28) from (27), we have
0 = T (x)ω[S(x), T (x)]γδyβ[S(x), T (x)]α
which gives putting y = yωT (x),
0 = T (x)ω[S(x), T (x)]γδyωT (x)β[S(x), T (x)]α
= T (x)ω[S(x), T (x)]γδyβT (x)ω[S(x), T (x)]α
whence it follows
0 = T (x)ω[S(x), T (x)]α (29)
The substitution y = yβT (x) in (25) gives because of (29)
0 = [S(x), T (x)]αωyβT (x)ρS(x) (30)
From (13), we obtain the relation
0 = [S(x), T (x)]αβS(y) + [S(x), T (y)]αβS(x) + [S(y), T (x)]αβS(x)
(see the proof of (6)). Putting in the above relation y = xγy, we have
0 = [S(x), T (x)]αβS(x)γy + [S(x), T (x)γy]αβS(x) + [S(x)γy, T (x)]αβS(x)
= T (x)γ[S(x), y]αβS(x) + [S(x), T (x)]αγyβS(x)
+S(x)γ[y, T (x)]αβS(x) + [S(x), T (x)]αγyβS(x)
Thus we have
0 = 2[S(x), T (x)]αγyβS(x) + T (x)γ[S(x), y]αβS(x) + S(x)γ[y, T (x)]αβS(x)
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which can be written after some calculation in the form
0 = [S(x), T (x)]αγyβS(x) + S(x)γyαT (x)βS(x)
−T (x)γyαS(x)βS(x) (31)
The relation (24) makes it possible to replace in (31), [S(x), T (x)]αγyβS(x)
by S(x)βyγ[S(x), T (x)]α. Thus we have
0 = S(x)βyγ[S(x), T (x)]α + S(x)γyαT (x)βS(x)
−T (x)γyαS(x)βS(x)
= S(x)βyγS(x)αT (x)− T (x)γyαS(x)βS(x)
Therefore, we have
S(x)βyγS(x)αT (x) = T (x)γyαS(x)βS(x) (32)
Putting in the above relation y = T (x)ωy, we have
S(x)βT (x)ωyγS(x)αT (x) = T (x)γT (x)ωyαS(x)βS(x) (33)
Left multiplication of (32) by T (x)ω gives
T (x)ωS(x)βyγS(x)αT (x) = T (x)ωT (x)γyαS(x)βS(x) (34)
Combining (33) and (34), we have
0 = [S(x), T (x)]βωyγS(x)αT (x)
which gives together with (30),
0 = [S(x), T (x)]αωyβ[S(x), T (x)]α
Hence by semiprimeness of M , we have
[S(x), T (x)]α = 0 (35)
If M is a prime Γ-ring, then the relation (35) and Lemma-2.3 complete
the proof of the theorem.
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Theorem 2.2 Suppose thatM is a 2-torsion free noncommutative semiprime
Γ-ring satisfying the assumption (A) and S, T are left centralizers on M .
If [[S(x), T (x)]α, S(x)]β = 0 holds for all x ∈ M and α, β ∈ Γ. Then
[S(x), T (x)]α = 0 for all x ∈ M and α ∈ Γ. Moreover, if M is prime
Γ-ring satisfying the assumption (A) and S 6= 0(T 6= 0), then there esixts
λ ∈ C,(the extended centroid of M) such that T = λαS(S = λαT ).
Proof. By the assumption
[[S(x), T (x)]α, S(x)]β = 0 (36)
The linearization of (36) gives
0 = [[S(x), T (x)]α, S(y)]β + [[S(x), T (y)]α, S(x)]β
+[[S(y), T (x)]α, S(x)]β (37)
Putting y = xγy in (37), we have
0 = [[S(x), T (x)]α, S(x)γy]β + [[S(x), T (x)γy]α, S(x)]β
+[[S(x)γy, T (x)]α, S(x)]β
= [[S(x), T (x)]α, S(x)]βγy + S(x)γ[[S(x), T (x)]α, y]β
+[[S(x), T (x)]αγy + T (x)γ[S(x), y]α, S(x)]β
+[[S(x), T (x)]αγy + S(x)γ[y, T (x)]α, S(x)]β
= S(x)γ[[S(x), T (x)]α, y]β + [[S(x), T (x)]α, S(x)]βγy
+[S(x), T (x)]αγ[y, S(x)]β + T (x)γ[[S(x), y]α, S(x)]β
+[T (x), S(x)]βγ[S(x), y]α + [[S(x), T (x)]α, S(x)]βγy
+[S(x), T (x)]αγ[y, S(x)]β + S(x)γ[[y, T (x)]α, S(x)]β
Therefore, we have
0 = S(x)γ[[S(x), T (x)]α, y]β + 3[S(x), T (x)]αγ[y, S(x)]β
+T (x)γ[[S(x), y]α, S(x)]β + S(x)γ[[y, T (x)]α, S(x)]β (38)
Replacing y by yδS(x) in the above relation, we have
0 = S(x)γ[[S(x), T (x)]α, yδS(x)]β + 3[S(x), T (x)]αγ[yδS(x), S(x)]β
+T (x)γ[[S(x), yδS(x)]α, S(x)]β + S(x)γ[[yδS(x), T (x)]α, S(x)]β
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= S(x)γ[[S(x), T (x)]α, y]βδS(x) + S(x)γyδ[[S(x), T (x)]α, S(x)]β
+3[S(x), T (x)]αγ[y, S(x)]βδS(x) + T (x)γ[[S(x), y]αδS(x), S(x)]β
+S(x)γ[[y, T (x)]αδS(x) + yδ[S(x), T (x)]α, S(x)]β
= S(x)γ[[S(x), T (x)]α, y]βδS(x) + 3[S(x), T (x)]αγ[y, S(x)]βδS(x)
+T (x)γ[[S(x), y]α, S(x)]βδS(x) + S(x)γ[[y, T (x)]α, S(x)]βδS(x)
+S(x)γ[y, S(x)]βδ[S(x), T (x)]α + S(x)γyδ[[S(x), T (x)]α, S(x)]β
Thus we have according to (36) and (38),
0 = S(x)γ[y, S(x)]βδ[S(x), T (x)]α
which can be written in the form
S(x)γyβS(x)δ[S(x), T (x)]α = S(x)γS(x)βyδ[S(x), T (x)]α (39)
Putting in the above relation y = T (x)ωy, we have
S(x)γT (x)ωyβS(x)δ[S(x), T (x)]α = S(x)γS(x)βT (x)ωyδ[S(x), T (x)]α(40)
On the other hand, left multiplication of (39) by T (x)ω, we have
T (x)ωS(x)γyβS(x)δ[S(x), T (x)]α =
T (x)ωS(x)γS(x)βyδ[S(x), T (x)]α (41)
Subtracting (41) from (40), we obtain
0 = [S(x), T (x)]γωyβS(x)δ[S(x), T (x)]α − [S(x)γS(x), T (x)]βωyδ[S(x), T (x)]α
= [S(x), T (x)]γωyβS(x)δ[S(x), T (x)]α
−([S(x), T (x)]βγS(x) + S(x)γ[S(x), T (x)]βωyδ[S(x), T (x)]α
According to the requirement of the theorem one can replace in the above
calculation [S(x), T (x)]βγS(x) by S(x)γ[S(x), T (x)]β which gives
[S(x), T (x)]γωyβS(x)δ[S(x), T (x)]α
= 2S(x)γ[S(x), T (x)]βωyδ[S(x), T (x)]α
Left multiplication of the above relation by S(x)ρ gives
S(x)ρ[S(x), T (x)]γωyβS(x)δ[S(x), T (x)]α
= 2S(x)ρS(x)γ[S(x), T (x)]βωyδ[S(x), T (x)]α (42)
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On the otherhand, putting y = [S(x), T (x)]ρy in (39), we have
S(x)γ[S(x), T (x)]ωρyβS(x)δ[S(x), T (x)]α
= S(x)γS(x)β[S(x), T (x)]ωρyδ[S(x), T (x)]α (43)
Combining (42) with (43), we obtain
0 = S(x)ρ[S(x), T (x)]γωyβS(x)δ[S(x), T (x)]α
Hence by semiprimeness of M , we obtain
S(x)δ[S(x), T (x)]α = 0 (44)
From (44) and the assumption of the theorem, we have
[S(x), T (x)]αδS(x) = 0
The rest of the proof goes through in the same way as in the proof of the
Theorem-2.1.
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