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1 Introduction
Let $\Omega$ $\subset \mathbb{R}^{n}$ be abounded domain with aLipschitz boundary an. We consider the eikonal
equation
$|\nabla u(x)|$ $=$ $f(x)$ $x\in\Omega$ (1.1)
$u(x)$ $=$ $\phi(x)$ $x\in\partial\Omega$ , (1.2)
where $f$ and $\phi$ are given functions. The equation arises for example in geometric optics,
computer vision or robotic navigation. In certain situations it is desirable to allow $f$ to be
discontinuous, e.g. in geometric optics, when light propagates through alayered medium. The
aim of this paper is to study the well-posedness of (1.1), (1.2) for right hand sides $f$ satisfying
aone-sided continuity condition (see (2.2) below), that allows certain types of discontinuities.
Furthermore, we shall be concerned with an error analysis for afinite difference scheme to
approximate the solution of (1.1), (1.2).
The well-posedness of (1.1), (1.2) in the case of continuous $f$ follows from the theory of
viscosity solutions for Hamilton-Jacobi equations $H$ ( $x$ , $u$ , Vu) $=0$ developed in [4]. The
notion of viscosity solution was generalised by Ishii [5] to allow for discontinuous Hamiltonians
$H$ . In [11], Tourin proves acomparison result for Hamiltonians, which are alowed to be
discontinuous along asmooth surface. Soravia [10] obtains necessary and sufficient conditions
for uniqueness of the solution to the boundary value problem. While the work in [11] and
[10] is based on Ishii’s notion of solution, several other approaches have been suggested: in
[7], Newcomb&Su consider the Dirichlet problem for $H$ (Vu) $=f$ and introduce anotion of
solution which they call Monge solution. They obtain acomparison result as well as uniqueness
for the Dirichlet problem provided that $f$ is lower semicontinuous. Ostrov [8] studies an
evolutionary Hamilton-Jacobi equation which occurs in the context of radar satellite tracking
and obtains aunique solution as the limit of suitable upper and lower solutions. Recently,
Camilli&Siconolfi [3] introduced anew notion of solution for Hamilton-Jacobi equations of
the form $H$ ($x$ , Vu) $=0$, which allows measurable dependence of $H$ on $x$ and involves $\mathrm{m}\mathrm{e}\mathrm{a}\mathrm{s}\mathrm{u}\mathrm{r}\epsilon-$
theoretic limits. They prove representation formulae, comparison principles and uniquness
results.
Our work uses Ishii’s definition of solution which we shall recal in \S 2. For aclass of right hand
sides $f$ , which satisfy asuitable one-sided continuity condition we obtain well-posedness of
the problem (1.1), (1.2). In \S 3 we discretize the problem with the help of afinite difference
scheme on aregular grid. Under aslightly more restrictive condition on $f$ we prove that
the error between viscosity solution and discrete approximation is of order $O(\sqrt{h})$ . We have
not included all the details of the proofs of existence and of the error analysis. However, a
forthcoming paper, which generalises our approach to Hamilton-Jacobi equations of the form
$H$ (Vu) $=f$ , will provide adetailed convergence analysis for awide class of finite difference




In order to allow for discontinuous functions $f$ in (1.1) we shall use the following generalisation
of the concept of viscosity solution, which was introduced by Ishii in [5].
Definition 2.1. Afunction $u\in C^{0}(\overline{\Omega})$ is called aviscosity subsolution (supersolution) of
(1.1) if for each ( $\in C^{\infty}(\Omega)$ :if $u$ -(:has alocal maximum (minimum) at apoint $x0\in\Omega$ , then
$|\nabla\zeta(x_{0})|\leq f^{*}(x_{0})$ $(\geq \mathrm{A}(x_{0}))$ .
Here,
$f^{*}(x):= \lim_{farrow 0}\sup\{f(y)|y\in B_{f}(x)\cap\Omega\}$ , $f_{*}(x):= \lim_{rarrow 0}\inf\{f(y)|y\in B_{r}(x)\cap\Omega\}$ .
Aviscosity solution of (1.1), (1.2) then is afunction $u\in C^{0}(\overline{\Omega})$ which is both aviscosity suh
and supersolution and which satisfies $u(x)=\phi(x)$ for all $x\in\partial\Omega$ .
Let us next formulate our assumptions on the data of the problem. We suppose that $f$ : $\Omegaarrow \mathbb{R}$
is Borel measurable and that there exist $0<m\leq M<\infty$ such that
$m\leq f(x)\leq M$ $\forall x\in\Omega$ . (2.1)
Furthermore, we assume that for every $x\in\Omega$ there exist $\epsilon_{x}>0$ and $n_{x}\in S^{n-1}$ so that for
all $y\in\Omega,r>0$ and all $d\in S^{n-1}$ with $|d-n_{x}|<\epsilon_{x}$ we have
$f(y+rd)-f(y)\leq\omega(|y-x|+r)$ , (2.2)
where $\omega$ : $[0, \infty)arrow[0, \infty)$ is continuous, nondecreasing and satisfies $\omega(0)=0$ . Asimilar
type of condition was used in [11]; however, in (2.2) it is sufficient to estimate values of $f$ for
vectors whose difference is close to agiven direction.
Example: Suppose that asurface $\Gamma$ splits 0into two subdomains $\Omega_{1}$ and $\Omega_{2}$ , that $f_{|\Omega_{1}}\in$
$C^{0}(\overline{\Omega}_{1})$ , $f_{|\Omega_{2}}\in C^{0}(\overline{\Omega}_{2})$ and that
$\lim_{yarrow xx,y\in\Omega_{1}}f(y)<\lim_{yarrow x,y\in\Omega_{2}}f(y)$ for all $x\in\Gamma$ .
In addition, assume that the following uniform cone property holds: for every $x\in\Gamma$ there
exists aneighborhood $U_{x}$ and acone $C_{x}$ (which is congruent to afixed given cone $C_{0}$ ) such
that $y\in U_{x}\cap\overline{\Omega}_{1}$ implies that $y+C_{x}\subset\Omega \mathrm{i}$ . Then (2.2) holds with $n=n_{x}$ given by the
direction of the cone $C_{x}$ .
To see this, observe that the cone condition prevents asituation where $y\in\overline{\Omega}_{1}$ , $y+rd\in\Omega_{2}$ ,
which would lead to aviolation of (2.2) (cf. [11], where $\Gamma$ is assumed to be smooth).
One can also consider e.g. atw0-dimensional domain $\Omega$ , where three curves of discontinuity
meet at atriple junction.
It is not difficult to verify that (2.2) implies
$f^{*}(y+rd)-f_{*}(y)\leq\omega(|y-x|+r)$ (2.3)
for all $y\in\Omega,r>0$ and $d\in S^{n-1}$ , $|d-n_{x}|<\epsilon_{x}$ .
Finally, we suppose for simplicity that $\phi\equiv 0$ .
Lemma 2.2. There exists a viscosity solution $u\in C^{0,1}(\overline{\Omega})$ of (1.1), $($1. $B)$ .
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Proof. We only sketch the main ideas. Consider the $\sup$-convolution of $f$ , i.e.
$f_{\epsilon}(x):= \sup\{f(y)-\frac{1}{\epsilon}|x-y|^{2}\}$ , $x\in\Omega$ , $\epsilon>0$ .
$y\in\Omega$
Clearly, $f_{\epsilon}$ is continuous and $f^{*}(x)\leq f_{\epsilon}(x)$ for all $x\in\Omega$ . Let
Le $(x, y):= \inf${ $\int_{0}^{1}/\mathrm{e}(7(\mathrm{t}))$ , $|\gamma’(t)|dt|\gamma\in W^{1,\infty}((0,1);\overline{\Omega})$ with $\gamma(0)=x$ , $\gamma(1)=y$ }.
It is well-known that $u_{\epsilon}(x):= \inf_{y\in\partial\Omega}L_{\epsilon}(x, y)$ is asolution of
$|\nabla u^{\epsilon}|$ $=$ $f_{\epsilon}(x)$ $x\in\Omega$
$u^{\epsilon}(x)$ $=$ 0 $x\in\partial\Omega$
in the viscosity sense. Furthermore, it can be shown that
$||u^{\epsilon}||_{C^{0.1}(\overline{\Omega})}\leq C(M, \Omega)$ uniformly in $\epsilon>0$ .
Thus, there exists asequence $(\epsilon_{k})_{k\in \mathrm{N}}$ with $\epsilon_{k}[searrow] 0$ , $karrow\infty$ and $u\in C^{0,1}(\overline{\Omega})$ such that $u^{\epsilon_{k}}arrow u$
uniformly in $\overline{\Omega}$ as $karrow\infty$ . Using well-known arguments from the theory of viscosity
$\mathrm{s}\mathrm{o}\mathrm{l}\mathrm{u}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{s}|$
one verifies that $u$ is asolution of (1.1), (1.2).
Uniqueness of the viscosity solution follows from
Theorem 2.3. Suppose that $u\in C^{0}(\overline{\Omega})$ is a subsolution of (Ll), $v\in C^{0}(\overline{\Omega})$ is a supersolution
of (1.1) and that at least one of the functions belongs to $C^{0,1}(\overline{\Omega})$ . If $u\leq v$ on $\partial\Omega$ then $u\leq v$
in $\overline{\Omega}$ .
Proof. Let us assume that $v\in C^{0,1}(\overline{\Omega})$ . We shall use the approach presented in [6] (see also
[11] $)$ . Fix $\theta\in(0,1)$ and define u9(x) $:=\theta u(x)$ . Next, choose $x_{0}\in\overline{\Omega}$ such that
$u \theta(x\mathrm{o})-v(x_{0})=\max(u\theta(x)-v(x))=:\mu$, (2.4)
$x\in\overline{\Omega}$
and suppose that $\mu>0$ . Upon replacing $u,v$ by $u+k$, $v+k$ , we may assume that $u\geq 0$ in $\overline{\Omega}$ ,
so that $u\theta\leq u$ in $\overline{\Omega}$ . In particular, $u_{\theta}\leq v$ on $\partial\Omega$ , which implies that $x\mathit{0}\in\Omega$ . Choose $\epsilon=\epsilon_{x_{0}}$
and $n=n_{x\mathrm{o}}\in S^{n-1}$ according to (2.2) and define for $\lambda>0$ , $L\geq 1$
$\Phi(x,y):=u\theta(x)-v(y)-L\lambda|x-y-\frac{1}{\lambda}n|^{2}-|x-x\mathrm{o}|^{2}$ , $(x,y)\in\overline{\Omega}\mathrm{x}\overline{\Omega}$ .
Choose $(x_{\lambda},y_{\lambda})\in\overline{\Omega}\mathrm{x}\overline{\Omega}$ such that
$\Phi(x_{\lambda}, y_{\lambda})=\max\Phi(x,y)(x,y)\in\Omega \mathrm{x}\overline{\Omega}$
.
Since $x_{0}\in\Omega$ we also have $x_{0}- \frac{1}{\lambda}n\in\Omega$ for large $\lambda$ ;using the relation $\Phi(x\lambda, y\lambda)\geq\Phi(x0,x_{0}-\frac{1}{\lambda}n)$
together with (2.4) we infer
$L \lambda|x\lambda-y_{\lambda}-\frac{1}{\lambda}n|^{2}+|x_{\lambda}-x\mathrm{o}|^{2}\leq u\theta(x_{\lambda})-v(y\lambda)$ -u9(x) $+v(x0- \frac{1}{\lambda}n)$
$=$
$(u_{\theta}(x_{\lambda})-v(x_{\lambda}))-(u_{\theta}(x_{0})-v(x_{0}))+v(x_{\lambda})-v(y_{\lambda})-v(x_{0})+v(x_{0}- \frac{1}{\lambda}n)$
$\leq$ lip(v) $(|x_{\lambda}-y_{\lambda}|+ \frac{1}{\lambda})$





where $C$ depends on lip(u) and as aconsequence,
$x_{\lambda}$ , $y_{\lambda}arrow x_{0}$ , as A $arrow\infty$ (2.6)
$\lambda|x_{\lambda}-y_{\lambda}-\frac{1}{\lambda}n|$ $\leq$ $\frac{C}{\sqrt{L}}<\frac{\epsilon}{2+\epsilon}$ (2.7)
provided that $L$ is large enough. Since $u$ is asubsolution, we may deduce from the relation
$\Phi(x_{\lambda},y_{\lambda})\geq\Phi(x,y_{\lambda})$ for $x\in\overline{\Omega}$ that
$|2L \lambda(x_{\lambda}-y_{\lambda}-\frac{1}{\lambda}n)+2(x_{\lambda}-x_{0})|\leq\theta f^{*}(x_{\lambda})$
for large Aand similarly,
$|2L \lambda(x_{\lambda}-y_{\lambda}-\frac{1}{\lambda}n)|\geq f_{*}(y_{\lambda})$ .
Combining the above inequalities, we infer
$(1-\theta)f^{*}(y_{\lambda})\leq 2|x_{\lambda}-x_{0}|+\theta(f^{*}(x_{\lambda})-f_{*}(y_{\lambda}))$ . (2.8)
In order to apply (2.2) we write $x_{\lambda}=y\lambda+r_{\lambda}d_{\lambda}$ , where
$d_{\lambda}= \frac{n+w_{\lambda}}{|n+w_{\lambda}|}$ , $r_{\lambda}= \frac{1}{\lambda}|n+w_{\lambda}|$ , $w_{\lambda}= \lambda(x_{\lambda}-y_{\lambda}-\frac{1}{\lambda}n)$ . (2.9)
Recalling (2.7) we deduce
$|d_{\lambda}-n| \leq\frac{2|w_{\lambda}|}{1-|w_{\lambda}|}\leq\frac{\frac{2\epsilon}{2+\epsilon}}{1-\frac{\epsilon}{2+\epsilon}}=\epsilon$
and (2.3) therefore yields
$f^{*}(x_{\lambda})-f_{*}(y_{\lambda})=f^{*}(y_{\lambda}+r_{\lambda}d_{\lambda})-f_{*}(y_{\lambda})\leq\omega(|y_{\lambda}-x_{0}|+r_{\lambda})$ . (2.10)
If we send $\lambdaarrow\infty$ in (2.8) we finally obtain ffom (2.1), (2.10) and (2.6) that $(1-\theta)m\leq 0$ , $\mathrm{a}$
contradiction. Thus, $u\theta\leq v$ in $\overline{\Omega}$ and sending $\theta\nearrow 1$ gives the desired result.
$\mathrm{I}$
3Numerical scheme and error analysis
Let us assume that $\Omega$ $=\Pi_{\dot{l}=1}^{n}(0, b_{i})$ and that the grid size $h>0$ is chosen in such away that
$b_{i}=N_{\dot{l}}h$ for some $N_{\dot{l}}\in \mathrm{N}$ , $i=1$ , $\ldots$ , $n$ . We then define
$\Omega_{h}:=\mathrm{Z}_{h}^{n}\cap\Omega$ , $\partial\Omega_{h}:=\mathrm{Z}_{h}^{n}\cap\partial\Omega$ , $\overline{\Omega}_{h}:=\Omega_{h}\mathrm{U}\partial\Omega_{h}$ ,
where $\mathrm{Z}_{h}^{n}=\{x_{\alpha}= (h\alpha_{1}, \ldots, h\alpha_{n})|\alpha_{j}\in \mathrm{Z},i=1, \ldots, n\}$ . Our aim is to approximate the
viscosity solution $u$ of (1.1), (1.2) by agrid function $U$ : $\overline{\Omega}_{h}arrow \mathbb{R}$ and to prove an estimate
for $\max_{x_{\alpha}\in\Omega_{h}}|u(x_{\alpha})-U(x_{\alpha})|$ . Let us abbreviate $U_{\alpha}=U(x_{\alpha})$ and recall the usual backward
and forward difference quotients,
$D_{k}^{-}U_{\alpha}:= \frac{U_{\alpha}-U_{\alpha-e_{k}}}{h}$ , $D_{k}^{+}U_{\alpha}:= \frac{U_{\alpha+e_{k}}-U_{\alpha}}{h}$, $x_{\alpha}\in\Omega_{h}$ , $k=1$ , $\ldots,n$ .
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In order to define the numerical method we introduce the function $G:\mathbb{R}^{2n}arrow \mathbb{R}$ as
$G(p_{1}, q_{1}, \ldots,p_{n}, q_{n}):=(\sum_{k=1}^{n}\max(p_{k}^{+}, -q_{k}^{-})^{2})\frac{1}{2}$ ,
where $x^{+}= \max(x, 0)$ , $x^{-}= \min(x, 0)$ . The discrete problem now reads: find $U$ : $\overline{\Omega}_{h}arrow \mathbb{R}$
such that
$G(D_{1}^{-}U_{\alpha}, D_{1}^{+}U_{\alpha}, \ldots, D_{n}^{-}U_{\alpha}, D_{n}^{+}U_{\alpha})$ $=$ $f(x_{\alpha})$ $x_{\alpha}\in\Omega_{h}$ (3.1)
$U_{\alpha}$ $=$ 0 $x_{\alpha}\in\partial\Omega_{h}$ . (3.2)
The above scheme was examined for continuous $f$ in [9] in the context of shape-fiom-shading
and convergence to the viscosity solution was obtained as aconsequence of aresult of Barles
and Souganidis [2]. In the case of aconstant right hand side $f\equiv 1$ , Zhao [12] recently obtained
an $O(h)$ error bound. The scheme can be derived by interpreting the viscosity solution $u$ as
the value function of an optimal control problem. For further information and acorresponding
list of references we refer to Appendix A(written by M. Falcone) in [1].
The function $G$ has the following crucial properties:
a) Consistency:
$G(p_{1},p_{1}, \ldots,p_{n},p_{n})=|p|$ for all $p=(p_{1}, \ldots,p_{n})\in \mathbb{R}^{n}$ . (3.3)
b) Monotonicity:
let $a=$ $(a_{1},a_{2}, \ldots, a_{2n-1}, a_{2n})$, $b=(b_{1},b_{2}, \ldots, b_{2n-1},b_{2n})\in \mathbb{R}^{2n}$ with $a_{k}\geq b_{k}$ for $k=1$ , $\ldots$ , $2n$ .
Then
$G(t-a_{1},a_{2}-t, \ldots, t-a_{2n-1},a_{2n}-t)\leq G(t-b_{1}, b_{2}-t, \ldots, t-b_{2n-1}, b_{2n}-t)$ $\forall t\in \mathbb{R}$ . (3.4)
Note that the above properties imply in particular that the solution of (3.1), (3.2) cannot
have alocal minimum in $\Omega_{h}$ and therefore $U_{\alpha}\geq 0$ in $\overline{\Omega}_{h}$ . In order to carry out our error
analysis we need to strengthen (2.2) in that we assume that there exist $\epsilon>0$ , $K\geq 0$ such
that for all $x\in\Omega$ there is adirection $n=n_{x}\in S^{n-1}$ with
$f(y+rd)-f(y)\leq Kr$ $\forall y\in\Omega$ , $|y-x|<\epsilon$ $\forall d\in S^{n-1}$ , $|d-n|<\epsilon$ $\forall r>0$ . (3.5)
Theorem 3.1. Let $u$ be the viscosity solution of (1.1), (1.2) and $U$ a solution of (3.1), (3.2).
Then there eists a constant $C$, which is independent of $h$ such that
$\max_{x_{\alpha}\in\overline{\Omega}_{h}}|u(x_{\alpha})-U(x_{\alpha})|\leq C\sqrt{h}$ .
Proof. We again only sketch the main ideas. As it seems difficult to use the argument from the
uniqueness proof in order to control the maximum of $u-U$, we shall resort to the Kruikov
transform. Thus, let $\tilde{u}$ : $\overline{\Omega}arrow \mathbb{R},\tilde{U}$ : $\overline{\Omega}_{h}arrow \mathbb{R}$ be defined by
$\tilde{u}(x):=-e^{-u(x)}$ , $x\in\overline{\Omega}$ , $\tilde{U}_{\alpha}:=-e^{-U_{\alpha}}$ , $x_{\alpha}\in\overline{\Omega}_{h}$.





and that $\tilde{U}$ satisfies
$f(x_{\alpha})\tilde{U}_{\alpha}+G(D_{1}^{-}\tilde{U}_{\alpha}, D_{1}^{+}\tilde{U}_{\alpha}, \ldots, D_{n}^{-}\tilde{U}_{\alpha}, D_{n}^{+}\overline{U}_{\alpha})$ $=$ $F_{\alpha}^{h}$ $x_{\alpha}\in\Omega_{h}$ (3.8)
$\tilde{U}_{\alpha}$ $=$ -1 $x_{\alpha}\in\partial\Omega_{h}$ , (3.9)
where
$\max_{x_{\alpha}\in\Omega_{h}}|F_{\alpha}^{h}|\leq Ch$ . (3.10)
Next, choose $x\beta\in\overline{\Omega}_{h}$ such that
$| \tilde{u}(x_{\beta})-\tilde{U}_{\beta}|=\max_{x_{a}\in\overline{\Omega}_{h}}|\tilde{u}(x_{\alpha})-\tilde{U}_{\alpha}|$
and assume that $\tilde{u}(x\beta)\geq\tilde{U}\beta$ . The opposite case can be treated similarly. If dist(x4, CM) $)$ $\leq \mathrm{A}$
it follows from (3.7), (3.9) and the Lipschitz continuity of $\tilde{u}$ that
may $|\tilde{u}(x_{\alpha})-\tilde{U}_{a}|=\tilde{u}(x\beta)-\tilde{U}\beta\leq C\sqrt{h}$ .
$x_{a}\in\overline{\Omega}_{h}$
Now suppose that dist(x/3, $\partial\Omega$ ) $>\sqrt{h}$ and define
${x, $\mathrm{x}\mathrm{a}$ ) $:= \tilde{u}(x)-\overline{U}_{\alpha}-\frac{L_{1}}{\sqrt{h}}|x-x_{a}-\sqrt{h}n|^{2}-L_{2}\sqrt{h}|x_{\alpha}-x\beta|^{2}$, $(x,x_{\alpha})\in\overline{\Omega}\mathrm{x}\overline{\Omega}_{h}$.
Here, $n=n_{x_{\beta}}$ and $L_{1}$ , $L_{2}\geq 0$ are constants that do not depend on $h$ and which will be
chosen later. There exists $(x_{h}, x_{\alpha_{h}})\in\overline{\Omega}\mathrm{x}\overline{\Omega}_{h}$ such that
$\Phi(x_{h}, x_{\alpha_{h}})=$ $\max$ $\Phi(x, x_{\alpha})$ .
$(x,x_{\alpha})\in\Omega \mathrm{x}\overline{\Omega}_{h}$
Since dist(x\beta , $\partial\Omega$) $>\sqrt{h}$, we have $x\beta+\sqrt{h}n\in\overline{\Omega}$ and therefore
$\Phi(xh, x_{\alpha_{h}})\geq\Phi(x\beta+\sqrt{h}n, x\beta)$.
From this we infer in asimilar way as in (2.5) that
$|x_{\alpha_{h}}-\cdot x\rho|$ $<$ $\epsilon$ , (3.11)
$\frac{1}{\sqrt{h}}|x_{h}-x_{\alpha_{h}}-\sqrt{h}n|$ $<$ $\frac{\epsilon}{2+\epsilon}$ (3.12)
provided that $L_{i}=L_{i}(1\mathrm{i}\mathrm{p}(\tilde{u}), \epsilon)$, $i=1,2$ are sufficiently large ( $\epsilon$ from (3.5)).
Suppose first that $(xh, x_{\alpha_{h}})\in\Omega \mathrm{x}\Omega_{h}$ . Since $\tilde{u}$ is asubsolution of (3.6) we infer
$f^{*}(x_{h}) \tilde{u}(x_{h})+|\frac{2L_{1}}{\sqrt{h}}(x_{h}-x_{\alpha_{h}}-\sqrt{h}n)|\leq 0$ . (3.13)




$=$ : $\tilde{V}_{\alpha}$ .
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Since $\overline{U}_{\alpha_{h}}=\tilde{V}_{\alpha_{h}}$ , (3.4) and (3.3) imply
$G(D_{1}^{-}\tilde{U}_{\alpha_{h}}, D_{1}^{+}\tilde{U}_{\alpha_{h}}, \ldots, D_{n}^{-}\tilde{U}_{\alpha_{h}}, D_{n}^{+}\tilde{U}_{\alpha_{h}})\leq G(D_{1}^{-}\tilde{V}_{\alpha_{h}}, D_{1}^{+}\tilde{V}_{\alpha_{h}}, \ldots, D_{n}^{-}\tilde{V}_{\alpha_{h}}, D_{n}^{+}\tilde{V}_{\alpha_{h}})$
$\leq$ $| \frac{2L_{1}}{\sqrt{h}}(x_{h}-x_{\alpha_{h}}-\sqrt{h}n)-2L_{2}\sqrt{h}(x_{\alpha_{h}\beta)}-x|+C\sqrt{h}$.
Combining this inequality with (3.8) and (3.10) then yields
$f(x_{a_{h}}) \tilde{U}_{\alpha_{h}}+|\frac{2L_{1}}{\sqrt{h}}(x_{h}-x_{\alpha_{h}}-\sqrt{h}n)|\geq-|F_{\alpha_{h}}^{h}|-C\sqrt{h}\geq-C\sqrt{h}$. (3.14)
As aresult of (3.13), (3.14)
$f(x_{\alpha_{h}})(\tilde{u}(x_{h})-\tilde{U}_{\alpha_{h}})$ $\leq$ $C\sqrt{h}+e^{-u(x_{h})}(f^{*}(xh)-f(x_{\alpha_{h}}))$
$=$ $C\sqrt{h}+e^{-u(x_{h})}(f^{*}(x_{\alpha_{h}}+r_{h}d_{h})-f(x_{\alpha_{h}}))$ (3.15)
where similar to (2.9), $d_{h}= \frac{n+w_{h}}{|n+w_{h}|}$ , $r_{h}=\sqrt{h}|n+w_{h}|$ , $w_{h}= \frac{1}{\sqrt{h}}(x_{h}-x_{\alpha_{h}}-\sqrt{h}n)$ . Since
$\tilde{u}(x_{h})-\tilde{U}_{\alpha_{h}}$ $=$ $\Phi(x_{h},x_{\alpha_{h}})+\frac{L_{1}}{\sqrt{h}}|x_{h}-x_{\alpha_{h}}-\sqrt{h}n|^{2}+L_{2}\sqrt{h}|x_{\alpha_{h}\beta}-x|^{2}$
$\geq$ $\Phi(x\beta, x\beta)=\tilde{U}\beta-\tilde{u}(x\beta)-L_{1}\sqrt{h}$,
we finally deduce from (2.1), (3.15) and (3.5) that
$m(\tilde{u}(x_{\beta})-\tilde{U}_{\beta})\leq C\sqrt{h}+Kr_{h}\leq C\sqrt{h}$ .
The cases $x_{h}\in\partial\Omega$ or $x_{\alpha_{h}}\in \mathrm{d}\mathrm{Q}\mathrm{h}$ can be examined with the help of the boundary conditions
(3.7), (3.9). Transforming back to $u$ and $U$ implies the desired error bound. I
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