Superpixel algorithms have proven to be a useful initial step for segmentation and subsequent processing of images, reducing computational complexity by replacing the use of expensive per-pixel primitives with a higher-level abstraction, superpixels. They have been successfully applied both in the context of traditional image analysis and deep learning based approaches. In this work, we present a generalized implementation of the simple linear iterative clustering (SLIC) superpixel algorithm that has been generalized for n-dimensional scalar and multi-channel images. Additionally, the standard iterative implementation is replaced by a parallel, multi-threaded one. We describe the implementation details and analyze its scalability using a strong scaling formulation. Quantitative evaluation is performed using a 3D image, the Visible Human cryosection dataset, and a 2D image from the same dataset. Results show good scalability with runtime gains even when using a large number of threads that exceeds the physical number of available cores (hyperthreading).
Introduction
Pixels, or voxels in three dimensions, are the basic primitive of an image, usually defining a rectilinear grid. Superpixels reduce the number of primitives representing an image by grouping pixels based on low level features, properties such as color, texture and physical proximity. Originally introduced in [13] as a method for reducing the complexity of higher-level image analysis tasks, they have been successfully used in many computer vision tasks such as object detection, depth estimation, and segmentation. A large number of algorithms for creating superpixels have been proposed in the literature, with a recent comparative evaluation of 28 algorithms described in [16] . One of the more popular and successful superpixel algorithms is the Simple Linear Iterative Clustering (SLIC) algorithm [1, 11] .
The SLIC algorithm has been used both in the context of classical image analysis algorithms and in the context of deep learning. Examples of using SLIC in the context of graph based algorithms include segmentation of mitochondria in electron microscopy volumes [11] , classification of hyperspectral images [9] , segmentation of the prostate in MR [17] , and segmentation of the liver in CT [19] . Examples of using the SLIC algorithm in combination with deep learning include segmentation of the pancreas in CT [6] , general salient object detection in color pictures [8] , hyperspectral image classification [14] , detection of cell nuclei in digital histology slides [15] , and classification of epithelial and stromal regions in histopathology images [20] .
The National Library of Medicine's Insight Segmentation and Registration Toolkit (ITK) includes a couple of segmentation algorithms that could be classified as superpixel methods; they are the toboggan image filter, the classic watershed image filter and the morphological watershed image filter [4] . These filters are all related to the original watershed segmentation algorithm, operate on the gradient magnitude and perform region growing with seeds from the local gradient magnitude minima. These methods are greedy algorithms and single threaded, therefore they are neither scalable for large data nor is the whole vector space taken into consideration for the superpixel grouping when the image is non-scalar.
Our contribution of a scalable version of the SLIC algorithm is motivated by work with several types of large images with a variety of characteristics. These types include focused ion-beam scanning electron microscopy (FIB-SEM) which forms 3D volumes with a single channel (gray scale). Typical image sizes are more than 4 Gb with continued demanded for increased resolution and larger volumes. Another large image type of interest is whole slide histology imaging. Histology images are generally 2D three channel (RGB) images with a size of several (≤10) Gb. Finally, we are also interested in working with 3D multiLatest version available at the Insight Journal [ http://hdl.handle.net/10380/3596] Distributed under Creative Commons Attribution License channel confocal microscopy images whose size is also on the order of several (≤10) Gb.
In the rest of this paper we describe the original SLIC algorithm, our parallel and multi-dimensional version of the algorithm, Scalable SLIC (SSLIC), and an evaluation of our algorithm's scalability using both a large 53Gb 3D color image and a comparatively small 24Mb 2D color image.
The Simple Linear Iterative Clustering (SLIC) Algorithm
Our superpixel implementation is based on the SLIC algorithm proposed by Achanta et al. [1] . The goals outlined for the SLIC algorithm include the following desirable properties with respect to the resulting superpixels and the computation process: 1) The natural boundaries of the image should be preserved by the boundaries of the superpixels. 2) Computations of the superpixels should be quick, have low memory requirements and involve only a few parameters.
3) The generated superpixels should improve the accuracy and speed of subsequent segmentation steps.
The SLIC algorithm can be viewed as a specialized and optimized variation of k-means clustering where each pixel is mapped to a point whose coordinates correspond to a concatenation of the pixel coordinates and the channel values for that pixel. The original algorithm dealt with 2D color images using the CIE-Lab color space. Thus each pixel was mapped to a five vector [L, a, b, x, y] with clustering performed in this 5D space. A user specified property of the SLIC superpixels is the expected size of the super pixel, denoted by S. This restricted size enables the reduction of the global search space of classic k-means to a local neighborhood in the image domain of size 2S × 2S.
Distances in the joint range-domain (intensity-geometry) space
Defining an image as I : Ω → r, a joint range-domain (intensity-geometry) cluster center is represented as C = [Ωr] T . For the case of a 2D image with a CIE-Lab color representation the cluster center is
The distance between any pixel and a cluster center is defined as
where d c and d s are the Euclidean distance for the separate range and domain, respectfully. S is a normalizing constant which is the expected size of a cluster and m is a user specified weighting parameter. When m is reduced the d c component becomes more dominant causing color to be the main criteria for cluster affinity while when it is increased the spatial regularity of clusters is emphasized. , which needs to be considered when working with normalized data or data with a 16-bit integer range. Also note that the number of components of either the color or dimension will also affect the weighting of the metric.
From a practical standpoint, the outer most square root of D is not necessary, as squared values maintain their ordering based on the squared distance. Additionally, the fortuitous use of squared Euclidean distances removes additional uses of square roots. This fact results in an actual implementation of simply the sum of the squares of the difference between the cluster center and the joint range-domain representation with a constant: 
Algorithm Details
The SLIC algorithm consists of the following three stages:
1. Initialization: The cluster centers C k are initialized by regularly sampling the domain Ω at fixed intervals. Each center is then perturbed to the location and value of the lowest gradient magnitude 1 in its 3 × 3 neighborhood. Next, a label image, l, is initialized to an undefined label and a distance image, d, is initialized to ∞.
Iterate till termination criterion satsified:
Iterate over C k :
Update label and distance images: For all pixels,
. If this distance is less than d(x) update l(x) = k and d(x). Update clusters: For all labels, compute new cluster centers based on the updated pixel labels, where the new center for cluster k is the mean of [I(x), x] where l(x) is equal to k.
Terminate iterations if:
Distance between previous and current cluster centers is below a threshold or we have reached the maximal number of iterations.
Spatial connectivity enforcement:
Connectivity is not enforced in the above steps so the cluster may not be fully connected for all components. This post processing step examines labeled connected components not connected to their cluster center. Such a connected component is relabeled so that it is connected to the "nearest" label, or if the component is of sufficient size, it is assigned a new label.
The Scalable Simple Linear Iterative Clustering (SSLIC) Algorithm
Two key principles guiding ITK algorithm development are that: (a) algorithms should be designed to work with n-dimensional images having an arbitrary number of channels per pixel, and (b) algorithms should take advantage of modern hardware to parallelize computations. Our proposed SSLIC algorithm follows both principles in a manner which satisfies the goals of the original algorithm while focusing on significantly improving its speed. In addition, SSLIC generalizes the original algorithm to n-dimensional images with an arbitrary number of channels per pixel. We next describe our approach to implementing the SLIC algorithm in a parallel manner.
Algorithm Details
The SSLIC algorithm consists of the following three stages:
1. Initialization: The cluster centers C k are initialized by regularly sampling the domain Ω at fixed intervals. Then all cluster centers are updated in parallel so that they are moved to the lowest gradient magnitude location in the 3 × 3 neighborhood of their original locations. Next, a label image, l, is initialized to an undefined label and a distance image, d, is initialized to ∞.
Iterate till termination criterion satsified:
Create non-overlapping regions which split the image and update label and distance images in parallel: Iterating over C k , if the cluster's [2S × 2S . . . 2S] nD neighborhood intersects the region assigned to the thread, for all pixels, x, in this intersection, compute D(C k , [I(x), x]). If this distance is less than d(x) update l(x) = k and d(x). Create non-overlapping regions which split the image and update C k using a map-reduce scheme:
Map -in each region iterate over the pixels and accumulate the joint intensity-geometry information per label. Reduce -merge the information from all regions based on the label ids and update the cluster centers where the new center for cluster k is the mean of the joint intensity-geometry information obtained for label k in the previous step.
Terminate iterations if:
We have reached the maximal number of iterations (distance between previous and current cluster centers is computed and available).
Spatial connectivity enforcement:
Initialize a marker image m to a value indicating that the label at that location is not the final label.
In parallel for each cluster center, if the label at the location defined by C k is equal to k (our cluster is not torus shaped), or we found the label k in the [S × S . . . S] nD neighborhood centered on C k , obtain the connected component with label k using this initial seed point. If this connected component's size is greater than 4 , change the label image for all these locations to a new label, k + 1, otherwise change it to the last encountered label and update the marker image to indicate that the label is final.
SSLIC Parameters
The SSLIC filter exposes two user adjustable parameters of interest: the desired super grid size and the spatial weight factor which balances between superpixel spatial regularity and color affinity.
The desired grid size in the original SLIC algorithm was a single number which is appropriate for isotropic pixels. As our goal is to accommodate images from a variety of sources, many of which are highly unisotropic, we allow the the size of the superpixel to be specified as the number of pixels in each dimension i.e. [S x , S y , S z ]. Therefore the superpixels themselves can be anisotropic to accommodate non-uniform pixel spacing, as is common in medical images.
The weight factor is utilized to balance between the spatial and image intensity portions of the distance metric. The default value is 10, which provides good results for 2D images in the CIE-Lab color space. Increasing the value increases the weight of the spatial component which produces more regularly shape and sized superpixels. Image dimensionality, and similarly the magnitude of the range of the pixels values will effect the relative weight between the two components of the distance metric and may require experimentation to identify the relevant weighting for a specific setting (nD image with c channels per pixel).
Additionally, the user can specify the algorithm's termination criteria via the maximal number of iterations, while the residuals or the change in cluster centers between two consecutive iterations can be monitored. The maximum number of iterations defaults to 5 for images with dimension 3 or greater, whereas the original SLIC implementation specifies 10 iterations for 2D images. The user provided superpixel grid size specifies the expected size in pixel units, not physical units as is common in ITK. The use of pixel units enables the grid size parameter to be independent of the image spacing, removes potential degenerate cases, allows reasonable default values, and follows that the superpixels are an abstraction from the pixels. Therefore the "distance" metric computed must be computed in index space and not physical space. We have also extended the grid size to potentially be isotropic. So the spatial weights are applied thusly:
SSLIC Evaluation
As the focus of our algorithm was on improving the runtime of the original SLIC algorithm without changing the original algorithmic approach we limit our evaluation to computational performance and scalability.
In general, the time it takes to perform a task is comprised of the time it takes to complete its sequential portion and the time it takes to perform its parallel portion:
In our evaluation we use the concept of strong scalability. That is, the problem size is kept fixed while we increase the number of parallel process (in our case these are lightweight threads).
The relative speedup 2 obtained by using more than a single process is defined as:
, where T (1) is the runtime of the parallel implementation using a single process.
The optimal relative speedup value is S * (p) = p.
The relative efficiency is defined as speedup divided by the number of processors:
The optimal relative efficiency is thus E * (p) = 1.
When evaluating using strong scalability we have an upper bound on the possible relative speedup and efficiency which are given by Amdahl's law [3] . Given that a fraction, α ∈ [0, 1], of the task is serial we have:
Method
To evaluate the performance of the SSLIC algorithm we utilize the cyrosection Visible Human Male dataset [2] . A frozen male cadaver which was serially imaged and sectioned at 1 millimeter intervals to form The color volume Visible Human of [2048 × 1216 × 1978] voxels. The size of the original RGB (unsigned char) volume is 16Gb, and 53 Gb after conversion to CIE-Lab (float), which is the data used in this work. A single 2D slice is evaluated in addition to the whole volume to enable performance comparison at two problem set sizes.
The computer system used for the performance analysis is a two CPU socket server running Red Hat Enterprise Linux Server release 7.5. The CPUs are Intel Zeon CPU E5-2699 v4 @2.20GHz each having 22 physical cores and Hyper-Threading enabled, resulting in 44 physical cores or 88 virtual cores. The system has 512 Gigabytes of memory which is sufficient for processing the dataset without swapping to disk.
To analyze the scalability of the SSLIC algorithm, the time of execution is measured for a fixed image while varying the number of threads allocated to the task. This was implemented in a python script via SimpleITK bindings [10] . The reported timing is of the SimpleITK Execute method which includes the construction and setting of ITK parameters therefore this approach adds some negligible constant overhead when compared to directly executing the ITK filter. The execution is timed with and without the connectivity enforcement step. As this post-processing step involves a single threaded pass through the entire image, the separate timings enables the scalability assessment of the two algorithmic stages independently.
The code was built against the latest stable ITK release 4.13.0 with C++11 enabled for improved compatibility with the forth coming ITK 5.0 release. The system compiler, "gcc (GCC) 4.8.5 20150623 (Red Hat 4.8.5-28)" was used with the default ITK flags for "release" mode.
The method was first executed on the extracted 100th slice of the Visible Human with dimensions of [2048 × 1216] pixels. The SSLIC algorithm ran for 5 iterations with an isotropic supergrid size of 50, and the default spatial weight of 10. This test case was executed 5 times, and the minimum time is reported. With the brief execution time of less than a second, the number of threads allocated to the SSLIC was incremented by 1.
Next the algorithm was evaluated on the whole 53 Gigabyte 3D Visible Human dataset. The same parameters were specified: 5 iterations, 50 supergrid size, and spatial weight 10. The algorithm was only run once for a selection of number of threads.
Visualization of the resulting multi-label segmentation image is done with a brief line of SimpleITK code (see below). Since the label ID or value of the result contains no significant meaning, only the boundaries of the superpixels are important, we follow the convention to render images using a black contour around the segmentation.
def mask_label_contour(image, seg): """Combine an image and segmentation by masking the segmentation contour. 
Results
The following two section describe our qualitative and quantitative evaluation of SSLIC. Superpixel labeled images are included for qualitative evaluation from a selection of datasets to represent some of the diverse image types the SSLIC algorithm is capable of operating upon. The quantitative sections focuses on analyzing the performance and scalability characteristics of our implementation.
Qualitative
We demonstrate the results of our method on 3 distinct and representative datasets. First is a photographic example of an astronaut in figure 1 The 2D speedup graph shows the upper bound for speedup being approached demonstrating Amdhal's law. That is to say for this relative small 2D image we are bounded by the single threaded execution and overhead of the algorithm. This is in contrast to the continued speedup for the 1978 times larger 3D dataset. Performance gains continue when more resources are allocated to the problem. The efficiency best quantifies the difference between 2D and 3D at 44 physical cores, where the 2D case has 35% while the 3D case has 66% computed relative efficiency. The phenomena of improved efficiency on larger datasets is described by Gustafson's law [7] .
When the number of cores exceeds the number of physical cores, or when HyperThreading is needed for virtual thread execution (although always enabled on the system during evaluation), the results are separated into a bar graph in figure 4 . The HyperThreaded cores are a distinct type of resource from a physical core as the virtual cores share many of the same CPU physical resources such as cache and execution instructions with another. HyperThreading yields improved performance and decreased execution time even in the extreme case with 88 threads.
Updating with Modern Threads
The forthcoming ITK version 5.0 release includes a number of performance enhancements to modernize the classic ITK threading model. The additions include multiple threading back ends such as a threadpool and an Intel Threading Building Blocks (TBB) multi-threader interface. The latter supports dynamic load balancing and advanced task scheduling. Our initial development of SSLIC targeted the ITK version 4 interface. These emerging threading features were considered during the initial SSLIC implementation which enabled updates to support the new threading models.
The SSLIC implementation is updated to use the ITK version 5 threading model while leaving the description of the parallelism identical. The implementation changes from using thread barriers in the ThreadedGenerateData method to a single threaded GenerateData method, which invokes the new ParallelizeArray and ParallelizeImageRegion methods for each parallel step as appropriate. Additionally, a mutex lock is introduced to control access for the accumulation of the updated clusters. With this updated implementation, thread identifiers and persistent per thread allocated storage are removed from the multi-threaded step methods.
To evaluate the performance of this update the same 88 core system with the same GCC 4. The timing results are summarized in Figure 6 . Overall the performance is quite similar with regard to scalability and efficiency. However, with four or eight threads the timing is marginally faster for the original implementation, while with more than 44 threads the ITKv5 implementation has a slight advantage. This is reflected in Figure 7 ; we conjecture that the use of a barrier in the original implementation exhibited poor scalability, while the increase in the number of dynamic memory allocations is likely responsible for the decrease in performance with the ITKv5 implementation. Further testing and profiling is required to verify these conjectures.
Discussion and Conclusion
In this work we presented SSLIC, an ITK based extension of the SLIC algorithm that accommodates ndimensional scalar and multi-channel images and parallelizes the original sequential implementation. Using a multi-core system we have shown that our implementation has strong scalability characteristics and is able to efficiently utilize additional computational resources. When compared to the SLIC implementation found in the scikit-image toolkit [18] we observed that on a 2D image (Figure 1 ) our single threaded SSLIC was slower than the scikit-image SLIC, 315ms vs. 166ms, but when using additional threads it was faster, at 86ms for 4 threads and 52ms for 8 threads.
The closest work to ours is that presented in [5] program. That work described a parallel implementation of the SLIC algorithm for color images. Beyond the parallelization, the jSLIC implementation describes a lookup table approach to conversion from RGB to CIE-Lab color space. As ITK does not explicitly support the notion of color spaces, both RGB and CIELab images are three channel images. We assume the image is in CIE-Lab space when using the default weighting parameter value, otherwise the user needs to set it appropriately or convert the image to CIE-Lab representation. An additional significant difference is that the jSLIC algorithm only supports 2D images while SSLIC supports n-dimensional images. The evaluation of the jSLIC method was carried out on a 4 core machine with 8Gb RAM, with improved performance when using up to 4 threads. In our case we observed improved performance even when exceeding the number of physical cores on our system. Based on the graphs in the jSLIC paper it appears that the relative efficiency for 2 and 4 threads is approximately 0. We presented a scalable implementation of the SLIC algorithm, SSLIC, a useful addition to ITK. We demonstrated its performance both qualitatively and quantitatively on diverse datasets of 2D and 3D, scalar and multi-component, as well as 2-dimensional and 3-dimensional images.
The SSLIC implementation is available in ITK version 5 in the SuperPixel module (https://itk.org/ Doxygen/html/group__ITKSuperPixel.html), in ITK version 4.13.1 it is available in the SimpleITKFilters remote module (https://github.com/SimpleITK/ITKSimpleITKFilters), and it was originally implemented in a standalone remote module (https://github.com/blowekamp/itkSuperPixel). 
