Introduction
Suppose F 2 n is the extension field of degree n over F 2 , the prime field with two elements. The trace function F 2 n to its subfield F 2 m with m|n is defined by Tr n,m (x) = 0 i n/m−1 x 2 im for x ∈ F 2 n . Especially the absolute trace function Tr n,1 (·) is also denoted by Tr(·). In this paper, we consider the exponential sum 1+2 α i + a 0 x over F 2 n , 1 α 1 < · · · < α k n/2, a i ∈ F 2 m , m|n, (1) where e(x) = (−1)
Tr(x) .
There have been many results on these exponential sums, from aspect of explicitly evaluations or from aspect of their applications (such as the cross correlation of m-sequences [1] , the weight distribution of some cyclic codes [2] , etc.). Carlitz [3] determined explicitly the sum S( f , n) for f (x) = x 1+2 α + a 0 x. Coulter [4] gave the evaluation of S( f , n) for f (x) = a 1 x 1+2 α + a 0 x, a 0 , a 1 ∈ F 2 n . Hou [5] computed the sum for f (x) = a 1 x 1+2 α + a 0 x, where a 1 belongs to a subfield F 2 m . Also, Hou gave explicit evaluation of the sum S( f , n) when f is of the form (1) with v 2 (α 1 ) = · · · = v 2 (α k ), where v 2 (·) is the 2-adic order function. Moreover, Hou [5] established a relationship between S( f , n) and S( f , n/p) for odd prime p, which in fact gives an algorithm to transform the computation of S( f , n) to the computation of S( f , 2 s ) if v 2 (n) = s and m|2
s . The goal of this paper is to give an algorithm to compute the exponential sum of general binary quadratic functions. Before describing our approach, we recall some facts about bilinear forms over abelian extensions and its group rings.
Let K be a field and L be a Galois extension of finite degree n of K with Galois group G = Gal(L/K ). Suppose that T : L × L → K is a nonsingular K -bilinear form on the K -vector space L. In the group ring
In this paper, the Galois group is assumed to be G = π of order n, the group ring to be F 
is defined as 
Thus it is possible for us to transform S( f , n) to S( f 1 , n) under the condition that g(π ) induces a permutation on F 2 n . This method allows us to evaluate the exponential sums of most binary quadratic functions over F 2 2 s . This paper is organized as follows. In Section 2, we introduce some results about linearized polynomials and some results obtained by Hou [5] . Section 3 gives our computation method for binary quadratic functions. In Section 4, we characterize the necessary and sufficient condition for (2, z n + 1)) for n = 2 s , and give an algorithm to compute
. Concluding remarks and a question will be given in Section 5.
Preliminaries
Definition 2.1. A polynomial of the form
Some well-known results about linearized polynomials are: 
where a k = 0, and 0 < α 1 
where
where n ( f ) ∈ {0, ±1}.
Theorem 2.4. (See [5] .) Let m|n and c ∈ F 2 n , then
The following theorem builds the relationship between n ( f ) and n/p ( f ) for odd prime p, which in fact gives an algorithm to compute S( f , n). However it cannot handle the case S( f , 2 s ). 
where (
The following two theorems give explicit evaluations of S( f , n) in two special cases. 
e n where n is odd. Then
where a 1 ∈ F 2 n is any element such that a = a
Assume that n is a positive integer such that m|n and v
3. The general case
Proof. By the property of Frobenius map π , it is not difficult to deduce that Tr(
To compute S( f , n) for a quadratic function f , it suffices to compute S( f , 2 s ) in most cases by Theorem 2.5. Combing with Theorem 2.6 and Theorem 2.7, we give the following algorithm to compute the exponential sum of general quadratic functions.
Step
is the companion polynomial of f (x), and
If there isn't such a solution, then output "failed".
Step 2: Use Theorem 2.6 or Theorem 2.7 to compute S( f 1 , 2 s m ) with respect to
Step 3: Use Theorem 2.5 to compute S( f , n).
The case
and
For (z 3 , . . . , z n/2−1 ) ∈ G and n = 2 s for s 4, we define
. .
. . . 
It suffices to prove the above boolean system (6) has only zero solution (0, 0, . . . ,
Firstly, for odd j = 4k + 1 where 9 j n/2 − 1, and j − 1, ( j − 1)/2, (n − j + 1)/2 are even. Thus by (6),
Hence
So z j−3 = z j for j = 4k + 1 9.
z j−3 = z j for all 9 j = 4k + 1 n/2 − 1.
Thus z 6 = 0 since z 5 = 0 and h 6 = z 5 + z 6 = 0. By z 6 = 0 we have z 9 = z 6 = 0 since z j−3 = z j for all 9 j = 4k + 1 n/2 − 1. Thus z 10 = 0 since z 9 = 0 and h 10 = z 10 + z 9 = 0, . . . , and so on. By this procedure we deduce that
Now let j = 4k + 1 and k ≡ 1 (mod 2). Then j − 1 ≡ 4 (mod 8), and j ≡ 1 (mod 4) , 
By (9), (10), (11), (12) and
we know that the only solution of the boolean system (6) is
) if and only if h(z) ∈ H, where
Proof. Firstly it is easy to deduce that the condition that
is equivalent to the following equation system having a solution:
. . .
In the above equation system, it is obvious that for 1
.
Thus a necessary condition for h(z) = g(z) · g(z) * is a t = a n−t for all 1 t n/2 − 1, and a n/2 = 0.
(Necessity) It is left to prove the necessary condition that
is a solution of the equation system (16).
So we have
(Sufficiency) It is easy to verify the sufficiency for two cases s = 2, 3 i.e. n = 4, 8. So we assume s 4 in the following. It is obvious that the sets H and G all have 2 n/2−2 elements. Thus it is sufficient to prove the following map
is an injective map from G to H .
By (15), g · g * is equivalent to a boolean equation system. So we should prove the map P : 
Now we will prove the quadratic boolean system (15) is in fact linear for (z 0 , . . . , z n−1 ) ∈ G . Firstly we discuss j ∈ [1, n/2 − 1] in two cases. 
And for 0 i < (n 
So we have proved that ∀(z 0 , . . . , z n−1 ) ∈ G , P (z 0 , . . . , z n−1 ) ∈ H , this means that ∀g(z) ∈ G, P (g(z)) ∈ H .
On the other hand, by (20), (21) 
