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SUM-OF-SQUARES OPTIMIZATION WITHOUT SEMIDEFINITE
PROGRAMMING∗
DA´VID PAPP† AND SERCAN YILDIZ‡
Abstract. We propose a homogeneous primal-dual interior-point method to solve sum-of-
squares optimization problems by combining non-symmetric conic optimization techniques and poly-
nomial interpolation. The approach optimizes directly over the sum-of-squares cone and its dual,
circumventing the semidefinite programming (SDP) reformulation which requires a large number of
auxiliary variables when the degree of sum-of-squares polynomials is large. As a result, it has sub-
stantially lower theoretical time and space complexity than the conventional SDP-based approach.
Although our approach avoids the semidefinite programming reformulation, an optimal solution to
the semidefinite program can be recovered with little additional effort. Computational results con-
firm that the proposed method is several orders of magnitude faster than the SDP-based approach
for optimization problems over high-degree sum-of-squares polynomials.
Key words. sum-of-squares optimization, non-symmetric conic optimization, polynomial inter-
polation, polynomial optimization, semidefinite programming
AMS subject classifications. 90C25, 90C51, 65D05, 90C22
1. Introduction. We propose a homogeneous primal-dual interior-point algo-
rithm for sum-of-squares optimization. Our approach is applicable to optimization
problems over products of sum-of-squares cones, which include the optimization of
polynomials over basic semialgebraic sets, moment problems, and parametric sum-of-
squares problems. These problems are fundamental in many areas of applied mathe-
matics and engineering, including discrete geometry [4, 5], probability theory [7], con-
trol theory [25], signal processing [16], power systems engineering [19], computational
algebraic geometry [31, 26], design of experiments [46], and statistical estimation [2].
Additional applications of sum-of-squares optimization are described in [8].
In the simplest form of polynomial optimization, we are given n-variate polynomi-
als g1, . . . , gm and f over the reals, and we are interested in determining the minimum
value of f on the basic closed semialgebraic set
(1) S def= {t ∈ Rn | gi(t) ≥ 0 ∀ i = 1, . . . ,m} .
That is to say, we would like to compute
(2) inf
t∈Rn
{f(t) | t ∈ S} .
Equivalently, one may seek the largest constant c ∈ R which can be subtracted from
f such that f − c is nonnegative on the set S. Thus, the polynomial optimization
problem (2) can be reduced to the problem of checking polynomial nonnegativity.
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In many of the applications mentioned above, the goal is not to simply compute
the minimum value of a given polynomial, but rather to find an optimal polynomial
satisfying certain shape constraints that impose bounds on certain linear functionals
of the polynomial. In this setting, even the case of polynomials with only a few
variables is of great interest; in fact, most of the references cited above are concerned
with univariate polynomials of high degree.
These problems are most naturally formulated as conic optimization problems:
Let K ⊂ RN be a closed and convex cone. A conic optimization problem is a problem
of the form
(3)
minimize
x∈RN
cTx
subject to Ax = b
x ∈ K
whereA is a k×N real matrix, and c and b are real vectors of appropriate dimensions.
Its dual problem is
(4)
maximize
y∈Rk, s∈RN
bTy
subject to ATy + s = c
s ∈ K∗.
Here K∗ def= {s ∈ RN | sTx ≥ 0 ∀x ∈ K} denotes the dual cone of K, which is also
closed and convex. In the literature on conic optimization, it is usually assumed that
the cone K is pointed and has nonempty interior in addition to being closed and
convex; in this case, K is called a proper cone. When K is proper, its dual cone K∗ is
also proper.
In optimization problems involving polynomials, we are typically interested in the
space of n-variate polynomials of total degree at most r, which we denote with Vn,r
in this paper, and the closed convex cone PSn,r of polynomials that are nonnegative
on S:
PSn,r def= {p ∈ Vn,r | p(t) ≥ 0 ∀ t ∈ S} .
In the case S = Rn, we use the lighter notation Pn,r to represent the cone of polynomi-
als that are nonnegative everywhere. The dual cone of PSn,r is known as the moment
cone corresponding to S.
Throughout the paper, all polynomials are n-variate polynomials over the real
number field. The degree of a polynomial is always understood in the sense of total
degree, and all vectors are interpreted as column vectors unless stated otherwise. We
represent vectors and matrices in boldface type to distinguish them from scalars. We
let 0 and 1 denote the all-zeros and all-ones vectors, and we let ei denote the i-th
standard unit vector whose only nonzero entry is at the i-th position and equal to
1. We represent the arguments of an n-variate polynomial with t = (t1, . . . , tn) when
necessary. We let C◦ denote the interior of a set C ⊂ RN .
1.1. Sum-of-squares polynomials: basic definitions and notation. A poly-
nomial p ∈ Vn,2d is said to be sum-of-squares (SOS) if it can be expressed as a finite
sum of squared polynomials. More precisely, the polynomial p ∈ Vn,2d is SOS if
there exist q1, . . . , qM ∈ Vn,d such that p =
∑M
j=1 q
2
j . We let Σn,2d denote the set
consisting of n-variate SOS polynomials of degree 2d. This set is a proper cone in
SUM-OF-SQUARES OPTIMIZATION WITHOUT SEMIDEFINITE PROGRAMMING 3
Vn,2d [39, Thm. 17.1]. Let g def= (g1, . . . , gm) and d def= (d1, . . . , dm) for some given
nonzero polynomials g1, . . . , gm and nonnegative integers d1, . . . , dm. Consider the
space Vgn,2d of polynomials p for which there exist r1 ∈ Vn,2d1 , . . . , rm ∈ Vn,2dm such
that p =
∑m
i=1 giri. A polynomial p ∈ Vgn,2d is said to be weighted sum-of-squares
(WSOS) if there exist s1 ∈ Σn,2d1 , . . . , sm ∈ Σn,2dm such that p =
∑m
i=1 gisi. We
let Σgn,2d denote the set consisting of these WSOS polynomials. This set is a convex
cone with nonempty interior in Vgn,2d, but it is not always closed or pointed. Propo-
sition 6.1 below characterizes when Σgn,2d is a proper cone. An SOS optimization
problem is a conic optimization problem where the underlying cone is a Cartesian
product of SOS and WSOS cones. For simplicity, we limit our initial presentation in
this paper to optimization problems over SOS cones, and discuss the more general
case of optimization over WSOS cones in Section 6.
Let L
def
= dimVn,d =
(
n+d
n
)
and U
def
= dimVn,2d =
(
n+2d
n
)
denote the dimensions
of the spaces of n-variate polynomials of degree at most d and 2d, respectively. The
space Vn,2d is isomorphic to RU ; therefore, Σn,2d can equivalently be seen as a cone in
R
U . In view of this connection, given an ordered basis q = (q1, . . . , qU ) of Vn,2d, we say
that a vector s = (s1, . . . , sU ) ∈ RU satisfies s ∈ Σn,2d if the polynomial
∑U
u=1 suqu is
SOS. We let SL denote the space of L × L real symmetric matrices and let SL+ (resp.
S
L
++) denote the cone of positive semidefinite (resp. positive definite) matrices in the
same space. When the size of the matrices is clear from the context, we write X < 0
(resp. X ≻ 0) to mean that the real symmetric matrix X is positive semidefinite (resp.
positive definite). For matrices S,X ∈ SL, the notation S •X = ∑Li=1∑Lj=1 SijXij
represents the Frobenius inner product of S and X, and ‖X‖F =
√
X •X represents
the Frobenius norm of X.
An SOS decomposition provides a simple certificate demonstrating the global
nonnegativity of a polynomial. The key observation behind modern polynomial op-
timization approaches is that while deciding whether a polynomial is nonnegative is
NP-hard (outside of a few very special cases), the cone of SOS polynomials admits
a semidefinite representation [49, 39, 29, 31]. Using this representation, optimization
problems over SOS cones can be reformulated as semidefinite programming (SDP)
problems. The following theorem is due to Nesterov [39]; we present it here in our
notation for completeness.
Proposition 1.1 ([39, Thm. 17.1]). Fix ordered bases p = (p1, . . . , pL) and
q = (q1, . . . , qU ) of Vn,d and Vn,2d, respectively. Let Λ : RU → SL be the unique linear
mapping satisfying Λ(q) = ppT, and let Λ∗ denote its adjoint. Then s ∈ Σn,2d if and
only if there exists a matrix S < 0 satisfying
s = Λ∗(S).
Additionally, the dual cone of Σn,2d admits the characterization
Σ∗n,2d =
{
x ∈ RU |Λ(x) < 0} .
We emphasize that the operator Λ in Proposition 1.1 depends explicitly on the
specific bases p and q chosen to represent Vn,d and Vn,2d. In particular, these bases
determine which linear slice of the positive semidefinite cone is used to characterize
Σ∗n,2d. For instance, a standard choice in practice is to choose p and q as monomials
up to degree d and 2d respectively; with this choice and n = 1, the operator Λ becomes
the mapping from x to its Hankel matrix (xi+j)i,j=0,...,d. We shall explore the impact
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of the choice of p and q in more detail in Section 3.
Nesterov [39] also gave an analogous semidefinite representation for WSOS cones.
We postpone the precise statement of this result to Proposition 6.2 below and mention
here only that with m polynomial weights, the semidefinite representation of Σgn,2d
requires m positive semidefinite matrices of orders
(
n+d1
n
)
, . . . ,
(
n+dm
n
)
respectively. In
the characterization of the dual cone, this translates to m linear matrix inequalities.
Now one can invoke a Positivstellensatz result such as those of Putinar [52],
Schmu¨dgen [56], Handelman [20], or Po´lya [21, p.57] to conclude that under cer-
tain conditions on the polynomials g1, . . . , gm, every polynomial that is nonnegative
(or strictly positive) on S is WSOS with respect to polynomial weights that are con-
structed from g1, . . . , gm and that are trivially nonnegative on S. Once the weights
and the degrees of the polynomials to be squared have been fixed, the resulting WSOS
cone is an inner approximation of PSn,r. This leads to a hierarchy of semidefinite pro-
grams parameterized with increasing degrees of squared polynomials (and possibly
increasingly larger sets of weights). For optimization problems over cones of non-
negative polynomials, each level of this hierarchy provides increasingly better primal
bounds, and the convergence of these bounds to the optimal value is guaranteed by
the Positivstellensatz result invoked.
These connections between nonnegative polynomials, sums of squares, and semidef-
inite programming were first made in [39, 49, 29]; see [31] for a comprehensive review.
The textbooks [34, 8, 30] provide an excellent introduction to these techniques and
highlight their connections to different areas of pure and applied mathematics. The
review [14] places these results in the context of complexity theory with an overview of
hardness theorems and approximation schemes for polynomial optimization on stan-
dard domains.
There are several implementations available (mostly in the form of Matlab pack-
ages) for the numerical solution of polynomial optimization problems using SOS the-
ory. These include SOSTOOLS [51], GloptiPoly [24], SparsePOP [66], SPOT [36],
GpoSolver [23], SOSOPT [57]. All of these implementations rely on the SDP-based
approach outlined above.
1.2. Complexity of the semidefinite representation. While Proposition 1.1
shows that the SOS cone and its dual are semidefinite representable, this representa-
tion is rather inefficient. The cone Σ∗n,2d is characterized as a U -dimensional linear
slice of the cone of L× L positive semidefinite matrices, and similarly Σn,2d is repre-
sented as a linear image of the same positive semidefinite cone. The computational
implication is that Θ(L2) variables are needed to represent a U -dimensional vector be-
longing to Σn,2d. This leads to a substantial increase in the number of variables when
dealing with optimization problems over these cones. For instance, in the case n = 1,
the parameters L and U are equal to d+1 and 2d+1 respectively, and while the cone
Σ1,2d has dimension 2d+1, its semidefinite representation requires d(d+1)/2 variables.
This has a significant effect on the time complexity of optimization over Σn,2d and
its dual. Standard primal-dual interior-point methods for semidefinite programming
have an O(L6.5) running time for problems with a single L×Lmatrix variable, as their
iteration complexity is O(L0.5) (see, e.g., [37]) and each iteration requires the solution
of a linear system in Θ(L2) variables (which costs O(L6) arithmetic operations).
The situation is even worse for optimization problems over WSOS cones: The
size of the semidefinite representation of the WSOS cone Σgn,2d grows linearly with
the number m of polynomial weights, whereas its intrinsic dimension remains the
same. In particular, assuming for simplicity that all di’s have the same value d, the
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semidefinite representation of Σgn,2d requires m matrix variables of order L =
(
n+d
n
)
each, which implies an O(m0.5L0.5) iteration complexity [37] and O(m1.5L6.5) running
time for optimization over Σgn,2d using standard primal-dual interior-point methods
for semidefinite programming.
The impracticality of the SDP-based approach for problems involving high-degree
polynomials was demonstrated recently in [47]. In a family of small examples with two
WSOS cone constraints (for n = 1, m = 2, and increasing d), the largest instance that
could be solved with the 32GB of available memory using several popular semidefinite
programming solvers had 2d = 1100, even though the original SOS optimization
problem (before the semidefinite programming reformulation) is a convex optimization
problem with only 2d+ 1 variables. The increase in the running times as d increases
was also found prohibitive in practice, with the largest “solvable” instances requiring
several hours of computation.
1.3. Contributions and outline of the paper. We describe a primal-dual
interior-point method for SOS optimization that circumvents the inefficiencies of the
semidefinite programming formulation. Our approach adapts a recent algorithm of
Skajaa and Ye [58] for non-symmetric conic optimization to optimize directly over
WSOS cones. We describe this algorithm in Section 2. We provide a brief review
of the necessary background on barrier functions in Appendix A to make the paper
self-contained.
Following [32], our approach takes advantage of the interpolant basis represen-
tation of polynomials for fast and stable computation of Newton steps inside the
algorithm. We discuss the complexity of computing the Newton step in the mono-
mial, Chebyshev, and interpolant basis representations in Section 3. We study how
the numerical conditioning of the interpolant basis representation depends on the
chosen interpolation points and the basis of the space of polynomials to be squared
in Section 4. We also compare the conditioning of this representation against the
conditioning of the monomial and Chebyshev representations in this section.
For optimization problems over the cone Σn,2d, our approach leads to an algo-
rithm with O(L0.5) iteration complexity and O(L0.5U3) running time. This compares
favorably against the O(L6.5) time required for the solution of the corresponding
semidefinite programs especially for problems with large d. For instance, in the case
n = 1 our method has O(d3.5) running time, whereas the standard SDP-based ap-
proach requires O(d6.5) time.
Although our approach circumvents the solution of the conventional semidefinite
programming formulation of an SOS optimization problem, we show in Section 5 that
an optimal solution to the semidefinite program can be recovered with little additional
effort. This is necessary, for example, to construct explicit certificates proving that
the optimal SOS polynomials computed using our approach are indeed SOS [26, 50].
We generalize the results of the previous sections to optimization problems over
WSOS cones in Section 6 and present the results of our numerical experiments in
Section 7. The results demonstrate that the proposed approach can have significant
practical advantages over the standard SDP-based approach for problems requiring
high-degree SOS polynomials.
2. Non-Symmetric Conic Optimization and the Skajaa–Ye Algorithm.
Primal-dual interior-point methods are widely accepted as the most successful algo-
rithms for conic optimization. The monographs [41] and [54] provide a comprehensive
overview of the rich theory behind these algorithms. However, the practical success of
primal-dual interior-point methods has been largely limited to optimization problems
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over symmetric cones, which include linear programming, second-order cone program-
ming, and semidefinite programming as special cases. The algorithms that have been
developed for symmetric conic optimization are not directly applicable to SOS opti-
mization because neither the SOS cone nor its dual are symmetric cones. Furthermore,
most primal-dual interior-point methods for non-symmetric conic optimization, such
as those proposed recently by Nesterov and others [42, 40], assume that a tractable
logarithmically homogeneous self-concordant barrier (LHSCB) is known for both the
primal cone K and its dual K∗. This is not the case for SOS optimization. By Propo-
sition 1.1, the cone Σ∗n,2d is a linear slice of a positive semidefinite cone; therefore,
an LHSCB for this cone can be obtained by restricting the well-known logarithmic
barrier X 7→ − ln(det(X)) for the positive semidefinite cone to this particular slice.
On the other hand, no similarly simple LHSCB is known for Σn,2d.
Our approach to SOS optimization is an adaptation of a recent primal-dual
interior-point method by Skajaa and Ye for non-symmetric conic optimization [58, 48].
The key feature of this algorithm that makes it attractive for our purposes is that it
requires only a tractable LHSCB for the primal cone K, but assumes nothing about
the dual cone K∗. Hence, letting K = Σ∗n,2d, this algorithm can be used to optimize
over SOS polynomials directly. There are other methods with the same feature, e.g.
[41, Sec. 4.5]; we have chosen to base our approach on the algorithm of Skajaa and
Ye because it uses the homogeneous self-dual embedding. Algorithms that are based
on the homogeneous self-dual embedding allow infeasible initial solutions, eliminat-
ing the need for a phase-I method, and have been used successfully in practice for
optimization over symmetric cones.
Algorithm 1 Predictor-Corrector Algorithm for Non-Symmetric Conic Optimization
Parameters: Real numbers 0 < η < 1 and αp, αc > 0 and an integer rc > 0 chosen
according to [48].
Input: An LHSCB F for K and an initial solution z0 = (x¯0,y0, s¯0) ∈ N (η).
Repeat
Termination?
If termination criteria are satisfied, stop and return z = (x¯,y, s¯).
Prediction
Compute the Hessian H¯(x¯) of F¯ at x¯, and solve for ∆z = (∆x¯,∆y,∆s¯) the
system
G(∆y,∆x¯)− (0,∆s¯) = −(G(y, x¯)− (0, s¯)),
∆s¯ + µ(z)H¯(x¯)∆x¯ = −s¯.
Set z← z+ αp∆z.
Correction
For i = 1, . . . , rc do
Compute the gradient g¯(x¯) and the Hessian H¯(x¯) of F¯ at x¯, and solve for
∆z = (∆x¯,∆y,∆s¯) the system
G(∆y,∆x¯)− (0,∆s¯) = 0,
∆s¯ + µ(z)H¯(x¯)∆x¯ = −ψ(z).
Set z← z+ αc∆z.
End
End
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In the rest of this section, we describe Skajaa and Ye’s interior-point method; a
pseudocode of the algorithm can be found in Algorithm 1. (We omit a description
of the termination criteria for the sake of brevity; see Section 5.4 of [58] for details.)
The algorithm requires an LHSCB F : K◦ → R for the proper cone K whose gradient
g and Hessian H can be computed efficiently at every point in K◦ and returns an
ε-feasible solution to the so-called homogeneous self-dual embedding of the problems
(3-4). Introducing two new scalar variables τ, κ ≥ 0, this homogeneous self-dual
embedding is written as
Ax −bτ = 0
−ATy +cτ − s = 0
bTy −cTx − κ = 0
(5)
y ∈ Rk, (x, τ) ∈ K × R+, (s, κ) ∈ K∗ × R+.
Let x¯
def
= (x, τ), s¯
def
= (s, κ), K¯ def= K × R+, and K¯∗ def= K∗ × R+. If the barrier
parameter of F is ν, then the function F¯ (x¯)
def
= F (x) − ln τ is an LHSCB for the
cone K¯ with barrier parameter ν¯ def= ν +1. Furthermore, its gradient and Hessian are
g¯(x¯)
def
= (g(x),−1/τ) and H¯(x¯) def=
(
H(x) 0
0 1/τ2
)
, respectively.
We state the precise result regarding the iteration complexity of Algorithm 1 next.
To make this statement simpler, we let
z
def
= (x¯,y, s¯), F def= K¯ × Rk × K¯∗, and G def=
(
0 A −b
−AT 0 c
bT −cT 0
)
.
Using this notation, the homogeneous self-dual embedding (5) can be expressed com-
pactly as
G(y, x¯)− (0, s¯) = (0,0) and z = (x¯,y, s¯) ∈ F .
We let µ(z)
def
= x¯Ts¯/ν¯ denote the complementarity gap of z. We also let ψ(z)
def
=
s¯ + µ(z)g¯(x¯). For 0 ≤ θ < 1, we define the θ-neighborhood of the central path for (5)
as
N (θ) def=
{
z = (x¯,y, s¯) ∈ F◦ |
∥∥∥H¯(x¯)−1/2ψ(z)∥∥∥ ≤ θµ(z)} .
We refer the reader to Section 4.2 of [58] for a formal description of the central
path.
Algorithm 1 alternates between a predictor phase and a corrector phase until an
ε-feasible solution to (5) is found. Each corrector phase consists of rc > 0 consecutive
corrector steps. At each predictor and corrector step, the update direction is computed
solving a linear system, and the current solution is updated along this direction using
the step length αp > 0 in prediction and the step length αc > 0 in correction. With
appropriately chosen parameters αp, αc, rc, and 0 < η < 1, the algorithm maintains
the invariants that the predictor step updates a solution z ∈ N (η) to a solution
z+ ∈ N (β) for some constant 0 < β < 1 and the sequence of rc corrector steps
update a solution z ∈ N (β) to a solution z+ ∈ N (η). The following result shows
that the parameters for Algorithm 1 can be chosen to ensure that the infeasibility
and complementarity gap of (5) are reduced by a factor of ε > 0 in O(ν0.5 log ε−1)
iterations.
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Proposition 2.1 ([58, 48]). For any ε > 0, the parameters η, αp, αc, and rc can
be chosen such that, given any initial solution z0 = (x¯0,y0, s¯0) ∈ N (η), Algorithm 1
terminates with a solution z∗ = (x¯∗,y∗, s¯∗) ∈ N (η) that satisfies
(6) µ(z∗) ≤ εµ(z0) and ‖G(y∗, x¯∗)− (0, s¯∗)‖ ≤ ε‖G(y0, x¯0)− (0, s¯0)‖
in O(ν0.5 log ε−1) iterations.
Note that the step size αp is a fixed parameter in the predictor step of Algorithm 1
as stated. However, the analysis of the algorithm and the iteration complexity result
stated in Proposition 2.1 are also applicable to the variant that instead uses line search
to compute the (approximately) largest αp for which z + αp∆z ∈ N (β).
It can be shown that if the problems (3-4) are both feasible and have a zero
duality gap, then Algorithm 1 returns a final solution z∗ with τ∗ > 0, and the vectors
x∗/τ∗ and (y∗, s∗)/τ∗ are approximately optimal solutions to (3-4), respectively. On
the other hand, if one or both of the problems (3-4) are infeasible, then the algorithm
returns a final solution z∗ with κ∗ > 0, and certificates of infeasibility can be obtained.
For additional details, the reader is referred to [58, Lem. 1] and the discussion that
follows.
3. Tractable Barrier Functions for the Dual SOS Cone. The cone Σ∗n,2d
is a linear slice of the positive semidefinite cone SL+. Therefore, a restriction of the
logarithmic barrier function X 7→ − ln(det(X)) used in semidefinite programming is
an LHSCB for Σ∗n,2d. Furthermore, the barrier parameter of this restriction cannot
exceed the barrier parameter L =
(
n+d
n
)
of the original logarithmic barrier function
(see, for instance, [54, Thm. 2.3.2]). In the case n = 1, Nesterov [39] showed that
Σ∗n,2d does not admit any LHSCBs with a barrier parameter smaller than L = d+ 1,
and his argument extends to general n in a straightforward manner. Thus, we arrive
at the following result.
Proposition 3.1 ([39]). Using the notation of Proposition 1.1, for every pair
of bases p of Vn,d and q of Vn,2d, and the corresponding operator Λ, the function x 7→
− ln(det(Λ(x))) is an LHSCB for the cone Σ∗n,2d with barrier parameter L =
(
n+d
n
)
.
Corollary 3.2. Using the notation of Propositions 2.1 and 3.1, Algorithm 1
using the barrier function x 7→ − ln(det(Λ(x))) for the cone K = Σ∗n,2d terminates
with a solution satisfying the conditions (6) in O(L0.5 log ε−1) iterations.
Note that this iteration complexity is the same as that of standard primal-dual
interior-point methods applied to semidefinite programming problems with a single
L× L matrix variable (see Section 1.2).
Note that the barrier function x 7→ − ln(det(Λ(x))) depends explicitly not only
on the basis q used to represent the polynomials in Σn,2d, but also on the basis
p in which the “polynomials to be squared” are represented. These basis choices
greatly affect whether the barrier function and its derivatives can be evaluated in an
efficient and numerically stable fashion. Depending on the subspace spanned by Λ,
computing the gradient and Hessian of the barrier function may become the bottleneck
of optimization over Σn,2d, or these computations may become ill-conditioned enough
to make optimization over Σn,2d impractical.
Let F : (Σ∗n,2d)
◦ → R be the function F (x) def= − ln(det(Λ(x))). Recall that
Λ : RU → SL is a linear operator; therefore, there exist matrices E1, . . . ,EU ∈ SL
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such that Λ(x) =
∑U
u=1Euxu. Using simple calculus, we get
(7)
∂F
∂xu
(x) = −Λ(x)−1 • ∂Λ(x)
∂xu
= −Λ(x)−1 •Eu, u = 1, . . . , U.
Equivalently, ∇F (x) = −Λ∗(Λ(x)−1). To obtain the Hessian of F , we may start with
the derivative of the inverse in differential form: dX−1 = −X−1(dX)X−1. This yields
(8)
∂2F
∂xu∂xv
(x) =
(
Λ(x)−1EvΛ(x)
−1
) •Eu, u, v = 1, . . . , U.
That is to say, the Hessian ∇2F (x) is the linear operator that satisfies ∇2F (x)w =
Λ∗
(
Λ(x)−1Λ(w)Λ(x)−1
)
for all w ∈ RU . The formulas (7-8) indicate that the com-
putation of the barrier gradient and Hessian can be inefficient and ill-conditioned. In
the remainder of this section, we consider natural basis choices for Vn,d and Vn,2d and
compare the efficiency and numerical stability of computing the corresponding barrier
function derivatives.
3.1. Monomial basis. It is well-known (and easily derived from Proposition 1.1)
that if n = 1 and the bases p and q consist of monomials up to degree d and 2d
respectively, then Λ is the mapping from x to its Hankel matrix (xi+j)i,j=0,...,d. The
inverse of a positive definite Hankel matrix can be computed in O(d2) time using
specialized algorithms such as those described in [22] and [43, Ch. 5]. Additionally, in
this case Eu = (δi+j,u)i,j=0,...,d for u = 0, . . . , 2d, where δi+j,u denotes the Kronecker
delta. The special structure of these matrices allows for numerous simplifications
in the formulas (7-8). With Λ(x)−1 already computed, the gradient ∇F (x) can be
calculated with O(d2) arithmetic operations using (7). The calculation of the Hessian
can also be accelerated. The argument below follows [45, Thm. 5.27]; similar solutions
had also been proposed in [3, 18]. Let zij denote the (i, j)-th entry of Λ(x)
−1. Then
Λ(x)−1EvΛ(x)
−1 =
( ∑
k+l=v
zakzlb
)
a,b=0,...2d
,
which in turn yields
∂2F
∂xu∂xv
(x) =
(
Λ(x)−1EvΛ(x)
−1
) •Eu = ∑
a+b=u
k+l=v
zakzbl.
The last summation shows that the Hessian ∇2F (x) is the convolution of Λ(x)−1 with
itself; equivalently, the Hessian is the coefficient matrix of the square of the bivari-
ate polynomial whose coefficient matrix is Λ(x)−1. If Λ(x)−1 is already computed,
this convolution can be computed with a single bivariate polynomial multiplication.
This multiplication can be carried out in O(d2 log d) arithmetic operations using two-
dimensional fast Fourier transform. Hence, we have shown the following:
Theorem 3.3. Using the notation of Proposition 1.1, if n = 1 and the bases p
and q consist of the monomials up to degree d and 2d respectively, then the gradient
and Hessian of the barrier x 7→ − ln(det(Λ(x))) can be computed in O(d2 log d) time.
However, the monomial basis representation is not suitable for problems involving
high-degree polynomials because the resulting semidefinite representation is inherently
ill-conditioned. In particular, the condition number of positive definite Hankel ma-
trices increases exponentially with the dimension, and every positive definite Hankel
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matrix of order 40 or higher has a condition number greater than the reciprocal of
machine epsilon in double precision [6]. Therefore, any interior-point method that
optimizes over Σ∗1,2d in the monomial basis representation and requires the solution
of linear systems where Λ(x) is the constraint matrix is unstable and impractical for
even moderate degrees. In addition, the scheme described above for computing the
barrier gradient and Hessian exploits the fact that Λ(x) is a Hankel matrix in the
semidefinite representation of the univariate (unweighted) SOS polynomials, and it
is not immediate to generalize this approach to multivariate or WSOS polynomials
while also maintaining its efficiency.
3.2. Chebyshev basis. The proof of Theorem 3.3 carries over to other bases
p and q as long as the coefficients (in the basis q) of the square of a polynomial
(given by its coefficients in the basis p) can be computed in O(d2 log d) time and the
computations involving Hankel matrices can be replaced with analogous computations
involving another family of structured matrices for which matrix inversion can be
carried out in O(d2 log d) time. This is, for example, true when n = 1 and the bases
p and q consist of the Chebyshev polynomials (of the first kind) up to degree d and
2d respectively. These are the polynomials defined according to the recursion
T0(t) = 1, T1(t) = t, and Ti(t) = 2tTi−1(t)− Ti−2(t) ∀ i ≥ 2.
Using the well-known identity TiTj =
1
2 (Ti+j + T|i−j|) (see, e.g., [35, Sec. 2.4]), we
find that the operator Λ corresponding to this choice of bases is
Λ(x)ij =
xi+j + x|i−j|
2
i, j = 0, . . . , d.
Therefore, the matrix Λ(x) is now a Toeplitz-plus-Hankel matrix. The inverse of a pos-
itive definite Toeplitz-plus-Hankel matrix can be computed in O(d2) time [43, Ch. 5].
Furthermore, extensions of the fast Fourier transform to Chebyshev polynomials are
also known [35, Ch. 4]. Consequently, the algorithm outlined in the discussion preced-
ing Theorem 3.3 extends to the case where both degree-d and degree-2d polynomials
are represented in the Chebyshev basis, and its running time remains the same.
Theorem 3.4. Using the notation of Proposition 1.1, if n = 1 and the bases p
and q consist of the Chebyshev polynomials of the first kind up to degree d and 2d
respectively, then the gradient and Hessian of the barrier x 7→ − ln(det(Λ(x))) can be
computed in O(d2 log d) time.
While the Chebyshev basis representation does address the numerical problems as-
sociated with the monomial basis, the efficient scheme described above for computing
the barrier gradient and Hessian requires specialized techniques that take advantage
of the Toeplitz-plus-Hankel structure of the matrix Λ(x) which is encountered in the
semidefinite representation of univariate (unweighted) SOS polynomials. As with the
monomial basis, the generalization of this approach to multivariate or WSOS polyno-
mials is not straightforward and will not be pursued in this paper.
3.3. Interpolant basis. Another approach to address the numerical difficulties
that arise when using monomial bases is to use interpolating polynomials. Recall that
a set of points in Rn is called unisolvent for a linear space V of n-variate polynomials
if every polynomial in V is uniquely determined by its function values at these points.
If n = 1, every set of 2d+1 distinct points is unisolvent for Vn,2d, but this is no longer
the case for n ≥ 2.
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Representing degree-2d polynomials with their values at prescribed interpolation
points, we reach the interpolant basis representation of Σ∗n,2d. To make this con-
crete, let T def= {t1, . . . , tU} ⊂ Rn be a unisolvent set for Vn,2d. For u = 1, . . . , U ,
let qu ∈ Vn,2d be the Lagrange polynomial that satisfies qu(tu) = 1 and qu(tv) = 0
for every v 6= u. Then q = (q1, . . . , qU ) is a Lagrange basis for Vn,2d. The co-
efficients of any polynomial f ∈ Vn,2d in this basis are precisely its function val-
ues at t1, . . . , tU : f =
∑U
u=1 f(tu)qu. In particular, given any basis p of Vn,d, we
have pipj =
∑U
u=1 pi(tu)pj(tu)qu for all i, j = 1, . . . , L. In matrix form, these equa-
tions can be expressed as ppT = PT diag(q)P where P
def
= (pℓ(tu))u=1,...,U ;ℓ=1,...,L.
Thus, the operator x 7→ PT diag(x)P satisfies the condition ppT = Λ(q) in Propo-
sition 1.1, and because Λ is the unique linear operator with this property, we have
Λ(x) = PT diag(x)P. Accordingly, the cone Σ∗n,2d admits a semidefinite characteriza-
tion as the set of points x ∈ RU that satisfy PT diag(x)P < 0.
The operator Λ has the expression Λ(x) =
∑U
u=1Euxu in terms of the matrices
Eu = p(tu)p(tu)
T. Taking advantage of the rank-one structure of these matrices,
the adjoint of Λ can be expressed as Λ∗(S) = (Eu • S)u=1,...,U = diag(PSPT). Fur-
thermore, the formulas (7-8) for the gradient and Hessian of the barrier F (x) =
− ln(det(Λ(x))) can be simplified to
∇F (x) = − diag
(
P
(
PT diag(x)P
)−1
PT
)
and(9)
∇2F (x) =
(
P
(
PT diag(x)P
)−1
PT
)◦2
,(10)
whereQ◦2 denotes the elementwise (Hadamard) square of the matrixQ. These formu-
las allow the efficient computation of ∇F (x) and ∇2F (x) without structured matrix
inversion or multivariate fast Fourier transform, in any dimension, as the next theorem
demonstrates.
Theorem 3.5. Using the notation of Proposition 1.1, for every n and d and for
every basis p of Vn,d, if q is a Lagrange basis for Vn,2d, then the gradient and Hessian
of the barrier x 7→ − ln(det(Λ(x))) can be computed in O(LU2) time, using O(LU)
working memory in addition to the O(U2) space required to store the Hessian.
In particular, when n = 1, these computations take O(d3) time using O(d2) space.
Proof. We may assume that the matrix P has been computed (offline) and stored
in advance, using O(LU) space. Then the L× L matrix Λ(x) = PT diag(x)P can be
computed in O(L2U) arithmetic operations. The Cholesky factorization Λ(x) = LLT
can be performed in O(L3) arithmetic operations [64, Lec. 23]. Then the matrix
V
def
= L−1PT can be computed solving U triangular systems with a total of O(L2U)
arithmetic operations. The matrix Q
def
= PΛ(x)−1PT can now be computed with an
additional O(LU2) arithmetic operations using Q = VTV. From (9-10), the gradient
and Hessian of the barrier are the negative of the diagonal of Q and the element-
wise square of Q respectively; these can be computed from Q in O(U2) arithmetic
operations.
The observation that the gradient and Hessian of the barrier function F can be
computed efficiently in the interpolant basis representation was made earlier in [32].
In the context of Algorithm 1, Theorem 3.5 shows that using this representation, the
algorithmic bottleneck at each iteration is the computation of the predictor and correc-
tor directions, which require O(U3) arithmetic operations, and not the computation
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of the barrier Hessian, with requires only O(LU2) arithmetic operations using the
procedure outlined in the proof. Therefore, each iteration of Algorithm 1 can be per-
formed using O(U3) arithmetic operations. In contrast, each iteration of a standard
primal-dual interior-point method applied to the usual semidefinite programming for-
mulation of an optimization problem over Σ∗n,2d requires O(L6) arithmetic operations
(see Section 1.2).
In the remainder, we mainly focus on the interpolant basis representation of the
cone Σn,2d. Besides allowing the efficient computation of the gradient and Hessian of
the barrier function F , this representation has two additional advantages. First, the
approach described above for evaluating the derivatives of F can be generalized to the
weighted case in a straightforward fashion (see Section 6). Second, the interpolant
basis representation of Σn,2d is numerically well-conditioned for appropriate choices of
the basis p and the set of interpolation points T . We discuss the latter point further
in the next section.
4. Conditioning and Stability. Proposition 1.1 allows for an infinite family
of representations of Σn,2d and Σ
∗
n,2d, parameterized with the bases p and q. Even
after identifying q as the Lagrange basis corresponding to a set T = {t1, . . . , tU}
which is unisolvent for Vn,2d, there is still flexibility in selecting a final representation
as both the basis p and interpolation points T can be chosen rather freely. The
complexity of computing the barrier gradient and Hessian is independent of these
choices, but the numerical conditioning of the representation naturally depends on
them. In this section, we investigate how the selection of p and T affects the numerical
stability of Algorithm 1 when solving SOS optimization problems represented using
the interpolant basis.
The conditioning of optimization over Σn,2d and Σ
∗
n,2d is closely related to the
condition numbers of the linear operators Λ and Λ∗ used in their semidefinite repre-
sentation. Recall that Λ(x) =
∑U
u=1Euxu for some matrices E1, . . . ,EU ∈ SL. Then
Λ∗ has the expression Λ∗(S) = (Eu • S)u=1,...,U . Equivalently, Λ∗(S) = ΛT vec(S),
where vec(S) is the column vector obtained by “stacking” the columns of S, and Λ
is the L2 × U matrix Λ def= ( vec (Eu))u=1,...,U . Hence, the condition number of the
operators Λ and Λ∗ is the condition number of the matrices Λ and ΛT.
LetH(x)
def
= ∇2F (x) denote the Hessian of the barrier function F (x) = − ln(det(Λ(x))).
Theorem 4.2 below shows that the condition number of H(x) can be bounded from
above using the condition numbers of Λ and Λ(x). This analysis uses Lemma 4.1,
which we present first. We let λmin(Q) and λmax(Q) denote the smallest and largest
eigenvalues of a real symmetric matrix Q. We also let cond(Q) denote the condition
number of a real matrix Q relative to the ℓ2-norm. Recall that cond(Q) equals the
ratio of the largest singular value of Q to its smallest singular value.
Lemma 4.1. Let A ∈ SL+ and B ∈ SL. Then
tr(A)λmin(B) ≤ tr(AB) ≤ tr(A)λmax(B).
Theorem 4.2. Using the notation of Proposition 1.1, for every pair of bases p
of Vn,d and q of Vn,2d, and the corresponding operator Λ, one has
(11) cond(H(x)) ≤ cond(Λ)2 cond(Λ(x))2.
Proof. From (8), note that wTH(x)w = tr(Λ(w)Λ(x)−1Λ(w)Λ(x)−1). Applying
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Lemma 4.1 repeatedly, we obtain
wTH(x)w ≥ λmin(Λ(x)−1) tr(Λ(w)Λ(x)−1Λ(w))
= λmin(Λ(x)
−1) tr(Λ(w)2Λ(x)−1)
≥ λmin(Λ(x)−1)2 tr(Λ(w)2)
= λmax(Λ(x))
−2 tr(Λ(w)2).
Now the observation that tr(Λ(w)2) = wTΛTΛw ≥ λmin(ΛTΛ)‖w‖2 shows λmin(H(x)) ≥
λmin(Λ
TΛ)
λmax(Λ(x))2
. Analogously, we get λmax(H(x)) ≤ λmax(Λ
TΛ)
λmin(Λ(x))2
. Combining these inequal-
ities and using the identity cond(Λ)2 = λmax(Λ
TΛ)
λmin(ΛTΛ)
yields our claim.
Theorem 4.2 reveals the connection between the inherent conditioning of the cho-
sen SOS representation and the conditioning of the barrier Hessian throughout the
algorithm. It is expected that as the algorithm progresses and x converges to the
boundary of Σ∗n,2d, the matrix Λ(x) becomes increasingly singular and ill-conditioned.
Theorem 4.2 shows that the condition number of the Hessian H(x) increases pro-
portionately to the square of the condition number of Λ(x), and the proportionality
constant is cond(Λ)2.
In the remainder of this section, we concentrate on the case where q is a Lagrange
basis. Recall that in this case Λ(x) has the expression Λ(x) = PT diag(x)P whereP =
(pℓ(tu))u=1,...,U ;ℓ=1,...,L. Furthermore, the corresponding Λ matrix satisfies Λ
TΛ =
(PPT)◦2.
4.1. Selection of interpolation points and bases. The question of how to
choose good points for polynomial interpolation is a difficult but well-studied problem.
A desirable property of interpolation points is that the constructed polynomial inter-
polants are not highly sensitive to the prescribed function values at the interpolation
points. A natural measure of this sensitivity is the Lebesgue constant, which is the
condition number of the interpolation operator (mapping the function values at the
interpolation points to the interpolating polynomial) with respect to the ℓ∞-norm
(see, e.g., [63, Ch. 15]). Explicit formulas for families of interpolation points that have
asymptotically optimal Lebesgue constants for total-degree polynomial interpolation
are known only for certain low-dimensional standard domains. Some prominent ex-
amples are Chebyshev points on bounded intervals and Padua points on rectangular
domains [13]. For univariate polynomial interpolation of degree d, Chebyshev points
of the first kind are defined on [−1, 1] as
(12) C1,d def= {cos((ℓ + 0.5)π/(d+ 1)) | ℓ = 0, . . . , d} ,
whereas Chebyshev points of the second kind are defined as
(13) C2,d def= {cos(ℓπ/d) | ℓ = 0, . . . , d} .
Let CE2,d and CO2,d denote the subsets of C2,d consisting of the Chebyshev points with
even indices and odd indices respectively. For bivariate polynomial interpolation of
(total) degree d, Padua points are defined on [−1, 1]2 as
(14) Pd def=
(CE2,d × CO2,d+1) ∪ (CO2,d × CE2,d+1) .
We note that both Chebyshev and Padua points can be adapted to arbitrary inter-
vals and two-dimensional rectangular domains via an affine change of variables. The
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Lebesgue constant for degree-d polynomial interpolation on [−1, 1] using Chebyshev
points is of order O(log d), and this growth is asymptotically optimal [63, Ch. 15].
Similarly, The Lebesgue constant for degree-d polynomial interpolation on [−1, 1]2
using Padua points is O(log2 d), and this growth is asymptotically optimal [10].
Another useful family of interpolation points is Fekete points. Let r = (r1, . . . , rU )
be a basis of Vn,2d. The Fekete points associated with a compact domain D ⊂ Rn are
the points t1, . . . , tU ∈ D that maximize the absolute value of the determinant of the
Vandermonde matrix (rℓ(tu))u=1,...,U ;ℓ=1,...,U . Note that these points are independent
of the basis choice r because any basis change multiplies the determinant by a constant
nonzero factor. While Fekete points are well-defined for any compact domain in any
dimension, they are known analytically only for certain special domains such as the
interval [11] and are hard to compute numerically in general [61].
For interpolation in higher dimensions and on more general domains, one can
compute approximate Fekete points, following an approach due to Sommariva and
Vianello [59]. The underlying idea of this approach is to first extract a large but
finite number of candidate points from the domain and then to choose from these
candidate points a subset that approximately maximizes the absolute value of the
Vandermonde determinant. We now make this more concrete. For N ≫ U , let
T ′ = {t1, . . . , tN} be a unisolvent set for Vn,2d, and let r = (r1, . . . , rU ) be a basis
of Vn,2d. The N × U Vandermonde matrix V def= (ru(ti))i=1,...,N ;u=1,...,U has linearly
independent columns because r is linearly independent and T ′ is unisolvent for Vn,2d.
Ideally, we would like to find the U × U row submatrix of V that has the largest
absolute determinant. However, this problem in NP-hard in general [44]; therefore,
we resort to a greedy heuristic [27] to choose an appropriate subset of rows. The main
step of this algorithm can be performed via QR factorization with column pivoting
[59]. The resulting Vandermonde submatrix is nonsingular, and the subset of points
corresponding to the selected rows is automatically unisolvent for Vn,2d.
In this paper, Chebyshev points of the second kind and Padua points are used
for interpolation on [−1, 1] and [−1, 1]2, respectively. We use the Matlab package
Chebfun [15] to compute Chebyshev points and Padua2DM [12] to compute Padua
points. On the hypercube [−1, 1]n for n > 2, we generate approximate Fekete points
for degree-2d interpolation. In the definition of the Vandermonde matrix V above, we
let r1, . . . , rU ∈ Vn,2d be the multivariate Chebyshev polynomials of degree at most
2d, and we let T ′ be the product Chebyshev grid C2,2d+1 × . . .× C2,2d+n.
Once the interpolation points have been fixed, we choose a basis p = (p1, . . . , pL)
of Vn,d to ensure that the resulting matrixP has orthonormal columns. For this, we do
not need to determine such a basis in closed form; orthonormalizing the columns of the
matrix (p′ℓ(tu))u=1,...,U ;ℓ=1,...,L associated with any basis p
′ = (p′1, . . . , p
′
L) produces
a matrix P of the desired type, and the polynomials p1, . . . , pL are then defined
implicitly via their function values at the interpolation points.
4.2. Initialization. Depending on the chosen interpolant representation and the
resulting matrixP, a good initial solution z0 = (x¯0,y0, s¯0) can help the matrix Λ(x) =
PT diag(x)P and the Hessian H(x) remain sufficiently well-conditioned for all but
the last few iterations of Algorithm 1. To inform our selection of the initial solution,
we make use of Theorem 4.2: for optimization over a single cone Σn,2d, assuming
(without loss of generality) that the matrix P has orthonormal columns, choosing
x0 = δ1 for some δ > 0 results in Λ(x0) = δI. The latter matrix is positive definite,
which ensures that x0 ∈ (Σ∗n,2d)◦, and it has perfect conditioning, which means that
x0 minimizes the right-hand side of (11) for the given Λ. Then the initial Hessian
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becomes H(x0) = δ−2ΛTΛ = δ−2(PPT)◦2. Given x0 = δ1, we choose the remaining
variables according to s0 = −g(x0) = −δ−1g(1), τ0 = κ0 = 1, and y0 = 0. Note that
s0 ∈ (Σn,2d)◦ because x0 ∈ (Σ∗n,2d)◦ (see, e.g., [54, Theorem 3.3.1]). Furthermore,
because F is an LHSCB with barrier parameter ν, its gradient satisfies xTg(x) = −ν
for every x ∈ K◦ (see, e.g., [54, Theorem 2.3.9]), which yields that µ(z0) = 1. Finally,
straightforward arithmetic shows that ψ(z0) = 0 and z0 ∈ N (0). Hence, z0 is a fairly
well-conditioned, strictly interior initial solution in the 0-neighborhood of the central
path.
In this framework, there is still flexibility with respect to the choice of δ > 0. In
our implementation, we use δ =
√
δP δD where
δP = max
i=1,...,k
1 + |eTi b|
1 + |eTi A1|
and δD = max
j=1,...,U
1 + |eTj g(1)|
1 + |eTj c|
.
This choice produces an initial solution with moderate primal and dual infeasibil-
ity values.
4.3. Comparison to the monomial basis. The good conditioning of the in-
terpolant basis representation of SOS constraints is in sharp contrast with their tra-
ditional representation in the monomial basis. Recall from Section 3.1 that for the
monomial basis, Λ(x) is the Hankel matrix of the vector x in the univariate case,
which is ill-conditioned even for polynomials of moderate degree, meaning that the
Hessian cannot be computed accurately at any iteration of the algorithm. Using the
interpolant basis and an initial point as described above, the matrix Λ(x) has a perfect
condition number at the start of the algorithm, the initial Hessians are not much worse
conditioned than (PPT)◦2, and with the appropriate choice of P, the computation of
the predictor and corrector steps remains stable.
4.4. Comparison to orthogonal bases. In contrast with the monomial basis,
the Chebyshev basis and other orthogonal bases are popular in numerical algorithms
for high-degree polynomials. We shall show that for bases satisfying a discrete or-
thogonality condition, the interpolant basis representation of SOS polynomials (with
appropriately chosen interpolation points) is not worse conditioned than the orthogo-
nal basis representation.
Consider a basis qˆ = (qˆ1, . . . , qˆU ) of Vn,2d and a set T = {t1, . . . , tU} which is
unisolvent for Vn,2d. Suppose that qˆ satisfies the discrete orthogonality conditions
with respect to T :
(15)
U∑
u=1
qˆi(tu)qˆj(tu) =
{
1 if i = j, 1 ≤ i, j ≤ U
0 if i 6= j, 1 ≤ i, j ≤ U.
Let q be the Lagrange basis corresponding to T . Throughout this section, our primor-
dial example is the case where qˆ consists of the normalized Chebyshev polynomials of
the first kind, defined as Tˆ0(t) =
√
1
d+1 and Tˆi(t) =
√
2
d+1Ti(t) for i = 1, . . . , d, and
T is the set of Chebyshev points C1,2d defined in (12). In this case, it is known that
(15) holds (see, e.g., [35, Sec. 4.6.1]).
As before, let p be arbitrary; let Λ denote the operator in Proposition 1.1 cor-
responding to the bases p and q, and let Λˆ denote the operator corresponding to p
and qˆ. Recall from the properties of the Lagrange basis that qˆj =
∑U
u=1 qˆj(tu)qu for
j = 1, . . . , U . Using the Vandermonde matrix V
def
= (qˆj(tu))u=1,...,U ;j=1,...,U , these
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equations can be written in matrix form as qˆ = VTq, and the definitions of Λ and
Λˆ yield ppT = Λ(q) = Λˆ(qˆ) = Λˆ(VTq). Therefore, cond(Λ) ≤ cond(Λˆ) cond(V). If,
in addition, qˆ satisfies the discrete orthogonality conditions (15), then VTV = I
and the condition number of V is one; hence, the inequality above simplifies to
cond(Λ) ≤ cond(Λˆ).
5. Recovering Optimal SOS Decompositions. Consider for simplicity the
case where the problem (4) corresponds to an optimization problem over a single SOS
cone (K∗ = Σn,2d). Proposition 2.1 indicates that Algorithm 1 terminates with a
solution z∗ = (x¯∗,y∗, s¯∗) ∈ N (η) that satisfies the conditions (6), and if problems
(3-4) are both feasible and have zero duality gap, then x∗/τ and (y∗, s∗)/τ are ap-
proximately optimal primal and dual solutions to (3-4), respectively. However, while
the entries of s∗ ∈ Σn,2d are the coefficients of an SOS polynomial in the chosen basis
q, an explicit SOS decomposition of this polynomial is not directly available from
the output of Algorithm 1. In this section, we describe how to construct a matrix
S∗ ∈ SL++ that satisfies Λ∗(S∗) = s∗ without recourse to semidefinite programming.
An SOS decomposition for s∗ can then be obtained from the eigenvalue or Cholesky
decomposition of S∗.
Recall that the Hessian of the logarithmic barrier function − ln(det(·)) at the
positive definite matrixQ ∈ SL++ is the linear operatorR 7→ Q−1RQ−1. This Hessian
induces the local norm R 7→ ∥∥Q−1/2RQ−1/2∥∥
F
on the space SL (see Appendix A).
The self-concordance of the logarithmic barrier function implies that given Q ∈ SL++,
every S ∈ SL that satisfies the inequality ∥∥Q−1/2(S − Q)Q−1/2∥∥
F
< 1 is positive
definite. Our next result makes use of this observation.
Theorem 5.1. Let x ∈ (Σ∗n,2d)◦ and s ∈ Σ◦n,2d. Define the vector w def= H(x)−1s
and the matrix S
def
= Λ(x)−1Λ(w)Λ(x)−1. Then Λ∗(S) = s. Furthermore, if
∥∥H(x)−1/2(s+
δg(x))
∥∥ < δ for some δ > 0, then S ≻ 0.
Proof. First note that Λ(x) and H(x) are both positive definite because x ∈
(Σ∗n,2d)
◦. From (7-8), recall that Λ∗(Λ(x)−1) = −g(x) and Λ∗(Λ(x)−1Λ(w)Λ(x)−1) =
H(x)w. Therefore, we have
Λ∗(S) = Λ∗
(
Λ(x)−1Λ(w)Λ(x)−1
)
= H(x)w = s.
Now suppose
∥∥H(x)−1/2(s+ δg(x))∥∥ < δ for some δ > 0. We show that S ≻ 0. From
the definition of S, we have Λ(x)SΛ(x) = Λ(w). Using this, we get
∥∥∥Λ(x)1/2 (S− δΛ(x)−1)Λ(x)1/2∥∥∥2
F
=
(
Λ(x)(S − δΛ(x)−1)Λ(x)) • (S− δΛ(x)−1)
= (Λ(w)− δΛ(x)) • (Λ(x)−1(Λ(w)− δΛ(x))Λ(x)−1))
= (w − δx)TΛ∗ (Λ(x)−1(Λ(w)− δΛ(x))Λ(x)−1))
= (w − δx)TH(x)(w − δx)
= (s + δg(x))TH(x)−1(s+ δg(x))
=
∥∥∥H(x)−1/2(s + δg(x))∥∥∥2 < δ2.
Finally, note that δΛ(x)−1 ≻ 0 since Λ(x) ≻ 0 and δ > 0. Letting Q = δΛ(x)−1, the
discussion preceding this theorem now implies that S ≻ 0 because ∥∥δ−1/2Λ(x)1/2(S−
δΛ(x)−1)δ−1/2Λ(x)1/2
∥∥
F
< 1.
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We will now show that the iterates of Algorithm 1 satisfy the conditions of
Theorem 5.1. Consider an iterate z = (x¯,y, s¯) computed in the predictor or corrector
phase. Given that z ∈ N (θ) for some 0 ≤ θ < 1, it satisfies
(16)
∥∥∥H¯(x¯)−1/2(s¯ + µ(z)g¯(x¯))∥∥∥2
=
∥∥∥H(x)−1/2(s + µ(z)g(x))∥∥∥2 + τ2(κ− µ(z)/τ)2 ≤ θ2µ(z)2.
Now one can invoke Theorem 5.1 with δ = µ(z) to construct a matrix S ∈ SL++ such
that Λ∗(S) = s. To show that this assignment satisfies the requirements of Theo-
rem 5.1, we need to verify x ∈ (Σ∗n,2d)◦, s ∈ (Σn,2d)◦, µ(z) > 0, and
∥∥H(x)−1/2(s +
µ(z)g(x))
∥∥ < µ(z). The first three conditions are immediate; the last condition follows
from (16) using µ(z) > 0 and 0 ≤ θ < 1.
Remark 5.2. The matrix S defined in Theorem 5.1 is the optimal solution to the
equality-constrained least-squares problem
(17)
minimize
S∈SL
∥∥∥Λ(x)1/2(S− δΛ(x)−1)Λ(x)1/2∥∥∥2
F
subject to Λ∗(S) = s.
An alternative approach to computing a matrix S ∈ SL++ that satisfies Λ∗(S) = s
would be to minimize the distance ‖S− δΛ(x)−1‖2F subject to Λ∗(S) = s. A similar
least-squares problem was previously suggested in [50, 26]. Its optimal solution S∗ is
only guaranteed to be positive definite if ‖S∗− δΛ(x)−1||F < δλmin(Λ(x)−1) (see [50,
Prop. 8]). Instead, our least-squares problem (17) minimizes a weighted Frobenius
distance which has a natural interpretation in interior-point method theory. More
importantly, the resulting solution is always guaranteed to be positive definite for
solutions obtained from Algorithm 1.
6. Weighted Sum-of-Squares Polynomials. In this section, we turn our at-
tention to optimization over WSOS cones and discuss how the results presented in
earlier sections for SOS cones can be generalized to WSOS cones. Recall that Vgn,2d
is the space of polynomials p for which there exist s1 ∈ Vn,2d1 , . . . , sm ∈ Vn,2dm
such that p =
∑m
i=1 gisi. A polynomial p ∈ Vgn,2d belongs to Σgn,2d if there exist
s1 ∈ Σn,2d1 , . . . , sm ∈ Σn,2dm such that p =
∑m
i=1 gisi. It is clear that Σ
g
n,2d is a con-
vex cone. Furthermore, Σgn,2d has the same dimension as Vgn,2d because each Σn,2di
is full-dimensional in Vn,2di . The next result characterizes when Σgn,2d is also pointed
and closed, and thus a proper cone. We defer its proof to Appendix B.
Proposition 6.1. The cone Σgn,2d ⊂ Vgn,2d is proper if and only if the following
system is infeasible:
(18)
m∑
i=1
gisi = 0,
m∑
i=1
si 6= 0, s1 ∈ Σn,2d1 , . . . , sm ∈ Σn,2dm .
The system (18) must be infeasible when the set S = {t ∈ Rn | gi(t) ≥ 0 ∀i =
1, . . . ,m} is unisolvent for Vgn,2d. Therefore, Proposition 6.1 implies that Σgn,2d ⊂
Vgn,2d is proper in this case. The conclusion that Σgn,2d must be closed when S is
unisolvent for Vgn,2d can also be deduced from [33, Thm. 3.1].
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Let U
def
= dimVgn,2d and Li def= dimVn,di =
(
n+di
n
)
for i = 1, . . . ,m. The next
theorem generalizes Proposition 1.1 to the weighted case and shows that Σgn,2d is
semidefinite representable.
Proposition 6.2. [39, Thm. 17.6] Fix an ordered basis q = (q1, . . . , qU ) of Vgn,2d
and an ordered basis pi = (pi,1, . . . , pi,Li) of Vn,di for i = 1, . . . ,m. Let Λi : RU → SLi
be the unique linear mapping satisfying Λi(q) = gipip
T
i , and let Λ
∗
i denote its adjoint.
Then s ∈ Σgn,2d if and only if there exist matrices S1 < 0, . . . ,Sm < 0 satisfying
s =
m∑
i=1
Λ∗i (Si).
Additionally, the dual cone of Σgn,2d admits the characterization
Σg ∗n,2d =
{
x ∈ RU |Λi(x) < 0 ∀ i = 1, . . . ,m
}
.
Proposition 6.2 describes the cone Σg ∗n,2d with m linear matrix inequalities. There-
fore, as before with the SOS cone, one can obtain an LHSCB for Σg ∗n,2d from re-
strictions of the logarithmic barrier function for the positive semidefinite cone. Let
Fi(x)
def
= − ln(det(Λi(x))) for i = 1, . . . ,m. Then F def=
∑m
i=1 Fi is an LHSCB for
Σg ∗n,2d with barrier parameter at most
∑m
i=1 Li (see [54, Thm. 2.3.1 and 2.3.9]). Fur-
thermore, the gradient and Hessian of each Fi admits characterizations analogous to
(7-8): Let Ei1, . . . ,EiU ∈ SLi be such that Λi(x) =
∑U
u=1Eiuxu. Then
∂Fi
∂xu
(x) = −Λi(x)−1 •Eiu, u = 1, . . . , U,
∂2Fi
∂xu∂xv
(x) =
(
Λi(x)
−1EivΛi(x)
−1
) •Eiu, u, v = 1, . . . , U.
The expressions for the gradient and Hessian of each Fi can again be simpli-
fied when polynomials are represented via interpolation. For this, consider a set
{t1, . . . , tU} ⊂ Rn which is unisolvent for Vgn,2d, and let q be its corresponding La-
grange basis. Then each matrix Eiu takes the form Eiu = gi(tu)pi(tu)pi(tu)
T, and
each operator Λi becomes
Λi(x) = P
T
i diag(gi ◦ x)Pi,
where gi
def
= (gi(t1), . . . , gi(tU )) and Pi
def
= (pi,ℓ(tu))u=1,...,U ;ℓ=1,...,Li. Moreover, the
gradient and Hessian of Fi simplify into
∇Fi(x) = −gi ◦ diag
(
Pi(P
T
i diag(gi ◦ x)Pi)−1PTi
)
,
∇2Fi(x) =
(
gig
T
i
) ◦ (Pi(PTi diag(gi ◦ x)Pi)−1PTi )◦2 .
It is now possible to show, as in Theorem 3.5, that the gradient and Hessian of Fi can
be computed in O(LiU2) arithmetic operations using these formulas.
For an optimization problem over the cone Σgn,2d, assuming for simplicity that all
di’s have the same value d and letting L =
(
n+d
n
)
and U = dimVgn,2d, each iteration of
Algorithm 1 requires O(U3) arithmetic operations to compute the predictor and cor-
rector directions and O(mLU2) arithmetic operations to compute the Hessian of the
barrier function F in the interpolant basis representation. Therefore, each iteration
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of Algorithm 1 can be performed in O(mLU2 + U3) arithmetic operations. In con-
trast, each iteration of a standard primal-dual interior-point method applied to the
usual semidefinite programming formulation of the same problem requires O(mL6)
arithmetic operations (see Section 1.2).
For every iterate z = (x¯,y, s¯) computed in Algorithm 1, an explicit WSOS de-
composition for the polynomial corresponding to s can be recovered as in Section 5.
For this, we need the following generalization of Theorem 5.1. Its proof is similar to
the proof of Theorem 5.1.
Theorem 6.3. Let x ∈ (Σg ∗n,2d)◦ and s ∈ (Σgn,2d)◦. Define the vector w def=
H(x)−1s and the matrices Si
def
= Λi(x)
−1Λi(w)Λi(x)
−1 for i = 1, . . . ,m. Then∑m
i=1 Λ
∗
i (Si) = s. Furthermore, if
∥∥H(x)−1/2(s + δg(x))∥∥ < δ for some δ > 0,
then Si ≻ 0 for i = 1, . . . ,m.
Given an iterate z = (x¯,y, s¯) of Algorithm 1, positive definite matrices S1, . . . ,Sm
satisfying
∑m
i=1 Λ
∗
i (Si) = s can be computed using Theorem 6.3. A WSOS decompo-
sition for the polynomial corresponding to s can then be obtained from an eigenvalue
or Cholesky decomposition of these matrices.
7. Numerical Illustration. This section reports the results of numerical exper-
iments with a simple Matlab implementation of our approach to confirm the theoret-
ical predictions of Sections 3 and 4. Before we proceed to discuss these experiments,
we discuss some details regarding our implementation of Algorithm 1. Our Matlab
code for this implementation and the numerical experiments below is available for
download at https://github.com/dpapp-github/alfonso.
7.1. Implementation details. Our results in Section 2 and the analysis of the
Skajaa–Ye algorithm in [48] provide theoretically safe choices for the parameters of
Algorithm 1, which comprise the (fixed) predictor and corrector step lengths αp and
αc, the number rc of corrector steps to take in each corrector phase, and the sizes β and
η of the neighborhoods where the iterates must remain at the end of the predictor and
corrector phases respectively. The analysis of the algorithm remains valid if the fixed
step length in the predictor phase is replaced with a line search. Specifically, starting
from the “safe” fixed step length, we can search for the (approximately) largest step
length αp for which the iterate z after the predictor phase remains in N (β). Similarly,
in the corrector phase, we need not always take rc steps; instead, we can check after
each corrector step whether z is already back in the neighborhoodN (η) and terminate
the corrector phase if so. Both of these changes can improve the practical efficiency
of the method without affecting its theoretical complexity; we included both of them
in our implementation. For the remaining parameters, we used the values η = 0.0305,
β = 0.2387, αc = 1, rc = 4. Note that these parameters are generic values derived
from the revised complexity analysis of Algorithm 1 in [48]; they have not been tuned
for the problems in this section or even for SOS optimization.
7.2. Polynomial envelopes. In this section we present numerical experiments
which demonstrate the stability of our approach for SOS optimization problems with
high-degree polynomials and discuss its practical advantages over solving the equiva-
lent semidefinite programs.
7.2.1. Problem description. For our experiments in this section, we consider
a family of optimization problems that was also studied in [47] in the univariate case:
given polynomials f1, . . . , fk ∈ Vn,δ and a set S ⊂ Rn defined as in (1), find the poly-
nomial f ∈ Vn,2d that provides the closest lower approximation of min(f1, . . . , fk) on
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S, where the minimum is understood pointwise. Formally, we would like to compute
the optimal solution to
(19)
maximize
f∈Vn,2d
∫
S
f(t)dt
subject to f(t) ≤ fj(t) ∀ t ∈ S j = 1, . . . , k.
In this problem, the decision variable is the polynomial f , and the constraints require
that the polynomial fj − f is nonnegative on S for j = 1, . . . , k. Let deg(gi) denote
the degree of gi. Assuming δ ≤ 2d, these constraints can be approximated with the
requirements that the polynomial fj − f belongs to Σgn,2d for some d = (d1, . . . , dm)
such that 2di + deg(gi) ≤ 2d for i = 1, . . . ,m.
Once a basis q has been fixed for Vn,2d, the polynomial f can be expressed
as f =
∑U
u=1 yuqu for some y = (y1, . . . , yU ), and the objective function becomes∫
S
f(t)dt =
∑U
u=1 wuyu where wu
def
=
∫
S
qu(t)dt for u = 1, . . . , U . Similarly, each
polynomial fj can be expressed as fj =
∑U
u=1 yjuqu for some yj = (yj1, . . . , yjU ). In
this notation, the SOS approximation to (19) can be stated as
(20)
maximize
y∈RU
U∑
u=1
wuyu
subject to yj − y ∈ Σgn,2d j = 1, . . . , k.
In the examples below, k = 2, δ = 5, and S = [−1, 1]n. The weights in the
WSOS constraints are gj(t) = 1− t2j for j = 1, . . . , n and gn+1(t) = 1, and the degrees
are dj = d − 1 for j = 1, . . . , n and dn+1 = d. Using Proposition 6.1, it is easily
verified that Σgn,2d (and hence its dual) is a proper cone. The exact semidefinite
representation of Σgn,2d depends on the bases chosen for Vn,d1 , . . . ,Vn,dm , as described
in Proposition 6.2. Below we experiment with the various choices discussed earlier in
the paper.
7.2.2. Results.
Direct SOS optimization versus SDP in the interpolant basis. In [47],
the problem (20) was solved for n = 1 and increasing values of d, using semidefinite
programming and the interpolant basis representation described in Section 3.3. The
basis q was chosen as the Lagrange basis corresponding to Chebyshev points of the
second kind (see (13)). It was found that even for k = 2 and δ = 5, the largest
instance for which the semidefinite programming formulation could be solved was
approximately 2d = 1100 (the precise limit depending on the solver) before the solvers
ran out of 32GB of memory. It was also reported that none of the tested solvers
(SeDuMi [60], SDPT3 [62], and CSDP [9]) reported any numerical errors even for the
highest degrees. In our first experiment, we compare this approach against optimizing
directly over WSOS cones using Algorithm 1.
To solve the semidefinite programs, we used Mosek version 8.1.0.30 [38] in addition
to the solvers mentioned above. The performance of Mosek was at least as good as
the performance of the other solvers in all instances; therefore, we report only the
results obtained using Mosek here. All solvers were interfaced via Matlab R2016a.
All computational results were obtained on a standard desktop computer equipped
with 32GB RAM and a 4 GHz Intel Core i7 processor with 4 cores.
The results for n = 1 are summarized in Table 1. While the largest instance
that we could solve with Mosek was the one with polynomials of degree 2d = 1000,
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d U
# of variables # of iterations time/iteration [s] solver time [s]
SOS SDP SOS SDP SOS SDP SOS SDP
100 201 402 20402 51 9 0.02 0.92 1.23 8.32
200 401 802 80802 60 11 0.08 14.97 4.73 164.70
300 601 1202 181202 70 11 0.23 82.92 15.89 912.08
400 801 1602 321602 72 12 0.49 257.40 35.22 3088.75
500 1001 2002 502002 76 9 0.95 661.14 72.27 5950.27
600 1201 2402 722402 78 1.34 104.83
800 1601 3202 1283202 81 2.97 240.60
1000 2001 4002 2004002 84 5.10 428.78
1200 2401 4802 2884802 90 8.45 760.06
1400 2801 5602 3925602 93 12.02 1117.46
1600 3201 6402 5126402 107 17.89 1914.46
1800 3601 7202 6487202 94 24.12 2267.36
2000 4001 8002 8008002 107 32.53 3481.08
2200 4401 8802 9688802 103 38.84 4000.06
2400 4801 9602 11529602 105 48.80 5124.18
2600 5201 10402 13530402 108 68.42 7389.41
2800 5601 11202 15691202 125 101.11 12639.31
3000 6001 12002 18012002 118 119.09 14052.45
4000 8001 16002 32016002 141 217.27 30634.95
5000 10001 20002 50020002 135 441.03 59538.97
Table 1
Solver statistics from our approach and from the SDP-based approach using the interpolant
basis representation for problem (20). In the column titles, SOS denotes direct optimization over
the WSOS cone using Algorithm 1, whereas SDP denotes the solution of the equivalent semidefinite
program using Mosek. Results are shown for instances with n = 1, k = 2, δ = 5, and increasing
degrees d. Missing entries indicate that Mosek ran out of 32GB of memory while solving the problem.
we had no difficulty scaling our approach to 2d = 10000. Additionally, as expected,
optimizing directly over WSOS cones is orders of magnitude faster than solving the
corresponding semidefinite programs, even for the smaller instances. No numerical er-
rors were reported by either solver, and high-accuracy solutions were returned by both:
the relative primal and dual infeasibility and the relative duality and complementarity
gaps stayed below 10−8 for our approach and below 10−7 for Mosek.
The results are qualitatively similar for n = 2 using the interpolant basis represen-
tation corresponding to Padua points (14), and for n = 3 using the interpolant basis
representation corresponding to approximate Fekete points; see Tables 2–3. While the
semidefinite programming formulations could not be solved with the available mem-
ory for 2000 or more monomials, our SOS approach scales to more than ten thousand
monomials. We did encounter some stalling with our implementation for the larger
instances in the bivariate case (n = 2), but the relative primal and dual infeasibility
and the relative duality and complementarity gaps of the returned solutions stayed
below 10−7.
We emphasize that our approach is implemented naively in Matlab without opti-
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d U
# of variables # of iterations time/iteration [s] solver time [s]
SOS SDP SOS SDP SOS SDP SOS SDP
10 231 462 10582 71 10 0.03 0.40 2.02 4.04
15 496 992 47672 97 12 0.16 8.30 15.25 99.64
20 861 1722 142212 118 12 0.70 87.73 82.67 1052.75
25 1326 2652 335452 146 14 2.17 560.60 317.53 7848.33
30 1891 3782 679892 150 4.93 740.22
35 2556 5112 1239282 161 9.81 1578.62
40 3321 6642 2088622 180 20.83 3748.92
45 4186 8372 3314162 194 37.58 7289.79
50 5151 10302 5013402 193 56.10 10828.25
55 6216 12432 7295092 210 97.22 20416.14
60 7381 14762 10279232 220 145.78 32070.97
65 8646 17292 14097072 240 230.99 55436.59
70 10011 20022 18891112 247 334.07 82515.00
Table 2
Solver statistics from our approach and from the SDP-based approach using the interpolant
basis representation for problem (20). Results are shown for instances with n = 2, k = 2, δ = 5, and
increasing degrees d. Missing entries indicate that Mosek ran out of 32GB of memory while solving
the problem.
d U
# of variables # of iterations time/iteration [s] solver time [s]
SOS SDP SOS SDP SOS SDP SOS SDP
6 455 1365 24822 61 10 0.10 1.77 6.20 17.66
8 969 2907 106425 72 10 0.71 36.42 51.46 364.18
10 1771 5313 341913 94 9 3.51 495.86 330.38 4462.70
12 2925 8775 909090 103 11.86 1221.48
14 4495 13485 2108340 121 35.76 4326.45
16 6545 19635 4409919 135 96.75 13061.05
18 9139 27417 8508675 153 234.40 35863.41
20 12341 37023 15386448 171 565.67 96729.43
Table 3
Solver statistics from our approach and from the SDP-based approach using the interpolant
basis representation for problem (20). Results are shown for instances with n = 3, k = 2, δ = 5, and
increasing degrees d. Missing entries indicate that Mosek ran out of 32GB of memory while solving
the problem.
mizing the code for speed. In contrast, Mosek is an industry-grade implementation
that uses advanced heuristic strategies for greater efficiency and stability.
Direct SOS optimization versus SDP in the monomial and Chebyshev
bases. The conventional representation of polynomials in SOS optimization using
Proposition 1.1 does not rely on interpolants; instead, polynomials are typically repre-
sented with their coefficients in the monomial basis. This is implemented by choosing
the monomial basis for both bases p and q (Section 3.1). For problems involving
WSOS polynomials whose domains are rectangular boxes, one can also make a case
for the Chebyshev basis representation (Section 3.2). In this section we compare the
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d
# of iterations time/iteration [s] solver time [s]
SOS SDP SOS SDP SOS SDP
100 51 11 0.02 0.09 1.23 1.04
200 60 11 0.08 0.68 4.73 7.47
300 70 11 0.23 2.75 15.89 30.28
400 72 13 0.49 8.04 35.22 104.49
500 76 13 0.95 19.26 72.27 250.35
600 78 13 1.34 39.00 104.83 506.98
800 81 14 2.97 116.83 240.60 1635.61
1000 84 14 5.10 280.51 428.78 3927.14
1200 90 16 8.45 727.39 760.06 11638.27
1400 93 18 12.02 1291.06 1117.46 23239.08
1600 107 15 17.89 2330.95 1914.46 34964.20
1800 94 17 24.12 3824.21 2267.36 65011.61
2000 107 16 32.53 6084.72 3481.08 97355.58
2200 103 17 38.84 9189.42 4000.06 156220.10
2400 105 15 48.80 12371.34 5124.18 185570.11
2600 108 14 68.42 18611.52 7389.41 260561.32
2800 125 101.11 12639.31
3000 118 119.09 14052.45
4000 141 217.27 30634.95
5000 135 441.03 59538.97
Table 4
Solver statistics from our approach and from the SDP-based approach using the Chebyshev basis
representation for problem (20). Results are shown for instances with n = 1, k = 2, δ = 5, and
increasing degrees d. Missing entries indicate that Mosek needed more than 300000 seconds to return
a solution.
efficiency and stability of these approaches to our method.
Tables 4–6 compare our approach against the semidefinite programming formu-
lation in the Chebyshev basis for n = 1, 2, 3 dimensions. The results reveal several
interesting conclusions. As expected, the Chebyshev basis outperforms the interpolant
basis in terms of solution times when both bases are used in the semidefinite program-
ming formulation; this is due to the fact that the solvers can exploit the sparsity of
the matrices Eiu in the Chebyshev basis representation. This sparsity also allows the
SDP-based approach to scale to higher degrees with the Chebyshev basis representa-
tion than it does with interpolants. Regardless, our approach is more efficient than
semidefinite programming even when the latter is used with the Chebyshev basis, and
the improvement in running times increases with increasing degrees. In our largest
experiment, our SOS approach achieved an over 30-fold speedup over the SDP-based
approach using the Chebyshev basis representation.
We also investigated the performance of the solvers SeDuMi, SDPT3, and CSDP
on the semidefinite programming formulation in the Chebyshev basis. While the
performances of all three solvers were similar, they required longer solution times
than Mosek. Furthermore, SeDuMi and SDPT3 reported numerical problems in some
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d
# of iterations time/iteration [s] solver time [s]
SOS SDP SOS SDP SOS SDP
10 71 17 0.03 0.05 2.02 0.91
15 97 16 0.16 0.37 15.25 5.87
20 118 19 0.70 2.27 82.67 43.19
25 146 18 2.17 11.49 317.53 206.77
30 150 18 4.93 46.16 740.22 830.92
35 161 17 9.81 139.68 1578.62 2374.55
40 180 18 20.83 400.51 3748.92 7209.18
45 194 19 37.58 1067.34 7289.79 20279.43
50 193 19 56.10 2563.38 10828.25 48704.21
55 210 18 97.22 6329.91 20416.14 113938.43
60 220 20 145.78 14450.37 32070.97 289007.38
65 240 230.99 55436.59
70 247 334.07 82515.00
Table 5
Solver statistics from our approach and from the SDP-based approach using the Chebyshev basis
representation for problem (20). Results are shown for instances with n = 2, k = 2, δ = 5, and
increasing degrees d. Missing entries indicate that Mosek needed more than 300000 seconds to return
a solution.
d
# of iterations time/iteration [s] solver time [s]
SOS SDP SOS SDP SOS SDP
6 61 10 0.10 0.14 6.20 1.38
8 72 12 0.71 0.89 51.46 10.70
10 94 14 3.51 6.35 330.38 88.94
12 103 14 11.86 42.79 1221.48 599.10
14 121 15 35.76 221.75 4326.45 3326.32
16 135 15 96.75 926.23 13061.05 13893.51
18 153 16 234.40 3293.34 35863.41 52693.48
20 171 15 565.67 13328.76 96729.43 199931.41
Table 6
Solver statistics from our approach and from the SDP-based approach using the Chebyshev basis
representation for problem (20). Results are shown for instances with n = 3, k = 2, δ = 5, and
increasing degrees d.
of the high-degree instances. The relative infeasibility of the returned solutions were
above 10−7 for SeDuMi and 10−6 for SDPT3.
The experiments using the standard semidefinite programming formulation in the
monomial basis were unsuccessful: although Mosek did return an “optimal solution”
of the semidefinite programs and reported no numerical errors, the returned solutions
had relative complementarity gaps above 10−4 in all instances, even in the univariate
case. Additionally, the computed “optimal” objective function values did not exhibit
the expected monotonicity with respect to d, and they did not seem to converge to the
true integral of min(f1, f2) on S = [−1, 1]n. Hence, the accuracy of these solutions is
far below the accuracy of the solutions obtained in our other experiments. Moreover,
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in all instances Mosek needed about twice as many iterations with the monomial basis
representation than with the Chebyshev basis representation; this was also likely a
consequence of the poor conditioning of the monomial basis representation.
We repeated these experiments with the monomial basis representation using
the semidefinite programming solvers SeDuMi, SDPT3, and CSDP; the results were
qualitatively similar, indicating that the problem is indeed the conditioning of the
formulation, and not the stability of the solvers. All three solvers reported numerical
problems in most of the instances, and only returned inaccurate solutions after at least
as many iterations as they needed to compute accurate solutions using the Chebyshev
basis. This verifies and expands on similar results reported in [47].
In summary, these experiments confirm that the monomial basis is not suitable for
the representation of polynomials in these problems; both the Chebyshev and inter-
polant bases are clearly superior choices. Additionally, although the Chebyshev basis
is a better choice than the interpolant basis in the SDP-based approach, optimizing
directly over WSOS cones (using the interpolant basis representation) is superior to
semidefinite programming even when the semidefinite programs are formulated us-
ing the Chebyshev basis representation and solved with a solver that exploits their
sparsity.
7.3. Polynomial optimization. In some applications of SOS optimization, one
is interested in finding rational or algebraic solutions whose feasibility can be rigor-
ously certified [4, 5, 65]. While floating-point implementations can compute numerical
solutions up to any accuracy, these solutions are never exact and cannot be used di-
rectly as certificates in these applications [50, 26]. In this section, we show that our
floating-point implementation of Algorithm 1 produces high-accuracy solutions which
can be used to obtain rigorous rational certificates of tight global lower bounds for
polynomial minimization problems. A Mathematica notebook computing and veri-
fying in rational arithmetic WSOS certificates using Theorem 6.3 is available as a
supplementary material from https://github.com/dpapp-github/certificates.
7.3.1. Problem description. In this section we consider the polynomial min-
imization problem (2). In other words, we would like to compute the largest y ∈ R
such that f(t) − y ≥ 0 for all t ∈ S. This constraint can be approximated with
the condition that f(t) − y belongs to Σgn,2d for some d = (d1, . . . , dm) such that
2di+deg(gi) ≥ deg(f) for i = 1, . . . ,m. Choosing q as the Lagrange basis correspond-
ing to a set {t1, . . . , tU} ∈ Rn which is unisolvent for Vn,2d, the SOS approximation
to (2) becomes
(21)
maximize
y∈R
y
subject to (f(tu)− y)u=1,...,U ∈ Σgn,2d.
Its dual problem is
(22)
minimize
x∈RU
U∑
u=1
f(tu)xu
subject to 1Tx = 1,
x ∈ Σg ∗n,2d.
For our experiments, we use three test problems that are frequently used in the
literature (see [53] and the references therein). In each example, S =∏nj=1[ℓj, uj ].
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Example 1. Minimize Butcher’s polynomial f(t1, t2, t3, t4, t5, t6) = t6t
2
2 + t5t
2
3 −
t1t
2
4 + t
3
4 + t
2
4 − 1/3t1 + 4/3t4 over the hyper-rectangle S = [−1, 0] × [−0.1, 0.9] ×
[−0.1, 0.5]× [−1,−0.1]× [−0.1,−0.05]× [−0.1,−0.03].
Example 2. Minimize Caprasse’s polynomial f(t1, t2, t3, t4) = −t1t33 + 4t2t23t4 +
4t1t3t
2
4+2t2t
3
4+4t1t3+4t
2
3−10t2t4−10t24+2 over the hyper-rectangle S = [−0.5, 0.5]4.
Example 3. Minimize the 7-variable magnetism polynomial f(t1, t2, t3, t4, t5, t6, t7) =
t21 + 2t
2
2 + 2t
2
3 + 2t
2
4 + 2t
2
5 + 2t
2
6 + 2t
2
7 − t1 over the hyper-rectangle S = [−1, 1]7.
We use the weights gj(t) = (uj − tj)(tj − ℓj) for j = 1, . . . , n, and gn+1(t) = 1
in the WSOS constraints. The corresponding degrees are dj = ⌈deg(f)/2⌉ − 1 for
j = 1, . . . , n and dn+1 = ⌈deg(f)/2⌉.
7.3.2. Results. The solution t∗ = (0, 0.9, 0.5, 0,−0.1,−0.1) is a global mini-
mizer of Butcher’s polynomial on its standard domain and achieves the optimal value
OPT = −2159/1500. In this section, we describe how our floating-point implementa-
tion of Algorithm 1 can be used with additional post-processing in exact arithmetic
to certify the global lower bound LB = OPT− 10−18. For these experiments, we use
rational interpolation points, and we choose each basis pi as the basis of Chebyshev
polynomials of the first kind up to degree di for i = 1, . . . , n+ 1.
To compute global lower bound certificates, we first solve (21) in floating-point
arithmetic. We then round the resulting approximate solution for (22) into a rational
vector x. We also let s = (f(tu)− LB)u=1,...,U . Note that s is rational given that LB
and the interpolation points are rational. We then use Theorem 6.3 to compute in
exact arithmetic the matrices S1, . . . ,Sn+1 corresponding to the weights g1, . . . , gn+1;
these matrices are guaranteed to be rational given that x, s, and the interpolation
points are rational. Now one can check in exact arithmetic that S1, . . . ,Sn+1 satisfy
f − LB =
n+1∑
i=1
gip
T
i Sipi
and verify their positive semidefiniteness via LDL factorization.
The same procedure can be used to certify global lower bounds which are 10−18
less than the true optimal value for the magnetism polynomial and 10−13 less than
the true optimal value for Caprasse’s polynomial.
8. Conclusions. Several approaches have been proposed to mitigate the compu-
tational issues associated with the semidefinite programming representation of SOS
polynomials. These include exploiting sparsity [66] or symmetry [17], and replacing
the semidefinite programming hierarchies with linear and second-order cone program-
ming hierarchies [1, 28]. Our approach of combining non-symmetric conic optimiza-
tion algorithms and polynomial interpolants also appears to be a very promising and
competitive alternative to the conventional SDP-based approach in terms of stability
and efficiency. Furthermore, these improvements are achieved without resorting to ap-
proximations of the SOS cone or assumptions of sparsity or symmetry. We emphasize
that our approach can also be used in conjunction with the techniques that exploit
sparsity and symmetry in SOS optimization.
Our approach is particularly suited for problems that require polynomials of high
degree. The use of high-degree polynomials is especially relevant in problems involv-
ing polynomial or rational function approximations of non-polynomial functions and
in data-driven optimization, where the interpolant basis representation is the most
natural representation. In particular, with our proposed approach, optimization mod-
els involving arbitrary smooth functions (which can be uniformly approximated with
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polynomials up to any accuracy) can be solved approximately without the explicit
construction of the approximating high-degree polynomials.
While the good conditioning of the interpolant basis representation in SOS op-
timization using semidefinite programming was established in [47], and numerically
confirmed at least in the univariate case, it has been unclear whether it is possible to
optimize efficiently over the cone of SOS interpolants and its dual, circumventing the
dense semidefinite programs used in the earlier paper.
The primary results of this work are that the interpolant basis representation
also allows for simple and efficient computation of the gradient and Hessian of the
logarithmic barrier function of the dual SOS cone in the multivariate and weighted
cases as well as in the univariate case, and that with this tractable barrier function,
we can solve SOS optimization problems without need for semidefinite programming
formulations. The optimal solution of the semidefinite program and the associated
SOS decompositions can still be recovered from the optimal solution of the SOS
optimization problem with little additional effort.
The numerical results indicate that with Chebyshev and Padua points in the uni-
variate and bivariate cases, and with approximate Fekete points in the multivariate
case, the numerical performance of the proposed approach matches the theoretical
predictions. Our approach is increasingly favorable to the conventional SDP-based
approach as the degree increases; moreover, the asymptotic speedup is also an increas-
ing function of the number of arguments of the polynomials.
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Appendix A. Review of LHSCBs.
In this appendix, we provide a brief review of notions that are central to interior-
point method theory. Our presentation is based on the textbook [54].
Let K ⊂ Rn be a proper cone, and let K◦ denote its interior. Throughout this
appendix, we consider a twice continuously differentiable function F : K◦ → R. Let g
and H denote the gradient and Hessian of F . We assume that H(x) is positive definite
for all x ∈ K◦. For any x ∈ K◦, the local norm at x is defined as v 7→ ‖H(x)1/2v‖.
Let Bx(u, r) def= {v ∈ Rn | ‖H(x)1/2(v−u)‖ < r} denote the open ball of radius r > 0
centered at u ∈ Rn with respect to the local norm at x. The function F is said to
be self-concordant if for all x ∈ K◦, one has Bx(x, 1) ⊂ K◦, and for all v 6= 0 and
u ∈ Bx(x, 1), one has
1− ‖H(x)1/2(u− x)‖ ≤ ‖H(u)
1/2v‖
‖H(x)1/2v‖ ≤
1
1− ‖H(x)1/2(u− x)‖ .
The function F is said to be a logarithmically homogeneous self-concordant barrier
(LHSCB) if it is self-concordant and satisfies the following conditions:
i. ν
def
= supx∈K◦ ‖H(x)−1/2g(x)‖2 is finite, and
ii. F (tx) = F (x)− ν ln t for all x ∈ K◦ and t > 0.
The quantity ν is called the barrier parameter of F .
Appendix B. Omitted Proofs.
Proof of Proposition 6.1. The cone Σgn,2d ⊂ Vgn,2d is always convex and has nonempty
interior. It can be shown using Corollary 9.1.3 in [55] that Σgn,2d is also closed when-
ever the system (18) is infeasible. In the remainder of the proof, we show that Σgn,2d
is pointed if and only if the system (18) is infeasible. Let dmax = maxi=1,...,m di.
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Suppose Σgn,2d is not pointed. Then there exists a nonzero polynomial ℓ such that
ℓ,−ℓ ∈ Σgn,2d. Let s+i , s−i ∈ Σn,2di be such that ℓ =
∑m
i=1 gis
+
i and −ℓ =
∑m
i=1 gis
−
i .
Let si
def
= s+i + s
−
i for i = 1, . . . ,m. It is clear that
∑m
i=1 gisi = 0 and si ∈ Σn,2di for
i = 1, . . . ,m. Furthermore, we cannot have s+i = s
−
i = 0 for all i = 1, . . . ,m because
ℓ is nonzero. Then
∑m
i=1 si =
∑m
i=1(s
+
i + s
−
i ) 6= 0 because Σn,2dmax is pointed. For
the converse, suppose there exist polynomials s1 ∈ Σn,2d1 , . . . , sm ∈ Σn,2dm such that∑m
i=1 gisi = 0 and
∑m
i=1 si 6= 0. Assume without loss of generality that s1 is nonzero.
Then g1s1 is nonzero and belongs to Σ
g
n,2d. Furthermore, −g1s1 =
∑m
i=2 gisi ∈ Σgn,2d.
This shows that g1s1 belongs to the lineality space of Σ
g
n,2d, and hence Σ
g
n,2d is not
pointed.
