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Abstract
As part of growing NLP capabilities, coupled
with an awareness of the ethical dimensions
of research, questions have been raised about
whether particular datasets and tasks should be
deemed off-limits for NLP research. We ex-
amine this question with respect to a paper on
automatic legal sentencing from EMNLP 2019
which was a source of some debate, in asking
whether the paper should have been allowed to
be published, who should have been charged
with making such a decision, and on what ba-
sis. We focus in particular on the role of data
statements in ethically assessing research, but
also discuss the topic of dual use, and examine
the outcomes of similar debates in other scien-
tific disciplines.
1 Introduction
NLP tools are increasingly being deployed in the
wild with potentially profound societal implica-
tions. Alongside the rise in technical capabilities
has been a growing awareness of the moral obli-
gation of the field to self-assess issues including:
dataset and system bias (Zhao et al., 2017), dataset
ethics (Bender and Friedman, 2018), and dual use
(Hovy and Spruit, 2016). More recently, there has
also been vigorous debate on whether it is ethical
for the community to work on certain topics or data
types. This paper aims to investigate this issue,
focused around the examination of a paper recently
published at EMNLP 2019 on automatic prison
term prediction by Chen et al. (2019). Specifi-
cally, the paper in question proposes a neural model
which performs structured prediction of the indi-
vidual charges laid against an individual, and the
prison term associated with each, which can pro-
vide an overall prediction of the prison term asso-
ciated with the case. This model was constructed
using a large-scale dataset of real-world Chinese
court cases.
The primary question we attempt to address in
this paper is on what basis a given paper satisfies
basic ethical requirements for publication, in ad-
dition to examining the related question of who
should make this judgement.
Note that our intention is in no way to victimise
the authors of the paper in question, but rather to
use it as a test case to objectively ground an ethical
assessment. The authors did highlight potential
ethical concerns of its application, but missed the
point that there are data ethics issue in the first
place. Note also that, given the topic of the pa-
per, we will focus somewhat on NLP applications
in the legal domain, but the majority of the find-
ings/recommendations generalise and will be of
equal relevance to other domains.
2 Case Study in Ethical NLP Publication
2.1 Data ethics
The first dimension to consider is data ethics: the
data source and procedure used to construct a
dataset have an immediate impact on the generalis-
abilty/interpretation of results based on that dataset,
as well as the ability for real-world harm to happen
(intentionally or otherwise) through its use. A num-
ber of proposals have recently been made regarding
documentation procedures when releasing datasets
to assist here, in particular data statements (Bender
and Friedman, 2018) and datasheets (Gebru et al.,
2018). Amalgamating the two, relevant questions
to the specific case are the following, each of which
we discuss briefly.1
Which texts were included and what were the
goals in selecting texts? The dataset was con-
structed from published records of the Supreme
People’s Court of China, following work by Xiao
1Note that many other important questions are covered in
the respective frameworks, and our presentation here is biased
towards the specific paper of interest.
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et al. (2018) in the context of a popular shared
task on automatic legal judgement prediction. The
reason for constructing this particular dataset is to
“improve the accuracy of prison term prediction by
decomposing it into a set of charge-based prison
term predictions”.
Why was the dataset created? To enhance the
structure and granularity of earlier datasets, and
achieve empirical gains in predictive accuracy.
Were the people represented in the dataset in-
formed about the data collection? There is no
mention of interaction with either the defendants
or court officials about the use of the data. The
documents are in the public domain.
Was there any ethical review? No ethical review
is mentioned in the paper.
Could this dataset expose people to harm or
legal action? Yes, the defendants are identifiable
and the dataset directly pertains to legal action.
Does it unfairly advantage or disadvantage a
particular social group? The dataset does not in-
clude explicit metadata regarding the demographics
of the defendants, and the data has first names re-
moved, but not surnames or other named entities.
It is easy to imagine instances where the surname
and location references could make the individual
identifiable or could expose demographic informa-
tion, esp. for ethnic minorities or areas of lower
population density.
Were the people represented in the dataset pro-
vided with privacy guarantees? No, no steps were
taken other than removing their first names.
Does the dataset contain information that might
be considered sensitive or confidential? Yes, given
that the labels represent prison time served by real-
world individuals, and having personally identi-
fying information entombed in a dataset that po-
tentially has longevity (cf. the notoriety of Pierre
Vinken from the Penn Treebank) could potentially
have direct or indirect consequences for those indi-
viduals and their families or group.
Does the dataset contain information that might
be considered inappropriate or offensive? Many of
the cases are criminal in nature, so there are poten-
tially personal and confronting details in the court
cases, including information about the victims.
How was the data annotated, and what are the
demographic characteristics of the annotators and
annotation guideline developers? The “annota-
tion” of the data is via court officials in terms of
their legal findings, rather than via third-party an-
notations. No details are provided of the presid-
ing court officials and their demographics, despite
there being ample evidence of demographic bias in
legal decision-making in other countries (Schanzen-
bach, 2005; Rachlinski et al., 2008; Yourstone et al.,
2008).
Will the dataset be updated? We highlight this
particular question because cases can be overturned
or appealed and new evidence can come to light. In
this particular case, the Supreme People’s Court in
China has no legal avenue for appeal, but it is still
presumably possible for a case to be reopened on
the basis of fresh evidence and a different finding
made, or overturned completely if a miscarriage
of justice is found to have occurred. On the one
hand, this doesn’t immediately affect the labels
in the dataset, as the sentencing is based on the
facts that were available at the time, but it could
lead to situations where a legal case which was
ultimately annulled is inappropriately preserved in
the dataset in its original form, implying guilt of
the individuals which was later disproven.
Of these, which are relevant to whether the pa-
per is ethically sound, or could have made the
paper less ethically questionable? Carrying out
the research with the involvement of relevant legal
authorities would certainly have helped, in terms
of incorporating domain interpretation of the data,
getting direct input as to the ultimate use of any
model trained on the data (noting that the paper
does return to suggest that the model be used in
the “Review Phase” to help other judges post-check
judgements of presiding judges). The lack of any
mention of ethics approval is certainly troubling
given the sensitivity of the data/task. The paper
does briefly mention the possibility of demographic
bias, without making any attempt to quantify or
ameliorate any such bias. Privacy is an interesting
question here, as we return to discuss under “data
misuse” in Section 2.2, in addition to discussing
the legality of using court documents for NLP re-
search.
Having said this, we acknowledge that similar
datasets have been constructed and used by others
(esp. Xiao et al. (2018)), including in major NLP
conferences (e.g. Zhong et al. (2018), Hu et al.
(2018)). However, this should never be taken as
a waiver for data ethic considerations. Also no-
table here are court proceeding datasets such as
that of Aletras et al. (2016), where the use case is
the prediction of the violation of human rights (fo-
cusing on torture/degrading treatment, the right to
a fair trial, and respect for privacy), which is more
clearly aligned with “social good” (although there
is more dataset documentation that could have been
provided in that paper, along the lines described
above). The conversation of what social good is,
though, remains an open one (Green, 2019).
In sum, there is a level of ethical naivety and
insensitivity in the paper, with the lack of ethics ap-
proval, end-user engagement, and consideration of
the privacy of the defendants all being of immedi-
ate concern, but also long-term concerns including
whether NLP should be used to such ends at all.
2.2 Dual Use
Dual use describes the situation where a system
developed for one purpose can be used for another.
An interesting case of dual use is OpenAI’s GPT-2.
In February 2019, OpenAI published a technical
report describing the development GPT-2, a very
large language model that is trained on web data
(Radford et al., 2019). From a science perspective,
it demonstrates that large unsupervised language
models can be applied to a range of tasks, suggest-
ing that these models have acquired some general
knowledge about language. But another important
feature of GPT-2 is its generation capability: it can
be used to generate news articles or stories.
Due to dual-use concerns, e.g. fine-tuning GPT-
2 to generate fake propaganda,2 OpenAI released
only the “small” version of the pre-trained models.
It was, however, not received well by the scien-
tific community,3 with some attributing this de-
cision to an attempt to create hype around their
research.4 The backlash ultimately made OpenAI
reconsidered their approach, and release the models
in stages over 9 months.5 During these 9 months,
OpenAI engaged with other organisations to study
the social implications of their models (Solaiman
et al., 2019), and found minimal evidence of mis-
use, lending confidence to the publication of the
2https://www.middlebury.edu/institute/
academics/centers-initiatives/ctec/ctec-
publications-0/industrialization-
terrorist-propaganda.
3https://thegradient.pub/openai-
please-open-source-your-language-model/.
4https://towardsdatascience.com/
openais-gpt-2-the-model-the-hype-and-
the-controversy-1109f4bfd5e8.
5https://openai.com/blog/gpt-2-6-
month-follow-up/#fn1.
larger models. In November 2019 OpenAI released
the their final and largest model.6
OpenAI’s effort to investigate the implications of
GPT-2 during the staged release is commendable,
but this effort is voluntary, and not every organi-
sation or institution will have the resources to do
the same. It raises questions about self-regulation,
and whether certain types of research should be
pursued. A data statement is unlikely to be help-
ful here, and increasingly we are seeing more of
these cases, e.g. GROVER (for generating fake
news articles; Zellers et al. (2019)) and CTRL (for
controllable text generation; Keskar et al. (2019)).
All of that said, for the case under consideration
it is not primarily a question of dual use or misuse,
but rather its primary use: if the model were used
to inform the Supreme Court, rather than automate
decision-making, what weight should judges give
the system? And what biases has the model learned
which could lead to inequities in sentencing? It is
arguable that decisions regarding human freedom,
and even potentially life and death, require greater
consideration than that afforded by an algorithm,
that is, that they should not be used at all.
Although no other governments appear to be
automating legal decision-making per se, many
governments are embracing algorithms to anal-
yse/inform judicial decisions. In countries such as
the United States and Australia, there has been anal-
ysis of legal decisions to understand factors such
as the race/ethnicity of the defendant or the time of
the day when the judge make a decision, and how
this impacts on decision-making (Zatz and Hagan,
1985; Stevenson and Friedman, 1994; Snowball
and Weatherburn, 2007; Kang et al., 2011). The
French government has, however, under Article 33
of the Justice Reform Act made it illegal to analyse
algorithmically any decision made by a judge, with
what some argue is the harshest possible penalty
for misconduct involving technology: a five-year
sentence.7
Two decades ago, Helen Nissenbaum sounded
the alarm about automating accountability (Nis-
senbaum, 1996). She expressed concerns that can
be summarised in four categories. First, comput-
erised systems are built by many hands and so lines
of responsibility are not clear. Secondly, bugs are
inevitable. Third, humans like to blame the com-
6https://openai.com/blog/gpt-2-1-5b-
release/.
7https://www.legifrance.gouv.fr/eli/
loi/2019/3/23/2019-222/jo/article_33.
puter, which is problematic because of her fourth
observation: that software developers do not like to
be held responsible for their tools that they create.
Nissenbaum is not the only author who questions
whether there should be limitations on certain uses
of computer science (Leins, 2019).
3 Comparable Concerns in the Biological
Sciences
We have consultations, which of the in-
ventions and experiences which we have
discovered shall be published, and which
not; and take all an oath of secrecy for
the concealing of those which we think
fit to keep secret; though some of those
we do reveal sometime to the State, and
some not.
Sir Francis Bacon, New Atlantis, 1626
The work of Ron Fouchier, a Dutch virologist,
is informative in considering publication practices
in the NLP community. Fouchier discovered a
way to make the bird flu H5N1 transmissible be-
tween ferrets, and therefore potentially very harm-
ful to humans. Fouchier’s research extended the
potential scope of the virus beyond its usual avian
transmission routes and extended the reach of his
research beyond his laboratory when he submitted
his paper to a US journal. The Dutch government
objected to this research being made public, and re-
quired Fouchier to apply for an export licence (later
granted). The situation raised a lot of concerns, and
a lot of discussion at the time (Enserink, 2013), as
well as a series of national policies in response.8
That said, Fouchier’s work was not the first or last
to be censored. Self-censorship was mentioned as
early as the 17th-century by British philosopher
Bacon, often credited with illuminating the sci-
entific method (Grajzl and Murrell, 2019). Most
recently, similar questions not about how research
should be done, but whether it should be done at all,
have arisen in the recent Chinese CRISPR-Cas 9
case, where HIV immunity in twins was allegedly
increased, without prior ethical approval or over-
sight.9
As the capabilities of language models and com-
puting as a whole increase, so do the potential im-
plications for social disruption. Algorithms are not
8https://www.jst.go.jp/crds/en/
publications/CRDS-FY2012-SP-02.html.
9https://www.technologyreview.com/s/
614761/nature-jama-rejected-he-jiankui-
crispr-baby-lulu-nana-paper/.
likely to be transmitted virally, nor to be fatal, nor
are they governed by export controls. Nonetheless,
advances in computer science may present vulnera-
bilities of different kinds, risks of dual use, but also
of expediting processes and embedding values that
are not reflective of society more broadly.
4 Who Decides Who Decides?
Questions associated with who decides what should
be published are not only legal, as illustrated in
Fouchier’s work, but also fundamentally philosoph-
ical. How should values be considered and re-
flected within a community? What methodologies
should be used to decide what is acceptable and
what is not? Who assesses the risk of dual use, mis-
use or potential weaponisation? And who decides
that potential scientific advances are so socially or
morally repugnant that they cannot be permitted?
How do we balance competing interests in light
of complex systems (Foot, 1967). Much like nu-
clear, chemical and biological scientists in times
past, computer scientists are increasingly being
questioned about the potential applications, and
long-term impact, of their work, and should at the
very least be attuned to the issues and trained to
perform a basic ethical self-assessment.
5 Moving Forward
Given all of the above, what should have been the
course of action for the paper in question? It is im-
portant to note that the only mentions of research
integrity/ethics in the Call for Papers relate to au-
thor anonymisation, dual submissions, originality,
and the veracity of the research, meaning that there
was no relevant mechanism for reviewers or PC
Chairs to draw on in ruling on the ethics of this
or any other submission. A recent innovation in
this direction has been the adoption of the ACM
Code of Ethics by the Association for Computa-
tional Linguistics, and explicit requirement in the
EMNLP 2020 Calls for Papers for conformance
with the code:10
Where a paper may raise ethical issues,
we ask that you include in the paper
an explicit discussion of these issues,
which will be taken into account in the
review process. We reserve the right to
reject papers on ethical grounds, where
the authors are judged to have operated
10https://2020.emnlp.org/call-for-papers
counter to the code of ethics, or have in-
adequately addressed legitimate ethical
concerns with their work
This is an important first step, in providing a struc-
ture for the Program Committee to assess a paper
for ethical compliance, and potentially reject it in
cases of significant concerns. Having said this, the
ACM Code of Ethics is (deliberately) abstract in its
terms, with relevant principles which would guide
an assessment of the paper in question including:
1.2 Avoid harm; 1.4 Be fair and take action not
to discriminate; 1.6 Respect privacy; 2.6 Perform
work only in areas of competence; and 3.1 Ensure
that the public good is the central concern dur-
ing all professional computing work. In each of
these cases, the introspection present in a clearly-
articulated data statement would help ameliorate
potential concerns.
What could an ethics assessment for ACL look
like? Would an ethics statement for ACL be enough
to address all concerns? As argued above, it is not
clear that ACL should attempt to position itself as
ethical gatekeeper, or has the resources to do so.
And even if ACL could do so, and wanted to do
so, the efficacy of ethics to answer complex politi-
cal and societal challenges needs to be questioned
(Mittelstadt, 2019).
There certainly seems to be an argument for a
requirement that papers describing new datasets
are accompanied by a data statement or datasheet
of some form (e.g. as part of the supplementary
material, to avoid concerns over this using up valu-
able space in the body of the paper). This still
leaves the question of what to do with pre-existing
datasets: should they all be given a free pass; or
should there be a requirement for a data statement
to be retrospectively completed?
The GDPR provides some protection for the use
of data, but its scope and geographic reach are lim-
ited. Further, the term “anonymised” is often a
misnomer as even data that is classified by govern-
ments and other actors as “anonymous” can often
easily be reidentified (Culnane and Leins, 2020).
What about code and model releases? Should
there be a requirement that code/model releases
also be subject to scrutiny for possible misuse, e.g.
via a central database/registry? As noted above,
there are certainly cases where even if there are
no potential issues with the dataset, the resulting
model can potentially be used for harm (e.g. GPT-
2). One could consider this as part of an extension
of data statements, in requiring that all code/model
releases associated with ACL papers be accom-
panied with a structured risk assessment of some
description, and if risk is found to exist, some man-
agement plan be put in place. Looking to other
scientific disciplines that have faced similar issues
in the past may provide some guidance for our
future.
Finally, while we have used one particular paper
as a case study throughout this paper, our intent was
in no way to name and shame the authors, but rather
to use it as a case study to explore different ethical
dimensions of research publications, and attempt
to foster much broader debate on this critical issue
for NLP research.
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