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MIXING FOR TIME-CHANGES
OF HEISENBERG NILFLOWS
ARTUR AVILA, GIOVANNI FORNI, AND CORINNA ULCIGRAI
Abstract. We consider reparametrizations of Heisenberg nilflows. We show
that if a Heisenberg nilflow is uniquely ergodic, all non-trivial time-changes
within a dense subspace of smooth time-changes are mixing. Equivalently, in
the language of special flows, we consider special flows over linear skew-shift
extensions of irrational rotations of the circle. Without assuming any Dio-
phantine condition on the frequency, we define a dense class of smooth roof
functions for which the corresponding special flows are mixing. Mixing is pro-
duced by a mechanism known as stretching of Birkhoff sums. The complement
of the set of mixing time-changes (or, equivalently, of mixing roof functions)
has countable codimension and can be explicitely described in terms of the
invariant distributions for the nilflow (or, equivalently, for the skew-shift), al-
lowing to produce concrete examples of mixing time-changes.
1. Introduction
In this paper we give a contribution to the smooth ergodic theory of parabolic
flows. We prove that for any uniquely ergodic Heisenberg nilflow all non-trivial
time-changes, within a dense subspace of time-changes, are mixing. The set of
trivial time-changes has countable codimension and can be explicitly described in
terms of invariant distributions for the nilflow.
A non-singular flow is called parabolic if nearby orbits diverge polynomially in
time. If nearby orbits diverge exponentially, the flow is called hyperbolic; if there
is no divergence (or perhaps it is slower than polynomial) the flow is called ellip-
tic. In contrast with the hyperbolic case, and to a lesser extent with the elliptic
case, there is no general theory which describes the dynamics of parabolic flows.
The main (typical) ergodic properties often associated with parabolic dynamics are
unique ergodicity, mixing, polynomial speed of convergence of ergodic averages and
polynomial decay of correlations for smooth functions and, of course, zero entropy.
Another important feature of parabolic flows is the presence of infinitely many in-
dependent distributional obstructions to the solution of the so-called cohomological
equation (which are not signed measures as in the hyperbolic case). This important
property allows for the existence of non-trivial time-changes which are not given by
the existence of fast periodic approximations (Liouvillean phenomenon) as in the
classical, better understood, elliptic case.
A fundamental example of a parabolic flow is given by horocycle flows on compact
negatively curved surfaces. It is well known that horocycle flows are uniquely
ergodic [15], mixing of all orders [27] and have countable Lebesgue spectrum [32].
Kuschnirenko [26] has proved that all time-changes are mixing under an explicit
condition which holds if the time-change is sufficiently small (in the C1 topology).
It is not known whether this results extends to all smooth time-changes. Nothing
1
2 ARTUR AVILA, GIOVANNI FORNI, AND CORINNA ULCIGRAI
is known about the spectral properties of time-changes. A. Katok has conjectured
that countable Lebesgue spectrum persists at least under Kuschnirenko’s condition.
Other important examples of flows which are sometimes considered parabolic is
given by area-preserving flows on surfaces of higher genus (genus greater than two)
with saddle-like singularities. In this case the orbit divergence is entirely produced
by the splitting of trajectories near the singularities. In particular, directional flows
on translation surfaces, often called translation flows, which appear in the study of
the geodesic flow on a surface endowed with a flat metric with conical singularities
(we refer for example to the survey [31] for definitions) have been studied in depth
in the past thirty years. The unique ergodicity of almost any translation flow is a
fundamental result of H. Masur [30] and W. Veech [41], while the first two authors
proved that typical translation flows are weak mixing [2]. Translation flows are
never mixing, as known since the work of Katok [19]. This leads to the question of
mixing in reparametrizations of translation flows.
Time-changes of translation flows can be represented as special flows over interval
exchange transformations (IET’s), which are one-dimensional piecewise isometries.
A reparametrization of translation flows which appear naturally in physical prob-
lems is the locally Hamiltonian parametrization, which was studied since Novikov
and his school in the Nineties. The corresponding flows on surfaces are known as
flows given by a multi-valued Hamiltonian and can be represented as special flows
over IET’s with a roof function which has singularities. If the zeros of the flow
are degenerate, i.e. they are multi-saddles, they give rise to power-like singularities
of the roof functions, if they are non-degenerate (Morse) saddles, they give rise to
logarithmic singularities. If the flow has saddle loops, logarithmic singularities are
typically asymmetric, otherwise they are symmetric.
The mixing properties of special flows have been studied in depth by many
authors. The situation can perhaps be summarized as follows. On one hand, weak
mixing is typical and it does not require any assumptions on the singularity of the
roof functions: the result of the first two authors [2] already mentioned above is
that for any piece-wise constant roof function, weak mixing holds for typical IET’s.
The third author proved that a simple mechanism allows to show weak mixing in
the case of roof functions with logarithmic singularities over typical IET’s.
On the other hand, mixing relies crucially on the presence of singularities. In-
deed, for roof functions of bounded variations (thus in particular for smooth roofs)
A. Katok [19] proved absence of mixing. Kocˇergin proved in [23] that a flow given
by a roof function with power-like singularities over a typical IET (with minimal
combinatorics) is mixing and mixing is produced as an effect of the shear at the sin-
gularities. When the singularities are logarithmic, the symmetry conditions in fact
leads to the mutual cancellation of the mixing effect of the saddles. Thus, mixing
depends on whether the singularities are symmetric or not. In the asymmetric case,
typical mixing was proved by Khanin and Sinai [21] for flows over circle rotations
and by the third author for flows over IET’s on any number of intervals [39]. In
the symmetric case, Kocˇergin proved the absence of mixing for flows over circle
rotations [22]. This result was extended to typical IET’s first by Scheglov [35], who
treated the case of IET’s of four and five intervals, and finally to typical IET’s on
any number of intervals by the third author [38].
Another important class of (homogenous) parabolic flows is given by nilflows.
By classical results of homogenous dynamics, see [1], minimal nilflows are uniquely
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ergodic. However, in constrast with horocycle flows, they are never mixing, not
even weak mixing. However, there is a clear geometric obstruction to the (weak)
mixing property, that is, every nilflow is only partially parabolic, in the sense that
it has an elliptic factor given by a linear flow on a torus. For observables in the
orthogonal complement of the span of the pull-back to the nilmanifold of the toral
characters, any nilflows has countable Lebesgue spectrum [16, 1], hence it is mixing.
Thus, nilflows have the properties of relative Lebesgue spectrum and mixing.
Our result confirm some heuristic principles on the dynamics of parabolic flows.
In particular, for time-changes of any Heisenberg nilflow (without Diophantine con-
ditions) mixing is prevalent and it occurs unless the flow is only partially parabolic
(presence of a measurable elliptic factor), which in this case means that the time-
change is trivial. As a consequence, weak and strong mixing are equivalent. This
picture is an agreement with a conjectural generalization of Kuschnirenko mixing
result [26] to all time-changes of the horocycle flow. It shows that Heisenberg nil-
flows differ significantly from translation flows or area-preserving flows on higher
genus surfaces. As outlined above, in the latter case, the typical (non-trivial) time-
change is weak mixing, but not mixing, and mixing can only be produced by shear
at the singularities. In other words, area-preserving flows on surfaces are better
classified as elliptic flows with singularities than as parabolic flows.
Our approach to mixing for nilflows has the advantage of not requiring Diophan-
tine conditions. However, it does not seem to be possible to derive quantitative
informations on the decay of correlations. A natural conjecture is that if the ellip-
tic toral factor is a Diophantine linear flow, then the decay of correlations of smooth
functions is polynomial in time. This conjecture is consistent with Ratner’s result
[33] on the decay of correlations for horocycle flows and with the rate of relative
mixing for Heisenberg nilflows (which can be estimated by Fourier analysis). In
fact, several results on parabolic flows suggest the following heuristic principle: a
uniquely ergodic smooth flow with polynomial speed of convergence of ergodic aver-
ages is a smooth time-change of a smooth flow with polynomial decay of correlations
(for smooth functions). For horocycle flows, the rate of mixing [33] as well as the
speed of convergence of ergodic averages [42, 34, 3, 17, 10, 37] are polynomial. For
minimal ergodic area-preserving flows and translation flows, the polynomial decay
of ergodic averages (for smooth functions vanishing at sufficiently high order at the
singularities) was conjectured by A. Zorich [43] and M. Kontsevich [25] and proved
by the second author in [14]. According to the above-mentioned heuristic principle,
the decay of correlations for time-changes with a degenerate saddle, should also be
polynomial. While mixing is known after Kocˇergin’s result [23], to the authors’ best
knowledge polynomial decay of correlations (under a Diophantine condition) has
been proved only for the particular case of flows on the 2-torus with a single degen-
erate saddle of restricted type [6]. For Heisenberg nilflows, the speed of convergence
of ergodic averages of smooth functions is polynomial and the optimal exponents
(which depend on the Diophantine properties of the toral factor) are known [11].
This result is related to optimal bounds for Weyl sums of quadratic polynomials,
see [9, 28]. According to the heuristics proposed above, there should be mixing
time-changes with polynomial decay of correlations.
On the spectral properties of our mixing time-changes of Heisenberg nilflows, it
is reasonable to conjecture that they have countable Lebesgue spectrum. However,
this seems a difficult problem, which most likely cannot be approached through
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estimates on the correlation decay. As A. Katok has observed, this difficulty already
appears for the horocycle flow and its time-changes.
The mechanism that we use to produce mixing is sometimes known as stretch-
ing of Birkhoff sums. The stretching of Birkhoff sums for Heisenberg nilflows is
derived from a theorem on the growth of Birkhoff sums of functions which are
not coboundaries with a measurable transfer function. This result is quite general
and can be proved for all nilflows. In fact, it is essentially based on a measurable
Gottschalk-Hedlund theorem, which holds for any volume preserving uniquely er-
godic dynamical system, and on the parabolic divergence of orbits (although in a
quite explicit form). Finally, we prove a theorem on cocycle effectiveness for the
Heisenberg case, which states that if a smooth function is a coboundary with a
measurable transfer function, then the transfer function is in fact smooth. This
result is based on sharp bounds for ergodic sums which are only available in the
Heisenberg case [9, 28, 11]. The cocycle effectiveness allows a concrete description
of mixing time-changes in terms of the non-vanishing of any of the distributional
obstructions to the existence of smooth solutions of the cohomological equation.
It is worth recalling that a similar mixing mechanism was used by Fayad in [8]
to produce smooth (analytic) mixing time-changes of some elliptic flows, i.e. linear
flows on tori Tn, with n ≥ 3 and Liouvillean frequencies. If n = 2, smooth time-
changes of a linear flow on T2 are never mixing (for example, as a consequence
of the result of A. Katok [19] quoted above). Moreover, for Diophantine linear
flows on Tn all smooth time-changes are trivial (since all smooth function of zero
average are smooth coboundaries) by the generalization to all dimensions [18] of a
well-known theorem of Kolmogorov [24]. In dimension n = 2, the Denjoy-Koksma
inequality explains the absence of mixing time-changes even for Liouvillean fre-
quencies, but does not prevent the existence of weak mixing examples, which are
in fact topologically generic, as proved in [7]. In higher dimensions, the failure of
the Denjoy-Koksma inequality opens the way for mixing examples with Liouvillean
frequency [8]. Thus, in this elliptic realm, the phenomenon of stretching of Birkhoff
sums and mixing time-changes is not generic and can occurr only for Liouvillean
frequencies, in contrast with our result for nilflows, where mixing time-changes are
generic for any uniquely ergodic nilflow, or equivalently, as long as the frequency
of the elliptic factor is irrational.
Outline. In Section 2 we give the definitions of Heisenberg nilflows (§ 2.1), special
flows (§ 2.4) and time-changes (§ 2.3) and recall how to represent a Heisenberg
nilflow as a special flow (2.2). We then state our main results for time-changes of
nilfows in § 2.3 (Theorem 3) and in § 2.4 in the language of special flows (The-
orem 4). The class of mixing time-changes is defined in § 2.5 (Definition 2) and,
as explained in § 2.6, it can be explicitly characterized in terms of invariant distri-
butions for the nilflow (Theorem 7). Sections 3, 4, 5 and 6 are devoted to proofs:
in Section 3 we prove that non triviality of the time-change guarantees that there
is stretch of Birkhoff sums (Theorem 6). Using this stretch, in Section 4 we im-
plement the mixing mechanism and prove mixing (Theorem 5). Section 5 contains
the proof of the effective characterization of non-trivial time-changes (Theorem 7)
which allows to exhibit explicit examples of mixing time-changes. The proofs of
Theorem 3 and Theorem 4 then follow easily in Section 6.
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2. Definitions and main results.
2.1. Heisenberg nilflows. The 3-dimensional Heisenberg group N is the unique
connected, simply connected Lie group with 3-dimensional Lie algebra n on two
generators X , Y satisfying the Heisenberg commutation relations
[X,Y ] = Z , [X,Z] = [Y, Z] = 0 .
Up to isomorphisms, N is the group of upper triangular unipotent matrices
(1) [x, y, z] :=
1 x z0 1 y
0 0 1
 , x, y, z ∈ R.
A basis of the Lie algebra n satisfying the Heisenberg commutations relations is
given by the matrices
(2) X =
0 1 00 0 0
0 0 0
 , Y =
0 0 00 0 1
0 0 0
 , Z =
0 0 10 0 0
0 0 0
 .
The abelianized Lie algebra n/[n, n] of the Heisenberg Lie algebra is isomorphic to
R2 (as a Lie algebra), hence the abelianized Lie group N/[N,N ] of the Heisenberg
group is isomorphic to R2 (as a Lie group). In fact, both the center Z(N) and
the commutator subgroup [N,N ] of the Heisenberg group N are equal to the one-
parameter subgroup {[0, 0, z] : r ∈ R} and the maps
(3) z 7→ [0, 0, z] and [x, y, z] 7→ (x, y) .
define a (non-split) exact sequence
(4) 0→ R→ N → R2 → 0 ,
which exhibits N as a line bundle over R2.
A compact Heisenberg nilmanifold is the quotient M := Γ\N of the Heisenberg
group over a co-compact lattice Γ < N . It is well-known that there exists a positive
integer E ∈ N such that, up to an automorphism of N , the lattice Γ coincide with
the lattice
Γ :=

1 x z/E0 1 y
0 0 1
 : x, y, z ∈ Z
 .
Let Γ := Γ/[Γ,Γ] < R2 denote the abelianized lattice. The canonical projection
homomorphism N → N/[N,N ] ≈ R2 defined in (3) induces a Seifert fibration
π : M → T2 = Γ\R2, that is, M is a circle bundle over the 2-torus T2 = R2/Z2
with fibers given by the orbits of the flow by right translation of the central one-
parameter subgroup Z(N) = {exp(zZ)}z∈R. The left invariant fields X , Y on M
define a connection whose total curvature (the Euler characteristic of the fibration)
is exactly E. Any Heisenberg nilmanifold M has a natural probability measure µ
locally given by the Haar measure of N .
The group N acts on the right transitively on M by right multiplication:
Rg(x) := x g, x ∈M, g ∈ N.
By definition, Heisenberg nilflows are the flows obtained by the restriction of this
right action to the one-parameter subgroups on N . The measure µ defined above,
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which is invariant for the right action of N on M , is, in particular, invariant for all
nilflows on M .
Thus each W := wxX + wyY + wzZ ∈ n defines a measure preserving flow
(φW , µ) on M where φW := {φtW }t∈R is given by the formula
φtW (x) = x exp(tW ), x ∈M , t ∈ R .
The projection W¯ of W into R2 is the generator of a linear flow ψW¯ := {ψtW¯ }t∈R
on T2 ≈ R2\Γ defined by
ψtW¯ (x, y) = (x+ twx, y + twy).
The canonical projection π :M → T2 intertwines the flows φW and ψW¯ . We recall
the following basic result:
Theorem 1. [16, 1] The following conditions are equivalent:
(1) The nilflow (φW , µ) is ergodic.
(2) The nilflow φW is uniquely ergodic.
(3) The nilflow φW is minimal.
(4) The projected flow ψW¯ is an irrational linear flow on T
2 and hence it is
minimal and uniquely ergodic.
Results on the speed of equidistribution of Heisenberg nilflows for smooth func-
tions were proved in [11] by L. Flaminio and the second author. Similar results can
be proved by bounds on Weyl sums for quadratic polynomials, see [9, 28].
Nilflows are clearly not weak mixing, hence not mixing. In fact, all eigenfunctions
of linear toral flows (that is, all characters of the group T2) pull-back to eigenfunc-
tions of all nilflows on M = Γ\N . However, all nilflows are relatively mixing in
the following sense. Let H := π∗L2(T2) ⊂ L2(M) be the subspace obtained by
pull-back of the square-integrable functions on the torus T2 and let H⊥ ⊂ L2(T)
its orthogonal complement. The following result holds.
Theorem 2. [16, 1] The restriction of any nilflow (φW , µ) to the N -invariant
subspace H⊥ ⊂ L2(T) has countable Lebesgue spectrum, hence it is mixing.
In fact, it is possible to prove by the theory of unitary representations of the
Heisenberg group (the Stone-Von Neumann theorem, see for example [5], §2.2) that
for all sufficiently smooth functions in H⊥ the decay of correlations is polynomial
(it is faster than any polynomial for infinitely differentiable functions in H⊥).
2.2. Return maps of Heisenberg nilflows. Any uniquely ergodic Heisenberg
nilflow has a smooth compact transversal surface, isomorphic to a 2-dimensional
torus. One can compute the return map and the return time function (see [36], §3).
It turns out that the return time is constant and the return map is a linear skew-
shift over an irrational rotation of the circle. We recall this well-known construction
for the convenience of the reader.
Let Σ ⊂M be the smooth surface defined as follows:
Σ := {Γ exp(xX + zZ) : (x, z) ∈ R2} .
Since the subspace < X,Z > generated in n by X,Z ∈ n is an abelian ideal, the
surface Σ is isomorphic to a 2-dimensional torus. The isomorphism is given by the
map
j(x, z) = Γ exp(xX + zZ) , for all (x, z) ∈ T2E := R2/(Z× Z/E) .
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Let W := wxX +wyY +wzZ be the generator of a uniquely ergodic nilflow and
let φW = {φWt }t∈R denote the corresponding Heisenberg nilflow.
Lemma 1. The first return time function of the flow φW to the transverse section
Σ is constant equal to 1/wy and the first return (Poincare´) map PW : Σ → Σ is
given by the following formula:
(5) PW ◦ j(x, z) = j(x+ wx
wy
, z + x+
wz
wy
+
wx
2wy
) , for all (x, z) ∈ T2E .
Proof. Since the nilflow is uniquely ergodic, we have wy 6= 0, which implies that
the surface Σ is transverse to the nilflow. The set of all return times of the nilflow
to Σ is a subset of the set of all return times of the projected linear flow ψW¯ on
the torus TΓ, which is equal to the subgroup Z/wy ⊂ R. Finally, by the Baker-
Campbell-Hausdorff formula, since [n, [n, n]] = 0, we have
exp(−Y ) exp(xX + zZ) exp (W/wy) =
= exp
[
(x+
wx
wy
)X + (z + x+
wz
wy
+
wx
2wy
)Z
]
.
Since by definition exp(−Y ) ∈ Γ, it follows from the above formula that the forward
first return time is equal to 1/wy for all (x, z) ∈ T2E and that the forward first return
time map is given by formula (5) as claimed. 
Lemma 1 implies that any (uniquely ergodic) Heisenberg nilflow is smoothly
isomorphic to a special flow over a linear skew-shift of the form (5) with constant
roof function. The notion of a special flow is recalled below in Section 2.4.
2.3. Mixing time-changes. We recall below basic notions about time-changes of
flows and state our main theorem on mixing of time-changes of Heisenberg nilflows.
A flow {h˜t}t∈R is called a reparametrization or a time-change of a flow {ht}t∈R
on X if there exists a measurable function τ : X × R → R such that for all x ∈ X
and t ∈ R we have h˜t(x) = hτ(x,t)(x). Since {h˜t}t∈R is assumed to be a flow (a
one-parameter group) the function τ(x, ·) : R → R is an additive cocycle over the
flow {h˜t}t∈R, that is, it satisfies the cocycle identity:
τ(x, s + t) = τ(h˜s(x), t) + τ(x, s) , for all x ∈ X , s, t ∈ R .
If X is a manifold and {ht}t∈R is a smooth flow, we will say that {h˜t}t∈R is a smooth
reparametrization if the cocycle τ is a smooth function. By the cocycle property
a smooth cocycle is uniquely determined by its infinitesimal generator, that is the
function ατ : X → R defined by the formula:
ατ (x) :=
∂τ
∂t
(x, 0) , for all x ∈ X .
In fact, given any positive function α : X → R+, the formula
τα(x, t) :=
∫ t
0
α(h˜s(x))ds , for all (x, t) ∈ X × R
is cocycle over the flow {h˜t}t∈R with infinitesimal generator α.
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The infinitesimal generators V˜ and V of the flows {h˜t}t∈R and {ht}t∈R respec-
tively are related by the identity:
V˜ :=
dh˜t
dt
∣∣∣∣∣
t=0
= ατ
dht
dt
∣∣∣∣
t=0
:= ατV .
An additive cocycle τ : X ×R→ R over the flow {h˜t}t∈R is called a measurable
(respectively smooth) coboundary if there exists a measurable (respectively smooth)
function u : X → R, called the transfer function, such that
τ(x, t) = u ◦ h˜t(x)− u(x) , for all (x, t) ∈ X × R .
The additive cocycle τ is a measurable (smooth) coboundary if and only if its
infinitesimal generator ατ is a measurable (smooth) coboundary for the infinitesimal
generator V of the flow {h˜t}t∈R, that is, if there exists a measurable (smooth)
function u : X → R, also called the transfer function, such that V˜ u = ατ . Two
additive cocycles are said to be measurably (respectively smoothly) cohomologous
if their difference is a measurable (respectively smooth) coboundary in the above
sense. A cocycle is said to be an almost coboundary if it is cohomologous to a
constant cocycle (see [20], Def. 9.4).
An elementary, but fundamental, result establishes that time-changes given by
measurably (smoothly) cohomologous coycles are measurably (smoothly) isomor-
phic (see for example [20], §9). The regularity of the isomorphisms depends on
the regularity of the transfer function. A time-change defined by a measurable
(smooth) almost coboundary is called measurably (smoothly) trivial.
Let {ht}t∈R be a uniquely ergodic homogeneous flow on the Heisenberg nilmani-
fold M . For any function α : C∞(M)→ R+ let hα := {hαt }t∈R be the time-change
with generator given by the formula
dhαt
dt
∣∣∣∣
t=0
= α
dht
dt
∣∣∣∣
t=0
.
We recall that a measure preserving flow ϕ := {ϕt}t∈R on a probability space
(X,µ) is said to be weak mixing if, for each pair of measurable sets A, B ⊂ X ,
lim
t→∞
1
t
∫ t
0
|µ(ϕs(A) ∩B)− µ(A)µ(B)| ds = 0 ,
and mixing if for each pair of measurable sets A, B, one has
lim
t→∞
µ(ϕt(A) ∩B) = µ(A)µ(B) .
Theorem 3 (Mixing time-changes for Heisenberg niflows). There exists a subspace
Th ⊂ A ⊂ C∞(M) of countable codimension in a dense subspace A ⊂ C∞(M) such
that for any positive function α ∈ A the following properties are equivalent:
(1) the function α ∈ Mh := A \ Th;
(2) the time-change hα is not smoothly trivial;
(3) the time-change hα is weak mixing;
(4) the time-change hα is mixing.
Theorem 3 is proved in § 6. Our results leaves open several natural questions
on possible generalizations of Theorem 3 and on the dynamics of the mixing flows
constructed.
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Questions.
a) Does Theorem 3 holds within the class of all smooth time-changes?
b) Does it extends to nilflows on 2-step nilmanifolds on several generators?
c) Does it extends to nilflows on s-step nilmanifolds for any s ≥ 3?
d) Is the correlation decay polynomial in time for sufficiently smooth functions
(under a Diophantine conditions on the frequency)?
e) Is the spectrum of mixing time-changes singular continuous or absolutely
continuous? Is it Lebesgue with countable multiplicity?
2.4. Mixing special flows over skew shifts on T2. In this section we recall the
notion of a special flow and the representation of time-changes in terms of special
flows. We then state our main theorem for special flows over uniquely ergodic
skew-shifts on T2.
Let f : Σ→ Σ be a Poincare´ return map of the flow {ht}t∈R onX to a measurable
transverse section Σ ⊂ X and let Φ : Σ → R+ be the return time function (in
general defined only almost everywhere). The flow {ht}t∈R is isomorphic to a
special flow over the map f : Σ → Σ with roof function Φ > 0, defined as we now
recall. Given any function Φ on Σ, let Φn denote the n
th Birkhoff sums along the
orbits of the map f : Σ→ Σ, that is, the function
(6) Φn :=
n−1∑
k=0
Φ ◦ fk .
If Φ > 0 is a continuous positive function, we let fΦ = {fΦt }t∈R be the special
flow over f with roof function Φ, which is defined as a the quotient of the unit
speed vertical flow z˙ = 1 on the phase space {(x, z) ∈ Σ × R} with respect to the
equivalence relation ∼Φ defined by (x,Φ(x) + z) ∼Φ (f(x), z), for all x ∈ Σ, z ∈ R.
The flow fΦ can thus be seen as defined on the fundamental domain {(x, z) : x ∈
Σ, 0 ≤ z < Φ(x)}, explicitly given by the formula
(7) fΦt (x, z) =
(
fnt(x,z)(x), z + t− Φnt(x,z)(x)
)
,
where nt(x, z) is the maximum n ∈ N such that Φn(x) < t+ z. For any f -invariant
measure ν on Σ, the finite measure obtained by the restriction of the product
measure ν ×Leb (where Leb is the Lebesgue measure in the z-fiber) to the domain
of fΦ is invariant by the special flow fΦ.
A function Φ : Σ→ R is called a measurable (smooth) coboundary for the map
f : Σ → Σ if and only if there exists a measurable (smooth) function u : Σ → R,
also called the transfer function, such that Φ = u ◦ f − u. Two functions are called
measurably (smoothly) cohomologous if their difference is a measurable (smooth)
coboundary. As time-changes defined by a measurably (smoothly) cohomologous
cocycles are measurably (smoothly) isomorphic, similarly special flows over the
same map under measurably (smoothly) cohomologous roof functions are measur-
ably (smoothly) isomorphic (we refer for example to [20]).
Any time-change {hαt }t∈R of {ht}t∈R determines the same return map f : Σ→ Σ,
but a different return time function Φα : Σ→ R+. In fact, the following elementary
result holds.
Lemma 2. The return time function Φα : Σ→ R+ is given by the formula:
Φα(x) =
∫ Φ(x)
0
(α ◦ ht)(x)dt , for all x ∈ Σ .
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It follows in particular from Lemma 2 that the return time functions Φα and
Φ are cohomologous with respect to the return map f : Σ → Σ if and only if the
function α : X → R is cohomologous to the constant function equal to 1 for the
infinitesimal generator of the flow {ht(x)}t∈R.
In the rest of this section we will consider the case when Σ = T2 and f : T2 → T2
is a linear skew-shift over a circle rotation, defined as
(8) f(x, y) := (x+ α, y + x+ β) , for all (x, y) ∈ T2, whereα, β ∈ R.
We will also assume that f is uniquely ergodic, which is equivalent to α ∈ R\Q (see
[4]). As we saw in § 2.2 (see Lemma 1), any uniquely ergodic Heisenberg nilflow
φW has a global cross section on which the first Poincare´ map has the form (8). We
will denote by Leb (respectively Leb2) the one-dimensional (respectively the two-
dimensional) Lebesgue measure and by µ be the probability measure obtained by
normalization of the restriction of the measure Leb2×Leb on T2×R to the domain
of fΦ (the normalizing factor is equal to 1/
∫
T2
Φ(x, y) dxdy). By construction µ is
invariant under the special flow fΦ on Σ/ ∼Φ.
It is well-known (see Lemma 16, § 6) that if the roof function Φ > 0 is a mea-
surable (smooth) almost coboundary, that is, if there exists a measurable (smooth)
function u : X → R such that
u ◦ f − u = Φ−
∫
T2
ΦdLeb ,
then the special flow fΦ is measurably (smoothly) isomorphic to a special flow
with constant roof function over the skew-shift. In this case, we will call the special
flow fΦ measurably (smoothly) trivial. Any measurably trivial special flow is not
weak-mixing, hence not mixing (see again Lemma 16, § 6).
We will show that there is a classMf of smooth roof functions which correspond
to smooth mixing special flows over a uniquely ergodic skew-shift and that Mf is
generic in a precise sense. In fact, we prove the following.
Theorem 4 (Mixing special flows). There exists a subspace Tf ⊂ R ⊂ C∞(T2) of
countable codimension in a dense subspace R ⊂ C∞(T2) such that for any positive
function Φ ∈ R the following properties are equivalent:
(1) the roof function Φ ∈Mf := R \ Tf ;
(2) the special flow fΦ is not smoothly trivial;
(3) the special flow fΦ is weak mixing;
(4) the special flow fΦ is mixing.
It is natural to ask whether Theorem 4 generalizes to linear skew-shift on Tn
with n > 2. The implication (1) ⇒ (4) could be proved for higher dimensional
skew shifts, see Remark 9 in § 3. On the other side, the implication (2) ⇒ (1)
requires the analogue of the cocycle effectiveness (Theorem 7 below) which relies
on estimates currently known only for n = 2 (see Remark 8 below and Remark 12
in § 5).
Let us remark that the generic subset Mf in Theorem 4 is concretely described
in terms of invariant distributions (see § 5). Thus, it is possible to check explicitely
if a given smooth roof function given in terms of a Fourier expansion belongs to
Mf and to give concrete examples of mixing reparametrizations.
Examples.
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The following roof functions all give examples of mixing special flows.
(1) Φ(x, y) = sin(2πy) + 2;
(2) Φ(x, y) = cos(2π(kx+ y)) + sin(2πlx) + 3, k, l ∈ Z;
(3) Φ(x, y) = Re
∑
j∈Z aje
2πi(jx+y) + c, if
∑
j∈Z aje
−2πi(βj+α(j2)) 6= 0 and c is
such that Φ > 0.
Example (1) shows that it is enough to have oscillations in the y-variable to produce
mixing. We show that the roofs in the examples above belong to the class Mf at
the end of § 5, after Corollary 2.
2.5. Mixing roof functions. Here we define the class of roof functions considered
to obtain mixing special flows. Let π : T2 → T be the projection defined as
π(x, y) = x for all (x, y) ∈ T2. The space π∗L2(T) := {Φ ◦ π : Φ ∈ L2(T)} is a
closed subspace of L2(T2), hence there is an orthogonal decomposition
L2(T2) = π∗L2(T)⊕ π∗L2(T)⊥ .
We introduce the following notation for the orthogonal projections of a function
Φ ∈ L2(T2) onto the components of the above splitting:
φ(x, y) := Φ(x, y)−
∫
Φ(x, y)dy ∈ π∗L2(T)⊥,(9)
φ⊥(x) :=
∫
Φ(x, y)dy ∈ π∗L2(T) ≡ L2(T).(10)
Definition 1 (Roofs class R). For an integer d ≥ 1, let Pd be the space of all
continuous Φ such that for each x ∈ T, Φ(x, ·) is a trigonometric polynomial of
degree at most d on T. Let P := ⋃d≥1Pd.
The function Φ ∈ R if and only if Φ ∈ P and its projection φ⊥, defined in (10),
is a trigonometric polynomial on T.
We remark that if Φ ∈ R, we can write Φ(x, y) =∑dk=−d ck(x)e2πiky , since Φ ∈ Pd,
and c0(x) is a trigonometric polynomial. By definition the set R ⊂ C∞(T2) is a
dense subspace.
Definition 2 (Trivial roofs Tf and mixing roofs Mf ). A function Φ belongs to Tf
if and only if Φ ∈ R and its projection φ defined in (9) is a measurable coboundary
for the map f : T2 → T2. Let us set Mf := R\Tf , so that Φ belongs to Mf if and
only if Φ ∈ R and φ is not a measurable coboundary.
One of the two main steps in the proof of Theorem 4 is given by the following
Theorem.
Theorem 5 (Mixing). For any positive roof function Φ belonging to the class Mf
in Definition 2 the special flow fΦ is mixing.
The crucial ingredient in the proof of Theorem 5 is given by the a result on the
growth of Birkhoff sums of the skew-shift.
Theorem 6 (Stretch of Birkhoff sums). Assume that Φ ∈ Mf , thus φ is not a
measurable coboundary. Then for each C > 1,
lim
n→∞
Leb(|φn| < C) = 0 .
The proof of Theorem 6 is given in § 3, while the proof of Theorem 5 is in § 4.
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2.6. Cocycle Effectiveness. The following effectiveness result for coboundaries
(in the sense of [20], Def. 11.4) leads to a complete explicit description of the set
Mf in terms of Fourier series and it constitutes another main step in the proof
Theorem 4 (see § 6).
We recall that, as found by A. Katok [20], §11.6.1, there are countably many
independent obstructions (which are not signed measure) to the existence of smooth
solutions of the cohomological equation u◦f−u = φ. Such obstructions are invariant
distributions for the skew-shift (see Theorem 10, § 5). If φ ∈ π∗L2(T)⊥ is smooth
and belongs to the kernel of all f -invariant distributions, then the transfer function,
that is, the unique zero average solution of the cohomological equation, is smooth.
We will show that, if a sufficiently smooth function Φ such that φ⊥ = 0 is a
coboundary for a skew-shift f on T2 with a measurable transfer function, then
the transfer function is smooth and Φ belongs to the kernel of the (infinite di-
mensional) space of all f -invariant distributions. More precisely, let W s(T2) de-
note the standard Sobolev space on T2, that is, the space of all functions Φ =∑
(m,n)∈Z2 Φm,n exp(2πi(mx+ ny)) such that
‖Φ‖s :=
 ∑
(m,n)∈Z2
(1 +m2 + n2)s|Φm,n|2
1/2 < +∞ .
Theorem 7 (Cocycle Effectiveness). Let f be any uniquely ergodic skew-shift on T2
as in (8). For any function φ ∈ π∗L2(T)⊥ ∩W s(T2) for s > 3 the following holds.
If φ is a measurable coboundary, then it belongs to the kernel of all f -invariant
distributions and the transfer function u ∈ W t(T2) for all t < s− 1.
The proof of Theorem 7, given in § 5, is based on the quantitative estimates on
equidistribution of nilflows by L. Flaminio and the second author in [11].
Remark 8. Theorem 7 above answers a question posed by A. Katok in [20], §11.6.1,
p. 88. For higher dimensional skew-shifts (or for any other higher dimensional
nilpotent linear map) the analogous of Theorem 7 is not known.
3. Stretch of Birkhoff sums
In this section we prove Theorem 6. Let Φ be any continuous function on T2
such that its projection φ (see (9)) is not a measurable coboundary.
Since the map f is uniquely ergodic we can derive the following result by a
standard Gottschalk-Hedlund technique.
Lemma 3. For each constant C > 1 and for all (x, y) ∈ T2,
1
N
#{0 ≤ n ≤ N − 1, : φn(x, y)| < C} N→∞−−−−→ 0.
Proof. Let µN,x,y be a probability measure on T
2 × R with atoms of equal mass
along (fk(x, y), φk(x, y)), 0 ≤ k ≤ N − 1. It is enough to prove that µN,x,y → 0
in the weak-∗ topology, as N → ∞, independently of (x, y) ∈ T2. If this did not
happen, we would be able to take a non-trivial limit, which would be a measure µ
with non-zero mass, such that F∗µ = µ, where F (x, y, z) = (f(x, y), z + φ(x, y)).
By unique ergodicity of f , π∗µ is a multiple of Leb, where π(x, y, z) = (x, y), and
the conditional measures µx,y coincide up to translation: for almost every x, y, x
′, y′,
µx,y = T∗µx′,y′ where T (z) = z + t, with t = t(x, y, x′, y′). By invariance, we have
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t(x, y, f(x′, y′)) = t(x, y, x′, y′) + φ(x′, y′). Choosing (x0, y0) in a full measure set,
and defining u(x, y) = t(x0, y0, x, y), we get φ = u ◦ f − u, which contradicts the
assumption that φ is not a measurable coboundary. 
Corollary 1. For each constant C > 1,
1
N
N−1∑
n=0
Leb(|φn| < C) N→∞−−−−→ 0.
Proof. The functions 1N
∑N−1
n=0 χ(−C,C) ◦ φn, where χ(−C,C) is the characteristic
function of the interval (−C,C) ⊂ R converge pointwise to zero by Lemma 3.
Thus, the Corollary follows immediately by integration over T2 and by the Lebesgue
dominated convergence theorem . 
Lemma 4. For each d ≥ 1 and for any norm ‖ · ‖d on C2d, there exist constants
Bd > 0 and bd such that if c = (c−d, . . . , c−1, c1, . . . , cd) ∈ C2d is a vector of unit
norm (that is, ‖c‖d = 1) then for every δ > 0 we have
Leb(|
∑
0<|k|≤d
cke
2πikx| < δ) < Bdδbd .
Proof. For fixed d ≥ 1, the set of trigonometric polynomials ∑|k|≤d cke2πikx with
‖c‖d = 1 forms a compact set of the space of functions of class C2d on R with
critical points of order at most 2d, which gives the estimate. 
From now on we assume that Φ ∈ Pd.
Lemma 5. Let C > 1. For any ǫ′ > 0, there exist C′ > 1 and ǫ′′ > 0 such that for
all n ≥ 1 such that Leb(|φn| < C′) < ǫ′′, there exists N0 := N0(C, ǫ′, n) ∈ N such
that for all N ≥ N0, we have Leb(|φN ◦ fn − φN | < 2C) < ǫ′.
Proof. Indeed, let us write
φn(x, y) = 2Re
∑
0<k≤d
ck,n(x)e
2πiky =
∑
0<|k|≤d
ck,n(x)e
2πiky ,
with c−k,n(x) = ck,n(x) for all 0 < k ≤ d, x ∈ T. Then
φN ◦ fn(x, y)− φN (x, y) = φn ◦ fN(x, y)− φn(x, y) =
∑
0<|k|≤d
ck,N,n(x)e
2πiky
where we have denoted
ck,N,n(x) := e
2πik[(N2 )α+Nβ]ck,n(x+Nα)e
2πikNx − ck,n(x).
Given any two complex numbers ci = ρie
θi , i = 1, 2, for each 0 ≤ θ < π/2, if
θ2 + 2πkNx /∈ (θ1 + π − θ, θ1 + π + θ) + 2πZ, then by elementary trigonometry
|c2e2πikNx − c1| ≥ |c1| sin θ. Thus, for any interval I ⊂ T of length to most δ > 0
and for 0 ≤ θ < π/2 we have
Leb{x ∈ I : |c2e2πikNx − c1| ≤ |c1| sin θ} ≤ δ θ
π
+
δ
kN
.
By uniform continuity of ck,n, it is possible to choose δ > 0 so that if |x − x′| ≤ δ,
then |ck,n(x)− ck,n(x′)| ≤ 1/3 and let us decompose T into intervals of size at most
δ. If [x1, x2) is one of these intervals and x ∈ [x1, x2], if we set
c1 := ck,n(x1) , c2 := e
2πik[(N2 )α+Nβ]ck,n(x1 +Nα)e
2πikNx1
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and write
|ck,N,n(x)| = |ck,N,n(x1)− (ck,N,n(x1)− ck,N,n(x))| ≥ |ck,N,n(x1)| − 2/3 ,
we can use the estimate above on each interval and get that, for every 0 < k ≤ d
and for 0 < θ < π2 , the following bound holds:
lim sup
N→∞
Leb (|ck,N,n(x)| < |ck,n(x)| sin θ − 2/3) ≤ θ
π
.
By the the hypothesis on n ∈ N we have ∑0<|k|≤d |ck,n(x)| ≥ C′ except for a set
of x ∈ T of Lebesgue measure ǫ′′ > 0. Recall that |ck,N,n(x)| = |c−k,N,n(x)|, so
choosing θ ∈ [0, π/2) such that sin θ < 1/√C′ and, using the fact that sin θ > 2π θ
for all 0 < θ < π2 , for N sufficiently large we have, outside a set of measure
d(θ/π) + 2ǫ′′ ≤ d/2
√
C′ + 2ǫ′′, the inequality∑
0<|k|≤d
|ck,N,n(x)| ≥
√
C′ − 2/3 ≥
√
C′/3 .
By Lemma 4, whenever x ∈ T is such that ∑0<|k|≤d |ck,N,n(x)| ≥ √C′/3, we have
that |∑0<|k|≤d ck,N,n(x)e2πiky | ≥ 2C, except for a set of y ∈ T of Lebesgue measure
at most Bd
(
6C√
C′
)bd
. Choose ǫ′′ > 0 and C′ > 1 be such that
Bd(6C/
√
C′)bd + d/2
√
C′ + 2ǫ′′ < ǫ′ .
The result follows. 
Proof of Theorem 6. Let C > 1 and ǫ > 0 be fixed. We prove below that for every
N sufficiently large Leb(|φN | < C) < ǫ .
Let us fix an integer A ≥ 1 and ǫ′ > 0 such that 1/(A+ 1) + A(A + 1)ǫ′/2 < ǫ.
By Lemma 5 there exist C′ > 0 and ǫ′′ > 0 such that if Leb(|φn| < C′) < ǫ′′ then
Leb(|φN ◦ fn−φN | < 2C) < ǫ′ for all N ≥ N0(C, ǫ, n). By Corollary 1, we can find
l ≥ 1 such that for each n = jl with 1 ≤ j ≤ A we have Leb(|φn| < C′) < ǫ′′. Let
N1 := max{N0(C, ǫ, jl) : 1 ≤ j ≤ A)}. We claim that, for every N ≥ N1,
(11) Leb
 ⋃
0≤j<j′≤A
{|φN ◦ f jl − φN ◦ f j
′l| < 2C}
 ≤ A(A+ 1)
2
ǫ′ .
In fact, for every 0 ≤ j < j′ ≤ A, for N ≥ N1 ≥ N0(C, ǫ, (j′ − j)l), we have
Leb(|φN ◦ f (j′−j)l − φN | < 2C) < ǫ′, but since f is measure preserving
Leb(|φN ◦ f jl − φN ◦ f j
′l| < 2C) = Leb(|φN ◦ f (j
′−j)l − φN | < 2C) < ǫ′ .
The claim follows as #{(j, j′) : 0 ≤ j < j′ ≤ A} is equal to A(A+1)2 .
By construction, for all N ≥ N1, the sets f−jl{|φN | < C} are pairwise disjoint
for j = 0, . . . , A outside a set of measure at most A(A+1)2 ǫ
′ (the set in formula (11)),
hence again by the measure preserving property of the map and choice of A and ǫ′,
Leb(|φN | < C) ≤ 1
A+ 1
+
A(A + 1)
2
ǫ′ < ǫ .
The proof is complete. 
MIXING FOR TIME-CHANGES OF HEISENBERG NILFLOWS 15
Remark 9. While Lemma 3 holds for any uniquely ergodic transformation, Lemma 5
exploits the parabolic divergence of orbits of the skew product in the neutral (iso-
metric) direction. A similar result could be proved more in general for higher
dimensional skew-product maps of Tk. In fact, it holds most likely for return maps
of arbitrary uniquely ergodic nilflows. However, in this latter case, a more indirect
argument is needed since exact formulas are not available in general.
4. Mixing
In this section we give the proof of the main mixing result, Theorem 5. We are
going to use the following mixing criterium.
4.1. Mixing criterium. Let {fΦt }t∈R the special flow over a uniquely ergodic
skew-shift of the form (8) under the roof function Φ : T2 → R+. We recall the
definition of the special flow. For all t ∈ R, let
nt(x, y) := max{n ∈ N : Φn(x, y) < t} , for all (x, y) ∈ T2 .
By the definition (7) of a special flow on a fundamental domain of T2 ×R/ ∼Φ, for
any (x, y) ∈ T2 we have
fΦt ((x, y), 0) = (f
nt(x,y), t− Φnt(x,y)) .
In order to show mixing, it is enough to prove the following. Let us call cube any set
of the form [x1, x2]× [y1, y2]× [0, h] where [x1, x2], [y1, y2] ⊂ T and 0 < h < minΦ.
Let us call a partial partition into intervals of {x} ×T any collection of intervals I
of the form I = {x} × [y′, y′′], [y′, y′′] ⊂ T with pairwise disjoint interiors.
Lemma 6 (Mixing Criterium). The flow fΦ is mixing if, for any cube Q, any ǫ > 0
and any δ > 0, there exists t0 > 0 and for all t ≥ t0 there exists a measurable set
X(t) ⊂ T and for each x ∈ X(t) there exists a partial partition ξ(x, t) into intervals
of {x} × T such that
(12) Leb2
(
T2\ (∪x∈X(t) ∪I∈ξ(x,t) I)) ≤ δ.
and for all x ∈ X(t) and all [y′, y′′] ∈ ξ(x, t),
(13) Leb({x} × [y′, y′′] ∩ fΦ−t(Q)) ≥ (1 − ǫ)(y′′ − y′)µ(Q),
where Leb denotes here the Lebesgue measure on the fiber {x} × T.
The Lemma follows easily using Fubini theorem. Details can be found in [8, 39]. We
are going to prove that fΦ is mixing by constructing sets X(t) and partial partitions
ξ(x, t) of the fibers {x} × T with x ∈ X(t) which satisfy the mixing estimate (13).
4.2. Mixing mechanism outline. The main mechanism that we use to prove (13)
is a phenomenon of stretching of ergodic sums in the z-direction. Let us first give an
heuristic explanation of this mechanism and an outline of the proof. We recall that
this type of mechanism was used to produce mixing reparametrizations of flows
over Liouvillean rotations on T2 by Fayad in [8] and to prove mixing in a class
of area-preserving flows on the torus (by Sinai and Khanin in [21]) and on higher
genus surfaces (by the last author in [39]).
Fix x0 ∈ T and let I = {x0}× [a, b] be a subinterval of the y-fiber {x0}×T. The
stretch of Φn on I is by definition the following quantity:
∆Φn(I) := max
a≤y≤b
Φn(x0, y)− min
a≤y≤b
Φn(x0, y).
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We will show using Theorem 6 that one can find, for all sufficiently large t, a set
of intervals I = {x} × [y′, y′′] whose union has large measure in T2 and which
have large stretch ∆Φn(I) for all times n of the form nt(x, y) for some (x, y) ∈ I.
As shown in the next section § 4.3, large stretch implies that the variation of the
number of discrete iterations nt(x, y) with (x, y) ∈ I is large. Moreover, we will
show that in this construction y 7→ nt(x, y) is monotone on [y′, y′′]. If we subdivide
I into intervals Ii on which nt(x, y) is constant, the image under f
Φ
t of each Ii is a
1- dimensional curve γi = f
Φ
t (Ii) which goes from the base (i.e. the set T
2 × {0})
to the roof (i.e. the set {(x, y,Φ(x, y)) : (x, y) ∈ T2}). Since f sends y-fibers
to y-fibers and preserves distances within y-fibers, the projection of each curve
γi under the map (x, y, z) 7→ (x, y) is an interval in another y-fiber of the same
length than Ii. If the intervals I are chosen sufficiently small, the projections of
the curves γi shadow with good approximation an orbit of f . Moreover one can
estimate the distortion of the curves γi and show that they are close to segments in
the z-direction. Using that the skew-product f is uniquely ergodic, together with
estimates on the distortion, we can hence show that fΦi (I) which is the union of
the curves γi becomes equidistributed and hence prove the mixing estimate (13).
4.3. Stretching and discrete number of iterations. In the following sections
we will denote by Φ and Φ respectively the maximum and the minimum of Φ
on T2. By assumption Φ > 0. We will need later the following simple estimate
on the variation of the discrete number of iterations nt(x, y) on a fiber interval
I = {x} × [a, b] in terms of the stretch on I.
Lemma 7. Let I = {x} × [a, b]. Let us denote by nt(I) := mina≤y≤b nt(x, y) and
by nt(I) := maxa≤y≤b nt(x, y). We have
(14)
∆Φnt(I)(I)
Φ
− Φ
Φ
≤ nt(I)− nt(I) ≤
∆Φnt(I)(I)
Φ
+
Φ
Φ
.
Clearly (14) is meaningful when the stretch ∆Φnt(x,b)(I) is large and hence shows
that in this case also the variation of nt(x, y) on I is large.
Proof. Let us write for brevity of notation nt := nt(I) and nt := nt(I). Let
y, y ∈ [a, b] be such that respectively nt(x, y) = nt and nt(x, y) = nt. Writing
Φnt(x, y) = Φnt(x, y) + Φnt−nt (f
nt(x, y)) and using the trivial estimate Φn ≥ nΦ
we have
(nt − nt)Φ ≤ Φnt−nt (fnt(x, y)) =
= Φnt(x, y)± Φnt(x, y)− Φnt(x, y) ≤ t− (t− Φ) +∆Φnt(I),
(15)
where the latter estimate uses that by definition ∆Φnt(I) ≥ Φnt(x, y) − Φnt(x, y)
and that since nt(x, y) = nt and nt(x, y) = nt we have t−Φ ≤ Φnt(x, y),Φnt(x, y) <
t. This proves the upper bound in (14). To prove the lower bound, let yn, yM ∈ [a, b]
such that Φnt(x, yM ) = maxa≤y≤bΦnt(x, y) and Φnt(x, ym) = mina≤y≤bΦnt(x, y).
Reasoning as in (15) and remarking that Φnt(x, yM ) ≤ Φnt(yM )(x, yM ) < t, we get
(nt − nt)Φ ≥ (nt(x, ym)− nt)Φ ≥ Φnt(x,ym)−nt (fnt(x, ym)) =
= Φnt(x,ym)(x, ym)± Φnt(x, yM )− Φnt(x, ym) ≥ (t− Φ)− t+∆Φnt(I).

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4.4. From discrete time stretching to continuous time stretching. Theo-
rem 6 shows that |φn| (and hence the stretch on y-fibers) grows as n→∞. To prove
that fΦ is mixing, we need to show that the stretch grows as t tends to infinity.
The following Lemma 8 is used to make this connection. In its proof we use the
fact that the roof function belongs to the class R introduced in Definition 1.
We recall that, for a given t > 0, nt(x, y) is the maximum n ∈ N such that
Φn(x, y) < t. For each x ∈ T, let nt(x) = miny∈T nt(x, y). For each C > 0, let
(16) X(t, C) := {x for which there exists yx such that |φnt(x)(x, yx)| > C}.
Lemma 8. Let Φ ∈ R. For each C > 1, Leb{T\X(t, C)} → 0 as t→∞.
Proof. Remark that if x /∈ X(t, C), then for all y ∈ T, |φnt(x)(x, y)| ≤ C. Thus,
if the conclusion of the Lemma does not hold, there exists C > 0, δ > 0 and a
subsequence tk →∞ as k →∞ such that for all k ∈ N
(17) Leb2{(x, y) ∈ T2 : |φntk (x)(x, y)| ≤ C} ≥ Leb{T\X(t, C)} ≥ δ.
Let us show that in this case ntk(x) as x ∈ T\X(tk, C) assumes a finite number
of values uniformly bounded in k. Since φ⊥ is a trigonometric polynomial by
Definition 1, one can easily see using Fourier analysis that φ⊥− ∫ Φ(x, y) dxdy is a
coboundary, i.e. there exists a g such that φ⊥(x) = g(x+α)−g(x)+∫ Φ(x, y) dxdy,
and moreover g is also a trigonometric polynomial.
For a fixed t > 0, let y(x) be such that nt(x) = nt(x, y(x)). From the definition of
special flow we have that t−Φ(fnt(x)−1(x, y(x))) ≤ Φnt(x)(x, y(x)) ≤ t. Moreover,
by the decomposition Φ = φ+φ⊥, using that φ⊥− ∫ Φ(x, y) dxdy is a coboundary
and
∫
Φdxdy = 1, we have
Φnt(x)(x, y(x)) = φnt(x)(x, y(x)) + nt(x) + g(x+ nt(x)α) − g(x, y).
So, denoting by g = max g (well defined since here g is a trigonometric polynomial
and hence continuous) and by Φ = maxΦ(x, y), if t = tk for some k and x /∈
X(tk, C), we have tk − C − 2g − Φ ≤ ntk(x) ≤ tk + C + 2g. This shows that there
exists N > 0 independent on k, such that
∣∣ntk(x) − tk∣∣ ≤ N for all x /∈ X(tk, C).
From this, recalling (17), we can find for each k some nk ∈ N such that nk = ntk(x)
for some x /∈ X(tk, C) and Leb{(x, y) ∈ T2 : |φnk(x, y)| < C} ≥ δ/N . Since
minx∈T ntk(x) ≥ tk/Φ, nk → ∞ as k → ∞ and this shows that Leb{(x, y) ∈ T2 :
|φn(x, y)| < C} does not converges to zero as n → ∞. On the other side, φ is not
a coboundary by Definition 2, so we got a contradiction with Theorem 6. 
4.5. Choice of parameters. Let Q = [x1, x2] × [y1, y2] × [0, h] be a given cube.
Given ǫ, δ > 0, let us define the sets X(t) and the partial partitions ξ(x, t) which
satisfy the conclusion in Lemma 6. Let us first fix parameters δ0, ǫ0, N0, C0, t0 as
follows. The reader can skip these definitions at first (their use will become clear
during the proofs).
(1) Choose 0 < δ0 < 1 such that (2d+ 1)δ0 +Bdδ
bd
0 ≤ δ, where d is the degree
of y 7→ Φ(x, y) and Bd, bd are as in Lemma 4;
(2) Choose ǫ0 > 0 such that ǫ0 < min{ δ04d ,Φ, 1} and (1− ǫ0)5 ≤ (1 − ǫ);
(3) Let χ be a continuous function equal to 1 on [x1, x2]× [y1, y2− ǫ0(y2− y1)]
and identically 0 outside [x1, x2] × [y1, y2 − ǫ02 (y2 − y1)]. Let us denote by
Φ′(x, y) := ∂Φ(x,y)∂y and by Φ
′′(x, y) := ∂
2Φ(x,y)
∂y2 and let us remark that Φ
′
and Φ′′ have zero average on T2 while Φ has integral equal to 1.
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Since f is uniquely ergodic and ergodic sums of continuous functions
over an uniquely ergodic transformation converge uniformly (see [4]), there
exists N0 ∈ N be such that for all n ≥ N0 and for all (x, y) ∈ T2 all the
following bounds hold simultaneously:
(a) |Φ′n(x, y)| ≤ ǫ0n;
(b) |Φ′′n(x, y)| ≤ ǫ0n;
(c) |Φn(x,y)n − 1| ≤ ǫ01+ǫ0 ;
(d)
∣∣∣χn(x,y)n − ∫T2 χ∣∣∣ < ǫ0;
(4) Let |Φ′| and |Φ′′| denote respectively the maximum of |Φ′| and |Φ′′| on T2
and choose
C0 > max
{
2d
δ20
Φ
Φ
,
dN0
δ0
max{|Φ′|, |Φ′′|}, d(N0 + 1)
2
δ20
,
d2π2
ǫ100
max{|Φ′|, 1}
(y2 − y1)2
}
.
(5) Let X(t, C0) be as in (16) in § 4.4. By Theorem 8, we can choose t0 such
that for each t ≥ t0 we have Leb (T\X(t, C0)) < δ0.
4.6. Definition of X(t) and preliminary y-fibers partitions. Fix any t ≥ t0
where t0 is as in (5) in § 4.5. Let us set X(t) : X(t, C0) for C0 defined in (4) in § 4.5.
For any x ∈ X(t), let us define a preliminary partitions into intervals ξ1(x, t) which
we will later refine to obtain ξ(x, t) with the properties in Lemma 6.
Let us write
φnt(x)(x, y) = Re
d∑
k=1
ck(x)e
2πiky and
∂
∂y
φnt(x)(x, y) = Re
d∑
k=1
c′k(x)e
2πiky ,
where c′k(x) = 2πikck(x). Let δ0 be as in (1) in § 4.5 and let us define
(18) ξ0(x, t) :=
{
y ∈ T : |φ′nt(x)(x, y)| ≥ δ0maxk |c
′
k(x)|
}
.
Clearly ξ0(x, t) is a union of intervals. Let ξ1(x, t) be the partial partition obtained
by discarding from ξ0(x, t) all intervals which have length less than δ0.
For brevity, we will denote in the following sections
φ′(x, y) := ∂φ(x, y)/∂y and φ′′(x, y) := ∂2φ(x, y)/∂y2.
Lemma 9. The following identities hold:
∂
∂y
Φn(x, y) = Φ
′
n(x, y) = φ
′
n(x, y) and
∂2
∂y2
Φn(x, y) = Φ
′′
n(x, y) = φ
′′
n(x, y).
Proof. The identity ∂∂y (Φn) = (
∂
∂yΦ)n holds since f is a skew-product. In fact, any
skew-product commutes with all translations in the y coordinate, hence it commutes
with the derivative ∂/∂y. By definition, the function
Φn(x, y)− φn(x, y) =
n−1∑
k=0
∫
Φ(x + kα, y) dy
depends only on x ∈ T, hence φn(x, y1)−φn(x, y2) = Φn(x, y1)−Φn(x, y2), for any
n ∈ N and for any x, y1, y2 ∈ T. The Lemma follows. 
The following Lemma shows that on points belonging to intervals in ξ1(x, t) both
the derivative Φ′nt(x) and the stretch is large and of the same order.
MIXING FOR TIME-CHANGES OF HEISENBERG NILFLOWS 19
Lemma 10. The partial partitions ξ1(x, t), x ∈ X(t), are such that
(19) Leb2
(
T2\ (∪x∈X(t) ∪I∈ξ1(x,t) I)) ≤ δ.
and for all x ∈ X(t)
|Φ′nt(x)(x, y)| ≥
2πδ0
d
C0, for all y ∈ ξ1(x, t);(20)
|Φ′nt(x)(x, y1)| ≥
δ0
d
|Φ′nt(x)(x, y2)|, for all y1, y2 ∈ ξ1(x, t).(21)
Moreover, for each I = {x} × [a, b] with [a, b] ∈ ξ1(x, t), we have
∆Φnt(x)(I) ≥
2πδ20
d
C0,(22)
δ20
d
max
y∈ξ1(x,t)
|Φ′nt(x)(x, y)| ≤ ∆Φnt(x)(I) ≤
d
δ0
min
y∈ξ1(x,t)
|Φ′nt(x)(x, y)|,(23)
max
a≤y≤b
|Φ′′nt(x)(x, y)| ≤
2πd2
δ20
∆Φnt(x)(I).(24)
Proof. Let us first show the estimate on the total measure (19). By applying
Lemma 4 to φ′nt(x)/maxk c
′
k(x), we have Leb(T\ξ0(x, t)) ≤ Bdδbd0 . Since the so-
lutions of φ′nt(x)/maxk c
′
k(x) = ±δ0 are a subset of the zeros of a polynomials of
degree at most 2d, there are at most 2d solutions for each level set. Thus, ξ1(x, t)
is obtained by removing at most 2d intervals of length smaller than δ0 from ξ0(x, t)
and for each x ∈ X(t) we have Leb(ξ1(x, t)) ≥ 1 −Bdδbd0 − 2dδ0. Applying Fubini
and recalling that Leb(X(t)) ≥ 1− δ0 by (5) in § 4.5, we get (19) by the choice (1)
of δ0 in § 4.5.
Clearly for all (x, y) we have |φ′nt(x)(x, y)| ≤ dmaxk |c
′
k(x)|. Thus, from the
definition (18) of ξ0(x, t), we immediately have
min |φ′nt(x)(x, y)| ≥ δ0max |φ
′
nt(x)
(x, y)|/d ,
hence (21) by Lemma 9. Moreover, since by definition of X(t), there exists y(x)
such that |φnt(x)(x, y(x))| ≥ C0, we also have maxk |ck(x)| ≥ C0/d and since
maxk |c′k(x)| ≥ 2πmaxk |ck| ≥ 2πC0/d, again from the definition of ξ0(x, t) we
get |Φ′nt(x)(x, y)| ≥ 2πδ0C0/d, concluding the proof of (20).
The estimates (22, 23) on the stretch follows simply by using mean value from
(20) and (21) respectively and from the lower estimate on the size of intervals in
ξ1(x, t). The last estimate (24) is obtained combining the trivial upper estimate
|Φ′′(x, y)| ≤ 2πd2max |c′k(x)| with ∆Φnt(x)(I) ≥ δ20 maxk |c′k(x)| which follows from
mean value and definition of ξ0(x, t) and ξ1(x, t). 
Let us denote by nt(x) = maxy∈T nt(x, y). The choices of parameters in § 4.5 and
Lemma 10 guarantee that not only derivatives and stretch are large for n = nt(x),
but also remain large for all further iterates up to nt(x), as stated below.
Lemma 11. For all x ∈ X(t) and I = {x} × [a, b] with [a, b] ∈ ξ1(x, t) the sign of
Φ′nt(x) on I for all nt(x) ≤ n ≤ nt(x) is the same and for all nt(x) ≤ n ≤ nt(x) we
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have:
|Φ′nt(x)(x, y)|
2
≤ |Φ′n(x, y)| ≤
3|Φ′nt(x)(x, y)|
2
, for all y ∈ [a, b];(25)
1
2
δ0
d
∆Φnt(x)(I) ≤ ∆Φn(I) ≤
3
2
d
δ0
∆Φnt(x)(I);(26)
|Φ′′n(x, y)| ≤
4πd2
δ20
∆Φnt(x)(I), for all y ∈ [a, b] .(27)
Proof. Fix x ∈ X(t) and n with nt(x) ≤ n ≤ nt(x). We have Φ′n(x, y) =
Φ′nt(x)(x, y)+ Φ
′
n−nt(x)(xt, yt) where (xt, yt) := f
nt(x)(x, y). Let us show that
|Φ′n−nt(x)(xt, yt)| ≤ |Φ
′
nt(x)
(x, y)|/2, from which it follows that (25) holds and also
that Φ′n(x, y) has constant sign for all nt(x) ≤ n ≤ nt(x) and y ∈ [a, b] (recall that
Φ′nt(x) has no zeros on I by construction).
Consider N0 defined in (3) in § 4.5. On one hand, if n− nt(x) ≤ N0, we have
|Φ′n−nt(x) (xt, yt) | ≤ N0|Φ′| ≤ πδ0C0/d ,
by choice of C0 in (4), § 4.5. Thus, |Φ′n−nt(x)(xt, yt)| ≤ |Φ
′
nt(x)
(x, y)|/2 by (20). On
the other hand, if n− nt(x) ≥ N0, by (3a) in § 4.5, then by Lemma 7 and then by
mean value, (21) and ǫ0 ≤ 1, we get
(28)
|Φ′n−nt(x)(xt, yt)| ≤ ǫ0(n− nt(x))
≤ǫ0
∆Φnt(x)({x} × T) + Φ
Φ
≤ ǫ0 d
δ0
|Φ′nt(x)(x, y)|+
Φ
Φ
.
The two terms in the last expression are both less than |Φ′nt(x)(x, y)|/4, the first by
choice of ǫ0 in (2) in § 4.5 and the second using (20) and πδ0C0/2d ≥ Φ/Φ, which
follows by choice of C0 in (4) in § 4.5. This concludes the proof of (25).
The estimate (26) follows from (25) by mean value and (21). To get (27), sepa-
rating as before the cases n − nt(x) ≤ N0 and n − nt(x) ≥ N0 and, in the second
case, using (3b) in § 4.5 and reasoning as in the proof of (28), we have
|Φ′′n(x, y)| ≤ |Φ′′nt(x, y)|+max
{
N0|Φ′′|, ǫ0
Φ
∆Φnt(x)({x} × T) +
Φ
Φ
}
.
The final estimate (27) follows from here estimating |Φ′′nt(x, y)| by (24) and control-
ling the first term in the maximum by using mean value, (23) and ǫ0 ≤ Φ ≤ πdΦ
(recall the choice of ǫ0 in (2) in § 4.5) and estimating the second term in the
maximum by (22) and the choice of C0 in (4) in § 4.5, which guarantees that
2πd2∆Φnt(x)/δ
2
0 ≥ 4π2dC0 ≥ Φ/Φ.

4.7. Fibers Partitions. Let us refine the partitions ξ1(x, t) so that we can prove
that each interval equidistributes. Let us fix x ∈ X(t) and I = {x} × [a, b] with
[a, b] ∈ ξ1(x, t). Let us recall that we denote by nt(I) = mina≤y≤b nt(x, y) and
by nt(I) = maxa≤y≤b nt(x, y) and let ∆nt(I) := nt(I)− nt(I) + 1. The previous
construction guarantees the following properties.
Lemma 12. For each x ∈ X(t) and each [a, b] ∈ ξ1(x, t) the function y 7→ nt(x, y)
is monotone on [a, b] and ∆nt(I) ≥ πδ20C0/dΦ.
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Proof. By Lemma 11, the sign of Φ′n on I := {x}× [a, b] is the same for all nt(I) ≤
n ≤ nt(I). Let us assume that Φ′nt(I) < 0 so that Φn is monotonically decreasing
on I for all nt(I) ≤ n ≤ nt(I) and let us show that this implies that y 7→ nt(x, y) is
increasing on [a, b]. If a ≤ y1 < y2 ≤ b, we have Φnt(x,y1)(x, y2) < Φnt(x,y1)(x, y1) ≤
t by definition of nt(x, y1). Thus, by definition of nt(x, y) this shows nt(x, y2) ≥
nt(x, y1). From Lemma 7, nt(I) − nt(I) ≥ ∆Φnt(I)(I)/Φ − Φ/Φ and by (22) we
have ∆Φnt(I)(I)/Φ ≥ 2πδ20C0/dΦ. This gives the desired estimate for ∆nt(I) since
Φ/Φ ≤ πδ20C0/dΦ by choice of C0 in (4) § 4.5. 
From Lemma 12, we know that I can be subdivided into exactly ∆nt(I) maximal
intervals on which y 7→ nt(x, y) is locally constant. Let us assume without loss
of generality that Φ′nt(I) < 0. In this case, more precisely, for each 1 ≤ j ≤
nt(I)−nt(I) there is a unique yj ∈ [a, b] such that Φnt(I)+j(x, yj) = t and moreover
yj < yj+1 for all 1 ≤ j ≤ nt(I)−nt(I). Thus, setting y0 := a and ynt(I)−nt(I)+1 := b,
for each 0 ≤ j ≤ nt(I)− nt(I) the interval (yj , yj+1) is the interior of the maximal
interval on which nt(x, y) is equal to nt(I) + j.
Let Nt(I) := [
√
∆nt(I)], where [z] denotes the integer part of z. Let us group the
intervals [yj , yj+1] into Nt(I) groups, each of the first Nt(I) − 1 made by exactly
Nt(I) consecutive intervals, the last by the remaining ones, which are at most
2Nt(I). In this way we obtain a subdivision of the interval I of the partition
ξ1(x, t) into intervals of the form [ykNt(I), y(k+1)Nt(I)−1] for k = 0, . . . , Nt(I)− 2 or,
in the case of the last interval, of the form [yNt(I)(Nt(I)−1), b].
Let ξ(x, t) be the partition obtained refining ξ1(x, t) by repeating the above
subdivision for each interval I ∈ ξ1(x, t). The elements J ∈ ξ(x, t) have the following
properties, used in the following § 4.8 to prove equidistribution (13).
Lemma 13 (Properties of fiber partitions). For each interval J = {x} × [y′, y′′]
with x ∈ X(t) and [y′, y′′] ∈ ξ(x, t) the following properties hold.∣∣∣∣∣ ∆nt(J)∆Φnt(J)(J) − 1
∣∣∣∣∣ ≤ ǫ0, where ∆nt(J) = ny(J)− ny(J) + 1;(29)
1
∆nt(J)
ny(J)∑
n=ny(J)
χ (fn(x, y)) ≥ (1− ǫ0)2(x2 − x1)(y2 − y1), ∀ y ∈ [y′, y′′];(30)
Leb(J) = |y′′ − y′| ≤ min
{
ǫ0(y2 − y1)
2
,
ǫ0
2|Φ′| ,
δ30
8πd3
ǫ0
}
;(31) ∣∣∣∣∆Φnt(J)(J)∆Φn(J) − 1
∣∣∣∣ ≤ ǫ0, n = nt(J), . . . , nt(J);(32)
Moreover, if for h > 0 and nt(J) ≤ n ≤ nt(J) we denote by
(33) Jhn := {y ∈ [y′, y′′] : t− h ≤ Φn(x, y) < t}.
we also have
(34)
∣∣∣∣∣∆Φn(J)Leb(Jhj )(y′′ − y′)h − 1
∣∣∣∣∣ ≤ ǫ0, n = nt(J), . . . , nt(J).
Proof. Let I = {x}× [a, b] with [a, b] ∈ ξ1(x, t) be such that J ⊂ I. We will assume
that J does not contain neither of the endpoints of I. The proofs in the latter
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case requires easy adjustments to take care of the intervals where nt(x, y) = nt(I)
or nt(I), which we leave to the reader. Let us remark that in this case the values
assumed by nt(x, y) on J , which by definition are ∆nt(J) are by construction
exactly equal to Nt(I).
Without loss of generality, let us assume that y 7→ nt(x, y) is increasing on
[y′, y′′]. Thus, nt(J) = nt(x, y
′) and nt(J) = nt(x, y′′), so we have Φnt(J)(x, y
′) =
t = Φnt(J)+1(x, y
′′). Moreover, in this case Φnt(J) is decreasing. Thus,
(35)
∆Φnt(J)(J) = Φnt(J)(x, y
′)− Φnt(J)(x, y′′)
= Φnt(J)+1(x, y
′′)− Φnt(J)(x, y′′) = Φ∆nt(J)(fnt(J)(x, y′′)).
This shows that (29) follows from (3c) in § 4.5, which can be applied since ∆nt(J) =
Nt(I) ≥
√
∆nt(I) − 1 ≥ N0 by Lemma 12 and by the inequality πδ20C0/dΦ ≥
N0 + 1, which holds by choice of C0 in condition (4) in § 4.5. For the same reason,
condition (3d) in § 4.5 also holds and gives (30) by remarking that, by definition of
χ (see (3), § 4.5),∫
χ− ǫ0 ≥
∫
χ(1− ǫ0) ≥ (x2 − x1)(y2 − y1)(1 − ǫ0)2 .
To estimate the size of J , let us remark that by mean value
∆Φnt(J)(J) = |y′′ − y′||Φ′nt(J)(x, y˜)| , for some y˜ ∈ [y
′, y′′] .
Since ∆Φnt(J)(J) ≤ 2Nt(I) by (29) and |Φ′nt(J)(x, y˜)| ≥ δ0∆Φnt(I)(I)/2d by (25)
and (23), we get |y′′ − y′| ≤ 4dδ0
Nt(I)
∆Φnt(I)(I)
. By Lemma 7 and definition of Nt(I), we
have ∆Φnt(I) ≥ Nt(I)2Φ−Φ−Φ. Thus, since Nt(I) ≥ δ0
√
C0/
√
d by Lemma 12, we
have |y′ − y′′| ≤ 4d/(δ0Nt(I)) ≤ 4d
√
d/
√
C0δ20 . From here, one can check that by
choice of of C0 and ǫ0 in (2, 4) in § 4.5, we have |y′′−y′| ≤ ǫ40(y2−y1)/πmax{|Φ′|, 1}
and thus |y′′ − y′| satisfies (31).
To estimate (32), using the definition of stretch, the cocycle properties of Birkhoff
sums and then mean value, we can write |∆Φnt(J)(J)−∆Φn(J)| ≤ |Φ′n−nt(J)(x, y˜)||y′′ − y′| for some y˜ ∈ [y′, y′′]. Thus, since n− nt(J) ≤ Nt(I), we get
|∆Φnt(J)(J)−∆Φn(J)|
∆Φn(J)
≤ Nt(I)|Φ
′||y′′ − y′|
∆Φn(J)
,
which, using that Nt(I)∆Φn(J) ≤ 2 by (29), is less than ǫ0 by (31).
Let us finally prove (34). Remark that Jhn is an interval since Φn is monotone
by Lemma 11. Since by mean value theorem there exists η1, η2 ∈ [y′, y′′] such
that h = |Φ′n(x, η1)|Leb(Jhn ) and ∆Φn(J) = |Φ′n(x, η2)||y′′ − y′|, (34) follows if
we prove that | |Φ′n(x,η2)||Φ′n(x,η1)| − 1| ≤ ǫ0. Let us show that this holds by showing that
maxy′≤y≤y′′ |Φ′′n(x, y)||y′′ − y′| ≤ ǫ0miny′≤y≤y′′ |Φ′n(x, y)|. This follows from (31)
since maxy′≤y≤y′′ |Φ′′n(x, y)| ≤ 4πd
2
δ20
∆Φnt(x)(I) by (27) and miny′≤y≤y′′ |Φ′n(x, y)| ≥
δ0
2d∆Φnt(x)(I) by (25) and (23). 
4.8. Final equidistribution estimates. Let us use the properties in Lemma 13 to
show that, for each t ≥ t0, each J = {x}×[y′, y′′] with x ∈ X(t) and [y′, y′′] ∈ ξ(x, t)
verifies the equidistribution estimate (13) in Lemma 6.
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Let us first prove that, if Q = [x1, x2] × [y1, y2] × [0, h] is the cube fixed at the
beginning of § 4.5 and Leb in the LHS denotes the 1-dimensional Lebesgue on the
fiber {x} × T, we have
(36) Leb({x} × [y′, y′′] ∩ fΦ−tQ) ≥
nt(J)∑
n=nt(J)
χ (fn(x, y′)) Leb
(
Jhn
)
,
where Jhn was defined in (33) and χ is the smoothened characteristic function of the
base of Q defined in (3), § 4.5. Let us remark that by definition of Jhn , if y ∈ Jhn ,
then Φn(x, y) < t but Φn+1(x, y) ≥ t since h < Φ, so nt(x, y) = n and {x} × Jhn
is contained in nt(x, y) = n. Thus, the intervals J
h
n , nt(J) ≤ n ≤ nt(J), are all
disjoint. Hence, to prove (36), it is enough to show that if χ (fn(x, y′)) > 0, then
{x} × Jhn ⊂ {x} × [y′, y′′] ∩ fΦ−tQ. If y ∈ Jhn , since as we remarked nt(x, y) = n,
we have by definition of special flow (7) that fΦt ((x, y), 0) = (fn(x, y), t− Φn(x, y))
with 0 < t − Φn(x, y) < h by definition of Jhn . If χ(fn(x, y′)) > 0, by definition
of χ (see (3) in § 4.5), fn(x, y′) ∈ [x1, x2] × [y1, y2 − ǫ02 (y2 − y1)]. Since |y′ − y| ≤
ǫ0(y2−y1)/2 by (31) and fn preserves y-fibers and distances between points in a y-
fibers, we also have fn(x, y) ∈ [x1, x2]× [y1, y2]. This shows that fΦt ({x}×Jhn) ⊂ Q
and concludes the proof of (36).
Let us now estimate the RHS of (36). For t ≥ t, using (29, 32, 34) and then (30),
we get
nt(J)∑
n=nt(J)
χ (fn(x, y′)) Leb
(
Jhn
)
=
=
∑nt(J)
n=nt(J)
χ (fn(x, y′)) ∆nt(J)∆Φnt(J)(J)
∆Φnt(J)(J)
∆Φn(J)
∆Φn(J)Leb(Jhn)
h|y′′−y′| h|y′′ − y′|
∆nt(J)
≥
≥ (1− ǫ0)5h|y′′ − y′|(x2 − x1)(y2 − y1).
This, together with (36), concludes the proof of (13) by choice of ǫ0 in (2), § 4.5.
Since the partitions ξ(x, t) are by construction a subdivision of the partition ξ1(x, t),
we already verified in Lemma 10 that the partitions satisfy also the first assump-
tion (12) of Lemma 6. Thus, mixing of fΦ follows from Lemma 6, concluding the
proof of Theorem 5.
5. Cocycle Effectiveness
In this section we prove Theorem 7. We begin by recalling basic results on
the cohomological equation for the skew-shift essentially due to A. Katok at the
beginning of the 80’s (published in [20], §11.6.1).
Let us consider the cohomological equation for a linear skew-shift of the form
(8), that is, the linear difference equation
(37) u ◦ f − u = Φ ,
for a given function Φ on T2. By the decomposition Φ := φ + φ⊥ of any function
Φ ∈ L2(T2) into a sum of a function φ ∈ π∗L2(T)⊥ and a function φ⊥ ∈ π∗L2(T),
the equation can be decomposed into the cohomological equation
u⊥ ◦Rα − u⊥ = φ⊥
24 ARTUR AVILA, GIOVANNI FORNI, AND CORINNA ULCIGRAI
for the rotation Rα of the circle of angle α ∈ R and the cohomological equation (37)
with a right hand side satisfying the property
(38)
∫
T
Φ(x, y)dy = 0 , for all x ∈ T .
The space L2(T2) further decomposes into orthogonal irreducible components for
the action of the skew-shift. Let A ∈ GL(2,R) be the matrix
A =
(
1 1
0 1
)
.
Let {em,n : (m,n) ∈ Z2} be the standard Fourier basis of L2(T2), that is,
em,n(x, y) := exp[2πi(mx+ ny)] , for all (x, y) ∈ T2 .
Let OA be the set of orbits of the action of the matrix A on Z2. For any ω ∈ OA,
let Hω ⊂ L2(T2) be the subspace defined as follows:
Hω =
⊕
(m,n)∈ω
Cem,n .
The following result is well-known and easy to verify:
Lemma 14. The space L2(T2) admits an orthogonal splitting
L2(T2) =
⊕
ω∈OA
Hω ;
all the components Hω are invariant under the skew-shift f : T
2 → T2, that is,
f∗(Hω) = Hω , for all ω ∈ OA .
The existence of solutions of the cohomological equation can therefore be inves-
tigated in each irreducible component Hω. We describe below the space OA and
the irreducible components Hω, ω ∈ OA in more detail.
Let (m,n) ∈ Z2. If n = 0, the A-orbit [(m, 0)] ⊂ Z2 of (m, 0) is reduced to a
single element. The space
H0 :=
⊕
m∈Z
H[(m,0)] = π
∗L2(T)
is the space of functions which factor through a square-integrable function on the
circle. For such functions the cohomological equation is reduced to the cohomolog-
ical equation for circle rotations. We are especially interested in functions in the
orthogonal complement of H0, that is, functions of zero average along the fibers of
the projection π : T2 → T (see (38)).
If n 6= 0, then the A-orbit [(m,n)] ⊂ Z2 of (m,n) can is described as follows:
[(m,n)] = {(m+ jn, n) : j ∈ Z} .
It follows that everyA-orbit can be labeled uniquely by a pair (m,n) ∈ Z|n|×Z\{0}.
Let H(m,n) denote the corresponding factor. Let C
∞(H(m,n)) be the subspace of
smooth functions in H(m,n). By definition every function Φ ∈ C∞(H(m,n)) has a
Fourier expansion of the form
Φ =
∑
j∈Z
Φjem+jn,n .
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For every s > 0, let W s(H(m,n)) be the standard Sobolev space, that is the com-
pletion of C∞(H(m,n)) with respect to the norm:
‖Φ‖s :=
∑
j∈Z
(1 + (m+ jn)2 + n2)s|Φj |2
1/2 .
Theorem 10. ([20], Th. 11.25) There exists a unique distributional obstruction
to the existence of a smooth solution u ∈ C∞(H(m,n)) of the cohomological equa-
tion (37) with right hand side Φ ∈ C∞(H(m,n)). Such an obstruction is the invari-
ant distribution D(m,n) ∈W−s(T2) for all s > 1/2 defined as follows:
D(m,n)(ea,b) :=
{
e−2πi[(αm+βn)j+αn(
j
2)] if (a, b) = (m+ jn, n) ;
0 otherwise.
The solution of the cohomological equation for any Φ ∈ C∞(H(m,n)) such that
D(m,n)(Φ) = 0 is given by the following formula. If Φ =
∑
j∈Z Φjem+jn,n, the
solution u =
∑
j∈Z ujem+jn,n is:
(39)
uj = −e2πi[(αm+βn)j+αn(
j
2)]
j∑
k=−∞
Φke
−2πi[(αm+βn)k+αn(k2)]
= e2πi[(αm+βn)j+αn(
j
2)]
∞∑
k=j+1
Φke
−2πi[(αm+βn)k+αn(k2)] .
If Φ ∈ W s(H(m,n)) for any s > 1 and D(m,n)(Φ) = 0, then the above solution
u ∈ W t(H(m,n)) for all t < s− 1 and there exists a constant Cs,t > 0 such that
‖u‖t ≤ Cs,t ‖Φ‖s .
The results below establish the quantitative behavior of ergodic averages for
smooth functions under the skew-shift.
Lemma 15. Let (m,n) ∈ Z|n| × Z \ {0} and let s > 1/2. There exists a constant
Cs > 0 such that, for any Φ ∈ W s(H(m,n)),
(40)
C−1s |D(m,n)(Φ)| ≤ lim inf
N→+∞
1
N1/2
‖
N−1∑
k=0
Φ ◦ fk‖L2(T2)
≤ lim sup
N→+∞
1
N1/2
‖
N−1∑
k=0
Φ ◦ fk‖L2(T2) ≤ Cs|D(m,n)(Φ)| .
Proof. Let us write the Fourier expansion of a function Φ ∈ W s(H(m,n)) and di-
rectly compute the ergodic sums. We obtain the formula
‖
N−1∑
k=0
Φ ◦ fk‖2L2(T2) =
∑
ℓ∈Z
|
ℓ∑
j=ℓ−N+1
Φje
−2πi[(αm+βn)j+αn(j2)]|2
from which the result follows. Let us first prove the lower bound, which is the
relevant one for our paper. Since Φ ∈W s(H(m,n)), by Ho¨lder inequality,
(41) |
∑
|j|≥M
Φje
−2πi[(αm+βn)j+αn(j2)]| ≤ Ks‖Φ‖sM−(s−1/2) , for any M ∈ N \ {0} .
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It follows that there exists a constant K ′s > 0 such that
(42)
1
N
N/2∑
ℓ=N/4
|
ℓ∑
j=ℓ−N+1
Φje
−2πi[(αm+βn)j+αn(j2)]|2
≥ |D(m,n)(Φ)|
2
8
−K ′s‖Φ‖2sN−2(s−
1
2 ) ,
which implies the lower bound on the lower limit claimed in the statement.
As for the upper bound, it can be proved as follows. For any 0 < η < 1, the
following bound can be derived from the estimate in formula (41) :
(43)
1
N
N−Nη∑
ℓ=Nη
|
ℓ∑
j=ℓ−N+1
Φje
−2πi[(αm+βn)j+αn(j2))]|2
≤ 2|D(m,n)(Φ)|2 +K ′s‖Φ‖2sN−2η(s−
1
2 ) .
By applying again formula (41) we can derive the following bounds:
(44)
1
N
∑
ℓ≥N+Nη
|
ℓ∑
j=ℓ−N+1
Φje
−2πi[(αm+βn)j+αn(j2))]|2 ≤ K ′s‖Φ‖2sN−2η(s−
1
2 ) ;
1
N
∑
ℓ≤−Nη
|
ℓ∑
j=ℓ−N+1
Φje
−2πi[(αm+βn)j+αn(j2))]|2 ≤ K ′s‖Φ‖2sN−2η(s−
1
2 ) .
Finally the following estimates hold:
(45)
1
N
N+Nη∑
ℓ=N−Nη
|
ℓ∑
j=ℓ−N+1
Φje
−2πi[(αm+βn)j+αn(j2))]|2 ≤ 2K ′s‖Φ‖2sN−(1−η) ;
1
N
Nη∑
ℓ=−Nη
|
ℓ∑
j=ℓ−N+1
Φje
−2πi[(αm+βn)j+αn(j2))]|2 ≤ 2K ′s‖Φ‖2sN−(1−η) .
The upper bound on the upper limit claimed in the statement follows immediately
from the estimates (44) and (45). 
The uniform norm of the ergodic averages of sufficiently smooth functions can
be controlled sharply along a subsequence of times. This result can be derived from
classical (sharp) number theory results on Weyl sums of quadratic polynomials (see
[9] and references therein or [28]) or from the results of [11] on the quantitative
equidistribution of Heisenberg nilflows.
Theorem 11. Let α ∈ R \ Q be any irrational number and let s > 3. There exist
a constant Ms > 0 and a (positively) diverging sequence {Nℓ}ℓ∈N (depending on α)
such that, for all Φ ∈W s(T2) ∩H⊥0 and for all (x, y) ∈ T2,
(46)
1
N
1/2
ℓ
|
Nℓ−1∑
k=0
Φ ◦ fk(x, y)| ≤Ms‖Φ‖s .
Proof. Since the special flow with a constant roof function r > 0 of a uniquely
ergodic linear skew-shift is smoothly equivalent to a uniquely ergodic Heisenberg
nilflow, it sufficient to prove the result for Heisenberg nilflow. In fact, let {f rt }
denote the special flow over f with roof function r > 0. Let χ ∈ C∞0 (0, r) be
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compactly supported function of integral equal to 1 on R. For any function Φ ∈ T2,
let Φˆχ : T
2 × [0, r]→ R be the smooth function defined as follows:
Φˆχ(x, y, z) = Φ(x, y)χ(z) , for all (x, y) ∈ T2, z ∈ [0, r] .
Since T2 × [0, r] is a fundamental domain for the quotient T2 ×R/ ∼r the function
Φˆχ, which vanishes at the boundary with all its derivatives, projects to a well-
defined function Φχ on M ≈ T2 ×R/ ∼r. The function Φχ ∈W s(M)∩ π∗L2(T2)⊥
if and only if Φ ∈ W s(T2) ∩H⊥0 . By construction, since the function χ ∈ C∞0 (0, r)
has integral equal to 1 on (0, r), for all N ∈ N and for all (x, y) ∈ T2, we have
(47)
N−1∑
k=0
Φ ◦ fk(x, y) =
∫ N
0
Φχ ◦ f rt (x, y, 0)dt .
Thus the statement of the theorem can be derived from the following claim. For
every s > 3 and for every uniquely ergodic Heisenberg nilflow {φWt } on M = Γ\N ,
there exist a constant Cs > 0 and a (positively) diverging sequence {Tℓ} ⊂ R such
that, for all Ψ ∈W s(M) ∩ π∗L2(T2)⊥ and for all x ∈M ,
(48)
1
T
1/2
ℓ
|
∫ Tℓ
0
Ψ ◦ φWt (x)dt| ≤ Cs‖Ψ‖s .
The above claim follows from Lemma 5.5 and Lemma 5.8 in [11]. Let W¯ = (1, α) ∈
R2 be the projection of the generator W ∈ n onto the abelianized Lie algebra
n/[n, n] ≈ R2. For any compact set K ⊂ PSL(2,Z)\PSL(2,R) there exists a
constant Cs := Cs(K) such that the bound (48) holds under the condition that
logTℓ ∈ R+ is a return time to K of the trajectory of the point
PSL(2,Z)
(
1 α
0 0
)
∈ PSL(2,Z)\PSL(2,R)
under the geodesic flow on the unit tangent bundle PSL(2,Z)\PSL(2,R) of the
modular surface. Thus the above claim follows from the recurrence of all irrational
points of PSL(2,Z)\PSL(2,R) under the modular geodesic flow.
Let {Tℓ} ⊂ R+ be any diverging sequence such that the bound (48) holds. By
the identity (47), the bound (46) holds for the diverging sequence {[Tℓ]} ⊂ N. The
proof of the theorem is completed. 
Remark 12. The theory on the existence of smooth solutions of the cohomological
equation outlined above generalizes to skew-shifts in any dimensions (in fact, to
nilflows on any nilpotent manifold [12]). However, as far as we know, Theorem 11
is not established for higher dimensional skew-shifts, not even for typical rotation
numbers. Bounds on ergodic averages of higher dimensional skew-shifts are closely
related to bounds on Weyl sums for polynomials of degree greater than 2.
We conclude by proving Theorem 7 which states that any sufficiently smooth
function Φ ∈ H⊥0 is a smooth coboundary for a uniquely ergodic (irrational) skew-
shift if and only if it is a measurable coboundary.
Proof of Theorem 7. Let {Φℓ} denote the sequence of the ergodic sums of the func-
tion Φ ∈ W s(T2) ∩H⊥0 , that is,
Φℓ(x, y) =
Nℓ−1∑
k=0
Φ ◦ fk(x, y) , for all (x, y) ∈ T2 ,
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along the sequence {Nl}l∈N constructed in Theorem 11. Let Sℓǫ ⊂ T2 be the set
defined as follows:
(49) Sℓǫ := {(x, y) ∈ T2 : |Φℓ(x, y)| ≥ ǫN1/2ℓ } .
Theorem 11 implies by an elementary estimate that
‖Φℓ‖2L2(T2) ≤M2s ‖Φ‖2sLeb(Sℓǫ)Nl + ǫ2Nℓ(1 − Leb(Sℓǫ)) .
It follows that, if the function Φ does not belong to the kernel of all invariant
distributions, by Lemma 15 there exists a constant cΦ > 0 such that
cΦNℓ ≤M2s ‖Φ‖2sLeb(Sℓǫ)Nℓ + ǫ2(1− Leb(Sℓǫ))Nℓ ,
hence
(cΦ − ǫ2) ≤ (M2s ‖Φ‖2s − ǫ2)Leb(Sℓǫ)
and there exist ǫ > 0 and η(ǫ) > 0 such that
(50) Leb(Sℓǫ) ≥ ηǫ , for all ℓ ∈ N .
We conclude the argument by proving that if the lower bound (50) holds, the
function Φ is not a measurable coboundary. In fact, let us assume it is and derive
a contradiction. Let u be a measurable transfer function on T2. Since u is almost
everywhere finite, there exists a constant Mǫ > 0 such that
Leb{(x, y) ∈ T2 : |u(x, y)| ≤Mǫ/2} ≥ 1− η(ǫ)/4 .
Thus, by the identity Φℓ(x, y) = u ◦ fNℓ(x, y)− u(x, y), it follows that
(51) Leb{(x, y) ∈ T2 : |Φℓ(x, y)| ≤Mǫ} ≥ 1− η(ǫ)/2 ;
however, by definition (49) the subsets Sℓ(ǫ) and {(x, y) ∈ T2 : |Φℓ(x, y)| ≤ Mǫ}
are disjoint for all Nℓ > ǫ
−2M2ǫ , hence
1 + η(ǫ)/2 ≤ Leb(Sℓ(ǫ)) + Leb{(x, y) ∈ T2 : |Φℓ(x, y)| ≤Mǫ} ≤ 1 ,
which is the desired contradiction. 
Let us show that the class Mf of mixing roof functions in Definition 2 contains
the complement of a countable codimension subspace of a dense subspace of the
space of smooth functions which can be described explicitely.
Corollary 2. The class Mf contains the set
PT2\
(∩n∈Z\{0} ∩m∈Z|n| kerD(m,n)) ∩ kerD(0,0) ,
where PT2 denotes the space of all real-valued functions on T2 which are trigono-
metric polynomials in both variables and D(m,n) are the invariant distributions for
the linear skew-shift described in Theorem 10.
Proof. Since Φ ∈ P+
T2
is a trigonometric polynomials in all variables, the inclusion
P+
T2
⊂ R holds. By Theorem 7 and Theorem 10, φ is a measurable coboundary if
and only if it is not in the kernel of all invariant distributions in Theorem 10. 
Let us now prove that the roofs functions of the examples at the end of § 2.4
belong to the class R. We will prove that roofs in (3) are in R, since (1), (2)
have analogous proofs. Let Φ be as in (3). By Corollary 2, it is enough to find a
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distribution D(m,n) as in Theorem 10 which is not zero. One can check that the
roof function Φ ∈ H[(0,1)] +H[(0,−1)] and, by Theorem 10 and by assumption,
D(0,1)(
∑
j∈Z
aje
2πi(jx+y)) =
∑
j∈Z
aje
−2πi(βj+α(j2)) 6= 0 .
6. Non-triviality, weak mixing and mixing equivalences
In this section we give the proofs of the equivalences in Theorem 3 and Theo-
rem 4. We first recall for the convenience of the reader the following well-knwon
elementary result about special flows that relates non-triviality of time-changes and
weak mixing (see for instance [20], §9.3.4).
Lemma 16 (Non-triviality and weak mixing). Let f be a measure preserving trans-
formation on a probability space (Σ, ν). For any measurable almost coboundary
Φ : Σ→ R+, the special flow fΦ over f with roof function Φ is measurably trivial,
hence it is not weak mixing.
Proof. Since Φ is an almost coboundary, there exist a constant CΦ > 0 and a
measurable function u : X → R such that
(52) Φ− CΦ = u ◦ f − u ,
Let I : X × R→ X × R be the map
I(x, z) = (x, z + u(x)) , for all (x, z) ∈ X × R .
It is immediate to see that the map I is a measurable isomorphism of X ×R which
conjugates the vertical flow to itself. Since the phase space of the special flow
under Φ is defined as the quotient X/ ∼Φ with respect to the equivalence relation
(x,Φ(x)+z) ∼Φ (f(x), z), for all x ∈ X, z ∈ R, it is sufficient to prove that the map
I has a well-defined projection on the quotient spaces X/ ∼Φ and X/ ∼CΦ . Since
u is a solution of the cohomological equation (52), the following identities hold:
I(x,Φ(x) + z) = (x,Φ(x) + u(x) + z) =
= (x,CΦ + u ◦ f(x) + z) ∼CΦ (f(x), u ◦ f(x) + z) = I(f(x), z) ,
hence the map I : X × R → X × R passes to the quotient as claimed. It is well
known and immediate to verify that no special flow with constant roof function is
weak mixing. 
Proof of Theorem 4. Let Mf = R \ Tf be the class defined in Definition 2. As a
consequence of the cocycle effectiveness (Theorem 7), Tf is in fact the intersection
of the dense space R with the kernel of countable many linear functionals, as
stated in Theorem 4 (see Corollary 2). Let us prove the equivalences of (1) − (4).
The implication (1) ⇒ (4) is exactly the content of Theorem 5. The implication
(4)⇒ (3) is obvious. If Φ is smoothly trivial, hence in particular measurably trivial,
fΦ is not weak mixing (see Lemma 16). Thus, taking counterpositives, (3)⇒ (2).
We are left to prove (2)⇒ (1). Let us again prove the counterpositive implication
and, since Φ ∈ R by the assumptions in Theorem 4, if (1) does not hold, we know
that Φ ∈ R\Mf . This means, by Definition 2 ofMf , that the projection φ defined
in (9) is a measurable coboundary for f . Since clearly R ⊂ W s(T2), s > 3, by
Theorem 7 we then know that φ belongs to the kernel of all f -invariant distributions
and it is a smooth almost coboundary. It is easy to check solving the cohomological
equation in Fourier coefficients that any trigonometric polynomial on T is a smooth
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almost coboundary for any irrational circle rotation. Thus, Φ = φ+φ⊥ is a smooth
almost coboundary for the skew-shift and fΦ is smoothly trivial, or equivalently,
(2) does not hold. This concludes the proof of the equivalences. 
Proof of Theorem 3. We will deduce Theorem 3 from Theorem 4. As summarized
in § 2.2, any uniquely ergodic Heisenberg nilflow φW has a global transverse smooth
transverse surface Σ ≈ T2E = R2/(Z×Z/E) and the Poincare´ map PW : T2E → T2E
is a uniquely ergodic skew-shift (over a circle rotation). Let T2 = R2/Z2. It follows
from Lemma 1 that there exist α ∈ R \Q and β ∈ R such that the linear skew-shift
over a circle rotation, defined in (8), is a covering map of finite order E ∈ N\{0} of
the Poincare´ map, in the sense that the canonical projection πE : T
2 → T2E yields a
semi-conjugacy between the skew-shift f on T2 and the Poincare´ map PW on T
2
E .
It is sufficient to prove the theorem in the particular case E = 1, when the Poincare´
map is isomorphic to a uniquely ergodic standard skew-shift of the form (8). In
fact, all other cases can be treated similarly or reduced to this one by considering
the appropriate covering map on T2.
Let us say that a positive function α belongs to the class A (respectively to
the class Mf ) iff the return time function Φα given by Lemma 2 where Φ ≡ 1
belongs to R (respectively to Mf ). The proof of Theorem 3 now reduces simply
in a rephrasing (1)− (4) in Theorem 3 using the dictionary between time-changes
of flows and special flows recalled in § 2.4 and checking that they correspond to
(1)− (4) in Theorem 4. 
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