This paper presents comparison study based on link utilization in the networks running over RIP (Routing information Protocol), OSPF (Open Shortest Path First) and MultiProtocol Label Switching (MPLS). Poor link utilization in case of RIP and OSPF is identified. A detailed simulation study is performed over MPLS network where we have shown MPLS network has utilized most of links resulting in congestion avoidance, low queuing delays.
INTRODUCTION
Circuit switched and packet switched networks are two most prominent types of switched networks. Circuit switched networks are usually engaged in telephone system and packet switched networks are employed in computer networks. In packet switched networks chunks of information is transmitted from one node another node in the form of packets [1] . In circuit switched networks packets are handled individually and easily, whereas in packet switched networks it is more difficult to manage flows of data. But packet switched networks is advantageous as it can provide alternate route in case of link failures [2] . Now a day's data transmission over the internet is very huge ranging from several megabytes to terabytes. Since, optical fiber is the chosen predominantly for this huge data transmission, a matching data transferring topologies, efficient and reliable systems are primarily essential. These needs can be fulfilled using two emerging technologies like Differential Services (DiffServ) and Multi-Protocol Label Switching (MPLS) [3] . In comparison of DiffServ with MPLS, MPLS is developing as a future protocol. MPLS is preferable over DiffServ because, MPLS utilizes "Multi-Protocol Architecture" based on simple label switching mechanism, traffic can be easily differentiated thereby ensuring Quality of Service (QoS) based on traffic types [4] and applications like Virtual Private Networks (VPN) need MPLS high quality endto-end service [5] . The new and better network topologiesAny Transport over MPLS (AToM) [6] , MPLS over VoIP (Voice over Internet Protocol) and video traffics [7] etc. have resulted in appreciable QoS.
Researchers have found advantages in transmitting heterogeneous data over MPLS enabled networks. Ajay Pal et al. in [8] have proposed an economical global protection framework that is designed to provide minimal involvement of intermediate Label Switching Paths (LSPs). In [9] a twophase heuristic approach is proposed to solve distortion-aware non-linear discrete optimization problem in MPLS backbone.
MPLS has shown considerably better performance when compared with IP network. N. Akar et al. in [10] have proposed a model-free asynchronous adaptive hysteresis algorithm for MPLS automatic bandwidth allocation. This method mainly deals with optimal bandwidth allocation to LSPs based on the demand created by aggregate data traffic. In [11] , MPLS over ATM with varying loads of multimedia data is simulated. It is found that MPLS over Asynchronous Transfer Mode (ATM) method provide improved results for all of the multimedia traffics and also overcomes the disadvantage of the IP over ATM. In this paper we have simulated MPLS enabled network and tested for varying load of heterogeneous data. Many researchers have extensively studied MPLS because IP forwarding capabilities can be enabled in IP unaware networks using "explicit routes" and to support certain types of virtual private network services [12] . Zakaria et al. in [13] have performed comparative study of ATM and MPLS network with video multicast traffic in the presence of congestion. It is found that on average, the transmitted video stream of 1,200 kbps dropped to 700 kbps for MPLS and to 600 kbps for ATM and average bandwidth utilization of MPLS is 41% and ATM is 28%.
MPLS enabled network can provide efficient traffic engineering services, better traffic shaping, flow based services etc. In [14] , routing based traffic flow shaping is introduced, where aggregate traffic is split over multiple LSPs in the MPLS network. This method is efficient at solving some of the routing problems like bottleneck and mismatch problems. Network with MPLS can offer good QoS to delay sensitive traffic such as VoIP, video conferences and meetings. Network failure such as link faults, crash of network elements or congestion are easily handled in MPLS networks [15] [16] [17] [18] [19] .
The rest of the paper is organized as follows. In section 2, we have described traditional IP network and MPLS network operation along with the important terms associated with MPLS. In section 3, simulation methodology and traffic data simulation are presented. Then we discuss detailed network analysis of Routing Information Protocol (RIP), Open Shortest Path First (OSPF) and MPLS enabled OSPF network by considering parameters like point-to-point link utilization and transmission delay. Finally we give a brief conclusion and future scope of the carried out work.
MPLS AND NON-MPLS NETWORK 2.1 Classic IP Routing
In IP routing, source node sends the packet to the intermediate nodes, if any, and later to destination node based on destination IP address of the packet. Every time the source node has to decide about the next node to forward the packet. To make such decision each node maintains a 
MPLS Operation
MPLS is a technology to forward the packets in IP unaware networks [21] 
Fig 1: MPLS Operation
The MPLS operation is clearly shown in Fig. 1 . Initially each of the MPLS routers creates a table. LDP uses the routing table information to establish label values among neighbouring LSRs and created LSPs. As soon as a packet arrives at ingress router, it assesses the QoS and bandwidth requirement demands of the packet and assigns a suitable label to the packet and forwards into MPLS core. The labelled packet is transmitted over several LSRs inside the MPLS core till it reaches the egress router. Egress router takes off the label and reads the packet header and forwards it to appropriate destination node.
SIMULATION 3.1 Simulation Methodology
Network is simulated using OPNET® IT Guru. OPNET® is extensive and powerful simulation software with wide variety of possibilities. It enables the possibility to simulate entire heterogeneous networks with various protocols.
Fig 2: Network Components
The simulated network, as shown in Fig. 2 , consists of three areas namely Site1, Internet Core and Site2. There are four end nodes out of which voiceUSER1 and httpUSER are located at Site1 and SERVER and voiceUSER2 are located at Site2. Internet Core consists of five routers (node_0, node_1, node_2, node_3, node_4). These routers are connected with point-to-point DS1 cable of data rate 1.54 Mbps. The end nodes are connected to Internet Core with point-to-point DS3 cable of data rate 44.736 Mbps. Simulation duration is set to 600 seconds.
Traffic Simulation
We have simulated web browsing and voice application traffic using application and profile configuration utilities provided by OPNET IT Guru. To make simulated network much more real we have added extra background traffic with the help of demand model. The demand model is connected between two tiers indicating the traffic intensity in terms of Traffic (bits/sec) and Traffic (packets/sec) and is set to 500,000 bits/sec and 500 packets/sec respectively for each of the demand. In the Fig. 3 , the demand models have been set between all the end nodes shown using purple colored links. For example the three is traffic flow link to and from httpUSER to and from SERVER. 
NETWORK ANALYSIS WITH RESPECT TO LINK UTILIZATION
We will first describe network with RIP and OSPF routing protocols. RIP is type of distance vector routing algorithm. Hop count is used as routing metric in RIP and routing path from source to destination can contain maximum of 15 hops. The restriction on number of hops poses difficulty in building bigger networks using RIP. RIP suffers from count to infinity problem. RIP chooses only single shortest path from source node to destination node out of available shortest paths. This leads to over utilization of chosen path and underutilization of other paths.
OSPF is a type of interior gateway protocol. OSPF creates network topology map using link state information and it can detect link failures and converge on an alternate congestion free shortest path. OSPF on the other hand, uses both the available shortest paths and distributes the load over two chosen shortest paths, which leads to efficient link utilization. This is explained by simulating the RIP and OSPF networks using OPNET IT Guru. 
RIP and OSPF networks
We have created separate scenario for each of the RIP and OSPF networks. The first scenario includes the network configured to work using RIP. Here all the nodes and interfaces are configured to RIP. Second scenario is same network with OSPF configured on all interfaces and nodes. In rest of the paper, <-> indicates bidirectional link between two nodes. -> and <-represents unidirectional link in forward and reverse direction respectively. For the same traffic intensity pattern as used in RIP, network configured with OSPF uses both available shortest paths to transmit the packets. OSPF chose links, node_0 <-> node_2 <-> node_1 and node_0 <-> node_3 <-> node_1 distributing the load on both paths. Fig. 8 and Fig. 9 shows that about 66% of the link node_0 <-> node_2 <-> node_1 is utilized. Fig. 10 and Fig. 11 shows that about 66% of the link node_0 <-> node_3 <-> node_1 is utilized. This shows that traffic load is distributed over two shortest paths resulting in efficient link utilization.
When link is over utilized packet queuing delay increases. Queuing delay at the paths chosen by RIP and OSPF is shown in Fig. 12 and Fig. 13. Fig. 12 and Fig. 13 indicate, RIP implemented network experiences maximum packet queuing delay for about, 7.5 seconds at node_0 -> node_2 and 5.1 seconds at node_0 -> node_2 respectively, whereas OSPF implemented network experiences no such delays. Thus OSPF performs better than RIP in terms link utilization. 
MPLS Network
Now the third scenario where, MPLS enabled OSPF network is simulated by doubling the traffic i.e., Traffic (bits/sec) = 1,000,000 Mbps and Traffic (packets/sec) = 1000 (packets/sec) as shown in Fig. 15 . In this network, label switched path is created indicated by red thick line from node_0 to node_1. Here, node_0 is the ingress router and node_1 is the egress router.
MPLS Traffic Engineering efficiently distributes the incoming traffic over shortest path as well as other unutilized links also. This will ensure low queuing delay and low packet loss which is very essential for delay sensitive voice application. After simulating the MPLS network for 600 seconds, we found MPLS has efficiently used many of the unutilized links shown in the table 1.
MPLS Traffic Engineering configuration has utilized 13 links out of 14 links in the core network which approximately matches to 93% of the total link utilization. This result is obtained by setting the Traffic intensity i.e., Traffic (bits/sec) = 1,000,000 and Traffic (packets/sec) = 1000 in the traffic demand between all the end nodes in the network. From this result it can be ensured that MPLS TE with OSPF protocol configured on all the nodes and interfaces, maximum link utilization is guaranteed.
CONCLUSIONS
This paper explains poor link utilization in RIP and OSPF networks. It is seen that networks configured with RIP and OSPF routing techniques are not capable of handling the incoming traffic efficiently. When the network traffic increases, shortest path from source node to destination node is heavily congested and lead to loss of transmission data.
We have successfully simulated and shown the MPLS is capable of handling incoming traffic efficiently by distributing the traffic over unutilized links. This will ensure packets entering into MPLS core reach the destination with minimum queuing delay. MPLS-TE is most suitable for huge traffic volume.
In the preformed simulations, we have considered aggregate data consisting of web browsing and voice traffic only. In our future work, along with the aggregate data we will include video data and analyze performance of MPLS enabled OSPF network.
