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In problems arising in the analysis of systems operating in an unknown or 
random environment, probability theory and statistical decision theory usually 
have been employed to obtain solutions. Recently, however, some researchers 
have recognized some inadequacies and difficulties in the application of these 
theories. For this reason we seek alternative techniques for application to two 
frequently occurring problems which arise under uncertainty: the problems of 
"estimation" and "extrapolation." In our approach, a probability-statistics 
model is not assumed. Instead, we formalize what is meant by a rational choice 
of an estimation or extrapolation procedure by listing a set of intuitively 
reasonable or desirable properties (axioms) which incorporate the definition of 
and our goals in performing estimation and extrapolation. The decision rules 
which satisfy these axioms are then determined; toget some idea of the behavior 
of these rules we study their performance on data from both statistical and 
incompletely specified sources. The estimation and extrapolation methods 
developed here might be useful in situations in which either a probabilistic 
model is not meaningful, or in cases in which too little data is available to infer 
a priori statistical knowledge. 
1. INTRODUCTION 
Prob lems arising in the analysis of systems operat ing in an unknown or 
random env i ronment  heretofore have been examined almost exclusively 
in the domain  of the theor ies of probabi l i ty  and statistical decis ion-making.  
More  recently,  however,  there has been an increased use of techniques wh ich  
are not  ent ire ly based on probabi l i ty  and statistics, e.g., t ra inable l inear 
pat tern  classification (Ni lsson, 1965), nearest -ne ighbor  classification (Cover 
and Hart ,  1967; Cover, 1968), and decis ion-making in fuzzy env i ronments  
(Zadeh,  1965; Be l lman and Zadeh,  1970). Th is  use was at least in part  a 
consequence of the recognit ion of some inadequacies and difficulties in the 
appl icat ion of these theories. Some cr i t ic ism (Zadeh,  1958) centered on the 
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dependence of statistics on some prior probabilistic knowledge and the 
difficulties in selecting a "good" procedure in statistical decision theory. 
Others (Fine, 1973) pointed out circumstances in which uncertainty may not 
be well characterized by axiomatic probability theory. Thus, there has 
developed a need for alternative methods of solving problems that arise 
under uncertainty. For this reason, in this paper we follow an approach 
initiated by Fine in the solution of two such problems, that of "estimation" 
and "extrapolation." In this approach we make no probability or statistics 
assumptions. Instead, we formalize what is meant by a rational choice of an 
estimation or extrapolation procedure by listing a set of intuitively reasonable 
or desirable properties (axioms) which incorporate the definition of and one's 
goals in performing estimation or extrapolation. The decision rules which 
satisfy these axioms are then determined. To further justify the use of these 
rules we study some of their performance on both statistical and incompletely 
specified ata sources. The estimation and extrapolation procedures developed 
here might be useful in situations in which either a probabilistic model is not 
meaningful, or in cases in which too little data are available to infer a priori 
statistical knowledge. 
The approach taken here parallels the research in axiomatic decision 
theory (Luce and Raiffa, 1957) in which one attempts to formulate decision 
procedures axiomatically when one is completely ignorant about, and has no 
information on, the true state of nature. Two basic differences between our 
approach and that in axiomatic decision theory are: (1) the usual game- 
decision theoretic setup (acts, states of nature, loss function) is not assumed; 
and (2) our axioms will be concerned with the description of desirable 
properties of estimators and extrapolators instead of those of decision rules. 
Although estimation and extrapolation may be thought of as special cases 
of decision-making, it is felt that they have essential characteristics which 
are not explicitly accounted for in a general decision-making framework. 
Previous research in this axiomatic approach was carried out by Fine (1968, 
1970). He was concerned with the following problem: given pairs of numbers 
(x i ,  Yi), i = 1 ..... n, extrapolate a value ~ corresponding to a given number x 
to produce a pair (x, Y) which in some way conforms with the given pairs 
{(xi, Yi): i = 1 ..... n}. He adopted the principle that, "the extrapolation ~ of x 
should be a function of only those Yi for which x i is close to, or 'similar' to x." 
A set of axioms was used to find the estimate or mean value of the relevant 
yi's. Another set of axioms was employed to specify the notion of "similarity" 
and to preference order the extrapolation functions to yield an extrapolator 
denoted by S~*. 
In this paper the notion of an estimate or mean value is first generalized 
ESTIMATION AND EXTRAPOLATION 205 
by specifying a different set of axioms (Section 3) than Fine's, and by then 
deriving the resulting estimation procedures (Section 4). A more general set 
of extrapolation axioms is also presented (Section 5). The consequences of
these axioms (Section 6) can be specialized to obtain Fine's extrapolator 3~* 
as well as other extrapolation procedures. Other properties of the derived 
estimators and extrapolators, including small sample properties, are studied 
in Section 7. Further details and results of this research may be found in 
Goldman (1970). 
2. NOTATION 
The following is a list of symbols used throughout the paper: R, the real 
l ine; / ,  a finite or infinite real interval; S m, the Cartesian product of a set S 
taken m times; V, for all; ~, such that; 3, there exists; E(-), expected value. 
Vectors will be denoted by boldface type, e.g. x = (x 1 ..... x~). The 
notation (a ' i ,  b*(n - -  i)) stands for the vector 
(a,..., a, b,..., b). 
(n--i) ~imes 
Similarly, (x ' i ,  xi+l .... , x~) means the vector 
(X~... ~ X~ Xi+ 1 ~..., Xn). 
3. THE AXIOMS OF ESTIMATION 
In the problem of "estimation" we assume that we are given a sequence 
of repeated, independent (not temporally related), equally relevant measure- 
ments x 1 ,..., x n made on some quantity. Our object in estimation is to map 
x = (x 1 ..... x~) into a single number, called the "estimate based on x 1 ..... x~ ," 
which is a typical or representative alue of the data points, or is in some sense 
as good as the data. What we mean by a typical or representative alue will 
be formally incorporated into some of the axioms to be discussed later. For 
the moment, however, we can get some idea of this concept by considering 
a specific situation. 
Suppose we are faced with the task of designing a system which depends 
on some (possibly random) phenomenon. Assume this phenomenon is 
unknown to us, except for a set of measurements x I ,..., x~ which we can make 
on it, and which are presumably indicative of its behavior with respect o the 
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entire system under consideration. Assume, too, that the design of the system 
depends on the choice of a single number which describes the behavior of 
the unknown phenomenon. The question is: Given the observations Xl,..., xn, 
what value should we choose ? It is reasonable that this value should be 
"typical" or "representative" of x 1 ,..., x n in that it should characterize well 
the phenomenon's behavior, and thus, it could be utilized in the design of the 
system. We call the determination f such a value the "estimation problem." 
For example, our problem might be to design a control system in which the 
unknown phenomenon is the reaction time of a human operator in a certain 
situation. We make n repeated measurements of his reaction time and want 
to find a single number which will represent his reaction time in the overall 
control system design. 
In general we seek a function 7r, called an est imator ,  which maps x = 
(x l  . . . . .  Xn) into an est imate  7r(x). The first axiom is simply that of the estimation 
setup: 
E0. (Setup) ~r: A n ~ B = range of ~r, A, B C R. 
Here we assume ~r is a point estimator. In statistical decision theory this 
axiom is the usual definition of a decision rule (Ferguson, 1967) based on n 
observations. 
The next two axioms are based on the assumption that the observations 
are "direct" measurements of the property we want to estimate. For example, 
if we wanted to estimate the length of an object, our data would consist of 
measurements on its length and not on, say, its length plus a constant. We 
assume there is no bias in our measuring equipment and therefore, our 
estimator should appropriately reflect his fact--if all the observations equal 
x 0 we would want the estimate to be x 0 . (In statistics, however, estimation is
often indirect; we estimate a parameter related to the observations through 
a distribution function.) 
E l .  (Reflexivity) Vx 0 6 A, 7r(x 0 ..... x0) = x 0 . 
In the following axiom we further suppose that the measurements are 
"direct" in the sense that their numerical order agrees with some ordering 
of the property which we are estimating. Again, if we wish to estimate the 
length of an object we would make measurements on its length, and not on 
the reciprocal of its length; if some of the measurements increase, our 
estimate should at least not decrease: 
E2. (a) (Nondecreasing) Vx, x' ~ -//n, if x i <~ x i '  , V i  = 1 ... . .  n, then 
~'(X 1 ..... Xn) ~'~ 7T(Xl t , .... X,/q"). 
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(b) (Strictly increasing) gx, x'  e A n, if xi ~< x{, and x~- < x / fo r  
some j ,  then rr(x I ,..., x~) < ~r(xl' ,.... x~').  
There is no clear preference for either (a) or (b) and both will be utilized. 
Note that if ~r satisfies E0, El ,  and E2a or E2b, and if A is a finite or infinite 
interval, then B = A. 
It is also conjectured that the observations are equally relevant and valid, 
and in particular, that the order of the observations i  unimportant; our 
estimator should then reflect this assumption. In the context of statistical 
decision theory this corresponds to the assumption that the distribution 
functions characterizing the decision problem are symmetric functions of n 
variables (e.g., for n independent, identically distributed observations). 
This decision problem is invariant (Lehmann, 1959) under the group 
of all permutation maps of n variables, and in such a case one usually restricts 
one's attention to decision rules invariant under ~.  For this problem, the 
invariant rules satisfy the condition placed on rr in the following: 
E3. (Symmetry)Vx e A n, for all permutations (/1 .... , i~) of (1 ..... n), 
,~(x~ . . . . .  x~)  = ~(x ,  1 . . . . .  ~,~). 
Another reasonable axiom is: 
E4. (Continuity) ~r is a continuous function of all its variables. 
This restriction on ~r prevents small deviations or inaccuracies in our 
measurements from greatly affecting our estimate. Since in any practical 
situation, our measurements can be made with only finite accuracy, we might 
be reluctant o use an estimator that was not continuous. 
The axioms thus far have dealt with basic properties of an estimator. In 
the next two axioms we incorporate the notion (recall earlier discussion) 
that an estimate from a set of observations should somehow be typical or 
representative of the observations. 
In the first of these axioms we postulate the existence of estimators ~r~_ 1 
and rr' based on n - -  1 and n data points, respectively. Since %-1 is an 
estimator, we want ~r,~_l(xl,... , x~_l) to be a representative alue of ,1,..., x~_~. 
One way to incorporate this idea is to require that if each of these points is 
replaced by their estimate in the original data vector x = (x~ ,..., x,,) to 
form a new vector y = [(rr~_l(x 1 ,..., xn_l) ) * (n -  1), x~], then x and y 
are "equivalent" vectors in the original estimation problem. A weak form 
of "equivalence" o fx  and y in the estimation problem based on n observations 
is that for any estimator ~r acting on x, there is another estimator r /act ing  on 
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y, yielding the same estimate as 7r. These ideas are formulated in the following 
axiom: 
ES. (Consistency of estimation) The requirement on 7r is that--there 
exist functions ~r': A ~ ~ B and ~-1 :  A~-I---~ A satisfying El, E2b, E3, 
and E4, and such that: Vx ~ A m, ~r(x 1 ..... xn) = 7r'[(~-~_l(x I ..... x~_l)) * 
(n - -  1), x~]. 
Axiom E5 will always be applied together with the symmetry (E3) of all 
the functions involved, so the location of the %,-1(') terms in the equation 
in E5 is irrelevant. Since ~r~_ 1 and 7r' are supposed to be estimators, we will 
assume that they satisfy some of the basic axioms El,  E2b, E3, and E4. We 
call this axiom "consistency of estimation" because the entire estimation 
procedure based on n - 1 and n observations is consistent with itself--we can 
actually use our estimates to generate new estimates in a consistent manner. 
Another form of consistency is given in: 
E6. (Self-consistency) There exists a function ~': A~- -+BCA 
satisfying El, E2a, E3, and E4, and such that Vx ~ A ~, 7r(x 1 ..... Xn) = 
,~'[,~(xl .... , x~), x, , , . . . ,  x , ] .  
We will always employ E6 together with the symmetry (E3) of ~r and 7r'; 
thus, the location of the ~r(-) term on the right-hand side of the equation 
in E6 is unimportant. 
The restriction here is similar to that in E5, but of a stronger nature. The 
estimate 7r(x) is representative of x 1 .... , x~ in that it can replace any single 
observation. We call this "self-consistency" since it is consistency of estimates 
from n data points only. 
Next, consider an infinite sequence of estimators ~r2, % ,..., 7r~ ,..., wkh 
~rm a function of m variables. Often one intuitively believes that an estimator 
should be able to "smooth out" the data. That is, if some of the data points 
deviate agreat deal from the others, we would usually desire that our estimator 
be able, perhaps for a large enough data set, to smooth over such oscillations. 
(In the continuity axiom (E4) we required that small inaccuracies or deviations 
not greatly affect our estimate.) This is not to say that such deviations hould 
be totally ignored; they might contain important information, e.g., that some 
event is possible. But generally speaking, one would like an estimator to be 
able to reduce such oscillations. One possible way in which to incorporate 
this principle is the following (see also Hille, 1965): 
E7. (Oscillation-reducing) For all e > 0, and any x ~ A, and any 
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sequence x 1 , x 2 ,... in A converging to x, there exists M (depending on E, 
x 1 , x~ ..... and x) such that Vm/> M, and any m points xq ..... xim from 
the sequence, 
This axiom says that for any sequence of points x 1 , x 2 ,... which are close 
to x (in the sense that they converge to x), if we take a sufficient number 
of these points, our estimate will be arbitrarily close to x. Axiom E7 implies, 
and is stronger than, the condition that lim . . . .  ~r~(xa ,..., x,,) = x whenever 
lim . . . .  x~ ~- x. (Actually the implications of this axiom on %,  %,. . .  will 
not be examined. Rather we will show that certain sequences of estimators 
have this desirable property.) 
Axioms E0-E7 are the only ones we will consider in this paper. Goldman 
(1970) studied other reasonable axioms, e.g., invariance of ~r to a group of 
transformations which depend on the scale of the measurements x I ,..., x~. 
In addition, the concept of a "sufficient statistic" analogous to the classical 
notion of a sufficient statistic is developed in this ,reference. Fine (1970) 
studied a different set of axioms. One of his axioms, related to differentiability 
of the estimator, is, however, difficult to justify from a practical standpoint. 
4. CONSEQUENCES OF THE ESTIMATION AXIOMS 
Two families of estimators which will be derived as consequences of the 
estimation axioms are the quasi-arithmetic means and the quasi-median 
functions, defined as follows. 
DEFINITION. A function F: I"  ~ I is called a quasi-arithmetic mean of n 
variables if and only if there exists a continuous, trictly monotone (increasing 
or decreasing) function f on I such that Vx E I ~, 
where f -1  is the inverse off. 
Examples of quasi-arithmetic means include the arithmetic, geometric, 
and harmonic means, and the root-mean-square of x 1 ,..., x~. 
DEFINITION. A function F: I ~ -~ I = [a, b] is a quasi-median function 
of n variables if and only if there exist real numbers qo, ql .... , qn with 
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a = qo <~ ql <~ "'" ~ q,r~ ~- b such that: gx ~ I  u, F(x) = (n -~ 1)th largest 
element of{x1, x2 ..... x~, q0, ql .... , q~} ~ median{x1, x2 ,..., x~, qo, ql ..... q,~}. 
Examples of quasi-median functions are: I f  q0 = ql = "'" = q~-~ = a 
and q~-~+l = "" = qn = b, then F(x) = pth largest of {x 1 ,..., xn}, for all x, 
and for some fixed p. 
In Appendix I we prove that the quasi-median estimators are the only 
self-consistent estimators atisfying some of the basic axioms: 
THEOREM 1. Suppose A -~ [a, b]. ~ satisfies E0, El ,  E2a, E3, E4, and E6 
(setup, reflexivity, nondecreasing, symmetry, continuity, and self-consistency) i f  
and only i f  7r is a quasi-median function on A ~. 
This theorem can be extended to A = R with a natural generalization of
the quasi-median function onto R (see Goldman, 1970). In addition, it can 
be shown (Goldman, 1970) that if ~ also satisfies one other axiom then 
7r(x) = pth largest of {x 1 .... , xn} , for all x, and for some fixed p. 
In Appendix I I  we demonstrate that the only estimators atisfying some 
of the basic axioms and consistency of estimation are the quasi-arithmetic 
means: 
THEOREM 2. Suppose A = 1 and n ~ 3.7r satisfies E0, E l ,  E2b, E3, E4, 
and E5 (setup, reflexivity, strictly increasing, symmetry, continuity, and con- 
sistency of estimation) i f  and only i f  ~r is a quasi-arithmetic mean on A n. 
In addition, Goldman (1970) proved that if rr also satisfies one other 
n 
axiom then ~r(x) = (i/n) ~1 xi,  for all x. 
The characterization f quasi-arithmetic means was investigated by several 
authors (Huntington, 1927; de Finetti, 1931; and Dodd, 1940)and culminated 
in the theorem of Kolmogorov (1930) and Nagumo (1930). The requirement 
in their theorem, however, was that there exists an infinite sequence of 
estimators, all of which satisfy a condition like that in E5. Our result is 
stronger, requiring just two estimators and one condition between them. 
5. THE EXTRAPOLATION AXIOMS 
The problem of extrapolation is well illustrated by the following example. 
Suppose we have some time-invariant, memoryless ystem ~9 ° whose per- 
formance is unknown to us (it might be random) except hat we can apply 
some scalar input x i to the system and observe a corresponding scalar output 
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Yi • We repeat his process n times for i = 1,..., n, obtaining n pairs (xi ,  Yi) 
of corresponding inputs and outputs. Given a new input x we are asked to 
determine the value of the corresponding output of the system. We call 
the determination of this value the problem of "extrapolation." 
In general, we are given n independent (not temporally related), equally 
relevant data pairs (x i , Yi), i = 1,..., n, and another data point x of the same 
type as x 1 ,..., x n . Our object is to choose a function (extrapolation rule or 
extrapolator) ~ which maps the data vector ((x 1 ,Yl),..., (xn, y~); x) into an 
extrapolation value 33 = ~((xl,  yl),..., (x~, y~); x) in such a way that the pair 
(x, 33) is similar to or conforms with the given pairs (x i ,Y i ) ,  i = 1,..., n. 
What we are trying to do here is also called "learning with a teacher." We 
are trying to learn from the given pairs (xi ,Yi), i = 1,..., n, the form of 
the pair (x, 33) in which x is known and 33 is to be determined. 
The model described here occurs in several applications. For example, 
in pattern classification, x~ might be a measurement of some feature of a 
pattern taken from a known class Yi (i 1,..., n). We might then be asked 
to decide on the unknown class of another pattern whose feature measurement 
is observed to be x. In communications, one might observe channel output xl 
when a known signal Yi is transmitted. Then one might want to determine 
the unknown transmitted signal producing the channel output x. 
For the sake of convenience, we will call xi an input, Yi its corresponding 
output, x the new input, and 3~ the extrapolation of the output corresponding to x. 
However, as the preceding examples how there need not be an input-output 
relationship between the xi's and yi's. 
Prior to this axiomatic approach there had been some use of extrapolation 
procedures which did not require any statistical assumptions. One example 
was the classical Gauss linear least-squares method (GLLS) (Mood and 
Graybill, 1963). In this method one fits a straight line, f ( z )  = a* + b 'z ,  to 
the points {(x i ,Yi)} in the least-squares sense (i.e., a* and b* minimize 
n 2 ~i~l  [Yi --  (a @ bxi) ] over all values of a and b), and then sets33 = a* ~- b*x. 
Another example of a nonstatistical extrapolator is the nearest-neighbor rule 
(NN) (Cover, 1968) in which 33 = yj if xj is the closest point in {x 1 ,..., x.} 
to x in Euclidean distance. Later the performance of our derived extrapolators 
will be compared with both the GLLS  and NN rules. 
We will denote the data vector by ((xl, Yl),..., (x~, y~); x) or (xl, x 2 .... , xn ; 
Yl, Y2 ,..., Yn ; x) or (x; y; x). In the last two forms it is implicitly understood 
that (x i , Yi) are a corresponding input-output pair. The inputs are assumed 
to be in some set C and the outputs and the extrapolation value in some sets 
D and D', respectively. In our axiomatic approach we take our first axiom 
to be that of the extrapolation setup: 
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A0. (Setup) For some sets CCR,  D C R, D' C R, 8: (C × D) ~ × C-~ 
D' ~- range of 8 or 8: C ~ × D ~ × C- -~ D', depending upon the form in 
which we write the data vector. 
A basic assumption that we will make is that the order of presentation of 
the pairs {(xi ,  Yi)} is unimportant. Our extrapolator should then reflect this 
fact. The axiom is: 
A I .  (Symmetry) V(x i ,y , )  ~ C × D, i = 1,. . . ,n,  Vx ~ C, and for all 
permutations (i 1 .... , i~) of (1 .... , n), 
8[(xl, Yl) ..... (Xn , Yn); X] = 8[(Xil , Y i l ) , '" ,  (Xi= , Yi,); X]. 
Suppose we fix x 1 ,..., xn ,  and x, so that the extrapolation value 33 = 
8(x; y; x) is some function of Yl ..... y~.  We will require that this functional 
relationship satisfy one condition, namely, that i f y  i = Yo,  for all i ~ 1 ..... n, 
then ~ = Y0 - That is, if corresponding to any inputs x 1 ,..., x~ the outputs 
were all equal to Y0 we take our extrapolation to be Y0 • This requirement 
is in accordance with our assumption that the pair (x, 33) should conform 
with the pairs {(xi ,  Yi)}. The axiom is: 
A2.  (Reflexivity) ~/X = (X 1 ,..., Xn) ~ C n, Vx ~ C, Vy 0 E D, 
8(x 1 ,x~, . . . , x~;yo ,yo  .... , yo ;x )=yo.  
Both GLLS  and NN satisfy A2. 
Next, fix x 1 ..... x~, and x, and suppose each Yl were transformed by 
a linear transformation: 
y i - -~av i+b,  i=1  ..... n, a :/: 0. 
It might then be reasonable to assume that our extrapolation value should 
be transformed in the same way 
~a33+b. 
For example, suppose Yl .... ,Yn were measured in degrees Fahrenheit and 
our extrapolation was (say) 77°F. I f  we changed the measurement scale of 
Yl ,..., Y~ to degrees Celsius we would want our extraplation based on these 
y~ values to now be ~(77 - -  32) -= 25°C. The axiom incorporating this idea is: 
ESTIMATION AND EXTRAPOLATION 213 
A3. (Linear invariance) Vx e C n, gy ~ D n (D C D'),  Vx ~ C, 
3(xl .... , Xn ; f (y l )  ..... f (yn);  X) =f[8(X  1 .... , X~ ;Yl ..... y ,  ; X)], 
where f is any function from D' --+ D' of the form: for some a, b, a ~ O, 
Vz ~ D such that az  4- b e D, f ( z )  = az  4- b. 
The GLLS  method and NN rule both satisfy A3. A detailed iscussion of 
measurement scales and further justification of this axiom may be found 
in Suppes and Zinnes (1963), Stevens (1959), and Goldman (1970). 
Up to this point we have not made any substantial assumptions about the 
nature of the process of extrapolation. The following axiom will incorporate 
a key principle. The principle, first stated by Fine (1970), appears to be 
valid in many physical situations (if the inputs and outputs have been chosen 
in a meaningful way). I t  states that "similar" or close inputs have "similar" 
or close corresponding outputs; if this is not the case, probably no extra- 
polation scheme would be very successful. Assuming this principle is valid, 
we suggest hat it is reasonable to compare ach input xi to x, and if some of 
the inputs are similar to x, we should choose 33 to be a typical value of their 
corresponding outputs. 
Some of the xi's might be more similar to x than others. For this reason, 
and in order to describe precisely the intuitive concept of the "similarity" 
of xi to x, we postulate the existence of a sequence of similarity functions 
sl', s2', .... sn'. The value s,:'(x; x) is a measure of the degree of similarity 
between xi and x in comparison with the other points in {xx .... , x~}; it 
expresses the importance of Yi in the calculation of the extrapolation. For 
example, suppose sl',... , s~' are such that for some x, y, and x we know 
that x~ ,..., x~ are more similar to x than are xk+ 1 ,..., xn. Then in the selection 
of an extraplation value, y~ ,..., y~ are more important han Yk+~ ,..., Y~, and 
so we should select an extrapolation value 33 which is more typical or repre- 
sentative of y l  ,..., Yk than ofy~+~ ,..., y~.  To accomplish this, we weight each 
output Yi by the degree of similarity of its corresponding input x~ to x to get 
n numbers, 
si'(xl ..... Xn ; X) " y~ , i = 1 .... , n, 
which are now equally significant in the determination of 33. We then take 33 
to be a typical value of these n numbers. For the purpose of finding a typical 
value of a sequence of equally relevant numbers we utilize our results from 
the estimation problem. Using a quasi-arithmetic estimator ~-, the axiom can 
be stated as follows: 
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A4. (Existence of similarity functions) The requirement on 8 is that 
• " ' '" C n+l R, and there exists a quasi-arithmetic there exist functions I ,..., s~. --+ 
estimator ~r: R ~ --~ R such that: 
Vx c C ~, gy e D ~, Vx e C, 8(x 1 ,..., x,~ ; Yl ,..., Yn ; x) 
= ,~[sl'(xl ,..., x~ ; x) .y l ,  s2'(xl .... , x~ ; x) "y2 ,..., s j (x~ ,..., x~ ; x) "yn]. 
A basic notion of what is meant by extrapolation is contained in axiom A4. 
It permits us to consider the extrapolation problem as two separate problems: 
In one problem we specify the similarity of x to each x~, i = 1,..., n; in 
the second problem we seek a typical value of the yi's weighted according 
to the similarity of their corresponding x¢'s to x. 
Up to this point we have placed no restrictions on the similarity functions. 
Goldman (1970) and Fine (1970) followed two approaches in determining 
possible forms for sl',... , s~'. In one approach, a set of axioms was listed to 
further define the notion of similarity, and these were then used to find the 
similarity functions. In the other method other extrapolation axioms were 
utilized to restrict he family of possible similarity functions. We will discuss 
the results of these two methods in the next section. 
6. IMPLICATIONS OF THE EXTRAPOLATION AXIOMS 
In this section we examine the implications of the existence of similarity 
functions axiom (A4) together with some of the other axioms. In Appendix I I I  
we prove the following result. 
THEOREM 3. Suppose 0 ~ D = I. 8 satisfies A0, A1, A2, A3, and A4 
(setup, symmetry, reflexivity, linear invariance, and existence of similarity 
functions) i f  and only i f  there exist functions s~ ,..., sn: C '~+1 --~ R such that: 
Vx ~ C n, Vy ~ D ~, Vx c C, 
S(x; y; x) = ~ sdx; x) Yi, 
where s 1 ,..., s n satisfy 
VxcC% Vx~C,  ~si (x ;x )= l  
/=1 
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and 
Y j= l  .... ,n, gxeC '~, Vx~C,  
sj(x; x) = s l (x j  , x2 . . . .  , x~_ i  , x l  , x~+l . . . .  , x~ ; x ) ,  
where s 1 is a symmetric function in its 2nd through n-th variables. In addition 
there exists a strictly increasing function g such that sj = g(s/), for a l l j  = 1,..., n 
(the.functions {s/} are those appearing in the statement of A4). 
The class of extrapolators found in this theorem will be denoted by d ~. 
The GLLS  and NN extrapolators are members of #. We note that the 
extrapolators in d ~ are determined by a single function. The interpretation 
of the functions s 1 ,..., s~ is straightforward since for all i, s i ~ g(si' ) with g 
strictly increasing, where sl',... , s~' are similarity functions. Thus the functions 
{si}, too, serve as weights for the {Yi} in the calculation of the extrapolation, 
and measure the degree to which x is similar to x i in comparison with the 
other points in {x 1 ,..., x~}. 
To further restrict the class of extrapolators d ~, Fine (1970) proposed 
additional axioms to define the notion of "similarity," and these were utilized 
to determine s1 ,..., s~. He found a class of "similarity (binary) relations" 
which describe the pairs of points in C that are similar. For each similarity 
relation the points in {x 1 ,..., x~} which are similar to x are determined, 
and the arithmetic mean of their corresponding yi 's  is taken as the extra- 
polation value. A loss function is employed to choose the "best" similarity 
relation. This relation then defines an extrapolator denoted by 8~*, where n 
is the data sample size. The reader is referred to the reference for the detailed 
definition of 8~* and some of its asymptotic statistical properties. The small 
sample performance of 3~* will be discussed in Section 7. 
Another approach to choosing an extrapolator from gv is to prescribe 
additional axioms that 3 should satisfy and thereby determine s 1 ,..., s~. This 
course was followed by Goldman (1970). The results here are not complete. 
However, one set of his axioms suggested a class of extrapolators denoted 
by 3(~ ), k = 1, 2,..., where n indicates the data sample size. These extra- 
polators are defined as follows: gx ~ C ~, gy e D ~, gx ~ C, 
t~; y; = ~ if :/- x~ i=1 Z;=1 (x j  2 7 f ) -~  y i  x , 
gp- -  1,. . . ,n 
m Yir x = xi~ -- xl, n 
r= l  
if 
and x # x~, ~ ~ {/1 ..... i~}. 
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These extrapolators possess one interesting property--as k--~ o% for 
fixed n, ~)  becomes (essentially) the nearest-neighbor rule: 
PROPOSITION. For all x, y, x, 
lim ~0d(,.. 1 k--,~o n ~'"~' y ;  X) =- ~-  Yiv , 
if ]x i l - -x [  = ]x i=- -x J  . . . . .  ]xi - -x ]  < [x j - -x [ ,  
Vj ¢ {il ,..,, i~}. 
The proof of this proposition is straightforward and is omitted. 
The small sample behavior of 3~ ) is described in the next section. 
7. SOME PROPERTIES OF THE DERIVED PROCEDURES 
Justification for the use of any of the procedures developed in this paper 
is difficult because we lack an appropriate theory by which to judge their 
performance; in statistical decision-making, probability theory serves this 
role. On the other hand, part of the justification comes from the fact that 
the derived procedures possess certain characteristics (incorporated into 
the axioms) which the user has deemed reasonable and desirable for his 
particular problem. In addition, to further justify the use of the derived 
estimators and extrapolators we present in this section some other reasonable 
properties that they possess, and we compare their behavior with that of 
other estimators (including the optimal statistical ones) on data from in- 
completely specified and statistical sources. (Although we have not made any 
statistical assumptions up to this point, we wish to examine statistical behavior 
in case we assume that in some problem a statistical model does not apply, 
when in fact it does.) 
We first look at the derived estimators. The quasi-arithmetic means, in 
particular, have been utilized in various applications as the typical value of 
a sequence of numbers. For example, Hille (1962) used the quasi-arithmetic 
means as an averaging process which was needed to define the concept of the 
transfinite diameter of a set. He listed a set of axioms that an averaging process 
should possess (unknowingly, those of Kolmogorov (1930) and Nagumo 
(1930)) and rederived the quasi-arithmetic means from them. 
Consider next an infinite sequence of estimators ~rg, ~r a ,..., ~r,~ ,..., with 
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~r~ a function of m variables. Such an infinite sequence would occur quite 
naturally if Theorem 2 held for all n /> 3. In that case: 
Vm >~ 2, V(X 1 ..... x,~) e A "~, 
i=1 
for some fixed continuous, strictly monotone function g (see the proof of 
Theorem 2 in Appendix II). On the other hand, under the conditions of 
Theorem 1, for all n ) 2, we obtain a sequence of quasi-median functions, 
each for a different q = (% ,..., q~). Investigation of the properties of this 
sequence requires that these q vectors be selected in some fashion. Let us 
assume the sequence rr 2 , %,. . .  on [a, b] has q vectors q2, q3,..., respectively, 
defined as follows: Vm ~/2,  
qm = [r(a),r [ (m - -  ml--)a q- b]  ..... r [.(m --J)am q- jb.] .... , r(b)] (2) 
where r is some continuous, strictly increasing function on [a, b], and 
r(a) = a, r(b) = b. 
We show in Appendix IV that a sequence of quasi-arithmetic means 
defined as in (1), and a sequence of quasi-median functions satisfying (2) are 
both oscillation-reducing: 
THEOREM 4. A sequence of quasi-arithmetic estimators on d = [a, b] 
defined as in (1) satisfies E7 (oscillation-reducing). A sequence of quasi-median 
estimators on [a, b] which satisfies the condition in (2) also satisfies E7. 
An asymptotic statistical property of a sequence of quasi-median estimators 
%,  % .... satisfying the condition in (2) has been proved by Fine (1968). I f  
the observations are independent, identically distributed random variables 
x l ,  x 2 ,... on [0, 1], with a continuous and strictly increasing distribution 
function F('), then %n(x 1 ..... x~) -+ r(x*), with probability one as m ~-~ oo, 
where r(x*) is the unique solution of F(r(x*)) = 1 - -x* .  One application 
of this result is in the estimation of the approximate quantile of the distribu- 
tion F. For if we choose for r( ')  some continuous, strictly increasing approxi- 
mation to the function u given by, 
u(x)= l, x >~ l - - c  
=0,  x < l - -c,  
then r(x*) is approximately the cth quantile ofF.  
643/3o/3-2 
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We thus see that a sequence of quasi-median estimators atisfying (2) 
has some interesting asymptotic properties. This class of functions is still 
large, but, for example, the sequence ~(x  1 ..... x~) = pth largest of{x 1 ,..., xm}, 
for fixed p (independent of m), is not in this class. 
Turning now to the derived extrapolators, we note that some asymptotic 
statistical properties of S~* were proved by Fine (1970). He showed that if 
the inputs and outputs are random variables, then under certain conditions, 
3~* converges to the Bayes rule with probability one and in the mean-square 
sense, as n approaches infinity. 
The small sample behavior of ~*  and 31~1 was investigated by Goldman 
(1970) by computer simulations for three cases of different data sources. 
In case (1) we assumed that x 1 ,..., x~ , Y l  ..... y~ , x, y were random variables, 
and that (x~, y~), i = 1 ..... n, and (x, y )  were independent jointly normally 
distributed pairs, with zero means, unity variances, and covariance qual to p. 
One hundred sample values of each of these random variables were generated 
on a computer, the jth sample denoted by XlJ,..., x~ j, yl J , . . . ,  y s, M, yJ. For 
each extrapolation rule ~ we evaluated 335 = ~(xlJ,..., x~;  ylJ , . . . ,  y~J; x j) for 
j = 1,..., 100. We chose a squared-difference loss function to measure the 
discrepancy between 33 j and yL The overall error was taken to be the root- 
mean-square of all the differences, i.e., 
loo ]1/2 
error = (1/t00) 2 (~_y , )2 ]  . 
j= l  
In case (2) the same assumptions were made regarding the data except 
that each pair consisted of independent, uniformly distributed random 
variables on [0, 1]. The same computational procedure and error measure 
were used. 
For case (3) the data consisted of the maximum daily temperatures in
Syracuse, New York on January 1 through 30 for about the last 50 years. 
This is an example of data coming from an incompletely specified source. 
The temperatures on January 1 for n + 1 consecutive years became the values 
of x 1 ,..., x~, x and those of January 2 for these same years became the values 
of Yl ..... y~, y. Our extrapolation of the true value, y,  was ~(x; y; x). This 
process was repeated for the data of January 3 and 4, January 5 and 6, etc., 
and for different disjoint subsets of all the years. All the extrapolated values 
were compared with the true values, and again the root-mean-square of 
differences was calculated as the overall error. 
The simulation results are presented in Tables I, II, and I I I .  In each of 
these tables are listed the simulated root-mean-square errors for 8~*, S(~), 
ESTIMATION AND EXTRAPOLATION 
TABLE I 
Root-Mean-Square Errors for Case (1): Joint Normal 
Distributions with Covariance p 
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n p a~* 8~ 11 8~ 2) GLLS GQLS NN AM AM Bayes 
(S) (T) 
4 0.0 1.20 1.30 1.38 1.43 2.05 1.48 1.13 1.12 1.00 
6 0.0 1.11 1.25 1.33 1.20 1.42 1.40 1.08 1.08 1.00 
8 0.0 1.12 1.26 1.34 1.13 1.37 1.44 1.06 1.06 1.00 
10 0.0 - -  1.23 1.33 1.15 1.29 1.40 1.09 1.05 1.00 
4 0.25 1.16 1.28 1.35 1.39 2.00 1.44 1.12 1.12 0.97 
6 0.25 1.09 1.22 1.29 1.16 1.45 1.36 1.08 1.08 0.97 
8 0.25 1.09 1.23 1.29 1.10 1.37 1.40 1.07 1.06 0.97 
10 0.25 - -  1.20 1.29 1.10 1.30 1.36 1.01 1.05 0.97 
4 0.50 1.10 1.18 1.24 1.24 1.91 1.31 1.11 1.12 0.87 
6 0.50 1.03 1.13 1.18 1.04 1.48 1.23 1.08 1.08 0.87 
8 0.50 1.02 1.13 1.19 1.01 1.38 1.27 1.09 1.06 0.8~ 
10 0.50 - -  1.09 1.17 0.95 1.30 1.22 1.04 1.05 0.87 
4 0.75 0.98 1.02 1.03 0.95 1.79 1.07 1.10 1.12 0.66 
6 0.75 0.90 0.95 0.96 0.80 1.50 0.99 1.09 1.08 0.66 
8 0.75 0.86 0.95 0.96 0.75 1.40 1.00 1.06 1.06 0.66 
10 0.75 - -  0.90 0.93 0.75 1.30 0.96 1.07 1.05 0.66 
4 1.0 0.80 0.72 0.65 0.00 1.69 0.61 1.12 1.12 0.00 
6 1.0 0.60 0.61 0.52 0.00 1.44 0.48 1.10 1.08 0.00 
8 1.0 0.53 0.59 0.48 0.00 1.41 0.43 1.10 1.06 0.00 
10 1.0 - -  0.51 0.40 0.00 1.29 0.35 1.07 1.05 0.00 
and 8~ ). In  addition, the same errors for the Gauss linear least-squares 
procedure,  the Gauss quadratic least-squares method,  and the nearest- 
neighbor  rule are tabulated under  the headings GLLS ,  GQLS,  and NN,  
respectively. ( In the GQLS method,  one finds the best least-squares fit o f  
a quadratic curve: f ( z )  = a*+ b*z 2, to the data pairs, and forms extra-  
polations_~ = a* + b'x2.) 
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TABLE II 
Root-Mean-Square Errors for Case (2): Independent Uniform Distributions 
n 3,* 8~1) ~(2) GLLS NN AM AM Bayes 
(S) (T) 
4 0.337 0.357 0.372 0.370 0.405 0.320 0.323 0.289 
6 0.336 0.350 0.366 0.337 0.406 0.311 0.312 0.289 
8 0.333 0.346 0.362 0.323 0.407 0.303 0.306 0.289 
10 - -  0.345 0.362 0.316 0.410 0.301 0.303 0.289 
TABLE III 
Root-Mean-Square Errors for Case (3): Weather Data 
n 3,* 3~1 ~2) GLLS NN AM 
4 12.2 13.0 13.4 12.9 14.0 13.1 
6 12.5 13.1 13.5 12.1 14.1 12.9 
8 11.7 13.1 13.6 11.2 14.2 11.8 
10 - -  11.3 11.7 9.8 12.8 11.6 
12 - -  12.4 12.8 10.9 14.1 12.3 
14 - -  11.5 12.1 9.8 14.4 11.8 
16 - -  13.5 14.1 11.6 14.5 14.1 
Under  AM (S) is the simulated root-mean-square error for a rule which 
takes as an extrapolation the arithmetic mean of all the yi's regardless of 
the values of the xi's and x. In Tables I and II ,  assuming knowledge of the 
true distributions, we have also theoretically calculated E1/2[y --  8(x; y;  x)] ~ 
when 3 is the arithmetic mean of Yl , . . . , in  and when 3 is the Bayes rule 
(which is the optimal statistical rule), and have listed the results under 
AM (T) and Bayes, respectively. The  Bayes error is the min imum possible 
expected error, assuming one knew the joint distr ibution of the xi's and 
yi's. Of course, our rules do not use any statistical knowledge and hence 
will not perform as well as the Bayes rule, but a comparison is still of interest. 
The  errors for AM (T) are used as a check to determine how close our 
simulated errors are to the theoretical ones. We observe that in the worst 
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case the computed and theoretical values for the AM differ by less than 4%; 
in most cases the difference is 1 or 2 %. 
We see in Table I that for case (1) the rules ~1) and 3(~ ) do not perform as 
well as 3n* , but they do perform better in all cases than GQLS, in almost all 
cases better than NN, and in some cases better than GLLS.  In general, 
Sn* has smaller errors than three of the rules of{GLLS, GQLS, NN, AM (S)}, 
and has larger errors than one of them. For p = 0.0, the best rule is the AM; 
in this case the xi's and yi's are independent, so the Bayes rule (for the 
squared-difference loss function) is Ey, and the AM would be expected to 
perform reasonably well. In the other extreme case, p = 1.0, the GLLS  rule 
is best; here x and y are equal (with probability one) and so this is as expected. 
Note that both 3~ 1 and 3(~ ) weight the yi's according to distances between 
the xi's and x, and also perform well in this case. The intermediate values ofp 
reflect these two effects to a lesser degree; for p = 0.5, 3~* is essentially 
the uniformly best rule. In several cases, the GLLS  method does better 
than our extrapolators. However, one must realize that the regression function 
(see Mood and Graybill, 1963) for case (1) is linear and so linear least-squares 
does have an advantage; if we had chosen the wrong regression function, 
e.g., quadratic, then as we see under GQLS, the performance would have 
been rather poor. 
Table I I  points out similar results for case (2). The AM performs best 
because the xi's and yi's are independent. The GLLS  rule again has the 
advantage of the correct form of regression function. Our extrapolators do 
better than the NN rule, and for smaller n, better than GLLS.  
The results of case (3) presented in Table I I I  are not very conclusive 
because the size of the errors are approximately of the same magnitude as 
many of the data values. It appears that extrapolating today's temperature 
from those of the same day in previous years is not an effective procedure; 
perhaps one should seek another set of data. Nevertheless, assuming that this 
is our data set, we see that the same type of conclusions as found before apply 
here as well. The rule 3~* behaves better than all other rules except GLLS.  
The reason for the relatively good performance of GLLS is the relatively 
high degree of linear correlation (the sample correlation coefficient is 0.59) 
between the xi's and yi's in case (3). 
We conclude that while 8~* is never the best rule, it does perform better 
than all other nonbest rules considered. Thus, this extrapolator seems to be 
somewhat conservative in its behavior it performs relatively well in several 
different situations. Furthermore, it appears to be useful in cases of very small 
sample sizes. The rules 8~ 1) and ~(~) are very simple to evaluate and they 
perform nearly uniformly bettgr than the NN rule. 
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8. CONCLUDING REMARKS 
We have studied the problems of estimation and extrapolation under 
uncertainty without recourse to probability and statistics. One's intuitive 
notions as to the meaning of and goals in estimation and extrapolation can 
be translated into a set of formal properties, and these properties can then 
be used to restrict he possible modes of action. In this way our approach 
is decision directed--axioms are chosen to describe desirable behavior in 
doing estimation and extrapolation, and not to characterize an underlying 
theory of probability in which estimation and extrapolation are to be per- 
formed. 
In the estimation problem we derived two classes of estimators: the 
quasi-arithmetic means and the quasi-median functions. We found that 
these classes of estimators also had certain interesting properties. The 
estimation results were utilized in the extrapolation problem. Here we found 
that our extrapolators should be of the form: 8(x; y; x) = ~=1 si(x; x)Y i ,  
for some functions I ,..., sn satisfying certain conditions. Additional axioms 
further estricted the class of allowable xtrapolators to 8~* and 8~. Computer 
simulations on data from both statistical and incompletely specified sources 
indicated that these extrapolators performed well in comparison with several 
other well-known extrapolation rules. 
Several areas of future work in the extrapolation problem are possible. 
One important area is the investigation of other axioms which might yield 
new solutions for the functions {si}. For instance, one might study the effect 
of restricting the y~'s to be from a "nominal scale" which occurs in a natural 
way in problems of pattern classification. The extension of our results to the 
case in which each x~ is a vector is also of interest. Finally, simulations on 
other sets of data would add to the justification of the derived extrapolators. 
One goal of this paper was to demonstrate hat the problems of estimation 
and extrapolation under uncertainty could be approached and solved without 
any probability and statistics assumptions. Our results indicate that non- 
probabilistic methods of estimation and extrapolation are indeed attainable, 
and appear easonable. 
APPENDIX I 
The proof of Theorem 1 is given in this appendix. Some propositions and 
lemmas are required: 
PROPOSITION 1. Suppose we have an interval I ~ [a, b] and numbers 
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qo .... , q, with a = qo ~- q~ <~ "'" <~ qn - -  b. Let y~ be the p-th largest element 
of x = (x 1 ,..., Xn), i.e., the elements of x can be rank ordered as yn ~ Y~-I <~ "'" 
Yl . Then, Vx ~ I% either: 
~i ~ 1 <~ i <~ n --  1 and Yi+l <~ qi ~ Yi (*) 
or 
3k ~ 1 ~ k ~ n and qk-1 ~ Y~ ~ qlc. (**) 
Pro@ See Goldman (1976). 
PROPOSITION 2. Given an interval I = [a, b] and numbers qo, ql .... , q~ 
with a =- qo <~ ql <~ "'" <~ q, = b. Define F: I n -+ I by: Vx ~I  n, 
F(x) = qi i f  3i ~ 1 <~ i <~ n --  1 and Yi+a ~ qi ~ Yi 
=- Yk i f  3k ~ 1 ~ k <~ n and qT~-a <~ Yk ~ qk 
where y~ is the p-th largest element of x =- (x 1 ,..., x~). Then F is well-defined 
and Vx e I  ~, 
f (x )  = median{xx ..... x~, qo .... , qn}- 
Pro@ See Goldman (1976). 
LEMMA 1. Let F, F', G: I s -~ I be reflexive, symmetric, and nondecreasing 
functions, and suppose Vx e I n, F(xl  ..... xn) = F'[G(xl ,..., xn), x2 ..... x,~]. Then 
F=F '=G.  
Proof. G is reflexive and nondecreasing so that gy ~I  n, min{yi} 
G(yl  ..... y~) <~ max{yi}. 
For each ordered xE I  n (x 1 ~ x2 <~ "" <~ xn), ~ i~x i  <~ G(x) ~x~+ 1. 
F'  is nondecreasing so: 
F'(x 1 ,..., x~, C(x), x~+ 2,..., xo) ~< F'(xl ..... xn) 
Ft (x l  ,..., X i _ l ,  G(x), $i+1 ..... Xn)" (A1) 
Also F, F', and G are symmetric so that gx e I  n, 
F( ,~ .... , x , )  = F ' [a (x ) ,  x~ ,..., xd  = Y ' [X l ,  a (x ) ,  x3 ,..., xd  
- -  - -  F ' [xa  . . . .  , xn_~ , G(x)]. (a2) 
Thus, the left- and right-hand sides of (A1) are equal to F(x 1 ,..., xn). Hence, 
224 JOEL GOLDMAN 
for all ordered x e I s, F (x  1 ,..., Xn) = F ' (x l  ,..., x,),  and because of symmetry 
o fF  andF '  this is true Vx e I " ;  thus, F = F' .  Equation (A2) becomes, Vx e I n, 
F(xl ..... x,)  = F[G(x) ,  x~,..., xd  = "" = F[xl .... , x~_~, a(x) ] .  (A3) 
Next, fix any ordered x e I s (x 1 ~< xe ~ "- ~ x,). There exists k ~ x~ ~< 
G(x) ~< x7~+1. Using (A3) twice: 
F(x~ ,..., x,)  = f(xl,. . . ,  x~_~, C(x)) 
= F[x ,  . . . . .  x,~=~, a (x l  , . . . ,  x,=,, a(x)), G(x)]. (A4) 
But G(x) ~< xk+, ~< x,~ so that: G(x 1 .... , xn-1, G(x)) ~< G(x 1 .... , x,,) and 
using this in (A4) we get 
F(x) = F[x,  .... , x . -2 ,  G(x, ..... x._ 1 , G(x)), G(x)] 
<~ F(x~ ,..., x,_~, G(x), ¢(x)). 
As an induction hypothesis uppose, 
F(x) ~ F(xl  ..... x~, G(x),..., G(x)) for some j >/k .  
Then: 
F(x)  ~< F(x~,..., xj, G(x),..., V(x)) 
= F[,q,..., ~j_~, a(x~ ,..., , j ,  e ( : ) , . . . ,  G(,,)), a(~,),..., a (x ) l  
F(x  1 . . . .  , X j _ l ,  a(x),..., G(x)), 
since j >/ k implies x~ ~ "" ~ xj+ 1 /> Xk+l >/ G(x), which implies 
G(x 1 ..... x j ,  G(x),..., G(x)) ~< G(x 1 ,..., x j ,  xj+a, G(x) ,..., G(x)). Therefore, 
by induction we obtain: 
r(x) < ~?[Xl ,..., xk-1, G(x),..., G(x)] < a(x). (a5) 
Similarly, starting with F(x) = F[G(x), x2 ,..., xn], by induction we can show 
that: 
F(x) /> F[G(x),..., G(x), xk+= ,-.., x,] >~ G(x). (A6) 
Combining (A5) and (A6): F(x) = G(~), for all ordered x e I",  and by 
symmetry o f f  and G, F ----- G. Q.E.D. 
LEMMA 2. I f  f :  [C, d] --~ R is continuous, i fVx  e [c, d ] , f (x )  -= f ( f (x ) ) ,  and 
i / f ( c )  = e, f (d )  ~- d, then Vy E [c, d], / (y )  = y. 
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Proof. Take any y~[c ,d ] .  Then  f ( c )  =c  <~y <~d=f(d) ,  and f 
continuous implies 3z ~ [c, d] ~ f ( z )  = y.  Therefore, 
y = f ( z )  = f ( f ( z ) )  = f (y ) .  Q.E.D. 
We can now prove: 
THEOREM 1. Suppose A = [a, b]. 7r satisfies E0, E l ,  E2a, E3, E4, and E6 
i f f  7r is a quasi-median funct ion on A n. 
Proof. Necessity: 7r is self-consistent implies3 a symmetric, nondecreasing, 
reflexive, continuous function ~r': A n -+ A ~ Vx e A n, 7r(x 1 ..... x,~) = 
7r'[~'(xl ,..., xn), x2 ..... x~]. Apply ing Lemma 1, we get ~r '= rr so that, 
Vx ~ A n, 
7r(x) = ~'[~(x), x~ ,..., x,] - -  - -  7r[xl ,..., x , _ l ,  ~r(x)]. (A7) 
Define qi = rr(b*i, a,..., a), V0 ~ i ~ n. Then  by monotonicity and reflexi- 
vity of ~r, a = q0 ~< ql ~< ""~< qn = b. Also using (A7) repeatedly we 
obtain, V1 <~ i ~< n - -  1: 
q~ = rr(b*i, a,..., a) -= rr(qi, b ..... b, a ..... a) 
- -  - -  rr(q,*i, a,..., a) (A8) 
and also, 
qi = ~(b*i, a,..., a) = 7r(b,..., b, a,..., a, qi) 
= ~r(b,..., b, a,..., a, q i ,  qi) - -  - -  rr(b,..., b, qi .... , qi). (A9) 
Take any x ~ [a, b] n. By Proposition 1 either (*) 3i, 1 ~< i ~ n - -  1 ~Yi+l  <~ 
qi ~'~ Yi ; or (**) 3k, 1 ~< k ~< n ~ q1~-1 ~< Yk ~< q~. 
In  case (*), by (A8) and (A9) and monotonicity: Vi = 1 ..... n - -  1, qi = 
~(qi*i, a ..... a) <~ 7r(y~ ,..., y~ , y~+a ,..., y,~) <~ ~(b*i, q~ ..... q~) = q~ , recalling 
that Yn ~< Yn-~ ~< "'" ~< Y~. Hence, from symmetry ~r(x) = 7r(y) = q~. 
In  case (**): Define Vx ~ [a, qi], for some i c {0 ..... n}, f (x )  = 7r(x*i, a ..... a). 
Then using (A7) repeatedly we get: 
f(x) = ~r(x*i, a , . . . ,  a)  = 7r [ f (x) ,  x , . . . ,  x ,  a . . . . .  a] 
- -  - -  rr[(f(x))*i ,  a,..., a] = f ( f (x ) ) .  
Also using (A8) : f (a)  = ~(a,..., a) = a andf (q i  ) = ~r(q i ,..., qi ,  a ..... a) = q i .  
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Furthermore, 7ris continuous, so that f  is continuous on [a, qi]. By Lemma 2, 
we know Vx ~ [a, qi], Vi = 0 ..... n, 
x =f (x )  =~(x* i ,  a ..... a). (A10) 
Similarly let gx ~ [qj, b], for some j e {0,..., n}, g(x) = rr(b~i, x,..., x). 
Then as before: g(x) = rr(b,..., b, a ..... a) = rr(b ..... b, a ..... a,g(x))  = ' "  = 
rr(b ..... b, g(x) ..... g(x)) = g(g(x)).  Also, using (A9): g(qj) = qj and g(b) = b. 
Thus, by Lemma 2, gx e [qi , b], Vj  = 0 ..... n, 
x =g(x)  =~(b* j ,  x, . . . ,x) .  (Al l )  
Now, 3k ~ 1 ~< k ~< n, qk-1 ~ Ye ~ qty. Thus, monotonicity implies: 
~[(Yl~)* k, a ..... a] ~< rr(y 1 .... , Yk, Yk+l ..... Y~) 
~< ~[b*(k - -  1), y~ ,. . . ,y~]. 
From (A10) and (A11) we see that the left- and right-hand sides of the last 
expression equal Yl~. Hence, Yk = 7r(y) = ~(x). We have thus shown that ~r 
is a quasi-median function. Sufficiency: It is easy to see that 7r satisfies 
E0, El, E2a, E3, and E4. To show E6: we show 
Vx e [a, b] n, ~r(x) = ~r[~r(x), x~ .... , x d,  
and so E6 is satisfied with ~r' =- rr. I f  x is ~ 7r(x) = qi ,  Yi+l ~ qi <~ Y i ,  
1 ~<i<~n- -  1: then median {qi ,x= ..... x ,~ ,qo ,q l  .... ,q~} =q i .  If  x 
is ~ 7r(x) = Yk , qk-i  ~ Yk ~ qle , 1 ~ k ~ n: then 
median{yk, x~ ..... xn , qo , ql ..... q=} = Yk . Q.E.D. 
APPENDIX I I  
Theorem 2 is proved in this appendix. The following lemma is needed 
for the proof: 
LEMMA 3. Let  F:  I2--+ I be continuous and strictly increasing and 
G: I n-1 --+ I (n >~ 3) be continuous, strictly increasing or decreasing in the sense 
of  axiom E2, symmetric, and reflexive. I f  these functions satisfy: Vx  ~ 1% 
F[G(x 1 ..... xn_l) , Xn] = F[G(x 2 , . . . ,  Xn)  , Xl] (A12) 
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then and only then does there exist continuous, strictly monotone functions f
and g, and a constant c', such that: Vx 1 ,..., x~_ 1 ~ I, 
n -  1 f (x3  (A13) 
and 
Vx, y~I ,F (x ,y )  =g f (x )+ n - 1 f (y )+c '  . (A14) 
Necessity: Def ineF ' :  12 --+ I by: Vx, y ~ 1, F'(x,  y)  = F (y ,  x). Then P~oof. 
(A12) becomes: 
F[G(x l  , . . . ,  x~_O,  x , ]  = F ' [x l  , G(x~ .... , x,)] (A15) 
for all x E 1% Assume n ) 4 and fix x a = x~ °), xa = x (°)a ,..., x,_  1 = x~°_) 1 . 
Define G' : I2 --+ I by: gx, y e I, G'(x, y)  = G(x, y,  - (°~.~ , ~4~(°),..., x~°)_a). Using 
the symmetry  of G we see that (A15) implies: gx 1 , x2, xn eL  
F[G'(xa , x2) , x,] = F'[xa , G'(xz , x,)]. (A16) 
Wi th  the prescr ibed condit ions on F and G (and hence F '  and G') it follows 
from certain theorems in the theory of functional equations (Aczel, 1966, 
pp. 311-312, 148) that the solution of (A16) is: There exist continuous, 
strictly monotone functions f ,  g, and h, and a constant c such that Vx, y ~/ ,  
F(x, y)  = g[ f (x )  + h(y)] (A17) 
G'(x, y)  - f -a[h(x)  + h(y)  + c]. (A18) 
Thus,  Vx, y ~ I, G(x, y,  x~ °), .~(o) ~(o) ~4 ," . . . .  , -v  = f-~[h(x) + h(y)  + c]. Varying 
x(O) ..(0) 
3 .... , ~-1  we obtain: Vx, y,  x~ °) ..... x~ 1 ~I ,  
C(x ,  y ,  x~O~ ... .  , (o~ , x,~_a) ---- f oa[ho(x) + ho(y ) + Co] (AI9) 
where the subscripts 0 depict a possible dependence on x~°),..., x~°_) 1 . But F 
is not a function of x~ °~ ..... x~°_) 1 so from (A17) we see that g, f ,  and h do not 
:lepend on x(°)z ,..., x~°_) 1 . Therefore,  Vxx, xz,  x z ..... x~_ 1~1, (dropping the 
mperscr ipts 0) 
G(xl , xe , x z .... , xn_a) -~ f-a[h(Xl) + h(x~) + c(x z ..... x~_~)] (A20) 
vhere c(x a .... , Xn_x) ---- Co is a function of xs .... , x~_ 1 . 
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We next show that Vx3 ,..., $n-1  ~ I ,  C($ 3 . . . .  , 2n_ l )  = Zin__i 1 h($i) @ c*, 
c* ~- constant. Define functions tn_ 3 and t~_z by: 
Vx~ ..... x,_~ ~ Z, t~_~(xa ,..., x,-1) = c(xz ,..., x,_~) 
and 
t~z--2(X 2 .. . .  , Xn--1) = h(x2)  -@ c (x  3 . . . . .  ~7,z_l) = h($2)  -1- tn_3(x  3 . . . . .  Xn_l ) .  
G is symmetric implies that t~_ 3 and t~_2 are also symmetric. We show by 
induction that for each 2 ~< k ~< n-  2, given a symmetric function 
tk, there exists a symmetric function tk_ 1 such that tl,(x~_k ,..., x~_l) = 
h(x~_7~) + tl~-l(X~-k+a,..., X -a), Vx~_I~ ,..., x,-1 ~ I. The induction hypothesis 
is true for k ~ n - -  2. Assume it is true for k = q, i.e., tq(x~_q ..... x~_x) = 
h(x~_q) 4-tq_l(x~-q+l,.. . ,  x~-l) where tq and t~_ z are symmetric. Then, 
tq(x~_q, x~_q+l ,..., x,-1) = tq(x~-q+l , x~_q ,..., x~_l) which implies that 
tq--l(Xn--q+l , Xcz--q+2 ,..., Xn--1) - -  h(xn_q+l) = tq_l(x~_q , Xn--q+2 ..... Xn--1) - -  
h(x~_~). This shows we can define a function t~_2 by tq_2(x~_q+ ~,..., x~_~) = 
tq_l(x~_q+l, x~_q+2 .... , x~-a) -  h(x~_q+a). Clearly tq_ 2 is symmetric and 
t~_~(xn_q+ 1 ,..., x,_~) = tq_z(x~_q+z .... , x,_~) 4- h(x~_q+x), so the induction is 
proved. For k = 2, we know t2(x~_ 2 , x~_l) =- t l(x,-1) 4- h(x~_2) and t 2 is 
symmetric. Therefore, Vx,_ l  , x~-2 E I, ta(x~_a) 4- h(x~_2) = tl(x~-2) 4: h(X,_l). 
Fix one variable and get: Vz EI ,  t l(z ) = h(z) + c*, c* = constant. Hence, 
t2(x~_2, x~_l) -~ h(x,_a) 4- h(x~_2) + c*. Combining all terms we obtain 
£(X 3 , . . . ,  Xn_ l )  = ~i~-31 h(xi) -u c*. 
Substitution of this result into (A20) yields: 
[r h(x,)+c,.l 
Reflexivity of G implies that Vx c I, 
f (x )  - -  c* 
h(~)  - 
n- -1  
Therefore 
n-  1 f (x i )  , 
and 
1 c* ] 
Vx, y~I ,F (x ,y )  :g  f (x )  4:- n - -  1 f (y )  n - -  1"  
For n = 3 the result follows easily from (A17) and (A18). 
Sufficiency is straightforward. Q.E.D. 
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The result to be proved is: 
THEOREM 2. Suppose A = I and  n >~ 3. ~r satisfies E0, El ,  E2b, E3, E4, 
and E5 i f f  rr is a quas i -ar i thmet ic  mean on An.  
P ro@ From E0, El ,  and E2b we know B = A. By E5 there exist 
functions rr': I n --* Iand  ~r~_,: I n-* - -* /which are reflexive, strictly increasing, 
symmetric, and continuous, and which satisfy: gxc I  n, 7r(x 1 ..... x~) 
~r'[0rn-l(x~ ..... xn-1))* (n - -  1), x~]. Now ~r is symmetric so that gx ~I  n, 
"B"[('B'n_l(g , ..... Xn_ l ) ) *  (n  - -  1), Xn] = 7r'[(qTn_,(X 2 ,..., Xn)) g (n - -  1), * l ] -  
Define F : I~- - -+ I  by F(x ,y )  = rr'[x*(n - -  1),y], gx,  y~I .  Then, gxe I  n, 
F[rrn_~(x 1 .... , x,~_l), x,~] = F[Tr~_,(x 2 ,..., x~), xa]. Let G = 7rn_ 1 . The 
hypotheses of Lemma 3 are satisfied so there exist continuous, strictly 
monotone functions f and g, and a constant c', such that 
and 
[ 1 
VXl ..... x n ~ I ,  7rn_l(x , .... , Xn_, ) = f -e  l 
n - -1  k 
n--1 )1 - -  ~ ,  f (*~ 
1 
~(x,,..., ~n) = F [~._ , (~ I  .... , xn_~), ~.]  = g - n - -  1 
i=1 
Using the reflexivity of rr we immediately obtain: 
Vx ~ I% ~(x)  = f - *  f (x~) . 
The converse is trivial. Q.E.D. 
APPENDIX I I I  
Here we show the validity of Theorem 3. First we prove a lemma: 
LEMMA 4. Suppose 1, I ' ,  and  I i  (i = 0 ..... n) are f in i te  or inf inite intervals. 
get F :  I n ~-~ I o be def ined by: Vx c I  ~, F(x  1 .... , x~) -~ h o [~i~1 hi(xi)], where 
~o: I '  --~ 1 o is continuous and  str ict ly monotone, and  each hi: I --~ I i is continuous 
and either str ict ly monotone or constant. Suppose too that  Vx e I n and  Vt  such 
that (x 1 47 t ..... x~ 47 t) ~ I% F (x  1 47 t, x~ 47 t ..... x~ 47 t) ~ F (x  1 ..... xn) 47 t, 
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and Vx ~I  ~ and Vt ~ 0 such that (txa ,..., txn)~I  n, F ( tx  1 , tx 2 ..... tx~) = 
tF(x 1 ,..., x~). Then there exist constants c, c 1 ,..., c~ such that: 
Vx e I", F(x) = ~ cixi + c. 
i= l  
Proof. Without loss of generality suppose hi, 1 ~< i ~< m, are strictly 
monotone and hi ,  m < i <~ n, are identically equal to constants A~.. Let 
n 
A = ~i=~+1 Ai and define the function G by 
IL v(x~ ..... xm) EI~, G(x~ ,..., x~) -= F(x~ .... , x,) = ho hi(xi) + • 
From the restrictions on F we know that V(x a ,..., Xm) 6 I  "~ and Vt such that 
(x 1 + t,..., x~ + t) ~ 1% G(x 1 + t,..., xm + t) = G(x a ,..., xr~) + t, and 
V(x a .... , x~) E I  ~ and Vt ~: 0 such that (tx 1 ..... tx,~) ~ I% G(tx 1 ,..., tx~) = 
tG(x 1 ,..., xm). The result follows from these facts by an easy generalization 
of a proof in Aczel (1966, pp. 151-153, 147-148). 
Using this lemma we demonstrate he following: 
THEOREM 3. Suppose 0 ~ D = I. 3 satisfies A0, A1, A2, A3, and A4 
(setup, symmetry, reflexivity, linear invariance, and existence of similarity 
functions) iff  there exist functions s 1 ..... s~: C ~+1 ---> R such that: Vx ~ C% 
Vy ~ D '~, Vx ~ C, 
where s 1 . . . . .  s~ satisfy: 
and 
8(x;y; x) = ~ &(x;x) y i ,  
Vx ~ C% Vx ~ C, ~ si(x; x) = 1 
i= l  
Vj----- 1 .... ,n, VxeC% VxeC,  
s;(x; x) = s l (x j  , x2 ,. . . ,  x~- i  , x l  , x~+i .... , x~ ; x )  
where s 1 is a symmetric function in its 2nd through n-th variables. In addition 
there exists a strictly increasing, function g such that s t = g(s/),  Vj = 1,..., n 
(the functions {s/} are those appearing in the statement of A4). 
Proof. Necessity: By A4, VxeC% VyeD% VxeC,  8(x;y;x)  = 
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# . # . rr[sa'(x; x) "Yi .... , s. (x, x)"y.].  Fix any x, x, and let bi = si (x, x ) ,W= 1,..., n. 
Without  loss of generality suppose b/ v c 0 for 1 ~< i <~ m and bi = 0 for 
m <i~n.  Then we have Vycl% 8(x ;y ;x )  =r r [b ly  1, . . . ,b~yn]  = 
f - l [ (1 /n )~.~=l f (b iy~) ] .  Define functions F, h0, h 1 ..... h,~ by: gye I% 
F(y)  = 8(x ;y ;  x); h 0 =f - l ;  gze I ,  h i (z)  ~- (1 /n) f (b~z) ,  i = 1 .... , m, and 
h '~ hdz  ) = (1 /n) f (O) ,  i = m q- 1 ..... n .Then  gy ~I% F(y ) - -  0[•/=1 hdY~)], and 
the conditions of Lemma 4 are satisfied so we find that, gy  e l  ~, 3(x; y; x) = 
q2 
F(y) ~- Y~i=l siY i  @ s, for some constants  1 , s~ .... , sn, and s. Since 8 satisfies 
q2 
A2, s must  be 0 and ~ i=,  si = 1. Therefore, 
Vy ~ I n, f -1  f (b iy i )  = F(y)  = s~y i . 
i=1  
Take any j and set Ys = o~ # O, Y i  = O, Vi  v~ j .  Then 
,, _- ai-,o ("-,, ') i(o)} 
Note that g is strictly increasing. Lett ing x and x vary we get 3(x; y; x) 
Ei%* si(x; x) Y i ,  Y.~=* si(x; x) = 1, and ss(x; x) = g[s/(x; x)], Vj. 
Next, set Y2 - -  - -  y~ = O, Yl =/= 0, so for any j ,  by A1, 
8(xl ,..., x j_ l ,  xs, xs+~ ,..., x~ ; Y l ,  0,..., 0; x) 
=8(x j ,x  2 ..... x5 1,xI,x5+1 .... ,x, , ;O ..... O, y l ,0  ..... O;x) 
implies 
s~(x; x) y~ = ss(xj , x~ ,..., x j_ l  , 11,  x~+1 .... , x~ ; x) Y l  , Vx ~ C ~, Vx ~ C. 
For any 1 ~ i, j ~ n - -  1, set Yl - -  - -  Y~-I = O, y,~ 9 6 0 so 
sl(x,~ , x~ ..... x i  ,..., xs ..... xn -1 ,  x l  ; x) Yn 
= 8(x~ .... , x,, ; 0,..., O, Yn ; x) 
= ~(X 1 . . . .  , X i _  1 , a '5 ,  X /+ 1 . . . .  , X5_  1 , X i , Xj_t. 1 . . . . .  Og n ; 0,..., O, y~ ; x) 
sa(x  n , x~ , . . . ,  x¢_ 1 , x j ,  x¢+ 1 , . . . ,  x j_  1 , x i , x~+ 1 , . . . ,  xn_  1 , x 1 ; x )  Yn  
from which symmetry of s 1 in its 2nd through nth variables follows. 
The  converse is straightforward. Q.E.D. 
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APPENDIX IV 
The proof of Theorem 4 is given here. 
THEOREM 4. A sequence of quasi-arithmetic estimators on A : [a, b] 
defined as in (1) satAfies E7 (oscillation-reducing). A sequence of quasi-median 
estimators on [a, b] which satisfies the condition in (2) also satisfies E7. 
Proof. The proof for quasi-arithmetic estimators is straightforward and 
is omitted. 
For quasi-median estimators: Given e > 0, any x, and a sequence x a , x2 ,... 
converging to x, there exists N = N(E) such that at most N points in the 
sequence are outside the interval [x - -  e, x q- ~]. Let N~,al ,  c < d, denote 
the number of components of qm which lie in the interval [c, d]. From (2) 
it is easy to see that for any interval [c, d], c < d: 
Nr~ 
lim inf -.t~,al > 0. 
Next, there exists M > N such that gm ) M, for some ~ > 0, 
N~ . . . .  +d >~c~>~ 1 +N 
m m 
Thus, for any m >~ M, and any points xq ..... x~ in the sequence, the 
number of elements of {xq ,..., x i , ,  q0 ..... qn~} in [x - -  E, x -t- ~] is at least 
(m- -N)+N~ . . . .  +~1 ~>m-N+l  +N=m+l .  From the definition 
of quasi-median functions it follows that ~r~(x 1 ,..., x~,) e [x - -  e, x + El. 
Q.E.D. 
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