The (1 + (λ, λ)) genetic algorithm is one of the few algorithms for which a super-constant speed-up through the use of crossover could be proven. So far, this algorithm has been used with parameters based also on intuitive considerations. In this work, we rigorously regard the whole parameter space and show that the asymptotic time complexity on the OneMax test function class proven by Doerr and Doerr (GECCO 2015) for the intuitive choice is best possible among all settings for population size, mutation probability, and crossover bias. Our proofs also give some advice on how to choose the parameters for other optimization problems.
INTRODUCTION
The (1 + (λ, λ)) genetic algorithm ((1 + (λ, λ)) GA) was first proposed in [5] (see [6] for an extended version). It is a simple evolutionary algorithm that uses a biased crossover with a parent individual in a way that can be interpreted as a repair mechanism. It was the first (unbiased in the sense of Lehre and Witt [15] ) evolutionary algorithm to provably optimize any OneMax test function in time asymptotically smaller than the famous Θ(n log n) barrier, but showed a favorable performance in experiments also for several other classic test functions [6] and combinatorial optimization problems [11, 16] . This algorithm (together with, e.g., [7, 9, 14, 18] ) also is one of the still surprisingly few examples where crossover could be rigorously proven to useful.
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GECCO '16, July 20 -24, 2016 , Denver, CO, USA ulation size λ, a mutation probability p, and a crossover bias c. In all previous works, these parameters were chosen by combining rigorous and intuitive arguments (see Section 2). While the results, e.g., an O(n √ log n) runtime for all OneMax functions in the first paper [5] , indicate that these intuitive choices were not too bad, all existing work leaves open the possibility that completely different parameter choices give an even better performance.
For this reason, in this work we rigorously analyze the whole parameter space. For arbitrary parameter settings, we prove a lower bound that coincides with the runtime proven in [4] for the intuitive choices taken there. Consequently, these parameter choices were optimal. As a side product, we also see that not many other parameter choices can lead to this optimal runtime. We have to defer the precise statement of our results (Theorem 7) to a point where the algorithms and its parameters have been made precise.
From a broader perspective, our results and in particular the partial results the main proof is composed of, give a clearer picture on how to choose the parameters in the (1 + (λ, λ)) GA, also for optimization problems beyond the OneMax test function class (see the Conclusion section).
From the methodological standpoint, this is one of very few theoretical works that analyze the combined influence of several parameters on the performance of an evolutionary algorithm. We observe that the parameters do not have an independent influence on the runtime, but that they interact in a difficult to foresee manner. A similar observation was made in [10] , who proved for the (1 + λ) EA that the mutation probability has a decisive influence on the performance when the population size λ is asymptotically smaller than the cut-off point ln(n) ln ln(n)/ ln ln ln(n), whereas it has almost no influence when λ = ω(ln(n) ln ln(n)/ ln ln ln(n)). Such non-separable parameter influences, naturally, make the analysis of a multi-dimensional parameter space more difficult.
A second difficulty we had to overcome is that, while only few parameter configurations yield the asymptotically optimal runtime, a quite large set of combinations including some that are far from the optimal ones still lead to a runtime very close to the optimal one (see the remark at the end of Section 5.1). While this is good from the application point of view (missing the absolutely optimal parameters is less harmful), from the viewpoint of proving our results it means that there is not much room for non-sharp estimates. Overcoming these difficulties, we are also optimistic that this work helps future work in the analysis of multi-dimensional parameter spaces.
THE (1+(λ, λ)) GENETIC ALGORITHM
The (1 + (λ, λ)) GA is a fairly simple evolutionary algorithm using crossover. Its pseudo-code is given in Algorithm 1.
Algorithm 1: The (1 + (λ, λ)) GA, maximizing a given function f : {0, 1} n → R, with offspring population size λ, mutation probability p, and crossover bias c. The mutation operator mut generates an offspring from one parent by flipping exactly random bits (without replacement). The crossover operator crossc performs a biased uniform crossover, taking bits independently with probability c from the second argument.
1 Initialization: Choose x ∈ {0, 1} n uniformly at random and evaluate f (x); 2 Optimization: for t = 1, 2, 3, . . . do 3
Mutation phase: Sample from B(n, p);
Crossover phase: for i = 1, . . . , λ do 9
10
Choose y ∈ {y (1) , . . . , y (λ) } with
The (1+(λ, λ)) GA is initialized with a solution candidate drawn uniformly at random from {0, 1}
n . It then proceeds in iterations consisting of a mutation, a crossover, and a selection phase. In an important contrast to many other genetic algorithms, the mutation phase precedes the crossover phase. This allows to use crossover as a repair mechanism, as we shall discuss in more detail below.
In the mutation phase, we create λ offspring from the current-best solution x by applying to it the mutation operator mut (·), which flips positions uniformly at random. In other words, mut (x) is a bit-string in which for random positions i the entry xi ∈ {0, 1} is replaced by 1 − xi. The step size is chosen randomly according to a binomial distribution B(n, p) with n trials and success probability p. To ensure that all mutants have the same distance from the parent x, and thus to not bias the selection by different distances from the parent, the same is used for all λ offspring. The fitness of the λ offspring is computed and the best one of them, x , is selected to take part in the crossover phase. If there are several offspring having maximal fitness, we pick one of them uniformly at random (u.a.r.).
When x is already close to an optimal solution, the offspring created in the mutation phase are typically all of much worse fitness than x. However, they may still have discovered some parts of an optimal solution that is not yet reflected in x. In order to preserve these parts while at the same time not destroying the good parts of x, the (1 + (λ, λ)) GA creates in the crossover phase λ offspring from x and x . Each one of these offspring is sampled from a uniform crossover with bias c to take an entry from x , that is, each offspring y (i) := crossc(x, x ) is created by independently for each position j setting y (i) j := x j with probability c and taking y (i) := xj otherwise. Again we evaluate the fitness of the λ crossover offspring and select the best one of them, which we denote by y. If there are several offspring of maximal fitness, we break ties randomly.
1
Finally, in the selection step the previous-best solution x is replaced by new y if and only if the fitness of y is at least as good as the one of x.
As common in the runtime analysis community, we do not specify a termination criterion. The simple reason is that we study as a theoretical performance measure the expected number of function evaluations that the (1 + (λ, λ)) GA performs until it evaluates for the first time a search point of maximal fitness (the so-called optimization time). Of course, for an application to a real problem a termination criterion has to be specified.
Parameter Choices
The (1 + (λ, λ)) GA comes with a set of parameters, namely the mutation probability p, the crossover bias c, and the off-spring population size λ. If ∼ B(n, p), then crossc(x, mut (x)) has the distribution of an individual created from x via standard bit mutation with mutation rate pc. Since 1/n is an often preferred choice for the mutation rate, the authors of [5] suggest to choose p and c in a way that pc = 1/n. Note that due to the two intermediate selection steps, the final offspring y has a very different distribution than standard bit mutation with rate pc. As shown in [4] , for all x apart from those stemming from o(n) fitness levels the final offspring y gains a super-constant number of fitness levels over x.
Parameterizing p = k/n, that is, k denotes the average number of bits flipped by an application of the mutation operator, the above suggestion is to take c = 1/k. For these settings, a first runtime analysis for the OneMax test function in [5] gave an upper bound for the runtime of O((
)n log n + (k + λ)n). From this, the suggestion to take k = λ was derived, reducing the parameter space to the single parameter λ. Since only an upper bound for the runtime was used to obtain this suggestion, again this is an intuitive argument, but not a rigorous one.
For the parameter settings p = λ/n, c = 1/λ, and arbitrary λ a more precise runtime analysis [4] , again on the OneMax test function class, gave a tight order of magnitude for the expected runtime of Θ max n log(n) λ , nλ log log(λ) log(λ) , which is minimized exactly by the parameter choice λ = Θ( log(n) log log(n)/ log log log(n)). As said above, we shall prove that also all other choice of mutation probability, crossover bias, and offspring population size lead to this or a worse runtime. Though not too relevant for this work on static parameter settings, we remark that [3, 6] showed that a Θ(n) runtime can be obtained by choosing the parameters using a clever functional dependence of the objective value or by using a self-adjusting parameter setting.
RUNTIME ANALYSIS
Runtime analysis is one of the most successful theoretical tools to understand the performance of evolutionary algorithms. The runtime or optimization time of an algorithm (e.g., our (1 + (λ, λ)) GA) on a problem instance (e.g., the OneMax function) is the number of fitness evaluations that are performed until for the first time an optimal solution is evaluated.
If the algorithm is randomized (like our (1 + (λ, λ)) GA), this is a random variable T , and we usually make statements on the expected value E[T ] or give bounds that hold with some high probability, e.g., 1−1/n. When regarding a problem with more than one instance (e.g., traveling salesman instance on n cities), we take a worst-case view. This is, we regard the maximum expected runtime over all instances, or we make statements like that the runtime satisfies a certain bound for all instances.
In this work, the optimization problem we regard is the classic OneMax test problem consisting of the single in-
xi, that is, maximizing the number of ones in a bit-string. Despite the simplicity of the OneMax problem, analyzing randomized search heuristics on this function has spurred much of the progress in the theory of evolutionary computation in the last 20 years, as is documented, e.g., in the recent textbook [13] .
Of course, when regarding the performance on a single test instance, then we should ensure that the algorithm does not exploit the fact that there is only one instance. A counter-example would be the algorithm that simply evaluates and outputs x * = (1, . . . , 1), giving a perfect runtime of 1. One way of ensuring this is that we restrict ourselves to unbiased algorithms (see [15] ) which treat bit-positions and bit-values in a symmetric fashion. Consequently, an unbiased algorithm for the OneMax problem has the same performance on all problems with isomorphic fitness landscape, in particular, on all (generalized) OneMax functions Omz : {0, 1} n → {0, 1, . . . , n}; x → eq(x, z) for z ∈ {0, 1} n , where eq(x, z) denotes the number of bit-positions in which x and z agree. It is easy to see that the (1 + (λ, λ)) GA is unbiased (for all parameter settings).
NOTATION AND TECHNICAL TOOLS
We write [a..b] to denote the set {z ∈ Z | a ≤ z ≤ b} of integers between a and b. We write log(n) to denote the binary logarithm of n and ln(n) to denote the natural logarithm of n. However, to avoid unnecessary case distinctions when taking iterated logarithms, we define log(n) := 1 for all n ≤ 2 and ln(n) := 1 for all n ≤ e. For the readers' convenience, we now collect some tools from probability theory which we will use regularly. Lemma 1. Let X be a random variable with binomial distribution with parameters n and p
Lemma 2. Let X be a non-negative integral random vari-
The following large deviation bounds are well-known and can be found, e.g., in [1] . We call all these bounds Chernoff bounds despite the fact that it is now known that some have been found earlier by other researchers.
Theorem 3 (Classic Chernoff bounds). Let X1, . . . , Xn be independent random variables taking values
(e). Let X1, . . . , Xn be independent random variables each taking values in some interval of length at most one.
Chernoff bounds also hold for hypergeometric distributions. Let A be any set of n elements. Let B be a subset of A having m elements. If Y is a random subset of A of N elements (chosen uniformly at random from all N -element subsets of A, then X := |Y ∩ B| has a hypergeometric distribution with parameters (n, N, m).
Theorem 4 (Hypergeometric distributions).
If X has a hypergeometric distribution with parameters (n, N, m), then E[X] = N m/n and X satisfies all Chernoff bounds given in Theorem 3.
Drift analysis comprises a couple of methods to derive from information about the expected progress (e.g., in terms of the fitness distance) a result about the time needed to achieve a goal (e.g., finding an optimal solution). We shall several times use the following additive drift theorem from [12] (see also Theorem 2.7 in [17] ).
Theorem 5 (additive drift theorem). Let X0, X1, ... be a sequence of random variables taking values in a finite set S ⊆ R ≥0 . Let T := min{t ≥ 0 | Xt = 0}. Let δ > 0.
In many situations, the progress Xt − Xt+1 is stronger when the process is far from the target, that is, when Xt is large. A particular, but seemingly very common special case is that the progress is indeed proportional to Xt (multiplicative drift). Nearly matching the upper bound of [8] is the aim of the following very useful theorem (Theorem 2.2 in [19] ).
Theorem 6 (multiplicative drift, lower bound).
Let S ⊂ R be a finite set of positive numbers with minimum 1. Let X0, X1, . . . be a sequence of random variables over S such that Xt ≥ Xt+1 for any t ≥ 0. Let smin > 0. Let T be the random variable that gives the first point in time t ≥ 0 for which Xt ≤ smin. If there exist positive reals β, δ ≤ 1 such that, for all s > smin and all t ≥ 0 with Pr[Xt = s] > 0,
.
MAIN RESULT AND PROOF
As described in Section 2, a combination of intuitive considerations and rigorous work made [4, 5] suggest the parameter choice λ = λ * := log(n) log log(n) log log log(n)
, p * = λ * /n, and c * = 1/λ * for the optimization of the OneMax test function class, yielding an expected optimization time of asymptotic order of F * = n log n λ * = n log(n) log log log(n) log log(n)
. It was also proven that with p and c functionally depending on λ as above, λ = Θ(λ * ) is the optimal choice and the only optimal choice.
In this section, we complete this picture by proving rigorously that no combination of the parameters p, c, and λ, all possibly depending on n, can lead to an expected optimization time of asymptotic order strictly better than F * . We also show that not many parameter combinations can give this optimal expected runtime.
Theorem 7. Let λ * := log(n) log log(n) log log log(n)
and F * = n log n λ * = n log(n) log log log(n) log log(n)
• For arbitrary parameters λ ∈ [0..n], p ∈ [0, 1] and c ∈ [0, 1], all being functions on n, the (1 + (λ, λ)) GA has an expected optimization time of E[F ] = Ω(F * ).
• If some parameter combination (λ, p, c) leads to an expected optimization time of
To ease the presentation, we shall always parameterize these values by p = k/n and c = r/k for some k ∈ [0, n] and r ∈ [0, k] (hence k and r may also depend on n). In this language, the previously suggested values are k * = λ * and r * = 1, and the main result of this work is that (i) no parameter setting gives a better expected optimization time than the Θ(F * ) stemming from these parameters, and (ii) any parameter tuple (λ, k, r) that leads to an asymptotic optimization time of Θ(F * ) satisfies λ = Θ(λ * ), k = Ω(k * ) and k = exp(O( log(n) log log log(n)/log log(n) )), and r = Θ(r * ).
Overview of the Proof
Given the apparent difficulty (see [4] ) of determining the runtime of the (1 + (λ, λ)) GA already for k = λ and r = 1, the natural approach of determining the optimal parameter settings by conducting a precise runtime analysis for all parameter combinations (λ, k, r) seems not very promising. Therefore, shall rather analyze particular parts of the optimization process in detail and from these extract necessary conditions for the parameters to allow an expected optimization time of order O(F * ). To make it more visible how the different arguments work together, let us start with a brief overview of the analysis.
Let a tuple (λ, p = k/n, c = r/k) as described above be given. We denote by T the number of iterations the (1 + (λ, λ)) GA with these parameters performs until an optimal solution is found. We denote by F the optimization time of this (1+(λ, λ)) GA, that is, the number of fitness evaluations performed until an optimal solution is evaluated. Recall that F ≈ 2λT (but see Lemma 10 and the text around it for the details).
We say that a tuple of parameters is optimal if the resulting optimization time is O(F * ). This is, for the moment, a slight abuse of language, but as this section will show, these are indeed the parameters that lead to the asymptotically optimal runtime, since (as we will see) no better runtime than Ω(F * ) can be achieved with any parameter setting. The proof of the Theorem 7 then proceeds like this.
• In Lemma 8,  we show that
Consequently, k ≤ √ n in an optimal parameter set.
• In Lemma 11, we show that when k ≤ √ n, then
Since a term like exp(Ω(z))/z is minimal for z = Θ(1), this result together with the previous implies that an optimal parameter set has λ = Ω(λ * ) and r = Θ(1).
• In Lemma 12, we show that for 0 < k ≤ n/12, we have
). Hence k = Ω(λ * ) in an optimal parameter setting.
• In Lemma 13, we show
in an optimal set of parameters. Together with the previous item and giving some room, we observe that λ = O(k 2 ) in an optimal setting.
• In Lemma 14, we show that if λ ≤ exp(k/120), λ = exp(o(n)), and r ≤ (5/2)(1/e) √ ln λ/ ln ln(λ), then
). Since in an optimal parameter setting we have λ = O(k 2 ) and r = Θ(1), this result together with Lemma 11 implies that the optimal runtime is Θ(F * ) and that we have λ = Θ(λ * ) in an optimal parameter setting.
This shows the main claim of this work, namely that F * is asymptotically the best runtime one can achieve with a clever choice of all parameters of the (1 + (λ, λ)) GA. The above also shows that an optimal parameter set has λ = Θ(λ * ) and r = Θ(1). For the mutation probability, the above only yields k = Ω(λ * ) and k = O( √ n). In Lemma 15, we show that k = exp(O( log(n) log log log(n)/log log(n) )) is a necessary condition for having a Θ(F * ) runtime. We do not know if the interval of optimal k values can be further reduced. An inspection of the upper bound proof in [4] suggests that, with more effort than there, also slightly larger k-values than Θ(λ * ) (together with λ = Θ(λ * ) and r = Θ(1)) could lead to the optimal expected runtime of Θ(F * ). We do not follow up on this question, because we do not feel that it justifies the effort of extending the technical proof of [4] . It is quite clear that there is no algorithmic advantage of using a larger than necessary k-value. The main (unfavorable) difference would be that an efficient implementation of the mutation operator in expected time Θ(k) would have an increased complexity.
We face two main difficulties in our proofs. One is the apparent dependencies introduced by the two intermediate selection steps and the fact that all mutation offspring have the same Hamming distance from the parent. That the latter creates additional challenges can be easily seen in the lengthy proof of Lemma 12, which simply tries to use the classic argument that one needs at least a total number of Θ(n log n) bit-flips to make sure that each initially incorrect bit was flipped at least once.
The second difficulty is that even parameter combinations that are far from those leading to the optimal runtime can lead to runtimes very close to the optimal one. An example (given here without proof) is that for say k = √ n and λ = λ * and r = 1, the optimization process strongly resembles the one of the (1 + λ) EA with λ below the cut-off point. Consequently, the (1 + (λ, λ)) GA for these parameters has an optimization time of Θ(n log n), which is relatively close to F * despite the uncommonly large mutation probability.
Proofs
In this longer subsection, we prove the results outlined above. For reasons of space, some proofs had to be omitted. They can be found in [2] . We frequently use the following notation. For x ∈ {0, 1} n , we call d(x) := n − Om(x) its fitness distance. For x, x , y ∈ {0, 1} n , let
the number of "good bits of x (with respect to x)". Analogously, let
the number of "bad bits of x (with respect to x)". Note that, trivially, g(x, x ) + b(x, x ) = H(x, x ), the Hamming distance of x and x . Similarly, we define "the number of good bits of x that made it into y" and "the number of bad bits of x that made it into y" by
In the following, we always assume that we consider a run of the (1 + (λ, λ)) GA with general parameter setting λ, p = k/n, and c = r/k, which may all depend on the problem size n. Since we are interested in an asymptotic result, we may assume that n is sufficiently large. We use the variables of the algorithm description, e.g., x, x (i) , x , etc. without further explicit reference to the algorithm.
We now prove the ingredients forming the proof of the main result. Where ever reasonable, we prove the results not only for the minimal parameter range needed in the proof of the main result. At the same time, we do not aim at the absolutely widest parameter range if this would increase the proof complexity. So the reader may expect that many of the following partial results hold also with weaker assumptions.
exp(Θ(r))n log n), exp(Ω(n 1/16 ))}, which attains its asymptotically optimal value Ω(n log n) for r = Θ(1).
To prove this lemma, we need two auxiliary results. The first states that certain large fitness gains are very unlikely. This will allow us later to argue that with high probability, the (1 + (λ, λ)) GA will at some time encounter a search point close to a given fitness level. Also, we shall use this result to show that the second condition of the lower bound multiplicative drift theorem (Theorem 6) is fulfilled. The result below is not optimized, but sufficient for our purposes, where d is at least some small positive power of n. We omit the proof for reasons of space. The second auxiliary lemma gives a simple argument for why, even when taking a strict definition of the optimization time, we can count the number of iterations until an optimal solution is found and multiply this number by Θ(λ). Recall that the optimization time is defined to be the number of fitness evaluations until for the first time an optimal solution is evaluated. Consequently, if say the first mutation offspring by chance is an optimal solution, then the optimization time F would be 2. The number of iterations T , though, would be 1, so the estimate F = Ω(λT ) is not valid.
The following lemma shows that, for all reasonable values of λ, typically the first λ mutation offspring are not optimal. In this case, F ≥ max{λ, 2(T − 1)λ} = Θ(λT ). The proof, omitted for reasons of space, builds on the simple observations that all mutation offspring created in the first iteration are uniformly distributed in {0, 1} n .
Proof of Lemma 8. Since we do not aim at proving a bound better than exp(Ω(n 1/16 )), by Lemma 10 we may assume that λ = exp(O(n 1/4 )) with small implicit constant. We start by analyzing the progress the (1 + (λ, λ)) GA makes in one iteration starting with a search point x having fitness distance d := d(x) ∈ [n 3/4 , n 7/8 ]. More precisely, denote by z the new parent individual after one iteration (which is either x or y). To use drift analysis, we shall regard the progress
Letx be a mutation offspring. Letg = g(x,x) be the number of good bits ofx. As in the proof of Lemma 9, we have E[g] = dk/n ≥ n 1/4 and Pr[g ≥ 2dk/n] ≤ exp(−(dk/n)/3) ≤ exp(−Ω(n 1/4 )). Hence only with probability at most λ exp(−Ω(n 1/4 )), there is a mutation offspring with at least 2dk/n good bits; in this rare case we estimate the progress f (z) − f (x) via the trivial bound f (z) − f (x) ≤ n. Similarly, in the exceptional case that < k/2, which occurs with probability at most exp(−Ω(k)) ≤ exp(−Ω(n 1/2 )),
Hence let us now analyze the progress in the regular situation that no mutation offspring has 2dk/n good bits or more (and thus g(x, x ) < 2dk/n) and that ≥ k/2 (and thus x has at least b(
. For this situation, we now analyze the crossover phase. Consider an offspringỹ generated in the crossover phase.
Let us consider first the case that r ≥ n 1/16 . Then the expectation of the numberb := b(x, x ,ỹ) of bad bits copied intoỹ is at least E[b] ≥ (k/4) · (r/k) = r/4. Hence with probability 1 − exp(−Ω(r)) ≥ 1 − exp(−Ω(n 1/16 )), the crossover offspringỹ has taken at least k/8 bad bits from x . This is more than the number of good bits x has, so regardless of how many good bits make it intõ y, we have f (ỹ) ≤ f (x). Consequently, with probability 1 − λ exp(−Ω(n 1/16 )), no crossover offspring has a fitness better that x, and hence f (z) = f (x). For the remaining probability λ exp(−Ω(n 1/16 )), we estimate 16 )), since n ≥ 1. We now turn to the case that r < n 1/16 . In this case, the expectation of the numberg := g(x, x ,ỹ) of good bits copied intoỹ is at most E[g] ≤ (2dk/n) · (r/k) = 2dr/n ≤ 2n −1/16 . We regard separately the situations thatg = 0,
Clearly, wheñ g = 0, we have f (ỹ) ≤ f (x). Markov's inequality shows that good bits exist only with probability E[g] ≤ 2dr/n, hence,
≤ 2dr/n. Conditioning onỹ having between one and 47 good bits, we trivially observe f (ỹ) − f (x) ≤ 47. However, forỹ to have a fitness better than f (x), it is necessary (but not sufficient) that at most 46 bad bits are copied from x toỹ. The probability of this event, which is independent of any event regarding good bits only, is at most exp(−Ω (E[b] )) ≤ exp(−Θ(r)), because the expected number E[b] of bad bits copied intoỹ is Θ(r). By Theorem 3 (a), the probability that 48 or more good bits are copied intoỹ is
). In this situation, for f (ỹ) to be larger than f (x), we needb <g ≤ E[b]/2, which happens with probability exp
Since y is chosen among the crossover offspringỹ such that f (ỹ), and equivalently,
Taking the two cases regarded separately together, we see that for any r we have 16 )}, when we condition on being in the regular situation. In the general situation, we have
Building on this drift statement, we now use Witt's lower bound result for multiplicative drift (Theorem 6). Consider a run of the (1 + (λ, λ) ) GA. For t = 0, 1, . . . , denote by xt the search point x at the beginning of the (t + 1)st iteration. By Lemma 9, with probability at least 1 − λ 2 exp(−Ω(n 7/8 )) the (1 + (λ, λ)) GA at some time t0 reaches a search point xt 0 with d(xt 0 ) ∈ [0.5n 7/8 , n 7/8 ]. We show that in this case, we have an expected optimization time as claimed, which implies that also the unconditioned expectation is of the same order of magnitude. If r = Ω(n 1/16 ), then the probability that an iteration starting with xt 0 ends with a strictly superior search point is at most (1/n) max{O(λ
and thus a lower bound E[F ] = exp(Ω(n 1/16 )). Hence let us assume that r = O(n 1/16 ). For t = 0, 1, . . . define Xt = max{d(xt 0 +t), 1}. Observe that Xt+1 ≤ Xt for all t ≥ 0. Let smin := n 3/4 . Then we have shown above that if Xt = s > smin, then E[Xt − Xt+1] ≤ K1r exp(−K2r)λs/n for some absolute constants K1, K2, that is, the first condition of the drift theorem is fulfilled with δ = K1r exp(−K2r)λ/n. From Lemma 9 we know that Pr[Xt+1 ≤ s/2] ≤ λ 2 exp(−Ω(s)). By our initial assumption λ = exp(O(n 1/4 )), this is exp(−Ω(s)). Hence for n (and thus also s) sufficiently large, also the second condition of the drift theorem is satisfied (with β = 1/2). We may thus apply the theorem and derive that the first t such that Xt ≤ smin satisfies
). Note that this, naturally, is a lower bound on E[T ]. Consequently,
Proof. We first analyze the progress made in an iteration starting with a search point with fitness distance between n 1/8 and n 1/4 and then use this information with the lower bound multiplicative drift theorem to obtain the claimed lower bound for the optimization time.
Consider an iteration starting with a search point x with
. Let z be the value of x after one iteration. We aim at estimating the expected progress
] of the algorithm in terms of the fitness distance. Since is binomially distributed, we have < k/2 with probability at most exp(−Ω(k)) (multiplicative Chernoff bound). Similarly, with probability at most exp(−Ω(k)), we have > 2k. In this case,
Letx be an offspring created in the mutation phase. Denote byg := g(x,x). Conditioning on the outcome of , g has a hypergeometric distribution with parameters n, , and d. Hence E[g] = d /n. For the mutation winner x , note that g :
For / ∈ [k/2, 2k], we use the blunt estimate that f (y) − f (x) ≤ g with probability one. Hence we compute . Hence conditional on g > 0, this probability is at most O(λn
In this rare event, we can safely estimate f (y) − f (x) ≤ n, so let us turn to the more interesting case that 1 ≤ g < 20.
Since H(x, x ) = , we have b(x, x ) ≥ − 19. Letỹ be an offspring generated in the crossover phase. Let bc := b(x, x ,ỹ) denote the number of bad bits of x that make it intoỹ. For f (y) ≥ f (x) to hold, we need that bc ≤ 19, but also that at least one good bit makes it intoỹ, that is, g(x, x ,ỹ) ≥ 1. Since bc follows a binomial distribution with parameters b(x, x ) and r/k, we have
= Ω(exp(−Ω(r))) by the multiplicative Chernoff bound. The expected number of good bits making it intoỹ is at most E[g(x, x ,ỹ)] ≤ 19 · (r/k), hence by Markov's inequality this is also an upper bound for the probability that good bits make it intoỹ at all. Putting all this together and taking a union bound over the λ crossover offspring, we see that (in the case that 1 ≤ g ≤ 19) the probability that some crossover offspring is better than x is at most λ · (19r/k) · exp(−Ω(r)); in this case only, we have f (y) > f (x), however, the gain is at most 19.
We thus have
Together with the exceptional case that / ∈ [k/2, 2k], we obtain
We now use the lower bound multiplicative drift theorem (Theorem 6) to prove our claim. By Lemma 9, with high probability a run of the (1 + (λ, λ)) GA once encounters a search point x0 with d(x0) ∈ [0.5n 1/4 , n 1/4 ]. For this case, we give a lower bound for the expected optimization time (which implies asymptotically the same bound for the general case).
Denote by xt, t ≥ 0, the sequence of search points x generated by the (1 + (λ, λ) ) GA in the sequel. Let smin := n 1/8 . We
, where we set δ = K λ n (λr exp(−Ω(r)) + λn −3 + k exp(−Ω(k))) for some absolute constant K.
By Lemma 9 again, we know that
. Consequently, we may apply Theorem 6 to the random process max{1, d(xt)}, t ≥ 0, and learn that the expected first t such that d(xt) ≤ smin is Ω(log(n)/δ) = Ω( n log n λ(λr exp(−Ω(r))+λn −3 +k exp (−Ω(k))) ). Consequently, E[T ] is at least this number and
). Consequently, an optimal parameter setting satisfies k = Ω( log(n) log log(n)/ log log log(n)) = Ω(λ * ).
The proof of the above lemma is omitted for reasons of space. Its main idea is simple and classic: t iterations are not enough to ensure that each initially wrong bit was once touched by a mutation operation -consequently, t iterations cannot find the optimum. The dependent way how the mutation offspring are generated in one iteration, however, poses some challenges in proving this result.
Proof. We use the simple argument that
Hence the process describing the fitness distance at the start of each iteration has an additive drift of at most k. Since the random initial individual has an expected fitness distance of n/2, the expected number of iterations to find the optimum is at least
Lemma 14. Let λ ≤ exp(k/120), λ = exp(o(n)), and r ≤ (5/2)(1/e) √ ln λ/ ln ln(λ). Then E[F ] = Ω( nλ log log(λ) log λ ).
Proof. Omitted for reasons of space.
Lemma 15. Let λ = Θ(λ * ), k = exp(ω( log(n) log log log(n)/ log log(n) )), and r = Θ(1). Then the expected runtime of the (1 + (λ, λ)) GA with these parameters is ω(F * ).
Proof. The proof follows the main idea of the one of Lemma 8. Having fixed already λ and r simplifies some arguments. On the other hand, the smaller value of k enforces a higher precision in some other arguments. The details are omitted for reasons of space.
CONCLUSION
We proved that no parameter combination for the (1 + (λ, λ)) GA can lead to an asymptotically better runtime on the OneMax test function class than the one suggested in [5] , where this algorithm was first proposed. We also proved that if some offspring population size λ, some mutation probability p = k/n, and some crossover bias c = r/k leads to the asymptotically best runtime, then λ = Θ(λ * ) = Θ( log(n) log log(n)/ log log log(n)), k = Ω(λ * ) ∩ exp(ω( log(n) log log log(n)/ log log(n) )), and r = Θ(1).
A closer inspection of the proofs allows (in a semi-rigorous manner) to extract some hints on the parameter choice also for optimization problems beyond the OneMax test function class. The most clear one is that r = Θ(1), that is, pc = Θ(1/n), seems a good choice. It was argued intuitively in [5] that this is a good choice, because it results in that crossc(x, mutp(x)) has the same distribution as applying standard bit mutation to x with the standard choice of Θ(1/n) for the mutation probability. This intuitive argument is somewhat imprecise due to the fact that one iteration of the (1 + (λ, λ) ) GA contains two selection phases, so neither the winner of the crossover phase has a standard bit mutation distribution (with rate p), nor the winner of the crossover phase has a bits taken independently from the mutation winner with probability c. Nevertheless, as the proofs of Lemma 8 and 11 (for a large range of parameter settings) show, in many situations a super-constant value for r leads with high probability to the event that the crossover offspring takes much more "bad" bits from the mutation winner than it takes good bits. Conversely, an r-value of o(1) often leads to a probability of 1 − Θ(r) for the crossover offspring being equal to the parent x, rendering it useless.
For the choice of λ, as with all population based algorithms, it is obvious that larger λ-value can only be beneficial if the positive effects of the large population outnumber the higher cost for a single iteration. From Lemma 11, we see that, again for broad ranges of the other parameters, we pay for a too small λ when making progress is difficult. A small value of λ decreases both the chance to find some good bits in the mutation phase and the chance that good bits are copied into a crossover offspring. This quadratic price for a small λ is worth the multiplicative increase of the effort of one iteration. A similar lesson could be deduced from the fitness dependent or the self-adjusting choice of λ in [3, 6] , which both again suggest a larger value for λ when being closer to the optimum, which in the OneMax landscape means that it is harder to find an improvement.
For the choice of the mutation probability p = k/n, the proofs of Lemma 8 and 15 show that a large k can lead to the effect that all mutation offspring look similar. In this case, the mutation phase does not gain from the large k-value, whereas in the crossover phase the crossover bias of c = r/k makes it difficult to copy good bits into the final solution.
We hope that these insights make it easier to use the (1 + (λ, λ)) GA, which both in theoretical and empirical investigations showed a promising performance. We are also optimistic that the proof ideas developed in this work help future analyses of more-dimensional parameter spaces.
