Theories and tools to measure the efficiency of neural codes have been important in understanding neural responses to external stimuli. However, similar principles to describe the efficiency of brain responses to tasks demanding higher-order cognitive processes remain underdeveloped. A key domain to study such efficiency is learning, where patterns of activity across the entire brain provide insight into the principles governing the acquisition of knowledge about objects or concepts. We propose a mathematical framework for studying the efficiency of spatially embedded whole-brain states reflected in functional MRI, and demonstrate its utility in describing how human subjects learn the values of novel objects. We find that compared to slow learners, quick learners use a smaller ambient embedding to simultaneously encode higher dimensional patterns of neural responses to stimuli, providing a notion of effective coding most associated with rapid learning. Furthermore, we identify which regions form the strongest neurophysiological drivers of these differences in learning rate, and complement our region-based approach with a voxel-level approach to uncover structure in finer-scale responses. Finally, for a full investigation of complementary geometric approaches, we verify that quick learners develop more assortative responses to stimuli: that is, whole-brain responses that are more easily distinguishable from one another. Our work offers a suite of geometric measures to represent a notion of efficient coding for higher-order cognitive processes, and provide insight into the dimensionality of neural responses characteristic of the successful optimization of reward, that are applicable to the study of cognitive performance more broadly.
INTRODUCTION
The notion of the coding efficiency in sensory systems has been critical to the understanding of neural responses to external stimuli [1, 2] . Such efficiency has often been quantified in relation to the system's relative optimization of information transfer given biophysical and metabolic constraints. An open question is whether similar principles play a role in higher-level processes such as cognition. What goals and constraints must be balanced to enable cognitive coding efficiency, and how might such efficiency support accurate perceptions and decisions? While efficiency in cognitive coding has been proposed [3, 4] , usefully defining this concept remains a challenge [5] ; here we provide a mathematical framework to quantify such efficiency in the combined neural responses from distributed brain regions. In learning for instance, information is thought to be integrated across many areas to form representations [6, 7] , appreciate abstract value [8] , and both prepare and execute appropriate motor responses. Indeed the roles of individual brain regions within such tasks activating the vision and valuation systems have been increasingly clarified using clever task designs and methodological approaches [7] [8] [9] [10] [11] .
However, a fundamental gap in our knowledge lies in delineating how spatiotemporal patterns of neural responses in regions of the valuation and visual systems -as well as the whole brain more broadly -allow effective behavioral choices. While multivoxel pattern analysis and related techniques enable a local quantification of regional representations of objects or concepts [12] , developing tools that combine information across all brain regions and all processes (not simply representation, but also perception, action, and cognition) remains difficult. Put simply, we lack simple or intuitive heuristics to identify how structure in the combined activity of brain regions might reflect efficient cognition. We address this gap by using a geometric perspective, which represents distributed neural responses as points in a multidimensional space. Adapting tools from machine learning and data science [13], we study the task-based dimension, which measures how far apart neural responses to various stimuli are from each other during a task. We search for this intrinsic dimension of neural activity during training, hypothesizing that successful learners would retain a higher-dimensional activity profile, enabling greater separation between stimuli.
To test this hypothesis, we examine neural activity at the regional and voxel level, in a cohort of 20 healthy adult human subjects as they learned the values of 12 novel stimuli, and we ask how the dimension of their neural responses reflected learning speed. Across four days of task practice, participants learned the monetary values of twelve three-dimensional computer-generated shapes through feedback, while their blood oxygen level dependent (BOLD) functional MRI data were collected. We observed appreciable individual differences in the speed with which the participants learned these values [14] . We then use a generalized linear model to deconvolve the hemodynamic response function to obtain approximate neural responses to each stimuli at the time points when they were presented; these responses were then spatially averaged in 83 regions of interest defined by a wholebrain anatomical parcellation. Finally, we study three notions of the geometry of the spatially embedded whole brain activity state, including the task-based and ambient dimensionality, and assortativity of the pattern of neural responses, with the goal of providing a mathematical corollary to the notion of cognitive coding efficiency.
We demonstrate that fast learners indeed have higherdimensional task-based patterns of activity, allowing their neural responses to different stimuli to be more easily distinguished from one another. Furthermore, we identify brain regions that most contribute to the emergence of these high-dimensional patterns in quick learners. Next, we consider potential disadvantages of high dimensionality, which could require that the brain utilize more resources for the embedding of the information. For a quantitative assessment, we introduce the metric of ambient dimension: the dimension of neural activity that is agnostic to task information. We find that the ambient dimension of a fast learner is more compact than the ambient dimension of a slow learner, i.e. a more efficient embedding is utilized in successful learning. These findings illuminate the structure of neural responses to provide a notion of effective coding most associated with rapid learning: the use of a small ambient embedding to simultaneously encode high dimensional patterns of activity. Thus, we learn that fast learners have a pair of advantages: they begin with a more efficient embedding of possible features, and construct a richer set of distinguishing features from it. Lastly, as another lens on the structure of the neural responses, we ask how easy it is to distinguish between the observed neural responses. Thus, we investigate label assortativity, which captures another geometric property distinct from dimension. Our results confirm our prior analysis that fast learners have more distinguishable neural responses and our approach provides a suite of novel metrics to characterize their geometry.
RESULTS

Quick learners develop higher dimensional task-based neural responses
We seek to understand the relationship between a participant's learning ability and the geometric structure of their neural responses. To examine this, we use wholebrain fMRI-BOLD data acquired from twenty humans ( Fig. 1a ; [14] ) during one hour of task practice on each of four consecutive days. We then employ a generalized linear model to deconvolve the hemodynamic response function to obtain approximate neural responses to each stimuli at the time points when they were presented ( Figure 1: Neural responses from fMRI data; separability dimension and assortativity. a. We measure the fMRI-BOLD activation of different brain regions over time. b. We then use a generalized linear model to deconvolve the hemodynamic response function from the BOLD time series, to obtain approximate neural responses to each stimuli at the time points when they were presented. c. We assign binary labels (color) to the neural data (denoted by shapes). When the data are arranged in a low-dimensional manner (top row), some binary assignments will result in poor separability, whereas in a higher dimension, these binary assignments can be more easily separated. Binary separability is an estimate of separability dimension (see Methods). d. Separability dimension is distinct from the assortativity of the original labels, which can measure a different geometric aspect of the same data set.
1b; Methods). Responses were spatially averaged in 83 regions of interest defined by a whole-brain anatomical parcellation.
The dimensionality of the evoked responses can be estimated based on the performance of a linear classifier in distinguishing assigned binary labels on the data (see Fig. 1c ; Methods). For n stimuli, there are n n/2 −2 ways of creating a binary re-labeling of the neural responses [13] . When the data are arranged in a low-dimensional manner, some binary assignments will result in poor separability, whereas in a higher dimension, these binary assignments remain separable (Fig. 1c) . Hence, we average over the result from all these binary labels to obtain our estimate, which is the task-based separability dimension. Note that this averaging over many separating hyperplanes ensures the robustness of this method under noise -any particular plane might suffer from a perturbation, however the average will be stable.
For n = 12, n n/2 − 2 binary assignments become computationally expensive, hence in practice we choose a subset of m = 4 stimuli over which to calculate this separability dimension. To ensure that our results do not depend on the particular subset of stimuli chosen, we use 20 different combinations (roughly 7%) out of the n m available choices, making sure that each shape was represented an equal number of times throughout these 20 combinations.
This approach was applied to the evoked neural responses of participants learning the value of twelve shapes, each associated with a different monetary value (see Fig. 2a ). At each trial, participants were shown a pair of shapes simultaneously and asked to select which shape had the higher value, after which they received feedback based on their response (see Fig. 2b ). There were three such learning sessions per day across four days (see Fig. 2c ), as well as additional sessions where retention was assessed by having subjects judge the value of individual shapes (see Methods; [14] ). We focus on these latter value judgment sessions conducted at the end of each day, where stimuli were presented singly and hence we can isolate neural responses to each shape. As a metric for the real-time learning ability of participants, we choose their response accuracy at the end of the first day, where we observed the greatest individual variability (see Fig. 2c ).
As we are interested in how the geometry of subject's neural responses changes with learning, we investigate the task-based separability dimension of their neural activity at the end of the experiment: that is, on the fourth and final day of training. We find that the response accuracy of participants at the end of the first day of training is significantly correlated with their separability dimension (see red points with error bars in Fig. 3a) . For statistical comparison, we construct a null model by randomly permuting the assignment of shapes to neural responses, and then calculate the same metric on these data with scrambled labels, which is the ambient separability dimension. Compared to bootstrapped samples from the null data (gold bar in Fig. 3a) , we observe that the correlation r = 0.56 from the task-based data was significant with non-parametric p < 0.001. Intuitively, this finding suggests that participants who learn more quickly also display a larger task-based separability dimension of their neural representation.
Quick learners have a lower ambient dimension and hence more efficient neural responses
Intuitively, a high-dimensional response could provide flexibility but is naturally more computationally intensive, while a low-dimensional response is simpler, but rigid. How do quick learners balance both these aspects in developing efficient neural responses? To understand this, we extend our calculations from the previous section across a range of values of m. We calculate the correlation between separability dimension and learning ability for the real task-based data and for the null data for 100 bootstrapped samples, up to m = 10 (see Fig. 3b ; Meth- abstract shapes were computer generated, and an integer value between $1 and $12 was assigned to each. On each trial, the empirical value of each shape was drawn from a Gaussian distribution with fixed mean (i.e., the true value), and standard deviation of $0.50. b. Task paradigm. Participants were presented with two shapes side-by-side on the screen and asked to choose the shape with the higher monetary value. Once a selection was made, feedback on their selection was provided. Each trial lasted 2.75 s (250 ms inter-stimulus interval). c. The experiment was conducted over four consecutive days, with three experimental scans (396 trials) on each day, for a total of 1584 trials. Learning was conducted over four days, with three training sessions per day. Participants' accuracy in selecting the shape with higher expected value improved steadily over the course of the experiment, increasing from chance level in the first few trials to approximately 95% in the final few trials (N = 16).
ods). Here, we notice that the real data are consistently more positively correlated (red points) and fall far outside the error bars of the null data (gold points), confirming that the real data reflects quick learners having a higher separability dimension of their neural responses, for all choices of m. This becomes particularly clear at large m where the combinatorics of m m/2 − 2 binary assignments that are averaged over for each calculation, leads to a strong convergence of the results as reflected in very small error bars.
We now turn to the separability dimension of the null data, which has a distinct and interesting interpretation. It is also the ambient dimension, i.e. the embedding space within which the task-based variables are encoded. This ambient separability dimension shows the opposite trend: it is negatively correlated with the response ac- Correlation of separability dimension with learning accuracy across subjects, for m from 2 to 10 (see Methods); the true data is in red while the shuffled data (null model) is in gold (same color scheme as a.). We see that the true data always falls outside the error bars of the null model, and that the former shows a positive correlation while the latter, a negative correlation -suggesting that participants who learn more quickly have a larger task-based dimension but smaller ambient dimension of their neural representation. c. Schematic of how data can have a simultaneously larger task dimension with smaller ambient dimension, which is more efficient (left), and vice versa (right); x, y and z are distinct measurements. In this cartoon, quick learners would have neural responses similar to the left, while slow learners would have neural responses similar to the right. d. A virtual lesioning experiment shows which brain regions most weaken this result upon their removal (blue, z-score < −2), as well as which brain regions most enhance this result upon their removal (green, z-score > 2).
curacy of participants (gold points in Fig. 3b ). These observations indicate that the ambient dimension of mislabelled data is instead smaller for quick learners, who also have a larger dimension of their (correctly labelled) task-based neural responses. We provide a schematic of this relation in Fig. 3c , where shapes correspond to objects of different value, demonstrating how their organization can be simultaneously large given their real identity and yet compact within an ambient dimension. Together, these two features of quick learners indicate an overall efficient neural response: the delicate balance of ease in distinguishing task stimuli with the least amount of resources needed to encode such information. Lastly, we note that while all m values show this discrepancy between the task-based and ambient separability dimension, given that m = 4 provides the strongest signal its computational efficiency compared to larger m, further calculations of separability dimension are conducted using m = 4.
Contribution of specific brain regions to individual learning ability
As a follow-up to understanding this main effect, we seek to determine which regions contributed the most to this enhanced dimension of neural representation observed in quick learners. To address this question, we conduct an exploratory analysis using a virtual lesioning approach, in which we calculate the binary separability of the neural responses and its correlation with participants' response accuracy after removing a single region. By performing this calculation for each region, we can identify which region contributed most to the observed correlation. Here we report the regions whose absence most resulted in a change in the obtained correlation (magnitude of z-score > 2 or p < 0.023; uncorrected for multiple comparisons).
We find that the removal of the left hippocampus and right temporal pole causes the largest decreases in the observed correlation; hence, these regions contribute the most strongly to the association between learning ability and separability dimension of neural response (blue regions in Fig. 3d ). In other words, in subjects that learn quickly, the left hippocampus and right temporal pole seem to contribute to a higher separability dimension and vice versa. A possible explanation for these results is that learning to perform this task requires effective separability of stimulus dimensions mediated by these regions. In line with these results, the hippocampus is known to play a key role in the rapid learning of stimulus associations [15] , and the temporal pole to represent information about abstract conceptual properties of objects (such as object value) [16] . In contrast, the removal of regions such as the left rostral middle frontal cortex and left supramarginal gyrus (green regions in Fig. 3d ) enhances the observed correlation, suggesting that their activity is orthogonal to or does not directly contribute to the large separability dimension that characterizes quick learners. Generically, we expect orthogonal signals to reduce the correlation -as the addition of an unrelated signal to a signal of interest will damage the correlation to that target signal.
Quick learners show high dimensional task-based neural responses within local brain regions
We can further ask, what is the geometry of the neural response pattern within individual brain regions, across voxels? Are relations between learning and dimensionality in the whole brain replicated also on a smaller scale, thus suggesting some degree of scale invariance? Or are there other regions that do not repeat these patterns at the voxel-level, and what does that tell us about the relative engagement of those regions in learning of object value?
Up to this point, we have studied neural activity across the whole-brain and the separability dimension of such neural activity. It is natural to ask if this relationship between learning ability and the dimension of neural responses can also be found in local sections of the activity data. To address this question, we adapt the analysis to examine ten brain regions of 300 (or fewer) voxels (see Methods) chosen based on their hypothesized relevance to the task, and we study the separability dimension of neural data from these parcels. In this case, we examine the correlation of separability dimension in the neural data in each local region with the participants' response accuracy on day 1, as before. We find that three regions show significant positive correlation compared to the null model of shuffled data, with non-parametric p ≤ 0.05: see Fig. 4a , b. These are the left anterior cingulate and primary visual cortices, as well as the right posterior fusiform cortices, respectively, where the first region passes p ≤ 0.05 corrected for multiple comparisons (see Table I ).
Notably, the anterior cingulate cortex is thought to play a role in reward-based learning [17] , while the visual areas V1 and posterior fusiform are involved in the representation of lower-level and higher-level features of objects, respectively [18] . Our findings therefore suggest that these regions are comparatively more engaged in the creation of a value-related heuristic at a local level, and are consistent with previous work showing that the right and left posterior fusiform exhibit differential responses during object recognition [19] [20] [21] . Besides separability dimension, a complementary geometric approach is that of label assortativity, which simply identifies how easily distinguishable the neural re- We study regions of 300 (or fewer) voxels that we hypothesize to be involved in the processing of value and the learning of shapes. We see that three regions show this positive correlation between learning accuracy and separability dimension in that region, with non-parametric p ≤ 0.05 compared to the scrambled data (null models). b. These three brain regions on a map of the brain: the left anterior cingulate cortex, left primary visual area, and right posterior fusiform.
sponses are from each other (according to all labels, and not just binarized labels). These two approaches provide distinct and potentially independent metrics on how these data are organized (see Fig. 1d ). In our learning data, we hypothesize that quick learners should show a larger assortativity of their data, in addition to a larger separability dimension (see Fig. 5a ). Here, we calculate assortativity using a linear support vector machine, chosen because of its simple interpretability. When examining the same neural data from the value judgement session at the end of the fourth day, and comparing that with the response accuracy of participants on the first day, we find a positive correlation with their assortativity. Comparing this correlation to that observed in the null model in which labels are randomly permuted, we find that this correlation of r = 0.55 is significant with non-parametric p = 0.012 (see Fig. 5b ), i.e. participants who learn more quickly have a more assortative pattern of neural responses. To verify that the metrics of separability dimension and label assortativity do not have a strict overlap, we verify that one metric explains r 2 = 34% of the variance of the other.
DISCUSSION
In this study, we develop intuitive and interpretable metrics to quantify the geometric organization of neural activity, that characterizes quick learners as they learn the value of novel stimuli. To do this, we draw on methods from machine learning and data science [13] to estimate the instrinsic dimension of noisy measurements, and introduce the new metrics of task-based and ambient dimension, respectively. In a cohort of 20 humans in a value-learning experiment consisting of four days of training, we find that participants who learn most quickly dis- Figure 5: Dimension and assortativity provide a geometric picture of neural data. a. As different cognitive processes can exhibit typified geometric changes in the neural responses to various stimuli, we hypothesize that performance by humans in value learning would be associated with higher dimension and assortativity. In a recall task, successful performance in macaques is associated with higher dimension but not assortativity [13] . b. The distinct metric of label assortativity (according to all labels; see Fig. 1d ) across the whole brain, shows that quick learners also display a higher assortativity (r = 0.55; red markers), compared to the shuffled data in gold with non-parametric p = 0.012.
play uniquely optimized neural responses to encode the cognitive processes (including, perception and decisionmaking) associated with the task -achieving a delicate and efficient balance of a large task-based dimension and small ambient dimension, respectively. We apply these tools both at the whole-brain and at the voxel levels, providing a lens through which to examine the relationship of this organization on different scales. With the inclusion of label assortativity, our work offers a suite of tools to characterize the geometric organization of neural activity, that can distinguish between the performance of individuals during a quintessential task of learning values given external feedback. A notion of cognitive coding efficiency. Extending previous methods, we introduce various types of dimension (ambient and task-based, respectively) that allow insight into learning capacity and flexibility. Our results are consistent with the notion that the substantially different use of these two types of dimension could allow efficient encoding of contextually relevant data, potentially supporting optimimal learning strategies. The compression of a large amount of information or content into as small a space as possible is done on all levels of biology from densely coiled DNA to sensory neural systems [2]. Our results suggest that similar principles of efficiency may also operate on the level of cognition or higher-order neural processes. Related concepts have proven highly effective at the neuronal level, where prior work demonstrates the utility of characterizing dimension in neural representations. For example, data from the lateral intraparietal area in macaques suggests that neuronal spiking maps onto a one-dimensional dynamical trajectory [22] . This theory has allowed powerful and counter-intuitive interpretations about disparate cognitive processes from decisionmaking and attentional shifting, to biased representations that arise from associative learning [23] . Intriguingly, in the recall task studied in [13] , the estimated dimension from activity in the prefrontal cortex is higher when the macaque responds correctly. Qualitatively, this finding is consistent with our own work in humans: that is, the dimension of neural activity can be used to predict the animal's performance.
It is also of interest to ask whether these geometric notions could provide insights into the quantitative similarities and differences between distinct cognitive processes elicited by various tasks. In a previous experiment examining recall performance in trained macaques, the two estimates of dimension and decoding accuracy (analogous to separability) are differentially related to behavior [13] . Specifically, while the dimension of the macaque's neural representation was predictive of the macaque's performance, the decoding accuracy of the same neural data instead remained constant in both error and correct trials. These observations raise fundamental questions about whether different cognitive processes can exhibit typified geometric changes in the neural responses. Role of single regions within a broader whole-brain geometry. On the level of local brain regions, we find that the left primary visual and anterior cingulate cortices, and right posterior fusiform of quick learners display this differential increase in dimension. This finding is in contrast to role of these same regions in the opposite hemispherewhere the latter is consistent with previous studies on lateralization in the fusiform area during object recognition [19] [20] [21] . Meanwhile, our other results suggest that such lateralization may be present in the anterior cingulate or primary visual cortices as well, providing suggestions for experimental verification. Methodological considerations. While characterizing aspects of the geometry, this work does not identify the exact topology of the response, even while dimension and assortativity provide important starting points for a deeper analysis. In addition, these broad geometric methods would also be well-complemented by a dynamical study to assess how this geometry evolves across time. Lastly, while our cohort of twenty subjects already demonstrates significant evidence for geometric features that distinguish quick from slow learners, these results can be verified across larger samples and in other experimental paradigms. Concluding remarks. The tools that we develop and exercise here hold promise for the analysis of complex cognitive tasks due to their applicability in non-invasive neuroimaging and robustness to noise. Indeed, in principle our tools provide a broad and uniform characterization of data structure that could be used to compare outcomes between cognitive tasks. Further work could probe experiments carried out over different scales (of space and time) to investigate commonalities or to create more com-plete descriptions. Importantly, such comparisons are in principle made possible by the fact that while the absolute value of these metrics depends on the particular measurement technique, relative changes in value could be used to compare between data collected using measurement techniques, during the different experiments, or as different cognitive processes are engaged. It would be particularly interesting in future to use these geometric tools to quantitatively compare and contrast the mental states engendered by "explore" versus "exploit" behaviors common in general human experience, which are thought to give rise to diffuse versus structured neural representations. 
METHODS
Estimating separability dimension from data with binary labels
Given several types of data, e.g. the shapes in Fig. 1c (where there can be several measures of the same shape), we can assign a binary label to each shape (represented by the color). In our case, the types of data are the different responses to n stimuli. And for n stimuli/ types of responses, there will be n n/2 ways to assign binary labels to these data [13] . We can then ask how separable are these binary categories, across all n n/2 relabellings? We can see that when the data is arranged in one dimension, it becomes hard to separate the binary categories in all but one of the binary assignments. When the data is in a higher dimension, it will be tend to be easier to separate these binary categories. Hence the average binary separability will estimate the separability dimension of the data.
We perform this analysis on m subsets of the stimuli: that is, for m stimuli out of the 12 there are 12 m ways, where we choose 20 draws out of the different possible combinations in a uniform way (so that each stimuli is represented a similar number of times). This can be done for m = 2, ..., 10, where 12 m > 20, and in order to preserve statistical rigor we do not go past m = 10 as there would be fewer draws for m = 11 and 12. We also choose to use m = 4 as a mid-size subset for efficient computation for all our calculations, except in Fig. 3b where we show results for all m ≤ 12 to verify that the conclusions remain similar.
Linear SVM and cross validation
In calculating binary separability, the MATLAB linear support vector machine (SVM) is used with crossvalidation by partioning the data in five folds. For each fold, a model was trained using the out-of-fold observations, after which model performance was assessed using in-fold data. The average test error is calculated over all folds to provide an estimate of the predictive accuracy of the final model, and is used as the measure of binary separability. A similar cross-validation procedure is used to calculate label assortativity, where in this case the MAT-LAB linear SVM is also used with the data retaining all n = 12 distinct labels.
Value-learning experiment
Participants
Twenty human participants (nine female; ages 19-53 years; mean age = 26.7 years) with normal or corrected vision and no history of neurological disease or psychiatric disorders were recruited for this experiment. All participants volunteered and provided informed consent in writing in accordance with the guidelines of the Institutional Review Board of the University of Pennsylvania (IRB #801929). Participants had no prior experience with the stimuli or the behavioral paradigm.
Experiment
All subjects learned the monetary value of 12 novel visual stimuli over the course of four consecutive days ( Fig.  2a; [14] ). On each trial of the experiment, participants selected which of two shapes simultaneously present on the screen had the highest value, after which they received feedback based on their response (Fig. 2b ). Although each shape had a true value, the empirical value used for each trial was drawn from a Gaussian distribution with a fixed mean (i.e., true value; Fig. 2a ) and with a standard deviation of $0.50. The average accuracy in selecting the shape with the highest mean value at each trial gradually improved over the course of the experiment, increasing from approximately 50% (chance) in the first few trials to approximately 95% in the final few trials.
Stimuli
The novel stimuli were 3-dimensional shapes generated with a custom built MATLAB toolbox (code available at http://github.com/saarela/ShapeToolbox) and rendered with RADIANCE [24] . ShapeToolbox allows the generation of three-dimensional radial frequency patterns by modulating basis shapes, such as spheres, with an arbitrary combination of sinusoidal modulations in different frequencies, phases, amplitudes, and orientations. A large number of shapes were generated by selecting combinations of parameters at random. From this set, we selected twelve that were considered to be sufficiently distinct from one another. A different monetary value, varying from $1.00 to $12.00 in integer steps, was assigned to each shape. These values were uncorrelated with any parameter of the sinusoidal modulations, so that visual features were not informative of value.
On each trial of the experiment, participants were presented with two shapes side by side on the screen and asked to choose the shape with the higher monetary value in an effort to maximize the total amount of money in their bank. The shape values on a given trial were independently drawn from a Gaussian distribution with mean equal to the true monetary value and the standard deviation equal to $0.50. This variation in the trial-specific value of a shape was incorporated in order to ensure that participants thought about the shapes as having worth, as opposed to simply associating a number or label with each shape.
Image Acquisition
We collected blood oxygen level dependent (BOLD) functional MRI data from each participant as they performed the task. A total of 12 scan runs over 4 days were completed by each person (three scans per session), totaling 1584 trials (Fig. 2c) .
Participants completed 20 minutes of the main task protocol on each scan session, learning the values of the 12 shapes through feedback. The sessions were comprised of three scans of 6.6 minutes each, starting with 16.5 seconds of a blank gray screen, followed by 132 experimental trials (2.75 seconds each), and ending with another period of 16.5 seconds of a blank gray screen. Stimuli were back-projected onto a screen viewed by the participant through a mirror mounted on the head coil and subtended 4 degrees of visual angle, with 10 degrees separating the center of the two shapes. Each presentation lasted 2.5 seconds (250 ms inter-stimulus interval) and, at any point within a trial, participants entered their responses on a 4-button response pad indicating their shape selection with a leftmost or rightmost button press. Stimuli were presented in a pseudorandom sequence with every pair of shapes presented once per scan.
In addition to the main learning protocol, we collected fMRI data during a functional localizer, two scans of a size judgment task, and one scan of a value judgment task. No feedback was given in any of these tasks. The value judgment task scans consisted of consecutive presentations of shapes drawn from the set (1500 ms presentation and 250 ms inter-stimulus interval) as participants indicated whether the shape was one of the six least or one of the six most valuable shapes. The size judgment task scans consisted of consecutive presentations of shapes drawn from the set and presented with a ± 10% size modulation (1500 ms presentation and 250 ms interstimulus interval) as participants indicated whether the shape was presented in a slightly larger or smaller variation.
Data from the value judgement scans (both the BOLD data and participants response accuracy) is what is analyzed in main text of the paper. In the value judgement session of the first day for one participant, the fMRI time series was poorly recorded due to a lack of synchronization between the computer and scanner. Hence this participant was excluded from the analyses, with the other 19 subjects contributing data for the main analyses described in this paper.
MRI data collection and preprocessing
Magnetic resonance images were obtained at the Hospital of the University of Pennsylvania using a 3.0 T Siemens Trio MRI scanner equipped with a 32-channel head coil. T1-weighted structural images of the whole brain were acquired on the first scan session using a three-dimensional magnetization-prepared rapid acquisition gradient echo pulse sequence (repetition time (TR) 1620 ms; echo time (TE) 3.09 ms; inversion time 950 ms; voxel size 1 mm × 1 mm × 1 mm; matrix size 190 × 263 × 165). A field map was also acquired at each scan session (TR 1200 ms; TE1 4.06 ms; TE2 6.52 ms; flip angle 60
• ; voxel size 3.4 mm × 3.4 mm × 4.0 mm; field of view 220 mm; matrix size 64 × 64 × 52) to correct geometric distortion caused by magnetic field inhomogeneity. In all experimental runs with a behavioral task, T2*-weighted images sensitive to blood oxygenation level-dependent contrasts were acquired using a slice accelerated multiband echo planar pulse sequence (TR 2,000 ms; TE 25 ms; flip angle 60
• ; voxel size 1.5 mm × 1.5 mm × 1.5 mm; field of view 192 mm; matrix size 128 × 128 × 80). In all resting state runs, T2*-weighted images sensitive to blood oxygenation level-dependent contrasts were acquired using a slice accelerated multiband echo planar pulse sequence (TR 500 ms; TE 30 ms; flip angle 30
• ; voxel size 3.0 mm × 3.0 mm × 3.0 mm; field of view 192 mm; matrix size 64 × 64 × 48).
Cortical reconstruction and volumetric segmentation of the structural data was performed with the Freesurfer image analysis suite [25] . Boundary-Based Registration between structural and mean functional image was performed with Freesurfer bbregister [26] . Preprocessing of the resting state fMRI data was carried out using FEAT (FMRI Expert Analysis Tool) Version 6.00, part of FSL (FMRIB's Software Library, www.fmrib.ox.ac.uk/fsl). The following pre-statistics processing was applied: EPI distortion correction using FUGUE [27] ; motion correction using MCFLIRT [28] ; slice-timing correction using Fourier-space time series phase-shifting; non-brain removal using BET [29] ; grand-mean intensity normalization of the entire 4D dataset by a single multiplicative factor; highpass temporal filtering (Gaussian-weighted least-squares straight line fitting, with sigma=50.0s).
Nuisance time series were voxelwise regressed from the preprocessed data. Nuisance regressors included (i) three translation (X, Y, Z) and three rotation (pitch, yaw, roll) time series derived by retrospective head motion correction (R = [X, Y, Z, pitch, yaw, roll]), together with expansion terms ([R,R 2 ,R t−1 ,R 2 t−1 ]), for a total of 24 motion regressors [30] ); (ii) the first five principal components of non-neural sources of noise, estimated by averaging signals within white matter and cerebrospinal fluid masks, obtained with Freesurfer segmentation tools and removed using the anatomical CompCor method (aCompCor) [31] ; and (iii) an estimate of a local source of noise, estimated by averaging signals derived from the white matter region located within a 15 mm radius from each voxel, using the ANATICOR method [32] . Global signal was not regressed out of voxel time series due to its controversial application to resting state fMRI data [33] [34] [35] . In particular, the removal of global signal in our data could mask session-to-session variability in connectivity and potentially affect accurate estimation of long-distance connections, which are a major focus of our study. We instead follow recent guidelines that suggest that removing local white-matter signal and other non-neural sources are potential reasonable alternatives to global signal regression [36, 37] .
GLM to extract stimuli responses from BOLD time series
From the BOLD time series of 0.5 Hz, we interpolate the data to obtain a time series corresponding to the frequency of presentation of stimuli during the value judgment session (at 1.75 s intervals). We then use a generalized linear model (GLM) to obtain the static responses to each of these stimuli for 184 stimuli in each sequence, see Fig. 1b . From here we keep the results for the first 140 stimuli shown in each session out of all 184 stimuli. This choice was dictated by the fact that the MRI acquisition does not continue past the length of hemodynamic response function for several of the last stimuli, thus providing inadequate data for decoding using the GLM. 
Whole-brain parcellation
For the whole-brain analyses, we subdivide participants' gray matter volume into 83 cortical and subcortical areas (in both hemispheres), based on regions assigned from the Lausanne atlas [38] . For a replication of our results on a different whole-brain parcellation, please see our Supplementary Results.
Voxel level study of brain regions
We examine ten brain regions: posterior fusiform, anterior cingulate, orbito frontal, lateral occipital and primary visual cortices, each from the left and right hemisphere separately. We use the Group-Constrained Subject-Specific (GSS) method for defining the regions [39] . For each region, a large parcel is defined based on an existing parcellation [40] , within which a maximum of 300 voxels with highest objectversus-scrambled t-statistic contrast from an independent localizer were selected. For lateral occipital and posterior fusiform, the parcels were downloaded from http://web.mit.edu/bcs/nklab/GSS.shtml). This procedure allowed the selection of ROIs that exhibited univariate responses to objects in a subject-specific manner.
REPLICATION OF RESULTS
We repeat our analyses on data obtained from a different whole-brain parcellation -a functional-based parcellation that subdivides the brain into 264 regions [41] . Note that because not all subjects had data in 3 out of the 264 regions, we retain the 261 brain regions common of neural responses and behavioral accuracy. We examine how performance accuracy changes across the three learning sessions and value judgement session on the first day of training where the greatest individual differences were observed, and its correlations with separability dimension on the final day of training. We see that this correlation increases from r = 0.28 in the first learning session (top left) to r = 0.56 by the end of the first day in the value judgement session (bottom right).
to all participants. Upon repeating our calculations, we obtain similar results and conclusions, see Fig. 6 .
SUPPLEMENTARY RESULTS
The emerging relationship between dimension of neural data and response accuracy
We also investigate how the learning of value emerges throughout the first day. We examine how the learning responses change across the three learning sessions and value judgement session on the first day, and ask whether individual differences in learning performance correlated with separability dimension on the last day of training (see Fig. 7 ). We find that the correlation between performance and separability increases from r = 0.28 in the first training session (Fig. 7, top left) to r = 0.56 by the end of the first day in the value judgement session (Fig. 7, bottom right) , suggesting that this relationship between the dimension of neural data and the response accuracy of participants emerges across sessions on the first day of training.
Comparison with size judgment
We can use our method on data from the size judgment session, which is very similar to the value judgment session in its setup and response format, but in which Figure 8: Dimension of neural data from size judgment sessions. The separability dimension of data from the size judgment task on the last day does not show significant differences between quick and slow learners, suggesting that the cognitive task or effort of judging value itself is necessary for this emergence of a larger dimensional neural response.
subjects are asked to evaluate the relative size of each shape (see Methods). Unlike for the neural responses in the value judgment session from the same day, we find that quick learners do not show any differences in their task-based separability dimension. Indeed, this separability dimension of neural data from the size judgment task shows no significant correlation with the response accuracy of subjects (r = −0.16, p = 0.47; see Fig.  8 ). These results show that neural responses to various shapes has a larger dimension for quick learners only when they are asked to evaluate or respond regarding the relative value of these shapes. This larger dimension is not evoked purely by visual apprehension of these shapes, suggesting that the cognitive task or effort of judging value itself is necessary for this emergence of a larger dimensional neural response. Figure 9: Changes of separability dimension across the four days. We study the correlation of the separability dimension of neural data from the value judgment sessions at the end of each day, with the response accuracy of participants on the first day. We find that quick learners do not have a particularly large dimension of neural response patterns on the first day, r = −0.05, p = 0.85, as compared to the fourth day, r = 0.56, p = 0.01, suggesting that this larger dimension for quick learners takes time to emerge.
Changes in separability dimension across the four days
We track the separability dimension of neural data from the value judgment sessions held at the end of each day, to calculate their correlation with the response accuracy of participants on the first day. We find that there is little correlation between the separability dimension of neural data and the performance on the first day, r = −0.05, p = 0.85, as compared to the fourth day, r = 0.56, p = 0.01, suggesting that this larger dimension of neural responses for quick learners also takes time to emerge.
