The hand and arm gestures that normally accompany continuous speech carry meanings that are related in various ways to the content of the verbal message (McNeill, 1992) . The manner in which the gesture is related to the meanings that are associated with it may be approached from various vantage points such as the different kinds of meanings conveyed in gesture, the manner in which gesture form creates meanings, the relationship of gesture meaning to the verbal message, and so on (Krauss, Chen, & Chawla, 1996) . The present investigation concerns an aspect of gesture meaning that we call the "semantic specificity" (SS) of gesture, that is, the clarity or nonambiguity with which a particular gesture indicates the meaning associated with it.
Determining the degree of SS associated with different kinds of gestures may have theoretical implications regarding gesture types and their communicative use.
First, the degree of SS may or may not support the idea that gestures enhance the listener's understanding of the speaker's communication. Thus, high or strong SS may, in certain conditions, support the idea that gestures enhance the communication of messages and convey conversational content redundantly to speech or in a fashion that is complementary to it (Beattie & Shovelton, 2001; Goldin-Meadow, 1999 ). However, low or weak SS would render it difficult to see how gestures can enhance communicative effectiveness (Krauss et al., 1996) . In this event, the reason for producing gestures should probably differ from communication enhancement. Second, the differential SS associated with different gesture types may or may not support the classification of gestures according to the way they carry their meanings. Thus, emblems should show high or strong SS because they are supposed to act like words and have very definite meanings (Ekman & Friesen, 1969) . By contrast, indefinite or metaphoric gestures are rather opaque in showing their meanings and should therefore have low or weak SS. Midway between those two types of ideational gestures are iconic gestures, which show in their form or dynamics the meanings that they convey (Hadar & Butterworth, 1997) . They should therefore show SS values that are in-between the SS values of the former two gesture types. If, however, the SS does not vary in the above fashion, then it would be difficult to maintain that gesture classification along these lines has a semiotic or discursive validity. Third, the manner in which the viewer/listener ascribes meanings to gestures may suggest the manner in which gestures encode their meanings. Two factors may be involved here. One is the size of the linguistic unit that feeds into the gestural encoding process. If gesture is shaped by the kinds of condensed representations which start the formulation process-as McNeill (1992) seems to suggestthen the unit is variable, but will tend to be greater than the word. In that case, sentence context should have an influence on the readings ascribed to gestures. If, however, the size of the unit that serves for gesture processing is more or less that of the word, then sentence context should not play a major role in the accuracy of reading gestures by the viewer/listener. Another factor that concerns encoding is the nature of the input to motor programming. Largely speaking, gesture shaping may take as input a conceptual specification (in a propositional format) or it could take as input visual, spatial or motor specification (in a nonpropositional format) . If gesture encoding is primarily conceptual, rather than, say, visual-then the viewer/ listener should make significantly more semantic than visual errors in reading the gesture. If, however, visual processes are essential to gesture encoding, then visual errors should prove as frequent as semantic errors.
The above considerations motivated a study in which participants viewed video clips containing one ideational gesture. They were asked to associate words of different semantic features with the viewed gesture. Their choices were analyzed in relation to gesture category and sentential context of the accompanying speech.
METHOD PARTICIPANTS
Participants were 102 untrained undergraduate students of psychology at Tel Aviv University, ages 21 to 28, who participated as part fulfillment of their requirements for the course of Introduction to Psychology. A total of 90 of them had Hebrew as a first language (5 were truly bilingual, with English as a second language): Only these are included in the results. A total of 64 were females and 26 males.
PROCEDURE AND MATERIALS
Participants sat on an ordinary classroom chair in front of a 15-inch monitor of a PC system, placed in a quiet laboratory room. They viewed video clips in which one person, who sat on an ordinary chair, was engaged in speaking, as part of a picture description task. All clips were videotaped from the same angle, showing the whole upper body in a frontal view. A total of 61 clips were used, each of a length of one phrase of speech and each containing one clear ideational gesture, defined as a wide and complex movement of the arm/hand (Hadar, Burstein, Krauss, & Soroker, 1998) . "Complex," in this context, refers to the number of linear components that make up the gesture: ideational gestures had two or more linear components (Hadar, 1989) . These gestures were selected only according to physical properties, but we call them "ideational" because most researchers agree that they carry a meaning that is closely related to the meaning of the accompanying speech (Ekman & Friesen, 1969; McNeill, 1992; Schegloff, 1984) .
Participants had to choose one of five words that they judged to best describe the meaning of the gesture. The five words included the following: (a) the lexical affiliate, defined as the word in the accompanying phrase that best reflects the meaning of the gesture (Schegloff, 1984) ; (b) a semantic distractor, defined as a word of the same semantic category as the lexical affiliate (e.g., "lizard" for the affiliate "snake"); (c) a visual distractor, which was a word of a different semantic category but whose referent has a similar form to the referent of the lexical affiliate (e.g., "stick" for the affiliate "snake"); (d) a remote distractor (e.g., "hammer" for the affiliate "snake"); and (e) an irrelevant item (e.g., "tree" for the affiliate "snake"). Ideational gestures were classified by three trained judges into three groups: iconic, conventional, and indefinite. Iconic gestures were defined in the usual way, as gestures that show in their form a meaning that is related to the meaning conveyed in the speech (Ekman & Friesen, 1969) . Conventional gestures carried a fairly clear meaning to the judges, but they had an arbitrary element and were therefore not iconic. Although cultural conventions informed their presumed meanings, they were not emblematic because their interpretation was context dependent. Indefinite gestures resembled iconic gestures in their extent and complexity, but they did not clearly affiliate with any part of the accompanying speech and did not have clear referents in the concurrent phrase (Hadar et al., 1998) . Overall agreement among judges regarding this subclassification was 0.80, but only uncontested gestures were included in the experiment. A total of 30 clips contained an iconic gesture, 14 contained a conventional gesture and 17 an indefinite gesture. This proportion does not reflect the natural occurrence of gesture types in spontaneous speech, but only the number of clips on which judges could reach agreement.
The task was repeated in three experimental conditions: (a) Gesture only-where the clip was shown without its sound track. (b) Gesture plus text, where the accompanying phrase appeared in written formbut with the lexical affiliate edited out. The text appeared above the lexical choices on the response screen. (c) Gesture plus text plus speech, where the sound track of the clip was presented in addition to the text, but the lexical affiliate was edited out of the sound track. The number of participants was different in the various conditions: "Gesture only" had n = 38; "gesture plus text" had n = 25; "gesture plus text plus sound" had n = 27.
The above procedure gave a 5 × 3 × 3 experimental design of, respectively, associated word-X-gesture class-X-experimental condition.
RESULTS
The data were analyzed separately for each of the experimental dimensions, as well as for their interactions. Table 1 shows the number of lexical choices falling within each cell of our 5 × 3 × 3 matrix. Because the data represent discrete frequencies, we conducted nonparametric significance tests (Chi square) on the general differences indicated in Table 1 .
Overall, word-type significantly influenced the participants' choices: the lexical affiliate was selected in 34.1% of cases, the visual distractor was selected in 22.6%, the semantic distractor in 20%, the Hadar, Pinchas-Zamir / SEMANTIC SPECIFICITY GESTURE 207 remote distractor in 13.4%, and the irrelevant distractor in 9.9% of cases (see Figure 1 ). These differences were statistically highly significant against the hypothesis of equal distribution, χ 2 (4) = 970.1; p < .000. Because chance selection was at 20%, the above results meant that the lexical affiliate was selected significantly more often than at a chance level, χ 2 (1) = 685.5; p < .000, though not in a very remarkable proportion (just above a third of cases). The semantic and visual distractors were selected at a chance level, although the remote and the irrelevant distractors were selected in proportions that were significantly lower than chance, χ 2 (2) = 68.8; p < .000, but also significantly higher than zero.
Gesture class also influenced choices (see Table 1 ). The lexical affiliate was selected for 40% of iconic gestures, 33% for conventional gestures and 25% for indefinite gestures. These differences were significant, χ 2 (2) = 69.8; p < .000. Moreover, the irrelevant distractor was chosen in 7% of iconic gestures, 7% of conventional gestures and 17% of indefinite gestures, which differences were again significant, χ 2 (2) = 107.7; p < .000. If we enter the overall selection frequency of the associated word type into the formula of expected values in each gesture class, we have the following picture: iconic gestures had only the lexical Affiliate selected at rates greater than expected (40.1% against the expected 34.1%), conventional gestures had the Remote word selected at rates greater than expected (21% against the expected 13.4%) and the indefinite gestures had only the Irrelevant word selected at rates greater than expected (16.9% against the expected 9.9%). This result implies that iconic gestures indeed pointed to their lexical Affiliate more than any other gesture type. Conventional gestures also indicated the lexical Affiliate at above chance level, yet promoted the Remote word up to chance level. Indefinite gestures, more than any The experimental condition also influenced performance (see Table  2 ), albeit, in a much less dramatic fashion than gesture type. Thus, the lexical Affiliate was selected significantly less in the gesture only condition than in the other two conditions, χ 2 (2)=11.4; p < .003. The latter two conditions, however, did not differ, χ 2 (1) = 0.95; p < .33. No such differences were observed regarding any other word type. For example, significance values on differences in the selection of the Irrelevant distractor were, χ 2 (2) = 2.82; p < .24.
DISCUSSION
The present study investigated the semantic specificity (SS) of coverbal gestures, with a view to making inferences about their shaping, cognitive processing, and functional use. Our results show that the shaping of gesture is clearly related to the conceptual and semantic aspects of the accompanying speech and, consequently, some gestures have a considerable degree of SS. Thus, the lexical affiliate was selected more often than any other word-type and significantly more than at a chance level. Yet, the overall proportion of its selection, even when the phrasal context is present-in both speech and written forms-is about a third, and only 40% in the most successful gesture category (iconic gestures). Moreover, even with iconic gestures, the least related lexical item-the irrelevant distractor-is selected by a proportion that is significantly greater than zero (see Figure 1) . This means that, even for the best-shaped gestures, some participants, who are perfectly competent communicators, do not have any idea about their meanings. Overall, although the viewer/listener has a much better idea about the meaning of iconic gestures than about other gesture types, her or his overall interpretation of gesture is not very specific. Indeed, it can be quite vague and tentative, which is in line with previous findings (Feyereisen, Van de Wiele, & Dubois, 1988; Krauss, Morrel-Samuels, & Colasante, 1991) .
Of course, it is possible that the discourse units that go into gesture interpretation in everyday conversation are much larger than a few words or a single phrase. Because the experimental conditions that we had created forced participants to choose one word out of five, the available data cannot rule out the influence on gesture interpretation of much larger ideational units. Indeed, this factor may underlie the gap in the understanding of conventional gestures between the judges who classified the gestures and the participants who tried to determine their meanings. Our results can not rule this possibility out, because they indicate some changes in performance when phrase context is made explicit during word selection. Thus, the probability of selecting Note. Expected values are relative to the frequency of both the condition (proportional to N) and of the gestural class (appearing in Total on the right). "% of Total" refers to relative frequency of the observed score within each experimental condition.
the lexical affiliate is clearly better when phrase context is present than when it is absent, but the difference is not dramatic; the lexical affiliate is selected in about a third of lexical choices in all three conditions (see Table 2 ). There were no other differences in performance among experimental conditions. To wit, the possibility remains that the units of meaning that go into the interpretation of gesture are of word or feature size, but it is also possible that they are much larger discourse units, as has been suggested in the literature (Alibali, Kita, & Young, 2000; McNeill, 1992) . Clearly, then, the SS of gestures is incomparably smaller than that of words and even in the best conditions allows semantically irrelevant interpretations. One must infer that the likelihood that gestures are produced in order to increase communicative effectiveness is low, and other possible functions must be seriously considered (see ). This does not exclude the possibility that communicative functions play a central role in certain conditions or selected populations. For example, children use many more pantomimic gestures than adults, and these clearly take part in the articulation of thoughts. By consequence, children clearly use gestures for communicative purposes (Goldin-Meadow, 1999) . Also, deictic gestures obviously contribute to communication and usually add to the semantic specificity of the word (by indicating direction, location, position, or relative size). Consequently, they significantly contribute to the listener's understanding of spoken texts. This, however, may not explain the results of Beattie and Shovelton's (1999) study, where gestures were found to crucially contribute to the understanding of various segments of spoken speech.
Our experimental design systematically manipulated the relation of the competing words to the gesture. The fact that the lexical affiliate was selected more often than any other lexical type supports the notion of lexical affiliation, that is, the idea that a particular word in the verbal message is intimately involved with the processes of gesture generation and shaping (Hadar & Butterworth, 1997) . We note, in this respect, that the lexical affiliate was preferred despite serious competition from other possible lexical choices that fitted well in the phrasal context (especially the semantic distractor) and were well suggested by gesture shape (especially the visual distractor). The semantic and visual distractors, despite being selected more often than the remote and irrelevant distractors, were only selected at a chance level. The very similar rates of selection of these word types (around 20% of cases) suggest that semantic (propositional) and visual (nonpropositional) information are equally engaged in the shaping of ideational gestures. The very low rate of selection of the remote and irrelevant distractors, in turn, validated our judgment of their relation to gesture meaning in the related contexts. This supports the validity of the operational definition of SS as it applies here.
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