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resumo Desenvolvemos uma abordagem uniﬁcada ao estudo da
regularidade Lipschitziana das trajecto´rias minimizantes
no ca´lculo das variac¸o˜es e controlo o´ptimo. Comec¸amos
por estender o primeiro teorema de Noether a proble-
mas de controlo o´ptimo, permitindo a construc¸a˜o de
leis de conservac¸a˜o para as extremais de Pontryagin, a
partir de simetrias generalizadas dos problemas. Esta-
belecemos depois os primeiros resultados encontrados
na literatura, concernentes a` regularidade Lipschitziana
para problemas do controlo o´ptimo com dinaˆmica na˜o
linear. Mesmo para o caso de dinaˆmica linear, como
sejam os problemas do ca´lculo das variac¸o˜es, quer a
nossa generalizac¸a˜o do teorema da simetria de Noether,
quer os nossos resultados de regularidade, estendem os
resultados anteriormente conhecidos. Parte dos resultados
da tese foram sendo apresentados pelo autor a` comunidade
cient´ıﬁca em confereˆncias internacionais, vide verbi gratia
[282, 283, 270, 276, 266, 271, 273], e na forma de “rese-
arch reports”: [281, 264, 265, 268, 267, 272, 274, 269].
Alguns dos resultados ja´ foram publicados em revistas
internacionais: [217, 218, 275, 270]. Outros esta˜o subme-
tidos/aceites para publicac¸a˜o [277, 279, 280, 278].
Palavras Chave. ca´lculo das variac¸o˜es, controlo
o´ptimo, teoremas tipo Noether, leis de conservac¸a˜o, pri-
meiros integrais, quasi-invariaˆncia, teoremas de existeˆncia,
princ´ıpio do ma´ximo de Pontryagin, sistemas de controlo
na˜o lineares, controlos o´ptimos limitados, regularidade
Lipschitziana das trajecto´rias minimizantes.

abstract In this Ph.D. thesis a new approach to Lipschitzian
regularity of the minimizing trajectories to problems of the
calculus of variations and optimal control is developed. The
author also generalizes the classical Noether’s symmetry
theorem (ﬁrst Noether theorem) to invariant optimal con-
trol problems, by extending the very concept of invariance
of the problem. The result relates the quasi-symmetries of
the problems with the conservation laws for the Pontryagin
extremals. With the help of such conservation laws,
the ﬁrst results in the literature, regarding Lipschitzian
regularity of the minimizing trajectories for optimal control
problems with nonlinear dynamics, are obtained. Even
for problems with linear dynamics, such as those of the
calculus of variations, our results are new and able to
cover new situations not treated before. Some results of
the thesis are available in the english language. See the
research reports [281, 264, 265, 268, 267, 272, 274, 269],
the extended abstracts [282, 283], the refereed confer-
ence proceedings [276, 266, 271, 273], and the refereed
journals [217, 218, 275, 270]. The following papers are
submitted or accepted for publication: [277, 279, 280, 278].
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“[...] regularity theory for the optimal control problem,
outside very special situations where it can be reduced
to the basic problem in the calculus of variations, is, to
date, a completely undeveloped area of research.”
—Francis Clarke & Richard Vinter
“[...] much work remains to be done for descendants of
the basic problem, such as those involving control dy-
namics: perhaps centuries worth.”
—Francis Clarke
Introduc¸a˜o
Durante mais de treˆs se´culos, o ca´lculo das variac¸o˜es desempenhou um papel central,
quer no desenvolvimento da matema´tica, quer no desenvolvimento da f´ısica. Permanece,
ainda hoje, em pleno se´culo XXI, relevante e u´til, continuando a gerar questo˜es profundas e
interessantes e a admitir progresso em questo˜es fundamentais.
As primeiras condic¸o˜es necessa´rias de optimalidade e os primeiros resultados de existeˆncia
no ca´lculo das variac¸o˜es, esta˜o separados no tempo por mais de um se´culo. O formalismo
baseado nas condic¸o˜es necessa´rias (por exemplo as equac¸o˜es de Euler-Lagrange, as condic¸o˜es
de Erdmann, de DuBois-Reymond, de Legendre ou de Weierstrass), assume, a` priori, a
existeˆncia de um minimizante (local). As condic¸o˜es necessa´rias em optimizac¸a˜o sa˜o, por isso,
inu´teis, se a soluc¸a˜o de que falamos na˜o existir. De facto, se ela na˜o existe, podemos ser
levados a tirar uma conclusa˜o errada a partir de uma condic¸a˜o necessa´ria correcta. Este
facto e´ bem ilustrado com o chamado paradoxo de Perron (cf. [307, § 10]):
Uma condic¸a˜o necessa´ria para N ser o maior inteiro positivo e´ que N = 1.
Com efeito, se N = 1 enta˜o N2 > N e N na˜o e´, contrariamente a` deﬁnic¸a˜o, o
maior inteiro. Por conseguinte, N = 1.
Prova-se assim o teorema: “Se N e´ o maior inteiro, enta˜o N = 1.” Claro que na˜o existe nada
de errado nesta aﬁrmac¸a˜o. Ela e´ correcta, excepto que a hipo´tese nunca e´ satisfeita. Este
exemplo, com apareˆncia de anedota, da´-nos uma importante lic¸a˜o, chamando a atenc¸a˜o para
o facto do me´todo dedutivo em optimizac¸a˜o (dedutivo: do geral para o particular) avanc¸ar
no pressuposto que uma soluc¸a˜o para o problema existe:
• sabemos que existe uma soluc¸a˜o para o problema;
• aplicac¸a˜o das condic¸o˜es necessa´rias identiﬁcam os candidatos a o´ptimo;
• entre os candidatos, o “melhor” e´ encontrado por comparac¸a˜o e eliminac¸a˜o.
1
2 INTRODUC¸A˜O
A presenc¸a do primeiro elo na cadeia de racioc´ınio do me´todo dedutivo acima exposto, na˜o
sendo salientada muitas vezes em optimizac¸a˜o; sendo tratado de uma maneira completamente
ad hoc em muitos exemplos cla´ssicos do ca´lculo das variac¸o˜es; e´ consideravelmente subtil em
optimizac¸a˜o dinaˆmica, onde problemas de aspecto inocente na˜o admitem soluc¸o˜es no espac¸o
de func¸o˜es onde as condic¸o˜es necessa´rias sa˜o va´lidas (cf. [263, Sec. 2.1], [187]). Se o uso de um
teorema da existeˆncia e´, de um modo lo´gico, um prelu´dio para invocar condic¸o˜es necessa´rias, e´
de facto curioso, como diz L. C. Young em [307, p. 23], que ta˜o elementar questa˜o lo´gica tenha
passado despercebida durante cerca de dois se´culos! A verdade, como veremos, e´ que uma
teoria satisfato´ria de existeˆncia na˜o podia ser desenvolvida ate´ certos conceitos matema´ticos,
como a integrac¸a˜o de Lebesgue, estarem dispon´ıveis... Para uma resenha do que foi chamada
a teoria naive1 do ca´lculo das variac¸o˜es, que cobre aproximadamente o per´ıodo 1696–1900, e
que foi marcada pelas contribuic¸o˜es de Jakob e Johann Bernoulli, Euler, Lagrange, Legendre,
Hamilton, Jacobi, Weierstrass e Hilbert, entre outros, remetemos o leitor para [122] ou [143,
Cap. 3].
Foi apenas no ﬁnal do se´culo XIX, princ´ıpio do se´culo XX, que a questa˜o da existeˆncia
para os problemas do ca´lculo das variac¸o˜es foi deliberado. No se´culo XIX pensava-se que todo
o problema do ca´lculo das variac¸o˜es, com Lagrangeano na˜o negativo, tinha mı´nimo. Riemann,
a partir de tal crenc¸a improcedente e a respeito do seu famoso princ´ıpio de Dirichlet, obteve
uma se´rie de resultados importantes em Ana´lise, como a existeˆncia de func¸o˜es harmo´nicas
num domı´nio limitado com valores de fronteira prescritos. O primeiro a criticar o argu-
mento de Riemann, e o me´todo naive de Euler-Lagrange, foi Weierstrass. Tais cr´ıticas deram
origem a` discussa˜o das pro´prias fundac¸o˜es da Ana´lise, com Arzela`, Ascoli, Dini, Schwartz,
Peano e Hilbert a tomaram parte extremamente activa (cf. [53]). Arzela` foi o primeiro a
tentar, empenhadamente, mas sem sucesso, obter uma prova directa da existeˆncia de mı´nimo
para o integral de Dirichlet. Hilbert, em 1900, obteve tal prova directa, ainda que a sua
demonstrac¸a˜o conﬁasse em propriedades espec´ıﬁcas das func¸o˜es harmo´nicas. Estas ideias
foram seguidas com entusiasmo por Levi, Lebesgue e Fubini. Entretanto Baire, em 1905,
introduziu o conceito de func¸a˜o semicont´ınua inferior para func¸o˜es de valor real, mostrando
que, num domı´nio compacto, as func¸o˜es semicont´ınuas inferiores admitem mı´nimo global.
Leonida Tonelli foi o primeiro a perceber que os teoremas de compacidade de Ascoli-Arzela`
e a semicontinuidade de Baire, transferidos das func¸o˜es de valor real para as funcionais do
ca´lculo das variac¸o˜es, eram as ferramentas perfeitas para um me´todo directo de existeˆncia
de ma´ximos e mı´nimos no ca´lculo das variac¸o˜es. Tonelli descreveu, em 1911 [248], uma tal
teoria geral de existeˆncia para o problema fundamental do ca´lculo das variac¸o˜es, identiﬁcando
o espac¸o W1,1 das func¸o˜es absolutamente cont´ınuas, i.e., aquelas func¸o˜es x(·) para as quais
1Naive porque se assume a` priori que uma soluc¸a˜o existe. A designac¸a˜o e´ de Young [307].
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existe uma func¸a˜o integra´vel a` Lebesgue v(·) tal que x(t) = x(a) + ∫ ta v(τ)dτ , a ≤ t ≤ b,2
como sendo a classe consentaˆnea na qual se pode (de um “modo razoa´vel”) esperar existir
um minimizante (ale´m de [248], vejam-se tambe´m os artigos de Tonelli [251, 253, 254]). O
resultado, estabelecido por aplicac¸a˜o do agora famoso me´todo directo – a sucessa˜o minimi-
zante converge (compacidade fraca); o limite esta´ no conjunto para o qual a funcional esta´
a ser minimizada (completude); o valor da funcional no limite na˜o e´ maior que o ı´nﬁmo
(semicontinuidade inferior fraca) – e´ obtido impondo condic¸o˜es apropriadas de continuidade,
convexidade e coercividade ao Lagrangeano. O me´todo de Tonelli e´ um me´todo geral – apli-
cado facilmente a problemas isoperime´tricos, com derivadas de ordem superior, a problemas
do ca´lculo das variac¸o˜es com integrais mu´ltiplos, a problemas do controlo o´ptimo, etc. (cf.
[250, 249, 252, 255, 257, 260, 52, 53, 39]) – constituindo hoje um cap´ıtulo importante da
ana´lise funcional, que tanto contribuiu para a mudanc¸a dra´stica na atitude e compreensa˜o
do ca´lculo das variac¸o˜es que se operou no in´ıcio do se´culo XX. Na˜o e´ dif´ıcil, sob as condic¸o˜es
de continuidade, convexidade e coercividade que garantem a existeˆncia de mı´nimo, construir
exemplos para os quais o mı´nimo numa subclasse de W1,1([a, b]), como por exemplo a sub-
classeW1,∞([a, b]) das func¸o˜es Lipschitzianas (formada pelas func¸o˜es x(·) que satisfazem uma
condic¸a˜o de Lipschitz em [a, b]: para alguma constante k, para todo o t1 e t2 em [a, b] tem-
-se ‖x(t1)− x(t2)‖ ≤ k |t1 − t2|),3 na˜o e´ atingido – um minimizante absolutamente cont´ınuo
existe, mas possui derivada ilimitada.
Se por um lado a teoria de Tonelli resolveu essencialmente a questa˜o da existeˆncia, ela
veio gerar novas questo˜es acerca da validade das condic¸o˜es necessa´rias de optimalidade tradi-
cionais, exemplo das quais e´ a famosa equac¸a˜o de Euler-Lagrange. Tonelli conjecturou [256],
enquanto Clarke e Vinter veriﬁcaram em [67], para um exemplo proposto por Ball e Mizel em
[19], que certas ocorreˆncias do problema fundamental do ca´lculo das variac¸o˜es, satisfazendo
as hipo´teses de existeˆncia de Tonelli, tinham minimizantes com derivada na˜o limitada, para
os quais a equac¸a˜o de Euler-Lagrange na˜o era veriﬁcada. Este facto salientou a diferenc¸a re-
levante entre as hipo´teses dos teoremas da existeˆncia e os requisitos sob os quais as condic¸o˜es
necessa´rias usuais sa˜o aplica´veis. E´ por esta raza˜o que qualquer parte do ca´lculo das variac¸o˜es
(ou do controlo o´ptimo) que se baseie em alegadas condic¸o˜es necessa´rias, na˜o suportadas por
uma qualquer teoria geral de existeˆncia e de regularidade,4 ﬁca incompleta e so´ pode ser
qualiﬁcada de naive. Em princ´ıpio, tais condic¸o˜es necessa´rias podem sofrer do paradoxo de
Perron e, a menos de uma demonstrac¸a˜o que elas conduzem de facto a`s soluc¸o˜es desejadas, o
2Segue-se que x˙(t) = v(t) em quase todos os pontos (q.t.p.) de [a, b] (x˙ e´ sino´nimo de dx
dt
). Lembramos que
na altura a teoria de integrac¸a˜o de Lebesgue [151] era uma teoria recente. Uma traduc¸a˜o, em portugueˆs, do
artigo [152] de Henri Lebesgue, pode ser encontrada em [153].
3A condic¸a˜o e´ equivalente a` necessidade de x˙(·) ser essencialmente limitada.
4Chamamos resultado de regularidade a qualquer asserto de que a soluc¸a˜o pertence a uma classe de func¸o˜es
mais restrita do que aquela considerada a` partida (e.g., W1,∞ em vez de W1,1) (cf. [263, Cap. 3]).
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seu valor e´ meramente heur´ıstico. E´ esta a fraqueza, se´ria, da teoria naive: mesmo quando
as condic¸o˜es necessa´rias identiﬁcam unicamente uma func¸a˜o x(·), isso na˜o implica que x(·)
seja soluc¸a˜o do problema! E´ necessa´rio, enta˜o, garantir em primeiro lugar a existeˆncia de
uma soluc¸a˜o do problema numa subclasse das func¸o˜es absolutamente cont´ınuas para a qual
as condic¸o˜es necessa´rias sa˜o va´lidas. A maior subclasse com esta propriedade e´ a das func¸o˜es
Lipschitzianas (cf. [263, Teorema 10]). Sob certas condic¸o˜es adicionais, a regularidade Lips-
chitziana implica regularidade C1 ou mesmo regularidade C2 (cf. [263, Teoremas 40 e 48],
[76, §4.1.3]).
A importaˆncia da regularidade Lipschitziana dos minimizantes, e´ ainda reforc¸ada pelo
facto da precisa˜o das aproximac¸o˜es, obtidas por me´todos de discretizac¸a˜o, depender da regu-
laridade das soluc¸o˜es (cf. [12, 100]). A regularidade Lipschitziana exclui situac¸o˜es indeseja´veis
que levantam inu´meros problemas a` aplicac¸a˜o de me´todos nume´ricos para averiguac¸a˜o dos
minimizantes (cf. [20, 294, 213]). Um tal exemplo, relevante nas cieˆncias dos materiais, que
se encontra ligado a feno´menos de fractura (cf. [301, 174]) e a propriedades de repulsa˜o e
formac¸a˜o de cavidades (cf. [18]), e´ o feno´meno de Lavrentiev. Este feno´meno ocorre quando
um minimizante absolutamente cont´ınuo, com derivada na˜o limitada, na˜o pode ser aproxi-
mado, pelo valor da funcional, por uma sucessa˜o de func¸o˜es Lipschitzianas, ja´ que o ı´nﬁmo
na classe das func¸o˜es absolutamente cont´ınuas e´ estritamente menor que o ı´nﬁmo na classe
mais restrita das func¸o˜es Lipschitzianas (cf. [263, Sec. 3.3]). Este feno´meno foi estabelecido
por M. Lavrentiev em 1927 (vide [150]), motivado por uma observac¸a˜o de Leonida Tonelli
de 1922 e em resposta a um desaﬁo directo de Tonelli numa palestra de 1926 em Moscovo
(cf. [53, 175]). Este feno´meno, anacro´nico a` primeira vista, pelo facto da classe das func¸o˜es
Lipschitzianas ser densa no espac¸o das func¸o˜es absolutamente cont´ınuas, pode surgir, no en-
tanto, mesmo quando o Lagrangeano e´ um polino´mio (cf. [168]), sendo um feno´meno ub´ıquo
(cf. [215, 174]) e um assunto proeminente, onde muitos matema´ticos teˆm contribu´ıdo (cf.
[41, 175]).
Vejamos a relevaˆncia do feno´meno de Lavrentiev num procedimento de aproximac¸a˜o bem
conhecido, por exemplo o me´todo de Rayleigh-Ritz (cf. v.g. [93, Cap. 10], [106, Cap. 7], [133,
§2.19], [201, Cap. 6], [99]). O me´todo procura obter a func¸a˜o minimizante (ou maximizante)
entre as func¸o˜es x(·) exprimı´veis na forma
x(t) = x0(t) +
N∑
i=1
λiφi(t) , t ∈ [a, b] ,
onde x0(·) e´ uma func¸a˜o dada, satisfazendo as condic¸o˜es de fronteira, e φ1(·), . . . , φN (·) e´ uma
famı´lia de func¸o˜es completa com valores nulos em a e b. A palavra completa refere-se a certas
propriedades da aproximac¸a˜o, tais como as impostas pelo teorema de Stone-Weierstrass. Um
INTRODUC¸A˜O 5
exemplo t´ıpico e´ a famı´lia deﬁnida por φi(t) = (t − a)(t − b)ti−1. Para N ﬁxo, o problema
de minimizac¸a˜o consiste em escolher os valores o´ptimos de λ1, . . . , λN ; i.e., trata-se de um
problema em RN , que pode ser abordado pelos me´todos convencionais. A ideia e´ que para N
suﬁcientemente grande, o ı´nﬁmo deste problema aproximara´ o problema original na classe das
func¸o˜es absolutamente cont´ınuas, onde sabemos que uma soluc¸a˜o existe. Uma vez que apenas
elementos da classe das func¸o˜es Lipschitzianas sa˜o considerados, a esperanc¸a de aproximar
o minimizante esta´, de um modo geral, condenada, uma vez que o feno´meno de Lavrentiev
pode ocorrer. Para uma discussa˜o detalhada sobre o papel da escolha do espac¸o de func¸o˜es,
e do facto dos me´todos nume´ricos standard poderem falhar no ca´lculo do valor mı´nimo para
problemas do ca´lculo das variac¸o˜es, remetemos o leitor para [18].
Embora L. Tonelli seja mais conhecido pelo processo que conduz aos teoremas da existeˆncia,
ele contribuiu tambe´m, de maneira essencial, para a questa˜o da regularidade das soluc¸o˜es
o´ptimas e condic¸o˜es necessa´rias, devendo-se a ele os primeiros resultados de regularidade
Lipschitziana no ca´lculo das variac¸o˜es (cf. [258, 259, 261, 262, 59, 60]). Estes resultados me-
receram uma secc¸a˜o em [91] intitulada “O que sabia Tonelli que no´s esquecemos?”. Outros
resultados cla´ssicos, igualmente olvidados por algum tempo, sa˜o devidos a C. B. Morrey (cf.
[181]) e S. Bernstein [27]. Durante um per´ıodo de mais de 60 anos, possivelmente pela diﬁ-
culdade aparente em obter respostas efectivas, o assunto da regularidade Lipschitziana dos
minimizantes esteve extinto. Foi em meados dos anos 80, aquando da evideˆncia da relevaˆncia
de tais questo˜es na mecaˆnica do cont´ınuo (cf. [91]) e juntamente com o crescer de interesse
na ana´lise na˜o suave (cf. [59, 63]), que se assistiu a um renascimento da atenc¸a˜o no estudo
da regularidade Lipschitziana dos minimizantes. Os maiores esforc¸os vieram de F. H. Clarke
e R. B. Vinter que, defendendo o papel essencial da ana´lise na˜o suave e a inevitabilidade das
suas te´cnicas, estudaram intensivamente o problema fundamental do ca´lculo das variac¸o˜es,
generalizando os resultados cla´ssicos e demonstrando novos resultados (cf. [59], [61, Cap. 2],
[295, Cap. 11]). A partir desta altura, motivados pelos avanc¸os de Clarke e Vinter, va´rios ma-
tema´ticos dirigiram a sua atenc¸a˜o para a obtenc¸a˜o de condic¸o˜es de regularidade Lipschitziana
para os minimizantes do problema fundamental do ca´lculo das variac¸o˜es. Hoje a literatura e´
vasta. Salientamos os seguintes artigos: [69, 68, 70, 78, 79, 66, 11, 64, 65, 241, 242, 243].
Ja´ os problemas do ca´lculo das variac¸o˜es com derivadas de ordem superior receberam
muito menos atenc¸a˜o, sendo os resultados de regularidade uma auteˆntica raridade. As
condic¸o˜es dispon´ıveis resumem-se essencialmente aos resultados obtidos por Clarke e Vin-
ter em [72], mais uma vez por recurso a`s te´cnicas da ana´lise na˜o suave. Estes problemas
apresentam diﬁculdades na˜o presentes no caso de primeira ordem (cf. [215]), o que torna o
estudo da regularidade ainda mais dif´ıcil. Uma nova abordagem a` regularidade Lipschitziana
dos minimizantes no ca´lculo das variac¸o˜es, usando me´todos do controlo o´ptimo, foi proposta
pelo autor deste trabalho em [263, Parte Original]. O controlo o´ptimo, ao proporcionar um
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novo ponto de vista para os problemas do ca´lculo das variac¸o˜es, mostrou-se muito efectivo,
quer no tratamento do problema fundamental do ca´lculo das variac¸o˜es quer no estudo dos
problemas variacionais com derivadas de ordem superior, propiciando resultados mais abran-
gentes (vide [263, Teorema 51, Exemplo 52, Teorema 53], [217, § 4]). Mais importante, o
mesmo modus operandi revelou-se estend´ıvel a problemas mais gerais do controlo o´ptimo
(vide [217]).
O formalismo do controlo o´ptimo, especialmente a distinc¸a˜o entre func¸o˜es de estado e de
controlo, foi introduzido no per´ıodo a seguir a` II guerra mundial, em resposta a inu´meros
problemas de optimizac¸a˜o em engenharia que eram naturalmente expressos nesta forma. A
teoria matema´tica do controlo o´ptimo avanc¸ou sob formas va´rias, uma das quais baseia-se no
ce´lebre princ´ıpio do ma´ximo de Pontryagin – uma condic¸a˜o necessa´ria de optimalidade de
primeira ordem para problemas do controlo o´ptimo. A primeira etapa da teoria e´ resumida
no livro [199] de L. S. Pontryagin, V. G. Boltyanskii, R. V. Gamkrelidze e E. F. Mish-
chenko. O princ´ıpio do ma´ximo de Pontryagin veio dar respostas a longas de´cadas de busca
de condic¸o˜es necessa´rias satisfato´rias para problemas de optimizac¸a˜o com equac¸o˜es diferen-
ciais como restric¸o˜es e pode ser interpretado como uma extensa˜o a este tipo de problemas
das condic¸o˜es necessa´rias cla´ssicas de Erdmann, Euler-Lagrange e Weierstrass do ca´lculo das
variac¸o˜es, onde as hipo´teses sa˜o grandemente relaxadas. Os desenvolvimentos associados ao
trabalho da escola de L. S. Pontryagin dos anos 50 e 60, foram uma das grandes proezas
da matema´tica nas u´ltimas de´cadas, tendo tido um impacto crucial em va´rios campos de
aplicac¸a˜o que va˜o desde a Investigac¸a˜o Operacional (cf. verbi gratia [29, 28, 244]), Teoria
dos Sistemas (cf. v.g. [92]), Economia (cf. v.g. [55, 158] e [197, Cap. 14]), Cieˆncias da
Gesta˜o (cf. v.g. [73, 223]), Engenharia, Astrona´utica, Biologia, F´ısica e Matema´tica (cf. v.g.
[73, 77, 134, 288, 226, 104, 213, 38, 194] ou [157, §3.4]). Por outro lado, como ja´ assinalado,
o princ´ıpio do ma´ximo de Pontryagin deve ser completado por um teorema de existeˆncia. Na
auseˆncia de uma teoria da existeˆncia, o princ´ıpio do ma´ximo de Pontryagin esta´ aberto a`s
mesmas cr´ıticas do algoritmo de Euler-Lagrange, um algoritmo, na˜o obstante, fundamental
na ana´lise moderna e na teoria das distribuic¸o˜es de Schwartz (cf. [307, p. 230]). Incidental-
mente, a existeˆncia encontra aqui as mesmas diﬁculdades fundamentais que no ca´lculo das
variac¸o˜es.
No controlo o´ptimo, alia´s como em qualquer problema de optimizac¸a˜o em espac¸os de
func¸o˜es, a questa˜o das propriedades de regularidade das soluc¸o˜es e´ uma questa˜o natural a
colocar. Mas tal como no ca´lculo das variac¸o˜es, tambe´m no controlo o´ptimo a questa˜o da
regularidade e´ muito mais do que uma das questo˜es ba´sicas a colocar. Ela encerra a chave das
discrepaˆncias entre a teoria da existeˆncia e os resultados de optimalidade. O primeiro teorema
geral de existeˆncia para problemas do controlo o´ptimo foi obtido em [103] por A. F. Filippov.
As te´cnicas usadas para estabelecer existeˆncia de o´ptimo, usam argumentos de compacidade
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que requerem espac¸os de func¸o˜es mais abrangentes e por isso apenas asseguram a existeˆncia
nestes espac¸os. O espac¸o de controlos mensura´veis e´ o espac¸o usualmente considerado. Por
outro lado, as condic¸o˜es necessa´rias standard, como seja o princ´ıpio do ma´ximo de Pontryagin
[199], colocam certas restric¸o˜es a` estrutura dos controlos o´ptimos. Por exemplo, a formulac¸a˜o
do princ´ıpio do ma´ximo de Pontryagin em [199] assume que os controlos sa˜o mensura´veis e
limitados. Repare-se que em controlo o´ptimo, exigir que a trajecto´ria x(·) seja Lipschit-
ziana, x(·) ∈ W1,∞, remonta a exigir que o respectivo controlo seja mensura´vel e limitado:
u(·) ∈ L∞. O cena´rio e´ em tudo ideˆntico ao do ca´lculo das variac¸o˜es: as condic¸o˜es necessa´rias
de optimalidade podem falhar para os minimizantes preditos pela teoria da existeˆncia; sob
as hipo´teses em que as condic¸o˜es necessa´rias sa˜o va´lidas a existeˆncia na˜o e´ garantida. Por
conseguinte, obter condic¸o˜es que garantam que os controlos o´ptimos sa˜o essencialmente li-
mitados, e´ um problema pertinente e fulcral. Tambe´m do ponto de vista da Engenharia, e
porque sempre existira˜o limites f´ısicos nas sa´ıdas dos dispositivos de controlo, e´ importante
que os controlos o´ptimos sejam limitados. E´ mais uma vez curioso, como escrevem Clarke
e Vinter em [71], que esta questa˜o tenha sido subestimada em controlo o´ptimo e que esta
a´rea de investigac¸a˜o esteja totalmente por desenvolver. Estabelecer resultados nesta a´rea foi
a motivac¸a˜o inicial e a Alma Mater da presente tese.
Os u´nicos esforc¸os neste sentido, tanto quanto nos e´ dado a conhecer, podem ser encon-
trados em [71]. No entanto, dada a diﬁculdade do problema, neste artigo F. Clarke e R.
Vinter consideram problemas de controlo o´ptimo muito particulares, com dinaˆmica linear e
invariante no tempo. Com as condic¸o˜es impostas, o problema e´ reformulado como um pro-
blema do ca´lculo das variac¸o˜es envolvendo derivadas de ordem superior e as concluso˜es sa˜o
obtidas por simples aplicac¸a˜o dos resultados de regularidade obtidos previamente em [72].
Neste trabalho vamos abordar os problemas de controlo o´ptimo na sua versa˜o mais ampla.
Como casos particulares, eles incluem o problema fundamental do ca´lculo das variac¸o˜es e os
problemas do ca´lculo das variac¸o˜es com derivadas de ordem superior. Respostas para o caso
de dinaˆmica aﬁm de controlo, uma classe de problemas de controlo o´ptimo muito importante,
que constitui o modelo cinema´tico em mecaˆnica e geometria (cf. [138, Cap. 4]) e que constitui
uma generalizac¸a˜o considera´vel dos problemas antes tratados, foram ja´ publicadas em [217]
e [218]. Resultados para o caso geral de dinaˆmica na˜o linear primam pela completa auseˆncia
na literatura. No Cap´ıtulo 6 colmatamos esta falha.
A abordagem a` regularidade Lipschitziana, proposta no aˆmbito desta tese de doutora-
mento, comporta treˆs etapas. Elas resultam de um aprimoramento das te´cnicas e ideias
introduzidas pelo autor em [263], mais tarde reﬁnadas em [217] e explicitadas em [218]. O
mote de partida e´ que as condic¸o˜es de regularidade Lipschitziana surgem das condic¸o˜es de
aplicabilidade do princ´ıpio do ma´ximo de Pontryagin a um problema auxiliar. Embora esta
possa parecer uma ideia no mı´nimo exo´tica, ja´ que a regularidade e´ de importaˆncia cr´ıtica
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a` priori, como hipo´tese, na obtenc¸a˜o das condic¸o˜es necessa´rias, ela tem ra´ızes profundas no
ca´lculo das variac¸o˜es e faz jus a Hilbert. Num resultado cla´ssico de regularidade C2 para
os minimizantes do problema fundamental do ca´lculo das variac¸o˜es, Hilbert estabeleceu o
facto de que quando o Lagrangeano L e´ duas vezes diferencia´vel com continuidade, L ∈ C2,
e Lx˙x˙ e´ globalmente deﬁnida positiva, a soluc¸a˜o x(·) do problema e´ tambe´m C2 (cf. [263,
Teorema 48], [76, §4.1.3]). Ora a demonstrac¸a˜o deste resultado usa condic¸o˜es necessa´rias, dei-
xando ja´ antever, a nosso ver, o jogo poss´ıvel entre as condic¸o˜es necessa´rias de optimalidade
e os teoremas de regularidade. Esta simbiose e´ o fulcro da nossa abordagem a` regularidade
dos minimizantes no controlo o´ptimo. Resumimos o nosso me´todo nos seguintes passos.
1. Reescrever o problema numa forma equivalente, no sentido que conhecida uma soluc¸a˜o
para um dos problemas e´ poss´ıvel construir uma soluc¸a˜o para o outro com o valor das
funcionais a coincidir (Cap´ıtulos 1 e 2);
2. Estabelecer uma correspondeˆncia entre as extremais dos dois problemas (Cap´ıtulos 3 e
4).
3. Garantir a aplicabilidade das condic¸o˜es necessa´rias ao problema auxiliar e, usando uma
lei de conservac¸a˜o adequada (Cap´ıtulo 5), obter as concluso˜es de regularidade preten-
didas (Cap´ıtulo 6).
O me´todo funciona porque a transformac¸a˜o do problema, embora mantendo a equivaleˆncia
no sentido acima exposto, faz com que algumas das propriedades do problema original, como
linearidade, continuidade, convexidade, etc., possam ser alteradas. O jogo e´ na sua esseˆncia
muito simples e consiste em fazer com que as hipo´teses pertinentes, pass´ıveis de serem vio-
ladas por um dos problemas, sejam va´lidas para o outro. Um exemplo elementar, mas que
ilustra bem a efectividade desta ideia, pode ser encontrado em [288, pp. 257 e 258]. Aı´
J. L. Troutman resolve o ce´lebre problema de braquisto´crona usando uma transformac¸a˜o da
varia´vel de estado que torna o Lagrangeano do problema estritamente convexo. Um outro
exemplo interessante pode ser encontrado em [157, §4.2]: com uma transformac¸a˜o do tempo
obte´m-se um problema auxiliar que, por aplicac¸a˜o do teorema dos multiplicadores de La-
grange para problemas abstractos de optimizac¸a˜o em espac¸os de Banach, permite obter o
princ´ıpio do ma´ximo de Pontryagin para o problema original. A ideia de que a questa˜o da
regularidade Lipschitziana no controlo o´ptimo e ca´lculo das variac¸o˜es so´ pode ser resolvida
com o uso da ana´lise na˜o suave (cf. [162, Cap. 1], [295, Cap. 11], [59, 63]) e´ assim impugnada.
Os resultados interme´dios obtidos, de modo a levar a bom termo a abordagem acima de-
lineada, apresentam interesse per se. Embora possam ser secunda´rios nesta dissertac¸a˜o, na˜o
sa˜o necessariamente de importaˆncia secunda´ria. Eles signiﬁcam que entra´mos mais profunda-
mente no corac¸a˜o do nosso assunto! Sa˜o disso exemplo os resultados do Cap´ıtulo 3, publicados
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em [268], e os resultados do Cap´ıtulo 5 sobre leis de conservac¸a˜o que, em verso˜es menos ge-
rais, foram ja´ publicados em [266, 270, 275, 271] (vejam-se ainda as concluso˜es, resultados
preliminares e desenvolvimentos futuros, a partir da pa´gina 115). As leis de conservac¸a˜o sa˜o
quantidades conservadas ao longo das extremais do problema. Elas sa˜o obtidas no ca´lculo
das variac¸o˜es por interme´dio do famoso teorema de Emmy Noether [186]. Este resultado
cla´ssico de 1918 explica a correspondeˆncia entre a invariaˆncia do problema sob uma famı´lia
de transformac¸o˜es uni-parame´trica e a existeˆncia de leis de conservac¸a˜o para as equac¸o˜es de
Euler-Lagrange que lhe esta˜o associadas. Esta relac¸a˜o e´ a base da F´ısica moderna que, na sua
esseˆncia, e´ constru´ıda usando princ´ıpios variacionais e postulando a existeˆncia desta ou da-
quela invariaˆncia f´ısica (por exemplo assumindo que o sistema e´ conservativo). No Cap´ıtulo 5
obtemos va´rias generalizac¸o˜es do teorema de Noether para as extremais de Pontryagin dos
problemas de controlo o´ptimo. As leis de conservac¸a˜o que obtemos sa˜o importantes por mui-
tas razo˜es. Elas podem ser usadas para baixar a ordem do sistema Hamiltoniano de equac¸o˜es
diferenciais e simpliﬁcar a resoluc¸a˜o do problema de controlo o´ptimo (cf. v.g. [32]); na s´ıntese
do feno´meno de Lavrentiev [129]; na ana´lise da estabilidade e controlabilidade de sistemas de
controlo [125]; etc.
O presente trabalho esta´ organizado em seis cap´ıtulos, conforme supradito. No ﬁm apre-
sentamos as refereˆncias bibliogra´ﬁcas, que foram sendo citadas ao longo do texto, assim como
um ı´ndice remissivo de termos e notac¸o˜es que esperamos possa servir de ajuda na leitura do
trabalho. Embora algumas preocupac¸o˜es pedago´gicas tenham estado na mente do autor, a
eˆnfase do texto e´ cient´ıﬁca e na˜o dida´ctica. Conhecimentos preambulares, que o leitor por-
ventura encontre necessa´rios a` inteira compreensa˜o de algum ponto do trabalho, podem ser
encontrados na dissertac¸a˜o de mestrado do autor (vide [263, Parte de S´ıntese]).
Na˜o podemos terminar esta introduc¸a˜o sem salientar que, em variad´ıssimos momentos,
cristalizados em va´rios pontos do trabalho (e.g. nos resultados do Cap´ıtulo 5), os ensinamen-
tos de Young foram verdadeiramente sa´bios: em [307, p. 73]
“We invite the reader to study at ﬁrst hand, as explained with remarkable
clarity by one of the great thinkers of a past era. A broad understanding of
mathematical ideas cannot be reached without using library facilities properly to
get material at ﬁrst hand.”
ou enta˜o em [309, p. 423]
“I advise students to go back to the sources... Read by all means what is
up-to-date, but also what started it all!”

“Have you got an answer? No, but I’ve got a diﬀerent
name for the problem.”
—Douglas Adams
“The very essence of Mathematics lies in transforming a
problem.”
—Jules Henri Poincare´
1
Transformac¸o˜es dos problemas de controlo o´ptimo
N este cap´ıtulo coligimos va´rias formulac¸o˜es equivalentes do problema matema´tico do controloo´ptimo e explicamos como os problemas do ca´lculo das variac¸o˜es podem ser expressos neste
formalismo. A forma cano´nica a adoptar ao longo do trabalho e´ estabelecida: problema (P).
Todas as transformac¸o˜es encontradas na literatura podem ser sistematizadas em dois tipos: as
que envolvem mudanc¸a das varia´veis de estado e controlo, sem alterac¸a˜o da varia´vel independente
t; as que mudam a varia´vel tempo t. Estas u´ltimas, muito menos populares que as primeiras,
assumem papel central em todo o nosso trabalho.
1.1 Intro´ito
O controlo o´ptimo e´ uma a´rea multidisciplinar, com ra´ızes no ca´lculo das variac¸o˜es, na
teoria cla´ssica do controlo, nos processos aleato´rios, na programac¸a˜o linear e na˜o-linear, nos
algoritmos e computadores digitais, e na programac¸a˜o dinaˆmica (cf. [40, 213]); motivada por
inu´meros problemas pra´ticos de engenharia, como sejam a conduc¸a˜o de avio˜es, ve´ıculos espa-
ciais, robots e outros ve´ıculos auto´nomos (cf. [40, 194]). De uma maneira muito gene´rica, o
problema do controlo o´ptimo consiste em encontrar func¸o˜es de controlo de maneira a optimi-
zar um determinado ı´ndice de performance quando sujeito a restric¸o˜es descritas por equac¸o˜es
diferenciais. Embora problemas de controlo o´ptimo tenham sido formulados ta˜o cedo como
1919 (cf. [40, p. 29]), foi em ﬁnais dos anos cinquenta, com a formulac¸a˜o e demonstrac¸a˜o
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do princ´ıpio do ma´ximo de Pontryagin – uma condic¸a˜o necessa´ria de optimalidade de pri-
meira ordem – pelo grupo de matema´ticos L. S. Pontryagin, V. G. Boltyanskii, R. V. Gam-
krelidze e E. F. Mishchenko, que a teoria matema´tica do controlo o´ptimo principiou (cf.
[199, 156, 26, 35, 113, 114]). Associado ao problema de controlo o´ptimo, inu´meras questo˜es
de interesse se colocam e, desde a formulac¸a˜o e demonstrac¸a˜o do princ´ıpio do ma´ximo de
Pontryagin, milhares de artigos e livros foram escritos. A teoria do controlo o´ptimo e´ hoje
uma a´rea extensa, com va´rias abordagens poss´ıveis, com va´rios domı´nios de aplicabilidade,
em matema´tica, engenharia, economia, cieˆncias sociais, medicina, ... e uma fonte das mais
variadas te´cnicas e ideias (cf. [58, 61, 230, 229, 235, 38]). Neste trabalho lidamos exclusi-
vamente com problemas de controlo o´ptimo deterministas e a nossa abordagem sera´ a da
Ana´lise.
1.2 O problema de Bolza do controlo o´ptimo
Estamos interessados na minimizac¸a˜o (ou maximizac¸a˜o) de funcionais da forma
I [x(·), u(·)] = L (α, x(α), β, x(β)) +
∫ β
α
L (t, x(t), u(t)) dt , (1.1)
onde se requer que o par (x(·), u(·)) satisfac¸a o sistema de equac¸o˜es diferenciais ordina´rias1
x˙(t) =
dx(t)
dt
= ϕ (t, x(t), u(t)) , (1.2)
chamado sistema de controlo, e as condic¸o˜es de fronteira
(α, x(α), β, x(β)) ∈ F . (1.3)
A varia´vel real t, t ∈ R, e´ a varia´vel independente, chamada tempo; x(t) = (x1(t), . . . , xn(t)) ∈
R
n, n ≥ 1, t ∈ [α, β], a trajecto´ria de estado; u(t) = (u1(t), . . . , ur(t)) ∈ Ω ⊆ Rr, r ≥ 1,
t ∈ [α, β], o controlo. Os dados do problema incluem a func¸a˜o L : R × Rn × R × Rn → R;
o Lagrangeano L : R × Rn × Rr → R; a dinaˆmica ϕ : R × Rn × Rr → Rn; os conjuntos F ,
Ω; e as classes de func¸o˜es a que pertencem x(·) e u(·). Os instantes de tempo α e β, α < β,
podem, ou na˜o, estar ﬁxos. Este e´ o chamado problema de Bolza do controlo o´ptimo.
Os integrais que aparecem no presente trabalho sa˜o sempre interpretados no sentido de
Lebesgue. Este facto e´ essencial, uma vez que o problema sera´ formulado para trajecto´rias
absolutamente cont´ınuas e para controlos mensura´veis.
1O ponto e´ usado para denotar diferenciac¸a˜o em relac¸a˜o a t. A linha (′) denotara´, neste trabalho, a derivada
em relac¸a˜o a τ .
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Deﬁnic¸a˜o 1 Dizemos que o par (x(·), u(·)) e´ admiss´ıvel para o problema (1.1)–(1.3) se:
(i) x(·) e´ uma func¸a˜o absolutamente cont´ınua deﬁnida em [α, β] e com valores em Rn: x(·) ∈
W1,1 ([α, β]; Rn);
(ii) u(·) e´ uma func¸a˜o mensura´vel (a` Lebesgue) deﬁnida no intervalo [α, β] e com valores em
Ω ⊆ Rr em quase todos os pontos (q.t.p.) t ∈ [α, β]: u(·) ∈ Lr1 ([α, β]; Ω);
(iii) o par (x(·), u(·)) e´ soluc¸a˜o do sistema (1.2) em q.t.p. t ∈ [α, β];
(iv) t → L (t, x(t), u(t)) ∈ L1 ([α, β]; R);
(v) x(·) satisfaz as condic¸o˜es de fronteira (1.3).
Observac¸a˜o 2 Se x(·) e´ absolutamente cont´ınua ela e´ o integral da sua derivada. Por con-
seguinte, a Deﬁnic¸a˜o 1 conte´m a aﬁrmac¸a˜o que a func¸a˜o t → ϕ (t, x(t), u(t)) e´ integra´vel a`
Lebesgue em [α, β].
Seja A o conjunto de todos os pares admiss´ıveis. O problema de controlo o´ptimo con-
siste enta˜o em determinar, se poss´ıvel, um par (x˜(·), u˜(·)) ∈ A que satisfac¸a a desigualdade
I [x˜(·), u˜(·)] ≤ I [x(·), u(·)] para todo o (x(·), u(·)) ∈ A . O problema e´ formulado como um de
minimizac¸a˜o; o problema de maximizar I [x(·), u(·)] e´ equivalente ao problema de minimizar
−I [x(·), u(·)].
Deﬁnic¸a˜o 3 Uma soluc¸a˜o (x˜(·), u˜(·)) do problema de controlo o´ptimo e´ designada por mi-
nimizante. A trajecto´ria x˜(·) e´ chamada de trajecto´ria minimizante e u˜(·) de controlo mini-
mizante.
1.3 Formulac¸o˜es equivalentes
Certos casos especiais do problema de Bolza do controlo o´ptimo sa˜o na verdade equiva-
lentes ao problema de Bolza, no sentido que o problema de Bolza pode ser transformado num
desses casos especiais. Esta possibilidade de reescrita dos problemas uns nos outros tem sido
usada nas demonstrac¸o˜es dos mais diversos resultados (vide v.g. [56], [216, §6, §8]).
Dois casos especiais do problema de Bolza sa˜o obtidos fazendo:
• L ≡ 0 — problema de Mayer do controlo o´ptimo;
• L ≡ 0 — problema de Lagrange do controlo o´ptimo.
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Vamos mostrar que as formulac¸o˜es de Mayer e de Lagrange sa˜o ta˜o gerais como a de Bolza,
mostrando como o problema de Bolza pode ser escrito nestas formas.
Formulamos o problema de Bolza como um de Mayer usando um espac¸o de estados de
dimensa˜o superior. Seja (x(·), u(·)) um par admiss´ıvel para o problema de Bolza (1.1)–(1.3)
e introduzamos a notac¸a˜o z(t) = (x0(t), x(t)) = (x0(t), x1(t), . . . , xn(t)) ∈ Rn+1, t ∈ [α, β],
onde x0(·) e´ uma func¸a˜o absolutamente cont´ınua tal que
x˙0(t) = L (t, x(t), u(t)) , x0(α) = 0 ,
para quase todos os t em [α, β]:
x0(t) =
∫ t
α
L (τ, x(τ), u(τ)) dτ .
Temos enta˜o que (z(·), u(·)) e´ um par admiss´ıvel para o seguinte problema de Mayer:
L (α, x(α), β, x(β)) + x0(β) −→ min ,
x˙0(t) = L (t, x(t), u(t)) ,x˙(t) = ϕ (t, x(t), u(t)) , (1.4)
(x0(α), x0(β), α, x(α), β, x(β)) ∈ {0} × R×F .
Inversamente, a todo o par admiss´ıvel (z(·), u(·)) para o problema de Mayer (1.4) corresponde
um par admiss´ıvel (x(·), u(·)) para o problema de Bolza (1.1)–(1.3), onde x(·) consiste nas
u´ltimas n componentes de z(·). Em qualquer uma das situac¸o˜es, os valores das funcionais
dos dois problemas coincidem.
Mostramos agora como o problema de Bolza pode ser formulado como um de Lagrange.
Seja (x(·), u(·)) um par admiss´ıvel para o problema (1.1)–(1.3) e seja z(t) = (x0(t), x(t)) com
x0(t) ≡ L (α, x(α), β, x(β))
β − α .
Enta˜o (z(·), u(·)) e´ um par admiss´ıvel para o problema de Lagrange
∫ β
α
(L (t, x(t), u(t)) + x0(t)) dt −→ min ,
x˙0(t) = 0 ,x˙(t) = ϕ (t, x(t), u(t)) , (1.5)
(x0(α), x0(β), α, x(α), β, x(β)) ∈X0 ×X0 ×F ,
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onde X0 =
{
L (α, xα, β, xβ)
β − α : (α, xα, β, xβ) ∈ F
}
. Resulta claro que o valor das funcionais
para os problemas (1.1)–(1.3) e (1.5) coincidem. O inverso e´ tambe´m verdade: a cada par
(z(·), u(·)) admiss´ıvel para o problema (1.5) corresponde o par (x(·), u(·)), onde x(·) e´ for-
mado pelas u´ltimas n componentes de z(·), admiss´ıvel para o problema (1.1)–(1.3) e com os
respectivos valores das funcionais a coincidirem. Desde modo, o problema de Lagrange (1.5)
e´ equivalente ao problema de Bolza (1.1)–(1.3) considerado no in´ıcio do cap´ıtulo.
Como dissemos, no problema (1.1)–(1.3) o instante inicial α e o instante terminal β podem
na˜o estar ﬁxos. Vamos agora mostrar que o problema (1.1)–(1.3) pode ser escrito como um
problema de tempo inicial e terminal ﬁxos. O ardil para a reduc¸a˜o do problema com tempo
inicial e terminal varia´veis num com tempo inicial e terminal ﬁxos e´ a mudanc¸a de tempo
t = α+
(τ − a) (β − α)
b− a , a ≤ τ ≤ b , (1.6)
a < b ﬁxos, e a introduc¸a˜o de duas novas varia´veis de estado escalares: t(τ) e x0(τ), τ ∈ [a, b].
Introduzindo a notac¸a˜o z(τ) = x (t(τ)) e v(τ) = u (t(τ)), formulamos o problema
L (t(a), z(a), t(b), z(b)) +
∫ b
a
L (t(τ), z(τ), v(τ))x0(τ)dτ −→ min ,

t′(τ) =
dt(τ)
dτ
= x0(τ) ,
x′0(τ) =
dx0(τ)
dτ
= 0 ,
z′(τ) =
dz(τ)
dτ
= ϕ (t(τ), z(τ), v(τ))x0(τ) ,
(1.7)
(t(a), z(a), t(b), z(b)) ∈ F , x0(a) = x0(b) = t(b)− t(a)
b− a .
Notar que no problema (1.7) o tempo inicial a e o tempo terminal b esta˜o ﬁxos; as trajecto´rias
de estado sa˜o (t(τ), x0(τ), z(τ)), τ ∈ [a, b], e tomam valores em R2+n; o controlo e´ v(τ),
τ ∈ [a, b], e toma valores em Ω ⊆ Rr. Uma vez que o α e o β do problema (1.1)–(1.3)
satisfazem a igualdade β − α > 0, segue-se que a trajecto´ria de estado x0(τ) do problema
(1.7) e´ uma constante positiva, de valor β−αb−a , para a ≤ τ ≤ b. Se (x(·), u(·)) e´ um par
admiss´ıvel para o problema (1.1)–(1.3), veriﬁca-se imediatamente que (t(·), x0(·), z(·), v(·))
e´ admiss´ıvel para o problema (1.7) com t(τ) = α + (τ−a)(β−α)b−a , x0(τ) =
t(b)−t(a)
b−a =
β−α
b−a ,
z(τ) = x(t(τ)) e v(τ) = u(t(τ)), τ ∈ [a, b], e com os respectivos valores das funcionais a
coincidirem. Reciprocamente, se (t(·), x0(·), z(·), v(·)) e´ admiss´ıvel para o problema (1.7) de
tempos de fronteira ﬁxos, enta˜o (x(·), u(·)) e´ um par admiss´ıvel para o problema (1.1)–(1.3)
se ﬁzermos x(t) = z (τ(t)) e u(t) = v (τ(t)), α ≤ t ≤ β e τ(t) = a + (t−α)(b−a)β−α , resultando
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valores para as respectivas funcionais iguais.
Um caso especial das condic¸o˜es de fronteira (1.3) ocorre se as condic¸o˜es iniciais e ﬁnais
forem separadas. Neste caso um conjunto Fα de pontos (α, x(α)) e um conjunto Fβ de
pontos (β, x(β)), ambos em R1+n, sa˜o dados:
(α, x(α)) ∈ Fα , (β, x(β)) ∈ Fβ . (1.8)
Vamos mostrar que o requerimento (v) da Deﬁnic¸a˜o 1 pode ser reduzido a` forma: x(·) satisfaz
as condic¸o˜es de fronteira (1.8). Mais uma vez, a te´cnica consiste no uso de um espac¸o de
estados de dimensa˜o superior. Com os mesmos dados do problema (1.1)–(1.3), consideremos
o problema
L (α, x(α), β, x(β)) +
∫ β
α
L (t, x(t), u(t)) dt −→ min ,
x˙(t) = ϕ (t, x(t), u(t)) ,y˙(t) = 0 , y = (y0, y1, . . . , yn) ∈ R1+n , (1.9)
(α, x(α), y(α)) ∈ Fα := F ,
(β, x(β), y(β)) ∈ Fβ :=
{
(t, x, y) ∈ R2×(n+1) : y0 = t , yi = xi (i = 1, . . . , n)
}
.
Da maneira como o problema (1.9) e´ constru´ıdo, resulta que (x(·), u(·)) e´ admiss´ıvel para
o problema (1.1)–(1.3) se, e somente se, (x(·), y(·), u(·)) com y(t) ≡ (β, x(β)) for admiss´ıvel
para o problema (1.9). Tendo em conta que as funcionais dos dois problemas sa˜o iguais,
podemos aﬁrmar que os problemas (1.1)–(1.3) e (1.9) sa˜o equivalentes.
Os problemas do controlo o´ptimo dizem-se auto´nomos quando as func¸o˜es L e ϕ sa˜o invari-
antes no tempo. E´ sempre poss´ıvel reduzir um problema de controlo o´ptimo a um auto´nomo,
introduzindo uma varia´vel de estado xn+1, a equac¸a˜o diferencial adicional x˙n+1(t) = 1 e a
condic¸a˜o de fronteira xn+1(β) = β, de modo a que se tenha xn+1(t) = t. Os problemas po-
dem mesmo ser reduzidos ao caso auto´nomo num intervalo ﬁxo, digamos [0, 1], como vimos
na pa´gina anterior (cf. problema (1.7)).
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1.4 Problemas isoperime´tricos e optimizac¸a˜o parame´trica
Em alguns problemas do controlo o´ptimo, para ale´m das restric¸o˜es ja´ consideradas, surgem
restric¸o˜es da forma
∫ β
α
hi (t, x(t), u(t)) dt ≤ ci , i = 1, . . . , p ,∫ β
α
hj (t, x(t), u(t)) dt = cj , j = p+ 1, . . . , q ,
(1.10)
onde a func¸a˜o h = (h1, . . . , hq) : R×Rn×Rr → Rq e as constantes ci, i = 1, . . . , q, sa˜o dadas.
As restric¸o˜es da forma (1.10) sa˜o chamadas de restric¸o˜es isoperime´tricas. Alguns problemas
isoperime´tricos foram considerados, e parcialmente resolvidos, pelos antigos Gregos. Foram
eles que propuseram o problema de encontrar a curva fechada no plano, de comprimento
dado, que encerra uma a´rea ma´xima. A lenda da rainha Dido de Cartago mostra a resposta
correcta: uma circunfereˆncia. Um problema com restric¸o˜es isoperime´tricas (1.10) pode ser
reduzido a um problema sem restric¸o˜es isoperime´tricas, introduzindo q varia´veis de estado
adicionais: y(t) = (y1(t), . . . , yq(t)) ∈ Rq, t ∈ [α, β]. Seja (x(·), u(·)) um par admiss´ıvel para
o problema (1.1)–(1.3) satisfazendo as restric¸o˜es (1.10). Enta˜o, (x(·), y(·), u(·)), com
y(t) =
∫ t
α
h (τ, x(τ), u(τ)) dτ , t ∈ [α, β] ,
e´ admiss´ıvel para o problema
L (α, x(α), β, x(β)) +
∫ β
α
L (t, x(t), u(t)) dt −→ min ,
x˙(t) = ϕ (t, x(t), u(t)) ,y˙(t) = h (t, x(t), u(t)) , (1.11)
(α, x(α), β, x(β)) ∈ F ,
y(α) = 0 , yi(β) ≤ ci , yj(β) = cj ,
i = 1, . . . , p, j = p + 1, . . . , q. Reciprocamente, se (x(·), y(·), u(·)) e´ admiss´ıvel para (1.11)
enta˜o (x(·), u(·)) e´ admiss´ıvel para o problema (1.1)–(1.3) e satisfaz as restric¸o˜es isope-
rime´tricas (1.10). Deste modo escrevemos um problema com restric¸o˜es (1.10) num problema
equivalente da forma (1.1)–(1.3), sem restric¸o˜es isoperime´tricas.
No problema (1.1)–(1.3) o Lagrangeano L e a dinaˆmica ϕ sa˜o func¸o˜es dadas, ﬁxas. Em
algumas aplicac¸o˜es, estas func¸o˜es dependem de um vector de paraˆmetros π = (π1, . . . , πk) ∈
Π, a` nossa disposic¸a˜o, onde Π ⊆ Rk e´ um conjunto dado. Temos enta˜o o chamado problema
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de controlo o´ptimo parame´trico:
I [x(·), π, u(·)] = L (α, x(α), β, x(β)) +
∫ β
α
L (t, x(t), π, u(t)) dt −→ min ,
x˙(t) = ϕ (t, x(t), π, u(t)) , (1.12)
(α, x(α), β, x(β)) ∈ F .
Para uma dada escolha do controlo u(·), a trajecto´ria de estado correspondente x(·), assim
como o valor da funcional, dependem agora da escolha dos valores dos paraˆmetros π. O
problema de controlo o´ptimo parame´trico consiste enta˜o na escolha de π˜ em Π, para o qual
existe um par admiss´ıvel (x˜(·), u˜(·)) tal que I [x˜(·), π˜, u˜(·)] ≤ I [x(·), π, u(·)] para todo o π ∈ Π
e correspondentes pares admiss´ıveis (x(·), u(·)). O problema (1.12) pode ser reformulado
num problema equivalente da forma (1.1)–(1.3), introduzindo k novas trajecto´rias de estado,
y(t) = (y1(t), . . . , yk(t)), t ∈ [α, β]. Usando a notac¸a˜o z(·) = (x(·), y(·)) o problema (1.12) e´
reescrito como se segue:
I [z(·), u(·)] = L (α, x(α), β, x(β)) +
∫ β
α
L (t, z(t), u(t)) dt −→ min ,
z˙(t) =

x˙(t) = ϕ (t, z(t), u(t)) ,y˙(t) = 0 , (1.13)
(α, x(α), y(α), β, x(β), y(β)) ∈ {(tα, xα, yα, tβ, xβ, yβ) : (tα, xα, tβ, xβ) ∈ F ∧ yα ∈ Π} .
1.5 O ca´lculo das variac¸o˜es
O controlo o´ptimo e´ uma generalizac¸a˜o rica do ca´lculo das variac¸o˜es – uma a´rea cla´ssica
da matema´tica (cf. [123]), com mais de trezentos anos,2 mas ainda hoje uma a´rea de in-
vestigac¸a˜o extremamente activa3 – de onde foi beber muitos dos seus temas, problemas e
me´todos (cf. [63, 238, 239]). A teoria matema´tica do controlo o´ptimo e´, no entanto, muito
mais do que uma face moderna do ca´lculo das variac¸o˜es. Ha´ uma mudanc¸a profunda de pa-
radigma, que prevalece em importaˆncia sobre o relacionamento matema´tico das duas. Esta
mudanc¸a de ponto de vista, faz com que certo tipo de questo˜es possam ser respondidas de
uma forma mais natural num modelo, do que no outro. Um bom exemplo onde a abordagem
do controlo o´ptimo se revela muito mais efectiva, e´ no estudo da regularidade Lipschitziana
2O ca´lculo das variac¸o˜es nasceu em 1697 quando Johann Bernoulli publicou a soluc¸a˜o do problema de
braquisto´crona. O leitor interessado na braquisto´crona pode consultar, verbi gratia, [23, Cap. 8], [157, Exemplo
1.4.3], [247, The seventh story], ou [128, 240].
3A American Mathematical Society cataloga, todos os meses, a` volta de 50 novos artigos publicados na
a´rea do ca´lculo das variac¸o˜es.
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das trajecto´rias minimizantes para o problema fundamental do ca´lculo das variac¸o˜es e para
problemas do ca´lculo das variac¸o˜es com derivadas de ordem superior (vide [263]). Vamos
ver de seguida como estes problemas do ca´lculo das variac¸o˜es podem ser formulados como
problemas de controlo o´ptimo.
O problema fundamental do ca´lculo das variac¸o˜es, que representou um papel central
no desenvolvimento da matema´tica e f´ısica (cf. [86, Cap. 3], [212]), permanece ainda hoje
relevante. Pode ser formulado como se segue:
I [x(·)] = L (α, x(α), β, x(β)) +
∫ β
α
L (t, x(t), x˙(t)) dt −→ min ,
(α, x(α), β, x(β)) ∈ F . (1.14)
Mais uma vez t e´ um escalar, x(t) um vector em Rn, t ∈ [α, β], e x˙(·) a derivada de x(·). O
Lagrangeano L e´ uma func¸a˜o real deﬁnida em R × Rn × Rn, F um conjunto de pontos em
R
2+2×n e L uma func¸a˜o de valor real deﬁnida em F .
Deﬁnic¸a˜o 4 Dizemos que x(·) e´ uma trajecto´ria admiss´ıvel para o problema fundamental do
ca´lculo das variac¸o˜es se
(i) x(·) e´ uma func¸a˜o absolutamente cont´ınua em [α, β]: x(·) ∈W1,1 ([α, β];Rn);
(ii) (α, x(α), β, x(β)) ∈ F ;
(iii) t→ L (t, x(t), x˙(t)) e´ integra´vel em [α, β].
O problema fundamental do ca´lculo das variac¸o˜es (1.14) pode ser reescrito como um
problema de controlo o´ptimo introduzindo o controlo u(·) = x˙(·). Obtemos enta˜o o seguinte
problema de controlo o´ptimo (r = n, ϕ = u, Ω = Rn):
I [x(·), u(·)] = L (α, x(α), β, x(β)) +
∫ β
α
L (t, x(t), u(t)) dt −→ min ,
x˙(t) = u(t) , u(t) ∈ Rn ,
(α, x(α), β, x(β)) ∈ F .
Problemas do ca´lculo das variac¸o˜es com derivadas de ordem superior, digamos4
I [x(·)] =
∫ b
a
L
(
t, x(t), x˙(t), . . . , x(m)(t)
)
dt −→ min , (1.15)
x(·) ∈Wm,1 ,
4Usamos a notac¸a˜o Wm,p, m = 1, . . ., 1 ≤ p ≤ ∞, para representar a classe de func¸o˜es absolutamente
cont´ınuas conjuntamente com as suas derivadas ate´ a` ordem m− 1 e possuindo m-e´sima derivada em Lp.
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podem sempre ser escritos na forma de Lagrange do controlo o´ptimo com sistema de controlo
linear e auto´nomo. Basta tomar ξ1(t) = x(t), ξ2(t) = x˙(t),. . ., ξm(t) = x(m−1)(t) e o problema
(1.15) toma a forma
I [ξ(·), u(·)] =
∫ b
a
L (t, ξ(t), u(t)) dt −→ min ,
ξ(·) = (ξ1(·), . . . , ξm(·)) ∈W1,1 , u(·) ∈ L1 ,

ξ˙1(t) = ξ2(t)
...
ξ˙m−1(t) = ξm(t)
ξ˙m(t) = u(t) .
A grande diferenc¸a entre os problemas do ca´lculo das variac¸o˜es e os de controlo o´ptimo e´
que no ca´lculo das variac¸o˜es na˜o existem restric¸o˜es ao “controlo”: no ca´lculo das variac¸o˜es Ω
e´ todo o espac¸o Euclidiano Rn (e´ sempre um conjunto aberto de Rn), enquanto em controlo
o´ptimo pode ser um conjunto com fronteira.
1.6 Forma cano´nica adoptada: problema (P)
Sem perda de generalidade, o problema de controlo o´ptimo a considerar neste trabalho
estara´ na forma de Lagrange com instantes inicial a e terminal b, a, b ∈ R, a < b, ﬁxos.
Dados a e b, um conjunto arbitra´rio Ω ⊆ Rr, L(·, ·, ·) : [a, b] × Rn × Ω → R e ϕ(·, ·, ·) :
[a, b]×Rn×Ω→ Rn, o problema consiste enta˜o em minimizar uma funcional custo, da forma
integral, entre todas as soluc¸o˜es de uma dada equac¸a˜o diferencial vectorial:
I [x(·), u(·)] =
∫ b
a
L (t, x(t), u(t)) dt −→ min ,
x˙(t) = ϕ (t, x(t), u(t)) para q.t.p. t ∈ [a, b] , (P)
x(·) ∈W1, 1 ([a, b]; Rn) , u(·) ∈ U .
De uma maneira geral, e quando nenhuma menc¸a˜o em contra´rio for especiﬁcada, assumimos
que as func¸o˜es L e ϕ sa˜o cont´ınuas em [a, b]×Rn×Ω e possuem derivadas cont´ınuas em relac¸a˜o
a t, x e u. A trajecto´ria de estado x(·) e´ uma func¸a˜o n-vectorial absolutamente cont´ınua e o
controlo u(·) uma func¸a˜o r-vectorial, satisfazendo a restric¸a˜o do controlo u(t) ∈ Ω, (apenas)
mensura´vel ou enta˜o mensura´vel e essencialmente limitada: U = L1 ([a, b]; Ω) (Cap´ıtulo 6)
ou U = L∞ ([a, b]; Ω) (caso dos Cap´ıtulos 3 e 5), respectivamente. Ale´m da notac¸a˜o W1, 1,
para a classe das func¸o˜es absolutamente cont´ınuas, usaremos ao longo do trabalho a notac¸a˜o
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W1,∞ para designar a classe das func¸o˜es Lipschitzianas.
Observac¸a˜o 5 Ja´ sabemos que o problema de controlo o´ptimo pode incluir condic¸o˜es de
fronteira. Elas na˜o sa˜o, contudo, relevantes para o presente estudo. Os resultados obtidos na
tese sa˜o va´lidos para condic¸o˜es de fronteira arbitra´rias.
Deﬁnic¸a˜o 6 Diremos que um par (x(·), u(·)), x(·) ∈W1, 1 ([a, b]; Rn), u(·) ∈ U , e´ admiss´ıvel
(para (P)) se ele satisfaz a relac¸a˜o x˙(t) = ϕ (t, x(t), u(t)).
Observac¸a˜o 7 Na˜o se impo˜e que as restric¸o˜es x˙(t) = ϕ (t, x(t), u(t)) e u(t) ∈ Ω sejam
satisfeitas em todos os pontos t ∈ [a, b]. Esta igualdade e inclusa˜o sa˜o entendidas no sentido
“quase sempre”, signiﬁcando que o conjunto de pontos t ∈ [a, b] para os quais tais relac¸o˜es
podem na˜o ser satisfeitas e´ um conjunto de medida (de Lebesgue) nula.
1.7 O problema de tempo mı´nimo
O problema de tempo mı´nimo e´ um caso particular do problema de controlo o´ptimo
muito importante (vide verbi gratia [131, 111]) e que merece, tambe´m no nosso trabalho,
especial destaque. A sua relevaˆncia, no estudo da regularidade Lipschitziana, sera´ explorada
no Cap´ıtulo 6. E´ do nosso interesse formula´-lo como se segue:
T → min
x˙ (t) = F (x (t) , u (t)) , q.t.p. t ∈ [a, T ] , (1.16)
x (·) ∈W1,1 ([a, T ] ; Rn) , u (·) ∈ L∞ ([a, T ] ; Ω) .
Supomos F (·, ·), ∂Fi∂xj (·, ·), i, j = 1, . . . , n, func¸o˜es cont´ınuas em Rn+r. O controlo u (·),
deﬁnido em [a, T ], toma os seus valores em Ω ⊂ Rr e e´ uma func¸a˜o mensura´vel e limitada.
Admitindo que o Lagrangeano L do nosso problema (P) e´ limitado inferiormente, o que
e´ consequeˆncia da condic¸a˜o de coercividade da teoria da existeˆncia (cf. hipo´tese (H2) do
Teorema 92 na Secc¸a˜o 2.2, pa´g. 29), e uma vez que adicionar uma constante a L, no problema
(P), na˜o altera os minimizantes, podemos assumir, sem perda de generalidade, que L e´
estritamente positivo. De facto, se L (t, x, u) > ζ, minimizar
∫ b
a
L (t, x (t) , u (t)) dt ,
sob as condic¸o˜es em (P), e´ equivalente a
∫ b
a
(L (t, x (t) , u (t)) − ζ) dt→ min ,
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uma vez que a diferenc¸a das func¸o˜es integrandas e´ uma constante, e basta enta˜o considerar
a situac¸a˜o especial em que L (t, x, u) > 0. E´ interessante notar que qualquer problema (P)
com L > 0 pode ser reduzido, usando uma ideia introduzida por R. V. Gamkrelidze nos
anos 50,5 a um problema de tempo mı´nimo auto´nomo. Essa transformac¸a˜o, conjuntamente
com uma subsequente compactiﬁcac¸a˜o do conjunto de controlos (cf. Secc¸a˜o 2.2), foi usada
por R. V. Gamkrelidze para demonstrar alguns resultados de existeˆncia para o ca´lculo das
variac¸o˜es (vide [111, Chap. 8]). O artif´ıcio consiste em introduzir uma nova varia´vel tempo
τ , relacionada com t pela relac¸a˜o
τ(t) =
∫ t
a
L (θ, x(θ), u(θ)) dθ , t ∈ [a, b] .
Como
dτ(t)
dt
= L (t, x(t), u(t)) > 0 , (1.17)
temos que τ(·) e´ uma func¸a˜o de t absolutamente cont´ınua e estritamente mono´tona, para
qualquer par (x(t), u(t)) satisfazendo x˙ (t) = ϕ (t, x (t) , u (t)). Obviamente, τ (b) = T coincide
com o valor da funcional do problema original (P). De (1.17) segue-se que τ(·) admite func¸a˜o
inversa t(·), deﬁnida em [0, T ], tal que
dt(τ)
dτ
=
1
L (t(τ), x (t(τ)) , u(t(τ)))
.
Notar que a func¸a˜o inversa t (·) e´, tambe´m, absolutamente cont´ınua e mono´tona. Evidente-
mente,
dx (t(τ))
dτ
=
dx (t(τ))
dt
dt(τ)
dτ
=
ϕ (t(τ), x (t(τ)) , u (t(τ)))
L (t(τ), x (t(τ)) , u(t(τ)))
. (1.18)
Considerando τ como a varia´vel independente, t(τ) e z(τ) = x (t(τ)) como componentes das
trajecto´rias de estado e v(τ) = u (t(τ)) como o controlo, podemos transformar o problema
(P) no seguinte problema de tempo mı´nimo:
T −→ min

t′(τ) =
1
L (t(τ), z(τ), v(τ))
z′(τ) =
ϕ (t(τ), z(τ), v(τ))
L (t(τ), z(τ), v(τ))
(1.19)
v : R → Ω ,
t(0) = a , t(T ) = b .
5Comunicado ao autor por A. A. Agrachev. Na˜o foi poss´ıvel uma conﬁrmac¸a˜o documental que na˜o a [111].
Reﬁra-se a este propo´sito que a atribuic¸a˜o de ideias em matema´tica e´ muitas vezes pole´mica (cf. [35, §16]).
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1.8 Consignac¸a˜o
Em controlo o´ptimo as designac¸o˜es de problema de Bolza, Mayer ou Lagrange proveˆm da
terminologia usada no ca´lculo das variac¸o˜es (vide verbi gratia [34, Cap. VII]). O facto destas
formulac¸o˜es serem todas equivalentes e´ bem conhecido (vide v.g. [52, Cap. 1]).
A tese defendida ao longo do trabalho e´ a de que a informac¸a˜o proveniente das trans-
formac¸o˜es de problemas e´ extremamente u´til. Isto deve-se ao facto de que ao fazer-se a trans-
formac¸a˜o de um problema num outro, as propriedades do problema original sa˜o alteradas.
Os me´todos propostos na tese ira˜o fazer uso extensivo desta particularidade, transformando
o problema original, que a` priori podera´ na˜o satisfazer um conjunto de hipo´teses pertinentes,
num outro problema que as satisfaz.
Podemos classiﬁcar as transformac¸o˜es dos problemas nos seguintes dois tipos:
• as que deixam a varia´vel independente t inalterada;
• as que envolvem mudanc¸a da varia´vel t.
Exemplos da primeira situac¸a˜o podem ser encontrados na obtenc¸a˜o dos problemas (1.4),
(1.5), (1.9), (1.11) e (1.13). Exemplos onde ocorre mudanc¸a da varia´vel tempo sa˜o a trans-
formac¸a˜o (1.6), usada na formulac¸a˜o do problema (1.7), e a transformac¸a˜o “a` Gamkrelidze”
do problema de Lagrange no problema de tempo mı´nimo auto´nomo (1.19), conforme exposto
na Secc¸a˜o 1.7 (cf. [111, p. 164], [52, p. 12]). Neste trabalho dedicamos a nossa atenc¸a˜o
a transformac¸o˜es que envolvem mudanc¸a da varia´vel de tempo t. Estamos particularmente
interessados em saber como estas transformac¸o˜es alteram as extremais de Pontryagin dos pro-
blemas (Cap´ıtulo 4). Em primeiro lugar, e´ importante investigar como os pares admiss´ıveis
estado-controlo dos problemas original e transformado esta˜o relacionados. E´ esse o assunto
do pro´ximo Cap´ıtulo 2.

“The whole of science, including mathematics, consists in
the study of transformations or in the study of relations.”
—Cassius J. Keyser
2
Relac¸a˜o entre as soluc¸o˜es e pares admiss´ıveis
A forma cano´nica do problema de controlo o´ptimo adoptada, o problema (P), e as trans-formac¸o˜es consideradas no Cap´ıtulo 1, proporcionam uma boa oportunidade para a deﬁnic¸a˜o
de problemas de controlo o´ptimo equivalentes. E´ importante conhecer como as transformac¸o˜es
afectam os minimizantes e demais pares admiss´ıveis. E´ esse o objectivo do presente cap´ıtulo.
2.1 Intro´ito
Na alvorada do se´culo XX, em 1908, Elie Cartan introduziu um me´todo extremamente
poderoso que permite dar resposta a problemas de equivaleˆncia gerais (cf. [190, 115]). Por
deﬁnic¸a˜o, um problema de equivaleˆncia consiste em determinar quando dois objectos dados,
verbi gratia, dois polino´mios, duas equac¸o˜es diferenciais, dois problemas do ca´lculo das va-
riac¸o˜es, ou dois sistemas de controlo, podem ser mapeados um no outro por meio de uma
mudanc¸a apropriada de varia´veis. O procedimento algor´ıtmico de Cartan, capaz, como disse-
mos, de resolver problemas de equivaleˆncia gerais, fornece condic¸o˜es necessa´rias e suﬁcientes
para a equivaleˆncia de dois objectos. Em esp´ırito, o me´todo de Cartan esta´ relacionado com
a invariaˆncia e a simetria dos problemas (cf. [190, 188]). Os resultados do presente cap´ıtulo
constituem, por isso, o primeiro passo, ba´sico mas fundamental, para o Cap´ıtulo 5.
Embora o me´todo de Cartan seja extremamente poderoso, e tenha recebido grandes de-
senvolvimentos nos anos 30, para a resoluc¸a˜o de va´rios problemas de equivaleˆncia de equac¸o˜es
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diferenciais e em geometria diferencial, nunca atingiu uma utilizac¸a˜o generalizada na comu-
nidade matema´tica. A utilidade do me´todo de Cartan em teoria do controlo foi estabelecida
por Robert Gardner (vide [115, Lecture 8]). A sua aplicac¸a˜o ao controlo o´ptimo, tanto quanto
nos e´ dado a conhecer, nunca foi considerada. Contudo, a sua importaˆncia parece-nos o´bvia:
resolvido um problema de controlo o´ptimo ter´ıamos enta˜o soluc¸o˜es expl´ıcitas para todos os
problemas equivalentes. Para isso precisamos de deﬁnir o que entendemos por problemas de
controlo o´ptimo equivalentes. Existem va´rias noc¸o˜es de equivaleˆncia poss´ıveis, dependendo do
tipo de mudanc¸as de varia´veis permitidas. Aqui consideraremos dois tipos de transformac¸o˜es
que envolvem mudanc¸a da varia´vel independente t.
2.2 Transformac¸a˜o da varia´vel independente ao jeito de Gam-
krelidze
Consideremos o seguinte problema de controlo o´ptimo:
J [t(·), z(·), v(·)] =
∫ T
τa
Υ(t(τ), z(τ), v(τ))L (t(τ), z(τ), v(τ)) dτ −→ min ,
t
′(τ) = Υ (t(τ), z(τ), v(τ))
z′(τ) = Υ (t(τ), z(τ), v(τ))ϕ (t(τ), z(τ), v(τ))
(2.1)
v : R → Ω ,
t(τa) = a , t(T ) = b ,
onde Υ(·, ·, ·) e´ uma func¸a˜o estritamente positiva,
Υ(t, z, v) : R× Rn × Rr → R+ ,
e diferencia´vel com continuidade, T e´ livre e Ω e´ um conjunto compacto. Comparado com
(P), o problema tem uma varia´vel de estado a mais. Designadamente, as suas varia´veis de
estado sa˜o t(·) e z(·). Note-se tambe´m que o problema e´ auto´nomo: quer o Lagrangeano
quer o segundo membro do sistema de controlo na˜o dependem directamente de τ . Por con-
seguinte, o conjunto admiss´ıvel de (2.1) e´ invariante com respeito a translac¸o˜es de τ . Para a
situac¸a˜o concreta em que τa = 0 e Υ(t, z, v) = 1L(t,z,v) , obtemos o problema de tempo mı´nimo
(1.19). Existe uma certa relac¸a˜o entre os pares (x(·), u(·)) admiss´ıveis de (P) e os ternos
(t(·), z(·), v(·)) admiss´ıveis de (2.1). Seja (t(τ), z(τ), v(τ)), τ ∈ [τa, T ], admiss´ıvel para (2.1).
Uma vez que
Υ (t(τ), z(τ), v(τ)) > 0
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a func¸a˜o t(τ) e´ estritamente crescente e podemos deﬁnir a func¸a˜o inversa τ(t) no intervalo
[a, b] pela relac¸a˜o
τ (t(τ)) = τ ∀τ ∈ [τa, T ] .
Lema 8 Se (t(τ), z(τ), v(τ)), τ ∈ [τa, T ], e´ admiss´ıvel (Deﬁnic¸a˜o 1) para (2.1), enta˜o
(x(t), u(t)) = (z (τ(t)) , v (τ(t))) , t ∈ [a, b] ,
e´ admiss´ıvel para (P).
Demonstrac¸a˜o. Uma vez que estamos a assumir que Ω e´ compacto, existem constantes c1 e
c2 tais que
0 < c1 ≤ Υ(t(τ), z(τ), v(τ)) ≤ c2
para quase todos os τ ∈ [τa, T ]. Isto implica que
0 < c1 ≤ dt(τ)dτ ≤ c2 (2.2)
para quase todos os τ ∈ [τa, T ]. Por outro lado, por deﬁnic¸a˜o de trajecto´ria admiss´ıvel, t(τ)
e´ uma func¸a˜o absolutamente cont´ınua em [τa, T ]. Segue-se enta˜o de (2.2) que τ(t) e´ uma
func¸a˜o absolutamente cont´ınua em [a, b] satisfazendo
1
c2
≤ dτ(t)
dt
≤ 1
c1
(2.3)
quase sempre em [a, b]. A primeira desigualdade em (2.3) implica que a imagem inversa de
τ(·) de um conjunto de medida nula e´ um conjunto de medida nula (τ(·) e´ injectiva). Isto
implica que u(t) = v (τ(t)) e´ uma func¸a˜o mensura´vel em [a, b]. A segunda desigualdade
em (2.3) implica que x(t) = z (τ(t)) e´ uma func¸a˜o absolutamente cont´ınua em [a, b]. Pelas
propriedades bem conhecidas das func¸o˜es absolutamente cont´ınuas (teˆm derivada em quase
todos os pontos e a imagem e imagem inversa de conjuntos de medida completa sa˜o conjuntos
de medida completa) os seguintes ca´lculos
dx(t)
dt
=
dz (τ(t))
dτ
dτ(t)
dt
= [Υ (t(τ(t)), z(τ(t)), v(τ(t)))ϕ (t(τ(t)), z(τ(t)), v(τ(t)))]
1
Υ (t(τ(t)), z(τ(t)), v(τ(t)))
= ϕ (t, x(t), u(t))
esta˜o justiﬁcados. A demonstrac¸a˜o do lema esta´ completa.
Desta forma, a cada terno admiss´ıvel do problema (2.1) corresponde um par admiss´ıvel
do problema (P). Conforme se mostra ja´ de seguida, a correspondeˆncia inversa e´ tambe´m
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poss´ıvel.
Lema 9 Se (x(t), u(t)), t ∈ [a, b], e´ admiss´ıvel para (P), enta˜o o triplo
(t(τ), z(τ), v(τ)) = (t(τ), x (t(τ)) , u (t(τ))) , τ ∈ [τa, T ] ,
com t(·) a func¸a˜o inversa de
τ(t) = τa +
∫ t
a
1
Υ (θ, x(θ), u(θ))
dθ , (2.4)
e´ admiss´ıvel para (2.1). Veriﬁca-se ainda que
T = τa +
∫ b
a
1
Υ (t, x(t), u(t))
dt . (2.5)
Demonstrac¸a˜o. Por hipo´tese, Ω e´ compacto e existem, portanto, constantes k1 e k2 tais que
k1 ≤ Υ(t, x(t), u(t)) ≤ k2 q.t.p. t ∈ [a, b] .
Daqui resulta que a func¸a˜o absolutamente cont´ınua (2.4), τ(t), satisfaz
1
k2
≤ dτ(t)
dt
≤ 1
k1
quase sempre em [a, b]. Deﬁnindo a func¸a˜o t(τ), τ ∈ [τa, T ], por
t (τ(t)) = t , ∀t ∈ [a, b] ,
argumentos similares aos usadas na demonstrac¸a˜o do Lema 8 justiﬁcam a conclusa˜o preten-
dida por ca´lculo directo.
Se pegarmos num triplo (t(τ), z(τ), v(τ)) constru´ıdo de acordo com o Lema 9 e lhe apli-
carmos o procedimento descrito pelo Lema 8, obteremos o mesmo par (x(·), u(·)) de que
partimos no Lema 9. Deste modo podemos aﬁrmar que os Lemas 8 e 9 estabelecem um
mapeamento dos conjuntos admiss´ıveis dos problemas (P) e (2.1). Dado um Problema (P) e´
assim poss´ıvel considerar um problema equivalente na forma (2.1). Segue-se dos Lemas 8 e
9 na˜o so´ que os conjuntos admiss´ıveis podem ser obtidos um a partir do outro mas tambe´m
que os valores o´ptimos para estes dois problemas sa˜o o mesmo. Veremos no Cap´ıtulo 4 que
existe, tambe´m, uma certa relac¸a˜o entre o conjunto de extremais dos dois problemas.
A relac¸a˜o entre os conjuntos admiss´ıveis foi estabelecida tendo por pressuposto que Ω
e´ um conjunto compacto. Sob certas condic¸o˜es em L (·, ·, ·), ϕ (·, ·, ·) e Υ (·, ·, ·), e´ poss´ıvel
estabelecer a mesma relac¸a˜o mesmo quando os controlos sa˜o na˜o limitados. Isso e´ conse-
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guido usando uma te´cnica de compactiﬁcac¸a˜o do espac¸o de controlos admiss´ıveis, proposta
inicialmente por Gamkrelidze.
Suponhamos enta˜o que as varia´veis de controlo tomam os seus valores em Ω = Rr, U = Lr1.
Vamos ilustrar o me´todo para o caso em que o problema (P) apresenta dinaˆmica aﬁm de
controlo,
ϕ (t, x, u) = f (t, x) + g (t, x) · u , (2.6)
sob as hipo´teses
(H1) – condic¸a˜o de caracter´ıstica completa: g (t, x) tem caracter´ıstica r para todo o t ∈ [a, b]
e x ∈ Rn;
(H2) – coercividade: existe uma func¸a˜o θ : R → R e uma constante ζ ∈ R tais que1
L (t, x, u) ≥ θ (‖u‖) > ζ ,
para todo o (t, x, u) ∈ [a, b]× Rn × Rr, e
lim
ν→+∞
ν
θ (ν)
= 0 ;
e onde em (2.1) a func¸a˜o Υ (·, ·, ·) e´ dada por
Υ (t, x, u) =
1
L (t, x, u)
e τa = 0. Esta situac¸a˜o ser-nos-a´ particularmente u´til no Cap´ıtulo 6 (cf. Teorema 92)
para o estabelecimento de novas condic¸o˜es de regularidade Lipschitziana para as trajecto´rias
minimizantes do problema original (P). A` priori, o controlo v(τ) em (2.1) pode ser na˜o
limitado, mas o conjunto de velocidades
{(
1
L (t, z, v)
,
ϕ (t, z, v)
L (t, z, v)
)
: v ∈ Rr
}
(2.7)
e´ limitado sob as hipo´teses (H1) e (H2). Com efeito, para (t, z) ∈ R × Rn ﬁxo, o conjunto
(2.7) na˜o e´ fechado mas torna-se compacto se lhe adicionarmos o ponto (0, 0) ∈ R × Rn
correspondente ao ’valor inﬁnito’ do controlo v ∈ Rr. O conjunto
E(t, z) = {(0, 0)} ∪
{(
1
L (t, z, v)
,
ϕ (t, z, v)
L (t, z, v)
)
: v ∈ Rr
}
1Como observa´mos na Secc¸a˜o 1.7, basta considerar em (H2) o caso especial em que ζ = 0.
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pode ser representado como a imagem homeomo´rﬁca da esfera r-dimensional Sr ≈ Rr. Este
homeomorﬁsmo e´ deﬁnido de uma maneira standard: ﬁxamos um ponto wˆ ∈ Sr, chamado
po´lo norte, e consideramos a projecc¸a˜o estereogra´ﬁca
π : Sr\ {wˆ} → Rr . (2.8)
Obviamente π|Sr\{wˆ} e´ cont´ınua e lim
w→wˆ
‖π (w)‖ = +∞. As func¸o˜es
w → 1
L (t, z, π(w))
e w → ϕ (t, z, π(w))
L (t, z, π(w))
(2.9)
sa˜o cont´ınuas em Sr\ {wˆ}, uma vez que L (t, z, π(w)) > 0. Devido a`s hipo´teses (H1) e (H2)
lim
‖v‖→+∞
‖ϕ (t, z, v)‖
θ (‖v‖) = 0
e portanto
lim
‖v‖→+∞
‖ϕ (t, z, v)‖
L (t, z, v)
= 0 . (2.10)
Consequentemente, podemos extender as func¸o˜es deﬁnidas por (2.9) a func¸o˜es φt,z(·) e ht,z(·)
que sa˜o cont´ınuas em toda a esfera Sr (no espac¸o compactiﬁcado Rr):
φt,z(w) = φ(t, z, w) =


1
L (t, z, π(w))
se w = wˆ
0 se w = wˆ
,
ht,z(w) = h(t, z, w) =


ϕ (t, z, π(w))
L (t, z, π(w))
se w = wˆ
0 se w = wˆ
.
Dada (H1), a aplicac¸a˜o
w → (φt,z(w), ht,z(w)) ,
de Sr em E(t, z), e´ cont´ınua e injectiva e, por isso, um homeomorﬁsmo uma vez que Sr e´
compacto. Desta forma obte´m-se o seguinte problema de controlo o´ptimo auto´nomo:
T −→ min (2.11){
t′(τ) = φ (t(τ), z(τ), w(τ))
z′(τ) = h (t(τ), z(τ), w(τ))
(2.12)
w : R → Sr
t(0) = a , t(T ) = b ,
(2.13)
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com um conjunto compacto Sr de valores dos paraˆmetros de controlo.
Proposic¸a˜o 10 A todo o par (x (·) , u (·)) satisfazendo x˙ = f (t, x) + g (t, x) · u corresponde
uma trajecto´ria (t (τ) , z (τ) , w (τ)) do sistema (2.12) com w(τ) = wˆ em quase todos os τ ∈
[0, T ] e vice versa. Ale´m disso, o tempo de transfereˆncia T associado a este u´ltimo triplo
iguala o valor I [x(·), u (·)]:
T = I [x(·), u (·)] =
∫ b
a
L (t, x(t), u(t)) dt .
Demonstrac¸a˜o. Podemos deﬁnir (t (τ) , z (τ) , w (τ)) colocando
t (τ)− a func¸a˜o inversa de τ (t) =
∫ t
a
L (θ, x(θ), u(θ)) dθ ,
z(τ) = x (t(τ)) , w(τ) = π−1 (u(t(τ))) ,
0 ≤ τ ≤ T = I [x(·), u (·)] ,
onde π−1(·) e´ a aplicac¸a˜o inversa de (2.8). A func¸a˜o z(·) e´ absolutamente cont´ınua, uma vez
que e´ a composic¸a˜o de uma func¸a˜o absolutamente cont´ınua com outra absolutamente cont´ınua
e estritamente mono´tona. A func¸a˜o w(·) e´ mensura´vel porque π−1(·) e´ uma func¸a˜o cont´ınua,
u(·) e´ mensura´vel e t(·) uma func¸a˜o absolutamente cont´ınua e estritamente mono´tona. Da
deﬁnic¸a˜o de (t(τ), z(τ), w(τ)) vem que
dt (τ)
dτ
=
1
L (t(τ), z(τ), π (w(τ)))
,
dz (τ)
dτ
=
ϕ (t (τ) , z(τ), π (w(τ)))
L (t(τ), z(τ), π (w(τ)))
,
e w(τ) = wˆ para quase todos os τ ∈ [0, T ], uma vez que u (·) tem valores ﬁnitos quase sempre
e t (·) e´ estritamente mono´tona.
Vamos mostrar que toda a soluc¸a˜o de (2.12), com w(τ) = wˆ q.t.p., resulta desta corres-
pondeˆncia. Tomando a func¸a˜o absolutamente cont´ınua τ(t), a ≤ t ≤ b, que e´ a inversa da
func¸a˜o estritamente mono´tona e absolutamente cont´ınua t(τ), 0 ≤ τ ≤ T , fazemos
{
x(t) = z (τ(t))
u (t) = π (w (τ (t)))
, a ≤ t ≤ b .
A curva x (·) deﬁnida desta maneira e´ absolutamente cont´ınua (porque z(·) e τ(·) sa˜o abso-
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lutamente cont´ınuas e τ(·) e´ estritamente mono´tona). A func¸a˜o u (·) e´ mensura´vel pois π (·)
e´ cont´ınua, w (·) e´ mensura´vel e τ (·) e´ cont´ınua e mono´tona. Tambe´m
∫ b
a
‖u (t)‖dt =
∫ b
a
‖π (w (τ (t)))‖dt =
∫ T
0
∥∥∥∥ π (w (τ))L (t(τ), z(τ), π (w(τ)))
∥∥∥∥dτ .
Como a u´ltima func¸a˜o integranda e´ limitada, devido a` condic¸a˜o de coercividade, conclu´ımos
que u (·) e´ integra´vel em [a, b]. Diferenciando x (t) em relac¸a˜o a t, obtemos que
dx (t)
dt
=
dz (τ(t))
dt
=
dz (τ(t))
dτ
dτ(t)
dt
= ϕ (t, x (t) , u (t))
para quase todos os t ∈ [a, b]. Integrando
dτ(t)
dt
= L (t, z (τ (t)) , π (w (τ(t)))) = L (t, x (t) , u (t))
obte´m-se
I [x(·), u (·)] =
∫ b
a
L (t, x(t), u(t)) dt =
∫ b
a
dτ (t)
dt
dt = τ (b)− τ (a) = T .
2.3 Passagem a uma forma parame´trica
Considerando t como uma varia´vel dependente, introduzimos uma transformac¸a˜o Lips-
chitziana bijectiva [a, b]  t −→ τ ∈ [τa, τb], ddτ t(τ) > 0, τa ≤ τ ≤ τb, tal que
L (t, x(t), u(t)) dt = L (t(τ), x(t(τ)), u(t(τ)))
dt(τ)
dτ
dτ ,
d
dτ
x (t(τ)) =
dx (t(τ))
dt
dt(τ)
dτ
= ϕ (t(τ), x (t(τ)) , u (t(τ)))
dt(τ)
dτ
.
Deste modo, se introduzirmos as notac¸o˜es z(τ) = x(t(τ)) e w(τ) = u(t(τ)), o problema (P)
toma a forma
J [t(·), z(·), v(·), w(·)] =
∫ τb
τa
L (t(τ), z(τ), w(τ)) v(τ) dτ −→ min

d
dτ
t(τ) = v(τ)
d
dτ
z(τ) = ϕ (t(τ), z(τ), w(τ)) v(τ)
(Pτ )
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t(τa) = a, t(τb) = b,
t(·) ∈W1,∞ ([τa, τb]; [a, b]) , z(·) ∈W1, 1 ([τa, τb]; Rn) ,
v(·) ∈ L∞
(
[τa, τb]; R+
)
, w(·) ∈ U ([τa, τb]; Ω) .
Neste novo problema as varia´veis de estado sa˜o t(τ) e z(τ) enquanto os controlos sa˜o v(τ)
e w(τ). O facto da varia´vel de controlo v(·) tomar apenas valores estritamente positivos,
garante que t(τ) tem uma func¸a˜o inversa τ(t). No Cap´ıtulo 5 usaremos U = L∞, enquanto
no Cap´ıtulo 6 U = L1.
Por um quaterno admiss´ıvel para o problema (Pτ ) entendemos um quaterno de func¸o˜es
(t(τ), z(τ), v(τ), w(τ)), deﬁnido no intervalo [τa, τb], tais que as func¸o˜es t(·) e z(·) sa˜o absolu-
tamente cont´ınuas, as func¸o˜es v(·) e w(·) sa˜o mensura´veis, v(τ) > 0 e limitada, e as equac¸o˜es
diferenciais em (Pτ ) sa˜o satisfeitas em quase todos os pontos de [τa, τb]. Vamos comec¸ar por
determinar a relac¸a˜o entre os pares admiss´ıveis para o problema (P) e os quaternos admiss´ıveis
para o problema (Pτ ).
Lema 11 Se (t(τ), z(τ), v(τ), w(τ)), τ ∈ [τa, τb], e´ um quaterno admiss´ıvel de (Pτ ), enta˜o o
par
(x(t), u(t)) = (z(τ(t)), w(τ(t))) t ∈ [a, b] ,
onde τ(·) e´ a func¸a˜o inversa de t(·), e´ admiss´ıvel para (P). Ale´m disso,
I [x(·), u(·)] = J [t(τ), z(τ), v(τ), w(τ)] . (2.14)
Demonstrac¸a˜o. Uma vez que deﬁnida pela composic¸a˜o de uma func¸a˜o absolutamente cont´ınua
z(·) com a func¸a˜o absolutamente cont´ınua e estritamente mono´tona τ(·),
dτ(t)
dt
=
1
v (τ(t))
> 0, (2.15)
a func¸a˜o x(·) e´ absolutamente cont´ınua. Temos que u(·) = w (τ(·)) ∈ U ([a, b]; Rr), com
U = L1 ou U = L∞, porquanto o resultado da composic¸a˜o de w(·) ∈ U ([τa, τb]; Rr) com a
func¸a˜o W1,1-mono´tona τ : [a, b] −→ [τa, τb]. Diferenciando x(·) obtemos:
x˙(t) =
dx(t)
dt
=
dz (τ(t))
dτ
dτ(t)
dt
.
Do sistema de controlo do problema (Pτ ) e de (2.15), conclu´ımos da u´ltima igualdade que
x˙(t) =
ϕ (t(τ(t)), z(τ(t)), w(τ(t))) v (τ(t))
v(τ(t))
= ϕ (t, x(t), u(t)) .
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Para ﬁnalizar, demonstramos a igualdade (2.14). Por deﬁnic¸a˜o,
I [x(·), u(·)] =
∫ b
a
L (t, x(t), u(t)) dt
=
∫ b
a
L (t(τ(t)), z(τ(t)), w(τ(t))) dt .
(2.16)
Fazendo a mudanc¸a de varia´vel τ(t) = τ ,


dt = v(τ) dτ
τ = τa ⇔ t = a
τ = τb ⇔ t = b ,
(2.17)
resulta de (2.16) a conclusa˜o pretendida:
I [x(·), u(·)] =
∫ τb
τa
L (t(τ), z(τ), w(τ)) v(τ) dτ = J [t(·), z(·), v(·), w(·)] .
Lema 12 Se (x(·), u(·)) e´ um par admiss´ıvel de (P) enta˜o, para todo o
v(·) ∈ L∞
(
[τa, τb]; R+
)
,
∫ τb
τa
v(θ) dθ = b− a , (2.18)
o quaterno (t(·), z(·), v(·), w(·)) e´ admiss´ıvel para (Pτ ) com
t(τ) = a+
∫ τ
τa
v(θ) dθ ,
z(τ) = x(t(τ)) , w(τ) = u(t(τ)) .
Ale´m disso,
J [t(·), z(·), v(·), w(·)] = I [x(·), u(·)] . (2.19)
Demonstrac¸a˜o. A func¸a˜o t(·) e´ Lipschitziana ja´ que
dt(·)
dτ
= v(·) ∈ L∞
(
[τa, τb]; R+
)
.
A func¸a˜o z(·) e´ absolutamente cont´ınua uma vez que e´ deﬁnida pela composic¸a˜o da func¸a˜o
absolutamente cont´ınua x(·) com a func¸a˜o Lipschitziana e estritamente mono´tona t(·):
dt(τ)
dτ
= v(τ) > 0 . (2.20)
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A func¸a˜o w(·) e´ mensura´vel a` Lebesgue porque u(·) e´ mensura´vel e t(·) uma func¸a˜o abso-
lutamente cont´ınua e estritamente crescente. A demonstrac¸a˜o segue por ca´lculos directos.
Diferenciando z(·) obtemos:
z′(τ) =
dz(τ)
dτ
=
dx (t(τ))
dt
dt(τ)
dτ
.
Face ao sistema de controlo de (P) e a (2.20), conclu´ımos desta u´ltima igualdade que
z′(τ) = ϕ (t(τ), x(t(τ)), u(t(τ))) v(τ)
= ϕ (t(τ), z(τ), w(τ)) v(τ) ,
enquanto da deﬁnic¸a˜o de t(τ) e v(τ) temos que t(τa) = a e t(τb) = b. Resta apenas provar a
igualdade (2.19). Uma vez que
J [t(·), z(·), v(·), w(·)] =
∫ τb
τa
L (t(τ), z(τ), w(τ)) v(τ) dτ
=
∫ τb
τa
L (t(τ), x(t(τ)), u(t(τ))) v(τ) dτ , (2.21)
da mudanc¸a de varia´vel t(τ) = t, resulta de (2.17) e (2.21) a conclusa˜o pretendida:
J [t(·), z(·), v(·), w(·)] =
∫ b
a
L (t, x(t), u(t)) dt = I [x(·), u(·)] .
Dos Lemas 11 e 12, os seguintes dois corola´rios sa˜o o´bvios.
Corola´rio 13 Se (x˜(·), u˜(·)) e´ um minimizante do problema (P), enta˜o, para qualquer func¸a˜o
v˜(·) a satisfazer (2.18) (e.g. v˜(τ) ≡ b−aτb−τa ), o quaterno(
t˜(·), z˜(·), v˜(·), w˜(·)) ,
deﬁnido por t˜(τ) = a +
∫ τ
τa
v˜(θ) dθ, z˜(τ) = x˜
(
t˜(τ)
)
, w˜(τ) = u˜
(
t˜(τ)
)
, e´ um minimizante do
problema (Pτ ).
Corola´rio 14 Se
(
t˜(·), z˜(·), v˜(·), w˜(·)) e´ um minimizante do problema (Pτ ), enta˜o o par
(x˜(·), u˜(·)), deﬁnido a partir de (t˜(·), z˜(·), v˜(·), w˜(·)) como no Lema 11, e´ um minimizante
do problema (P).
O problema infra e´ o mesmo que o problema (Pτ ), excepto com a diferenc¸a de que
w(·) ∈ U ([τa, τb]; Ω) esta´ ﬁxo e a funcional e´ para ser minimizada somente em t(·), z(·) (as
varia´veis de estado) e v(·) (a varia´vel de controlo).
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K [t(·), z(·), v(·)] =
∫ τb
τa
F (τ, t(τ), z(τ), v(τ)) dτ −→ min ,

t(·) ∈W1,∞ ([τa, τb]; [a, b]) , z(·) ∈W1, 1 ([τa, τb]; Rn)
v(·) ∈ L∞
(
[τa, τb]; R+
)

t
′(τ) = v(τ)
z′(τ) = f (τ, t(τ), z(τ), v(τ))
t(τa) = a, t(τb) = b .
(Pτ [w(·)])
onde F (τ, t, z, v) = L (t, z, w(τ)) v, f(τ, t, z, v) = ϕ (t, z, w(τ)) v.
Observac¸a˜o 15 O Problema (Pτ ) e´ auto´nomo enquanto (P) e (Pτ [w(·)]) na˜o.
Seja (x˜(·), u˜(·)) um minimizante para o problema (P). Do Corola´rio 13 sabemos como
construir um minimizante
(
t˜(·), z˜(·), v˜(·), w˜(·)) para o problema (Pτ ). Obviamente, uma
vez que o problema (Pτ [w˜(·)]) e´ o mesmo que o problema (Pτ ) excepto que w˜(·) esta´ ﬁxo,(
t˜(·), z˜(·), v˜(·)) fornece o valor mı´nimo a` funcional K [·, ·, ·] do problema (Pτ [w˜(·)]). Esco-
lhendo v˜(τ) ≡ b−aτb−τa obtemos.
Proposic¸a˜o 16 Se (x˜(·), u˜(·)) e´ um minimizante do problema (P), enta˜o o terno
(
t˜(τ), z˜(τ), v˜(τ)
)
=
(
a+
(b− a)(τ − τa)
τb − τa , x˜
(
a+
(b− a)(τ − τa)
τb − τa
)
,
b− a
τb − τa
)
e´ minimizante para o problema (Pτ [w˜(·)]), w˜(τ) = u˜
(
a+ (b−a)(τ−τa)τb−τa
)
.
E´ igualmente importante saber como as extremais de Pontryagin (Cap´ıtulo 3) dos pro-
blemas esta˜o relacionadas. Este assunto sera´ abordado no Cap´ıtulo 4.
2.4 Consignac¸a˜o
Neste cap´ıtulo estabelecemos a relac¸a˜o entre os pares admiss´ıveis e, em particular, entre as
soluc¸o˜es, de dois problemas de controlo o´ptimo equivalentes sob dois tipos de transformac¸o˜es
que envolvem mudanc¸a do tempo: transformac¸o˜es do tipo de Gamkrelidze e passagem a uma
forma parame´trica.
A te´cnica de compactiﬁcac¸a˜o apresentada na Secc¸a˜o 2.2 foi proposta por Gamkrelidze
em [111, Cap. 8], no aˆmbito do ca´lculo das variac¸o˜es e do seu problema fundamental. Um
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exemplo concreto de aplicac¸a˜o da compactiﬁcac¸a˜o a` Gamkrelidze, para o problema de pa-
ragem de um comboio, num instante ﬁxo do tempo e com o mı´nimo gasto de energia, pode
ser encontrado em [3, §4.3]. Para este problema o teorema de existeˆncia de Filippov na˜o
pode ser aplicado directamente. A introduc¸a˜o da nova varia´vel de tempo, conforme exposto
na Secc¸a˜o 1.7, seguida de compactiﬁcac¸a˜o, ja´ permite, contudo, a aplicac¸a˜o do teorema de
Filippov e concluir pela existeˆncia de um controlo o´ptimo. A aplicac¸a˜o da compactiﬁcac¸a˜o
ao estudo da regularidade Lipschitziana apareceu em primeiro lugar em [263, Parte Original]
e mais tarde em [217].
A condic¸a˜o de coercividade e´ tambe´m conhecida por condic¸a˜o de Nagumo. A designac¸a˜o
e´, no entanto, como acontece alia´s muitas vezes em matema´tica, incorrecta. Antes da coerci-
vidade ter sido usada nos trabalhos de M. Nagumo, nos anos trinta, foi usada por L. Tonelli
para provar a existeˆncia de soluc¸a˜o para os problemas do ca´lculo das variac¸o˜es e, ainda antes,
por S. N. Bernstein (vide [146]).
A ideia de reparametrizac¸a˜o do tempo que introduzimos em §2.3 e´ origina´ria de Weierstrass
e tem as suas ra´ızes no ca´lculo das variac¸o˜es cla´ssico, quando o problema fundamental do
ca´lculo das variac¸o˜es e´ considerado na forma parame´trica (vide v.g. [116, pp. 38–40]). Esta
mudanc¸a de tempo provou ser u´til nos mais diversos contextos (vide v.g. [116, Sec. 10], [88,
89], [121, Lec. 13], [52, p. 46], [11], [4], [62], [173, Ch. 5], [137, p. 29], [295, Sec. 11.5], [157, §4.2]
e [275]). A sua generalizac¸a˜o a problemas do controlo o´ptimo parece ser devida a McShane (cf.
[52]) e sera´ prof´ıcua para a obtenc¸a˜o de um teorema geral do tipo de Noether, no Cap´ıtulo 5,
e para o estabelecimento da regularidade Lipschitziana das trajecto´rias minimizantes para
problemas com sistema de controlo na˜o linear, no Cap´ıtulo 6.
Os resultados obtidos constituem o preaˆmbulo ao estudo da relac¸a˜o entre as extremais,
conduzido no Cap´ıtulo 4, apo´s a sua adequada caracterizac¸a˜o no pro´ximo Cap´ıtulo 3. Esta-
mos convencidos que existem implicac¸o˜es mais profundas dos resultados deste cap´ıtulo por
explorar. A inter-relac¸a˜o com o me´todo de Cartan permanece ainda por clariﬁcar. O artigo
original [48] de Cartan (vide [115, pp. 109–122] para uma traduc¸a˜o em ingleˆs) na˜o e´ de fa´cil
leitura. Gardner [115] confessa-nos ter necessitado de vinte anos para o compreender. As
peias, essas, so´ nos podem motivar e a ligac¸a˜o do me´todo de Cartan ao controlo o´ptimo esta´
sob cogitac¸a˜o.

“Discovery consists of seeing what everybody has seen
and thinking what nobody has thought.”
—Albert Szent-Gyo¨rgyi
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Uma propriedade das extremais de Pontryagin
E stabelecem-se condic¸o˜es para que uma func¸a˜o F (t, x, u, ψ0, ψ) satisfac¸a a relac¸a˜o
dF
dt =
∂F
∂t +
∂F
∂x · ∂H∂ψ − ∂F∂ψ · ∂H∂x ao longo das extremais de Pontryagin (x(·), u(·), ψ0, ψ(·)) de um
problema de controlo o´ptimo, onde H e´ o respectivo Hamiltoniano. A relac¸a˜o generaliza o facto
bem conhecido de que a igualdade dHdt =
∂H
∂t se veriﬁca ao longo das extremais do problema e
que no caso auto´nomo H ≡ constante. Como aplicac¸o˜es da nova relac¸a˜o, mostramos como se
podem obter quantidades conservadas ao longo das extremais de Pontryagin (assunto que sera´
desenvolvido no Cap´ıtulo 5) e como caracterizar problemas fruindo certos primeiros integrais.
3.1 Intro´ito
O princ´ıpio do ma´ximo de Pontryagin, a ce´lebre condic¸a˜o necessa´ria de primeira ordem,
cujas soluc¸o˜es sa˜o chamadas de extremais (de Pontryagin) e que sa˜o obtidas atrave´s de
uma func¸a˜o H chamada Hamiltoniano, com papel compara´vel a` func¸a˜o Lagrangeana dos
problemas de optimizac¸a˜o cla´ssicos do ca´lculo (vide v.g. [196, 226]), constitui o aˆmago da
teoria matema´tica do controlo o´ptimo. Para problemas do controlo o´ptimo auto´nomos, i.e.
quando o Hamiltoniano H na˜o depende explicitamente da varia´vel independente tempo, t,
uma propriedade essencial das extremais de Pontryagin e´ a caracter´ıstica nota´vel de que o
correspondente Hamiltoniano e´ constante ao longo das extremais (vide v.g. [199, 111]). Na
mecaˆnica cla´ssica esta propriedade corresponde a` conservac¸a˜o de energia (vide v.g. [149,
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209]), enquanto no ca´lculo das variac¸o˜es ela corresponde a` segunda condic¸a˜o necessa´ria de
Erdmann (vide v.g. [58]). Para problemas do controlo o´ptimo que dependem explicitamente
do tempo t (problemas na˜o auto´nomos), a propriedade ascende ao facto de que a derivada total
do respectivo Hamiltoniano em relac¸a˜o ao tempo iguala a derivada parcial do Hamiltoniano
em relac¸a˜o ao tempo:
dH
dt
(t, x(t), u(t), ψ0, ψ(t)) =
∂H
∂t
(t, x(t), u(t), ψ0, ψ(t)) (3.1)
para quase todos os t (vide v.g. [199, 26, 97]). A condic¸a˜o (3.1) corresponde, no ca´lculo das
variac¸o˜es, a` condic¸a˜o necessa´ria de DuBois-Reymond (vide v.g. [52]). Aplicac¸o˜es recentes,
em diversos contextos do ca´lculo das variac¸o˜es e controlo o´ptimo, mostram a natureza fun-
damental da propriedade (3.1). Foi usada em [69, 11, 217] para estabelecer a regularidade
Lipschitziana das trajecto´rias minimizantes (cf. o Cap´ıtulo 6); em [62] para se estabelece-
rem novos resultados de existeˆncia; e em [270, 275] (cf. o Cap´ıtulo 5) para a demonstrac¸a˜o
de algumas generalizac¸o˜es do primeiro teorema de Noether. As te´cnicas usadas na prova
da relac¸a˜o (3.1) sa˜o tambe´m muito u´teis e teˆm sido aplicadas em contextos muito diversos,
alguns dos quais bem long´ınquos do controlo o´ptimo e ca´lculo das variac¸o˜es (vide v.g. [107]).
Neste cap´ıtulo damos condic¸o˜es sob as quais uma func¸a˜o F (t, x, u, ψ0, ψ) satisfaz a igual-
dade
dF
dt
=
∂F
∂t
+
∂F
∂x
· ∂H
∂ψ
− ∂F
∂ψ
· ∂H
∂x
, (3.2)
quase sempre, ao longo das extremais de Pontryagin. Para F = H a igualdade (3.2) reduz-se
a (3.1). Como corola´rio, obtemos uma condic¸a˜o necessa´ria e suﬁciente para F (t, x, u, ψ0, ψ)
ser um primeiro integral (Deﬁnic¸a˜o 32). Munidos desta condic¸a˜o, e´ poss´ıvel encontrar leis de
conservac¸a˜o explicitamente dependentes do controlo e que na˜o sa˜o momentum maps,1 isto e´,
podemos encontrar quantidades F (t, x(t), u(t), ψ0, ψ(t)) preservadas ao longo das extremais
de Pontryagin (x(·), u(·), ψ0, ψ(·)) do problema, que na˜o sa˜o da forma ψ(t) ·C (x(t)) (cf. [171,
Cap. 11]). Esta e´ uma particularidade importante, ja´ que em contraste com os resultados
obtidos em [31], onde as quantidades conservadas sa˜o sempre da forma ψ(t) · C (x(t)). Esta
possibilidade sera´ explorada em detalhe no Cap´ıtulo 5, onde estabelecemos uma versa˜o muito
mais abrangente do teorema de Noether. A nossa condic¸a˜o proporciona tambe´m um me´todo
para a caracterizac¸a˜o de problemas de controlo o´ptimo com leis de conservac¸a˜o dadas. Todas
estas possibilidades sera˜o ilustradas com exemplos.
1O conceito de momentum map foi introduzido por Souriau – cf. [300, pp. 15–21].
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3.2 O princ´ıpio do ma´ximo de Pontryagin
Vamos agora formular o famoso princ´ıpio do ma´ximo de Pontryagin [199] para (P) (cf.
pa´gina 20), que e´, como ja´ tivemos oportunidade de referir, uma condic¸a˜o necessa´ria de
optimalidade de primeira ordem. O princ´ıpio do ma´ximo oferece uma generalizac¸a˜o das
condic¸o˜es cla´ssicas de optimalidade de primeira ordem do ca´lculo das variac¸o˜es e pode tratar
problemas em que limites superiores e/ou inferiores sa˜o impostos a`s varia´veis de controlo.
Detalhes podem ser encontrados em [199].
Teorema 17 (Princ´ıpio do ma´ximo de Pontryagin) Seja (x(·), u(·)) um minimizante
do problema de controlo o´ptimo (P) com U = L∞ ([a, b]; Ω). Enta˜o, existe um par na˜o
nulo (ψ0, ψ(·)), onde ψ0 ≤ 0 e´ uma constante e ψ(·) uma func¸a˜o n-vectorial absoluta-
mente cont´ınua (ψ(t) e´ um covector 1 × n), de domı´nio [a, b], de tal modo que o quaterno
(x(·), u(·), ψ0, ψ(·)) satisfaz as seguintes condic¸o˜es em quase todos os t’s do intervalo [a, b]:
(i) o sistema Hamiltoniano


x˙(t) =
∂H (t, x(t), u(t), ψ0, ψ(t))
∂ψ
,
ψ˙(t) = −∂H (t, x(t), u(t), ψ0, ψ(t))
∂x
;
(3.3)
(ii) a condic¸a˜o de ma´ximo
H (t, x(t), u(t), ψ0, ψ(t)) =M (t, x(t), ψ0, ψ(t)) = sup
v∈Ω
H (t, x(t), v, ψ0, ψ(t)) ; (3.4)
com Hamiltoniano
H(t, x, u, ψ0, ψ) = ψ0L(t, x, u) + ψ · ϕ(t, x, u) . (3.5)
Existem muitas generalizac¸o˜es e modiﬁcac¸o˜es do princ´ıpio do ma´ximo de Pontryagin. Por
exemplo, um princ´ıpio do ma´ximo sob pressupostos menos restritivos em relac¸a˜o a` suavidade
dos dados, pode ser encontrado em [57, 166, 231]. Voltaremos a este assunto no Cap´ıtulo 6.
Com excepc¸a˜o da Secc¸a˜o 6.2.3, a versa˜o cla´ssica apresentada no Teorema 17 ser-nos-a´ suﬁci-
ente.
Observac¸a˜o 18 A primeira equac¸a˜o do sistema Hamiltoniano (3.3) na˜o e´ mais do que o
sistema de controlo de (P). A segunda equac¸a˜o,
ψ˙(t) = −∂H
∂x
(t, x(t), u(t), ψ0, ψ(t)) , (3.6)
e´ conhecida por sistema adjunto.
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Deﬁnic¸a˜o 19 Um quaterno (x(·), u(·), ψ0, ψ(·)), (x(·), u(·)) admiss´ıvel e ψ0 ∈ R−0 , ψ(·) ∈
W1, 1 ([a, b]; Rn), que satisfac¸a o sistema adjunto (3.6) e a condic¸a˜o de ma´ximo (ii) do Te-
orema 17, e´ chamado de extremal (de Pontryagin) para o problema (P). O controlo u(·) e´
chamado de controlo extremal.
Observac¸a˜o 20 Uma extremal de Pontryagin (x(·), u(·), ψ0, ψ(·)) e´ chamada normal se ψ0 =
0 e anormal se ψ0 = 0. Dizemos que u(·) e´ um controlo extremal anormal se lhe for poss´ıvel
associar uma extremal anormal (x(·), u(·), 0, ψ(·)). Uma vez que o Hamiltoniano e´ homoge´neo
em relac¸a˜o aos multiplicadores Hamiltonianos, para as extremais normais podemos sempre
considerar, por escalonamento, que ψ0 toma o valor −1.
Observac¸a˜o 21 Se (x(·), u(·)) e´ um minimizante de (P), com U = L∞ ([a, b]; Ω), enta˜o
o princ´ıpio do ma´ximo de Pontryagin diz que existe um par na˜o nulo (ψ0, ψ(·)) tal que
(x(·), u(·), ψ0, ψ(·)) e´ uma extremal de Pontryagin de (P ).
Observac¸a˜o 22 Diferente terminologia para o Hamiltoniano H (3.5) pode ser encontrada
na literatura. A func¸a˜o H e´ por vezes chamada de Hamiltoniano por maximizar, pseudo
Hamiltoniano ou func¸a˜o de Pontryagin. O sistema Hamiltoniano e´ tambe´m conhecido por
sistema pseudo Hamiltoniano.
Observac¸a˜o 23 Podem surgir condic¸o˜es extra no princ´ıpio do ma´ximo de Pontryagin, cha-
madas condic¸o˜es de transversalidade. Estas condic¸o˜es dependem das condic¸o˜es de fronteira
espec´ıﬁcas sob considerac¸a˜o no problema (P). Os nossos me´todos na˜o requerem, contudo, o
uso de tais condic¸o˜es de transversalidade e, conforme dissemos no Cap´ıtulo 1, os resultados
originais do trabalho sa˜o va´lidos para condic¸o˜es de fronteira arbitra´rias.
Observac¸a˜o 24 A condic¸a˜o de ma´ximo e´ um problema de optimizac¸a˜o esta´tico. O me´todo
de resoluc¸a˜o do problema de controlo o´ptimo (P), via princ´ıpio do ma´ximo, consiste em
encontrar as soluc¸o˜es do sistema Hamiltoniano por eliminac¸a˜o do controlo com a ajuda da
condic¸a˜o do ma´ximo. As soluc¸o˜es o´ptimas procuradas sa˜o encontradas entre estas extremais.
O princ´ıpio do ma´ximo de Pontryagin e´ um princ´ıpio na verdadeira acepc¸a˜o do termo,
podendo ser formulado na forma de teorema das mais diversas formas e nos mais diversos
contextos. E´ poss´ıvel, por exemplo, formular o princ´ıpio do ma´ximo de Pontryagin em vari-
edades (vide v.g. [6, Cap. 11]); para problemas de horizonte inﬁnito (vide v.g. [157, §3.2]);
para problemas impulsivos, onde sa˜o permitidos saltos (descontinuidades) nas trajecto´rias
admiss´ıveis (vide v.g. [296, 195], [157, §3.3]); para problemas com restric¸o˜es de estado (vide
v.g. [81, 101, 82]); com restric¸o˜es mistas (vide v.g. [84, 85, 83], [82, Ch. 8]); etc.
A demonstrac¸a˜o do seguinte teorema pode ser encontrada, por exemplo, em [199, 26].
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Teorema 25 Se (x(·), u(·), ψ0, ψ(·)) e´ uma extremal, enta˜o a func¸a˜o H (t, x(t), u(t), ψ0, ψ(t))
e´ uma func¸a˜o absolutamente cont´ınua em t e satisfaz a igualdade (3.1), onde no primeiro
membro temos a derivada total em relac¸a˜o a t e no segundo a derivada parcial do Hamilto-
niano em relac¸a˜o a t.
Como caso particular do Teorema 25, quando o Hamiltoniano na˜o depende explicitamente
de t, isto e´, quando o problema de controlo o´ptimo e´ auto´nomo – as func¸o˜es L e ϕ na˜o
dependem directamente de t – enta˜o o valor do Hamiltoniano, calculado ao longo de uma
extremal de Pontryagin (x(·), u(·), ψ0, ψ(·)) do problema, resulta constante:
H(x(t), u(t), ψ0, ψ(t)) ≡ const , t ∈ [a, b] . (3.7)
Notamos que o Teorema 25 e´ uma consequeˆncia do princ´ıpio do ma´ximo de Pontryagin.
Vamos generaliza´-lo na Secc¸a˜o 3.3. Antes, pore´m, revemos alguns factos da ana´lise funcional
oportunos na demonstrac¸a˜o do nosso resultado.
Introduzimos, primeiro, o conceito de func¸a˜o absolutamente cont´ınua em t, uniformemente
em relac¸a˜o a s.
Deﬁnic¸a˜o 26 Seja φ(s, t) uma func¸a˜o de valor real deﬁnida em [a, b] × [a, b]. Dizemos que
φ(s, t) e´ uma func¸a˜o absolutamente cont´ınua em t, uniformemente em relac¸a˜o a s, se, dado
ε > 0, existe um δ > 0, independente de s, tal que para toda a colecc¸a˜o ﬁnita de intervalos
disjuntos (aj , bj) ⊆ [a, b]
∑
j
(bj − aj) ≤ δ ⇒
∑
j
|φ(s, bj)− φ(s, aj)| ≤ ε (s ∈ [a, b]) .
A demonstrac¸a˜o das seguintes duas proposic¸o˜es pode ser encontrada em [97, p. 74].
Proposic¸a˜o 27 Seja F (t, x, u, ψ0, ψ), F : [a, b] × Rn × Ω × R−0 × Rn → R, uma func¸a˜o
diferencia´vel com continuidade em relac¸a˜o a t, x e ψ, para u ﬁxo, e admitamos que existe
uma func¸a˜o G(·) ∈ L1 ([a, b];R) tal que
∥∥∇(t,x,ψ)F (t, x(t), u(s), ψ0, ψ(t))∥∥ ≤ G(t) (s, t ∈ [a, b]) .
Enta˜o φ(s, t) = F (t, x(t), u(s), ψ0, ψ(t)) e´ absolutamente cont´ınua em t, uniformemente em
relac¸a˜o a s, no intervalo [a, b].
Proposic¸a˜o 28 Seja φ(s, t), φ : [a, b] × [a, b] → R, uma func¸a˜o absolutamente cont´ınua em
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t, uniformemente em relac¸a˜o a s, satisfazendo
φ(t, t) = sup
s∈[a,b]
φ(s, t)
num conjunto denso de [a, b]. Enta˜o a func¸a˜o φ(t, t) pode ser estendida, de modo uniforme-
mente cont´ınuo, a uma func¸a˜o m(t) absolutamente cont´ınua em todo o intervalo [a, b].
Observac¸a˜o 29 O leitor pode encontrar em [97, Exemplo 2.6.6.] todos os detalhes de como
a extensa˜o da Proposic¸a˜o 28 pode ser deﬁnida. Para os nossos propo´sitos, e´ suﬁciente saber
que tal extensa˜o existe.
3.3 Contribuic¸a˜o original: generalizac¸a˜o do Teorema 25
O nosso resultado e´ uma generalizac¸a˜o do Teorema 25.
Teorema 30 Se F (t, x, u, ψ0, ψ) e´ uma func¸a˜o de valor real como na Proposic¸a˜o 27 e, ale´m
disso, satisfaz em quase todos os t’s do intervalo [a, b] a condic¸a˜o
F (t, x(t), u(t), ψ0, ψ(t)) = sup
v∈Ω
F (t, x(t), v, ψ0, ψ(t)) (3.8)
ao longo das extremais de Pontryagin (x(·), u(·), ψ0, ψ(·)) do problema de controlo o´ptimo
(P), enta˜o t→ F (t, x(t), u(t), ψ0, ψ(t)) e´ absolutamente cont´ınua e a igualdade
dF
dt
=
∂F
∂t
+
∂F
∂x
· ∂H
∂ψ
− ∂F
∂ψ
· ∂H
∂x
(3.9)
e´ veriﬁcada ao longo das extremais.
Demonstrac¸a˜o. A nossa demonstrac¸a˜o e´ uma extensa˜o da demonstrac¸a˜o padra˜o do Teo-
rema 25 (vide v.g. [199, 26, 97]). Seja (x(·), u(·), ψ0, ψ(·)) uma extremal de Pontryagin
do problema (P). Fazendo v = u(s) em (3.8), obtemos que φ(s, t) = F (t, x(t), u(s), ψ0, ψ(t))
satisfaz
φ(t, t) ≥ φ(s, t) , s ∈ [a, b] , (3.10)
para t num conjunto de medida completa em [a, b]. A Proposic¸a˜o 28 implica enta˜o que
m(t) = φ(t, t) = F (t, x(t), u(t), ψ0, ψ(t)) e´ uma func¸a˜o absolutamente cont´ınua em [a, b].
Resta provar que
m˙(t) =
∂F
∂t
(π(t)) +
∂F
∂x
(π(t)) · ∂H
∂ψ
(π(t))− ∂F
∂ψ
(π(t)) · ∂H
∂x
(π(t)) ,
3.4 Primeiros integrais 45
onde π(t) = (t, x(t), u(t), ψ0, ψ(t)). Uma vez que
m(t+ h)−m(t)
h
=
φ(t+ h, t+ h)− φ(t, t+ h)
h
+
φ(t, t+ h)− φ(t, t)
h
e, pelas hipo´teses, o primeiro membro e o segundo termo do segundo membro teˆm limite
quando h → 0, conclu´ımos que existe tambe´m limite para o primeiro termo do segundo
membro. De (3.10) φ(t + h, t + h) ≥ φ(t, t + h) e segue-se que φ(t+h,t+h)−φ(t,t+h)h e´ na˜o
negativo quando h > 0 e na˜o positivo quando h < 0. Deste modo, o seu limite e´ zero quando
h→ 0. Obtemos desta maneira que
m˙(t) = lim
h→0
F (t+ h, x(t+ h), u(t), ψ0, ψ(t+ h))− F (t, x(t), u(t), ψ0, ψ(t))
h
=
∂F
∂t
(π(t)) +
∂F
∂x
(π(t)) · x˙(t) + ∂F
∂ψ
(π(t)) · ψ˙(t) ,
e a conclusa˜o e´ consequeˆncia do sistema Hamiltoniano.
Corola´rio 31 Seja F (t, x, u, ψ0, ψ), F : [a, b] × Rn × Ω × R−0 × Rn → R, uma func¸a˜o di-
ferencia´vel com continuidade em relac¸a˜o a t, x e ψ para u ﬁxo; e (x(·), u(·), ψ0, ψ(·)) uma
extremal de (P). Se
(i) F (t, x(t), u(t), ψ0, ψ(t)) e´ absolutamente cont´ınua em t;
(ii) F (t, x(t), u(t), ψ0, ψ(t)) = sup
v∈Ω
F (t, x(t), v, ψ0, ψ(t)) em q.t.p. a ≤ t ≤ b;
enta˜o a igualdade (3.9) e´ satisfeita ao longo da extremal.
Nas Secc¸o˜es 3.4 e 3.5 apresentamos algumas aplicac¸o˜es poss´ıveis do Teorema 30.
3.4 Primeiros integrais
A resoluc¸a˜o do sistema Hamiltoniano, por eliminac¸a˜o do controlo com o aux´ılio da
condic¸a˜o de ma´ximo, e´, tipicamente, uma tarefa dif´ıcil. Por isso, sa˜o merecedoras da nossa
atenc¸a˜o todas as circunstaˆncias que tornem a sua soluc¸a˜o mais fa´cil. Este e´ precisamente
o caso quando o sistema Hamiltoniano possui primeiros integrais que podem ser usados na
reduc¸a˜o da dimensa˜o das equac¸o˜es diferenciais (vide v.g. [14], [90, Ch. 2 e 3], [228, Mo´dulo
5]) e na construc¸a˜o de me´todos nume´ricos (vide v.g. [90, Ch. 4]).
O uso de primeiros integrais na resoluc¸a˜o de problemas de controlo o´ptimo, por integrac¸a˜o
do sistema Hamiltoniano, esta´ descrito nos trabalhos de van der Schaft [290, 291, 293] (veja-
-se tambe´m [184, Ch. 12] e outras refereˆncias a´ı dadas). Com um nu´mero suﬁcientemente
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grande de primeiros integrais (independentes), e´ poss´ıvel resolver o problema completamente
por interme´dio de tais func¸o˜es.
Do Teorema 30, obtemos de imediato uma condic¸a˜o necessa´ria e suﬁciente para uma
func¸a˜o ser primeiro integral.
Deﬁnic¸a˜o 32 A uma quantidade F (t, x(t), u(t), ψ0, ψ(t)), constante em t ao longo de todas
as extremais de Pontryagin (x(·), u(·), ψ0, ψ(·)) de (P), chamamos primeiro integral.
Observac¸a˜o 33 Seguindo a terminologia usada comummente ( vide v.g. [30, p. 554], [147]),
chamamos primeiro integral a` func¸a˜o F (t, x, u, ψ0, ψ) que e´ constante ao longo das extre-
mais de Pontryagin,
F (t, x(t), u(t), ψ0, ψ(t)) = k , (3.11)
para alguma constante k, enquanto a equac¸a˜o (3.11) e´ designada por lei de conservac¸a˜o
correspondente ao primeiro integral F (·, ·, ·, ·, ·).
Deﬁnic¸a˜o 34 Uma quantidade F (t, x, u, ψ) que e´ constante ao longo de cada extremal anor-
mal (x(·), u(·), 0, ψ(·)) de (P) sera´ chamada de primeiro integral anormal. A respectiva lei
de conservac¸a˜o sera´, em un´ıssono, denominada lei de conservac¸a˜o anormal.
Corola´rio 35 Sob as condic¸o˜es do Teorema 30, F (t, x, u, ψ0, ψ) e´ um primeiro integral se,
e somente se,
∂F
∂t
+
∂F
∂x
· ∂H
∂ψ
− ∂F
∂ψ
· ∂H
∂x
= 0 (3.12)
e´ satisfeita, quase sempre, ao longo das extremais de Pontryagin do problema de controlo
o´ptimo (P).
Exemplo 36 (n = 4, r = 2, Ω = R2) Consideremos o problema
∫ b
a
(
(u1(t))
2 + (u2(t))
2
)
dt −→ min ,

x˙1(t) = x3(t)
x˙2(t) = x4(t)
x˙3(t) = −x1(t)
(
(x1(t))
2 + (x2(t))
2
)
+ u1(t)
x˙4(t) = −x2(t)
(
(x1(t))
2 + (x2(t))
2
)
+ u2(t) .
O Hamiltoniano e´ dado por
H (x1, x2, x3, x4, u1, u2, ψ0, ψ1, ψ2, ψ3, ψ4) = ψ0
(
u21 + u
2
2
)
+ ψ1x3
+ ψ2x4 − ψ3x1
(
x21 + x
2
2
)
+ ψ3u1 − ψ4x2
(
x21 + x
2
2
)
+ ψ4u2 .
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Aﬁanc¸amos que
F = −ψ1x2 + ψ2x1 − ψ3x4 + ψ4x3 (3.13)
e´ um primeiro integral do problema. Ca´lculos directos mostram que
∂F
∂t
+
4∑
i=1
∂F
∂xi
∂H
∂ψi
−
4∑
i=1
∂F
∂ψi
∂H
∂xi
= ψ4u1 − ψ3u2 . (3.14)
Da condic¸a˜o de ma´ximo resulta que ∂H∂u1 = 0 e
∂H
∂u2
= 0, isto e´, 2ψ0u1+ψ3 = 0 e 2ψ0u2+ψ4 = 0.
Usando estas u´ltimas duas identidades em (3.14), conclu´ımos do Corola´rio 35 que (3.13) e´
um primeiro integral.2
3.5 Problemas com um dado primeiro integral
Diligenciamos agora um me´todo para conceber problemas do controlo o´ptimo com leis
de conservac¸a˜o dadas. Se ﬁxarmos uma func¸a˜o F a` priori, podemos considerar a igualdade
(3.12) como uma equac¸a˜o a`s derivadas parciais, tendo por inco´gnita o Hamiltoniano H. Se
esta equac¸a˜o diferencial admitir uma soluc¸a˜o, podemos, obviamente, construir um problema
de controlo o´ptimo que admite F como primeiro integral. Vamos ilustrar esta ideia geral em
situac¸o˜es concretas.
Exemplo 37 O Hamiltoniano H e´ um primeiro integral se, e somente se, ∂H∂t = 0. A
condic¸a˜o e´ trivialmente satisfeita para problemas auto´nomos.
Exemplo 38 A func¸a˜o ψx+Ht e´ um primeiro integral se, e somente se, H = ∂H∂x x− ∂H∂ψ ψ
−∂H∂t t. A condic¸a˜o e´ satisfeita, por exemplo, para problemas da forma (0 < a < b)
∫ b
a
L (tx(t), u(t))
t
dt −→ min ,
x˙(t) =
ϕ (tx(t), u(t))
t2
.
Exemplo 39 Conclu´ımos, do Corola´rio 35, que uma condic¸a˜o necessa´ria e suﬁciente para
a func¸a˜o
F = Hψx (3.15)
ser primeiro integral e´ a de que ψx∂H∂t + ψH
∂H
∂ψ −Hx∂H∂x = 0. Um problema muito simples
2No Cap´ıtulo 5 interpretamos (3.13) a` luz das quasi-simetrias do problema (cf. Exemplo 81).
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com o primeiro integral (3.15) e´ portanto
∫ b
a
L (u(t)) dt −→ min , (3.16)
x˙(t) = ϕ (u(t))x(t) .
Exemplo 40 O seguinte problema de optimizac¸a˜o e´ importante no estudo de polino´mios
cu´bicos em variedades Riemannianas ( vide [44, p. 39] e [225]). Aqui consideramos o caso
particular quando temos um espac¸o de estados 2-dimensional e n controlos:
∫ T
0
(
(u1(t))
2 + · · ·+ (un(t))2
)
dt −→ min , (3.17)
x˙1(t) = x2(t) ,x˙2(t) = X1 (x1(t))u1(t) + · · ·+Xn (x1(t))un(t) .
Assumimos que as func¸o˜es Xi(·), i = 1, . . . , n sa˜o suaves. O Hamiltoniano do problema e´
dado por
H = ψ0
(
u21 + · · ·+ u2n
)
+ ψ1x2 + ψ2 (X1(x1)u1 + · · ·+Xn(x1)un) .
Uma vez que o problema e´ auto´nomo, ja´ vimos que o Hamiltoniano e´ um primeiro integral.
Estamos interessados em encontrar um novo primeiro integral para o problema. Procuraremos
por um da forma
F = k1ψ1x1 + k2ψ2x2 ,
onde k1 e k2 sa˜o constantes. Este e´ um primeiro integral t´ıpico, conhecido na literatura por
momentum map ( vide v.g. [31]). Comec¸amos por notar que
∂F
∂t
= 0 ,
∂F
∂x1
= k1ψ1 ,
∂F
∂x2
= k2ψ2 ,
∂F
∂ψ1
= k1x1 ,
∂F
∂ψ2
= k2x2 ,
e
∂H
∂x1
= ψ2
(
X ′1(x1)u1 + · · ·+X ′n(x1)un
)
,
∂H
∂x2
= ψ1 ,
∂H
∂ψ1
= x2 ,
∂H
∂ψ2
= X1(x1)u1 + · · ·+Xn(x1)un .
Substituindo estas quantidades em (3.12), obtemos que
k1ψ1x2 + k2ψ2 (X1(x1)u1 + · · ·+Xn(x1)un)
− k1x1ψ2
(
X ′1(x1)u1 + · · ·+X ′n(x1)un
)− k2x2ψ1 = 0 .
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A igualdade e´ trivialmente satisfeita se k1 = k2 e X ′i(x1)x1 = Xi(x1), i = 1, . . . , n. Acaba´mos
de demonstrar a seguinte proposic¸a˜o.
Proposic¸a˜o 41 Se a condic¸a˜o de homogeneidade
Xi (λx1) = λXi(x1) , i = 1, . . . , n , ∀λ > 0 , (3.18)
for veriﬁcada, enta˜o ψ1(t)x1(t) + ψ2(t)x2(t) = constante, t ∈ [0, T ], ao longo das extremais
do problema (3.17).
Estas questo˜es sera˜o aprofundadas no Cap´ıtulo 5, a propo´sito do teorema de Noether (cf.
Exemplos 61, 74 e 87; Proposic¸a˜o 84). A demonstrac¸a˜o do teorema de Noether na sua forma
mais geral (Teorema 69) vai depender da relac¸a˜o entre as extremais estabelecida no pro´ximo
Cap´ıtulo 4 (Teorema 47).
3.6 Consignac¸a˜o
Os resultados deste cap´ıtulo foram apresentados pelo autor, em Julho de 2001, na sessa˜o
Optimal Control and Calculus of Variations da 4th International Optimization Conference
in Portugal, Optimization 2001 , University of Aveiro, Portugal, numa palestra intitulada
A Fundamental Property of the Dynamic Optimization Extremals. Foi escrito o “research
report” [268], dispon´ıvel como E-Print na Optimization Online:
http://www.optimization-online.org/DB HTML/2001/08/366.html.
O trabalho encontra-se aceite para publicac¸a˜o na revista Investigac¸a˜o Operacional [277].

“The structures of mathematics and the propositions about
them are ways for the imagination to travel and the wings,
or legs, or vehicles to take you where you want to go.”
—Scott Buchanan
4
Relac¸a˜o entre as extremais
G eneralizamos, para o contexto do controlo o´ptimo, o conceito de equivaleˆncia introduzidoem 1906 por Carathe´odory para problemas parame´tricos do ca´lculo das variac¸o˜es, investi-
gando a relac¸a˜o entre as extremais de Pontryagin de dois problemas equivalentes no sentido do
Cap´ıtulo 2.
4.1 Intro´ito
Como vimos no Cap´ıtulo 1, o problema de Lagrange do controlo o´ptimo pode ser visto
como um problema modelo. Problemas diferentes que, mediante transformac¸o˜es adequadas,
podem ser reduzidos a um mesmo problema, dizem-se equivalentes, admitindo, como esta-
belecemos no Cap´ıtulo 2, o mesmo mı´nimo e uma relac¸a˜o directa entre os pares admiss´ıveis.
O estabelecimento desta correspondeˆncia na˜o e´ contudo suﬁciente, sendo importante saber
como essas transformac¸o˜es afectam as extremais. Na terminologia de Carathe´odory (cf. [46,
pp. 205–206] ou [208]), e´ inclusive a correspondeˆncia de extremais, e na˜o a dos problemas, a
que deﬁne o conceito de equivaleˆncia: dois problemas do ca´lculo das variac¸o˜es dizem-se equi-
valentes se as respectivas equac¸o˜es de Euler-Lagrange sa˜o ideˆnticas. De modo semelhante,
diremos que dois problemas do controlo o´ptimo sa˜o equivalentes no sentido de Carathe´odory
se possu´ırem as mesmas extremais de Pontryagin. Tanto quanto nos e´ dado a conhecer, o
conceito de equivaleˆncia a` Carathe´odory na˜o se encontra explorado no contexto do controlo
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o´ptimo. A sua importaˆncia e´ o´bvia: dois problemas do controlo o´ptimo, equivalentes no sen-
tido de Carathe´odory, admitem as mesmas leis de conservac¸a˜o (cf. Observac¸a˜o 33). Podemos
no entanto constatar que dois problemas equivalentes (no sentido do Cap´ıtulo 2) podem na˜o
o ser no sentido de Carathe´odory. Na˜o obstante, provamos neste cap´ıtulo que os problemas
equivalentes sa˜o semi-equivalentes no sentido de Carathe´odory: somos capazes de, a partir
de uma extremal de Pontryagin para um dos problemas, construir, sob certas condic¸o˜es, uma
extremal de Pontryagin para o outro.
4.2 O problema (P) e o seu transformado a` Gamkrelidze
Na Secc¸a˜o 2.2 estabelecemos uma correspondeˆncia biun´ıvoca entre os pares admiss´ıveis
estado-controlo dos problemas (P) e (2.1). O conjunto de extremais de Pontryagin do pro-
blema (2.1), esse, e´ mais rico do que o de (P). No entanto existe, como demonstramos ja´ de
seguida, uma certa relac¸a˜o entre as extremais dos dois problemas.
Denotamos por H o Hamiltoniano associado ao problema (P) e por H o Hamiltoniano
associado a (2.1):
H (t, x, u, ψ0, ψ) = ψ0L(t, x, u) + ψ · ϕ(t, x, u) ,
H (t, z, v, p0, pt, pz) = [p0L(t, z, v) + pt + pz · ϕ(t, z, v)] Υ(t, z, v) .
Uma vez que H na˜o depende de τ , sabemos pelo Cap´ıtulo 3 que H ≡ const ao longo de uma
extremal. Vamos mostrar que as extremais do problema (P) esta˜o relacionadas com aquelas
extremais do problema (2.1) para as quais esta constante e´ nula.
Teorema 42 Seja (t(τ), z(τ), v(τ), p0, pt(τ), pz(τ)), τ ∈ [τa, T ], uma extremal de Pontryagin
do problema (2.1) com
H (t(τ), z(τ), v(τ), p0, pt(τ), pz(τ)) = 0 . (4.1)
Enta˜o
(x(t), u(t), ψ0, ψ(t)) = (z(τ(t)), v(τ(t)), p0, pz(τ(t))) , t ∈ [a, b] ,
onde τ(·) e´ a func¸a˜o inversa de t(·), e´ uma extremal de Pontryagin de (P).
Demonstrac¸a˜o. Pelo Lema 8, (x(t), u(t)) = (z (τ(t)) , v (τ(t))), t ∈ [a, b], e´ um par admiss´ıvel
para o problema (P). Permanece por estabelecer a condic¸a˜o de ma´ximo e o sistema adjunto
para (x(·), u(·), ψ0, ψ(·)). As concluso˜es pretendidas sa˜o consequeˆncia da relac¸a˜o
H (t, z, v, p0, pt, pz) = [H (t, z, v, p0, pz) + pt] Υ(t, z, v) (4.2)
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entre os Hamiltonianos dos dois problemas. Por hipo´tese,
H (t(τ), z(τ), v(τ), p0, pt(τ), pz(τ)) = sup
v∈Ω
{H (t(τ), z(τ), v, p0, pt(τ), pz(τ))} = 0 , (4.3)
q.t.p. τ ∈ [τa, T ]. Da relac¸a˜o (4.2), e uma vez que Υ (t, z, v) > 0 para todo o terno (t, z, v), a
condic¸a˜o (4.3) implica que
H (t(τ), z(τ), v(τ), p0, pz(τ)) = sup
v∈Ω
{H (t(τ), z(τ), v, p0, pz(τ))} ,
q.t.p. τ ∈ [τa, T ]. Colocando τ = τ(t) nesta u´ltima relac¸a˜o, obtemos a condic¸a˜o de ma´ximo
para (x(·), u(·), ψ0, ψ(·)):
H (t, x(t), u(t), ψ0, ψ(t)) = sup
u∈Ω
{H (t, x(t), u, ψ0, ψ(t))} .
Da igualdade (4.2) resulta que
∂H
∂z
(t, z, v, p0, pt, pz) =
∂H
∂x
(t, z, v, p0, pz)Υ(t, z, v) + [H (t, z, v, p0, pz) + pt]
∂Υ
∂z
(t, z, v) .
(4.4)
Como (4.3) implica que H (t(τ), z(τ), v(τ), p0, pz(τ)) + pt(τ) = 0, do sistema adjunto para
(t(·), z(·), v(·), p0, pt(·), pz(·)) vem que
−dpz(τ)
dτ
=
∂H
∂z
(t(τ), z(τ), v(τ), p0, pt(τ), pz(τ))
=
∂H
∂x
(t(τ), z(τ), v(τ), p0, pz(τ))Υ (t(τ), z(τ), v(τ)) .
Pela mudanc¸a de varia´vel τ = τ(t) obtemos
−dψ(t)
dt
=
∂H
∂x
(t, x(t), u(t), ψ0, ψ(t)) ,
isto e´, que (x(·), u(·), ψ0, ψ(·)) satisfaz o sistema adjunto pretendido. O Teorema 42 ﬁca
demonstrado.
Teorema 43 Seja (x(t), u(t), ψ0, ψ(t)), t ∈ [a, b], uma extremal de Pontryagin do problema
(P). Enta˜o, com t(·) como no Lema 9,
(t(τ), z(τ), v(τ), p0, pt(τ), pz(τ))
= (t(τ), x(t(τ)), u(t(τ)), ψ0,−H (t(τ), x(t(τ)), u(t(τ)), ψ0, ψ(t(τ))) , ψ(t(τ))) ,
τ ∈ [τa, T ], e´ uma extremal de Pontryagin de (2.1) que satisfaz a igualdade (4.1).
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Demonstrac¸a˜o. Pelo Lema 9, (t(τ), z(τ), v(τ)), τ ∈ [τa, T ], e´ um trio admiss´ıvel para o pro-
blema (2.1). Em primeiro lugar estabelecemos a condic¸a˜o de ma´ximo. Por hipo´tese, a
condic¸a˜o de ma´ximo para a extremal (x(·), u(·), ψ0, ψ(·)) pode ser escrita na forma
H (t, x(t), u(t), ψ0, ψ(t)) + pt (τ(t)) = sup
u∈Ω
{H (t, x(t), u, ψ0, ψ(t)) + pt (τ(t))} = 0 , (4.5)
q.t.p. t ∈ [a, b]. Multiplicando (4.5) por Υ (t, x(t), u(t)) e tendo em conta o facto de que Υ e´
estritamente positivo, obtemos que
[H (t, x(t), u(t), ψ0, ψ(t)) + pt (τ(t))] Υ (t, x(t), u(t))
= sup
u∈Ω
{[H (t, x(t), u, ψ0, ψ(t)) + pt (τ(t))]Υ (t, x(t), u)} = 0 , (4.6)
quase sempre em [a, b]. Fazendo t = t(τ) e tendo em mente (4.2), obtemos a condic¸a˜o de
ma´ximo para (t(·), z(·), v(·), p0, pt(·), pz(·)) com H (t(τ), z(τ), v(τ), p0, pt(τ), pz(τ)) = 0.
Satisfeito o sistema adjunto para (x(·), u(·), ψ0, ψ(·)), podemos escrever que
d
dτ
pz(τ) =
d
dτ
(ψ (t(τ))) =
dψ (t(τ))
dt
dt(τ)
dτ
= −∂H
∂x
(t(τ), z(τ), v(τ), p0, pz(τ))Υ (t(τ), z(τ), v(τ)) .
(4.7)
Como por hipo´tese H (t(τ), z(τ), v(τ), p0, pz(τ)) + pt(τ) = 0, segue-se de (4.7) e (4.4) que
d
dτ
pz(τ) = −∂H
∂z
(t(τ), z(τ), v(τ), p0, pt(τ), pz(τ)) .
Para provar a validade do sistema adjunto para (t(·), z(·), v(·), p0, pt(·), pz(·)) resta-nos mos-
trar que
d
dτ
pt(τ) = −∂H
∂t
(t(τ), z(τ), v(τ), p0, pt(τ), pz(τ)) ,
ou seja, dada a deﬁnic¸a˜o de pt(τ), que
dH
dτ
(t(τ), z(τ), v(τ), p0, pz(τ)) =
∂H
∂t
(t(τ), z(τ), v(τ), p0, pt(τ), pz(τ)) . (4.8)
Da igualdade (4.2) sabemos que
∂H
∂t
(t, z, v, p0, pt, pz) =
∂H
∂t
(t, z, v, p0, pz)Υ(t, z, v) + [H (t, z, v, p0, pz) + pt]
∂Υ
∂t
(t, z, v)
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e, por conseguinte,
∂H
∂t
(t(τ), z(τ), v(τ), p0, pt(τ), pz(τ)) =
∂H
∂t
(t(τ), z(τ), v(τ), p0, pz(τ))Υ(t(τ), z(τ), v(τ)) .
(4.9)
Tendo em mente a propriedade (3.1) do Cap´ıtulo 3 e que Υ(t(τ), z(τ), v(τ)) = dt(τ)dτ , (4.8) e´
uma consequeˆncia imediata de (4.9).
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Comec¸amos por explicitar a deﬁnic¸a˜o de extremal de Pontryagin para o problema (Pτ ).
Deﬁnic¸a˜o 44 Seja (t(·), z(·), v(·), w(·)) um quaterno admiss´ıvel de (Pτ ). Dizemos que
(t(·), z(·), v(·), w(·), p0, pt(·), pz(·)) ,
p0 ∈ R−0 , pt(·) ∈ W1,∞ ([a, b]; R) e pz(·) ∈ W1, 1 ([a, b]; Rn), e´ uma extremal de (Pτ ) se as
seguintes condic¸o˜es foram satisfeitas em quase todos os τ ∈ [τa, τb]:
o sistema adjunto


p′t(τ) = −
∂H
∂t
(t(τ), z(τ), v(τ), w(τ), p0, pt(τ), pz(τ)) ,
p′z(τ) = −
∂H
∂z
(t(τ), z(τ), v(τ), w(τ), p0, pt(τ), pz(τ)) ;
(4.10)
a condic¸a˜o de ma´ximo
H (t(τ), z(τ), v(τ), w(τ), p0, pt(τ), pz(τ))
= sup
v>0
w∈Ω
H (t(τ), z(τ), v, w, p0, pt(τ), pz(τ)) ; (4.11)
onde o Hamiltoniano e´ dado por
H (t, z, v, w, p0, pt, pz) = (p0 L (t, z, w) + pt + pz · ϕ (t, z, w)) v .
Observac¸a˜o 45 As func¸o˜es H e H, respectivamente os Hamiltonianos associados aos pro-
blemas (P) e (Pτ ), esta˜o relacionados pela seguinte igualdade:
H (t, z, v, w, p0, pt, pz) = (H (t, z, w, p0, pz) + pt) v . (4.12)
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Dela somos levados a concluir que
∂H
∂t
=
∂H
∂t
v , (4.13)
∂H
∂z
=
∂H
∂x
v . (4.14)
O princ´ıpio do ma´ximo de Pontryagin fornece condic¸o˜es, como aquelas mencionadas na
introduc¸a˜o da secc¸a˜o 6.2.3, sob as quais a cada minimizante do problema corresponde uma
extremal com multiplicadores Hamiltonianos na˜o nulos em simultaˆneo ((p0, p) = 0 na De-
ﬁnic¸a˜o 44). E´ previs´ıvel que o conjunto de extremais do problema (Pτ ) seja mais rico do que
o conjunto de extremais do problema (P). Existe, contudo, uma relac¸a˜o entre as extremais de
Pontryagin dos dois problemas. Os seguintes dois teoremas estabelecem essa relac¸a˜o. O Teo-
rema 46 mostra como construir uma extremal para o problema (P) conhecida uma extremal
de (Pτ ).
Teorema 46 Seja (t(·), z(·), v(·), w(·), p0, pt(·), pz(·)) uma extremal de (Pτ ). Enta˜o
(x(·), u(·), ψ0, ψ(·)) = (z (τ(·)) , w (τ(·)) , p0, pz (τ(·)))
e´ uma extremal de (P), com τ(·) a func¸a˜o inversa de t(·).
Demonstrac¸a˜o. Do Lema 11 sabemos que o par (x(·), u(·)) e´ admiss´ıvel para (P). Ca´lculos
directos mostram que
ψ˙ =
d
dt
pz(τ) =
dpz(τ)
dτ
dτ
dt
= −∂H
∂z
1
v
.
De (4.14) o sistema adjunto pretendido e´ obtido: ψ˙ = −∂H∂x . A condic¸a˜o de ma´ximo (4.11)
implica que
H (t(τ), z(τ), v(τ), w(τ), p0, pt(τ), pz(τ)) = sup
w∈Ω
H (t(τ), z(τ), v(τ), w, p0, pt(τ), pz(τ))
para quase todos os τ ∈ [a, b]. Dada a relac¸a˜o (4.12) podemos escrever que
H (t(τ), z(τ), w(τ), p0, pz(τ)) = sup
w∈Ω
H (t(τ), z(τ), w, p0, pz(τ)) .
Colocando τ = τ(t) obtemos a condic¸a˜o de ma´ximo (3.4).
O pro´ximo teorema mostra que a cada extremal do problema (P) correspondem extremais
do problema (Pτ ) com valor nulo para o Hamiltoniano maximizado H.
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Teorema 47 Seja (x(·), u(·), ψ0, ψ(·)) uma extremal de Pontryagin de (P). Enta˜o,
(t(·), z(·), v(·), w(·), p0, pt(·), pz(·))
e´ uma extremal de Pontryagin de (Pτ ) com
v(·) ∈ L∞
(
[τa, τb]; R+
)
,
∫ τb
τa
v(θ) dθ = b− a ,
t(τ) = a+
∫ τ
τa
v(θ) dθ ,
z(τ) = x (t(τ)) , w(τ) = u (t(τ)) ,
p0 = ψ0 , pz(τ) = ψ(t(τ)) ,
pt(τ) = −H (t(τ), x(t(τ)), u(t(τ)), ψ0, ψ(t(τ))) ,
(H e´ deﬁnido por interme´dio de (3.5)) satisfazendoH (t(τ), z(τ), v(τ), w(τ), p0, pt(τ), pz(τ)) ≡
0.
Demonstrac¸a˜o. Pelo Lema 12 sabemos que um tal (t(·), z(·), v(·), w(·)) e´ admiss´ıvel para (Pτ ).
A condic¸a˜o de ma´ximo (4.11) e´ trivialmente satisfeita uma vez que estamos no caso singular:
de (4.12) o Hamiltoniano H anula-se para
pt = −H (t, z, w, p0, pz) .
Permanece por demonstrar o sistema adjunto (4.10). Uma vez que dHdt =
∂H
∂t (cf. Teorema 25)
a derivada de pt(τ) em relac¸a˜o a τ e´ dada por
dpt
dτ
= −dH
dτ
= −dH
dt
dt
dτ
= −∂H
∂t
dt
dτ
= −∂H
∂t
v .
Da relac¸a˜o (4.12) ∂H∂t =
∂H
∂t v (igualdade (4.13)) e a primeira das igualdades (4.10) esta´
provada:
dpt
dτ
= −∂H
∂t
.
De modo similar, de (4.12) sabemos que ∂H∂z =
∂H
∂x v (igualdade (4.14)) e, em raza˜o de
pz(τ) = ψ (t(τ)), por (3.6) ddtψ(t) = −∂H∂x e, consequentemente,
dpz
dτ
=
dψ(t)
dt
dt
dτ
= −∂H
∂x
v = −∂H
∂z
.
A demonstrac¸a˜o do Teorema 47 esta´ completa.
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Os Teoremas 46 e 47 estabelecem uma correspondeˆncia entre as extremais anormais dos
problemas (P) e (Pτ ).
Corola´rio 48 Se na˜o existirem extremais anormais para o problema (P), enta˜o tambe´m na˜o
existem extremais anormais para o problema (Pτ ). Se na˜o existem extremais anormais para
(Pτ ) enta˜o na˜o ha´, igualmente, extremais anormais para (P).
Proposic¸a˜o 49 Se (x˜(·), u˜(·)) e´ um minimizante para o problema (P) e u˜(·) na˜o e´ um con-
trolo extremal anormal (cf. Observac¸a˜o 20), enta˜o o controlo minimizante v˜ ≡ b−aτb−τa da
Proposic¸a˜o 16 na˜o e´, tambe´m, um controlo extremal anormal.
Em §6.2.3 mostraremos que no caso em que Ω = Rr, as condic¸o˜es de regularidade Lips-
chitziana, garantindo que todos os controlos minimizantes preditos pelo teorema da existeˆncia
de Tonelli sa˜o extremais de Pontryagin, surgem das condic¸o˜es de aplicabilidade do princ´ıpio
do ma´ximo de Pontryagin a (Pτ [w˜(·)]).
4.4 Consignac¸a˜o
A relac¸a˜o de equivaleˆncia entre dois problemas do controlo o´ptimo, tal como foi obser-
vado por Carathe´odory, no aˆmbito do ca´lculo das variac¸o˜es, na˜o e´ suﬁciente. E´ igualmente
importante saber, como se tornara´ claro nos pro´ximos Cap´ıtulos 5 e 6, como as extremais dos
problemas esta˜o relacionadas. Neste cap´ıtulo estabelecemos a conexa˜o entre as extremais de
Pontryagin para as transformac¸o˜es consideradas no Cap´ıtulo 2.
Sob as transformac¸o˜es aqui estudadas, a relac¸a˜o entre extremais anormais e´ mantida. Se-
ria interessante investigar outro tipo transformac¸o˜es, nomeadamente com o intuito de estabe-
lecer resultados de regularidade Lipschitziana para o caso anormal (cf. Conclusa˜o, pa´g. 117),
em que as extremais anormais fossem mapeadas em extremais normais.
“It appears to me that if one wants to make progress in math-
ematics, one should study the masters and not the pupils.”
—Niels Henrik Abel
“Write down the Yang-Mills theory [...] assign quark ﬁelds,
lepton ﬁelds, and Higgs ﬁelds to suitable representations; let
the symmetry be broken spontaneously. Now watch to see
what the symmetry breaks down to [...] that, essentially, is all
there is to it. Anyone can play. To win, one merely has to
hit on the choice used by the Greatest Player of all time. The
prize? Fame and glory, plus a trip to Stockholm.”
—Anthony Zee 5
Quantidades preservadas ao longo das extremais
A s leis de conservac¸a˜o, quantidades conservadas ao longo das extremais de Euler-Lagrange,sa˜o obtidas no ca´lculo das variac¸o˜es com fundamento no teorema de Noether e representam
um papel proeminente em ana´lise matema´tica e suas aplicac¸o˜es a` f´ısica. Neste cap´ıtulo estabe-
lecemos, no aˆmbito do controlo o´ptimo, a importante relac¸a˜o entre a invariaˆncia dos problemas
do controlo o´ptimo sob uma fam´ılia de transformac¸o˜es e a existeˆncia de quantidades preservadas
ao longo das extremais de Pontryagin. Va´rias generalizac¸o˜es do teorema de Emmy Noether sa˜o
obtidas aumentando o alcance da sua aplicac¸a˜o. Este facto e´ ilustrado por meio de inu´meros
exemplos, na˜o cobertos pelas anteriores verso˜es do teorema de Noether encontradas na litera-
tura. A nossa formulac¸a˜o do teorema de Noether em controlo o´ptimo esta´ assente num me´todo
geral, por no´s introduzido, que permite a obtenc¸a˜o de quantidades conservadas ao longo das
extremais de Pontryagin para problemas invariantes num sentido mais lato do que aquele ate´
enta˜o considerado. As novidades da nossa versa˜o do teorema de Noether podem ser resumidas
nos seguintes pontos: a possibilidade de se considerarem fam´ılias de transformac¸o˜es dependentes
de va´rios paraˆmetros; a possibilidade da fam´ılia ρ-parame´trica de transformac¸o˜es poder depender
tambe´m do controlo; a possibilidade do Lagrangeano ser invariante a menos da adic¸a˜o de um
diferencial exacto; o facto do diferencial exacto na˜o ser necessariamente linear em relac¸a˜o aos
paraˆmetros; a possibilidade de se tratarem problemas do controlo o´ptimo quasi-invariantes e na˜o
necessariamente invariantes. Mesmo quando aplicados ao problema fundamental do ca´lculo das
variac¸o˜es, os resultados obtidos neste cap´ıtulo sa˜o novos.
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5.1 Intro´ito
Va´rias leis de conservac¸a˜o, primeiros integrais das equac¸o˜es diferenciais de Euler-Lagrange,
sa˜o bem conhecidas da f´ısica onde desempenham um papel primordial (vide v.g. [13, 302, 222],
[170, §5.5]). Sa˜o exemplos t´ıpicos de leis de conservac¸a˜o a lei das a´reas de Kepler, a lei de
ine´rcia formulada por Galileu, a conservac¸a˜o da massa ou a conservac¸a˜o de carga ele´ctrica
(vide [22, Cap. 13]).
A lei de conservac¸a˜o mais famosa e´ o integral de energia, descoberto por Leonhard Euler
em 1744 [96] e intu´ıda mesmo antes de Galileu:1 quando o Lagrangeano L corresponde a um
sistema conservativo de pontos materiais, enta˜o veriﬁca-se que
− L+ ∂L
∂x˙
· x˙ ≡ constante (5.1)
ao longo das soluc¸o˜es das equac¸o˜es de Euler-Lagrange. A conservac¸a˜o de energia encontra-se
associada a` homogeneidade do tempo (vide [22, p. 255]) e em 1876 Erdmann publicou uma
generalizac¸a˜o deste facto [94]: no caso auto´nomo, i.e. quando o Lagrangeano L e´ invariante
no tempo t, a relac¸a˜o (5.1) e´ uma condic¸a˜o necessa´ria de optimalidade, de primeira ordem,
para o correspondente problema fundamental do ca´lculo das variac¸o˜es. A lei de conservac¸a˜o
(5.1) e´ agora conhecida como a segunda condic¸a˜o de Erdmann.
O estudo sistema´tico de problemas invariantes do ca´lculo das variac¸o˜es, foi iniciado em
1918 por Emmy Amalie Noether, a distinta matema´tica alema˜, que inﬂuenciada pelos traba-
lhos de Klein e Lie sobre as propriedades de transformac¸a˜o de equac¸o˜es diferenciais, publicou
no espleˆndido artigo [185, 186] um resultado fundamental, agora um resultado cla´ssico, conhe-
cido como teorema de Noether , aﬁrmando que as leis de conservac¸a˜o no ca´lculo das variac¸o˜es
sa˜o a manifestac¸a˜o de um princ´ıpio universal (vide v.g. [74, pp. 262–266], [246, §4.3.], ou
[117, §20]):
“A invariaˆncia de um sistema com respeito a uma famı´lia de transformac¸o˜es
parame´tricas, implica a existeˆncia de uma lei de conservac¸a˜o para esse sistema”.
As quantidades conservadas ao longo das extremais sa˜o calculadas em termos do Lagrangeano
e duma famı´lia de transformac¸o˜es apropriada. O resultado de Emmy Noether e´ ta˜o geral e
inﬂuente, e o artigo [185, 186] ta˜o profundo e rico, que uma esmagadora maioria das “genera-
lizac¸o˜es” do teorema de Noether sa˜o de facto seus casos particulares! (Vide [302].) O nota´vel
teorema de Emmy Noether, ao relacionar as propriedades de invariaˆncia de uma funcional
integral
∫ b
a L(t, x(t), x˙(t)) dt do ca´lculo das variac¸o˜es, com os integrais das correspondentes
1A conservac¸a˜o de energia, ou seja, a impossibilidade de criar energia, aparece expressa, por exemplo, no
postulado da impossibilidade do perpetuum mobile de Leonardo da Vinci.
5.1 Intro´ito 61
equac¸o˜es diferenciais de Euler-Lagrange ou Hamiltonianas (vide v.g. [9, Apeˆndice 5]), revela-
-se de importaˆncia primacial e de implicac¸o˜es profundas em va´rias a´reas da f´ısica moderna,
tais como na mecaˆnica cla´ssica e quaˆntica, nas teorias gravitacionais, ele´ctricas e electro-
magne´ticas, na o´ptica geome´trica, na teoria geral da relatividade, etc., englobando todos os
teoremas sobre primeiros integrais sabidos na f´ısica. Por exemplo, a conservac¸a˜o da quan-
tidade de movimento e momento angular da mecaˆnica, correspondem, respectivamente, a`
invariaˆncia translacional e rotacional da acc¸a˜o, enquanto a invariaˆncia no tempo conduz a`
conservac¸a˜o de energia (a` lei de conservac¸a˜o (5.1)). Outra aplicac¸a˜o importante do teorema
de Noether surge no estudo do problema dos n corpos (n-body problem). Para uma discussa˜o
deste problema e interpretac¸a˜o dos respectivos primeiros integrais a partir da invariaˆncia sob
transformac¸o˜es Galileanas e aplicac¸a˜o do teorema de Noether, remetemos o leitor para [178]
e [119, pp. 190–192] ou [165, Cap. 2]. Para uma explanac¸a˜o da relevaˆncia do teorema de
Noether na f´ısica, e para uma resenha histo´rica, vide [43]. A importaˆncia do teorema de
Noether na˜o se limita, no entanto, a` matema´tica e a` f´ısica. Ele e´ tambe´m um resultado
muito importante em a´reas como a engenharia, sistemas, controlo e suas aplicac¸o˜es (vide
[245, 165, 179, 21]) e em economia (vide [219, 220]).2
A aplicac¸a˜o habitual das leis de conservac¸a˜o, ja´ aludida em §3.4, e´ a de baixar a ordem
das equac¸o˜es diferenciais (vide v.g. [14, 189, 130, 140, 227, 32]). Nesta direcc¸a˜o, as leis de
conservac¸a˜o podem tambe´m simpliﬁcar o processo de resoluc¸a˜o dos problemas de controlo
o´ptimo (vide [292]). Elas sa˜o, contudo, uma ferramenta u´til por muitas outras razo˜es. Di-
versas aplicac¸o˜es importantes das leis de conservac¸a˜o, tanto na f´ısica como na matema´tica,
podem ser encontradas na literatura. No ca´lculo das variac¸o˜es elas foram usadas na prova
da regularidade Lipschitziana dos minimizantes (vide [69]), na construc¸a˜o de exemplos com o
feno´meno de Lavrentiev (vide [129]) e na demonstrac¸a˜o de existeˆncia de minimizantes (vide
[62]). Em teoria do controlo, com o objectivo de se analisar a estabilidade, controlabilidade,
etc. de sistemas de controlo na˜o lineares, as leis de conservac¸a˜o foram usadas para a decom-
posic¸a˜o do sistema em termos de subsistemas de dimensa˜o inferior (vide [125] e [202, 136]).
No contexto do controlo o´ptimo elas ser-nos-a˜o u´teis, como veremos no Cap´ıtulo 6, na de-
monstrac¸a˜o da regularidade Lipschitziana das trajecto´rias minimizantes (cf. [217]).
A formulac¸a˜o t´ıpica do teorema de Noether no ca´lculo das variac¸o˜es, considera uma famı´lia
uni-parame´trica de transformac¸o˜es diferencia´veis hs(t, x), hs : [a, b] × Rn → R × Rn (vide
v.g. [10, §4.4.6.], [137]). As seguintes generalizac¸o˜es do teorema de E. Noether sa˜o assaz
conhecidas: invariaˆncia para problemas do ca´lculo das variac¸o˜es deﬁnidos numa variedade
diferencia´vel M (vide v.g. [144, 163, 13]) ou em espac¸os gerais de Banach (vide v.g. [246,
§4.3.]); problemas do ca´lculo das variac¸o˜es com integrais mu´ltiplos (vide v.g. [25], [170,
2Em Economia, tal como na F´ısica, as leis de conservac¸a˜o teˆm normalmente interpretac¸o˜es directas. Um
exemplo e´ a lei do rendimento/riqueza [221].
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§5.5]); invariaˆncia com respeito a famı´lias de transformac¸o˜es parame´tricas em grupos de Lie
de dimensa˜o ﬁnita ou inﬁnita ([185, 186]); problemas variacionais (de ordem superior) em
super-mecaˆnica (vide [47]). Porquanto expressa˜o de um princ´ıpio universal, sa˜o poss´ıveis
formulac¸o˜es do teorema de Noether em aˆmbitos muitos descoincidentes. Um bom exemplo
disso, para sistemas discretos, tais como auto´matos celulares em conjuntos ﬁnitos, pode ser
encontrado em [17] ou [120].
A nossa formulac¸a˜o do teorema de Noether e´ provida no contexto do controlo o´ptimo. Isto
signiﬁca, em particular, uma formulac¸a˜o Hamiltoniana em vez de Lagrangeana. Verso˜es do
teorema de Noether no contexto do controlo o´ptimo apareceram anteriormente nos artigos de
D. S. Djukic [87], A. J. van der Schaft [290, 292] e H. J. Sussmann [232], assim como no livro
de V. Jurdjevic [138, Ch. 13] (veja-se tambe´m [139]). Recentemente, uma versa˜o do teorema
de Noether para problemas do controlo o´ptimo surgiu nos trabalhos de G. Blankenstein e A.
van der Schaft [31, 32]. A relac¸a˜o entre a invariaˆncia dos problemas de controlo o´ptimo e a
existeˆncia de expresso˜es que sa˜o constantes ao longo de uma qualquer das suas extremais, foi
obtida pelos autores supra mencionados seguindo a abordagem cla´ssica de Emmy Noether,
baseada nas condic¸o˜es de transversalidade.3
Uma generalizac¸a˜o do teorema de Noether, que involve transformac¸o˜es dependentes de x˙,
foi considerada no livro de texto de I. M. Gelfand e S. V. Fomin [116].4 Outra generalizac¸a˜o
interessante pode ser encontrada no livro de H. Rund [209]: invariaˆncia do Lagrangeano a
menos da adic¸a˜o de um diferencial exacto dΦs(t, x), com Φ linear no paraˆmetro s. H. Rund
observa (cf. [209, Remark 2, p. 297]), contudo, que esta generalizac¸a˜o e´ incompat´ıvel com a de
Gelfand e Fomin. Aqui desenvolvemos uma abordagem completamente diferente ao teorema
de Noether que nos vai permitir demonstrar uma formulac¸a˜o do teorema que envolve ambas
as generalizac¸o˜es. Ale´m disso, o pressuposto de dependeˆncia linear de Φ em relac¸a˜o ao
paraˆmetro e´ eliminado. Outra vantagem da nossa abordagem e´ que na˜o necessitamos de
recorrer, como e´ costume, a`s condic¸o˜es de transversalidade. Este facto permite-nos tratar
situac¸o˜es mais complexas de problemas onde as condic¸o˜es de fronteira na˜o sa˜o conhecidas.
Usando como motivac¸a˜o e fonte de inspirac¸a˜o as argu´cias do artigo original de Emmy
Noether [185, 186] e a abordagem mais simples e directa de Andrzej Trautman [284], Hanno
Rund [210] (veja-se tambe´m [167]) e John David Logan [165], estendemos as ideias de Gel-
fand e Fomin [116], obtendo uma nova versa˜o do teorema de E. Noether para problemas
do controlo o´ptimo hs-invariantes, onde hs pode depender igualmente da varia´vel de con-
trolo (Teorema 56). Posteriormente, usamos a reparametrizac¸a˜o do tempo introduzida no
3No ca´lculo das variac¸o˜es, as condic¸o˜es de transversalidade sa˜o expressas pela chamada variac¸a˜o geral da
funcional (vide v.g. [117, §13] ou [119, p. 185]).
4A possibilidade das transformac¸o˜es dependerem de x˙ ja´ se encontra, na verdade, prevista no artigo [185] de
E. Noether. Ela foi, com excepc¸a˜o de [116], completamente esquecida pela literatura do ca´lculo das variac¸o˜es.
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Cap´ıtulo 2, e a relac¸a˜o entre as extremais estabelecida no Cap´ıtulo 4, e obtemos o teorema
de E. Noether numa forma mais geral (Teorema 69).
Outra vertente de inovac¸a˜o dos nossos resultados, que permite aumentar em muito o
alcance de aplicac¸a˜o dos teoremas, e´ o alargamento do conceito de invariaˆncia para um con-
ceito mais abrangente que permite va´rios paraˆmetros e, o que e´ particularmente importante,
trabalhar com igualdades a menos de termos de ordem superior em relac¸a˜o aos paraˆmetros
(quasi-invariaˆncia). Exemplos concretos de aplicac¸a˜o dos resultados originais, a situac¸o˜es
na˜o cobertas pelas verso˜es pre´vias do teorema de Noether, em particular pelos me´todos em
[290, 292, 232, 138, 31, 32], sa˜o expostos em detalhe.
5.2 Contribuic¸a˜o original: Teorema de Noether para o con-
trolo o´ptimo
Neste cap´ıtulo consideramos o problema de controlo o´ptimo (P) com U = L∞ ([a, b]; Ω).
Demonstramos em §5.2.1 um caso particular e em §5.2.2 a forma mais geral do teorema de
Noether para o problema de Lagrange do controlo o´ptimo.
5.2.1 Teorema de Noether sem transformac¸a˜o da varia´vel de tempo
A noc¸a˜o seguinte generaliza as deﬁnic¸o˜es de invariaˆncia usadas em verso˜es pre´vias do
teorema de Noether, usando igualdades (5.2) e (5.3) a menos de termos de ordem superior
nos ρ paraˆmetros s1, · · · , sρ; invariaˆncia do Lagrangeano a menos de um diferencial exacto
d
dtΦ
s, na˜o necessariamente linear em relac¸a˜o aos paraˆmetros; e transformac¸o˜es parame´tricas
hs dependentes do tempo, estado e controlo.
Deﬁnic¸a˜o 50 Seja hs : [a, b]× Rn × Ω→ Rn,
s = (s1, . . . , sρ) , ‖s‖ =
√√√√ ρ∑
k=1
(sk)
2 < ε ,
uma famı´lia ρ-parame´trica de transformac¸o˜es C1 que para s = 0 se reduz a` identidade:
h0(t, x, u) = x , ∀(t, x, u) ∈ [a, b]× Rn × Ω .
Se existe uma func¸a˜o Φs(t, x, u) ∈ C1 ([a, b], Rn, Ω; R) e para todo o s = (s1, . . . , sρ), ‖s‖ < ε,
e (x(·), u(·)) admiss´ıvel existir um controlo us(·) ∈ L∞ ([a, b]; Ω) tal que:
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i)
∫ β
a
L (t, hs(t, x(t), u(t)), us(t)) dt
=
∫ β
a
(
L(t, x(t), u(t)) +
d
dt
Φs(t, x(t), u(t)) + δ (t, x(t), u(t), s)
)
dt (5.2)
para todo o β ∈ [a, b];
ii)
d
dt
hs(t, x(t), u(t)) + δ (t, x(t), u(t), s) = ϕ(t, hs(t, x(t), u(t)), us(t)); (5.3)
onde δ (t, x, u, s) denota termos que va˜o para zero mais ra´pido que ‖s‖ para cada t, x, u, i.e.,
lim
‖s‖→0
δ (t, x, u, s)
‖s‖ = 0 , (5.4)
enta˜o o problema (P) diz-se quasi-invariante sob as transformac¸o˜es hs(t, x, u) a menos de
Φs(t, x, u).
Observac¸a˜o 51 Assume-se que u0(·) = u(·) e que as derivadas ∂∂sus(·) existem e pertencem
a L∞. Este u´ltimo pressuposto nem sempre se veriﬁca quando o conjunto Ω de restric¸a˜o dos
controlos tem fronteira.
Observac¸a˜o 52 Resulta claro que a condic¸a˜o (5.2) e´ satisfeita se, e somente se,
L (t, hs(t, x(t), u(t)), us(t)) = L(t, x(t), u(t))+
d
dt
Φs(t, x(t), u(t))+δ (t, x(t), u(t), s) . (5.5)
Por razo˜es histo´ricas (cf. v.g. [116, 167, 137]), preferimos manter aqui os sinais de integrac¸a˜o
na Deﬁnic¸a˜o 50. Os resultados originais do cap´ıtulo podem, contudo, ser facilmente obtidos
com a condic¸a˜o equivalente (5.5) ( vide [270, 272]).
Observac¸a˜o 53 O tipo de transformac¸o˜es de invariaˆncia que consideramos, sa˜o transformac¸o˜es
que dependem de ρ paraˆmetros pequenos, s1, . . . , sρ, reais e independentes. Ainda que muitas
das transformac¸o˜es parame´tricas presentes nas aplicac¸o˜es formem um grupo (v.g. o grupo
Galileano, o grupo de Lorentz, o grupo de Poincare´ ou o grupo conformal), o conceito de
grupo na˜o e´ essencial para a formulac¸a˜o do teorema de Noether ( vide v.g. [116, 148, 137]).
Em [290, 292, 232, 138, 31, 32] considera-se que as transformac¸o˜es formam um grupo de
Lie. Aqui, estes pressupostos restritivos nas transformac¸o˜es na˜o sa˜o impostos.
Observac¸a˜o 54 Em [290], [232] e [138], como alia´s em todos os trabalhos pre´vios que co-
nhecemos, as transformac¸o˜es uni-parame´tricas dependem apenas das varia´veis de estado. Na
5.2 Contribuic¸a˜o original: Teorema de Noether para o controlo o´ptimo 65
Deﬁnic¸a˜o 50 as transformac¸o˜es dependem igualmente da varia´vel independente e varia´veis
de controlo. Em [290, 232, 138] as transformac¸o˜es uni-parame´tricas actuam, como na De-
ﬁnic¸a˜o 50, apenas sobre as varia´veis de estado. Na Secc¸a˜o 5.2.2 usaremos a reparametrizac¸a˜o
do tempo para permitir que elas actuem, com grande vantagem (cf. §5.2.3), tambe´m sobre a
varia´vel de tempo t. E´ tambe´m poss´ıvel formular um teorema de Noether sob transformac¸o˜es
ρ-parame´tricas a actuar (e depender) concomitantemente nas varia´veis tempo, estado e con-
trolo (cf. Observac¸a˜o 68).
O exemplo a seguir mostra um problema do controlo o´ptimo invariante sob uma famı´lia
de transformac¸o˜es uni-parame´trica, no sentido da Deﬁnic¸a˜o 50, mas na˜o invariante sob todas
as deﬁnic¸o˜es pre´vias de invariaˆncia [290, 232, 31, 32, 266, 270, 275] usadas em ligac¸a˜o com o
teorema de Noether. Isto ﬁca a dever-se ao facto do integral na˜o ser invariante mas apenas
invariante a menos de um diferencial exacto e a menos de termos de ordem superior em relac¸a˜o
ao paraˆmetro s (quasi-invariaˆncia); enquanto a terceira componente ϕ3 do vector velocidade
e´ tambe´m invariante apenas a menos de termos de ordem superior em relac¸a˜o ao paraˆmetro
(quasi-invariaˆncia).
Exemplo 55 (n = 3, r = 2) Consideremos o seguinte problema (P):
∫ b
a
(u1(t))
2 + (u2(t))
2 dt −→ min ,

x˙1(t) = u1(t) ,
x˙2(t) = u2(t) ,
x˙3(t) =
u2(t) (x2(t))
2
2
.
Temos que L (u1, u2) = u21 + u
2
2, ϕ (x2, u1, u2) =
(
u1, u2,
u2x22
2
)T
e ca´lculos directos mostram
que o problema e´ quasi-invariante sob
hs(t, x1, x2, x3) =
(
hsx1 (t, x1) , h
s
x2 (t, x2) , h
s
x3 (t, x2, x3)
)
=
(
x1 + st, x2 + st, x3 +
1
2
x22st
)
a menos de Φs(x1, x2) = 2s (x1 + x2): h0(t, x1, x2, x3) = (x1, x2, x3) e escolhendo us1 = u1+ s
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e us2 = u2 + s (u
0
1 = u1, u
0
2 = u2) obtemos
∫ β
a
L (us1(t), u
s
2(t)) dt =
∫ β
a
(u1(t) + s)
2 + (u2(t) + s)
2 dt
=
∫ β
a
[(
u1(t)2 + u2(t)2
)
+ 2s (u1(t) + u2(t)) + 2s2
]
dt
=
∫ β
a
[
L (u1(t), u2(t)) +
d
dt
(Φs (x1(t), x2(t))) + δ(s)
]
dt ,
pelo que a equac¸a˜o (5.2) e´ satisfeita com δ(s) = 2s2;
ϕ1 (us1(t)) = u1(t) + s =
d
dt
(x1(t) + st) =
d
dt
hsx1 (t, x1(t)) ,
ϕ2 (us2(t)) = u2(t) + s =
d
dt
(x2(t) + st) =
d
dt
hsx2 (t, x2(t)) ,
ϕ3
(
hsx2 (t, x2(t)) , u
s
2(t)
)
=
(u2(t) + s) (x2(t) + st)
2
2
=
u2(t)x2(t)2
2
+
1
2
s
(
x2(t)2 + 2x2(t)u2(t)t
)
+
(
u2(t)t2 + 2x2(t)t
)
s2 + t2s3
2
=
d
dt
(
x3(t) +
1
2
x2(t)2st
)
+ δ (t, x2(t), u2(t), s)
=
d
dt
hsx3 (t, x2(t), x3(t)) + δ (t, x2(t), u2(t), s) ,
e portanto (5.3) e´ tambe´m satisfeita.
Teorema 56 Se (P) e´ quasi-invariante sob as transformac¸o˜es hs(t, x, u) a menos de Φs(t, x, u),
no sentido da Deﬁnic¸a˜o 50, enta˜o
ψ(t) · ∂
∂sk
hs(t, x(t), u(t))|s=0 + ψ0
∂
∂sk
Φs(t, x(t), u(t))|s=0
(k = 1, . . . , ρ) sa˜o ρ primeiros integrais (cf. Deﬁnic¸a˜o 32).
Observac¸a˜o 57 A quantidade ψ(t) · ∂∂s hs(t, x(t))|s=0 e´ o cla´ssico momentum map, corres-
pondente a` simetria da acc¸a˜o.5
Observac¸a˜o 58 Apesar de na˜o existirem extremais anormais para o problema fundamental
do ca´lculo das variac¸o˜es, a existeˆncia de minimizantes anormais no ca´lculo das variac¸o˜es e
controlo o´ptimo e´ um feno´meno comum ( vide [233, 8, 37]). Os nossos resultados sa˜o capazes
de tratar, quer o caso normal, quer o caso anormal, enquanto os de [31, 32] na˜o consideram
5A simetria e´ a famı´lia uni-parame´trica de transformac¸o˜es hs que actua sobre as varia´veis do problema.
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a possibilidade de anormalidade. O Exemplo 79, considerado em §5.2.3, admite minimizantes
anormais.
Exemplo 59 Para o problema considerado no Exemplo 55, conclu´ımos do Teorema 56 que
2ψ0 (x1(t) + x2(t)) +ψ1(t)t+ψ2(t)t+ 12ψ3(t) (x2(t))
2 t e´ constante ao longo das extremais de
Pontryagin.
Exemplo 60 O problema (3.16) e´ invariante sob a famı´lia de transformac¸o˜es uni-parame´trica
hs(x) = esx (cf. Deﬁnic¸a˜o 50 com us = u e Φs ≡ 0). Obtemos do Teorema 56 que
ψ(t)x(t) ≡ constante , (5.6)
t ∈ [a, b], ao longo de uma qualquer extremal de Pontryagin do problema (3.16).
Exemplo 61 Sob a condic¸a˜o (3.18) o problema (3.17) e´ invariante sob hsx1 = e
sx1, hsx2 =
esx2, com usi = ui e Φ
s ≡ 0. A Proposic¸a˜o 41 e´ consequeˆncia do Teorema 56 e sera´ mais tarde
generalizada (cf. Proposic¸a˜o 84 e Exemplo 87). Outras concluso˜es sa˜o igualmente poss´ıveis
se impusermos condic¸o˜es diferentes aos campos de vectores Xi (cf. Exemplo 74).
Exemplo 62 (n = 3, r = 2) Considere-se o seguinte problema de controlo o´ptimo:
∫ b
a
(u1(t))
2 + (u2(t))
2 dt −→ min ,

x˙1(t) = u1(t) cosx3(t) ,
x˙2(t) = u1(t) sinx3(t) ,
x˙3(t) = u2(t) .
(5.7)
O sistema de controlo (5.7) serve de modelo a` cinema´tica de um carro (cf. [205, p. 32],
[237, §4]). O problema e´ invariante sob a famı´lia de transformac¸o˜es uni-parame´trica hs =(
hsx1 , h
s
x2 , h
s
x3
)
deﬁnida como se segue (repare-se que para s = 0 temos h0x1 (x1, x2) = x1,
h0x2 (x1, x2) = x2 e h
0
x3 (x3) = x3):
hsx1 (x1, x2) = x1 cos s− x2 sin s ,
hsx2 (x1, x2) = x1 sin s+ x2 cos s ,
hsx3 (x3) = x3 + s .
Para isso basta fazer Φs ≡ 0, us1 = u1 e us2 = u2 na Deﬁnic¸a˜o 50. A condic¸a˜o (5.2) e´
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trivialmente satisfeita e (5.3) facilmente veriﬁcada por ca´lculos directos:
d
dt
hsx1 = x˙1 cos s− x˙2 sin s = u1 (cosx3 cos s− sinx3 sin s) = u1 cos (x3 + s) = us1 coshsx3 ,
d
dt
hsx2 = x˙1 sin s+ x˙2 cos s = u1 (cosx3 sin s+ sinx3 cos s) = u1 sin (x3 + s) = u
s
1 sinh
s
x3 ,
d
dt
hsx3 = x˙3 = u2 = u
s
2 .
Como
∂hsx1
∂s
∣∣∣∣
s=0
= −x1 sin s− x2 cos s|s=0 = −x2 ,
∂hsx2
∂s
∣∣∣∣
s=0
= x1 cos s− x2 sin s|s=0 = x1 ,
∂hsx3
∂s
∣∣∣∣
s=0
= 1 ,
conclu´ımos imediatamente do Teorema 56 que se
(x1(t), x2(t), x3(t), u1(t), u2(t), ψ0, ψ1(t), ψ2(t), ψ3(t)) , t ∈ [a, b] ,
for uma extremal de Pontryagin do problema, enta˜o
−ψ1(t)x2(t) + ψ2(t)x1(t) + ψ3(t) ≡ constante .
Demonstrac¸a˜o. (Teorema 56.) Dado (5.2) temos, para todo o k ∈ {1, . . . , ρ} e todo o β ∈
[a, b], que
d
dsk
∫ β
a
[
d
dt
Φs(t, x(t), u(t)) + δ (t, x(t), u(t), s)
]
dt
=
d
dsk
∫ β
a
L (t, hs(t, x(t), u(t)), us(t)) dt
=
∫ β
a
(
∂L
∂x
· ∂
∂sk
hs(t, x(t), u(t)) +
∂L
∂u
· ∂
∂sk
us(t)
)
dt ,
com as derivadas parciais de L calculadas em (t, hs(t, x(t), u(t)), us(t)). Consequentemente,
para s = (s1, . . . , sρ) = 0,
0 =
∫ β
a
(
∂L
∂x
· ∂
∂sk
hs|s=0 +
∂L
∂u
· ∂
∂sk
us(t)|s=0 −
d
dt
∂
∂sk
Φs|s=0
)
dt, (5.8)
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onde agora, e ate´ ao ﬁm da demonstrac¸a˜o, todas as func¸o˜es sa˜o calculadas em (t, x(t), u(t)).
Se (x(·), u(·), ψ0, ψ(·)) e´ uma extremal de Pontryagin de (P) enta˜o, em virtude do sistema
adjunto (3.6),
ψ˙(t) = −ψ0∂L
∂x
− ψ(t) · ∂ϕ
∂x
⇔ −ψ0∂L
∂x
= ψ˙(t) + ψ(t) · ∂ϕ
∂x
.
Multiplicando (5.8) por −ψ0 obtemos
0 =
∫ β
a
(
ψ˙(t) · ∂
∂sk
hs|s=0 + ψ(t) ·
∂ϕ
∂x
· ∂
∂sk
hs|s=0
−ψ0∂L
∂u
· ∂
∂sk
us(t)|s=0 + ψ0
d
dt
∂
∂sk
Φs|s=0
)
dt. (5.9)
Pela condic¸a˜o de ma´ximo (3.4) sabemos que a expressa˜o
Mt(s) = ψ0 L(t, x(t), us(t)) + ψ(t) · ϕ(t, x(t), us(t))
atinge o seu ma´ximo para s = 0. Por conseguinte, para cada k ∈ {1, . . . , ρ}, ∂Mt(s)∂sk toma o
valor zero para s = 0, isto e´,
ψ0
∂L
∂u
· ∂
∂sk
us(t)|s=0 + ψ(t) ·
∂ϕ
∂u
· ∂
∂sk
us(t)|s=0 = 0. (5.10)
De (5.9) e (5.10) conclu´ımos que
0 =
∫ β
a
(
ψ˙(t) · ∂
∂sk
hs|s=0 + ψ(t) ·
∂ϕ
∂x
· ∂
∂sk
hs|s=0
+ψ(t) · ∂ϕ
∂u
· ∂
∂sk
us(t)|s=0 + ψ0
d
dt
∂
∂sk
Φs|s=0
)
dt. (5.11)
Por outro lado, diferenciando (5.3) em relac¸a˜o a sk, obtemos em s = 0 que
d
dt
∂
∂sk
hs|s=0 =
∂ϕ
∂x
· ∂
∂sk
hs|s=0 +
∂ϕ
∂u
· ∂
∂sk
us(t)|s=0
e portanto podemos escrever (5.11) na forma
∫ β
a
(
ψ˙(t) · ∂
∂sk
hs|s=0 + ψ(t) ·
d
dt
∂
∂sk
hs|s=0 + ψ0
d
dt
∂
∂sk
Φs|s=0
)
dt
=
∫ β
a
d
dt
(
ψ(t) · ∂
∂sk
hs|s=0 + ψ0
∂
∂sk
Φs|s=0
)
dt = 0.
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Isto signiﬁca que
ψ(β) · ∂
∂sk
hs (β, x(β), u(β))|s=0 + ψ0
∂
∂sk
Φs (β, x(β), u(β))|s=0
= ψ(a) · ∂
∂sk
hs (a, x(a), u(a))|s=0 + ψ0
∂
∂sk
Φs (a, x(a), u(a))|s=0
∀β ∈ [a, b], i.e.,
ψ(t) · ∂
∂sk
hs(t, x(t), u(t))|s=0 + ψ0
∂
∂sk
Φs (t, x(t), u(t))|s=0
e´ constante em [a, b].
Observac¸a˜o 63 A partir de (5.5) temos que
δ (t, x(t), u(t), s) = L (t, hs (t, x(t), u(t)) , us(t))− L (t, x(t), u(t))− d
dt
Φs (t, x(t), u(t)) ,
enquanto de (5.3) obtemos
δ (t, x(t), u(t), s) = ϕ (t, hs (t, x(t), u(t)) , us(t))− d
dt
hs (t, x(t), u(t)) .
Destas igualdades, fo´rmulas explicitas para as derivadas de cada δ (t, x, u, s1, . . . , sρ) em
relac¸a˜o a sk (k = 1, . . . , ρ) podem ser obtidas. As derivadas anulam-se para s = (s1, . . . , sρ) =
0 devido a (5.4).
Observac¸a˜o 64 A demonstrac¸a˜o original de Emmy Noether [185, 186] e´ baseada em resulta-
dos profundos e conceptualmente dif´ıceis do ca´lculo das variac¸o˜es. Uma abordagem prefer´ıvel,
que evita, por completo, o uso das condic¸o˜es de transversalidade, foi proposta por Hanno Rund
em 1973 [210]. O me´todo de Rund permite deduzir o teorema de Noether, praticamente sem
esforc¸o, directamente da noc¸a˜o de invariaˆncia e por recurso a te´cnicas elementares (veja-se
tambe´m o livro de Lovelock e Rund [167]). Pode dizer-se que a demonstrac¸a˜o do Teorema 56
generaliza a abordagem de Rund do ca´lculo das variac¸o˜es ao controlo o´ptimo.
Observac¸a˜o 65 Tendo em conta que todos os conceitos e ferramentas sob considerac¸a˜o,
incluindo o princ´ıpio do ma´ximo de Pontryagin, sa˜o de natureza local em relac¸a˜o ao estado,
o facto de nos restringirmos a varia´veis de estado em espac¸os Euclideanos Rn na˜o conduz
a qualquer perda de generalidade. Podemos aﬁrmar que os resultados obtidos no presente
cap´ıtulo sa˜o gerais para todos os problemas de controlo o´ptimo satisfazendo algum princ´ıpio
do ma´ximo. Embora no presente cap´ıtulo usemos o princ´ıpio do ma´ximo (Teorema 17) como
foi apresentado em primeira ma˜o, no livro [199], por L. S. Pontryagin e seus colaboradores,
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para problemas de controlo o´ptimo em Rn, esta versa˜o na˜o esgota, de maneira nenhuma,
todo o poder do princ´ıpio do ma´ximo. A preocupac¸a˜o de formula´-lo e demonstra´-lo nos mais
diversos contextos e´ um assunto muito em progresso ( vide v.g. [57, 236]). Por exemplo,
e´ poss´ıvel obter uma formulac¸a˜o do princ´ıpio do ma´ximo de Pontryagin independente de
coordenadas, na terminologia da geometria simple´ctica ( vide v.g. [234], [6, Cap. 11]), e
formular os Teoremas 56 e 69 em variedades (cf. [198]).
5.2.2 Teorema de Noether com transformac¸a˜o da varia´vel de tempo
Vamos agora generalizar a noc¸a˜o de invariaˆncia dada na Deﬁnic¸a˜o 50, admitindo a possi-
bilidade de uma transformac¸a˜o ρ-parame´trica da varia´vel independente t.
Deﬁnic¸a˜o 66 Seja hs(t, x, u) = (hst (t, x, u), h
s
x(t, x, u)), h
s
t : [a, b] × Rn × Ω → R e
hsx : [a, b] × Rn × Ω → Rn (‖s‖ < ε), uma famı´lia ρ-parame´trica de transformac¸o˜es C1
e h0(t, x, u) = (t, x) para todo o (t, x, u) ∈ [a, b]×Rn×Ω. Se existe uma func¸a˜o Φs(t, x, u) ∈
C1 ([a, b], Rn, Ω; R) e para todo o s = (s1, . . . , sρ) e para todo o par admiss´ıvel (x(·), u(·))
existir um controlo us(·) ∈ L∞ ([a, b]; Ω) tal que:6
i)
∫ hst (β,x(β),u(β))
hst (a,x(a),u(a))
L (ts, hsx(t
s, x(ts), u(ts)), us(ts)) dts
=
∫ β
a
(
L(t, x(t), u(t)) +
d
dt
Φs(t, x(t), u(t)) + δ (t, x(t), u(t), s)
)
dt, (5.12)
para todo o β ∈ [a, b];
ii)
d
dts
hsx(t
s, x(ts), u(ts)) + δ (t, x(t), u(t), s) = ϕ(ts, hsx(t
s, x(ts), u(ts)), us(ts)), (5.13)
para ts = hst (t, x(t), u(t));
enta˜o o problema (P) diz-se quasi-invariante sob as transformac¸o˜es (hst (t, x, u), h
s
x(t, x, u)) a
menos de Φs(t, x, u).
Observac¸a˜o 67 Resulta claro, transformando o integral no primeiro membro de (5.12) para
6As func¸o˜es δ teˆm o mesmo signiﬁcado que na Deﬁnic¸a˜o 50.
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o intervalo [a, β], que a condic¸a˜o (5.12) e´ equivalente a
L (ts, hsx (t
s, x(ts), u(ts)) , us(ts))
dts
dt
= L (t, x(t), u(t)) +
d
dt
Φs (t, x(t), u(t)) + δ (t, x(t), u(t), s) , (5.14)
com ts = hst (t, x(t), u(t)). No caso particular da Deﬁnic¸a˜o 50 temos h
s
t = t e a condic¸a˜o
(5.5) e´ obtida.
Observac¸a˜o 68 Uma noc¸a˜o de invariaˆncia para problemas do controlo o´ptimo, conceptu-
almente na˜o ta˜o geral como a da Deﬁnic¸a˜o 66 mas com a vantagem de ser um pouco mais
construtiva, usando uma famı´lia de transformac¸o˜es que, explicitamente, modiﬁca todas as
varia´veis (tempo, estados e controlos), foi elaborada e desenvolvida pelo autor deste traba-
lho em [270, 272]. Aqui formulamos o teorema de Noether (Teorema 69) na sua forma mais
ecume´nica. A factor “pouco construtivo” sera´ aqui abordado numa secc¸a˜o a` parte (cf. §5.2.4).
Obtemos de seguida uma versa˜o mais geral do teorema de Noether para problemas de
controlo o´ptimo, que permite construir quantidades conservadas ao longo das extremais de
Pontryagin do problema. O Teorema 69 fornece ρ leis de conservac¸a˜o quando o problema (P)
e´ quasi-invariante a menos de Φs sob uma famı´lia de transformac¸o˜es contendo ρ paraˆmetros.
Teorema 69 Se (P) e´ quasi-invariante sob as transformac¸o˜es (hst (t, x, u), h
s
x(t, x, u)) a
menos de Φs(t, x, u), no sentido da Deﬁnic¸a˜o 66, enta˜o
ψ(t) · ∂
∂sk
hsx(t, x(t), u(t))|s=0 + ψ0
∂
∂sk
Φs(t, x(t), u(t))|s=0
−H (t, x(t), u(t), ψ0, ψ(t)) ∂
∂sk
hst (t, x(t), u(t))|s=0
e´ um primeiro integral ∀ k = 1, . . . , ρ.
Observac¸a˜o 70 Na formulac¸a˜o do Teorema 69, H e´ o Hamiltoniano (3.5) associado ao
problema (P).
Observac¸a˜o 71 Para o problema fundamental do ca´lculo das variac¸o˜es, se ﬁzermos ρ = 1,
Φs ≡ 0 e δ (t, x, u, s) ≡ 0 em (5.12) e (5.13), o Teorema 69 coincide com o teorema de
Noether em [117, §20].7 O par
(
∂
∂s
hst (t, x, u)|s=0 ,
∂
∂s
hsx(t, x, u)|s=0
)
7A nossa demonstrac¸a˜o e´, todavia, muito mais elegante do que aquela encontrada em [117, §20], que e´
assente na chamada “fo´rmula geral para a variac¸a˜o de uma funcional” (cf. nota de rodape´ na pa´g. 62).
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e´ o campo de vectores tangente a {hs}. O primeiro integral constru´ıdo no teorema de Noether
e´ o valor da 1-forma diferencial de Poincare´-Cartan w = ψ dx − H dt sobre o campo de
vectores tangente. Para uma resenha destas questo˜es e o papel dos resultados de E. Noether
na mecaˆnica veja-se [302].
Observac¸a˜o 72 O Teorema 69, como as formulac¸o˜es cla´ssicas do teorema de Noether para
o ca´lculo das variac¸o˜es ( vide v.g. [10, 13, 117, 137, 209]) e as verso˜es para controlo o´ptimo
( vide v.g. [138, 232]), e´ expresso como uma implicac¸a˜o: “invariaˆncia implica a existeˆncia de
uma lei de conservac¸a˜o”. E´ no entanto poss´ıvel a formulac¸a˜o de uma condic¸a˜o necessa´ria e
suﬁciente (cf. [265, Theorem 2]). Esta equivaleˆncia, presente no trabalho original de Noether
[185, 186], mas praticamente ausente na muita literatura sobre o assunto (como excepc¸a˜o
veja-se [144]), pode ser interpretada como um caso particular do Corola´rio 35.
Observac¸a˜o 73 Os problemas auto´nomos sa˜o invariantes sob hst = t + s e h
s
x = x (os
problemas auto´nomos sa˜o invariantes no tempo). Resulta do Teorema 69 que o correspondente
Hamiltoniano H e´ constante ao longo das extremais de Pontryagin (cf. igualdade (3.7)). Para
o problema invariante no tempo (3.16), este facto, juntamente com a lei de conservac¸a˜o (5.6),
da´ uma explicac¸a˜o alternativa para (3.15) ser constante ao longo das extremais do problema.
Exemplo 74 Sob as hipo´teses Xi (λx1) = λξXi (x1), ξ ∈ R \ {1}, o problema (3.17) e´
invariante (δ = 0) sob
ts = hst (t) = e
−2st , hsx1 (x1(t
s)) = e
3
ξ−1 sx1(t) , hsx2 (x2(t
s)) = e
(
3ξ
ξ−1−1
)
s
x2(t) ,
com usi (t
s) = esui(t) e Φs ≡ 0:
L (us1(t
s), . . . , usn(t
s))
dts
dt
= e2s
(
n∑
i=1
(ui(t))
2
)
e−2s = L (u1(t), . . . , un(t)) ,
pelo que (5.14) e´ satisfeita;
d
dts
hsx1 (x1(t
s)) =
d
dt
(
e
3
ξ−1 sx1(t)
) dt
dts
= e
3
ξ−1 sx2(t)e2s = hsx2 (x2(t
s)) ,
d
dts
hsx2 (x2(t
s)) =
d
dt
(
e
(
3ξ
ξ−1−1
)
s
x2(t)
)
dt
dts
= e
(
3ξ
ξ−1+1
)
s
n∑
i=1
Xi (x1(t))ui(t)
=
n∑
i=1
(
e
3s
ξ−1
)ξ
Xi (x1(t)) (esui(t)) =
n∑
i=1
Xi
(
hsx1 (x1(t
s))
)
usi (t
s) ,
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e a condic¸a˜o (5.13) e´ igualmente veriﬁcada. Conclu´ımos do Teorema 69 que
ψ1(t)
3
ξ − 1x1(t) + ψ2(t)
(
3ξ
ξ − 1 − 1
)
x2(t) + 2Ht
e´ constante ao longo das extremais do problema (3.17).8
Demonstrac¸a˜o. (Teorema 69.) A demonstrac¸a˜o assenta na reduc¸a˜o ao Teorema 56, atrave´s
da reparametrizac¸a˜o do tempo introduzida em §2.3. A conclusa˜o pretendida e´ obtida a partir
do Teorema 47 e da Proposic¸a˜o 75.
Proposic¸a˜o 75 Se (P) e´ quasi-invariante sob (hst (t, x, u), h
s
x(t, x, u)) a menos de Φ
s(t, x, u),
no sentido da Deﬁnic¸a˜o 66, enta˜o (Pτ ) e´ quasi-invariante sob hs (t, z, w) = (hst (t, z, w),
hsx(t, z, w)) a menos de Φ
s(t, z, w) no sentido da Deﬁnic¸a˜o 50.
Demonstrac¸a˜o. A Proposic¸a˜o e´ uma consequeˆncia da Deﬁnic¸a˜o 66. Basta efectuar a substi-
tuic¸a˜o de varia´vel ts = hst (t(τ), x(t(τ)), u(t(τ))) no primeiro membro da igualdade (5.12); a
mudanc¸a t = t(τ) no segundo membro de (5.12); e a mudanc¸a de varia´vel t = t(τ) em (5.13).
Seja (x(·), u(·), ψ0, ψ(·)) uma extremal de Pontryagin de (P). Sob as hipo´teses do Teo-
rema 69, o Teorema 47, a Proposic¸a˜o 75 e o Teorema 56 implicam que para k ∈ {1, . . . , ρ}
pt(τ)
∂
∂sk
hst (t(τ), x(t(τ)), u(t(τ)))|s=0
+ pz(τ) · ∂
∂sk
hsx (t(τ), x(t(τ)), u(t(τ)))|s=0
+ p0
∂
∂sk
Φs (t(τ), x(t(τ)), u(t(τ)))|s=0
e´ constante para τ ∈ [τa, τb], ou seja,
−H (t, x(t), u(t), ψ0, ψ(t)) ∂
∂sk
hst (t, x(t), u(t))|s=0
+ ψ(t) · ∂
∂sk
hsx(t, x(t), u(t))|s=0 + ψ0
∂
∂sk
Φs(t, x(t), u(t))|s=0
e´ constante em [a, b].
8Tal como o Exemplo 61, tambe´m esta situac¸a˜o ira´ ser inclu´ıda na Proposic¸a˜o 84, pa´g. 83. Para isso basta
escolher α = −2, β1 = 3ξ−1 , β2 = 3ξξ−1−1 e γ1 = · · · = γn = 1 na Proposic¸a˜o 84 (β1−α = β2, β2−α = ξβ1+1).
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Observac¸a˜o 76 Para
ψ(t) · ∂
∂sk
hsx(t, x(t), u(t))|s=0 −H (t, x(t), u(t), 0, ψ(t))
∂
∂sk
hst (t, x(t), u(t))|s=0 ,
k = 1, . . . , ρ, ser um primeiro integral anormal (cf. Deﬁnic¸a˜o 34) sob hs(t, x, u) = (hst (t, x, u),
hsx(t, x, u)), e´ suﬁciente que a condic¸a˜o (5.13) da Deﬁnic¸a˜o 66 seja satisfeita.
5.2.3 Exemplos ilustrativos
Na˜o e´ problema´tico encontrar situac¸o˜es para as quais o Teorema 69 proporciona leis de
conservac¸a˜o novas, na˜o facilmente obtidas dos resultados previamente conhecidos. Seguem-se
alguns exemplos.
Exemplo 77 (n = r = 1) Para o problema
I [x(·), u(·)] =
∫ b
a
etx(t)u(t) dt −→ min ,
x˙(t) = tx(t)u(t)2 , u ∈ Ω ,
constatamos que
ψ0tetx(t)u(t) + ψ(t)x(t)
(
(tu(t))2 + 1
)
(5.15)
e´ constante ao longo de qualquer extremal de Pontryagin (x(·), u(·), ψ0, ψ(·)). Para isso faze-
mos ts = hst (t) = e
−st, hsx (x(ts)) = esx(t), us(ts) = esu(t), Φs ≡ 0 na Deﬁnic¸a˜o 66:
∫ hst (β)
hst (a)
L (ts, hsx (x(t
s)) , us(ts)) dts
ts=hst (t)=
∫ β
a
L
(
e−st, esx(t), esu(t)
) d (e−st)
dt
dt =
∫ β
a
etx(t)u(t)dt
=
∫ β
a
L (t, x(t), u(t)) dt ;
ϕ (ts, hsx (x(t
s)) , us(ts))
= tshsx (x(t
s)) (us(ts))2 = tx(t)e2su(t)2 = (esx˙(t)) es =
d
dt
(esx(t))
dt
dts
=
d
dts
hsx (x(t
s)) .
Conclu´ımos enta˜o, do Teorema 69, que ψx + Ht e´ um primeiro integral (que coincide com
(5.15)).
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A lei de conservac¸a˜o ψ0tetx(t)u(t) + ψ(t)x(t)
(
(tu(t))2 + 1
) ≡ constante pode ser olhada, tal
como a segunda condic¸a˜o de Erdmann, como uma condic¸a˜o necessa´ria de optimalidade.
Uma das novidades dos resultados obtidos e´ considerarem-se simetrias do sistema que
alteram a funcional custo a menos de um diferencial exacto. Uma vez que Φs pode depender
do paraˆmetro s de uma maneira na˜o linear, os Teoremas 56 e 69 generalizam os resultados
conhecidos mesmo para o problema fundamental do ca´lculo das variac¸o˜es. O exemplo seguinte
ilustra esta questa˜o. Notamos ainda que no Exemplo 78 a transformac¸a˜o de estado hs depende
na˜o apenas da varia´vel de estado x mas tambe´m do tempo t. Esta dependeˆncia na˜o e´ poss´ıvel
em [290, 292, 232, 138, 31, 32].
Exemplo 78 Considere-se o seguinte problema fundamental do ca´lculo das variac¸o˜es (n =
r = 1, Ω = R):
∫ b
a
(u(t))2 dt −→ min ,
x˙(t) = u(t) .
Neste caso temos L = u2 e ϕ = u. Facilmente conclu´ımos que tal problema e´ invariante, no
sentido da Deﬁnic¸a˜o 50, sob a transformac¸a˜o uni-parame´trica hs(t, x) = x+st (h0(t, x) = x).
Basta observar que para Φs(t, x) = s2t+ 2sx e us(t) = u(t) + s (u0(t) = u(t)) temos:
∫ β
a
L (us(t)) dt =
∫ β
a
(u(t) + s)2 dt =
∫ β
a
(
(u(t))2 + s2 + 2su(t)
)
dt
=
∫ β
a
(
L (u(t)) +
d
dt
Φs (t, x(t))
)
dt ;
d
dt
hs (t, x(t)) = x˙(t) + s = ϕ (us(t)) .
Do Teorema 56 resulta que ψ(t)t+ 2ψ0x(t) e´ constante em t ao longo das extremais. Como
para o problema fundamental do ca´lculo das variac¸o˜es ψ(t) = ∂L∂u (t, x(t), u(t)) e ψ0 = −1, a
conclusa˜o e´ a de que x˙(t)t− x(t) e´ um primeiro integral das equac¸o˜es diferenciais de Euler-
Lagrange.
O pro´ximo exemplo e´ um problema importante no contexto da geometria sub-Riemanniana
(vide [285]). Apesar do problema ser auto´nomo, a transformac¸a˜o da varia´vel tempo e´ ne-
cessa´ria para a obtenc¸a˜o dos primeiros integrais. Esta situac¸a˜o na˜o e´ considerada pelos
resultados em [290, 292, 232, 138, 31, 32]. Os primeiros integrais obtidos sa˜o novos.
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Exemplo 79 Considere-se o problema (n = 3, r = 2)
∫ b
a
(u1(t))
2 + (u2(t))
2 dt −→ min

x˙1(t) = u1(t) ,
x˙2(t) =
u2(t)
1 + αx1(t)
,
x˙3(t) = (x2(t))
2 u1(t) .
α ∈ R ,
Neste caso o Hamiltoniano e´ dado por
H(x1, x2, u1, u2, ψ0, ψ1, ψ2, ψ3) = ψ0
(
u21 + u
2
2
)
+ ψ1u1 +
ψ2u2
1 + αx1
+ ψ3x22u1 ,
e ψ3 e H sa˜o primeiros integrais triviais (H na˜o depende de x3 e t e a conclusa˜o prove´m
directamente do sistema adjunto (3.6) e do Teorema 25). Quando α = 0, isto e´ para o
problema de Martinet da geometria sub-Riemanniana no caso plano (ﬂat) ( vide [2, 36]),
ψ1 e´ igualmente um primeiro integral trivial do problema. Por interme´dio do teorema de
Noether com transformac¸a˜o da varia´vel tempo, obteremos primeiros integrais novos e na˜o
triviais. Consideraremos duas situac¸o˜es: α = 0 ( caso plano) e α = 0 ( caso na˜o plano).
Problema ﬂat. Para α = 0, os pressupostos do Teorema 69 sa˜o satisfeitos com ts =
hst (t) = e
2st, hsx1 (x1(t
s)) = esx1 (t), hsx2 (x2(t
s)) = esx2 (t), hsx3 (x3(t
s)) = e3sx3 (t), e Φs ≡ 0.
Com efeito, o problema e´ invariante sob estas transformac¸o˜es, no sentido da Deﬁnic¸a˜o 66,
uma vez que para us1(t
s) = e−su1 (t) e us2(ts) = e−su2 (t) obtemos:
∫ hst (β)
hst (a)
(
(us1(t
s))2 + (us2(t
s))2
)
dts =
∫ β
a
(
(u1(t))
2 + (u2(t))
2
)
e−2s
dhst (t)
dt
dt
=
∫ β
a
(
(u1(t))
2 + (u2(t))
2
)
dt ;
d
dts
(
hsx1 (x1(t
s))
)
=
d
dt (e
sx1(t))
dhst (t)
dt
=
esx˙1(t)
e2s
= e−su1(t) = us1(t
s) ;
d
dts
(
hsx2 (x2(t
s))
)
=
d
dt (e
sx2(t))
dhst (t)
dt
= e−sx˙2(t) = e−su2(t) = us2(t
s) ;
d
dts
(
hsx3 (x3(t
s))
)
=
d
dt
(
e3sx3(t)
)
dhst (t)
dt
= esx˙3(t) = es (x2(t))
2 u1(t)
=
(
hsx2 (x2(t
s))
)2
us1(t
s) .
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Porque
∂
∂s
(
hsx1 (x1(t
s))
)∣∣
s=0
=
∂
∂s
(esx1(t))|s=0 = x1(t) ,
∂
∂s
(
hsx2 (x2(t
s))
)∣∣
s=0
=
∂
∂s
(esx2(t))|s=0 = x2(t) ,
∂
∂s
(
hsx3 (x3(t
s))
)∣∣
s=0
=
∂
∂s
(
e3sx3(t)
)∣∣
s=0
= 3x3(t) ,
∂
∂s
(ts)|s=0 =
∂
∂s
(
e2st
)∣∣
s=0
= 2t ,
o Teorema 69 garante, enta˜o, que
ψ1x1(t) + ψ2(t)x2(t) + 3ψ3x3(t)− 2Ht ≡ constante , (5.16)
t ∈ [a, b], ao longo das extremais de Pontryagin
(x1(·), x2(·), x3(·), u1(·), u2(·), ψ0, ψ1, ψ2(·), ψ3)
do problema ﬂat.
Problema na˜o ﬂat. Para α = 0, o problema e´ invariante, no sentido da Deﬁnic¸a˜o 66,
sob ts = hst (t) = e
2st, hsx1 (x1(t
s)) = e
s(αx1(t)+1)−1
α , h
s
x2 (x2(t
s)) = x2 (t), e hsx3 (x3(t
s)) =
esx3 (t), novamente com Φs ≡ 0, us1(ts) = e−su1 (t) e us2(ts) = e−su2 (t). A condic¸a˜o (5.12),
de invariaˆncia para o Lagrangeano, foi ja´ veriﬁcada para o caso ﬂat. As condic¸o˜es (5.13)
sa˜o facilmente aferidas:
d
dts
(
hsx1 (x1(t
s))
)
=
d
dt
(
esx1(t) + e
s−1
α
)
dhst (t)
dt
=
esu1(t)
e2s
= e−su1(t) = us1(t
s) ,
d
dts
(
hsx2 (x2(t
s))
)
=
d
dt (x2(t))
e2s
=
e−su2(t)
es (1 + αx1(t))
=
us2(t
s)
1 + αhsx1 (x1(t
s))
,
d
dts
(
hsx3 (x3(t
s))
)
=
d
dt (e
sx3(t))
e2s
= e−sx˙3(t) = (x2(t))2 e−su1(t) =
[
hsx2 (x2(t
s))
]2
us1(t
s) .
Resulta do Teorema 69 que ψ1(t)
(
x1(t) + 1α
)
+ ψ3x3(t)− 2Ht e´ um primeiro integral.
5.2.4 Obtenc¸a˜o das transformac¸o˜es parame´tricas hs
Os resultados obtidos dependem da existeˆncia da famı´lia de transformac¸o˜es hs. Como ob-
ter tais transformac¸o˜es? Este e´ o grande problema (hoc opus hic labor est), que infelizmente
pouca atenc¸a˜o tem recebido. A obtenc¸a˜o das transformac¸o˜es de invariaˆncia na˜o e´ o´bvia e pode
exigir considera´vel ingenuidade ab initio. A partir da nossa deﬁnic¸a˜o de quasi-invariaˆncia e´,
no entanto, mais fa´cil obter condic¸o˜es necessa´rias que permitam determinar uma famı´lia de
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transformac¸o˜es sob a qual um dado problema de controlo o´ptimo e´ quasi-invariante. Ilus-
traremos este facto com a ajuda de exemplos. Se apenas as transformac¸o˜es sa˜o conhecidas,
as equac¸o˜es (5.17) e (5.18) representam equac¸o˜es diferenciais parciais de primeira-ordem nas
func¸o˜es desconhecidas L e ϕ e o Teorema 80 pode ser usado na caracterizac¸a˜o de um conjunto
de problemas de controlo o´ptimo que possuem propriedades de invariaˆncia ﬁxas a` priori (cf.
Secc¸a˜o 3.5).
Teorema 80 As condic¸o˜es
d
dt
∂Φs
∂sk
∣∣∣∣
s=0
=
∂L
∂t
∂hst
∂sk
∣∣∣∣
s=0
+
∂L
∂x
· ∂h
s
x
∂sk
∣∣∣∣
s=0
+
∂L
∂u
· ∂u
s
∂sk
∣∣∣∣
s=0
+ L
d
dt
∂hst
∂sk
∣∣∣∣
s=0
, (5.17)
d
dt
∂hsx
∂sk
∣∣∣∣
s=0
=
∂ϕ
∂t
∂hst
∂sk
∣∣∣∣
s=0
+
∂ϕ
∂x
· ∂h
s
x
∂sk
∣∣∣∣
s=0
+
∂ϕ
∂u
· ∂u
s
∂sk
∣∣∣∣
s=0
+ ϕ
d
dt
∂hst
∂sk
∣∣∣∣
s=0
, (5.18)
k = 1, . . . , ρ, sa˜o necessa´rias para o problema (P) ser quasi-invariante sob uma famı´lia ρ-
-parame´trica de transformac¸o˜es hs a menos de Φs (cf. Deﬁnic¸a˜o 66).
Demonstrac¸a˜o. A demonstrac¸a˜o e´ um exerc´ıcio simples que se obte´m da deﬁnic¸a˜o de quasi-
-invariaˆncia: utilizando as igualdades h0(t, x, u) = (t, x) e u0 = u, basta diferenciar (5.14) e
(5.13) em relac¸a˜o a sk e depois fazer s = 0.
Os pro´ximos exemplos ilustram como o Teorema 80 pode ser usado na obtenc¸a˜o de famı´lias
de transformac¸o˜es que manteˆm o problema quasi-invariante no sentido das Deﬁnic¸o˜es 50 e
66. A possibilidade de invariaˆncia a menos de termos de ordem superior em relac¸a˜o aos
paraˆmetros (quasi-invariaˆncia) e´ crucial, o que explica a auseˆncia das condic¸o˜es necessa´rias
do Teorema 80 na literatura (a noc¸a˜o de quasi-invariaˆncia e´ nova, tendo sido introduzida pelo
autor em [272, 280]).
Exemplo 81 (n = 4, r = 2) Revisitemos o problema
∫ b
a
(
(u1(t))
2 + (u2(t))
2
)
dt −→ min ,

x˙1(t) = x3(t)
x˙2(t) = x4(t)
x˙3(t) = −x1(t)
(
(x1(t))
2 + (x2(t))
2
)
+ u1(t)
x˙4(t) = −x2(t)
(
(x1(t))
2 + (x2(t))
2
)
+ u2(t) ,
considerado no Exemplo 36 e procuremos uma famı´lia uni-parame´trica de transformac¸o˜es sem
alterac¸a˜o da varia´vel tempo (hst = t) e com Φ
s ≡ 0, sob a qual o problema e´ quasi-invariante.
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O Teorema 80 aﬁrma que as condic¸o˜es seguintes devem ser satisfeitas:


u1
∂us1
∂s
∣∣∣∣
s=0
= −u2 ∂u
s
2
∂s
∣∣∣∣
s=0
d
dt
∂hsx1
∂s
∣∣∣∣
s=0
=
∂hsx3
∂s
∣∣∣∣
s=0
d
dt
∂hsx2
∂s
∣∣∣∣
s=0
=
∂hsx4
∂s
∣∣∣∣
s=0
d
dt
∂hsx3
∂s
∣∣∣∣
s=0
= − (3x21 + x22) ∂hsx1∂s
∣∣∣∣
s=0
− 2x1x2
∂hsx2
∂s
∣∣∣∣
s=0
+
∂us1
∂s
∣∣∣∣
s=0
d
dt
∂hsx4
∂s
∣∣∣∣
s=0
= −2x1x2
∂hsx1
∂s
∣∣∣∣
s=0
− (x21 + 3x22) ∂hsx2∂s
∣∣∣∣
s=0
+
∂us2
∂s
∣∣∣∣
s=0
.
(5.19)
Obte´m-se facilmente que (5.19) e´ satisfeita com
∂us1
∂s
∣∣∣∣
s=0
= −u2 , ∂u
s
2
∂s
∣∣∣∣
s=0
= u1 ,
∂hsx1
∂s
∣∣∣∣
s=0
= −x2 ,
∂hsx2
∂s
∣∣∣∣
s=0
= x1 ,
∂hsx3
∂s
∣∣∣∣
s=0
= −x4 ,
∂hsx4
∂s
∣∣∣∣
s=0
= x3 .
Escolhendo us1 = u1 − u2s, us2 = u2 + u1s, hsx1 = x1 − x2s, hsx2 = x2 + x1s, hsx3 = x3 − x4s,
hsx4 = x4 + x3s, podemos veriﬁcar que as condic¸o˜es (5.5) e (5.3) sa˜o de facto verdadeiras:
L (us1, u
s
2) = (u1 − u2s)2 + (u2 + u1s)2 =
(
u21 + u
2
2
)
+
(
u21 + u
2
2
)
s2 = L(u1, u2) + δ (u1, u2, s) ,
ϕ1
(
hsx3
)
= x3 − x4s = ddt (x1 − x2s) =
d
dt
hsx1 ,
ϕ2
(
hsx4
)
= x4 + x3s =
d
dt
(x2 + x1s) =
d
dt
hsx2 ,
ϕ3
(
hsx1 , h
s
x2 , u
s
1
)
= − (x1 − x2s)
(
(x1 − x2s)2 + (x2 + x1s)2
)
+ u1 − u2s
=
[−x1(x21 + x22) + u1 + x2(x21 + x22)s− u2s]+ [(x2s− x1)(x21 + x22)s2]
=
d
dt
hsx3 + δ (x1, x2, s) ,
ϕ4
(
hsx1 , h
s
x2 , u
s
2
)
= − (x2 + x1s)
(
(x1 − x2s)2 + (x2 + x1s)2
)
+ u2 + u1s
=
[−x2(x21 + x22) + u2 − x1(x21 + x22)s+ u1s]+ [(−x2 − x1s)(x21 + x22)s2]
=
d
dt
hsx4 + δ (x1, x2, s) .
A partir do Teorema 56 obtemos o primeiro integral (3.13):
−ψ1(t)x2(t) + ψ2(t)x1(t)− ψ3(t)x4(t) + ψ4(t)x3(t) .
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O Exemplo 82 ilustra bem a efectividade do Teorema 80 na descoberta de uma famı´lia de
transformac¸o˜es hs que deixem o problema quasi-invariante: e´ relativamente fa´cil determinar
hs para a qual as condic¸o˜es (5.17) e (5.18) sa˜o satisfeitas, enquanto a veriﬁcac¸a˜o de (5.12) e
(5.13), mesmo a` posteriori, e´ tarefa muito mais trabalhosa.
Exemplo 82 (n = 4, r = 2) Consideremos agora o problema


x˙1 = u1(1 + x2)
x˙2 = u1x3
x˙3 = u2
x˙4 = u1x23
com L = u21 + u
2
2. Do Teorema 80 obtemos as seguintes condic¸o˜es necessa´rias para a trans-
formac¸a˜o uni-parame´trica hs =
(
hst , h
s
x1 , h
s
x2 , h
s
x3 , h
s
x4
)
deixar o problema quasi-invariante a
menos de Φs :

d
dt
∂Φs
∂s
∣∣∣∣
s=0
= 2u1
∂us1
∂s
∣∣∣∣
s=0
+ 2u2
∂us2
∂s
∣∣∣∣
s=0
+
(
u21 + u
2
2
) d
dt
∂hst
∂s
∣∣∣∣
s=0
d
dt
∂hsx1
∂s
∣∣∣∣
s=0
= u1
∂hsx2
∂s
∣∣∣∣
s=0
+ (1 + x2)
∂us1
∂s
∣∣∣∣
s=0
+ u1 (1 + x2)
d
dt
∂hst
∂s
∣∣∣∣
s=0
d
dt
∂hsx2
∂s
∣∣∣∣
s=0
= u1
∂hsx3
∂s
∣∣∣∣
s=0
+ x3
∂us1
∂s
∣∣∣∣
s=0
+ u1x3
d
dt
∂hst
∂s
∣∣∣∣
s=0
d
dt
∂hsx3
∂s
∣∣∣∣
s=0
=
∂us2
∂s
∣∣∣∣
s=0
+ u2
d
dt
∂hst
∂s
∣∣∣∣
s=0
d
dt
∂hsx4
∂s
∣∣∣∣
s=0
= 2u1x3
∂hsx3
∂s
∣∣∣∣
s=0
+ x23
∂us1
∂s
∣∣∣∣
s=0
+ u1x23
d
dt
∂hst
∂s
∣∣∣∣
s=0
.
As condic¸o˜es sa˜o satisfeitas com Φs ≡ 0 e
∂us1
∂s
∣∣∣∣
s=0
= −u1 , ∂u
s
2
∂s
∣∣∣∣
s=0
= −u2 , ddt
∂hst
∂s
∣∣∣∣
s=0
= 2 ,
∂hsx1
∂s
∣∣∣∣
s=0
= 3x1 ,
∂hsx2
∂s
∣∣∣∣
s=0
= 2 (1 + x2) ,
∂hsx3
∂s
∣∣∣∣
s=0
= x3 ,
∂hsx4
∂s
∣∣∣∣
s=0
= 3x4 .
Com as transformac¸o˜es ts = hst (t) = t(1 + 2s), u
s
1(t
s) = u1(t)(1 − s), us2(ts) = u2(t)(1 − s),
hsx1 (x1(t
s)) = x1(t)(1 + 3s), hsx2 (x2(t
s)) = x2(t) + 2s(1 + x2(t)), hsx3 (x3(t
s)) = x3(t)(1 + s),
hsx4 (x4(t
s)) = x4(t)(1 + 3s), o problema e´ quasi-invariante, porquanto as condic¸o˜es (5.14) e
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(5.13) sa˜o satisfeitas:
L (us1(t
s), us2(t
s))
dts
dt
=
(
u1(t)2 + u2(t)2
)
+
(
u1(t)2 + u2(t)2
)
(2s− 3) s2
= L (u1(t), u2(t)) + δ (u1(t), u2(t), s) ,
d
dts
(
hsx1 (x1(t
s))
)
=
d
dt (x1(t)(1 + 3s))
dhst (t)
dt
=
x˙1(t)(1 + 3s)
1 + 2s
=
u1(t) (1 + x2(t))
[
(−4s3 + 3s+ 1) + 4s3]
1 + 2s
=
u1(t) (1 + x2(t))
[
(1 + s− 2s2)(1 + 2s) + 4s3]
1 + 2s
= u1(t) (1 + x2(t))
(
1 + s− 2s2)+ δ (x2(t), u1(t), s)
= u1(t)(1− s)(1 + 2s) (1 + x2(t)) + δ (x2(t), u1(t), s)
= us1(t
s)
(
1 + hsx2 (x2(t
s))
)
+ δ (x2(t), u1(t), s)
= ϕ1
(
hsx2 (x2(t
s)) , us1(t
s)
)
+ δ (x2(t), u1(t), s) ,
d
dts
(
hsx2 (x2(t
s))
)
=
d
dt ((1 + 2s)x2(t) + 2s)
1 + 2s
= x˙2(t) = u1(t)x3(t)
= u1(t)x3(t)
(
1− s2)+ u1(t)x3(t)s2
= u1(t)(1− s)(1 + s)x3(t) + δ (x3(t), u1(t), s)
= us1(t
s)hsx3 (x3(t
s)) + δ (x3(t), u1(t), s)
= ϕ2
(
hsx3 (x3(t
s)) , us1(t
s)
)
+ δ (x3(t), u1(t), s) ,
d
dts
(
hsx3 (x3(t
s))
)
=
d
dt (x3(t)(1 + s))
1 + 2s
=
(1 + s)u2(t)
1 + 2s
=
(1 + s− 2s2)u2(t) + 2u2(t)s2
1 + 2s
=
(1− s)(1 + 2s)u2(t)
1 + 2s
+ δ (u2(t), s) = us2(t
s) + δ (u2(t), s)
= ϕ3 (us2(t
s)) + δ (u2(t), s) ,
d
dts
(
hsx4 (x4(t
s))
)
=
d
dt (x4(t)(1 + 3s))
1 + 2s
=
x˙4(t)
[
(−s3 − s2 + s+ 1)(1 + 2s)− (1− 3s− 2s2)s2]
1 + 2s
= u1(t) (x3(t))
2 (−s3 − s2 + s+ 1)+ δ (x3(t), u1(t), s)
= u1(t)(1− s)(1 + s)2 (x3(t))2 + δ (x3(t), u1(t), s)
= us1(t
s)
(
hsx3 (x3(t
s))
)2 + δ (x3(t), u1(t), s)
= ϕ4
(
hsx3 (x3(t
s)) , us1(t
s)
)
+ δ (x3(t), u1(t), s) .
Do Teorema 69 obtemos o seguinte primeiro integral:
3ψ1(t)x1(t) + 2ψ2(t)(1 + x2(t)) + ψ3(t)x3(t) + 3ψ4(t)x4(t)− 2tH , (5.20)
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com H = ψ0
(
(u1(t))2 + (u2(t))2
)
+ ψ1(t)u1(t) (1 + x2(t)) + ψ2(t)u1(t)x3(t) + ψ3(t)u2(t) +
ψ4(t)u1(t) (x3(t))
2.
Observac¸a˜o 83 Todas as leis de conservac¸a˜o que obtivemos nos exemplos anteriores sa˜o
na˜o-evidentes e inesperadas a` priori. No entanto, uma vez obtidas, elas podem ser veriﬁca-
das, por diferenciac¸a˜o, usando o correspondente sistema adjunto ψ˙ = −∂H∂x e a condic¸a˜o de
extremalidade ∂H∂u = 0. Vamos ilustrar esta questa˜o para o Exemplo 82. Do sistema adjunto
obtemos que ψ1 e ψ4 sa˜o constantes, enquanto ψ2(t) e ψ3(t) satisfazem ψ˙2(t) = −ψ1u1(t),
ψ˙3(t) = −ψ2(t)u1(t) − 2ψ4u1(t)x3(t). Tendo em mente que o problema e´ auto´nomo, e que
por conseguinte o Hamiltoniano H e´ constante ao longo das extremais (cf. Cap´ıtulo 3 ou
Observac¸a˜o 73), a diferenciac¸a˜o de (5.20) permite-nos escrever que
3ψ1u1(t) (1 + x2(t))− 2ψ1u1(t) (1 + x2(t)) + 2ψ2(t)u1(t)x3(t)− ψ2(t)u1(t)x3(t)
− 2ψ4u1(t) (x3(t))2 + ψ3(t)u2(t) + 3ψ4u1(t) (x3(t))2 − 2H = 0 ,
isto e´,
ψ1 (1 + x2(t))u1(t) + ψ2(t)x3(t)u1(t) + ψ3(t)u2(t) + ψ4 (x3(t))
2 u1(t) = 2H . (5.21)
Da deﬁnic¸a˜o do Hamiltoniano, a igualdade (5.21) e´ equivalente a H = −ψ0
(
(u1(t))2 + (u2(t))2
)
,
uma relac¸a˜o sustentada pela condic¸a˜o de extremalidade:

2ψ0u1(t) + ψ1 (1 + x2(t)) + ψ2(t)x3(t) + ψ4 (x3(t))
2 = 0
2ψ0u2(t) + ψ3(t) = 0
⇒

ψ1 (1 + x2(t))u1(t) + ψ2(t)x3(t)u1(t) + ψ4 (x3(t))
2 u1(t) = −2ψ0 (u1(t))2
ψ3(t)u2(t) = −2ψ0 (u2(t))2 .
A Proposic¸a˜o 84 engloba alguns dos exemplos que ja´ vimos. Em particular, alarga o estudo
do caso ﬂat do problema de Martinet da geometria sub-Riemanniana em §5.2.3 (veja-se o
Exemplo 86 a seguir), ao caso geral homoge´neo.
Proposic¸a˜o 84 Se existirem constantes α, β1, . . . , βn, γ1, . . . , γr ∈ R, tais que para todos os
λ > 0
L
(
λαt, λβ1x1, . . . , λ
βnxn, λ
γ1u1, . . . , λ
γrur
)
= λ−αL (t, x1, . . . , xn, u1, . . . , ur) , (5.22)
ϕi
(
λαt, λβ1x1, . . . , λ
βnxn, λ
γ1u1, . . . , λ
γrur
)
= λβi−αϕi (t, x1, . . . , xn, u1, . . . , ur) , (5.23)
(i = 1, . . . , n)
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enta˜o
n∑
i=1
βiψi(t)xi(t)− αH (t, x(t), u(t), ψ0, ψ(t)) t ≡ constante
ao longo de uma qualquer extremal de Pontryagin (x(·), u(·), ψ0, ψ(·)) de (P).
Demonstrac¸a˜o. Diferenciando (5.22) e (5.23) em relac¸a˜o a λ e colocando de seguida λ = 1,
obtemos
αL(t, x, u) + α
∂L(t, x, u)
∂t
t+
n∑
j=1
βj
∂L(t, x, u)
∂xj
xj +
m∑
k=1
γk
∂L
∂uk
uk = 0 ,
(α− βi)ϕi(t, x, u) + α∂ϕi(t, x, u)
∂t
t+
n∑
j=1
βj
∂ϕi(t, x, u)
∂xj
xj
+
m∑
k=1
γk
∂ϕi(t, x, u)
∂uk
uk = 0 .
Destas equac¸o˜es conclu´ımos que as condic¸o˜es (5.17) e (5.18) do Teorema 80 sa˜o satisfeitas se
escolhermos Φs ≡ 0 e uma famı´lia uni-parame´trica de transformac¸o˜es tal que
∂hst
∂s
∣∣∣∣
s=0
= αt ,
∂hsxi
∂s
∣∣∣∣
s=0
= βixi ,
∂usk
∂s
∣∣∣∣
s=0
= γkuk . (5.24)
Para isso e´ suﬁciente escolher ts = hst (t) = e
αst, hsxi (xi(t
s)) = eβisxi(t) (i = 1, . . . , n) e
usk(t
s) = eγksuk(t) (k = 1, . . . , r). Segundo a Deﬁnic¸a˜o 66 o problema e´ invariante sob estas
transformac¸o˜es (deixamos como exerc´ıcio a veriﬁcac¸a˜o de que este e´ de facto o caso) e a
conclusa˜o pretendida e´ obtida do Teorema 69.
Observac¸a˜o 85 E´ poss´ıvel demonstrar a Proposic¸a˜o 84 com outras escolhas para a famı´lia
de transformac¸o˜es parame´trica satisfazendo (5.24). Por exemplo, a mesma conclusa˜o e´ obtida
do Teorema 69 com ts = hst (t) = (s+1)
αt, hsxi (xi(t
s)) = (s+1)βixi(t), usk(t
s) = (s+1)γkuk(t),
e Φs ≡ 0; ou ts = hst (t) = (1 + αs)t, hsxi (xi(ts)) = (1 + βis)xi(t), e usk(ts) = (1 + γks)uk(t).
Exemplo 86 (n = 3, r = 2) Para o problema ﬂat de Martinet da geometria sub-Riemanniana
(cf. Exemplo 79), L(u1, u2) = u21 + u
2
2, ϕ1(u1) = u1, ϕ2(u2) = u2, ϕ3(x2, u1) = u1x
2
2. Para
α = 2, β1 = β2 = 1, β3 = 3, γ1 = γ2 = −1, tem-se L (λγ1u1, λγ2u2) =
(
λ−1u1
)2+(λ−1u2)2 =
λ−αL(u1, u2), ϕ1 (λγ1u1) = λ−1u1 = λβ1−αϕ1(u1), ϕ2 (λγ2u2) = λ−1u2 = λβ2−αϕ2(u2),
ϕ3
(
λβ2x2, λ
γ1u1
)
= λu1x22 = λ
β3−αϕ3(x2, u1), e obte´m-se da Proposic¸a˜o 84 a lei de con-
servac¸a˜o (5.16).
Exemplo 87 A Proposic¸a˜o 41 e´ obtida da Proposic¸a˜o 84 fazendo α = 0, β1 = β2 = 1 e
γ1 = · · · = γn = 0.
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Exemplo 88 O Exemplo 77 esta´ coberto pela Proposic¸a˜o 84: α = −1, β1 = 1, γ1 = 1.
Vamos agora considerar problemas auto´nomos do controlo o´ptimo como o dos Exemplos 81
e 40, sujeitos a uma dinaˆmica aﬁm de controlo com rumo (drift). 9 Notamos, de novo, que, em
todos os casos, a nossa versa˜o do teorema de Noether e´ indispensa´vel. Com efeito, em todos os
exemplos, a aplicac¸a˜o do Teorema 69 sera´ feita sob a noc¸a˜o de quasi-invariaˆncia – invariaˆncia
a menos de termos de ordem superior no paraˆmetro s – e, por isso, os primeiros integrais que
obtemos na˜o podem ser deduzidos a partir dos resultados em [290, 232, 31, 32, 266, 270, 275].
Exemplo 89 (n = 2, r = 1) Considere-se (P) com L = u2, ϕ1 = 1 + y2 e ϕ2 = u :
∫ b
a
(u(t))2 dt −→ min ,
x˙(t) = 1 + (y(t))
2 ,
y˙(t) = u(t) .
Do Teorema 80 obtemos as seguintes condic¸o˜es necessa´rias para o problema ser quasi-inva-
riante sob a transformac¸a˜o uni-parame´trica hs =
(
hst , h
s
x, h
s
y
)
:


d
dt
∂Φs
∂s
∣∣∣∣
s=0
= 2u
∂us
∂s
∣∣∣∣
s=0
+ u2
d
dt
∂hst
∂s
∣∣∣∣
s=0
d
dt
∂hsx
∂s
∣∣∣∣
s=0
= 2y
∂hsy
∂s
∣∣∣∣
s=0
+
(
1 + y2
) d
dt
∂hst
∂s
∣∣∣∣
s=0
d
dt
∂hsy
∂s
∣∣∣∣
s=0
=
∂us
∂s
∣∣∣∣
s=0
+ u
d
dt
∂hst
∂s
∣∣∣∣
s=0
.
Estas condic¸o˜es sa˜o satisfeitas atrave´s de Φs ≡ 0, hst = t(1 − 2s), us = u(1 + s), hsx =
x+ 2s(t− 2x), e hsy = y(1− s), para as quais o problema e´ quasi-invariante:
L (us)
d
dt
hst = u
2 (1 + s)2 (1− 2s) = u2 − (3 + 2s)u2s2 = L+ δ (u, s) ,
ϕ1
(
hsy
) d
dt
hst =
[
1 + y2(1− s)2] (1− 2s) = d
dt
[x+ 2s(t− 2x)] + (5y2 − 2y2s) s2
=
d
dt
hsx + δ (y, s) ,
ϕ2 (us)
d
dt
hst = u(1 + s)(1− 2s) = u(1− s)− 2us2 =
d
dt
hsy + δ (u, s) .
9Isto e´, consideramos exemplos de (P ) com ϕ(x, u) = f(x) + g(x) · u e em que f(x) (rumo) e´ na˜o nulo.
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Do Teorema 69 obtemos a lei de conservac¸a˜o
2ψx (t− 2x(t))− ψy(t)y(t) + 2Ht ≡ constante ,
onde H = ψ0 (u(t))
2 + ψx
[
1 + (y(t))2
]
+ ψy(t)u(t).
Nos pro´ximos dois exemplos, estabelecemos leis de conservac¸a˜o para o problema de tempo
mı´nimo.
Exemplo 90 (n = 4, r = 1) Considere-se o problema de tempo mı´nimo com sistema de con-
trolo 

x˙1(t) = 1 + x2(t) ,
x˙2(t) = x3(t) ,
x˙3(t) = u(t) ,
x˙4(t) = (x3(t))
2 − (x2(t))2 .
Neste caso o Lagrangeano e´ dado por L = 1 e, de modo a satisfazer-mos a condic¸a˜o (5.17) do
Teorema 80, ﬁxamos hst = t (sem transformac¸a˜o da varia´vel tempo) e Φ
s ≡ 0. A funcional e´
invariante e a condic¸a˜o (5.18) toma a forma


d
dt
∂hsx1
∂s
∣∣∣∣
s=0
=
∂hsx2
∂s
∣∣∣∣
s=0
d
dt
∂hsx2
∂s
∣∣∣∣
s=0
=
∂hsx3
∂s
∣∣∣∣
s=0
d
dt
∂hsx3
∂s
∣∣∣∣
s=0
=
∂us
∂s
∣∣∣∣
s=0
d
dt
∂hsx4
∂s
∣∣∣∣
s=0
= −2x2
∂hsx2
∂s
∣∣∣∣
s=0
+ 2x3
∂hsx3
∂s
∣∣∣∣
s=0
.
E´ agora um exerc´ıcio simples concluir que o problema e´ quasi-invariante, no sentido da
Deﬁnic¸a˜o 66 ou 50, sob hsx1 = (x1−t)s+x1, hsx2 = x2(s+1), hsx3 = x3(s+1), hsx4 = x4(2s+1),
us = u(s+ 1) :
d
dt
hsx1 =
d
dt
[(x1 − t)s+ x1] = (x˙1 − 1) s+ x˙1 = x2s+ x2 + 1 = 1 + hsx2 ,
d
dt
hsx2 =
d
dt
[x2(s+ 1)] = x˙2(s+ 1) = x3(s+ 1) = hsx3 ,
d
dt
hsx3 =
d
dt
[x3(s+ 1)] = u(s+ 1) = us ,
d
dt
hsx4 =
d
dt
[x4(2s+ 1)] = x˙4(2s+ 1) =
(
x23 − x22
)
(2s+ 1) =
(
hsx3
)2 − (hsx2)2 − δ (x2, x3, s) ,
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com δ (x2, x3, s) = s2
(
x23 − x22
)
. Obtemos do Teorema 56 a lei de conservac¸a˜o
ψ1(t) (x1(t)− t) + ψ2(t)x2(t) + ψ3(t)x3(t) + 2ψ4(t)x4(t) ≡ constante . (5.25)
Exemplo 91 (n = 3, r = 1) Consideramos agora o problema de tempo mı´nimo (L = 1) com
sistema de controlo 

x˙ = 1 + y2 − z2 ,
y˙ = z ,
z˙ = u .
Do Teorema 80 podemos facilmente obter a transformac¸a˜o uni-parame´trica hs(t, x, y, z, u) =
(t, 2(x− t)s+ x, y(s+ 1), z(s+ 1)), para a qual o problema e´ quasi-invariante (Φs ≡ 0, us =
u(s+ 1)):
d
dt
hsx =
d
dt
[2(x− t)s+ x] = (2s+ 1)(y2 − z2) + 1 = 1 + (hsy)2 − (hsz)2 − δ (y, z, s) ,
d
dt
hsy =
d
dt
[y(s+ 1)] = z(s+ 1) = hsz ,
d
dt
hsz =
d
dt
[z(s+ 1)] = u(s+ 1) = us ,
com δ (y, z, s) = s2
(
y2 − z2). O primeiro integral
2ψx(x− t) + ψyy + ψzz (5.26)
esta´ associado a` transformac¸a˜o.
Se nos Exemplos 90 e 91, ao inve´s do problema de tempo mı´nimo, considerarmos o
problema (P) com I [u(·)] = ∫ ba u(t)dt −→ min, as mesmas transformac¸o˜es parame´tricas sa˜o
efectivas escolhendo func¸o˜es Φs adequadas: respectivamente Φs = sx3 e Φs = sz. As novas
funcionais tornam-se invariantes a menos do respectivo diferencial exacto e os termos ψ0x3 e
ψ0z devem ser adicionados, respectivamente, a` lei de conservac¸a˜o (5.25) e ao primeiro integral
(5.26).
5.3 Consignac¸a˜o
Neste cap´ıtulo propusemos uma abordagem geral ao (primeiro) teorema de Noether para
problemas do controlo o´ptimo. Mesmo para a situac¸a˜o muito particular do problema funda-
mental do ca´lculo das variac¸o˜es, somos capazes de cobrir novas situac¸o˜es na˜o tratadas pelos
resultados encontrados na literatura.
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Recentemente, um teorema de Noether no contexto do controlo o´ptimo foi publicado em
[31, 32]. Em contraste com [31, 32], lidamos com problemas na˜o auto´nomos (cf. v.g. a
Proposic¸a˜o 84 e o Exemplo 88), consideramos transformac¸o˜es parame´tricas dependentes das
varia´veis de tempo, estado e controlo e tratamos quer as extremais normais quer as anormais.
Os resultados em [290, 292], [232], [138] e [31, 32] (tal como o Teorema 56) apenas con-
sideram transformac¸o˜es de estado. Os primeiros integrais que obtivemos, por exemplo, para
o problema de Martinet (cf. Exemplo 79), na˜o podem ser deduzidos unicamente a partir de
transformac¸o˜es de estado, nem podem ser obtidos pela introduc¸a˜o de uma varia´vel de estado
extra t (t′ = 1).
Os resultados deste cap´ıtulo teˆm epige´nese nos seguintes dois semina´rios, proferidos pelo
autor, em Marc¸o de 2000, no Departamento de Matema´tica da Universidade de Aveiro:
• Condic¸o˜es de transversalidade no Ca´lculo das Variac¸o˜es, forma Hamiltoniana e pri-
meiros integrais das equac¸o˜es de Euler-Lagrange;
• O teorema de Noether no Ca´lculo das Variac¸o˜es e suas aplicac¸o˜es em F´ısica.
Investigac¸a˜o posterior originou os treˆs “research reports” [264, 265, 272]. Parte dessa inves-
tigac¸a˜o foi apresentada pelo autor em treˆs confereˆncias internacionais:
• Em Abril de 2001 participou no Third Nonlinear Control Network (NCN) Workshop
“Dynamics, Bifurcations and Control”, que se realizou em Kloster, Irsee, na Alemanha,
com uma palestra intitulada Conservation Laws in Optimal Control (vide [270]).
• Em Setembro de 2001 apresentou, na Invited Session “Optimal Control Theory” da 6th
European Control Conference, ECC 2001, Porto, Portugal, o trabalho On the Noether
Theorem for Optimal Control (vide [266]).
• Em Julho de 2002 integrou a Invited Session “Control, Optimization and Computation”
da 10th Mediterranean Conference on Control and Automation, MED2002, que se rea-
lizou em Lisboa, com o artigo Conserved Quantities along the Pontryagin Extremals of
Quasi-Invariant Optimal Control Problems (vide [271]).
As seguintes publicac¸o˜es de 2002 encontram-se dispon´ıveis: [275, 270] ([270] ja´ consta nas
Mathematical Reviews). Os resultados do cap´ıtulo que ainda na˜o foram publicados, esta˜o
submetidos a` revista Portugaliæ Mathematica [280].
“What is now proved was once only imagined.”
—William Blake
“I shall do my best to modernize my language and no-
tions, but I am well aware of my shortcomings in that
respect; I can assure you, at any rate, that my inten-
tions are honourable and my results invariant, probably
canonical, perhaps even functional. But please allow me
to assume that the characteristic is not 2.”
—Rudolph Lipschitz
6
Regularidade Lipschitziana dos minimizantes
C onsideramos o problema de Lagrange do controlo o´ptimo (P) com controlos (a` priori)na˜o restritos: u ∈ Rr. Estudamos a questa˜o: sob que condic¸o˜es e´ poss´ıvel assegurar que
os controlos minimizantes do problema sa˜o limitados? Este quesito esta´ relacionado com o da
regularidade Lipschitziana das trajecto´rias o´ptimas e a sua resposta e´ crucial para encerrar as dis-
crepaˆncias entre as condic¸o˜es da teoria da existeˆncia e as que asseguram a aplicabilidade de muitas
condic¸o˜es necessa´rias de optimalidade como, por exemplo, o princ´ıpio do ma´ximo de Pontryagin
ou a equac¸a˜o de Euler-Lagrange. Obtemos respostas satisfato´rias reescrevendo o problema numa
forma equivalente e estabelecendo uma relac¸a˜o entre as condic¸o˜es de aplicabilidade do princ´ıpio do
ma´ximo de Pontryagin ao segundo problema e as condic¸o˜es de regularidade Lipschitziana para o
problema original. Sob as hipo´teses standard de coercividade da teoria da existeˆncia, as condic¸o˜es
obtidas implicam que os controlos o´ptimos do problema original sa˜o essencialmente limitados,
assegurando a validade das condic¸o˜es necessa´rias de optimalidade. Na Secc¸a˜o 6.2.1 delibera-
mos sobre o caso importante de dinaˆmica aﬁm de controlo, ϕ(t, x, u) = f (t, x) + g (t, x) · u,
reescrevendo o problema na forma compactiﬁcada de Gamkrelidze introduzida no Cap´ıtulo 2.
Como corola´rio, obtemos novas condic¸o˜es de regularidade Lipschitziana para os minimizantes do
problema fundamental do ca´lculo das variac¸o˜es e para os problemas do ca´lculo das variac¸o˜es
com derivadas de ordem superior (§6.2.2). Em §6.2.3 consideramos como problema auxiliar a
forma parame´trica (Pτ ), igualmente introduzida no Cap´ıtulo 2, e tratamos a situac¸a˜o gene´rica
dos problemas de controlo o´ptimo com dinaˆmica na˜o linear.
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6.1 Intro´ito
Neste cap´ıtulo consideramos o problema de controlo o´ptimo (P) com U = L1 ([a, b]; Rr).
Notar que na˜o inclu´ımos restric¸o˜es aos valores dos controlos (Ω = Rr). E´ enta˜o poss´ıvel
que os valores dos controlos o´ptimos sejam na˜o-limitados (que as trajecto´rias o´ptimas sejam
na˜o-Lipschitzianas).
Sob as hipo´teses standard da teoria da existeˆncia de Tonelli do ca´lculo das variac¸o˜es, a
existeˆncia de minimizantes e´ garantida na classe das func¸o˜es absolutamente cont´ınuas, pos-
sivelmente com derivada na˜o limitada. De modo semelhante, no controlo o´ptimo as te´cnicas
da teoria da existeˆncia usam argumentos de compacidade que exigem trabalhar com func¸o˜es
de controlo mensura´veis de Lp, 1 ≤ p <∞ (vide v.g. [52]). Por outro lado, as condic¸o˜es ne-
cessa´rias standard de optimalidade, como o cla´ssico princ´ıpio do ma´ximo de Pontryagin [199],
colocam certas restric¸o˜es aos controlos o´ptimos – designadamente, supo˜e-se a` priori que eles
sa˜o essencialmente limitados. Como e´ conhecido, mesmo para Lagrangeanos polinomiais e
dinaˆmica linear (cf. [20]), os controlos o´ptimos previstos pela teoria da existeˆncia podem ser
na˜o limitados e falhar as condic¸o˜es de optimalidade, como seja a equac¸a˜o de Euler-Lagrange.
O seguinte problema ilustra tal possibilidade:
∫ 1
0
{
c(u(t))2 +
(
(x(t))3 − t2)2 (u(t))14}dt −→ min ,
x˙(t) = u(t) , (6.1)
x(·) ∈W1,1 ([0, 1];R) , u(·) ∈ L1 ([0, 1];R) ,
x(0) = 0 , x(1) = k ,
onde c > 0 e k sa˜o constantes. E´ fa´cil veriﬁcar que as hipo´teses do Teorema da existeˆncia de
Tonelli sa˜o satisfeitas (cf. Teorema 102). Este problema foi proposto por Ball e Mizel [19],
que conjecturaram que a func¸a˜o na˜o-Lipschitziana x˜(t) = kt2/3 e´ a u´nica trajecto´ria o´ptima
do problema quando c e k satisfazem a igualdade
c =
(
2k
3
)12 (
1− k3) (13k3 − 7) .
Este facto foi conﬁrmado por Clarke e Vinter em [67], usando o me´todo de veriﬁcac¸a˜o de
Hamilton-Jacobi (vide [58, §3.7] ou [61, Cap. 3] para uma discussa˜o deste to´pico), constituindo
(6.1) o primeiro exemplo de que, sob as hipo´teses do Teorema da existeˆncia de Tonelli, a
trajecto´ria o´ptima pode ser na˜o-Lipschitziana. Note-se que ψ˙(t) = ∂L∂x (t, x˜(t), u˜(t)) ∼ t−4/3
na˜o e´ integra´vel (ψ(t) ∼ t−1/3 na˜o e´ uma func¸a˜o absolutamente cont´ınua) e por conseguinte
o minimizante (x˜(·), u˜(·)) na˜o satisfaz o princ´ıpio do ma´ximo de Pontryagin. Isto deve-se ao
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facto de u˜(t) = 23kt
−1/3 ∈ L1, embora integra´vel, na˜o ser limitado para t = 0. Se formos
capazes de aﬁanc¸ar que os minimizantes (x˜(t), u˜(t)), a ≤ t ≤ b, do nosso problema sa˜o
tais que u˜(·) e´ essencialmente limitado, enta˜o as soluc¸o˜es podem ser identiﬁcadas por via do
princ´ıpio do ma´ximo. Nesse caso, como ϕ(t, x˜(t), u˜(t)) e´ limitado, segue-se tambe´m que as
trajecto´rias o´ptimas x˜(·) sa˜o Lipschitzianas. Similarmente, os multiplicadores Hamiltonianos
ψ˜(·) do princ´ıpio do ma´ximo de Pontryagin sa˜o igualmente Lipschitzianos. Assim, a teoria de
regularidade justiﬁca a procura dos minimizantes entre as extremais e estabelece uma forma
mais fraca do princ´ıpio do ma´ximo no qual na˜o se requer que os multiplicadores Hamiltonianos
sejam absolutamente cont´ınuos mas meramente Lipschitzianos. Como mostraremos neste
cap´ıtulo, a teoria da regularidade e´ na˜o so´ geradora de novas condic¸o˜es de optimalidade mas
tambe´m fruto das condic¸o˜es necessa´rias.
Ale´m de assegurar a validade das condic¸o˜es necessa´rias de optimalidade sob as hipo´teses
da teoria da existeˆncia (cf. [63]), a regularidade Lipschitziana tem outras implicac¸o˜es impor-
tantes. Em aplicac¸o˜es de engenharia, onde as estrate´gias optimizantes sa˜o implementadas
por interme´dio de computadores, a escolha da discretizac¸a˜o e dos processos nume´ricos de-
pendem da regularidade dos minimizantes (vide v.g. [20, 294]). Quando os minimizantes sa˜o
Lipschitzianos a aproximac¸a˜o de Rayleigh-Ritz e´, por exemplo, justiﬁcada. A regularidade
Lipschitziana das trajecto´rias o´ptimas exclui tambe´m a ocorreˆncia do indeseja´vel feno´meno
de Lavrentiev (vide v.g. [176, 175, 54, 168, 150]).
Embora seja natural ansiar por condic¸o˜es de regularidade, simples, que garantam que
os controlos o´ptimos u˜(·) sejam essencialmente limitados (as correspondentes trajecto´rias
o´ptimas x˜(·) sera˜o enta˜o Lipschitzianas), o estudo da regularidade Lipschitziana tem rece-
bido pouca atenc¸a˜o quando comparamos, por exemplo, com o to´pico da existeˆncia ou o das
condic¸o˜es necessa´rias, que teˆm sido muito bem estudados desde os anos cinquenta e sessenta.
A maior parte dos resultados de regularidade obtidos (comec¸ando com os de Leonida Tonelli)
referem-se ao problema fundamental do ca´lculo das variac¸o˜es (vide [11, 27, 68, 66, 69, 60,
70, 181, 254]). Menos e´ sabido para os problemas com derivadas de ordem superior ([72]).
Para um survey veja-se [61, Ch. 2] ou [295, Ch. 11]. Para o problema de Lagrange, e para
os problemas do controlo o´ptimo, os resultados de regularidade sa˜o uma raridade. Estamos
apenas informados dos progressos devido a F. H. Clarke & R. B. Vinter ([71]) para problemas
associados a dinaˆmica auto´noma (i.e. invariante no tempo) e linear (veja-se tambe´m [54],
[295, §11.6]). Para esta classe particular de problemas, os resultados de regularidade sa˜o
obtidos por interme´dio da transformac¸a˜o do problema inicial num problema do ca´lculo das
variac¸o˜es com derivadas de ordem superior. A questa˜o da regularidade Lipschitziana para
o problema gene´rico de Lagrange do controlo o´ptimo, com dinaˆmica na˜o linear, foi conside-
rada extremamente dif´ıcil (cf. v.g. [71]) e respostas faltam. Para lidarmos com o problema
desenvolvemos neste trabalho uma abordagem diferente.
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Comec¸amos por estabelecer regularidade Lipschitziana (controlos minimizantes limitados)
para o problema de Lagrange com funcional
∫ b
a L (t, x (t) , u (t)) dt e dinaˆmica na˜o auto´noma
e aﬁm de controlo: x˙ = f (t, x) + g (t, x) · u. Esta classe de sistemas surgem numa variada
gama de problemas relevantes na mecaˆnica, geometria sub-Riemanniana, etc. Fazemos uso
da reduc¸a˜o do problema de Lagrange do controlo o´ptimo ao problema auto´nomo de tempo
mı´nimo (1.19) com a subsequente compactiﬁcac¸a˜o do conjunto dos valores de controlo: pro-
blema (2.11)–(2.13). Se o princ´ıpio do ma´ximo de Pontryagin for aplica´vel ao problema
compactiﬁcado (2.11)–(2.13), podemos usar a sua formulac¸a˜o e a relac¸a˜o entre as extremais
dos dois problemas, estabelecida no Cap´ıtulo 4, para derivar condic¸o˜es que garantam que
os controlos minimizantes do problema original de Lagrange sa˜o limitados, determinando,
inclusive, majorantes para as suas magnitudes. O resultado principal e´ o Teorema 92. Como
seus corola´rios obtemos (Secc¸a˜o 6.2.2) resultados de regularidade Lipschitziana para os mi-
nimizantes do ca´lculo das variac¸o˜es (vide [263, Parte Original]).
Na Secc¸a˜o 6.2.3 obtemos resultados para a situac¸a˜o gene´rica, quando a dinaˆmica e´ na˜o
linear quer em relac¸a˜o a`s varia´veis de estado quer em relac¸a˜o a`s varia´veis de controlo. Para
isso usamos a ideia de reparametrizac¸a˜o do tempo introduzida em §2.3 e a relac¸a˜o entre as
extremais que demonstra´mos em §4.3. Damos exemplos que possuem minimizantes de acordo
com a teoria da existeˆncia e para os quais os nossos resultados sa˜o conclusivos enquanto que
os resultados pre´vios de regularidade na˜o sa˜o aplica´veis.
6.2 Contribuic¸a˜o original: regularidade para o problema de
Lagrange
Estamos interessados no estudo de condic¸o˜es de regularidade Lipschitziana para o pro-
blema de Lagrange do controlo o´ptimo com condic¸o˜es de fronteira arbitra´rias. O leitor pode
facilmente seguir os nossos argumentos para o caso quando as condic¸o˜es de fronteira sa˜o ﬁ-
xas: x(a) = xa, x(b) = xb (cf. [217, 276, 279]). Na verdade este caso e´ suﬁciente: se x˜(·) e´
uma trajecto´ria minimizante para o problema de Lagrange com qualquer outras condic¸o˜es de
fronteira, enta˜o x˜(·) e´ tambe´m uma trajecto´ria minimizante para o correspondente problema
com condic¸o˜es de fronteira ﬁxas: xa = x˜(a) e xb = x˜(b).
Assumimos que L(·, ·, ·), ϕ(·, ·, ·) ∈ C, e ϕ(·, ·, u), ϕ(·, ·, u) ∈ C1. Estas hipo´teses de
suavidade em L e ϕ podem ser enfraquecidas, como sera´ discutido em §6.2.3, pa´g. 107, em
ligac¸a˜o com as condic¸o˜es de aplicabilidade do princ´ıpio do ma´ximo de Pontryagin.
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6.2.1 Dinaˆmica aﬁm de controlo
Estamos interessados, por agora, no estudo dos minimizantes do problema (P) com
dinaˆmica aﬁm de controlo (2.6):
I [x (·) , u (·)] =
∫ b
a
L (t, x (t) , u (t)) dt −→ min (Pafim)
x˙ (t) = f (t, x (t)) + g (t, x (t)) · u (t) , q.t.p. de [a, b] ,
x (·) ∈W1,1 ([a, b] ; Rn) , u (·) ∈ L1 ([a, b] ; Rr) .
Aqui a, b ∈ R, a < b; L : R×Rn×Rr → R, f : R×Rn → Rn e g : R×Rn → Rn×r sa˜o func¸o˜es
dadas; r ≤ n; u = (u1, . . . , ur) ∈ Rr, g (t, x) =
(
g1 (t, x) , . . . , gr (t, x)
)
. Os controlos u (·) sa˜o
integra´veis. Uma soluc¸a˜o x (·), absolutamente cont´ınua, da equac¸a˜o diferencial de controlo e´
a trajecto´ria de estado correspondente ao controlo u (·). Assumimos que f (·, ·) e g (·, ·) sa˜o
func¸o˜es da classe C1 em R1+n.
Teorema 92 Seja L(·, ·, ·) ∈ C1 ([a, b]× Rn × Rr; R), f (·, ·) ∈ C1 (R× Rn; Rn), g (·, ·) ∈
C1 (R× Rn; Rn×r); e
ϕ (t, x, u) = f (t, x) + g (t, x) · u .
Sob as hipo´teses de caracter´ıstica completa e de coercividade da Secc¸a˜o 2.2 (cf. condic¸o˜es
(H1) e (H2) na pa´g. 29), a condic¸a˜o de crescimento
(H3) – condic¸a˜o de regularidade: existem constantes γ, β, η e µ, com γ > 0, β < 2 e
µ ≥ max {β − 2, −2}, tais que para todo o t ∈ [a, b], x ∈ Rn e u ∈ Rr
(|Lt|+ |Lxi |+ ‖Lϕt − Lt ϕ‖+ ‖Lϕxi − Lxi ϕ‖ ) ‖u‖µ ≤ γ Lβ + η ,
i ∈ {1, . . . , n} ;
implica que todos os minimizantes u˜ (·) do problema de controlo o´ptimo (Pafim), que na˜o sa˜o
controlos extremais anormais, sa˜o essencialmente limitados em [a, b].
Observac¸a˜o 93 Lembramos que se a dinaˆmica for controla´vel (o que e´ verdade para os
problemas do ca´lculo das variac¸o˜es tratados em §6.2.2), todas as extremais sa˜o normais.
A` priori, um minimizante u˜ (·) que na˜o e´ essencialmente limitado, pode na˜o satisfazer
o princ´ıpio do ma´ximo de Pontryagin e, por conseguinte, na˜o ser uma extremal. No que
diz respeito aos controlos minimizantes essencialmente limitados, o princ´ıpio do ma´ximo de
Pontryagin e´ va´lido. Os controlos minimizantes na˜o limitados u˜ (·), a existir, sa˜o, de acordo
com o Teorema 92, controlos extremais anormais. Obtemos enta˜o o seguinte Corola´rio.
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Corola´rio 94 Sob as condic¸o˜es do Teorema 92 todos os minimizantes do problema de La-
grange (Pafim) satisfazem o princ´ıpio do ma´ximo de Pontryagin.
Observac¸a˜o 95 Podemos impor formas mais fortes, mas tecnicamente mais simples, da
hipo´tese (H3) no Teorema 92. Debaixo destas condic¸o˜es o Teorema 92 perde alguma gene-
ralidade mas, por vezes, para um problema concreto, estas condic¸o˜es tornam-se mais fa´ceis
de veriﬁcar. Por exemplo elas podem ser: (em ordem crescente de simplicidade e em ordem
decrescente de generalidade)
[L (‖ϕt‖+ ‖ϕxi‖) + ‖ϕ‖ (|Lt|+ |Lxi | )] ‖u‖µ ≤ γ Lβ + η ;
L (‖ϕt‖+ ‖ϕxi‖) + ‖ϕ‖ (|Lt|+ |Lxi | ) ‖u‖µ ≤ γ Lβ + η ;
‖ϕt‖+ ‖ϕxi‖+ |Lt|+ |Lxi | ≤ γ Lβ
′
+ η , β′ < 1.
E´ fa´cil compreender porque (H3) resulta de qualquer uma destas condic¸o˜es. Basta notar que
‖Lϕt − Lt ϕ‖+ ‖Lϕxi − Lxi ϕ‖ ≤ L (‖ϕt‖+ ‖ϕxi‖) + ‖ϕ‖ (|Lt|+ |Lxi | ) ;
e que 0 ≥ max {β − 2, −2}.
Observac¸a˜o 96 Usando a te´cnica de convexiﬁcac¸a˜o do segundo membro de um sistema de
controlo ( sliding modes), te´cnica esta introduzida por Gamkrelidze em 1962 ( vide [109, 110,
112]), e´ poss´ıvel reduzir um problema de controlo o´ptimo, com dinaˆmica gene´rica, a um
problema com dinaˆmica aﬁm de controlo. A relac¸a˜o entre os pares admiss´ıveis estado-con-
trolo dos problemas originais e convexiﬁcado e´ bem conhecida ( vide v.g. [111, Ch. 2], [207,
pp. 263–270], [51, §2 e Lec. 5], [307, Ch. 6 da Parte I e Ch. 3 da Parte II], [52, §1.14], [56]).
A relac¸a˜o entre as extremais de Pontryagin dos dois problemas e´ um dos nossos presentes
to´picos de investigac¸a˜o. Estamos convencidos que desta relac¸a˜o advira´ uma generalizac¸a˜o
natural do resultado do Teorema 92 para o problema de Lagrange com dinaˆmica na˜o linear
no controlo. Este e outros assuntos sera˜o abordados em trabalho futuro (cf. Conclusa˜o a
partir da pa´g. 115).
Observac¸a˜o 97 A condic¸a˜o de coercividade (H2), conjuntamente com a convexidade do La-
grangeano L(t, x, u) em relac¸a˜o a u, sa˜o os requisitos cla´ssicos que garantem a existeˆncia
de soluc¸a˜o para o problema (Pafim). A convexidade na˜o e´, no entanto, necessa´ria no Teo-
rema 92, para o estabelecimento da regularidade Lipschitziana das trajecto´rias minimizantes.
Este facto contrasta com as abordagens pre´vias a` regularidade Lipschitziana, onde a conve-
xidade da func¸a˜o L(t, x, ·) tem a´ı um papel preponderante (cf. v.g. [69, 72, 71, 11]). A
auseˆncia de convexidade no nosso resultado e´ importante, pois a existeˆncia de minimizantes
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para problemas na˜o convexos e´ hoje um assunto extensamente estudado e uma questa˜o de
grande interesse ( vide v.g. [169, §5], [191, 108, 180, 183]).
Recordamos que em toda a Secc¸a˜o 6.2.1 a notac¸a˜o ϕ (t, x, u) signiﬁca f (t, x) + g (t, x) · u.
Antes de avanc¸armos com a demonstrac¸a˜o do Teorema 92 vamos mostrar que a condic¸a˜o
de regularidade (H3) e´ fruto da aplicabilidade do princ´ıpio do ma´ximo de Pontryagin ao
problema compactiﬁcado (2.11)–(2.13).
Proposic¸a˜o 98 As condic¸o˜es (H2) e (H3) do Teorema 92, sobre as func¸o˜es L(·, ·, ·) e ϕ(·, ·, ·)
que deﬁnem o problema (Pafim), garantem a aplicac¸a˜o do Teorema 17 ao problema compac-
tiﬁcado (2.11)–(2.13) que lhe e´ equivalente.
Demonstrac¸a˜o. As func¸o˜es φ(·, ·, ·) e h(·, ·, ·) do sistema de controlo (2.12) sa˜o cont´ınuas em
{(t, z, w) : t ∈ [a, b] , z ∈ Rn , w ∈ Sr} .
Para aplicarmos o princ´ıpio do ma´ximo de Pontryagin ao problema (2.11)–(2.13), necessi-
tamos de assegurar que o segundo membro de (2.12) e´ diferencia´vel com continuidade em
relac¸a˜o a`s varia´veis de estado t e z (cf. v.g. [199, 111]). Uma vez que L (·, ·, ·), f (·, ·), e g (·, ·)
sa˜o de classe C1; L (t, x, u) > 0 para todo o (t, x, u) e π(·) e´ cont´ınua; enta˜o podemos concluir
imediatamente que φzi (t, z, w), φt (t, z, w), hzi (t, z, w) e ht (t, z, w) sa˜o cont´ınuas para w = wˆ.
O u´nico problema e´ a diferenciabilidade com continuidade em wˆ (no po´lo norte). Uma vez
que φ (·, ·, wˆ) ≡ 0 e h (·, ·, wˆ) ≡ 0, temos que (no que se segue, quando nada for indicado,
subentende-se que L e ϕ sa˜o calculadas em (t, z, π(w)))
φzi (t, z, w) =

 −
Lxi (t, z, π(w))
L2 (t, z, π(w))
se w = wˆ
0 se w = wˆ
, i = 1, . . . , n ,
hzi (t, z, w) =


Lϕxi − Lxi ϕ
L2
se w = wˆ
0 se w = wˆ
, i = 1, . . . , n ,
φt (t, z, w) =

 −
Lt (t, z, π(w))
L2 (t, z, π(w))
se w = wˆ
0 se w = wˆ
,
ht (t, z, w) =


Lϕt − Lt ϕ
L2
se w = wˆ
0 se w = wˆ
.
Para se conﬁrmar a continuidade das derivadas em wˆ, temos que assegurar que para todo o
(t0, z0) ∈ [a, b]× Rn
lim
ρ((t,z,w), (t0,z0,wˆ))→0
Lxi (t, z, π(w))
L2 (t, z, π(w))
= 0 , (6.2)
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lim
ρ((t,z,w), (t0,z0,wˆ))→0
Lt (t, z, π(w))
L2 (t, z, π(w))
= 0 , (6.3)
lim
ρ((t,z,w), (t0,z0,wˆ))→0
‖Lϕxi − Lxi ϕ‖
L2
= 0 , (6.4)
lim
ρ((t,z,w), (t0,z0,wˆ))→0
‖Lϕt − Lt ϕ‖
L2
= 0 , (6.5)
onde ρ (·, ·) e´ uma distaˆncia deﬁnida sobre [a, b]×Rn×Sr. Queremos mostrar que (6.2), (6.3),
(6.4) e (6.5) sa˜o verdadeiras sob as nossas hipo´teses. Deixemos N (t, z, π(w)) simbolizar
qualquer um dos numeradores em (6.2)–(6.5). A partir da condic¸a˜o de crescimento (H3),
obtemos que, para todo o t ∈ [a, b], x ∈ Rn e u ∈ Rr,
‖N (t, x, u)‖ ≤ γ Lβ (t, x, u) ‖u‖−µ + η ‖u‖−µ .
Contanto que 2− β > 0, conclu´ımos que
‖N (t, z, π(w))‖
L2 (t, z, π(w))
≤ γ ‖π(w)‖
−µ
L2−β (t, z, π(w))
+ η
‖π(w)‖−µ
L2 (t, z, π(w))
.
Uma vez que por (H2)
1
L (t, z, π(w))
≤ 1
θ (‖π(w)‖) , enta˜o
‖N (t, z, π(w))‖
L2 (t, z, π(w))
≤ γ ‖π(w)‖
−µ
θ2−β (‖π(w)‖) + η
‖π(w)‖−µ
θ2 (‖π(w)‖) .
Se nos lembrarmos que
lim
‖π(w)‖→+∞
‖π(w)‖
θ (‖π(w)‖) = 0 ,
−µ ≤ 2− β ∧ −µ ≤ 2 ∧ 2− β > 0, enta˜o obtemos
lim
ρ((t,z,w), (t0,z0,wˆ))→0
‖N (t, z, π(w))‖
L2 (t, z, π(w))
= 0 ,
o que prova as igualdades (6.2), (6.3), (6.4) e (6.5).
Dada a relac¸a˜o existente entre os problemas original e transformado, a pretendida con-
clusa˜o de regularidade Lipschitziana das trajecto´rias minimizantes de (Pafim) e´ consequeˆncia
da aplicac¸a˜o do princ´ıpio do ma´ximo de Pontryagin ao problema compactiﬁcado (2.11)–
(2.13) que lhe e´ equivalente. Seja (x˜ (·) , u˜ (·)) um minimizante do problema original (Pafim)
e
(
t˜ (·) , z˜ (·) , w˜ (·)) o correspondente minimizante para o problema de tempo mı´nimo (2.11)–
(2.13) com w˜ (τ) = wˆ em quase toda a parte (vide Proposic¸a˜o 10). Pela Proposic¸a˜o 98
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estamos em condic¸o˜es de aplicar o princ´ıpio do ma´ximo de Pontryagin ao problema de tempo
mı´nimo (2.11)–(2.13): existem func¸o˜es absolutamente cont´ınuas em [0, T˜ ]1
p˜t : R → R , p˜z : R → Rn
e uma constante p0 ≤ 0, na˜o todas nulas em simultaˆneo, satisfazendo o sistema Hamiltoniano{
p′t (τ) = −∂H∂t (t (τ) , z (τ) , w (τ) , pt (τ) , pz (τ))
p′z (τ) = −∂H∂z (t (τ) , z (τ) , w (τ) , pt (τ) , pz (τ))
com o Hamiltoniano
H(t, z, w, p0, pt, pz) = p0 + pt φ (t, z, w) + pz · h (t, z, w) ;
e a condic¸a˜o de ma´ximo
0 ≤ c = −p0 = sup
w∈Sr
{
p˜t (τ)φ
(
t˜ (τ) , z˜ (τ) , w
)
+ p˜z (τ) · h
(
t˜ (τ) , z˜ (τ) , w
)}
(6.6)
q.t.p.
= p˜t (τ) φ
(
t˜ (τ) , z˜ (τ) , w˜ (τ)
)
+ p˜z (τ) · h
(
t˜ (τ) , z˜ (τ) , w˜ (τ)
)
, (6.7)
onde c e´ uma constante na˜o negativa, z˜(τ) = x˜
(
t˜(τ)
)
e w˜(τ) = π−1
(
u˜(t˜(τ))
)
.
Dada a relac¸a˜o estabelecida no Cap´ıtulo 4 entre as extremais do problema (P) e as do seu
transformado a` Gamkrelidze, e´ de esperar que c = 0 so´ seja uma possibilidade se u˜(·) for um
controlo extremal anormal. Tendo em conta que no Teorema 92 o caso anormal e´ posto de
parte, vamos provar que sob as hipo´teses do teorema c e´ estritamente positivo. Recordamos
que
φ(t, z, w) =
1
L (t, z, π(w))
, h(t, z, w) =
ϕ (t, z, π(w))
L (t, z, π(w))
em quase toda a parte. Se c = 0, enta˜o (6.6) implica (apo´s a substituic¸a˜o v = π (w)) que
sup
v∈Rr
{
p˜t (τ) + p˜z (τ) · f
(
t˜ (τ) , z˜ (τ)
)
+ p˜z (τ) · g
(
t˜ (τ) , z˜ (τ)
) · v
L
(
t˜ (τ) , z˜ (τ) , v
)
}
se anula para quase todos os τ ∈
[
0, T˜
]
. Isto, obviamente, implica que
p˜z (τ) · g
(
t˜ (τ) , z˜ (τ)
) ≡ 0 . (6.8)
1T˜ denota o tempo mı´nimo para o problema (2.11)–(2.13).
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Paralelamente, uma vez que L e´ estritamente positivo, p˜t (τ)+ p˜z (τ) · f
(
t˜ (τ) , z˜ (τ)
)
deve ser
na˜o positivo. Deste modo, ja´ que a um valor ﬁnito para v corresponde um valor ﬁnito para
L
(
t˜ (τ) , z˜ (τ) , v
)
, somos levados a concluir que
p˜t (τ) + p˜z (τ) · f
(
t˜ (τ) , z˜ (τ)
)
= 0 q.t.p. (6.9)
A proposic¸a˜o seguinte diz-nos que (6.8) e (6.9) implicam que u˜ (·) e´ um controlo extremal
anormal para (Pafim).
Proposic¸a˜o 99 Ao veriﬁcarem-se as igualdades (6.8) e (6.9) resulta que o quaterno
(
x˜ (·) , u˜ (·) , ψ˜0, ψ˜ (·)
)
= (z˜ (τ˜ (·)) , v˜ (τ˜ (·)) , 0, p˜z (τ˜ (·))) ,
onde τ˜ (·) e´ a func¸a˜o inversa de t˜ (·), e´ uma extremal anormal para o problema (Pafim).
Demonstrac¸a˜o. O respectivo Hamiltoniano para o problema (2.11)–(2.13) iguala
H (t, z, v, pt, pz) = pt + pz · f (t, z) + pz · g (t, z) · v
L (t, z, v)
.
Temos que veriﬁcar as condic¸o˜es (i) e (ii) do Teorema 17 para o quaterno
(
x˜ (·) , u˜ (·) , 0, ψ˜ (·)
)
deﬁnido na formulac¸a˜o da Proposic¸a˜o. Introduzamos o Hamiltoniano anormal
H = ψ · f (t, x) + ψ · g (t, x) · u .
Ca´lculos directos mostram que
˙˜x (t) =
d
dt
{z˜ (τ˜ (t))} = ˙˜τ (t) z˜′ (τ˜ (t)) ;
z˜′ (τ˜ (t)) =
f (t, x˜ (t)) + g (t, x˜ (t)) · u˜ (t)
L (t, x˜ (t) , u˜ (t))
;
˙˜τ (t) = L (t, x˜ (t) , u˜ (t))
e por conseguinte ˙˜x (t) = f (t, x˜ (t)) + g (t, x˜ (t)) · u˜ (t). Tambe´m
˙˜
ψi (t) =
d
dt
p˜iz (τ˜ (t)) = ˙˜τ (t) p˜iz
′
(τ˜ (t)) .
Resulta claro que ψ˜(·) e´ absolutamente cont´ınua, ja´ que a composic¸a˜o da func¸a˜o absoluta-
mente cont´ınua p˜z(·) com a func¸a˜o absolutamente cont´ınua e mono´tona τ˜(·). Para todo o
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i = 1, . . . , n
p˜iz
′
(τ) = −∂H
∂zi
= − p˜z(τ)·fxi(t˜(τ),z˜(τ))+p˜z(τ)·gxi(t˜(τ),z˜(τ))·v˜(τ)
L(t˜(τ),z˜(τ),v˜(τ))
+ (
pt(τ)+p˜z(τ)·f(t˜(τ),z˜(τ))+p˜z(τ)·g(t˜(τ),z˜(τ))·v˜(τ))Lxi(t˜(τ),z˜(τ),v˜(τ))
L2(t˜(τ),z˜(τ),v˜(τ)) .
O segundo termo da adic¸a˜o anula-se em virtude de (6.8)–(6.9) e, por isso,
˙˜
ψi (t) = −ψ˜ (t) · fxi (t, x˜ (t))− ψ˜ (t) · gxi (t, x˜ (t)) · u˜ (t)
= −∂H
∂xi
,
de modo a que (3.3) e´ satisfeito. Por outro lado,
ψ˜ (t) · g (t, x˜ (t)) · u (t) = p˜z (τ˜ (t)) · g (t, z˜ (τ˜ (t))) · u (t) ≡ 0 ,
e portanto
ψ˜ (t) · f (t, x˜ (t)) + ψ˜ (t) · g (t, x˜ (t)) · u (t) = ψ˜ (t) · f (t, x˜ (t))
na˜o depende de u, de modo que a condic¸a˜o de ma´ximo (3.4) e´ satisfeita trivialmente (ou
anormalmente).
Demonstra´mos que a um c nulo corresponde um controlo extremal anormal para o pro-
blema (Pafim). Desta forma, para controlos minimizantes que na˜o sa˜o controlos extremais
anormais, temos c > 0. Estamos agora em condic¸o˜es de proceder a` demonstrac¸a˜o do nosso
teorema de regularidade.
Demonstrac¸a˜o. (Teorema 92.) De (6.6) obtemos
0 < c
q.t.p.
=
p˜t(τ) + p˜z(τ) · ϕ
(
t˜(τ), z˜(τ), v˜ (τ)
)
L
(
t˜(τ), z˜(τ), v˜ (τ)
)
⇒ L (t˜(τ), z˜(τ), v˜(τ)) = c−1 (p˜t(τ) + p˜z(τ) · ϕ (t˜(τ), z˜(τ), v˜ (τ))) .
Fac¸amos
|p˜t (τ)| ≤M e ‖p˜z (τ)‖ ≤M em
[
0, T˜
]
.
Enta˜o, para um qualquer τ ∈
[
0, T˜
]
ﬁxo,
L
(
t˜(τ), z˜(τ), v˜(τ)
) ≤ c−1M (1 + ∥∥ϕ (t˜(τ), z˜(τ), v˜(τ))∥∥)
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e, por conseguinte,
θ (‖v˜(τ)‖)∥∥ϕ (t˜(τ), z˜(τ), v˜(τ))∥∥ ≤ L
(
t˜(τ), z˜(τ), v˜(τ)
)∥∥ϕ (t˜(τ), z˜(τ), v˜(τ))∥∥
≤ c−1M 1 +
∥∥ϕ (t˜(τ), z˜(τ), v˜(τ))∥∥∥∥ϕ (t˜(τ), z˜(τ), v˜(τ))∥∥ (6.10)
para quase todos os τ ∈
[
0, T˜
]
. O u´ltimo termo desta desigualdade pode ser majorado por
2 c−1M se
∥∥ϕ (t˜(τ), z˜(τ), v˜(τ))∥∥ ≥ 1. Da condic¸a˜o de crescimento (H2) (coercividade) e do
facto de g (t, x) ter caracter´ıstica de coluna completa, segue-se que lim
‖u‖→+∞
‖ϕ (t, x, u)‖ = +∞.
Resulta enta˜o, da linearidade de ϕ (t, x, u) em relac¸a˜o a u, que
lim
‖v˜(τ)‖→+∞
θ (‖v˜(τ)‖)∥∥ϕ (t˜(τ), z˜(τ), v˜(τ))∥∥ = +∞
e, consequentemente, podemos encontrar r0 tal que, ∀ r ≥ r0,
∥∥ϕ (t˜(τ), z˜(τ), r)∥∥ ≥ 1 e θ (r)∥∥ϕ (t˜(τ), z˜(τ), r)∥∥ ≥ 2 c−1M .
Por conseguinte, para (6.10) ser satisfeita, devera´ acontecer
‖v˜(τ)‖ ≤ r0 .
A demonstrac¸a˜o esta´ completa: v˜ (·) = π (w˜ (·)) e´ essencialmente limitado (por r0) em
[
0, T˜
]
,
isto e´, u˜ (·) = v˜ (τ˜ (·)) e´ essencialmente limitado em [a, b]. Quod erat demonstrandum.
6.2.2 Problemas do ca´lculo das variac¸o˜es
Como vimos no Cap´ıtulo 1, os problemas do ca´lculo das variac¸o˜es sa˜o casos particulares
do problema de controlo o´ptimo (Pafim). Nesta secc¸a˜o vamos mostrar que o resultado do
Teorema 92 oferece, mesmo neste contexto muito particular, novas condic¸o˜es de regularidade
Lipschitziana.
Problema fundamental do ca´lculo das variac¸o˜es
O resultado que se segue e´ um corola´rio imediato do Teorema 92.
Teorema 100 Seja L(·, ·, ·) uma func¸a˜o diferencia´vel com continuidade em R × Rn × Rn;
a, b ∈ R (a < b); e xa, xb ∈ Rn. Consideremos o problema fundamental do ca´lculo das
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variac¸o˜es:
I [x(·)] =
∫ b
a
L (t, x(t), x˙(t)) dt −→ min (6.11)
x(a) = xa , x(b) = xb .
Sob as hipo´teses:
Coercividade: ha´ uma func¸a˜o θ : R → R tal que
L (t, x, u) ≥ θ (‖u‖) > ζ , ζ ∈ R ,
para todo o (t, x, u) ∈ R1+n+n, e
lim
r→+∞
r
θ (r)
= 0 ;
Condic¸a˜o de regularidade: existem constantes γ, β, η e µ, com γ > 0, β < 2 e µ ≥
max {β − 1, −1}, tais que para todo o t ∈ [a, b], e x, u ∈ Rn
(|Lt (t, x, u)|+ |Lxi (t, x, u)|) ‖u‖µ ≤ γ Lβ (t, x, u) + η ,
i ∈ {1, . . . , n} ;
qualquer minimizante do problema (6.11), na classe das func¸o˜es absolutamente cont´ınuas, e´
Lipschitziano em [a, b].
Observac¸a˜o 101 Na˜o existem extremais anormais para o problema fundamental do ca´lculo
das variac¸o˜es.
Vamos fornecer um exemplo (Exemplo 104) que mostra que o resultado de regularidade
Lipschitziana do Teorema 100 na˜o e´ coberto pelas condic¸o˜es de regularidade pre´vias de que
temos conhecimento. Em primeiro lugar formulamos o ce´lebre teorema da existeˆncia de
Tonelli para o problema fundamental do ca´lculo das variac¸o˜es e compilamos os principais
resultados de regularidade encontrados na literatura.
Teorema 102 (Teorema da existeˆncia de Tonelli) Se o Lagrangeano L (·, ·, ·) for de classe
C2 e as condic¸o˜es seguintes forem satisfeitas:
(T1) L (·, ·, ·) e´ coercivo, i.e., existem constantes a, b > 0 e c ∈ R tais que
L (t, x, v) ≥ a |v|1+b + c , para todo o (t, x, v) ;
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(T2) Lvv (t, x, v) ≥ 0 para todo o (t, x, v);
enta˜o existe uma soluc¸a˜o para (6.11) na classe das func¸o˜es absolutamente cont´ınuas.
Os seguintes resultados de regularidade sa˜o devidos a F. H. Clarke e R. B. Vinter (vide
[69, 61]) e sa˜o demonstrados sob hipo´teses mais fracas do que aquelas que estamos aqui
a considerar. Especiﬁcamente, elas sa˜o va´lidas quando L e´ na˜o-suave. Uma vez que a
“na˜o suavidade” na˜o e´ um feno´meno sob estudo neste trabalho, restringi-mo-nos ao caso
diferencia´vel.
Teorema 103 (Resultados pre´vios de regularidade) Permitamos que L (·, ·, ·), em adic¸a˜o
a`s hipo´teses do Teorema da existeˆncia de Tonelli, satisfac¸a qualquer uma das condic¸o˜es (C1),
(C2),(C3),(C4) ou (C5):
(C1) o Lagrangeano e´ auto´nomo (i.e., na˜o depende de t);
(C2) ha´ k0 ∈ R e k1 (·) integra´vel tais que, ∀ (t, x, v) ∈ [a, b]× Rn × Rn,
|Lt (t, x, v)| ≤ k0 |L (t, x, v)|+ k1 (t) ;
(C3) existem k0 ∈ R e k1 (·), k2 (·) integra´veis tais que, ∀ (t, x, v) ∈ [a, b]× Rn × Rn,
‖Lx (t, x, v)‖ ≤ k0 |L (t, x, v)|+ k1 (t) ‖Lv (t, x, v)‖+ k2 (t) ;
(C4) para cada t ﬁxo, a func¸a˜o (x, v)→ L (t, x, v) e´ convexa;
(C5) Lvv (t, x, v) > 0 e existe uma constante k0 tal que, ∀ (t, x, v) ∈ [a, b]× Rn × Rn
∥∥L−1vv (t, x, v) (Lx (t, x, v)− Lvt (t, x, v)− Lvx (t, x, v) v)∥∥ ≤ k0 (‖v‖2+b + 1) ,
onde b e´ a constante positiva que aparece na condic¸a˜o de coercividade (T1) do Teorema
da existeˆncia de Tonelli.
Enta˜o, todos os minimizantes do problema fundamental do ca´lculo das variac¸o˜es (6.11) sa˜o
Lipschitzianos.
Notamos que (C1) e´ um caso particular da condic¸a˜o de regularidade (C2). As condic¸o˜es
de crescimento (C3) e (C5) sa˜o generalizac¸o˜es das condic¸o˜es cla´ssicas obtidas respectivamente
por Tonelli-Morrey e Bernstein (loc. cit.).
Agora mostramos um exemplo de uma funcional que possui minimizante, de acordo com
o Teorema da existeˆncia de Tonelli, para o qual nenhuma das condic¸o˜es de regularidade
(C1)–(C5) e´ aplica´vel, enquanto o nosso Teorema 100 e´ conclusivo.
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Exemplo 104 Consideremos o seguinte problema (n = 1):
I [x (·)] =
∫ 1
0
[(
x˙4 + 1
)3 e(x˙4+1) (t+π2−arctanx)] dt −→ min (6.12)
x (0) = x0, x (1) = x1 .
Exprimindo L (t, x, v) =
(
v4 + 1
)3 e(v4+1) (t+π2−arctanx) , conclu´ımos que
Lvv (t, x, v) =
[
132v6 + 36v2
(v4 + 1)2
+
(
96v6
v4 + 1
+ 12v2
)(
t+
π
2
− arctanx
)
+16v6
(
t+
π
2
− arctanx
)2]
L (t, x, v) .
O Teorema de Tonelli (Teorema 102) garante a existeˆncia de um minimizante xˆ (·) ∈ W1,1
para o problema (6.12) ja´ que:
• L (·, ·, ·) ∈ C2;
• Para todo o (t, x, v) ∈ [0, 1]× R× R temos:
L (t, x, v) >
(
v4 + 1
)3 ≥ v4 + 1 > 0 ;
• Lvv (t, x, v) ≥ 0.
Os pressupostos do Teorema 100 sa˜o tambe´m aferidos com θ (r) = r4 + 1, β =
3
2
, µ =
1
2
,
γ = 2 e η = 0. Com efeito,
Lt (t, x, v) =
(
v4 + 1
)
L (t, x, v) ,
Lx (t, x, v) = −v
4 + 1
1 + x2
L (t, x, v) ,
(|Lx (t, x, v)|+ |Lt (t, x, v)|) |v|1/2 ≤ 2
(
|v|4
)1/8 (
v4 + 1
)
L (t, x, v)
< 2
(
v4 + 1
)9/8
L (t, x, v)
= 2
(
v4 + 1
)33/8 e(v4+1) (t+π2−arctanx)
< 2
(
v4 + 1
)36/8 e3/2 (v4+1) (t+π2−arctanx)
= 2L3/2 (t, x, v) .
O nosso Teorema 100 garante, enta˜o, que todos os minimizantes desta funcional sa˜o Lips-
chitzianos.
Como veremos agora, nenhuma das condic¸o˜es (C1)− (C5) e´ aplica´vel a este exemplo:
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1. O Lagrangeano depende explicitamente de t e desta forma a condic¸a˜o (C1) falha.
2. Se (C2) fosse verdadeira, poder´ıamos concluir que
Lt (t, x, v)
L (t, x, v)
≤ k0 + k1 (t)
L (t, x, v)
, o que
no nosso caso implica
v4 + 1 ≤ k0 + k1 (t)
L (t, x, v)
,
uma desigualdade que falha para v suﬁcientemente grande.
3. Para (C3) ser verdadeira, dever´ıamos ter para v > 0, x = 0 e algum t
|Lx (t, 0, v)|
v7/2 L (t, 0, v)
≤ k0
v7/2
+ k1 (t)
|Lv (t, 0, v)|
v7/2 L (t, 0, v)
+
k2 (t)
v7/2 L (t, 0, v)
. (6.13)
Uma vez que
Lv (t, x, v) =
[
12 v3
v4 + 1
+ 4v3
(
t+
π
2
− arctanx
)]
L (t, x, v) ,
obtemos da desigualdade (6.13) que
v4 + 1
v7/2
≤ k0
v7/2
+ k1 (t)
12 v3
v4+1
+ 4 v3
(
t+ π2
)
v7/2
+
k2 (t)
v7/2 L (t, 0, v)
o que na˜o e´ verdade para v suﬁcientemente grande.
4. (C4) na˜o e´ igualmente satisfeita: se ﬁxarmos t e v obtemos a func¸a˜o x −→ C3 eC (B−arctanx)
que na˜o e´ convexa: a sua segunda derivada iguala
2x+ C
(1 + x2)2
C4 eC (B−arctanx)
que na˜o tem sinal deﬁnido.
5. Finalmente (C5) falha, uma vez que Lvv (t, x, v) = 0 por exemplo para v = 0.
Problemas variacionais com derivadas de ordem superior
Consideramos agora o problema do ca´lculo das variac¸o˜es com derivadas de ordem superior:
∫ b
a
L
(
t, x(t), x˙(t), . . . , x(m)(t)
)
dt −→ min (6.14)
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x(a) = x0a x(b) = x
0
b
...
...
x(m−1)(a) = xm−1a x(m−1)(b) = x
m−1
b .
(6.15)
Relembramos que a notac¸a˜o Wm,p (m = 1, . . . ; 1 ≤ p ≤ ∞) representa a classe das func¸o˜es
que sa˜o absolutamente cont´ınuas, conjuntamente com as suas derivadas ate´ a` ordem m− 1, e
que teˆm m-e´sima derivada pertencente a Lp. A existeˆncia de minimizantes para o problema
(6.14)–(6.15), na classe Wm,1 ([a, b] ; Rn), segue-se dos resultados cla´ssicos de existeˆncia se
impusermos que L (t, x0, . . . , xm) e´ convexa em relac¸a˜o a xm (vide v.g. [52]). Podemos
colocar a questa˜o de saber se cada um dos minimizantes x (·) ∈Wm,1 tem m-e´sima derivada
essencialmente limitada, i.e., se pertencem a Wm,∞. Um estudo da regularidade de ordem
superior foi realizado em 1990 por F. H. Clarke e R. B. Vinter (vide [72]), tendo sido deduzida
uma condic¸a˜o do tipo de Tonelli-Morrey:
‖Lxi (t, x0, . . . , xm)‖ ≤ γ (|L (t, x0, . . . , xm)|+ ‖xm‖) + η (t) r (x0, . . . , xm) ,
com i = 0, . . . ,m− 1, γ uma constante, η uma func¸a˜o integra´vel e r uma func¸a˜o localmente
limitada. Tambe´m para este caso somos, uma vez mais, capazes de derivar, a partir do
Teorema 92, uma condic¸a˜o de regularidade de cariz novo.
Teorema 105 Desde que para todo o t ∈ [a, b] e x0, . . . , xm ∈ Rn a func¸a˜o (t, x0, . . . , xm)→
L (t, x0, . . . , xm) seja diferencia´vel com continuidade e as seguintes condic¸o˜es sejam veriﬁca-
das:
Coercividade: existe uma func¸a˜o θ : R → R e uma constante ζ tais que
L (t, x0, . . . , xm) ≥ θ (‖xm‖) > ζ ,
lim
r→+∞
r
θ (r)
= 0 ;
Condic¸a˜o de regularidade: para algumas constantes γ, β, η e µ com γ > 0, β < 2 e
µ ≥ max {β − 1, −1},
(|Lt|+ ‖Lxi‖) ‖xm‖µ ≤ γ Lβ + η , i ∈ {0, . . . ,m− 1} ; (6.16)
enta˜o todos os minimizantes x˜ (·) ∈ Wm,1 ([a, b]; Rn) do problema variacional (6.14)–(6.15)
pertencem a` classe Wm,∞ ([a, b]; Rn).
Observac¸a˜o 106 Na˜o existem extremais anormais para o problema (6.14)–(6.15).
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Alguns corola´rios podem ser facilmente derivados.
Corola´rio 107 Os minimizantes x˜ (·) da funcional
I [x (·)] =
∫ b
a
L
(
x(m) (t)
)
dt −→ min ,
x (·) ∈Wm,1 ([a, b] ; Rn) ,
sob as condic¸o˜es de fronteira (6.15), esta˜o contidos no espac¸o Wm,∞ ([a, b] ; Rn), desde que
L (·) seja diferencia´vel com continuidade e para todo o xm ∈ Rn houverem constantes ξ ∈ R
e α ∈ ]1,+∞[ tais que L (xm) ≥ ‖xm‖α + ξ.
Para m = 1 existe, como sabemos, um resultado mais forte do que o do Corola´rio 107: se
m = 1 e L for auto´nomo (L = L (x, x˙)), coercivo e convexo em x˙, enta˜o todos os minimizantes
do problema fundamental do ca´lculo das variac¸o˜es pertencem a W1,∞ (condic¸a˜o (C1) do
Teorema 103). Este resultado na˜o e´, no entanto, generaliza´vel para o caso das funcionais com
derivadas de ordem superior L
(
x, x˙, . . . , x(m)
)
. Este facto foi primeiro demonstrado em 1997
por A. V. Sarychev (vide [215]): o caso auto´nomo do problema (6.14) pode apresentar na˜o so´
minimizantes pertencentes a Wm,1\Wm,∞ mas tambe´m exibir o feno´meno de Lavrentiev – o
seu ı´nﬁmo em Wm,1 pode ser estritamente menor do que aquele em Wm,∞. O Corola´rio 107,
e o Teorema 105, estabelecem condic¸o˜es que excluem essa possibilidade.
6.2.3 Dinaˆmica na˜o linear
Consideramos, para ﬁnalizar, o problema de Lagrange do controlo o´ptimo na situac¸a˜o
geral, com dinaˆmica na˜o linear gene´rica:
I [x(·), u(·)] =
∫ b
a
L (t, x(t), u(t)) dt −→ min ,[
x(·) ∈W1, 1 ([a, b]; Rn) , u(·) ∈ L1 ([a, b]; Rr)
x˙(t) = ϕ (t, x(t), u(t)) , q.t.p. t ∈ [a, b] .
(Pgen)
Para derivarmos condic¸o˜es seguradoras de que os controlos o´ptimos u˜(·) do problema (Pgen)
sejam essencialmente limitados, u˜(·) ∈ L∞, consideraremos os problemas auxiliares (Pτ ) e
(Pτ [w(·)]), com U = L1, introduzidos no Cap´ıtulo 2 e hipo´teses mais fracas de aplicabilidade
do princ´ıpio do ma´ximo de Pontryagin (mais fracas do que aquelas encontradas em [199]).
Como ja´ tivemos oportunidade de realc¸ar, o princ´ıpio do ma´ximo de Pontryagin constitui o
aˆmago da teoria do controlo o´ptimo. Desde a sua primeira formulac¸a˜o e demonstrac¸a˜o, va´rias
verso˜es teˆm sido obtidas por enfraquecimento das hipo´teses sob as quais ele e´ va´lido. Por
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exemplo, em [199] assume-se que as func¸o˜es L(·, ·, ·) e ϕ(·, ·, ·) sa˜o cont´ınuas e teˆm derivadas
cont´ınuas em relac¸a˜o a`s varia´veis de estado x: L(t, ·, u), ϕ(t, ·, u) ∈ C1. Em vez do pressuposto
de continuidade de L(·, ·, ·) e ϕ(·, ·, ·), uma versa˜o exigindo somente que as func¸o˜es L(·, x, ·) e
ϕ(·, x, ·) sejam Borel-mensura´veis pode ser encontrada no livro [26, Cap. 5]. Aı´, de modo a se
assegurar a aplicabilidade do princ´ıpio do ma´ximo, a seguinte condic¸a˜o e´ imposta: a existeˆncia
de uma func¸a˜o integra´vel α(·), deﬁnida em [a, b], tal que para todo o (t, x) ∈ [a, b]× Rn
∥∥∥∥∂L∂x (t, x, u(t))
∥∥∥∥ ≤ α(t) , (6.17)∥∥∥∥∂ϕi∂x (t, x, u(t))
∥∥∥∥ ≤ α(t) , (6.18)
i = 1, . . . , n. A existeˆncia e integrabilidade de α(·), e a veriﬁcac¸a˜o das desigualdades (6.17)
e (6.18), sa˜o garantidas sob as hipo´teses de que L e ϕ possuem derivadas ∂L∂x e
∂ϕ
∂x que sa˜o
cont´ınuas em (t, x, u), e que u(·) e´ essencialmente limitado (estas sa˜o as hipo´teses encontradas
em [199]). As seguintes condic¸o˜es de crescimento constituem hipo´teses alternativas (vide [58,
Sec. 4.4 e p. 212]): ∥∥∥∥∂L∂x
∥∥∥∥ ≤ c |L|+ k ,
∥∥∥∥∂ϕi∂x
∥∥∥∥ ≤ c |ϕi|+ k , (6.19)
onde c e k sa˜o constantes, c > 0. Tendo em mente as condic¸o˜es de regularidade Lipschit-
ziana para o problema fundamental do ca´lculo das variac¸o˜es (cf. Teorema 103), rapida-
mente adivinhamos a ligac¸a˜o entre as condic¸o˜es de aplicabilidade do princ´ıpio do ma´ximo e
as condic¸o˜es de regularidade Lipschitziana ((6.19) pode ser interpretada como uma genera-
lizac¸a˜o da condic¸a˜o de regularidade Lipschitziana cla´ssica de Tonelli-Morrey – cf. e.g. [218]).
A ligac¸a˜o entre as condic¸o˜es de aplicabilidade do princ´ıpio do ma´ximo cla´ssico de Pontryagin
[199] e as condic¸o˜es de regularidade Lipschitziana para problemas do controlo o´ptimo com
dinaˆmica aﬁm de controlo foi estabelecida na Secc¸a˜o 6.2.1. Aqui, para tratar dinaˆmicas na˜o
lineares gene´ricas, necessitaremos de aplicar o princ´ıpio do ma´ximo sob hipo´teses mais fracas
do que aquelas encontradas em [199]. A raza˜o encontra-se no facto de que quando ﬁxa-
mos w(·) ∈ L1 ([τa, τb]; Rr), as func¸o˜es F (τ, t, z, v) e f(τ, t, z, v) do problema (Pτ [w(·)]) (cf.
pa´g. 36) na˜o sa˜o cont´ınuas em τ mas apenas mensura´veis. As hipo´teses (6.19) sa˜o adequadas,
uma vez que elas podem ser directamente veriﬁcadas para um dado problema. Hipo´teses mais
fracas que (6.17) e (6.18) podem tambe´m ser consideradas. A este respeito, melhoramentos
importantes sa˜o obtidos com o uso da ana´lise na˜o suave. Por exemplo, podemos substituir
(6.17) e (6.18) pelas condic¸o˜es mais fracas
|L (t, x1, u(t))− L (t, x2, u(t))| ≤ α(t) ‖x1 − x2‖ ,
|ϕi (t, x1, u(t))− ϕi (t, x2, u(t))| ≤ α(t) ‖x1 − x2‖ ,
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e formular o princ´ıpio do ma´ximo de Pontryagin num contexto de na˜o suavidade, em termos de
gradientes generalizados (vide [57, 58]). A demonstrac¸a˜o de verso˜es mais gerais do princ´ıpio
do ma´ximo, sob hipo´teses cada vez mais fracas, e´ um assunto ainda muito em progresso.
Indicamos o recente artigo [236] para os leitores interessados nesta problema´tica.
Em relac¸a˜o a` questa˜o da existeˆncia, Filippov [103] foi o autor do primeiro teorema ge-
ral de existeˆncia para o controlo o´ptimo (o artigo original [102], em russo, surgiu em 1959).
Existe hoje uma literatura extensiva sobre a existeˆncia de soluc¸o˜es para problemas do con-
trolo o´ptimo. O leitor interessado e´ remetido para o livro [52] para resultados signiﬁcativos,
formulac¸o˜es va´rias e discusso˜es detalhadas. Segue-se um conjunto de condic¸o˜es, das do tipo
de Tonelli [254] (cf. Teorema 102), que garantem a existeˆncia de minimizante para o problema
(Pgen).
Teorema 108 (Teorema da existeˆncia de “Tonelli” para (Pgen)) O problema (Pgen) tem
um minimizante (x˜(·), u˜(·)), com u˜(·) ∈ L1 ([a, b]; Rr), desde que exista pelo menos um par
admiss´ıvel, as func¸o˜es L(·, ·, ·) e ϕ(·, ·, ·) sejam cont´ınuas e as seguintes condic¸o˜es de conve-
xidade e coercividade sejam satisfeitas:
(convexidade) As func¸o˜es L(t, x, ·) e ϕ(t, x, ·) sa˜o convexas para todo o (t, x);
(coercividade) Existe uma func¸a˜o θ : R+0 → R, limitada inferiormente, tal que
L(t, x, u) ≥ θ (‖ϕ(t, x, u)‖) para todo o (t, x, u); (6.20)
lim
r→+∞
θ(r)
r
= +∞; (6.21)
lim
‖u‖→+∞
‖ϕ(t, x, u)‖ = +∞ para todo o (t, x) . (6.22)
Observac¸a˜o 109 Para o problema fundamental do ca´lculo das variac¸o˜es temos ϕ = u e o
Teorema 108 coincide com a versa˜o moderna do Teorema 102.
Os requerimentos do Teorema da existeˆncia 108 na˜o implicam os do princ´ıpio do ma´ximo
de Pontryagin (qualquer que seja a versa˜o concreta em considerac¸a˜o). Como sabemos, pode
acontecer que as condic¸o˜es necessa´rias de optimalidade sejam va´lidas enquanto a existeˆncia
na˜o e´ garantida; ou pode acontecer que os minimizantes preditos pelo Teorema 108 na˜o sejam
extremais de Pontryagin. Seguem os resultados principais da secc¸a˜o.
Teorema 110 Sob a hipo´tese de coercividade do Teorema 108, todos os controlos minimizan-
tes u˜(·) de (Pgen), que na˜o sa˜o controlos extremais anormais, sa˜o essencialmente limitados
em [a, b], desde que a aplicabilidade do princ´ıpio do ma´ximo ao problema (Pτ [u˜(·)]) seja
assegurada.
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Observac¸a˜o 111 Tal como no Teorema 92, a convexidade na˜o e´ requirida no teorema de
regularidade 110 (cf. a Observac¸a˜o 97 para a importaˆncia deste facto).
Aplicando as hipo´teses (6.19) do princ´ıpio do ma´ximo a`s func¸o˜es F e f do problema
(Pτ [u˜(·)]), o resultado que se segue e´ trivialmente obtido.
Teorema 112 Sob a hipo´tese de coercividade, as condic¸o˜es de crescimento: existem cons-
tantes c > 0 e k tais que
∣∣∣∣∂L∂t
∣∣∣∣ ≤ c |L|+ k ,
∥∥∥∥∂L∂x
∥∥∥∥ ≤ c |L|+ k ,∥∥∥∥∂ϕ∂t
∥∥∥∥ ≤ c ‖ϕ‖+ k ,
∥∥∥∥∂ϕi∂x
∥∥∥∥ ≤ c |ϕi|+ k (i = 1, . . . , n) ;
implicam que todos os controlos minimizantes u˜(·) de (Pgen), que na˜o sa˜o controlos extremais
anormais, sa˜o essencialmente limitados em [a, b].
Repare-se que sob as hipo´teses do Teorema 112, todos os minimizantes de (Pgen) sa˜o
extremais de Pontryagin e podem, por isso, ser identiﬁcados pelo princ´ıpio do ma´ximo. Na
realidade, podemos dizer mais: que os multiplicadores Hamiltonianos sa˜o Lipschitzianos e
na˜o apenas absolutamente cont´ınuos.
Teorema 113 Sob as condic¸o˜es do Teorema 112, todos os minimizantes do problema de
Lagrange (Pgen) satisfazem o princ´ıpio do ma´ximo de Pontryagin com multiplicadores Ha-
miltonianos Lipschitzianos: ψ(·) ∈W1,∞.
Demonstrac¸a˜o. (Teorema 110) Seja (x˜(·), u˜(·)) um minimizante de (Pgen) e consideremos a
passagem a` forma parame´trica (Pτ ) com τa = a e τb = b. Das Proposic¸o˜es 16 e 49, dados os
pressupostos do teorema, sabemos que existem func¸o˜es absolutamente cont´ınuas p˜t(·) e p˜z(·)
tais que para quase todos os pontos τ ∈ [a, b] e para todo o v > 0,
v −→ [−L (τ, x˜(τ), u˜(τ)) + p˜t(τ) + p˜z(τ) · ϕ (τ, x˜(τ), u˜(τ))] v
e´ maximizado em v = 1. Isto implica que
L (τ, x˜(τ), u˜(τ)) = p˜t(τ) + p˜z(τ) · ϕ (τ, x˜(τ), u˜(τ)) . (6.23)
Fac¸amos |p˜t(τ)| ≤ M e ‖p˜z(τ)‖ ≤ M em [a, b]. Dividindo ambos os membros da igualdade
(6.23) por ‖ϕ (τ, x˜(τ), u˜(τ))‖ e usando a hipo´tese de coercividade (6.20), obtemos
θ (‖ϕ (τ, x˜(τ), u˜(τ))‖)
‖ϕ (τ, x˜(τ), u˜(τ))‖ ≤M
1 + ‖ϕ (τ, x˜(τ), u˜(τ))‖
‖ϕ (τ, x˜(τ), u˜(τ))‖ .
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A condic¸a˜o de coercividade (6.21)–(6.22) permite-nos tirar a conclusa˜o pretendida de que
u˜(·) e´ essencialmente limitado em [a, b]. Quod erat demonstrandum.
Uma vez que o Teorema 112 considera problemas do controlo o´ptimo com dinaˆmica na˜o
linear, quer nas varia´veis de estado, quer nas varia´veis de controlo, muitos exemplos, havendo
minimizantes em conformidade com a teoria da existeˆncia, podem ser facilmente constru´ıdos
para os quais o nosso resultado e´ aplica´vel enquanto as condic¸o˜es de regularidade Lipschitziana
previamente conhecidas, como aquelas em [71] e [217], fracassam. Segue um tal exemplo com
n = r = 2.
Exemplo 114 ∫ 1
0
(
u21(t) + u
2
2(t)
) (
e2 (x1(t)+x2(t)) + 1
)
dt −→ min
 x˙1(t) =
√
u21(t) + u
2
2(t)
x˙2(t) = u2(t) ex1(t)+x2(t)
x1(0) = 0, x1(1) = 1, x2(0) = 1, x2(1) = 1.
(6.24)
Para este problema temos:
L(x1, x2, u1, u2) =
(
u21 + u
2
2
) (
e2 (x1+x2) + 1
)
;
ϕ(x1, x2, u1, u2) =
[
ϕ1
ϕ2
]
=
[√
u21 + u
2
2
u2 ex1+x2
]
.
Ha´ a garantia de existeˆncia de soluc¸a˜o para (6.24), se considerarmos
x1(·) , x2(·) ∈W1,1 ([0, 1]; R) e u1(·) , u2(·) ∈ L1 ([0, 1]; R) ,
porquanto todas as condic¸o˜es do teorema de existeˆncia a` la Tonelli (Teorema 108) sa˜o satis-
feitas:
• O quaterno (x1(t), x2(t), u1(t), u2(t)) = (t, 1, 1, 0) e´ admiss´ıvel.
• As func¸o˜es L(·, ·, ·, ·) e ϕ(·, ·, ·, ·) sa˜o cont´ınuas em R4.
• A func¸a˜o L(x1, x2, ·, ·) e´ estritamente convexa uma vez que a matriz
∂2L
∂u∂u
=
[
2
(
e2(x1+x2) + 1
)
0
0 2
(
e2(x1+x2) + 1
)
]
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e´ deﬁnida positiva para todos os (x1, x2) ∈ R2. As matrizes
∂2ϕ1
∂u∂u
=


u22√
(u21+u22)
3
− u1u2√
(u21+u22)
3
− u1u2√
(u21+u22)
3
u21√
(u21+u22)
3

 ; ∂2ϕ2
∂u∂u
=
[
0 0
0 0
]
sa˜o na˜o negativas e conclu´ımos pela convexidade de ϕ(x1, x2, ·, ·).
• Da desigualdade
L =
(
u21 + u
2
2
) (
e2 (x1+x2) + 1
)
≥ u21 + u22 + u22e2 (x1+x2) ,
temos coercividade quadra´tica (θ(r) = r2).
As suposic¸o˜es de suavidade sobre os dados do problema sa˜o satisfeitas, uma vez que L(·, ·, ·, ·)
e ϕ(·, ·, u1, u2) sa˜o de classe C∞. O Teorema 112 permito-nos concluir que todos os controlos
minimizantes, que na˜o sa˜o controlos extremais anormais, sa˜o limitados:
• As condic¸o˜es em ∂L∂t e ∂ϕ∂t sa˜o trivialmente satisfeitas dado que o problema e´ auto´nomo:
L e ϕ na˜o dependem explicitamente da varia´vel tempo.
• As condic¸o˜es de crescimento em ∂L∂x e ∂ϕ∂x sa˜o igualmente satisfeitas: ∂L∂x1 = ∂L∂x2 =
2e2(x1+x2)
(
u21 + u
2
2
) ≤ 2L; ∂ϕ1∂x1 = ∂ϕ1∂x2 = 0; ∂ϕ2∂x1 = ∂ϕ2∂x2 = ϕ2.
6.3 Consignac¸a˜o
Neste cap´ıtulo estuda´mos algumas propriedades das trajecto´rias minimizantes, para pro-
blemas intrinsecamente do controlo o´ptimo, na situac¸a˜o em que os controlos na˜o sa˜o restritos
(como acontece no ca´lculo das variac¸o˜es). Obtive´mos novas condic¸o˜es que garantem a regu-
laridade Lipschitziana das trajecto´rias minimizantes para dinaˆmicas de controlo na˜o lineares.
Estas condic¸o˜es resolvem a discrepaˆncia entre a optimalidade e a existeˆncia, assegurando
que os minimizantes preditos pela teoria da existeˆncia satisfazem as condic¸o˜es de optimali-
dade. Paralelamente, feno´menos indeseja´veis, como seja o de Lavrentiev, sa˜o naturalmente
exclu´ıdos. Mostra´mos que as condic¸o˜es de regularidade Lipschitziana esta˜o relacionadas
com as condic¸o˜es de aplicabilidade do princ´ıpio do ma´ximo de Pontryagin. Para lidar com
dinaˆmicas aﬁns de controlo, o princ´ıpio do ma´ximo de Pontryagin cla´ssico [199] e´ suﬁciente
(§6.2.1). Para tratar o caso gene´rico, um princ´ıpio do ma´ximo sob hipo´teses mais fracas,
como aquele que encontramos em [26], e´ necessa´rio (§6.2.3). A nossa abordagem e´ baseada
na relac¸a˜o entre as extremais do problema original e as de um problema auxiliar (Cap´ıtulo 4)
e na subsequente utilizac¸a˜o do princ´ıpio do ma´ximo de Pontryagin sobre o u´ltimo problema.
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A condic¸a˜o de ma´ximo do princ´ıpio do ma´ximo de Pontryagin, conjuntamente com o pres-
suposto de coercividade do teorema da existeˆncia, implicam a regularidade Lipschitziana da
correspondente trajecto´ria minimizante do problema original. Enquanto que os resultados
pre´vios da literatura eram apenas capazes de lidar com dinaˆmicas lineares e invariantes no
tempo, a nossa abordagem permite-nos trabalhar com dinaˆmicas gene´ricas.
Parte dos resultados deste cap´ıtulo foram apresentados pelo autor num semina´rio e em
dois encontros nacionais, a saber,
• EmMaio de 1998, O Princ´ıpio do Ma´ximo de Pontryagin e a Regularidade Lipschitziana
dos Minimizantes no Ca´lculo das Variac¸o˜es e Controlo O´ptimo, Dep. de Matema´tica,
Univ. de Coimbra;
• Em Maio de 2000, Regularidade Lipschitziana, Existeˆncia e Condic¸o˜es Necessa´rias no
Controlo O´ptimo, COPO-2000 (Encontro de Matema´ticos Portugueses em Controlo),
Dep. de Matema´tica, Univ. de Aveiro;
• Em Maio de 2002, Tonelli’s Full-Regularity in the Calculus of Variations and Optimal
Control: Recent Developments, COPO-2002, Dep. de Matema´tica, Univ. de Coimbra;
e em quatro confereˆncias internacionais, em Moscovo, Lisboa, Paris e Praga:
• Em Setembro de 1998, Lipschitzian Regularity of Minimizers in the Calculus of Variati-
ons and Optimal Control, International Conference dedicated to the 90th Anniversary of
Lev Semenovich Pontryagin (1908–1988), Steklov Mathematical Institute and Moscow
State (Lomonosov) University, Moscow, Russia (vide [282]);
• Em Outubro de 1998, Lipschitzian Regularity Conditions for the Minimizing Trajecto-
ries of Optimal Control Problems, Autumn School on Nonlinear Analysis and Diﬀeren-
tial Equations (ASDE 98), Centro de Matema´tica e Aplicac¸o˜es Fundamentais (CMAF)
and University of Lisbon, Lisboa, Portugal (vide [218]);
• Em Junho de 2000, Lipschitzian Regularity of Minimizers for Optimal Control Problems,
Second Nonlinear Control Network (NCN) Workshop, Centre National de la Recherche
Scientiﬁque, Paris, France (vide [283]);
• Em Agosto de 2001, Regularity of Minimizers in Optimal Control, EQUADIFF 10, The
Czechoslovak International Conference on Diﬀerential Equations and Their Applicati-
ons, Prague, Czech Repuplic (vide [276]).
Dois artigos, com reviews no Zentralblatt fu¨r Mathematik e nasMathematical Reviews, encon-
tram-se publicados em [217, 218]. Resultados preliminares da Secc¸a˜o 6.2.3 esta˜o publicados
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em [276]. Os resultados do cap´ıtulo, ainda na˜o publicados, esta˜o submetidos a` revista inter-
nacional Mathematics of Control, Signals, and Systems (MCSS) [279].
Uma sinopse de 24 pa´ginas dos principais resultados desta tese, intitulada Carathe´odory-
-Equivalence, Noether Theorems, and Tonelli Full-Regularity in the Calculus of Variations
and Optimal Control [269], encontra-se dispon´ıvel como E-Print no arXiv,
http://arXiv.org/abs/math/0206230
e foi apresentada pelo autor, como Invited Lecture, no First Junior European Meeting “Control
Theory and Stabilization”, na Universidade de Bourgogne, em Dijon, de 2 a 4 de Outubro de
2002.

“Pasmo sempre que acabo qualquer coisa. Pasmo e de-
solo-me. O meu instinto de perfeic¸a˜o deveria inibir-me
de acabar; deveria inibir-me ate´ de comec¸ar. Mas dis-
traio-me e fac¸o. O que consigo e´ um produto, em mim,
na˜o de uma aplicac¸a˜o de vontade, mas de uma cedeˆncia
dela. Comec¸o porque na˜o tenho forc¸a para pensar; acabo
porque na˜o tenho alma para suspender.”
—Fernando Pessoa
Conclusa˜o
O desejo de perfeic¸a˜o e´ inerente aos humanos e a`s leis naturais da f´ısica. Inspira e da´
intuic¸a˜o a corredores, artistas, criativos, cientistas, matema´ticos e a toda a rac¸a humana
(cf. [247]). Na Natureza, va´rias espe´cies ﬂorais apresentam elevado grau de simetria – o
princ´ıpio uniﬁcador, como vimos, da grande variedade de leis de conservac¸a˜o. E´ o caso dos
malmequeres, das gerberas e das margaridas, radialmente sime´tricas. A ideia de simetria
ocorre naturalmente ao nosso esp´ırito, sugerindo equil´ıbrio e proporc¸a˜o, harmonia e beleza,
ordem e perfeic¸a˜o, padra˜o e regularidade! Uma teoria matema´tica de perfeic¸a˜o (optimizac¸a˜o),
bel´ıssima, denominada ca´lculo das variac¸o˜es, foi originada pelos irma˜os Bernoulli, Newton,
Euler, entre outros, e sistematicamente desenvolvida desde o se´culo XVIII. Foi essa teoria,
sob a e´gide da eterna procura de func¸o˜es o´ptimas (soluc¸o˜es perfeitas) e sua ana´lise, e o querer
compreender a esseˆncia da optimalidade (perfeic¸a˜o), a nossa fonte de atracc¸a˜o, reﬂexa˜o e
desassossego.
Motivados por questo˜es e me´todos cla´ssicos do ca´lculo das variac¸o˜es, uma nascente muito
rica em ideias, usa´mos as terminologias e a lo´gica mais moderna e elegante, clara e eﬁci-
ente, do controlo o´ptimo, proporcionadora, como diz Young [308], de uma nova liberdade,
caracterizando algumas propriedades dos processos optimizantes. O objectivo principal foi
o estudo da regularidade Lipschitziana das trajecto´rias minimizantes para o problema de
Lagrange do controlo o´ptimo sem restric¸o˜es nas varia´veis de controlo. Este assunto, pra-
ticamente ausente na literatura da especialidade, esta´ ligado a dois to´picos, esses muito
bem estudados. Sa˜o eles a existeˆncia de trajecto´rias o´ptimas e as condic¸o˜es necessa´rias de
optimalidade. A procura de condic¸o˜es necessa´rias esteve na origem da teoria matema´tica
do controlo o´ptimo e tem sido perseguida vigorosamente ate´ aos dias de hoje (cf. v.g.
[296, 214, 84, 287, 101, 195, 80, 83]). O problema da existeˆncia e´ um assunto igualmente
estudado desde os anos cinquenta e sessenta, existindo hoje uma teoria vasta sobre o assunto
(cf. v.g. [102, 206, 51, 26, 203, 187, 52, 200, 75, 180, 183]). Uma ana´lise cuidadosa das
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hipo´teses dos teoremas de existeˆncia e das condic¸o˜es necessa´rias de optimalidade, revela que
existe uma discrepaˆncia entre ambas as teorias:
• Para os minimizantes preditos pela teoria da existeˆncia as condic¸o˜es necessa´rias podem
na˜o ser va´lidas;
• Na classe de controlos onde as condic¸o˜es necessa´rias cla´ssicas sa˜o va´lidas (controlos
mensura´veis e limitados) a existeˆncia na˜o e´, em geral, garantida.
Embora possa parecer uma verdade de Monsieur de la Palisse, importa realc¸ar que na˜o faz
sentido assumir a existeˆncia de uma soluc¸a˜o num problema onde na˜o existe nenhuma. Se
calcularmos uma soluc¸a˜o na base de tal pressuposto, poderemos concluir, como no paradoxo
de Perron, que o maior inteiro positivo N e´ N = 1. A maneira de atacarmos este problema
foi o de postular condic¸o˜es, para ale´m das da existeˆncia, chamadas condic¸o˜es de regulari-
dade Lipschitziana, assegurando que todos os controlos minimizantes sa˜o limitados e, por
conseguinte, que veriﬁcam as condic¸o˜es necessa´rias de optimalidade.
A abordagem integrada que aqui introduzimos – transformac¸a˜o dos problemas, estudo
da relac¸a˜o entre as extremais de Pontryagin, leis de conservac¸a˜o (invariantes) e simetrias –
e´ a pedra angular de toda a dissertac¸a˜o, permitindo uma nova perspectiva sobre a tema´tica
das condic¸o˜es de regularidade Lipschitziana. Esta perspectiva veio a revelar-se extremamente
efectiva e frutuosa na obtenc¸a˜o de resultados de regularidade Lipschitziana para problemas
de controlo o´ptimo com dinaˆmica na˜o linear: uma a´rea de investigac¸a˜o que se encontrava
totalmente por desenvolver. Os resultados sa˜o formulados como condic¸o˜es de crescimento
impostas sobre (as derivadas de) L e ϕ e implicam que os controlos minimizantes u˜(·) sa˜o
limitados e que as respectivas trajecto´rias minimizantes x˜(·) sa˜o Lipschitzianas. Mesmo para
situac¸o˜es bem particulares, como sejam os problemas do ca´lculo das variac¸o˜es com e sem
derivadas de ordem superior, os resultados que adveˆm sa˜o novos e capazes de tratar situac¸o˜es
anteriormente na˜o consideradas. Com a benevoleˆncia do leitor e dando jus aos pareceres
dos avaliadores dos trabalhos entretanto publicados em revistas da especialidade, o balanc¸o
ﬁnal que fazemos e´ positivo e atrevemo-nos a especular que o me´todo proposto fornece um
algoritmo de cara´cter lato para o estabelecimento de resultados de regularidade nos mais
diversos contextos. Fazemos nossas as palavras de Constantin Carathe´odory abordando o
assunto “The Beginning of Research in the Calculus of Variations” [45]:
“I will be glad if I have succeeded in impressing the idea that it is not only
pleasant and entertaining to read at times the works of the old mathematical
authors, but that this may occasionally be of use for the actual advancement of
science.”
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Porque entendemos que a conclusa˜o de qualquer estudo deve ser mais do que a oportu-
nidade para avaliar as concretizac¸o˜es e os resultados obtidos, devendo trac¸ar vectores que
perpassam esses mesmos resultados, vamos dissertar um pouco sobre alguns dos problemas
que esta˜o na continuidade do trabalho de investigac¸a˜o desenvolvido nesta tese. E´ fa´cil de
constatar que as ferramentas que aqui foram desenvolvidas no intuito de se atacar a questa˜o
da regularidade, como seja a nossa generalizac¸a˜o do teorema de Noether para problemas de
controlo o´ptimo, esta˜o ainda sub-aproveitadas, possuindo o potencial para incurso˜es nesta e
noutras a´reas. Acreditamos verdadeiramente que o racioc´ınio exposto e´ fonte promissora e
um bom guia para o esclarecimento de algumas questo˜es ainda em aberto.
Em relac¸a˜o a` regularidade Lipschitziana das trajecto´rias minimizantes, permanece por
clariﬁcar a interligac¸a˜o entre a regularidade e a extremalidade anormal. Para os proble-
mas do ca´lculo das variac¸o˜es estudados em [69] e [72] na˜o existem extremais anormais, en-
quanto para os problemas de controlo o´ptimo considerados em [71] e [217] elas sa˜o, como
no Cap´ıtulo 6, colocadas de parte. A questa˜o de como estabelecer regularidade Lipschitziana
para as trajecto´rias minimizantes anormais esta´ em aberto. A sua relevaˆncia, no aˆmbito
da geometria sub-Riemanniana, foi exposta por J. P. Gauthier em Paris, a 8 de Junho de
2000, no Second NCN Workshop. Embora a ocorreˆncia de minimizantes anormais em pro-
blemas do ca´lculo das variac¸o˜es e do controlo o´ptimo seja um feno´meno ub´ıquo (vide v.g.
[33, 16, 154, 177, 233, 8, 155]) e justiﬁque, per se, o esclarecimento da questa˜o supra, a verdade
e´ que a actividade neste campo tem sido direccionada para a eliminac¸a˜o das extremais anor-
mais, na˜o existindo, como dissemos, qualquer tipo de respostas. O estudo da regularidade
Lipschitziana anormal na˜o parece ser fa´cil, mas algumas respostas parciais sa˜o poss´ıveis por
interme´dio do nosso modus operandi. Se considerarmos o problema de Lagrange do controlo
o´ptimo invariante no tempo, com funcional
∫ b
a L (x(t), u(t)) dt, dinaˆmica x˙(t) = ϕ (x(t), u(t))
e controlos, a priori, na˜o limitados (u(t) ∈ Rr), e´ poss´ıvel mostrar, usando uma forma pa-
rame´trica ligeiramente diferente daquela usada nos Cap´ıtulos 5 e 6, que se a dinaˆmica for
homoge´nea positiva de grau um em relac¸a˜o ao controlo, ϕ(x, λu) = λϕ(x, u) para todo o
λ > 0, enta˜o as usuais condic¸o˜es de coercividade e convexidade da teoria da existeˆncia im-
plicam que os todos os controlos o´ptimos, normais e anormais, sa˜o essencialmente limitados.
Teorema 115 Sob as hipo´teses do teorema da existeˆncia de Tonelli, todos os controlos mini-
mizantes u˜(·) do problema de Lagrange auto´nomo com dinaˆmica homoge´nea positiva de grau
um em u,
ϕ(x, λu) = λϕ(x, u) , ∀λ > 0 ,
sa˜o essencialmente limitados em [a, b].
Para o problema fundamental do ca´lculo das variac¸o˜es (x˙(t) = u(t)) a condic¸a˜o de homoge-
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neidade do Teorema 115 e´ trivialmente satisfeita e o resultado coincide com aquele provado
por Clarke e Vinter em [69]: Sob as hipo´teses do Teorema da existeˆncia de Tonelli, todos os
minimizantes do problema fundamental auto´nomo do ca´lculo das variac¸o˜es sa˜o Lipschitzianos
(condic¸a˜o (C1) do Teorema 103). O Teorema 115 na˜o e´ capaz, contudo, de incluir problemas
auto´nomos do ca´lculo das variac¸o˜es com derivadas de ordem superior. Este facto esta´ de
acordo com os resultados de Sarychev [215]: os minimizantes de problemas auto´nomos do
ca´lculo das variac¸o˜es com derivadas de segunda ordem podem na˜o pertencer a W2,∞ sob as
hipo´teses de existeˆncia de Tonelli, podendo, inclusive, apresentar o feno´meno de Lavrentiev
W2,1–W2,∞. De modo similar ao Teorema 115, e´ tambe´m poss´ıvel obter respostas para pro-
blemas normais e anormais do controlo o´ptimo quando a dinaˆmica e´ invariante no estado.
Embora estes resultados de regularidade Lipschitziana cubram problemas do controlo o´ptimo
com dinaˆmicas na˜o lineares, a condic¸a˜o de homogeneidade parece-nos demasiada restritiva.
Resultados mais gerais esta˜o em estudo e aparecera˜o noutro lugar.
E´ igualmente interessante a generalizac¸a˜o dos me´todos desenvolvidos para os problemas
do ca´lculo das variac¸o˜es multidimensionais. Neste contexto as questo˜es de regularidade con-
tinuam pertinentes e, na˜o obstante a muita actividade na a´rea (cf. v.g. [160, 159, 50, 95,
118, 182, 1, 224, 49]), muitas respostas esta˜o por dar e muit´ıssimo mais se encontra por fa-
zer, nomeadamente quando comparamos os resultados aqui dispon´ıveis versus os alcanc¸ados
no ca´lculo das variac¸o˜es unidimensional: para problemas com integrais mu´ltiplos os pro-
blemas sa˜o mais dif´ıceis e os resultados referem-se sempre a problemas muito particulares.
Algumas conversas e troca de impresso˜es com o Prof. Arrigo Cellina do Departamento de
Matema´tica e Aplicac¸o˜es da Universidade de Mila˜o, Bicocca, mostraram-nos que as comuni-
dades do ca´lculo das variac¸o˜es uni- e multi-dimensional encontram-se assaz separadas, sendo
deseja´vel uma aproximac¸a˜o de ideias e me´todos. Se a nossa abordagem do controlo o´ptimo
ao problema da regularidade Lipschitziana foi algo de verdadeiramente original e inaudito,
resultando numa experieˆncia muito efectiva, porque na˜o uma abordagem semelhante para
problemas multidimensionais? Este e´ um ponto de vista completamente novo, nunca antes
trilhado e na nossa opinia˜o merecedor de atenc¸a˜o. Ainda que o princ´ıpio do ma´ximo de Pon-
tryagin na˜o seja va´lido para o problema multidimensional geral, existem verso˜es do princ´ıpio
do ma´ximo espec´ıﬁcas, como as encontradas em [161, 141, 211, 142, 98], que tornam poss´ıvel
a generalizac¸a˜o da nossa abordagem.
Num grande nu´mero de aplicac¸o˜es, incluindo a optimizac¸a˜o estrutural, transic¸o˜es de fase,
compo´sito de materiais e teoria dos cristais, to´picos de investigac¸a˜o bem activos e que estive-
ram sob estudo em Junho de 2001 no CNA Summer School – Multiscale Problems in Nonlinear
Analysis,2 as soluc¸o˜es sa˜o altamente oscilato´rias. Os me´todos para uma descric¸a˜o efectiva de
2Primeira Escola de Vera˜o do Center for Nonlinear Analysis, Carnegie Mellon University, Department of
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tais soluc¸o˜es sa˜o chamados de me´todos de relaxac¸a˜o (cf. [298], [299, §2]).3 Planeia-se tambe´m
a obtenc¸a˜o de condic¸o˜es de regularidade Lipschitziana para minimizantes generalizados, ditos
controlos relaxados ou medidas de Young (cf. v.g. [111, 289, 192, 204, 105, 193]).
Outra direcc¸a˜o importante de investigac¸a˜o esta´ relacionada com o feno´meno de Lavren-
tiev, quando o ı´nﬁmo do problema na classe (na˜o Lipschitziana) de trajecto´rias com derivada
na˜o limitada e´ estritamente menor do que na classe das func¸o˜es com derivada limitada. Se
escolhermos um problema com o feno´meno de Lavrentiev, por exemplo o de Mania` [168] (cf.
[263, pp. 88–92]), e´ poss´ıvel obter outros problemas com o mesmo feno´meno usando trans-
formac¸o˜es convenientes do problema e os resultados dos Cap´ıtulos 2 e 4. Esta ideia aparece de
maneira impl´ıcita no trabalho [215] do Prof. Andrey Sarychev, onde e´ feita uma mudanc¸a de
tempo para a s´ıntese do feno´meno de Lavrentiev. Seria interessante obter uma classe de pro-
blemas mais abrangente, alargando essa mudanc¸a a outras transformac¸o˜es. Mais uma vez, a
abordagem parece generaliza´vel a problemas do ca´lculo das variac¸o˜es multidimensional, onde
muitas mais questo˜es se encontram por responder (cf. v.g. [41]). Estas e outras questo˜es,
como a ligac¸a˜o do feno´meno de Lavrentiev a` extremalidade anormal e aos feno´menos de
rigidez e relaxamento (cf. v.g. [307, pp. 218–220], [7, 310, 42, 24]) esta˜o tambe´m sob estudo.
Em relac¸a˜o ao nosso teorema de Noether e respectivas leis de conservac¸a˜o, temos mantido
cooperac¸a˜o com o Prof. Emmanuel Tre´lat, do Departamento de Matema´tica da Universidade
de Paris-Sud, Orsay, Franc¸a, estando planeada a obtenc¸a˜o de leis de conservac¸a˜o para a
classe de problemas de controlo o´ptimo com sistema de controlo aﬁm e com rumo (drift).
Planeamos depois usar essas leis de conservac¸a˜o para a simpliﬁcac¸a˜o das correspondentes
equac¸o˜es de Hamilton-Jacobi. Estamos particularmente interessados no estudo das seguintes
classes (cano´nicas) de sistemas de controlo (cf. [286]):


x˙1 = 1 + x2
x˙2 = x3
x˙3 = x4
...
x˙n−1 = u
x˙n = x2n−1 + · · · (forma quadra´tica com primeiro termo em x2n−1)
Mathematical Sciences, que se realizou em Pittsburgh, USA, de 31 de Maio a 9 de Junho de 2001, e que o
autor teve imenso prazer em ter frequentado.
3O termo relaxac¸a˜o foi introduzido por Warga [297] em 1962, embora a aceitac¸a˜o do termo seja devida a`
adopc¸a˜o posterior por McShane [172]. O conceito nasceu, no aˆmbito do ca´lculo das variac¸o˜es, em 1933, por
Young [303, 304, 305, 306], e no controlo o´ptimo em 1962, por Gamkrelidze [109, 112].
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e 

x˙1 = 1 + x2n + · · · (forma quadra´tica com primeiro termo em x2n)
x˙2 = x3
x˙3 = x4
...
˙xn−1 = xn
x˙n = u
Especialistas em equac¸o˜es a`s derivadas parciais em teoria do controlo, disseram-nos que e´ um
bom ponto de vista e uma ideia nova tentar usar leis de conservac¸a˜o no intuito de simpliﬁcar
as equac¸o˜es de Hamilton-Jacobi.
Parece-nos tambe´m via´vel o uso de simetrias generalizadas (variaˆncia fraca, que introdu-
zimos no Cap´ıtulo 5) e da nossa versa˜o do Teorema de Noether na obtenc¸a˜o de um resultado
geral, no aˆmbito da geometria sub-Riemanniana, no seguimento da ana´lise das simetrias do
sistema de aproximac¸a˜o nilpotente levada a cabo em [5] para o problema concreto dos “rolling
bodies”.
Outra vertente de pesquisa consiste em extender os argumentos do Cap´ıtulo 5 ao segundo
teorema de Noether para problemas do controlo o´ptimo que sa˜o invariantes sob simetrias de-
pendentes de k func¸o˜es arbitra´rias da varia´vel independente e suas derivadas ate´ determinada
ordem m. O estudo de problemas variacionais invariantes
I [x(·)] =
∫ b
a
L (t, x(t), x˙(t)) dt −→ min
no ca´lculo das variac¸o˜es foi iniciado na primeira parte do se´culo XX por Emmy Noether
que, inﬂuenciada pelos trabalhos de Klein e Lie sobre as propriedades de transformac¸a˜o de
equac¸o˜es diferenciais sob grupos cont´ınuos de transformac¸o˜es (vide v.g. [90, Ch. 2]), publi-
cou no seu prol´ıﬁco artigo [185, 186] de 1918 dois teoremas fundamentais, agora resultados
cla´ssicos e conhecidos como (primeiro) teorema de Noether e segundo teorema de Noether,
mostrando que a invariaˆncia com respeito a uma famı´lia de transformac¸o˜es das varia´veis t e
x implica a existeˆncia de certas quantidades conservadas. Estes resultados, tambe´m conhe-
cidos como teoremas da simetria de Noether , teˆm implicac¸o˜es profundas em todas as teorias
f´ısicas, explicando a correspondeˆncia entre as simetrias dos sistemas e a existeˆncia de leis de
conservac¸a˜o.4 Esta interacc¸a˜o nota´vel entre o conceito de invariaˆncia no ca´lculo das variac¸o˜es
e a existeˆncia de primeiros integrais foi claramente reconhecida por Hilbert [132] (cf. [167]).
4A simetria e´ a famı´lia de transformac¸o˜es que actua sobre as varia´veis independentes e dependentes do
sistema.
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O primeiro teorema de Noether estabelece, como sabemos, a existeˆncia de ρ primeiros
integrais das equac¸o˜es diferenciais de Euler-Lagrange quando o Lagrangeano L e´ invariante
sob uma famı´lia de transformac¸o˜es contendo ρ paraˆmetros. Isto signiﬁca que as hipo´teses
de invariaˆncia conduzem a quantidades que sa˜o constantes ao longo das extremais de Euler-
Lagrange. No Cap´ıtulo 5 estabelecemos uma extensa˜o para as extremais de Pontryagin dos
problemas de controlo o´ptimo. Como considera´mos uma noc¸a˜o de quasi-invariaˆncia e as
famı´lias de transformac¸o˜es podem depender igualmente das varia´veis de controlo, o resultado
e´ novo mesmo no paradigma cla´ssico do ca´lculo das variac¸o˜es.
O segundo teorema de Noether estabelece a existeˆncia de k (m+ 1) primeiros integrais
quando o Lagrangeano e´ invariante sob uma famı´lia cont´ınua de transformac¸o˜es de dimensa˜o
inﬁnita que, em vez de dependeˆncia sobre paraˆmetros, como no primeiro teorema, depende
de k func¸o˜es arbitra´rias e suas derivadas ate´ a` ordem m. O segundo teorema na˜o e´ ta˜o bem
conhecido como o primeiro. Tem, contudo, algumas implicac¸o˜es suﬁcientemente interessan-
tes, como sucede quando consideramos a funcional do problema fundamental do ca´lculo das
variac¸o˜es no caso auto´nomo:
I [x(·)] =
∫ b
a
L (x(t), x˙(t)) dt . (6.25)
A condic¸a˜o necessa´ria cla´ssica de Weierstrass pode ser facilmente deduzida do facto que o
integral (6.25) e´ invariante sob transformac¸o˜es da forma T = t + p(t), X = x(t), para uma
func¸a˜o arbitra´ria p(·) (vide [165, p. 161]). O segundo teorema de Noether esta´ relacionado
com os problemas variacionais invariantes no tempo, como sejam os problemas na forma
homoge´nea-parame´trica (vide [74, p. 266], [165, Ch. 8], [117, p. 179]); com o cara´cter singular
do Lagrangeano e as restric¸o˜es no formalismo Hamiltoniano, um assunto estudado por Dirac e
Bergmann (vide [124, 127]); e com a f´ısica das teorias de gauge, como sejam as transformac¸o˜es
de gauge da electrodinaˆmica, dos campos electromagne´ticos, hidromecaˆnica e relatividade
(vide [117, pp. 186–189], [165, p. 160], [164], [245]). Por exemplo, se o Lagrangeano L
representar uma part´ıcula de carga ele´ctrica interagindo com um campo electromagne´tico,
vemos que ele e´ invariante sob a acc¸a˜o combinada da chamada transformac¸a˜o de gauge
de primeira classe no campo da part´ıcula carregada e sob uma transformac¸a˜o de gauge de
segunda classe no campo electromagne´tico. Como resultado desta invariaˆncia conclui-se,
do segundo teorema de Noether, a muito importante conservac¸a˜o de carga. A invariaˆncia
sob transformac¸o˜es de gauge e´ um requisito ba´sico na teoria dos campos de Yang-Mills, um
assunto importante, com muitas questo˜es para uma compreensa˜o matema´tica (cf. [135]).
Tanto quanto sabemos, nenhum resultado do tipo do segundo teorema de Noether se
encontra dispon´ıvel no contexto do controlo o´ptimo. Uma tal generalizac¸a˜o e´ obtida, medi-
ante deﬁnic¸o˜es convenientes de invariaˆncia e corrente de Noether . A raza˜o porque tal na˜o
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foi ainda concebido parece dever-se a` dif´ıcil generalizac¸a˜o do argumento original de Emmy
Noether [185, 186], que e´ razoavelmente complicado e profundamente enraizado em resulta-
dos conceptualmente dif´ıceis e profundos do ca´lculo das variac¸o˜es. Da nossa abordagem, de
natureza mais directa, um segundo teorema de Noether para controlo o´ptimo e´ obtido por
alterac¸a˜o das deﬁnic¸o˜es e seguindo, mutatis mutandis, as demonstrac¸o˜es do nosso primeiro
teorema. Mesmo no contexto cla´ssico (cf. v.g. [164]) e na situac¸a˜o mais simples poss´ıvel, para
o problema fundamental do ca´lculo das variac¸o˜es, o resultado e´ novo porquanto consideramos
simetrias do sistema que alteram a funcional custo a menos de um diferencial exacto; intro-
duzimos uma noc¸a˜o de semi-invariaˆncia; e a famı´lia de transformac¸o˜es dependem tambe´m
de x˙ (o controlo). O resultado e´, tal como os resultados do Cap´ıtulo 5, va´lido nas situac¸o˜es
normal e anormal. Estes resultados ja´ esta˜o dispon´ıveis (vide [274]) e foram apresentados
na sessa˜o Optimal Control da 5th Portuguese Conference on Automatic Control – Controlo
2002 – que se realizou em Aveiro, de 5 a 7 de Setembro de 2002.
Va´rias extenso˜es e inovac¸o˜es sa˜o poss´ıveis nesta linha de investigac¸a˜o. Como ja´ tivemos
oportunidade de referir, embora os teoremas da simetria de Noether tenham sido derivados no
trabalho original [185, 186] para varia´veis de estado em espac¸os Euclidianos n-dimensionais,
eles podem ser formulados em contextos com geometrias na˜o Euclidianas. Estas extenso˜es
podem ser encontradas, no aˆmbito cla´ssico, por exemplo em [144, 145, 198]. Vemos tambe´m
a possibilidade de juntar os dois teoremas num so´, construindo leis de conservac¸a˜o para
problemas do controlo o´ptimo que sa˜o invariantes num sentido misto, i.e., que sa˜o invariantes
sob uma famı´lia de transformac¸o˜es dependentes de ρ paraˆmetros e de k func¸o˜es arbitra´rias e
suas derivadas ate´ determinada ordem dada.
Como o princ´ıpio do ma´ximo de Pontryagin pode ser formulado para problemas do con-
trolo o´ptimo com restric¸o˜es de estado (cf. v.g. [199, Cap. 6], [101], [295, Cap. 9], [80], [82])
outra possibilidade e´ a demonstrac¸a˜o dos teoremas de Noether neste contexto. A igualdade
(g e´ a func¸a˜o deﬁnidora das restric¸o˜es e λ(t) os respectivos multiplicadores) dHdt =
∂H
∂t − λ∂g∂t
devera´ ter a´ı um papel importante, sendo tambe´m previs´ıvel uma sua generalizac¸a˜o na linha
de pensamento do Cap´ıtulo 3.
Sera˜o estas algumas das direcc¸o˜es do nosso trabalho futuro. O ca´lculo das variac¸o˜es,
depois de uma longa histo´ria, permanece bem activo e em crescimento. Pela nossa parte, por
muitos e longos anos.
“Ha´ que ler, ha´ que ler...”
—Ec¸a de Queiroz
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