Introduction
The Symmetric Eigenvalue Problem (SEP) can be solved in at least three di erent ways 10]: 1) methods working by reduction of matrices into certain condensed form, like the QRalgorithm, 2) Jacobi-like methods, and 3) spectral division methods. Jacobi method is the oldest but the interest in Jacobi's approach is renewed due to its inherent parallelism and good stability 3]. Traditional implementations of dense linear algebra algorithms encounter a bottleneck in modern architectures due to limited bandwidth between the CPU and main memory. Using algorithms by blocks, matrix-matrix operations can be arranged so that more computation is performed between memory accesses. As a result, these operations can take advantage of hierarchical memories. A suite of such matrix-matrix operations are part of the basic linear algebra subprograms (BLAS) 4 ]. An algorithm coded in terms of calls to BLAS becomes a portable high performance implementation. The use of blocks also allows us to design parallel algorithms with low communication necessities.
In this work we study the implentation of two one-sided block Jacobi algorithms for the Symmetric Eigenvalues Problem. These algorithms were designed using as a basic the onesided Jacobi algorithms proposed in 2] and the two-sided block Jacobi algorithm proposed in 7] . We prove experimentally that the one-sided algorithms are better suited to parallel computers, obtaining a bigger reduction of the execution time than the reduction obtained by the two-sided algorithms. This reduction of the execution time is obtained because in onesided Jacobi algorithms there is less communication among the processors than in two-sided algorithms and also because in one-sided algorithms the data are always accessed in the same order they were stored. In contrast to other block methods 1], these algorithms work with several sizes of blocks independently of the size of the matrix and the number of processors used.
In Section 2, the two-sided Jacobi method, a blocks version and a parallel algorithm are described. In Sections 3 and 4 the same with the rst and the second version of one-sided Jacobi algorithm is made, respectively. Finally, in Section 5 a theoretical comparison of the three methods is made and the experimental results obtained in di erent multiprocessors systems are shown.
2 A two-sided block Jacobi algorithm A Jacobi method works with two matrices: matrix A and matrix V where the rotations are accumulated. Matrix V is initially the identity matrix. This method constructes a matrix sequence fA l g by means of A l+1 = Q l A l Q t l l = 1; 2; : : :, where A 1 = A and Q l is a planerotation that anhilates a nondiagonal element of matrix A l .
In a block version, both matrices A and V are divided into columns and rows of square blocks of size s s, and these blocks are grouped to obtain bigger blocks of size 2s 2s. Each Q l represents a set of rotations that nullify elements in a block of A l . In each block the algorithm works by making a sweep over the elements in the block. The subdiagonal elements belonging to diagonal blocks will not be zeroed. To correct it, blocks corresponding to the rst Jacobi set are considered to be of size 2s 2s, adding to each block the two adjacent diagonal blocks and the symmetrical block.
The work over each block can be performed using level-1 BLAS. The corresponding rotations are accumulated to form a matrix Q of size 2s 2s. Finally, the corresponding columns and rows of blocks of size 2s 2s of matrix A and the rows of blocks of matrix V are updated using Q. These matrix-matrix multiplications can be performed using level-3 BLAS.
After completing a set of block rotations, a swap of column and row blocks is performed, according to the order we are using. The odd-even order has been used because it simpli es a block based implementation of the sequential algorithm, and allows parallelization. The data movement can be included in the updating of the matrices if it is done on the rotation matrix before updating them. This data movement brings the next blocks of size s s to be zeroed to the subdiagonal, and the process continues similarly to operations performed in the rst step. However, in this case the elements to be nulli ed are in square blocks of size s s inside diagonal blocks of size 2s 2s. This data movement will imply data transferences in the parallel version of the algorithm. The cost per sweep of this block algorithm when computing eigenvalues and eigenvectors is: 8k 3 n 3 + (12k 1 ? 16k 3 ) n 2 s + 8k 3 ns 2 flops; (1) where k 1 and k 3 represent the cost of an arithmetic operation performed using BLAS 1 and BLAS 3, respectively.
A parallel algorithm
Parallel versions could be developed for a square mesh or a triangular mesh 6], but, in order to compare the algorithm with the block one-sided algorithms that we have developed, an implementation for a ring topology will be analised. A ring of processors is the more logic topology for one-sided Jacobi algorithms, although more scalable implementations can be dessigned for a mesh 9].
Considering q = n 2sk , and a ring with p = q 2 processors: P 0 ; P 1 ; :::; P p?1 , a balanced algorithm can be obtained assigning to each processor P i , with 0 i < p, the rows i and q ? 1 ? i of matrices A and V . So, each processor P i contains blocks A ij and A q?1?i;j , with 0 j i, and V ij and V q?1?i;j , with 0 j q.
Due to the data movement between odd and even steps, it is necessary to reserve some additional memory, so (2sk + s)(3n + 2sk + 2s) positions of memory are reserved on each processor.
The 
where and represent the start-up and the word-sending time, respectively. If we use, instead of a multiprocessor, several computers communicated by a local network, like Ethernet, with a shared physical medium the cost per sweep of the communications is:
because when the physical medium is shared the communications between two pairs of computers cannot be overlapped. To nullify a ij it is necessary to compute a ii , a jj and a ij , because the algorithm works on matrices B r and W r , and not on matrix A r . These elements are obtained with three dot products. After that, rows i and j of B r and W r are updated. If the diagonal elements are stored in an auxiliary vector, it is not necessary to compute a ii and a jj each time, and the cost per sweep is: are done using BLAS 
In this method it is not necessary to broadcast the rotation matrices because each processor updates the rows of blocks it contains. The only communications are those between steps to group data according to the next Jacobi set. In odd steps blocks of size s n of B, and W, and a diagonal block of size s s of matrix D are sent from P i to P i?1 , with 1 i < p and in even steps the same communications are done from P i to P i+1 , with 0 i < (p ? 1).
Therefore, the cost of communications per sweep is: The cost per sweep is: 5k 3 n 3 + (12k 1 ? 5k 3 ) n 2 s flops: (10) Even if the diagonal blocks are stored, in the rst step all the blocks must be computed with an additional cost of order n 2 s, because the algorithm works with A and not with B.
A parallel version of this algorithm in a ring of p processors consists of assigning to each processor k consecutive blocks of size 2s n, with n = 2skp, of matrix A. The distribution of the matrix A and matrix D, where the diagonal blocks are stored, is shown in gure 3. It is also necessary to reserve additional memory to store data in sucessive steps of the algorithm, so the quantity of memory reserved in each processor is (2k + 1)(sn + s 2 ).
The arithmetic cost per sweep is: 5k 3 n 3 p + 12k 1 n 2 s p + 12k 1 ns 2 p flops: (11) The only communications are those between steps to group data according to the next Jacobi set. In odd steps s(n + s) elements are sent from P i to P i?1 , with 1 i < p, and in even steps the same quantity is sent from P i to P i+1 , with 0 i < (p ? 1). Therefore, the cost of communications per sweep is:
2 n s + 2n 2 + 2ns :
(12) If we use, instead of a multiprocessor, several computers communicated by a local network, like Ethernet, with a shared physical medium, the cost of communications per sweep is: 2 n s + n 2 + ns (p ? 1) :
Comparison and Experimental Results
The rst version of the one-sided algorithm has higher arithmetic cost than the two-sided method, but the level-3 BLAS operations in the two-sided algorithm are made along rows and columns; however, in the one-sided algorithm these operations are made only along rows, therefore are less costly. The second one-sided algorithm has the lowest cost, but, as we have previously mentioned, also has worse precision.
Communications are less costly in the one-sided algorithms because it is not necessary to broadcast the rotation matrices. Also in the communications the second one-sided algorithm is better than the rst one-sided algorithm because it works with one matrix and only half of the data must be transferred. Consistently, we can predict that when the number of processors increase or/and when the values of the communication constants and are high the execution time of the rst one-sided algorithm will be less than that of the two-sided algorithm.
The algorithms have been compared in di erent parallel systems using In table 1 we can see the good e ciency obtained when we paralyze one-sided Jacobi methods, because the cost of the communications does not increase so much as in the twosided one.
In table 2 we can see the second one-sided algorithm is faster than the two others. The rst one-sided algorithms is better than the two-sided algorithm mainly in systems where the communications are more costly (SunEt), this di erence decreases in systems where the cost of the communications is less in relation to the arithmetic cost (SP2Sw).
In table 3 we can see the time execution of the one-sided algorithms increases more slowly than the time execution of the two-sided one when the size of the problem is increased proportionally.
