Introduction
Variable structure control with sliding mode, which is commonly known as sliding mode control (SMC), is a nonlinear control strategy that is well known for its robust characteristics (Utkin, 1977) . The main feature of SMC is that it can switch the control law very fast to drive the system states from any initial state onto a user-specified sliding surface, and to maintain the states on the surface for all subsequent time (Utkin, 1977) , . The conventional SMC has two disadvantages (Ertugrul & Kaynak, 2000) , (Slotine & Sastry, 1983) , which are the chattering phenomenon (Slotine & Sastry, 1983) , (Young et al., 1999) and the difficulty in calculating the equivalent control law of SMC that requires a thorough knowledge of the parameters and dynamics of the nominal controlled plant (Ertugrul & Kaynak, 2000) , (Slotine & Sastry, 1983) , (Hussain & Ho, 2004) . Many methods of SMC using neural networks (NN) have been proposed , (Ertugrul & Kaynak, 2000) , (Hussain & Ho, 2004) , (Phuah et al., 2005 b) , (Yasser et al., 2007) , (Topalov et al., 2007) . In this paper, sliding mode controls using NN are proposed to deal with the problem of eliminating the chattering effect and the difficulty in calculating the equivalent control law of SMC that requires a thorough knowledge of the parameters and dynamics of the nominal controlled plant. The first method of this method applies a method using a simplified form of the distance function proposed in , (Phuah et al., 2005 b) . Furthermore, the simplified distance function of our method uses a sliding surface in the space of the output error and its derivations, as proposed in , (Yasser et al., 2006 c) , instead of the space of the states error to construct a corrective control input. Thus, no observer is required in the proposed method. Moreover, we also propose the application of an NN to construct the equivalent control input of SMC. The weights of the NN are adjusted using a backpropagation algorithm as in (Yasser et al., 2006 b) . Hence, a thorough knowledge of the parameters and dynamics of the nominal controlled plant is not required for calculating the equivalent control law. Finally, a stability analysis is carried out, and the effectiveness of this first control method is confirmed through computer simulations. This first method has been previously discussed in (Yasser et al., 2007) . The second method of this paper applies an NN to produce the gain of the corrective control of SMC. Furthermore, the output of the switching function the corrective control of SMC is applied for the learning and training of the NN. There is no equivalent control of SMC is used in this second method. As in the first method, this second method applies a method using a sliding surface in the space of the output error and its derivations, as proposed in 510 , (Yasser et al., 2006 c) . The weights of the NN are adjusted using a sliding mode backpropagation algorithm, that is a backpropagation algorithm using the switching function of SMC for its plant sensitivity. Thus, this second method does not use the equivalent control law of SMC, instead it uses a variable corrective control gain produced by the NN for the SMC. Hence, a thorough knowledge of the parameters and dynamics of the nominal controlled plant is not required for calculating the control law. Finally, a stability analysis is carried out, and the effectiveness of this first control method is confirmed through computer simulations.
Sliding mode control
In designing a standard sliding mode controller, first we are required to construct a sliding surface that represents a desired system dynamics, and then to develop a switching control law such that a sliding mode exists on every point of the sliding surface. Any states outside the surface are driven to reach the surface in a finite time. Let us consider an SISO nonlinear plant with BIBO described as 
Then the sliding surface in the space of the state error can be obtained as 
where s k is a positive gain constant, and
Then, the control law of SMC will be expressed as
Sliding mode control using Neural Networks and a simplified distance function
The first method of this method applies a method using a simplified form of the distance function proposed in , (Phuah et al., 2005 b ). An NN is applied to construct the equivalent control input of SMC. The weights of the NN are adjusted using a backpropagation algorithm as in (Yasser et al., 2006 b) .
Chattering elimination using a simplified distance function
Based on the concept of point to hyperplane distance, an alternative control method to calculate the corrective control term () c uthas been proposed in , (Phuah et al., 2005 b) to suppress the chattering phenomenon which is caused by high frequency oscillations exhibited by the corrective control law () c utin (5). This method uses a distance function () ht to calculate the distance between the trajectory of the state error and the sliding surface to generate the corrective control law. The distance function () ht is defined as , 
where ⋅ is the usual Euclidean norm in p n R . The corrective control law is defined as , 
where k is a positive constant.
To construct the corrective control law, the distance function (8) can be simplified to minimize the calculation process, and modified by applying the sliding surface in the space of the output error and its derivations, proposed in , (Yasser et al., 2006 c) 
Neural Networks for equivalent control
To avoid the requirement of the thorough knowledge of the parameters and dynamics of the nominal plant (1), we use a feedforward NN, which consists of an input layer, a hidden layer, and an output layer as in (Yasser et al., 2006 b) , to construct the equivalent control input ( ) eq ut of the SMC in (7). The equivalent control input ( ) eq ut is described as ( ) 
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as in (Yasser et al., 2006 b) .
Stability
For the stability analysis of our method, we start by defining its Lyapunov function and its derivation as follows () (1)- (3), (7), (14), (15), (29) and (30) to (28) 
where η is a small positive constant.
Simulation
Let us consider an SISO nonlinear plant described by (Yasser et al., 2006 b) Fig. 1 
Sliding mode control with a variable corrective control gain using Neural Networks
The method in this subsection applies an NN to produce the gain of the corrective control of SMC. Furthermore, the output of the switching function the corrective control of SMC is applied for the learning and training of the NN. There is no equivalent control of SMC is used in this second method. Fig. 3 4.1 A variable corrective control gain using Neural Networks for chattering elimination Using NN to produce a variable gain for a corrective control gain of SMC, instead of using a fixed gain in the conventional SMC, can eliminate the chattering. The switching function of the corrective control is used in the sliding mode backpropagation algorithm to adjust the weight of the NN. This method of SMC does not use any equivalent control of (7) in its control law. For the SISO nonlinear plant with BIBO described in (1), the control input of SMC with a variable corrective control gain using NN is given as 
Sliding mode backpropagation for Neural Networks training
In the sliding mode backpropagation, the objective of the NN training is to minimize the error function () 
Stability
For the stability analysis of our method, we start by defining its Lyapunov function and its derivation as follows 
Simulation
Let us consider an SISO nonlinear plant described in ( 
Conclusion
In this chapter, we proposed two new SMC strategies using NN for SISO nonlinear systems with BIBO has been proposed to deal with the problem of eliminating the chattering effect. In the first method, to eliminate the chattering effect, it applied a method using a simplified distance function. Furthermore, we also proposed the application of an NN using the backpropagation algorithm to construct the equivalent control input of SMC. The second method of this paper applied an NN to produce the gain of the corrective control of SMC. Furthermore, the output of the switching function the corrective control of SMC was applied for the learning and training of the NN. There was no equivalent control of SMC used in this second method. The weights of the NN were adjusted using a sliding mode backpropagation algorithm, that was a backpropagation algorithm using the switching function of SMC for its plant sensitivity. Thus, this second method did not use the equivalent control law of SMC, instead it used a variable corrective control gain produced by the NN for the SMC. Brief stability analysis was carried out for the two methods, and the effectiveness of our control methods was confirmed through computer simulations. 
