ABSTRACT. Weir, J.P. Quantifying test-retest reliability using the intraclass correlation coefficient and the SEM. J. Strength Cond. Res. 19(1):231-240. 2005.-Reliability, the consistency of a test or measurement, is frequently quantified in the movement sciences literature. A common metric is the intraclass correlation coefficient (ICC). In addition, the SEM, which can be calculated from the ICC, is also frequently reported in reliability studies. However, there are several versions of the ICC, and confusion exists in the movement sciences regarding which ICC to use. Further, the utility of the SEM is not fully appreciated. In this review, the basics of classic reliability theory are addressed in the context of choosing and interpreting an ICC. The primary distinction between ICC equations is argued to be one concerning the inclusion (equations 2,1 and 2,k) or exclusion (equations 3,1 and 3,k) of systematic error in the denominator of the ICC equation. Inferential tests of mean differences, which are performed in the process of deriving the necessary variance components for the calculation of ICC values, are useful to determine if systematic error is present. If so, the measurement schedule should be modified (removing trials where learning and/or fatigue effects are present) to remove systematic error, and ICC equations that only consider random error may be safely used. The use of ICC values is discussed in the context of estimating the effects of measurement error on sample size, statistical power, and correlation attenuation. Finally, calculation and application of the SEM are discussed. It is shown how the SEM and its variants can be used to construct confidence intervals for individual scores and to determine the minimal difference needed to be exhibited for one to be confident that a true change in performance of an individual has occurred.
INTRODUCTION
R eliability refers to the consistency of a test or measurement. For a seemingly simple concept, the quantifying of reliability and interpretation of the resulting numbers are surprisingly unclear in the biomedical literature in general (49) and in the sport sciences literature in particular. Part of this stems from the fact that reliability can be assessed in a variety of different contexts. In the sport sciences, we are most often interested in simple test-retest reliability; this is what Fleiss (22) refers to as a simple reliability study. For example, one might be interested in the reliability of 1 repetition maximum (1RM) squat measures taken on the same athletes over different days. However, if one is interested in the ability of different testers to get the same results from the same subjects on skinfold measurements, one is now interested in the interrater reliability. The quantifying of reliability in these different situations is not necessarily the same, and the decisions regarding how to calculate reliability in these different contexts has not been adequately addressed in the sport sciences literature. In this article, I focus on test-retest reliability (but not limited in the number of retest trials). In addition, I discuss data measured on a continuous scale.
Confusion also stems from the jargon used in the context of reliability, i.e., consistency, precision, repeatability, and agreement. Intuitively, these terms describe the same concept, but in practice some are operationalized differently. Notably, reliability and agreement are not synonymous (30, 49) . Further, reliability, conceptualized as consistency, consists of both absolute consistency and relative consistency (44) . Absolute consistency concerns the consistency of scores of individuals, whereas relative consistency concerns the consistency of the position or rank of individuals in the group relative to others. In the fields of education and psychology, the term reliability is operationalized as relative consistency and quantified using reliability coefficients called intraclass correlation coefficients (ICCs) (49) . Issues regarding quantifying ICCs and their interpretation are discussed in the first half of this article. Absolute consistency, quantified using the SEM, is addressed in the second half of the article. In brief, the SEM is an indication of the precision of a score, and its use allows one to construct confidence intervals (CIs) for scores.
Another confusing aspect of reliability calculations is that a variety of different procedures, besides ICCs and SEM, have been used to determine reliability. These include the Pearson r, the coefficient of variation, and the LOA (Bland-Altman plots). The Pearson product moment correlation coefficient (Pearson r) was often used in the past to quantify reliability, but the use of the Pearson r is typically discouraged for assessing test-retest reliability (7, 9, 29, 33, 44) ; however, this recommendation is not universal (43) . The primary, although not exclusive, weakness of the Pearson r is that it cannot detect systematic error. More recently, the limits of agreement (LOA) described by Bland and Altman (10) have come into vogue in the biomedical literature (2) . The LOA will not be addressed in detail herein other than to point out that the procedure was developed to examine agreement between 2 different techniques of quantifying some variable (socalled method comparison studies, e.g., one could compare testosterone concentration using 2 different bioassays), not reliability per se. The use of LOA as an index of reliability has been criticized in detail elsewhere (26, 49) .
In this article, the ICC and SEM will be the focus.
Unfortunately, there is considerable confusion concerning both the calculation and interpretation of the ICC. Indeed, there are 6 common versions of the ICC (and others as well), and the choice of which version to use is not intuitively obvious. Similarly, the SEM, which is intimately related to the ICC, has useful applications that are not fully appreciated by practitioners in the movement sciences. The purposes of this article are to provide information on the choice and application of the ICC and to encourage practitioners to use the SEM in the interpretation of test data.
THE ICC Reliability Theory
For a group of measurements, the total variance ( ) in 2 T the data can be thought of as being due to true score variance ( ) and error variance ( ). Similarly, each ob- 2 2 t e served score is composed of the true score and error (44) . The theoretical true score of an individual reflects the mean of an infinite number of scores from a subject, whereas error equals the difference between the true score and the observed score (21) . Sources of error include errors due to biological variability, instrumentation, error by the subject, and error by the tester. If we make a ratio of the to the of the observed scores, where equals
plus , we have the following reliability coefficient:
The closer this ratio is to 1.0, the higher the reliability and the lower the . Since we do not know the true score 2 e for each subject, an index of the is used based on be-2 t tween-subjects variability, i.e., the variance due to how subjects differ from each other. In this context, reliability (relative consistency) is formally defined (5, 21, 49) as follows: between subjects variability reliability ϭ . (2) between subjects variability ϩ error The reliability coefficient in Equation 2 is quantified by various ICCs. So although reliability is conceptually aligned with terms such as reproducibility, repeatability, and agreement, it is defined as above. The necessary variance estimates are derived from analysis of variance (ANOVA), where appropriate mean square values are recorded from the computer printout. Specifically, the various ICCs can be calculated from mean square values derived from a within-subjects, single-factor ANOVA (i.e., a repeated-measures ANOVA).
The ICC is a relative measure of reliability (18) in that it is a ratio of variances derived from ANOVA, is unitless, and is more conceptually akin to R 2 from regression (43) than to the Pearson r. The ICC can theoretically vary between 0 and 1.0, where an ICC of 0 indicates no reliability, whereas an ICC of 1.0 indicates perfect reliability. In practice, ICCs can extend beyond the range of 0 to 1.0 (30), although with actual data this is rare. The relative nature of the ICC is reflected in the fact that the magnitude of an ICC depends on the between-subjects variability (as shown in the next section). That is, if subjects differ little from each other, ICC values are small even if trial-to-trial variability is small. If subjects differ from each other a lot, ICCs can be large even if trial-to-trial variability is large. Thus, the ICC for a test is context specific (38, 51) . As noted by Streiner and Norman (49) , ''There is literally no such thing as the reliability of a test, unqualified; the coefficient has meaning only when applied to specific populations.'' Further, it is intuitive that small differences between individuals are more difficult to detect than large ones, and the ICC is reflective of this (49) .
Error is typically considered as being of 2 types: systematic error (e.g., bias) and random error (2, 39) . (Generalizability theory expands sources of error to include various facets of interest but is beyond the scope of this article.) Total error reflects both systematic error and random error (imprecision). Systematic error includes both constant error and bias (38) . Constant error affects all scores equally, whereas bias is systematic error that affects certain scores differently than others. For physical performance measures, the distinction between constant error and bias is relatively unimportant and the focus here on systematic error is on situations that result in a unidirectional change in scores on repeated testing. In testing of physical performance, subjects may improve their test scores simply due to learning effects, e.g., performing the first test serves as practice for subsequent tests, or fatigue or soreness may result in poorer performance across trials. In contrast, random error refers to sources of error that are due to chance factors. Factors such as luck, alertness, attentiveness by the tester, and normal biological variability affect a particular score. Such errors should, in a random manner, both increase and decrease test scores on repeated testing. Thus, we can expand Equation 1 as follows: It has been argued that systematic error is a concern of validity and not reliability (12, 43) . Similarly, systematic error (e.g., learning effects, fatigue) has been suggested to be a natural phenomenon and therefore does not contribute to unreliability per se in test-retest situations (43) . Thus, there is a school of thought that suggests that only random error should be assessed in reliability calculations. Under this analysis, the error term in the denominator will only reflect random error and not systematic error, increasing the size of reliability coefficients. The issue of inclusion of systematic error in the determination of reliability coefficients is addressed in a subsequent section.
The Basic Calculations
The calculation of reliability starts with the performance of a repeated-measures ANOVA. This analysis performs 2 functions. First, the inferential test of mean differences across trials is an assessment of systematic error (trend). Second, all of the subsequent calculations can be derived from the output from this ANOVA. In keeping with the nomenclature of Keppel (28) , the ANOVA that is used is of a single-factor, within-subjects (repeated-measures) design. Unfortunately, the language gets a bit tortured in many sources, because the different ICC models are referred to as either 1-way or 2-way models; what is important to keep in mind is that both the 1-way and 2-way ICC models can be derived from the same single-factor, within-subjects ANOVA. To illustrate the calculations, example data are presented in Table 1 . ANOVA summary tables are presented in Tables 2 and 3 , and the resulting ICCs are presented in Table 4 . Focus on the first two columns of Table 1 , which are labeled trial A1 and trial A2. As can be seen, there are 2 sets (columns) of scores, and each set has 8 scores. In this example, each of 8 subjects has provided a score in each set. Assume that each set of scores represents the subjects' scores on the 1RM squat across 2 different days (trials). A repeated-measures ANOVA is performed to primarily test whether the 2 sets of scores are significantly different from each other (i.e., do the scores systematically change between trials) and is summarized in Table 2 . Equivalently, one could have used a paired ttest, since there were only 2 levels of trials. However, the ANOVA is applicable to situations with 2 or more trials and is consistent with the ICC literature in defining sources of variance for ICC calculations. Note that there are 3 sources of variability in Table 2 : subjects, trials, and error. In a repeated-measures ANOVA such as this, it is helpful to remember that this analysis might be considered as having 2 factors: the primary factor of trials and a secondary factor called subjects (with a sample size of 1 subject per cell). The error term includes the interaction effect of trials by subjects. It is useful to keep these sources of variability in mind for 2 reasons. First, the 1-way and 2-way models of the ICC (6, 44) either collapse the variability due to trials and error together (1-way models) or keep them separate (2-way models). Note that the trials and error sources of variance, respectively, reflect the systematic and random sources of error in the of the 2 e reliability coefficient. These differences are illustrated in Table 2 , where the df and sums of squares values for error in the 1-way model (within-subjects source) are simply the sum of the respective values for trials and error in the 2-way model.
Second, unlike a between-subjects ANOVA where the ''noise'' due to different subjects is part of the error term, the variability due to subjects is now accounted for (due to the repeated testing) and therefore not a part of the error term. Indeed, for the calculation of the ICC, the numerator (the signal) reflects the variance due to subjects. Since the error term of the ANOVA reflects the interaction between subjects and trials, the error term is small in situations where all the subjects change similarly across test days. In situations where subjects do not change in a similar manner across test days (e.g., some subjects' scores increase, whereas others decrease), the error term is large. In the former situation, even small differences across test days, as long as they are consistent across all the subjects, can result in a statistically significant effect for trials. In this example, however, the effect for trials is not statistically significant (p ϭ 0.49), indicating that there is no statistically significant systematic error in the data. It should be kept in mind, however, that the statistical power of the test of mean differences between trials is affected by sample size and random error. Small sample sizes and noisy data (i.e., high random error) will decrease power and potentially hide systematic error. Thus, an inferential test of mean differences alone is insufficient to quantify reliability. Further, evaluation of the effect for trials ought to be evaluated with a more liberal ␣ measure, since in this case, the implications of a type 2 error are more severe than a type 1 error. In cases where systematic error is present, it may be prudent to change the measurement schedule (e.g., add trials if a learning effect is present or increase rest intervals if fatigue is present) to compensate for the bias.
Shrout and Fleiss (46) have presented 6 forms of the ICC. This system has taken hold in the physical therapy literature. However, the specific nomenclature of their system does not seem to be as prevalent in the exercise physiology, kinesiology, and sport science literature, which has instead ignored which is model used or focused on ICC terms that are centered on either 1-way or 2-way ANOVA models (6, 44) . Nonetheless, the ICC models of * MS B ϭ between-subjects mean square; MS E ϭ error mean square; MS S ϭ subjects mean square; MS T ϭ trials mean square; MS W ϭ within-subjects mean square; SS ϭ sums of squares.
Shrout and Fleiss (46) overlap with the 1-way and 2-way models presented by Safrit (44) and Baumgartner (6) . Three general models of the ICC are present in the Shrout and Fleiss (46) nomenclature, which are labeled 1, 2, and 3. Each model can be calculated 1 of 2 ways. If the scores in the analysis are from single scores from each subject for each trial (or rater if assessing interrater reliability), then the ICC is given a second designation of 1. If the scores in the analysis represent the average of the k scores from each subject (i.e., the average across the trials), then the ICC is given a second designation of k. In this nomenclature then, an ICC with a model designation of 2,1 indicates an ICC calculated using model 2 with single scores. The use of these models is typically presented in the context of determining rater reliability (41) . For model 1, each subject is assumed to be assessed by a different set of raters than other subjects, and these raters are assumed to be randomly sampled from the population of possible raters so that raters are a random effect. Model 2 assumes each subject was assessed by the same group of raters, and these raters were randomly sampled from the population of possible raters. In this case, raters are also considered a random effect. Model 3 assumes each subject was assessed by the same group of raters, but these particular raters are the only raters of interest, i.e., one does not wish to generalize the ICCs beyond the confines of the study. In this case, the analysis attempts to determine the reliability of the raters used by that particular study, and raters are considered a fixed effect.
The 1-way ANOVA models (6, 44) coincide with model 1,k for situations where scores are averaged and model 1,1 for single scores for a given trial (or rater). Further, ICC 1,1 coincides with the 1-way ICC model described by Bartko (3, 4) , and ICC 1,k has also been termed the Spearman Brown prediction formula (4) . Similarly, ICC values derived from single and averaged scores calculated using the 2-way approach (6, 44) coincide with models 3,1 and 3,k, respectively. Calculations coincident with models 2,1 and 2,k were not reported by Baumgartner (6) or Safrit (44) .
More recently, McGraw and Wong (34) expanded the Shrout and Fleiss (46) system to include 2 more general forms, each also with a single score or average score version, resulting in 10 ICCs. These ICCs have now been incorporated into SPSS statistical software starting with version 8.0 (36) . Fortunately, 4 of the computational formulas of Shrout and Fleiss (46) also apply to the new forms of McGraw and Wong (34) , so the total number of formulas is not different.
The computational formulas for the ICC models of Shrout and Fleiss (46) and McGraw and Wong (34) are summarized in Table 5 . Unfortunately, it is not intuitively obvious how the computational formulas reflect the intent of equations 1 through 3. This stems from the fact that the computational formulas reported in most sources are derived from algebraic manipulations of basic equations where mean square values from ANOVA are used to estimate the various 2 values reflected in equations 1 through 3. To illustrate, the manipulations for ICC 1,1 (random-effects, 1-way ANOVA model) are shown herein. First, the computational formula for ICC 1,1 is as follows:
where MS B indicates the between-subjects mean square, MS W indicates the within-subjects mean square, and k is the number of trials (3, 46) . The relevant mean square values can be found in 
Similar derivations can be made for the other ICC models (3, 34, 46, 49) so that all ultimately relate to equation 1. Of note is that with the different ICC models (fixed vs. random effects, 1-way vs. 2-way ANOVA), the expected mean squares change and thus the computational formulas commonly found in the literature (30, 41) also change. Table 2 . For McGraw and Wong, A ϭ absolute and C ϭ consistency. MS B ϭ between-subjects mean square; MS E ϭ error mean square; MS S ϭ subjects mean square; MS T ϭ trials mean square; MS W ϭ within-subjects mean square.
Choosing an ICC
most of the literature deals with rater reliability not testretest reliability of physical performance measures. In a classic paper, Brozek and Alexander (11) (Tables 2 and 3 ). In contrast, the 2-way models allow the error to be partitioned between systematic and random error. When systematic error is small, MS W from the 1-way model and error mean square (MS E ) from the 2-way models (reflecting random error) are similar, and the resulting ICCs are similar. This is true for both data sets A and B. When systematic error is substantial, MS W and MS E are disparate, as in data set C (Tables 6 and 7) . Two-way models require trials or raters to be crossed with subjects (i.e., subjects provide scores for all trials or each rater rates all subjects). For test-retest situations, the design dictates that trials are crossed with subjects and therefore lend themselves to analysis by 2-way models.
Regarding fixed vs. random effects, a fixed factor is one in which all levels of the factor of interest (in this * MS B ϭ between-subjects mean square; MS E ϭ error mean square; MS S ϭ subjects mean square; MS T ϭ trials mean square; MS W ϭ within-subjects mean square; SS ϭ sums of squares.
case trials) are included in the analysis and no attempt at generalization of the reliability data beyond the confines of the study is expected. Determining the reliability of a test before using it in a larger study fits this description of fixed effect. A random factor is one in which the levels of the factor in the design (trials) are but a sample of the possible levels, and the analysis will be used to generalize to other levels. For example, a study designed to evaluate the test-retest reliability of the vertical jump for use by other coaches (with similar athletes) would consider the effect of trials to be a random effect. Both Shrout and Fleiss (46) models 1 and 2 are random-effects models, whereas model 3 is a fixed-effect model. From this discussion, for the 2-way models of Shrout and Fleiss (46) , the choice between model 2 and model 3 appears to hinge on a decision regarding a random-vs. fixed-effects model. However, models 2 and 3 also differ in their treatment of systematic error. As noted previously, model 3 only considers random error, whereas model 2 considers both random and systematic error. This system does not include a 2-way fixed-effects model that includes systematic error and does not offer a 2-way random-effects model that only considers random error. The expanded system of McGraw and Wong (34) includes these options. In the nomenclature of McGraw and Wong (34), the designation C refers to consistency and A refers to absolute agreement. That is, the C models consider only random error and the A models consider both random and systematic error. As noted in Table 5 , no new computational formulas are required beyond those presented by Shrout and Fleiss (46) . Thus, if one were to choose a 2-way random-effects model that only addressed random error, one would use equation 3,1 (or equation 3,k if the mean across k trials is the criterion score). Similarly, if one were to choose a 2-way fixed-effects model that addressed both systematic and random error, equation 2,1 would be used (or 2,k). Ultimately then, since the computational formulas do not differ between systems, the choice between using the Shrout and Fleiss (46) equations from models 2 vs. 3 hinge on decisions regarding inclusion or exclusion of systematic error in the calculations. As noted by McGraw and Wong (34), ''the random-fixed effects distinction is in its effect on the interpretation, but not calculation, of an ICC.'' Should systematic error be included in the ICC? First, if the effect for trials is small, the systematic differences between trials will be small, and the ICCs will be similar to each other. This is evident in both the A and B data sets (Tables 1 through 3 ). However, if the mean differences are large, then differences between ICCs are evident, especially between equation 3,1, which does not consider systematic error, and equations 1,1 and 2,1, which do consider systematic error. In this regard, the F test for trials and the ICC calculations may give contradictory results from the same data. Specifically, it can be the case that an ICC can be large (indicating good reliability), whereas the ANOVA shows a significant trials effect. An example is given in Tables 6 and 7 . In this example, each score in trial C1 was altered in trial C2 so that there was a bias of ϩ15 kg and a random component added to each score. The effect for trials was significant (F 1,7 ϭ 203.85, p Ͻ 0.001) and reflected a mean increase of 16 kg. For an ANOVA to be significant, the effect must be large (in this case, the mean differences between trials must be large), the noise (error term) must be small, or both. The error term is small when all subjects behave similarly across test days. When this is the case, even small mean differences can be statistically significant. In this case, the systematic differences explain a significant amount of variability in the data. Despite the rather large systematic error, the ICC values from equations 1,1; 2,1; and 3,1 were 0.896, 0.901, and 0.998, respectively. A cursory examination of just the ICC scores would suggest that the test exhibited good reliability, especially using equation 3,1, which only reflects random error. However, an approximately 10% increase in scores from trial C1 to C2 would suggest otherwise. Thus, an analysis that only focuses on the ICC without consideration of the trials effect is incomplete (31) . If the effect for trials is significant, the most straightforward approach is to develop a measurement schedule that will attenuate systematic error (2, 50) . For example, if learning effects are present, one might add trials until a plateau in performance occurs. Then the ICC could be calculated only on the trials in the plateau region. The identification of such a measurement schedule would be especially helpful for random-effects situations where others might be using the test being evaluated. For simplicity, all the examples here have been with only 2 levels for trials. If a trials effect is significant, however, 2 trials are insufficient to identify a plateau. The possibility of a significant trials effect should be considered in the design of the reliability study. Fortunately, the ANOVA procedures require no modification to accommodate any number of trials.
Interpreting the ICC
At one level, interpreting the ICC is fairly straightforward; it represents the proportion of variance in a set of scores that is attributable to the . An ICC of 0.95 means 2 t that an estimated 95% of the observed score variance is due to . The balance of the variance (1 Ϫ ICC ϭ 5%) is 2 t attributable to error (51) . However, how does one qualitatively evaluate the magnitude of an ICC and what can the quantity tell you? Some sources have attempted to delineate good, medium, and poor levels for the ICC, but there is certainly no consensus as to what constitutes a good ICC (45) . Indeed, Charter and Feldt (15) argue that ''it is not theoretically defensible to set a universal standard for test score reliability.'' These interpretations are further complicated by 2 factors. First, as noted herein, the ICC varies, depending on which version of the ICC is used. Second, the magnitude of the ICC is dependent on the variability in the data (45) . All other things being equal, low levels of between-subjects variability will serve to depress the ICC even if the differences between subjects' scores across test conditions are small. This is illustrated by comparing the 2 example sets of data in Table  1 . Trials 1 and 2 of data sets A and B have identical mean values and identical change scores between trials 1 and 2. They differ in the variability between subjects, with greater between-subjects variability evident in data set A as shown in the larger SDs. In Tables 2 and 3 , the AN-OVA tables have identical outcomes with respect to the inferential test of the factor trials and have identical error terms (since the between-subjects variability is not part of the error term, as noted previously). Table 4 shows the ICC values calculated using the 6 different models of Shrout and Fleiss (46) on the A and B data sets. Clearly, data set B, with the lower between-subjects variability, results in smaller ICC values than data set A.
How then does one interpret an ICC? First, because of the relationship between the ICC and between-subjects variability, the heterogeneity of the subjects should be considered. A large ICC can mask poor trial-to-trial consistency when between-subjects variability is high. Conversely, a low ICC can be found even when trial-to-trial variability is low if the between-subjects variability is low. In this case, the homogeneity of the subjects means it will be difficult to differentiate between subjects even though the absolute measurement error is small. An examination of the SEM in conjunction with the ICC is therefore needed (32) . From a practical perspective, a given test can have different reliability, at least as determined from the ICC, depending on the characteristics of the individuals included in the analysis. In the 1RM squat, combining individuals of widely different capabilities (e.g., wide receivers and defensive linemen in American football) into the same analysis increases betweensubjects variability and improves the ICC, yet this may not be reflected in the expected day-to-day variation as illustrated in Tables 1 through 4 . In addition, the inferential test for bias described previously needs to be considered. High between-subjects variability may result in a high ICC even if the test for bias is statistically significant.
The relationship between between-subjects variability and the magnitude of the ICC has been used as a criticism of the ICC (10, 39) . This is an unfair criticism, since the ICC is used to provide information regarding inferential statistical tests not to provide an index of absolute measurement error. In essence, the ICC normalizes measurement error relative to the heterogeneity of the subjects. As an index of absolute reliability then, this is a weakness and other indices (i.e., the SEM) are more informative. As a relative index of reliability, the ICC behaves as intended.
What are the implications of a low ICC? First, measurement error reflected in an ICC of less than 1.0 serves to attenuate correlations (22, 38) . The equation for this attenuation effect is as follows:
xy xy x y where r xy is the observed correlation between x and y, r xy is the correlation between x and y if both were measured without error (i.e., the correlations between the true scores), and ICC x and ICC y are the reliability coefficients for x and y, respectively. Nunnally and Bernstein (38) note that the effect of measurement error on correlation attenuation becomes minimal as ICCs increase above 0.80. In addition, reliability affects the power of statistical tests. Specifically, the lower the reliability, the greater the risk of type 2 error (14, 40). Fleiss (22) illustrates how the magnitude of an ICC can be used to adjust sample size and statistical power calculations (45) . In short, low ICCs mean that more subjects are required in a study for a given effect size to be statistically significant (40) . An ICC of 0.60 may be perfectly fine if the resulting effect on sample size and statistical power is within the logistical constraints of the study. If, however, an ICC of 0.60 means that, for a required level of power, more subjects must be recruited than is feasible, then 0.60 is not acceptable. Although infrequently used in the movement sciences, the ICC of test scores can be used in the setting and interpretation of cut points for classification of individuals. Charter and Feldt (15) show how the ICC can be used to estimate the percentage of false-positive, false-negative, true-positive, and true-negative results for a clinical classification scheme. Although the details of these calculations are beyond the scope of this article, it is worthwhile to note that very high ICCs are required to classify individuals with a minimum of misclassification.
THE SEM
Because the general form of the ICC is a ratio of variance due to differences between subjects (the signal) to the total variability in the data (the noise), the ICC is reflective of the ability of a test to differentiate between different individuals (27, 47) . It does not provide an index of the expected trial-to-trial noise in the data, which would be useful to practitioners such as strength coaches. Unlike the ICC, which is a relative measure of reliability, the SEM provides an absolute index of reliability. Hopkins (26) refers to this as the ''typical error.'' The SEM quantifies the precision of individual scores on a test (24) . The SEM has the same units as the measurement of interest, whereas the ICC is unitless. The interpretation of the SEM centers on the assessment of reliability within individual subjects (45) . The direct calculation of the SEM involves the determination of the SD of a large number of scores from an individual (44) . In practice, a large number of scores is not typically collected, so the SEM is estimated. Most references estimate the SEM as follows:
where SD is the SD of the scores from all subjects (which can be determined from the ANOVA as ) and ICC is the reliability coefficient.
Note the similarity between the equation for the SEM and standard error of estimate from regression analysis. Since different forms of the ICC can result in different numbers, the choice of ICC can substantively affect the size of the SEM, especially if systematic error is present. However, there is an alternative way of calculating the SEM that avoids these uncertainties. The SEM can be estimated as the square root of the mean square error term from the ANOVA (20, 26, 48) . Since this estimate of the SEM has the advantage of being independent of the specific ICC, its use would allow for more consistency in interpreting SEM values from different studies. However, the mean square error terms differ when using the 1-way vs. 2-way models. In Table 2 it can be seen that using a 1-way model (22) would require the use of MS W (͙53.75 ϭ 7.3 kg), whereas use of a 2-way model would require use of MS E (͙57 ϭ 7.6 kg). Hopkins (26) argues that because the 1-way model combines influences of random and systematic error together, ''The resulting statistic is biased high and is hard to interpret because the relative contributions of random error and changes in the mean are unknown.'' He therefore suggests that the error term from the 2-way model (MS E ) be used to calculate SEM. Note however, that in this sample, the 1-way SEM is smaller than the 2-way SEM. This is because the trials effect is small. The high bias of the 1-way model is observed when the trials effect is large ( Table 7 ). The SEM calculated using the MS error from the 2-way model (͙4.71 ϭ 2.2 kg) is markedly lower than the SEM calculated using the 1-way model (͙124.25 ϭ 11.1 kg), since the SEM as defined as ͙MS E only considers random error. This is consistent with the concept of a SE, which defines noise symmetrically around a central value. This points to the desire of establishing a measurement schedule that is free of systematic variation.
Another difference between the ICC and SEM is that the SEM is largely independent of the population from which it was determined, i.e., the SEM ''is considered to be a fixed characteristic of any measure, regardless of the sample of subjects under investigation'' (38) . Thus, the SEM is not affected by between-subjects variability as is the ICC. To illustrate, the MS E for the data in Tables 2  and 3 are equal (MS E ϭ 57), despite large differences in between-subjects variability. The resulting SEM is the same for data sets A and B (͙57 ϭ 7.6 kg), but yet they have different ICC values ( Table 4) . The results are similar when calculating the SEM using equation 8, even though equation 8 uses the ICC in calculating the SEM, since the effects of the SD and the ICC tend to offset each other (38) . However, the effects do not offset each other completely, and use of equation 8 results in an SEM estimate that is modestly affected by between-subjects variability (2) .
The SEM is the SE in estimating observed scores (the scores in your data set) from true scores (38) . Of course, our problem is just the opposite. We have the observed scores and would like to estimate subjects' true scores. The SEM has been used to define the boundaries around which we think a subject's true score lies. It is often reported (8, 17) that the 95% CI for a subject's true score can be estimated as follows:
where T is the subject's true score, S is the subject's observed score on the measurement, and 1.96 defines the 95% CI. However, strictly speaking this is not correct, since the SEM is symmetrical around the true score, not the observed score (13, 19, 24, 38) , and the SEM reflects the SD of the observed scores while holding the true score constant. In lieu of equation 9, an alternate approach is to estimate the subject's true score and calculate an alternate SE (reflecting the SD of true scores while holding observed scores constant). Because of regression to the mean, obtained scores (S) are biased estimators of true scores (16, 19) . Scores below the mean are biased downward, and scores above the mean are biased upward. A subject's estimated true score (T) can be calculated as fol-
where d ϭ S Ϫ X . To illustrate, consider data set A in Table 1 . With a grand mean of 154.5 and an ICC 3,1 of 0.95, an individual with an S of 120 kg would have a predicted T of 154.5 ϩ 0.95 (120 Ϫ 154.5) ϭ 121.8 kg.
Note that because the ICC is high, the bias is small (1.8 kg). The appropriate SE to define the CI of the true score, which some have referred to as the standard error of estimate (13) , is as follows (19, 38) : The entire process, which has been termed the regressionbased approach (16) , can be summarized as follows (24):
If one had simply used equation 9 using S and SEM, the resulting interval would span 120 Ϯ 1.96 (7.8) ϭ 105.1 to 134.9 kg. Note that the differences between CIs is small and that the CI width from equation 9 (29.8 kg) is wider than that from equation 12 (27.2 kg). For all ICCs less than 1.0, the CI width will be narrower from equation 12 than from equation 9 (16), but the differences shrink as the ICC approaches 1.0 and as S approaches X (24).
MINIMAL DIFFERENCES NEEDED TO BE CONSIDERED REAL
The SEM is an index that can be used to define the difference needed between separate measures on a subject for the difference in the measures to be considered real. For example, if the 1RM of an athlete on one day is 155 kg and at some later time is 160 kg, are you confident that the athlete really increased the 1RM by 5 kg or is this difference within what you might expect to see in repeated testing just due to the noise in the measurement? The SEM can be used to determine the minimum difference (MD) to be considered ''real'' and can be calculated as follows (8, 20, 42) :
Once again the point is to construct a 95% CI, and the 1.96 value is simply the z score associated with a 95% CI. (One may choose a different z score instead of 1.96 if a more liberal or more conservative assessment is desired.) But where does the ͙2 come from?
Why can't we simply calculate the 95% CI for a subject's score as we have done above? If the score is outside that interval, then shouldn't we be 95% confident that the subject's score has really changed? Indeed, this approach has been suggested in the literature (25, 37) . The key here is that we now have 2 scores from a subject. Each of these scores has a true component and an error component. That is, both scores were measured with error, and simply seeing if the second score falls outside the CI of the first score does not account for the error in the second score. What we really want here is an index based on the variability of the difference scores. This can be quantified as the SD of the difference scores (SDd). As it turns out, when there are 2 levels of trials (as in the examples herein), the SEM is equal to the SDd divided by ͙2 (17, 26) :
Therefore, multiplying the SEM by ͙2 solves for the SDd and then multiplying the SDd by 1.96 allows for the construction of the 95% CI. Once the MD is calculated, then any change in a subject's score, either above or below the previous score, greater than the MD is considered real. More precisely, for all people whose differences on repeated testing are at least greater than or equal to the MD, 95% of them would reflect real differences. Using data set A, the first subject has a trial A1 score of 146 kg. The SEM for the test is ͙57 ϭ 7.6 kg. From equation 13, MD ϭ 7.6 ϫ 1.96 ϫ ͙2 ϭ 21.07 kg. Thus, a change of at least 21.07 kg needs to occur to be confident, at the 95% level, that a change in 1RM reflects a real change and not a difference that is within what might be reasonably expected given the measurement error of the 1RM test.
However, as with defining a CI for an observed score, the process outlined herein for defining a minimal difference is not precisely accurate. As noted by Charter (13) and Dudek (19) , the SE of prediction (SEP) is the correct SE to use in these calculations, not the SEM. The SEP is calculated as follows:
To define a 95% CI outside which one could be confident that a retest score reflects a real change in performance, simply calculate the estimated true score (equation 10) plus or minus the SEP. To illustrate, consider the same data as in the example in the previous paragraph. 2 ) ϭ 9.91. The resulting 95% CI is 146.4 Ϯ 1.96 (9.91), which defines an interval from approximately 127 to 166 kg. Therefore, any retest score outside that interval would be interpreted as reflecting a real change in performance. As given in Table 1 , the retest score of 140 kg is inside the CI and would be interpreted as a change consistent with the measurement error of the test and does not reflect a real change in performance. As before, use of a different z score in place of 1.96 will allow for the construction of a more liberal or conservative CI.
OTHER CONSIDERATIONS
In this article, several considerations regarding ICC and SEM calculations will not be addressed in detail, but brief mention will be made here. First, assumptions of ANOVA apply to these data. The most common assumption violated is that of homoscedasticity. That is, does the size of the error correlate with the magnitude of the observed scores? If the data exhibit homoscedasticity, the answer is no. For physical performance measures, it is common that the absolute error tends to be larger for subjects who score higher (2, 26) , e.g., the noise from repeated strength testing of stronger subjects is likely to be larger than the noise from weaker subjects. If the data exhibit heteroscedasticity, often a logarithmic transformation is appropriate. Second, it is important to realize that ICC and SEM values determined from sample data are estimates. As such, it is instructive to construct CIs for these estimates. Details of how to construct these CIs are addressed in other sources (34, 35) . Third, how many subjects are required to get adequate stability for the ICC and SEM calculations? Unfortunately, there is no consensus in this area. The reader is referred to other studies for further discussion (16, 35, 52) . Finally, reliability, as quantified by the ICC, is not synonymous with responsiveness to change (23) . The MD calculation presented herein allows one to evaluate a change score after the fact. However, a small MD, in and of itself, is not a priori evidence that a given test is responsive.
PRACTICAL APPLICATIONS
For a comprehensive assessment of reliability, a 3-layered approach is recommended. First, perform a repeatedmeasures ANOVA and cast the summary table as a 2-way model, i.e., trials and error are separate sources of variance. Evaluate the F ratio for the trials effect to examine systematic error. As noted previously, it may be prudent to evaluate the effect for trials using a more liberal ␣ measure than the traditional 0.05 level. If the effect for trials is significant (and the effect size is not trivial), it is prudent to reexamine the measurement schedule for influences of learning and fatigue. If 3 or more levels of trials were included in the analysis, a plateau in performance may be evident, and exclusion of only those levels of trials not in the plateau region in a subsequent reanalysis may be warranted. However, this exclusion of trials needs to be reported. Under these conditions, where systematic error is deemed unimportant, the ICC values will be similar and reflect random error (imprecision). However, it is suggested here that the ICC from equation 3,1 be used (Table 5) , since it is most closely tied to the MS E calculation of the SEM. Once the systematic error is determined to be nonsignificant or trivial, interpret the ICC and SEM within the analytical goals of your study (2) . Specifically, researchers interested in group-level responses can use the ICC to assess correlation attenuation, statistical power, and sample size calculations. Practitioners (e.g., coaches, clinicians) can use the SEM (and associated SEs) in the interpretation of scores from individual athletes (CIs for true scores, assessing individual change). Finally, although reliability is an important aspect of measurement, a test may exhibit reliability but not be a valid test (i.e., it does not measure what it purports to measure).
