We study contextual multi-armed bandit problems under linear realizability on rewards and uncertainty (or noise) on features. For the case of identical noise on features across actions, we propose an algorithm, coined NLinRel, having O T 7 8 log (dT ) + K √ d regret bound for T rounds, K actions, and d-dimensional feature vectors. Next, for the case of non-identical noise, we observe that popular linear hypotheses including NLinRel are impossible to achieve such sub-linear regret. Instead, under assumption of Gaussian feature vectors, we prove that a greedy algorithm has O T 2 3 √ log d regret bound with respect to the optimal linear hypothesis. Utilizing our theoretical understanding on the Gaussian case, we also design a practical variant of NLinRel, coined Universal-NLinRel, for arbitrary feature distributions. It first runs NLinRel for finding the 'true' coefficient vector using feature uncertainties and then adjust it to minimize its regret using the statistical feature information. We justify the performance of Universal-NLinRel on both synthetic and real-world datasets.
Introduction
The multi-armed bandit (MAB) problem (or simply bandit problem) has received much attention due to a wide range of applications, e.g., clinical trials Thompson (1933) , economics Schlag (1998), routing Awerbuch & Kleinberg (2004) , and ranking Radlinski et al. (2008) . The MAB problems are sequential decision problems, where at each round, a learner selects an action (or arm) from K candidates and receives a reward for the selected action. The learner makes decisions based on the observations such as the sequence of past rewards and the selected actions, and would like to maximize the cumulative reward, or equivalently to minimize regret, defined as the difference between the cumulative reward and that achieved by always playing the best arm/action.
The learner often can access to contextual information in addition to rewards and selected actions, which are referred as contextual MAB Langford & Zhang (2008) . Examples include personalized recommendation Bouneffouf et al. (2012) , web server defense Jung et al. (2012) and information retrieval Hofmann et al. (2011) . For instance, the learner see feature vectors z 1 (t), z 2 (t), . . . , z K (t) ∈ R d associated with each of K arms at every round t. To address the problem, one has to assume a hypothesis set consisting of functions from the feature vectors to an action that will give the best expected reward. The linear hypothesis set is simple and widely used, where each hypothesis is defined by a coefficient vector θ ∈ R d and predicts an optimal action as arg max 1≤i≤K z i (t) θ. The linear hypothesis set assumes that the expected reward of action i at round t is defined by z i (t) θ with a hidden coefficient vector θ which is referred to as linear payoff and also called linear realizability. It is an online linear regression task balancing the trade-off between exploration and exploitation.
In this paper, we study the contextual MAB problems with linear payoffs under assuming uncertainty or noise on features. Specifically, we assume that the learner cannot observe the true feature vector z i (t) but noisy vector x i (t) = z i (t) + ε i (t) where random noise ε i (t) is independently drawn from some distribution. It can incorporate statistical uncertainties of linear hypotheses, and relax the strong linear assumption on rewards, i.e., enhance the power of linear models. Furthermore, it can incorporate recent remarkable progresses in Bayesian deep learning techniques Gal & Ghahramani (2016) that estimate feature uncertainties, i.e., the knowledge of noise distributions.
There are two main challenges in the noisy contextual MAB problem:
I1. The learner might not extract the true hypothesis θ from any sequence of observations using policies defined for the noiseless contextual MAB problem, e.g. LinRel Auer (2002) .
I2. Even if the learner could learn θ , it is still hard to design a good exploitation policy since every arm has some uncertainty due to the noise.
Therefore, we need to redesign learning policies considering the noisy feature vectors. To the best of our knowledge, this is the first work that aims to solve the contextual MAB problems under assuming such uncertainties on features.
Contribution. We first study the simplest, but non-trivial, case that every action has the identical noise vector, i.e., ε i (t) = ε(t) for all i ∈ {1, 2, . . . , K}. This eliminates the issue I2: the learner can find the best action after extracting the hidden coefficient vector since arg max
However, the issue I1 remains, e.g., LinRel might not find θ . Furthermore, one has to design a new confidence interval due to the noise for balancing the exploration and exploitation trade-off. To address them, we propose a noisy version of LinRel, coined NLinRel, having regret bound O T 7 8
log (dT ) + K √ d for T rounds. For the regret analysis, we use the tail inequalities of random matrices induced by noise vectors and bound the random matrix perturbation.
We next consider non-identical noise vectors, but assume that the feature vector at each round is independently drawn from some distribution D feature . The underlying reasoning for the statistical assumption is on our finding that this eliminates the issue I2. Specifically, if D feature is Gaussian, we derive a closed form formula of the optimal coefficient vectorθ using Bayesian analysis. Somewhat interestingly, the optimalθ is not equal to the true θ , which cannot occur under noiseless settings. We further design a simple greedy algorithm that achieves O T 2 3 √ log d regret bound with respect to the optimal linear hypothesis. Here, one can easily observe that any linear hypothesis including the greedy algorithm and NLinRel cannot achieve a sub-linear regret with respect to optimal sequence of actions, and thus we analyze such a 'relative' regret. Our study on Gaussian features naturally motivates the question of whetherθ is also optimal for general feature distributions. To this end, we derive an optimization formulation (i.e., non-closed form) for the optimal coefficient vector for general, possibly non-Gaussian, setting, and numerically found thatθ is no longer optimal in this case. Finally, we design a new algorithm, coined Universal-NLinRel, for arbitrary distributions on features, where it searches the true θ using NLinRel and adjusts the parameter to a gradient direction of the optimization objective. In our experiments, Universal-NLinRel outperforms LinUCB Chu et al. (2011) , representing the known linear hypothesis designed for the noiseless contextual MAB problem, on both noisy synthetic and real-world datasets. Related works. Although the name, contextual multi-armed bandit, first appeared in Langford & Zhang (2008) , the problem setting has been studied under different names, e.g., bandit with covariates Woodroofe (1979); Sarkar (1991) , associative reinforcement learning Kaelbling (1994) , associative bandit Auer (2002); Strehl et al. (2006) and bandit with expert advice Auer et al. (2002) . This paper, in particular, focuses on the linear hypothesis set and the linear payoff model, which was originally introduced in Abe & Long (1999) and developed in Auer (2002) . Our algorithm design of NLinRel is actually motivated by LinRel Auer (2002) and LinUCB Chu et al. (2011) . Both LinRel and LinUCB algorithms compute the expected rewards and their confidence intervals for controlling the exploration and exploitation trade-off. Thompson sampling was also studied for the linear payoff model Agrawal & Goyal (2013) . The stochastic linear bandit optimization problem studied in Dani et al. (2008) and many following works are special cases of the contextual bandit with the linear payoff model having infinitely many arms. However, all the studies assume that the feature vectors are noiseless and we cannot directly apply their algorithms to our noise setting.
One can discretize the linear hypothesis set into an ε-net, H ε , such that θ 1 − θ 2 2 ≥ ε for all ε 1 = ε 2 ∈ H ε . With the ε-net, it is possible to use EXP4-type algorithms Auer et al. (2002) ; Beygelzimer et al. (2011) for the noisy contextual MAB problem studied in this paper. However, the computation costs of the algorithms are extremely expensive to use. The size of the ε-net is Ω ε −(d−1) and EXP4-type algorithms have to update weights of all elements of the ε-net at every round. One can also possibly use Epoch-Greedy Langford & Zhang (2008) for our Gaussian setting mentioned earlier, but it also requires a huge amount of computations and memory space when computing the most likelihood hypothesis among the hypothesis set. If one uses the ε-net, Epoch-Greedy has the same issue with the EXP4-type algorithms, or all sequence of observations should be memorized to compute the maximum likelihood.
Preliminaries
We study a noisy version of the contextual multi-armed bandit (MAB) problem with linear payoffs. At each time t = 0, 1, . . . , there are K possible actions and the learner observes a feature vector x i (t) ∈ R d for each possible action 1 ≤ i ≤ K, i.e., the dimension of features is d and the number of arms is K. We assume that the observed features are noisy in the sense that the true hidden feature vector of action i at time t is denoted by z i (t) = x i (t) − ε i (t), for some independent random vector ε i (t) with E[ε i (t)] = 0. The learner selects an action 1 ≤ a(t) ≤ K and observe the reward y(t) ∈ R for the selected action at time t. We assume that y(t) is an independent sub-Gaussian random variables with finite variance and its distribution is determined by the true feature vector of the selected arm as
This is called the linear payoff assumption, where there is a coefficient vector θ ∈ R d with θ 2 ≤ 1 is unknown to the learner a priori.
The learner uses some algorithm or policy selecting an action a(t) at each time t given current observed feature vectors x i (t) for all action i and past information a(s), x a(s) (s), y(s) for all time s < t so that it maximizes the cumulative reward T t=1 y(t) up to time T . If the learner knows hidden information θ and z i (t), the best choice of action to maximize the cumulative reward would be a (t) = arg max 1≤i≤K z i (t) θ . We define a regret function of algorithm A compared to the oracle algorithm as follows:
The objective of the learner's algorithm is to minimize the above regret. Notation. Here, we define necessary matrix notation used throughout this paper. For any matrix A ∈ R m×n , A and A −1 denote the transpose and inverse of A, respectively. The i-th eigenvalue and the i-th singular value of A are denoted by λ i (A) and s i (A), respectively. Let A i denote the i-th column of A and
We mean ∆(A, i) by the i-th diagonal value of A and ∆(A, i : j) by the
Identical Feature Uncertainty
In this section, we assume every action shares the same noise feature vector ε(t), i.e., ε i (t) = ε(t) for all 1 ≤ i ≤ K. We also assume that {ε(t)} t≥1 are i.i.d. random vectors with E[ε(t)] = 0 and the covariance of ε(t), denoted by E(t) = E[ε(t)ε(t) ], is known to the learner. As in Auer (2002) , for the analysis, we assume that all feature vectors satisfy z i (t) 2 ≤ 1 and the rewards r i (t) are bounded by a finite constant. Furthermore, we assume that the distribution of ε(t) has a finite support. Under the identical uncertainty assumption, we have arg max
Hence, one can find the best action in terms of the expected reward after finding θ even with noises on feature vectors. Namely, one can reduce the regret R(T ) by learning hidden coefficient vector θ accurately. However, R(T ) could increase quickly if we spend too much time to learn θ , which is the popular exploitation-exploitation trade-off issue in the bandit problem.
Issues of LinRel under Noisy Features
When there is no noise on feature vectors, LinRel by Auer (2002) controls the exploitation-exploitation tradeoff very efficiently and guarantees a sub-linear R(T ) with resect to T . It executes the following procedures at round/time t + 1:
1. Calculate
where Λ is from the eigenvalue decomposition of X(t) = U ΛU , and k is the index such that ∆(Λ, k) ≥ 1 and ∆(Λ, k + 1) < 1.
, which is an estimator of θ . Then, compute the expected reward and the width of the confidence interval as follows: for all 1 ≤ i ≤ K,
3. Select a i (t + 1) = arg max 1≤i≤K r i (t) + w i (t). The expected reward r i (t) controls the exploitation and the width of the confidence interval w i (t) controls the exploration.
The following two facts of LinRel make R(T ) becomes sub-linear. First, one can check that |x i (t) ( θ − θ )| ≤ w i (t) for all 1 ≤ i ≤ K and 1 ≤ t ≤ T . From this and the selection rule, we have
. In other words, the sum of uncertainties of the observed arms increases sub-linearly. This is because NLinRel has a better estimation on θ as playing actions having high uncertainties. Intuitively, w i (t) is the amount of information revealed by playing action i.
However, LinRel has very bad regret R(t) under noise feature vectors. First, θ does not converges to θ . One can easily check that
We have to remove E(t) to expect θ = X(t) −1 Y (t) to converge to θ . Second, the uncertainty indicator w i (t) strongly depends on ε(t) and does not indicate the amount of information we can obtain from the action.
Redesigning LinRel for Noisy Features
In this section, we redesign LinRel, which is referred to as NLinRel and described formally in what follows.
Algorithm 1 NLinRel
We also prove that the above algorithm achieves the sub-linear regret bound.
Theorem 1 Under the above identical noisy contextual MAB model, NLinRel has
with probability at least 1 − δ.
The proof of the above theorem is given in Appendix B. For instance, when α = 5/8, the regret is
In what follows, we provide our strategies on the algorithm design and the regret proof.
Redesigning components. For designing NLinRel, we introduce
θ and θ → θ as t → ∞. Let U ΣU be the eigenvalue decomposition of Z(t). For given α > 1/2, we use t α as a threshold for the eigenvalues and let k be the largest index such that ∆(Σ, k) ≥ t α . We then estimate the coefficient vector and expected rewards of actions as follows:
where
Since the width of confidence interval for a single action w i (t) is not a good indicator to control the exploration due to noise vectors, we re-define the width of confidence interval for each action-pair (i, j), which is referred to w i,j (t) and approximates |(x i (t) − x j (t)) ( θ − θ )|. More precisely, we compute
Note that ε(t) is removed by x i (t) − x j (t) and thus w i,j (t) is independent to the noise.
The exploration and exploitation tradeoff is controlled by r i (t) and w i,j (t). A candidate set C is generated so that |r i (t) − r j (t)| ≤ w i,j (t) for all i, j ∈ C and there exists j ∈ C such that r j (t) − w i,j (t) > r i (t) for all i / ∈ C. Then, a(t) is selected uniformly at random from C. Proof strategy for Theorem 1. In NLinRel, w a(t),a (t) (t) indicates the uncertainty between the best arm and the selected arm at t. The uncertainty is roughly proportional to the amount of revealed information by playing an arm a(t). From that, we first bound the expected sum of uncertainties as follows:
We then connect the expected sum of uncertainties to the regret that has
In the above equation, we have an additional term t −α+3/2 , which stems from the fact that
where the last term was not considered when we compute w i,j (t). We can bound the last term using a tail bound for sums of random matrices Tropp (2012). More precisely, using the matrix Azuma inequality, we show that
Non-identical Feature Uncertainty
When the noise feature vectors are not identical, i.e., ε i (t) = ε j (t), any algorithm based on a linear hypothesis is impossible to guarantee a sub-linear regret function. The regret function can grow linearly even though we know the hidden coefficient vector θ exactly. To see why, suppose each ε i (t) is drawn under a normal distribution. Then, there exists some constant δ > 0 such that for any given set of feature vectors {z i (t)} 1≤i≤K , with probability δ, arg max 1≤i≤K z i (t) θ = arg max 1≤i≤K x i (t) θ . For coefficient vector θ ∈ R d , let R θ (t) be the corresponding expected regret function when the learner decides actions as follows:
In this section, we do not aim for designing an algorithm of a sub-linear regret with respect to the optimal sequence {a (t)} t≥1 , but study how to find an optimal linear hypotheis θ that minimizes R θ (t). Somewhat interestingly, we found that the choice θ = θ is not always the best, i.e., there could exist θ = θ such that R θ (t) > R θ (t) for all t ≥ 1. In order to describe the intuition why θ is not the optimal choice, we first consider a noisy Gaussian contextual MAB model in Section 4.1. Under the model, θ that minimizes R θ (t) is represented in a closed form and we prove that a very simple algorithm has a 'relative' sub-linear regret bound with respect to the optimal linear hypothesis. The optimal closed form for Gaussian models might no longer be true for non-Gaussian ones, which is discussed in Section 4.2.
Gaussian Features
In this section, we consider the following noisy Gaussian contextual MAB model. The true feature vectors
where Σ feature is a d × d positive-definite matrix. The noises are defined by i.i.d. multivariate Gaussian random vectors as well: for all i ∈ K and 1 ≤ t ≤ T , ε i (t) follows N (0 d×1 , Σ noise ) with a d × d positivedefinite matrix Σ noise . Since both Σ feature and Σ noise are positive-definite matrices, we have inverse matrices not only for Σ feature and Σ noise but also for (Σ feature + Σ noise ) and (Σ −1
noise ). Optimal linear hypothesis. We would like to find θ such that R θ (t) ≥ R θ (t) for all t ≥ 1 and θ ∈ R d . The following theorem obtains a closed form of an optimal choice θ.
Theorem 2 Under the noisy Gaussian contextual MAB model, R θ (t) ≥ R θ (t) for all t ≥ 1 and θ ∈ R d , where
The proof of the above theorem is provided in Appendix C. Here we provide its high-level sketch. At each round, the learner receives noisy feature vectors x 1 (t), . . . , x K (t). When one knows θ and the distributions of z i (t) and ε i (t) for all i, the optimal decision from the given feature vectors can be computed as:
where the last equality comes from the independence between actions and the linearity of the expectation. In the proof of Theorem 2, we obtain using Bayesian analysis that
Therefore, one can easily find the optimal action with θ = (Σ feature + Σ noise ) −1 Σ feature θ under
From the optimal action, we define the following 'relative' regret function:
Greedy algorithm. We now propose a very simple greedy algorithm that operates only with observations a(t), x a(t) (t), y(t) and can find θ very accurately. The simple greedy algorithm consists of two parts, each for exploration and exploitation, as stated formally in what follows.
Algorithm 2 Simple greedy algorithm
The first τ selections of the above algorithm are used for the exploration to learn θ = X(τ ) −1 Y (τ ), where X(τ ) = τ t=1 x a(t) x a(t) and Y (τ ) = τ t=1 y(t)x a(t) . The remaining selections exploit θ for their decision:
a(t) = arg max
Observe that the above algorithm do not utilize the information Σ feature , Σ noise and θ . Nevertheless, we indeed show that it finds the optimal θ and a sub-linear regret R(T ).
Theorem 3 Under the above noisy Gaussian contextual MAB model, the simple greedy algorithm has
with probability 1 − δ.
The proof of the above theorem is provided in Appendix D. Here we provide its high-level sketch. In the exploration part, at each time instance, the learner selects an action uniformly at random so that the selection and noisy feature vectors become independent. Then, z a(τ ) (1), . . . , z a(τ ) (τ ) are i.i.d. random vectors following N (0 d×1 , Σ feature ) and ε a(τ ) (1), . . . , ε a(τ ) (τ ) are also i.i.d. random vectors following N (0 d×1 , Σ noise ). Therefore, we have
From the matrix Azuma inequality, we show that residual matrices
are negligible compared with X(τ ) and Y (τ ), respectively, with respect to their spectral norms. From the facts, we derive
This will leads to the conclusion of Theorem 3.
Non-Gaussian Features
In this section, we consider that the true feature vectors drawn under an arbitrary, possibly non-Gaussian, distribution in this case, the proof of Theorem 2 is no longer true and it is not easy to analyze whether θ defined in (2) is optimal in any sense. Formally, we assume that {z i (t) : i ∈ K, 1 ≤ t ≤ T } are i.i.d. random vectors drawn from some (possibly, non-Gaussian) distribution D with mean 0 d×1 and covariance Σ feature where Σ feature is a d × d positive-definite matrix. The noise model is same as that of Gaussian contextual MAB model in the previous section. We focus on verifying numerically whether θ defined in (2) is optimal under the the non-Gaussian setting.
To this end, one can observe that the optimal θ minimizes the following given the information θ , D and Σ noise :
The solution of this optimization might not be given as a closed form as like (2) unless D is Gaussian/normal. Furthermore, computing a gradient is a non-trivial task depending on D and the knowledge of D might not be given in practical scenarios. Hence, we estimate it via the following Monte Carlo method:
where z (1) , z (2) , . . . , z (N ) are randomly generated samples from the distribution D or real feature vectors observed in practice. It is elementary to check that each gradient in (4) can be expressed as an integral form with respect to the probability density function of N (0 d×1 , Σ noise ).
Under several different choices of feature distribution D, we compute (4) at θ = θ to confirm whether it is optimal or not. In all the experiments, the number of arm K = 5, the dimension of feature d = 10, the number of samples N = 10 6 , and each element in the feature vector is an i.i.d. random variable. We also choose each element of θ uniformly at random in the interval [−1, 1], i.e., Uniform(-1,1). For the distribution of noise, we use N (0 10×1 , diag(0.1, 0.2, · · · , 1.0)). The numerical results are reported in Table  1 , which implies that (2) might be far from being optimal unless D is Gaussian.
This motivates to design a new algorithm, completely different from Algorithm 2, for non-Gaussian feature distribution D. For the purpose, we propose the following algorithm, called Universal-NLinRel. Algorithm 3 Universal-NLinRel
y(t) end for
In the above, α ≥ 0 is some UCB-like constant as like LinUCB Chu et al. (2011) . The main idea on the algorithm design is that it runs NLinRel for estimating the true coefficient vector θ , and then update the current θ to a stochastic gradient direction by replacing θ by the estimation θ † . Although NLinRel has its theoretical value, Universal-NLinRel uses a practical variant of NLinRel by introducing parameter α since too many initial explorations might hurt its regret unless an extremely large enough number of time instances is allowed. In the following section, We measure the regret performance of Universal-NLinRel.
Experimental Results
In this section, we report experimental results comparing the regret performances of Univeral-NLinRel with the following algorithms. First, LinUCB Chu et al. (2011) represents known algorithms designed for the noiseless contextual MAB problem. 1 Seocnd, Oracle-GD is identical to Univeral-NLinRel, except for using the true coefficient vector θ instead of the estimated one θ † . Finally, Oracle-TC and Oracle-CF are linear hypotheses choosing arm a(t) ∈ arg min 1≤i≤K x i (t) θ where they consider the true coefficient vector θ = θ and the closed form θ =θ defined in (2), respectively. Synthetic dataset. We follow the same synthetic setups described in Section 4.2, and the experimental comparisons among Universal-NLinRel, LinUCB, Oracle-GD, Oracle-TC and Oracle-CF are reported in Figure 1 . In the case of the Gaussian distribution, as reported in Figure 1 (a), one can observe that both LinUCB and Univeral-NLinRel are close to the optimal Oracle-CF in this setting. The near-optimality of LinUCB can be explained as its similarity to the simple greedy algorithm in Section 4.1. In the case of the mixture of uniform distribution, as reported in Figure 1 (c), one can observe that LinUCB has the worst regret and is significantly outperformed by Univeral-NLinRel. Figure 1 (b) and (d) show that NLinRel finds the true coefficient vector θ well in both Gaussian and non-Gaussian setups. This explains why Univeral-NLinRel can perform well (since Univeral-NLinRel uses NLinRel as its subroutine for tracking the true parameter). Yahoo dataset. We use Yahoo Webscope R6A dataset Li et al. (2010) , which contains the history of Yahoo! Front Page Module. The "Featured" tab of the Module highlights one article from the human edited candidate set of size 20. The log contains user context, arm context, candidate set, chosen arm, and reward (click or not). We consider an article as an arm. As a pre-processing step, we removed the lines which are incomplete (contains an arm whose context is not recorded). Then, we clustered the lines by the user. Then, each user can observe several candidate arms whose rewards can be calculated as their empirical CTRs (Click-Through Rates). For example, if user u observed an arm a for N times and clicked it M times, we assumed the reward of the context vector x u,a is M/N . We only consider users whose candidates/arms are of size larger than 2. The number of users after this pruning processing is 11,352, and MAB algorithm iterated 10,000 of them without duplication. Both user and article are represented by a six-dimensional real vector. We used the inner product of two features x u,a ∈ R 36 as a context of each arm as in Li et al. (2010) .
We remark that our reported CTRs are different from those in Li et al. (2010) ; the authors uses different parameter θ for each article, but we instead use a single universal θ under which our algorithms and their theoretical reasoning have been developed. We run LinUCB, NLinRel and Universal-NLinRel on the pre-processed Yahoo dataset. Compared to our synthetic setting, computing gradients in Universal-NLinRel becomes more expensive due to the larger number of candidate arms. Hence, we estimate each integral in gradients by Monte Carlo of 100 samples. In addition, since we do not have the knowledge of noise and feature distributions, we use the current context as a random sample z in Universal-NLinRel, and set the noise variance as 10% of the sample variance of contexts in the entire dataset. Under the Yahoo data, Universal-NLinRel, LinUCB and NLinRel perform better in their orders, as reported in Figure 1 (e) . Mushroom dataset. We use mushroom dataset Bache & Lichman (2013) which was used in the contextual MAB experiment in Blundell et al. (2015) . Each mushroom has 22 categorical features and labeled as edible or poisonous. As in Blundell et al. (2015) , we used 126 dimensional binary vectors as features. At each round, we sample one edible mushroom and 4 poisonous ones. Thus, the learner searches one edible mushroom from 5 candidate mushrooms. If the agent chooses an edible mushroom, the regret does not change, and if the agent chooses a poisonous one, the regret increases by 1. We experimented two different settings. The first one uses raw data and assumes the noise of context is 10% of the sample variance (as we do for Yahoo dataset). The second one added artificial noise to features, similar to the synthetic experiment. For each dimension, we added Gaussian noise with mean 0 and variance i/126, where i ∈ {1, ..., 126}. The results are reported in Figure 1 (f) . In the first experiment without noise, we observe that LinUCB performs quite well, almost zero regret, since this data is almost linearly separable, i.e., the best setting for LinUCB. However, in the second experiment with artificial noise, Universal-NLinRel definitely outperforms LinUCB. This experiment shows that in some scenarios, it is important to learn/know the statistical information on noise for the performance of Universal-NLinRel. We leave this for further exploration in the future.
Conclusion
In this paper, we study contextual multi-armed bandit problems under assuming linear payoffs and uncertainty on features. Based on our theoretical understandings on the special cases of identical noise and Gaussian features, we could develop Universal-NLinRel for general scenarios. We believe that utilizing model uncertainties as addressed in this paper would provide an important direction for designing more practical algorithms for the bandit task.
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A Tail Bounds of Sums of Random Matrices
In the proof of Theorem 1, we have matrix martingales and require to find their spectral norms to complete our proofs. When a matrix martingale is a sum of random matrices having bounded spectral norms, we can use matrix Azuma inequality which is Theorem 7.1 of Tropp (2012).
Theorem 4 (Matrix Azuma) Let {X(t)} 1≤t≤T be a finite sequence of self-adjoint matrices in dimension d that satisfy
Then, for all T ,
For the proof of Theorem 1, we should study matrix martingales {N 1 (t)} 1≤t≤T , {N 2 (t)} 1≤t≤T , and {N 3 (t)} 1≤t≤T , which are defined as follows:
We cannot directly apply matrix Azuma inequality to bound the spectral norms of {N 1 (t)} 1≤t≤T and {N 3 (t)} 1≤t≤T , since they are not self-adjoint. To resolve this problem, we introduce an operator S , called dilations by Paulsen (2002) , so that
It is known that dilations preserves the spectral norm, i.e.
Let δ(t) = y(t) − z a(t) (t) θ and δ max = max 1≤t≤T δ(t). Let ε max = max 1≤t≤T ε(t) 2 and E max = max 1≤t≤T E(t) 2 . Using matrix Azuma inequality and dilations operator, we can bound the spectral norm of N 1 , N 2 , and N 2 as follows: (N 1 (t) ). Then, {N (τ ) − N (τ − 1)} 1≤τ ≤t is a sequence of self-adjoint matrices in dimension 2d that satisfy
From matrix Azuma inequality,
From the union bound and equations (8), (9), and (10) with δ 1 = δ 2 = δ 3 = δ 6T , we can make Claim 5. In Claim 5, c 1 is a function of δ max , ε max , and E max , which are finite constants from the model.
Claim 5 There exists a constant c 1 > 0 such that with probability 1 − δ 2 ,
In the proof of Theorem 3, we have to find spectral norms of
Both matrices are sums of i.i.d random matrices with zero mean and thus can be considered as matrix martingales. However, we cannot use matrix Azuma inequality since the spectral norm of each random matrix cannot be bounded. Indeed, x a(t) and y a(t) follow multivariate normal distributions and thus, x a(t) 2 2 and y a(t) 2 2 follow subexponential distributions. Then, matrix Bernstein can be applied to obtain the spectral norm of the sum. For readers' convenience, we write matrix Bernstein (Theorem 6.2 of Tropp (2012)) in the bellow.
Theorem 6 (Matrix Bernstein: Subexponential Case) Let X 1 , . . . , X T be a finite sequence of independent, random, self-adjoint matrices with dimension d, satisfying that
and the variance parameter
Then the following chain of inequalities holds for all x ≥ 0,
B Proof of Theorem 1
In this proof, we use C(t) and k t to denote the C and k at time t of NLinRel. Then,
We use Claim 5 in many plcase. Recall that with probability 1 − δ 2 ,
where N 1 , N 2 , and N 3 are defined in Section A.
Estimation Error. From the estimated expected rewards r 1 (t), . . . , r K (t), we can estimate the difference between the hidden expected rewards of any two actions. Lemma 7 states the error of the estimation, which can be bounded by w i,j (t) and a time decaying term t 1 2 −α .
Lemma 7 For all time t ∈ {1, 2, . . . , T } and for all i, j ∈ {1, 2, . . . , K},
From (11) and Lemma 7, we have that for all t ∈ {1, . . . , T } and all i ∈ {1, . . . , K},
From the above inequality, the regret can be bounded as follows:
An alternative form of (12). Still, (12) is hard to analyze. Here, we find an alternative representation of (12) that can be analyzed from results obtained in Auer (2002) . To this aim, we use the following properties of C(t) :
1. When both i and j belong to C(t),
2. For all i / ∈ C(t), there exists ∈ C(t) such that
First, when a(t) ∈ C(t), we have
where (a) comes from (13), (b) is obtained from the triangle inequality, and (c) holds because
since a(t) is selected uniformly at random from C(t).
Second, when a (t) / ∈ C(t), from (14), there exists ∈ C(t) such that
Therefore, (r a (t) (t) − r a(t) (t)) + w a (t),a(t) (t)
where the last inequality can be obtained analogously to (15).
Putting (15) and (16) onto (12), we have with probability 1 − δ,
Sum of uncertainties. In this part, we study
We first consider T t=1 U kt+1:d z a(t) (t) 2 and then, connect this to T t=1 E U k 2 +1:d z a(t) (t) 2 at the end of this part. In Section 4 of Auer (2002) , we can find an upper bound analysis for T t=1 ṽ a(t) (t) 2 whereṽ a(t) (t) corresponds to U kt+1:d z a(t) (t) in our analysis. However, we cannot directly apply their analysis to bound T t=1 U kt+1:d z a(t) (t) 2 . In Section 4 of Auer (2002) , Z(T ) is a sum of positive semi-definite matrices and their proofs rely on the properties of positive semi-definite matrices. In contrast, here, Z(T ) = T t=1 x a(t) (t)x a(t) (t) − E(t) is not a sum of positive semi-definite matrices due to the E(t) term. To use the results in Auer (2002) , we introduce
and let U (t)Λ(t)U (t) be the singular value decomposition of Z(t). Then, Z(t) = Z(t)−N 1 (t)−N 1 (t) − N 2 (t). Let λ k (t) be the k-th largest singular value of Z(t) andk t be the constant such that λk t (t) ≥ (t + 1) β and λk t+1 (t) < (t + 1) β for a given β > α. From Lemma 11 of Auer (2002) ,
From the above inequality, we have
Since
We now make an upper bound of
To this aim, we study the eigenvector perturbation of Z(t) by adding N 1 (t) + N 1 (t) + N 2 (t). From matrix perturbation theories and the spectral norm of noise matrices N 1 (t), N 2 (t), and N 3 (t) studied in Section A, we obtain Lemma 8.
Since we have from (11) that 2 N 1 (t) 2 + N 2 (t) 2 ≤ 2c 1 t log( −β log( dT δ ).
Let T be a constant such that
Then, from (20), (21), and Lemma 8, 
where the last equality comes from α > 1/2. From Azuma's inequality,
Therefore, (22) and (23) conclude that with probability 1 − δ 2 ,
Regret Analysis. From (17) and (24), when β = 
B.1 Proof of Lemma 7
Let U ΣU be the eigenvalue decomposition of Z(t − 1) and k = k t−1 . From the triangle inequality, we have (r i (t) − r j (t)) − (z i (t) − z j (t)) θ = (r i (t) − r j (t)) − (z i (t) − z j (t)) (U 1:k U 1:k + U k+1:d U k+1:d )θ ≤ (r i (t) − r j (t)) − (z i (t) − z j (t)) U 1:k U 1:k θ + (z i (t) − z j (t)) U k+1:d U k+1:d θ ≤ (r i (t) − r j (t)) − (z i (t) − z j (t)) U 1:k U 1:k θ + w i,j (t) U k+1:d 2 θ 2 = (z i (t) − z j (t)) θ − U 1:k U 1:k θ + w i,j (t)
where the last equality is obtained from the fact that U 1:k ∆(Σ, 1 : k) −1 U 1:k Z(t − 1) = U 1:k U 1:k .
From (25), it suffices to show that
Since ∆(Σ, k) ≥ t α from the definition of k, 
We can rewrite Y (t − 1) − Z(t − 1)θ using N 1 (t), N 2 (t), and N 3 (t) as follows: x a(τ ) (τ )(y(τ ) − z a(τ ) (τ ) θ )
= − (N 1 (t − 1) + N 2 (t − 1)) θ + N 3 (t − 1).
Therefore, from (28) and the triangle inequality, we have that
By putting (29) onto (27), we can obtain (26) and thus can conclude this proof. Thus, Lemma 8 holds when η(t) ≥ 1 or U k+1:d z a(t) (t) 2 = 0. We now assume that η(t) < 1 and U k+1:d z a(t) (t) 2 > 0. In this proof, we denote by U ΣU the eigenvalue decomposition of Z(t − 1) and we simply use η = η(t) and k = k t−1 . Indeed, η is an upper bound of U 1:k t−1 (t − 1) U k+1:d 
From (35) 
