Exponential H∞ Filtering for Continuous-Time Switched Neural Networks Under Persistent Dwell-Time Switching Regularity.
This paper focuses on the exponential H∞ filtering issue for a class of continuous-time switched neural networks (NNs). Our aim is to design a mode-dependent filter acquiring the state of the investigated system, and ensuring the global uniform exponential stability of the resulting filtering error system. The persistent dwell-time (PDT) switching strategy is employed to represent the switching among NNs. By utilizing a suitable Lyapunov function and the switched system theory, some criteria for the solvability of the addressed problem are presented under the full consideration of switching frequency. Finally, the filter gains are derived by a straightforward decoupling method, and with the aid of the algorithm of the continuous-time PDT switching regularity, the availability of the filter is expounded through a numerical example.