The advantage of division of focal plane imaging polarimeters is their ability to obtain temporally synchronized intensity measurements across a scene; however, they sacrifice s patial r esolution i n d oing s o d ue t o t heir s patially m odulated arrangement of the pixel-to-pixel polarizers and often result in aliased imagery. Here, we propose a super-resolution method based upon two previously trained extreme learning machines (ELM) that attempt to recover missing high frequency and low frequency content beyond the spatial resolution of the sensor. This method yields a computationally fast and simple way of recovering lost high and low frequency content from demosaicing raw microgrid polarimetric imagery. The proposed method outperforms other state-of-the-art single-image super-resolution algorithms in terms of structural similarity and peak signal-to-noise ratio.
INTRODUCTION
Division of focal plane imaging polarimeters (also referred to as microgrid polarimeters) are often utilized to collect polarization information from a scene. The advantage of microgrid polarimeters is their ability to obtain temporally synchronized intensity measurements across a scene. For the purposes of this paper, a 2×2 microgrid associated with each pixel is used. These microgrids are similar to that of a Bayer pattern used in color cameras.
1 Figure 1 shows these similarities. Figure 1 . Polarimetric microgrids consist of spatially modulated polarizers, whereas, color microgrids consist of spatially modulated pixels sensitive to different wavelengths in the visible spectrum. Each 2×2 super pixel corresponds to a single pixel in a scene.
For the purposes of this paper, four linear polarization filters are used to collect intensity images at four different orientations (0 • , 45
• , 90
• , and 135 • ). In order to provide a truth data set (a data set not suffering from spatial aliasing) a Nikon D750 camera with an attached polarizer is used to collect each intensity image at the four different orientations. This collected data from rotating the attached polarizer is considered to be truth data since it does not suffer from spatial aliasing and thus is not missing high frequency (HF) content, however, it does suffer from temporal aliasing. This is a j na0 rn7 desirable trade off since microgrids tend to suffer more from spatial aliasing, as opposed to temporal aliasing. In order to account for a more realistic scenario, a microgrid is derived from the collected intensity images. Figure 2 shows the setup of the derived microgrid with the four different orientations. The intensity images corresponding to their orientations are labeled as I 0 , I 45 , I 90 , and I 135 . Figure 3 shows the difference between the truth data and the derived microgrid data. The Figure 2 . The above microgrid is used throughout the paper. Demodulating the four intensity images from the microgrid results in the scene to being undersampled by a factor of 2. goal of a microgrid polarimeter is to estimate the Stokes vector, a four-element real vector that describes polarized light
where S 0 , S 1 , S 2 , S 3 are the symbols used to represent each element in the Stokes vector. The parameters of the Stokes vector described in Eq. (1) are defined as
where I 0 , I 45 , I 90 , and I 135 refer to the intensity channels associated with 0 • , 45
• , and 135
• polarizers, respectively. The Stokes parameter S 3 is the difference between right and left circularly polarized light but is often omitted due to the lack of observation in nature. 1 A common product calculated from the Stokes vector is the degree of linear polarization (DoLP ), described in Eq. (5), and is used as one of the two image products to compare results throughout the paper. The other image product used for comparison is S 0 , which is described above in Eq. 2.
Demosaicing techniques for microgrid imagery attempt to estimate the Stokes vector with as few artifacts as possible. 1 However, due to the modulated nature of the polarizers in the microgrid, gathered intensity images are undersampled and thus suffer from spatial aliasing and a loss of HF content. This fact can be observed in Fig. 4 , where the S 0 and DoLP image products are computed with the rotating polarizer truth data and the derived microgrid data. In Ref. 1, the authors discuss an adaptive demosaicing technique that attempts to mitigates typical artifacts that arise from optimal linear filtering reconstruction techniques, such as aliasing, zippering effects, and the loss of high frequency components. However, a loss of high frequency content still is an issue. The authors in Ref.
3 attempt to take a step farther and introduce the first multi-image super-resolution technique for polarimetric imagery. Their algorithm attempts to take advantage of correlation between polarimetric intensity images. While this technique is good at addressing aliasing and other degradations, it is computationally expensive, requires a number of sequential images, and is not practical for real-time applications. Slow computation time is typically the case for multi-image super-resolution techniques, whereas, single-image techniques can provide good results with fast computation times. Many single-image super-resolution techniques exist for RGB data, however, none (literature survey appeared to show no single-image super-resolution techniques at the time this paper was written) have been applied to polarimetric microgrid data.
In this paper, a single-image super-resolution technique is proposed based on an extreme learning machine (ELM) developed in Ref. 4, 5 . The remainder of this paper is organized as follows: Section 2 goes into detail about the ELM structure. Section 3 describes the proposed single-image super-resolution method. Section 4 compares the proposed method with other single-image super-resolution techniques used in visible RGB data. Finally, Section 5 makes final remarks and conclusions.
EXTREME LEARNING MACHINE
ELMs are a generalized single-hidden-layer feed-forward networks (SLFNs). The authors in Ref. 6-9 describe the details of an ELM and its ability to provide a unified learning platform for regression applications, while also refraining from complexity. A general ELM model is shown in Fig. 5 , where w are the weights connecting input layer to hidden layer, b are the biases, h is any nonlinear activation function, β is the output weights between hidden layer and output nodes, L is the number of hidden nodes, d is the number of input neurons, and m is the number of output neurons. In an ELM, the hidden layer need not to be iteratively tuned. The output for a given node is given by
where β is the output weight vector between the hidden layer of L nodes and the desired output node, in the form
The output between the input and the hidden layer,
, maps the input from d-dimensional space to L-dimensional feature space. This process is known as ELM feature mapping.
According to the authors in Ref. [6] [7] [8] [9] , in ELM learning theory , an ELM can approximate any continuous target function
The goal of the ELM is to minimize the training error as well as the norm of the output weights by
where H is the hidden layer output matrix. Here β can be solved by least squares analysiŝ
where H † is the Moore Penrose generalized inverse of matrix H, and is computed by
Different methods exist, depending on input size, on how to solve for β. For instance, if the data size, N , is much larger than the number of hidden nodes, L, then a regularization term can be introduced. Depending upon application, a number of different activation functions can be used for H, such as sigmoid, hard-limit, Gaussian, etc. 9 For data sets consisting of images, generally the data size is much larger than the number of hidden nodes, and thus, a regularization term can be added for improved performance. This is what the authors in Ref. 5 took advantage of in order to predict missing HF components from low resolution (LR) images. Moreover, both 9, 10 apply a regularization term in order to avoid overfitting if the nature of the input data is large, as shown in Eq. (10)
where P (x i ) is the predicted HF components, I is the identity matrix, and C is a user specified parameter that provides a tradeoff between the distance of the separating margin and error in training.
PROPOSED METHOD
Typically, microgrid polarimeters collect intensity images at four orientations (0
• , and 135 • ). These images suffer from the undersampling when demodulation is performed. This results in aliasing and a loss of HF components. It CvsSSIM Nodes is envisaged that preserving LF contents will help the performance of recovering HF content, while reducing the amount of additional noise and is the basis for the modification of the RELR algorithm discussed in Ref. 5 .
A modification of the RELR is suggested in order to accommodate polarimetric imagery. This proposed method consists of applying the RELR discussed in Ref. 5 , with an additional RELR that learns a model based on a multi-scale Gaussian input for LF correction. Starting with the RELR discussed in Ref. 5 , normalization constraints are removed in order to account for difficulties that come with normalizing data acquired from microgrid acquisition systems. Typically, raw data acquired from microgrid acquisition systems are fed into a calibration procedure, followed by a process to acquire a desired image product, and finally scaled to fit a display on a screen. Considering that super-resolution is being applied in the steps between calibration and acquiring an image product, rather than developing a reverse normalization procedure to get back the true intensity information, normalization is bypassed all together.
When solving for the output weights using Eq. (10), an optimized value for C is considered. According to, 9 the value of C in Eq. (10) is in the set {2 −24 , 2 −23 , ..., 2 24 , 2 25 }. In order to find the optimized parameter value for C, a number of simulations are run in order to check for what values of C give the best structural similarity (SSIM) 11 for a given number of hidden nodes. Figure 6 demonstrate the relationship between a subset of the values of C and SSIM for magnification factor of 2. Based on the results obtained, for this particular data set, a value of C between 2 10 and 2 15 gives the best performance for hidden nodes in the range of 70 to 90. Given that computation time increases with the number of nodes for computations performed on a CPU, the range of 70 to 90 hidden nodes is chosen due to the lack a of significant increase in performance with more hidden nodes. The flow diagram for HF prediction using the optimized RELR is shown in Fig.  8 . Next, in order to obtain better performance, a LF RELR model is proposed in order to account for the LF components Figure 6 . C vs SSIM, magnification factor of 2 associated with an image. A multi-scale Gaussian feature vector is used for an LF RELR model with LF components of the desired HR image as target values. The LR input image is filtered with three Gaussian filters with different standard deviations in order to generate a feature vector. These 2-D Gaussian kernels are determined be Eqs. (11) and (12), as
and
where h(i, j) is the final output kernel given a standard deviation, σ, and i and j are the two dimensional indices. Standard deviations of 1, 2, and 3 were chosen for the three Gaussian filters and can be visualized in Figs. 7.
The output of the LF RELR is then used as the input image of the HF RELR optimized earlier. This provides for an increase in performance with a minimal reduction in speed. The LF RELR training architecture is shown in Fig. 8 , and the entire proposed method testing process is shown in Fig. 9 .
RESULTS AND ANALYSIS
Experiments were conducted to demonstrate the capability of single-image super-resolution techniques in polarimetric imagery. The performance of the various algorithms were tested on a set of truth data (composed of intensity images gathered from a rotating polarizer) and a set of derived microgrid data. The effectiveness of the various algorithms were tested for a magnification factor of 2. The proposed method, which will be referred to as the modified RELR from this point forward, is compared subjectively and objectively against the various algorithms and the results are presented in this chapter.
Dataset
For the visible waveband, 14 images are taken from a Nikon D750 camera with an attached polarizer that was used to collect intensity channels at four orientations (0 • , 45
• , and 135 • ). This makes for a total of 56 images (4 intensity images per image product). These images are considered to be the HR images that are used for training. Since the images that are collected are not from a microgrid and do not suffer undersampling, they can be used as a truth data set for demosaicing a microgrid polarimeter. For testing purposes, 10 microgrid images are derived from the set of HR images and the adaptive demosaicing algorithm discussed in Ref. 1, is used to demosaic the channels in order to simulate the microgrid Stokes estimation process. This results in a total of 40 LR images for testing purposes. The original HR images are also used for testing in order to compare performance when spatial aliasing is low against performance from derived microgrid imagery, where a good amount of spatial aliasing is present.
Testing Procedure
The modified RELR was vigorously tested on a set of 10 testing images for both the rotating polarizer and derived microgrid scenario. There are 4 intensity images associated with each testing image, therefore, a total of 40 images were used. The products discussed in Eqs. (2) and (5) are used for the objective and subjective comparisons of the various single-image super-resolution techniques at a magnification factor of 2. Two of the various methods that are discussed in Ref. 5 are used for comparisons: multiple kernel learning (MKL); 12 and anchored neighborhood regression (ANR). 13 These two methods were chosen based on their speed and performance and are modified to account for the added stipulation that normalization is not performed on the input imagery. In addition to these two super-resolution algorithms, an unsharp mask (UM), bilinear interpolation (BLI), and bicubic interpolation (BCI) are also used for comparison. Default parameters and settings are used throughout the testing process. Other methods discussed in Ref. 5 are also tested but not included in this paper. These additional test results can be found in this paper's corresponding thesis at https://olc1.ohiolink.edu/, with the same title as this paper.
Each super resolved image is quantitatively compared with the original HR image in order to determine the effectiveness of each single-image super-resolution algorithm. These quantitative evaluation methods include structural similarity method (SSIM) 11 and peak signal-to-noise ratio (PSNR). SSIM produces an index between 0 and 1 based on a quality assessment based on luminance, contrast, and structure, whereas PSNR compares image quality with respect to noise. A speed performance is also determined for each of the algorithms and is of great value for real-time applications. The tables below provide detailed results of all the performance evaluations. In the tables, the best performing algorithm is highlighted in green, whereas, the second best is highlighted in yellow. The figures provide a visual representation that can be used for subjective evaluation. Tables 1 and 2 demonstrate the effectiveness of the modified RELR method for the S 0 and DoLP polarimetric image products when SSIM is of importance. The modified RELR outperforms all other techniques for both image products. The second best algorithm in both cases is the RELR, with MKL following in third. Comparing PSNR of the testing images, tables 3 and 4 indicate that the modified RELR outperforms the other algorithms, on the chosen set of testing images, followed closely by the RELR method for the S 0 and DoLP image products. Figure 10 provides subjective evaluation for both S 0 and DoLP image products. Image 1 is shown for S 0 and Image 2 is used for DoLP comparisons. In both cases, the modified RELR recovers more HF components and preserves structural details the best. The RELR and MKL provide good results as well, however, the RELR does a better job at recovering HF content compared to MKL. Tables 5 and 6 provides quantitative analysis for the derived microgrid scenario via SSIM of S 0 and DoLP polarimetric image products. The modified RELR outperforms all other techniques for both image products. However, it should be noted that the values for all the quantitative evaluations are lower than its rotating polarizer scenario counterpart. This is due to the derived microgrid and application of the adaptive demosaicing strategy implemented in Ref. 1 . This introduces more aliasing than simply blurring, downsampling, and upsampling HR imagery. The second best algorithm in both cases is the RELR, followed by MKL. Tables 7 and 8 indicate that the modified RELR performs the best when comparing PSNR, followed closely by RELR and MKL for the S 0 and DoLP image products. Figure 11 provides subjective evaluation for both S 0 and DoLP image products. Image 1 is shown for S 0 and Image 2 is used for DoLP comparisons. In both cases, the modified RELR recovers more HF components and preserves structural details the best, just as in the rotating polarizer scenario. However, this time there is a greater presence of aliasing, which can be amplified by the super-resolution algorithms. This is particulary present in the DoLP imagery where the car is heavily distorted. However, the modified RELR does the best job at maintaining contrast between the polarized and unpolarized portions of the image, followed closely by the RELR. 
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Discussion
Several single-image super-resolution techniques were compared quantitatively and subjectively at a magnification factor of 2 for microgrid polarimetric data. In terms of speed, the RELR was the fastest with the Modified RELR not far behind, as observed in Fig. 9 . It should also be noted that optimization through parallel programming is possible due to the simplicity of implementation of both the RELR and the modified RELR methods. This makes greater performance with a reduction in speed possible since the reconstructed image is produced by propagating features of the LR image through a series of multiplication and additions that can be performed in parallel on a GPU. This means a greater number of hidden nodes can be used without a reduction in speed, thus resulting in better prediction and recovery of HF and LF components. Objectively, the SSIM and PSNR scores indicates that the modified RELR proposed in this paper outperforms all other algorithms in every testing scenario. Subjectively when comparing the reconstructed images from the different algorithms, the modified RELR does the best at recovering HF components and structural details. Figure 12 demonstrates how the modified RELR introduces less noise and recovers more HF components than its RELR counterpart. Figure 12 . Rotating Polarizer and derived microgrid scenario for S0 image product. Top row is of S0 image product computed from the rotating polarizer data. The bottow row is of S0 image product computed from the derived microgrid data. Images on left are reconstructed with the RELR method and images on right are reconstructed with the modified RELR method.
CONCLUSIONS
Demosaicing strategies for microgrid polarimetrs suffer from undersampling. This results in aliasing and a loss in HF content. The modified RELR proposed in this paper recovers HF content the best compared to other state-of-the-art methods by preserving LF content before attempting to recover HF details. The modified RELR outperformed its singleimage super-resolution counterparts in terms of SSIM, PSNR, and subjective evaluation for the S 0 and DoLP image products.
The modified RELR incorporates a LF correction step before attempting to recover HF components. This step was crucial to removing noise and recovering finer details and structures from within LR images. While slower than the RELR, due to its simplicity and ability to be optimized through parallel programming, the actual cost in speed is negligible. This provides a foundation for microgrid polarizers where super-resolution in real-time applications is desired.
The derived microgrid results for ×2 magnification factor demonstrates the need for combating aliasing. Aliasing artifacts were less prominent in the modified RELR but still proved to be a problem for the DoLP image product. Future work is dedicated to addressing aliasing in terms of a better super-resolution algorithm or demosaicing process through machine learning processes.
