Abstract-Compression methods are increasingly used for medical images for efficient transmission and reduction of storage space. In this work, we proposed a compression scheme for colored biomedical image based on vector quantization and orthogonal transforms. The vector quantization relies on machine learning algorithm (K-Means and Splitting Method). Discrete Walsh Transform (DWaT) and Discrete Chebyshev Transform (DChT) are two orthogonal transforms considered. In a first step, the image is decomposed into sub-blocks, on each sub-block we applied the orthogonal transforms. Machine learning algorithm is used to calculate the centers of clusters and generates the codebook that is used for vector quantization on the transformed image. Huffman encoding is applied to the index resulting from the vector quantization. Parameters Such as Mean Square Error (MSE), Mean Average Error (MAE), PSNR (Peak Signal to Noise Ratio), compression ratio, compression and decompression time are analyzed. We observed that the proposed method achieves excellent performance in image quality with a reduction in storage space. Using the proposed method, we obtained a compression ratio greater than 99.50 percent. For some codebook size, we obtained a MSE and MAE equal to zero. A comparison between DWaT, DChT method and existing literature method is performed. The proposed method is really appropriate for biomedical images which cannot tolerate distortions of the reconstructed image because the slightest information on the image is important for diagnosis.
I. INTRODUCTION
Biomedical image compression is an extremely important part of modern computing. By having the ability to compress images from their original size, the required storage space in computer memory space of images can be reduced. In addition, the transmission becomes easier and less time-consuming. In fact, the problem is the very large amount of data contained in a medical image can quickly saturate conventional systems [1] . There exist two types of compression: lossless compression where reconstruction data is identical to the original; and lossy compression where there is a loss of data. However, lossless compression is limited because compression rates are very low [2] . The compression ratio of the lossy compression scheme is very high. Lossy compression algorithms are generally based on orthogonal processes, such as the discrete cosine transform [3] [4] [5] [6] , the discrete Walsh transform [3] , the Karhunen-Loeve transform [3, 5, 7] , the discrete wavelet transform [1, 2, 4, 5, 8, 9] and the Discrete Chebyshev Transform (DChT) [10] [11] [12] [13] . All these transforms are unitary, symmetrical, reversible and the energy of the image before and after processing remains unchanged. However, although these compression methods can have a good image quality of restoration with high compression rates, they are slow in terms of coding time and do not produce a good compromise between the Peak Signal to Noise Ratio (PSNR) and the compression ratio (CR). To overcome this drawback, vector quantization (VQ) and Machine Learning (ML) algorithms are most often associated to increase the performance. VQ techniques have been widely used in the area of image coding because of their ability to achieve a low bit rate [14] [15] [16] [17] [18] [19] . VQ techniques achieve a low bit rate by exploiting the correlation and redundancy between blocks [20, 21] . VQ breaks the transformed image to be compressed into vectors which are quantized to the closest codeword. VQ is achieved by only sorting or transmitting the address of the closest codeword, instead of the whole vector of image pixels [22] . To improve the VQ, a ML algorithm can be used to calculate the codebook. Also, K-Means algorithm is often used to calculate and generate the optimal codebook that can be adapted to the transformed image [23, 24] . Several papers have been published concerning image compression using the orthogonal transform and some analytical solutions are described in [2] [3] [4] [5] . Lu and Chang presented in [15] a snapshot of the recently developed schemes. The discussed schemes include mean distance ordered partial codebook search (MPS), enhance LBG (Linde, Buzo and Gray) and some intelligent algorithms. In [12] For biomedical images, all the information may be needed for diagnosis. Diagnosis based on the biomedical image cannot tolerate the distortion on the image. After the compression process, the reconstructed image should be identical to the original image. To achieve high rates, we focused on the two orthogonal transforms (Walsh and Chebyshev). We adapt these methods by an intelligent algorithm for high compression rate and no loss of data. Our method minimizes the distortions on the reconstructed images. Further, we observed that when the image is transformed with DWaT or DChT, and the codebook is calculated with a learning algorithm, the compression has very good parameters.
The rest of the paper is as below. Section 2 briefs on the concept of discrete Walsh transform, discrete Chebyshev transform and describes both vector quantization and Huffman encoding. Section 3 includes the results and the performance analysis. The implementation issues and comparisons are performed. Section 4 concludes the work.
II. MATERIALS AND METHODS
In this session, we describe the set of methods used to develop our compression algorithm. In our proposed algorithm, we use a Machine Learning algorithm. KMeans clustering is an unsupervised learning algorithm that helps us with the Split method to construct our codebook necessary for vector quantization step. Thus, in this session, we will describe the three main steps of our compression scheme. The Fig. 1 illustrates the block diagram of the proposed compression and decompression scheme. The transformations refer to the conversion of the images from the time domain to other domains such as frequency domain through orthogonal bases. The image in the new domain brings out specific innate characteristics which can be suitable for some applications. In this work, we used Walsh transform and Chebyshev transform.
A. Discrete chebyshev transform (dcht)
Chebyshev transform is obtained from the Chebyshev polynomials. The orthogonal Chebyshev polynomials are commonly used to analyze, approximate, synthesize, or reconstruct signals and images [25] . Discrete Chebyshev Transform (DChT) is an approach based on discrete Chebyshev polynomials. For a given positive integer N (the vector size) and a value n in the range [1, N-1] , the N order orthogonal Chebyshev polynomials
 are defined using the following recursive relation defined in [10] [11] [12] [26] [27] [28] :
Where
The forward DChT of order N is defined in [12, [27] [28] [29] by (8) :   f x is a one-dimension signal at time index x. The inverse DChT is given in [27] [28] [29] by (9) : 
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The orthonormality property of the Walsh functions is expressed by (14) Copyright © 2018 MECS I.J. Image, Graphics and Signal Processing, 2018, 11, 38-53
The discrete orthogonality of Walsh functions is defined in [32] by (15) 
,
Consider a function () fn defined in a discrete form on a compact, its Walsh transform is given in [32, 33] by
Where ( Two techniques are used to perform the quantization of coefficients resulting from the discrete Walsh transform and discrete Chebyshev transforms, scalar quantization and vector quantization. If one refers to the theory of the distortion factor introduced by Shannon [2, 4] , the best performance is always reached in theory with vectors instead of scalars. We have then adopted vector quantization of DWaT and DChT coefficients.
C. Vector quantization a. Basic concepts
Vector quantization (VQ) was developed by Gersho and Gray [16, 17, 35] . A vector quantizer q may be defined in [36] by an application of a set E into a set FE  as (20) .
Â is a dictionary of size M and dimension k. E is partitioned by
The distortion between x and x  , d x x is a positive quantity or zero [18] [19] [20] [21] [35] [36] [37] [38] [39] [40] [41] [42] given by (21):
Where L is the vector size.
The total distortion of the quantizer for a given codebook is then:
The optimal quantizer ( * q ) is that which minimizes the distortion for a random sequence of vectors X, where X has the probability () pX, it has to verify the condition
. Â and S determine entirely q and we can write :
Most of the classical vector quantization algorithms are based on two important properties [36, 43] -If S is given, then assume that for every S nonzero probability in a space k-Euclidean, Under these conditions, the best alphabet to reproduction is
For the construction of our codebook, we used a machine learning algorithm that performs with unsupervised learning. Our unsupervised learning relies on the K-Means algorithm with the splitting method.
b. K-Means algorithm
The K-Means algorithm is at the basis of many standard methods of vector quantization [23] . Proceeding from M training vectors x(n), 1 ≤ n ≤ M, the problem is to split this set into K groups S i such that the optimal conditions are satisfied. The procedure of data classification is simple and easy for clustering [23, 44, 45] . K-Means is an algorithm leading to a local optimum satisfying the following conditions [46, 47] It is obvious that in K-Means, we need all the training sequence for every iteration and the quantizer is not available as long as the procedure is not completed. Thus, the data must be part of the training sequence, and the groups change with each iteration. This is ideal for the case with medical images in which the images that represent data have to be used for the construction of codebooks. This is not the case of some method such as the most use in vector quantization Linde, Buzo and Gray (LBG) algorithm [15, 35, 48] . In the LBG algorithm, a part only of the input sequence is used to construct the quantizer, and, provided that the input sequence of vectors produced by the source is stationary and ergodic, the implementation remains practically optimal for any vector produced later. Since we are manipulating medical images, we chose for our compression scheme the KMeans algorithm instead of using a part of the input sequence to build the quantizer. We used all the input sequence in order to have a very low distortion. The algorithm of K-Means in our scheme is used with the splitting method. Vectors have the same probability and the entropy H increases.
c. Splitting Method
The Splitting operation serves to modify the initial codebook used by the K-Means algorithm. It is based on the probabilities of occurrence P i of vectors of the codebook obtained during the first classification. A vector i of the codebook is then split if its probability P i is high. Thus, the splitting of vectors of the codebook helps to balance the distribution of vectors of the training sequence during classification and thus, optimizes the partition of the codebook. Indeed, a splitting is successful if a class S i containing a V i vector is split in two class V i /2 vectors: one vector that has a great probability of occurrence is then replaced by two equiprobably vectors of lower probability of occurrence [49, 50] .
VQ makes it possible to have a good quantification of the image during the compression. However the codebook generated during quantification is not always optimal, the reason why we introduced a training algorithm (K-Means) to calculate the codebook. K-Means calculate and generate the optimal codebook that can be adapted to the transformed image [23] . K-Means does not solve the equiprobability problem between the vectors. Thus we coupled the K-Means with the Split method to have equiprobably vectors of lower probability of occurrence. This allows us to create a very suitable codebook for image compression and to be able to close the lossless compression techniques.
D. Huffman coding
The Huffman coding is a compression algorithm based on the frequencies appearance of characters in an original document. Developed by David Huffman in 1952, the method relies on the principle of allocation of shorter codes for frequent values and longer codes to less frequent values [2, 4, [51] [52] [53] [54] . This coding uses a table containing the appearance frequencies of each character to establish an optimal binary string representation. The procedure is decomposed into three parts: -First, the creation of the frequencies appearance of the character table in the original data. -Afterwards, the creation of a binary tree according to the previously calculated table. -And lastly, encoding symbols in an optimal binary representation.
E. Performance evaluation
There are four parameters to evaluate the performance of our compression scheme: Mean Square Error (MSE), Maximum Absolute Error (MAE), Peak Signal to Noise Ratio (PSNR) and the Compression rate (CR). For an image represented by 256 grayscale ranging between 0 and 255. The MSE and PSNR are defined in [14, 21] as (25) . The MSE represents the mean error into energy. It indicates the energy of the difference between the original image and the reconstructed image. PSNR gives an objective measure of the distortion introduced by the compression. It is expressed in deciBels (dB). For a high PNSR and a low MSE, the decompressed image is closed to the original image.
The Compression rate (CR) is defined as the ratio between the uncompressed size and compressed size. The CR is given in [2, 4, 55] by (27) and (28) .
In percentage from the CR expression is given by (28) (%) 100 100 size of compressed image CR X size of original image
Maximum Absolute Error (MAE) defined by (29) shows the worst-case error occurring in the compressed image [56] .
III. RESULTS AND DISCUSSION
In order to validate our proposed algorithm for biomedical images compression, we have performed an objective evaluation with the parameters presented in the previous session on test images from Fig.2 . Thus, we present our obtained results with two utilized transforms: DWaT, DChT. The comparison between DWaT and DChT are made. We use our algorithms on the images of other articles finally to compare our algorithm with those of the literature. This in order to conclude on the effectiveness of our algorithms.
A. Results
MATLAB software was used to simulate our new image compression scheme. We use eight images from [57, 58] as test images to evaluate our scheme compression. These images represented in the fig. 2 . Image size is 512 x 512 x 3 bytes. We can observe in Table. 1 and in Table. 2 the variation of PSNR, MSE, MAE, CR, CT (Compression Time) and DT (Decompression Time) according to codebook size. For a codebook size of 512, the values of PSNR are very high and they closer infinity for some images. The compression ratio ranges between 99.72% and 99.90% whatever the image and the codebook size. We can also notice that when the codebook size increases, the CR decreases slightly. Our results are then very satisfactory given the good compromise between PSNR and CR. The Fig. 3 and Fig. 4 present some of our test images decompressed using DChT and DWaT respectively. From these images, we confirm that the quantization step enormously influences the compression system especially as regards the choice of codebook size. For the same simulation with the same configurations, the settings such as PNSR, MSE and CR may be slightly different. This is because we assumed in our program during the learning phase, that if no vector is close to the codeword, we use a random vector by default. We can also see that the image quality is good when the codebook size is 256 or 512. Figure : The Training images Regarding the Fig.3 and Fig.4 , we can say that using a subjective evaluation as Human Vision System (HVS), they are not the difference between original and decompressed image for a codebook size equal to 256. Indeed for this codebook size, we obtain an average PNSR equal to 32, MAE equal to 2 and, it becomes difficult to see the difference between these images.
B. Discussion
It is easy to compare the performances of DChT and DWaT when analyzing data found in table 1 and in table   2 . The compression and decompression time is greater when using the DChT transform than the DWaT transform. As an example for Head image, the compression time is 198.76s for DChT and 46.15s for DWaT when codebook size is 512. On the order hand, the results obtained with the DChT in terms of performances via the MSE, MAE and PSNR parameters are slightly higher than those of DWaT compression. In term of compression rate, the performance of DChT and DWaT are almost identical whatever the image or codebook size. Finally, to see a real difference between compression by DWaT and by DChT, we have represented a bar chart. These charts are represented in Fig.8 . In these charts, we have represented the difference between the eight tests images and two methods (DwaT and DChT) for a codebook size equal to 256. Thus, we find that on the chart representing the PSNR, the DChT and DWaT are slightly different and, on that of the CR, the two methods In this work, we do not just simply use K-Means Clustering Algorithm to cluster the group of images and minimum Euclidean distance as in [24] or use LBG algorithm for vector quantization like in many works. We used the K-Means algorithm with the splitting method to optimize our codebook. Our Work is very adapted to the biomedical image because we can reconstruct an image without loss of information. Now, we compared our compression method with two recent work. Ayoobkhan el al in [59] introduce a lossy compression method. The method in [59] denoted PE-VQ method uses the concept of vector quantization and prediction error. An optimal codebook is generated for VQ using a combination of two intelligent algorithms (artificial bee colony and genetic algorithms). Table 3 compares PSNR and CR obtained in introduce method (DWaT, DChT) and Ayoobkhan and al Method (PE-VQ) with codebook size 256 and 512. It can be observed that PSNR increases gradually with an increase in codebook size. DWaT and DChT give maximum PSNR and equal to infinity when codebook size is 512. PSNR equal to infinity indicates image quality remains the same with the original image. The difference is observed between CR in our method and method in [59] . For example, average CR is 99:1 in our method and 80:1 in [59] with codebook size is 256. Our method outperforms and gives a good compromise between CR and PSNR. Fig. 9 shows the original image used for the comparison. [19] used some parameters (MAE, Compression Ratio and AFCPV) to evaluate their algorithm. Table 4 gives the values of MAE and CR according to codebook size on the Lena color image. Thus in both comparison, our method has given the best result about related work. We can conclude that when the image is transformed with DChT or DWaT, and the codebook is calculated with a ML algorithm (KMeans and splitting method), the compression is performed with very good parameters.
IV. CONCLUSION
Our aim in this paper was to present a new scheme for biomedical color image compression. We present an optimal method for biomedical images compressing using orthogonal transform (DWaT and DChT) and [19] and Ayoobkhan method in [59] according to codebook size, DWaT gives less error and DChT gives least error among all with better image quality. The comparison demonstrates the effectiveness of the proposed scheme in biomedical color image compression. An extension to this work is to build a big data environment in order to simulate our proposed compression algorithm.
