Abstract. We give a rigorous mathematical analysis of the one-soliton solution of the focusing Davey-Stewartson II equation and a proof of its instability under perturbation. Building on the fundamental perturbation analysis of Gadyl'shin and Kiselev, we verify their Assumption 1 and use Fredholm determinants to globalize their perturbation analysis.
Introduction
In this paper we will give a rigorous proof that the one-soliton solution for the focusing Davey-Stewartson II (fDSII) equation in two-dimensions is unstable under smooth, compactly supported perturbations of the initial data. Our proof uses the inverse scattering method and sharp asymptotic analysis for a renormalized Fredholm determinant whose zeros signal the presence of soliton solutions. As we will explain, our approach builds on previous work of Gadyl'shin and Kiselev [19] .
We will study the fDSII equation in the form
Here u = u(x, y, t), ∂ = (1/2) (∂ x − i∂ y ), and ∂ = (1/2) (∂ x + i∂ y ). The fDSII equation is the shallow-water limit of the two-dimensional, dispersive nonlinear PDE derived by Benny-Roskes [12] and Davey-Stewartson [16] to describe the propagation of weakly nonlinear, monochromatic surface waves. The solution u(x, y, t) gives the amplitude envelope of the wave. We refer the reader to the paper of Ghidaglia and Saut [21] for a physical derivation of the Davey-Stewartson equation and its limiting case, the fDSII equation. The fDSII equation is completely integrable in the following sense. Let u ∈ C 1 (C × R) be given and let g ∈ C 1 (C × R) with ∂g = −(1/2)∂(|u| 2 ). Let Fix p > 2. We say that k ∈ C is a regular point for the problem (1.3) if there exists a unique matrix-valued solution M ( · , k) with
and an exceptional point if there is a solution M ( · , k) of (1.3) with M (z, k) ∈ L p (C). We denote by Z the set of all exceptional points, called the exceptional set. We will show that the exceptional set is closed and bounded.
We will say that an initial datum u 0 for (1.1) supports solitons if Z is a nonempty, discrete set. Under "small data" conditions it can be shown that Z = ∅. On the other hand, Arkadiev, Progrebov, and Polivanov [6] derived an explicit family of initial data (1.4) u 0 (z) = 2ν 0 e k0 (z) |z + µ 0 | 2 + |ν 0 | 2 , where k 0 , ν 0 , µ 0 are complex parameters, which have an exceptional point at k 0 , and give rise to soliton solutions of (1.1) with algebraic decay. Here and in what follows we set (1.5) e k (z) = exp i(kz + kz) .
Gadyl'shin and Kiselev showed that these solutions are unstable in the sense that, for a set of C ∞ 0 (C) perturbations with finite codimension, the exceptional set Z for u 0 + εϕ does not contain k 0 . Their proof is perturbative in nature and relies on an unproven assumption about the spectrum of a Fredholm operator associated to the problem (1.3). Here we give a global analysis and, along the way, prove the spectral assumption made by Gadyl'shin and Kiselev. The formulation of (ii) below is due to Gadyl'shin and Kiselev but we globalize their result through the use of a Fredholm determinant associated to the direct scattering problem. We will prove: is nonzero, where χ = e −k0 ϕ. Then, for all sufficiently small ε > 0, the potential u ε = u 0 + εϕ has empty exceptional set.
To prove Theorem 1.1, we reduce the study of the exceptional set to a renormalized determinant of a Fredholm operator associated to problem (1.3) through a series of (standard) symmetry reductions. We make use of the generalized determinant defined by Gohberg, Goldberg, and Krein [23, 24] to define the determinant and show that it solves a ∂ problem determined by scattering data. Using this equation we are able to compute the determinant associated to the soliton solution to show that Z = {k 0 }. We then study the behavior of the determinant under perturbations in order to show that Z = ∅ for perturbations obeying the hypotheses of Theorem 1.1.
The paper is organized as follows. In §2 we fix notation, recall useful estimates on the ∂ problem, and summarize relevant results of perturbation theory. In §3 we study the direct scattering problem (1.3), define the scattering data, and define the Fredholm determinant. In §4, we compute the determinant of the one-soliton solution and prove the spectral assumption of Gadyl'shin and Kiselev. Finally, in §5, we study perturbations of the determinant and prove Theorem 1.1.
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2. Preliminaries 2.1. Notation. If X and Y are Banach spaces with X ∩ Y dense in X and Y , we norm X ∩ Y with the norm f X∩Y = f X + f Y . We denote by B(X, Y ) the Banach space of bounded linear operators from X to Y , and by B(X) the Banach space B(X, X). We define Fourier transforms adapted to the ∂ and ∂ operators:
where dm( · ) denotes Lebesgue measure on C.
We write f g to indicate an upper bound up to absolute numerical constants, and f p g to indicate an upper bound up to positive constants depending on p.
2.2.
Cauchy and Beurling Transforms. For q ∈ (1, 2), denote byq the Sobolev conjugate given byq
The following standard estimates extend C to larger function spaces and quantify the regularity of C [f ]. 
The estimate (2.4) in this instance is the case α = 1, n = 2 of the Hardy-Littlewood-
The following lemma is standard (see for example, [31, Lemma 2.2]).
, and that ∂u = f in distribution sense. Then u = Cf . Conversely, if f ∈ L 2p/(p+2) (C) and u = Cf , then ∂u = f in distribution sense.
Similarly, to solve the equation ∂u = f , we introduce the operator
which obeys analogous estimates. We don't state the obvious analogue of Lemmas 2.1 and 2.3 for the operator C.
The following formulas will help find a basis for the nullspace of the integral operator that describes the one-soliton solution for fDSII. Let
From the trivial identities
their complex conjugates, and Lemma 2.3, we easily deduce
initially defined on C ∞ 0 (C). The operator S is the Beurling transform. See for example [7, §4.5 .2] for proofs and discussion Lemma 2.4. Suppose that p ∈ (1, ∞). The operator S extends to a bounded linear operator from L p (C) to itself , unitary if p = 2. Moreover, if ∇f ∈ L p (C) for some p ∈ (1, ∞), S(∂φ) = ∂φ.
Mixed L
p Spaces. We review some basic facts about mixed L p spaces; a standard reference is the paper of Benedek and Panzone [11] . Suppose that a is a measurable function on C × C. For 1 < p, q < ∞, we define
For any complex-valued measurable function a on C × C, we denote by a * the measurable function a * (z, w) = a(w, z).
2.5. Perturbation Theory. In this subsection we recall some elements of KatoRellich perturbation theory as they apply to the perturbation of soliton solutions studied in §4-5. We consider a norm-continuous mapping t → A(t) from an open neighborhood U of 0 in R n to the compact operators on a Banach space X. Let us suppose that A(0) has the isolated eigenvalue 1. There is a δ > 0 so that the circle |λ − 1| = δ divides the spectrum of A(0) into disjoint sets, and there is an ε > 0 so that for all t with |t| < ε, the same circle divides the spectrum of A(t) into two parts. We may form the projections (2.12)
The projections P (t) and Q(t) are continuous operator-valued functions for t with |t| < ε. For each fixed t, P (t) and Q(t) commute with A(t). Since P (t) 2 = P (t) it follows that P (t)Q(t) = 0. By decreasing ε if necessary we may assume that P (t) − P (0) < 1/2 for all t with |t| < ε, so that dim P (t) = dim P (0). Lemma 2.5. For all t sufficiently small, the operator (I − A(t)) is invertible if and only the operator (I − P (t)A(t)P (t)) is invertible.
Proof. Let us write A, P , Q for A(t), P (t), and Q(t). The operator QAQ has no spectrum in the region |λ − 1| < δ so the inverse (I − QAQ) −1 exists for all t with |t| < ε. Computing
we see that (I − A) −1 exists if and only if (I − P AP ) −1 exists.
We can make a further reduction using an observation of Sz.-Nagy [37] already used by Gadyl'shin and Kiselev in their analysis of the one-soliton perturbation. Write P 0 for P (0). Lemma 2.6. For sufficiently small t, there is an invertible operator V (t) so that P AP is similar to P 0 V (t) −1 A(t)V (t)P 0 , and I − λP AP is invertible if and only if
Proof. We set (2.14)
It is not difficult to see that, if
and that P AP is similar to (2.16)
(see [32] , notes to §XII.2 and problem 19 of chapter XII, and see also the classic paper of Sz.-Nagy [37] ). It now follows that (λI − A) is invertible if and only if λI − P 0 V −1 AV P 0 is invertible.
Eigenvalue Multiplicities.
In what follows we denote by Det(I + · ) a generalized determinant defined on an algebra E of compact operators on a Banach space X, having the following properties: (i) (I + A) is invertible if and only if Det(I + A) = 0, and (ii) Det(I + F ) = det(I + F )e Tr F for finite-rank operators F .
In applications, X = L p , E is the Mikhlin-Itskovich algebra, and Det(I + · ) is the generalized determinant described in Appendix A.
In this subsection, we prove:
Lemma 2.7. Suppose that A(κ) is a C 1 compact operator-valued function defined on an open neighborhood of 0 in C. Suppose further that the eigenvalue λ = 1 of A(0) is semisimple, and that
Proof. The operator A(0) is compact so ker(I − A(0)) is at most finite-dimensional. Moreover, for κ small, there is a δ > 0 so that the circle |λ − 1| = δ divided the spectrum of A(κ) into two disjoint parts. Let P , Q, P 0 , Q 0 , V be as in §2.5 above. We analyze Det(I − A(κ)) for κ small by splitting I − A = I − P AP − QAQ. Using the determinant formula (A.2), we factor (I − P AP − QAQ) = (I − P AP )(I − QAQ) (since P Q = QP = 0) and conclude from (A.2) that Det(I − A) = Det(I − P AP ) Det(I − QAQ) since P AP · QAQ = 0. Moreover, from the discussion in the previous section, P AP is similar to P 0 V −1 AV P 0 so
The second factor is nonvanishing and has a finite nonzero limit as κ → 0, so the leading asymptotics are determined by the first factor. Since A(κ) − A(0) = O (|k|) in operator norm as κ → 0, it follows that, also,
Since A(0) has semisimple eigenvalues and P 0 V −1 AV P 0 is a rank N operator, we may choose a basis of eigenvectors
in X * so that χ i , ψ j = δ ij where · , · is the usual dual pairing. It follows that
Hence Det(I − P 0 V −1 AV P 0 ) is, up to strictly nonzero factors, the determinant of the N × N matrix M with
Hence m ≥ N .
Remark 2.8. The conclusion of Lemma 2.7 is false if the eigenvalue λ = 1 is not semisimple. To see this, consider the matrix
A Fredholm Determinant for Direct Scattering
In this section we characterize the exceptional set Z as the zero set of a renormalized Fredholm determinant associated to the scattering problem (1.3).
Reduction by Symmetries
Recall that k is an exceptional point for (1.3) if the problem (1.3a) has a nontrivial solution with M (z, k) ∈ L p (C). We reduce to a single integral equation involving the integral operator (3.1) in several steps.
takes the form
where
Proof. A straightforward computation shows that the function (3.2) solves (1.3), so the result now follows by unicity.
Thus, to compute the exceptional set, it suffices to study the system (3.3). By Lemma 2.3, we can reduce the system (3.3) to a system of integral equations using the Cauchy transform. In what follows, the condition u ∈ L 2p/(p+2) (C) insures that expressions such as C(e k u) define functions in L p (C).
3) if and only if
Finally, we can iterate to a scalar integral equation (3.5):
and (3.6)
We omit the (easy) proofs of Lemmas 3.3 and 3.4. The compositions with C and C make sense since C, C :
2 and f ∈ L p . We now complete the reduction to a scalar problem. We will sometimes decompose
Proof. The equation (3.5) is equivalent to
It follows from Lemma 2.1 and its analogue for
is continuous. Hence, to prove that S k,u is compact, it suffices to do so for u ∈ C ∞ 0 (C) and appeal to density. We can argue as in the first paragraph of [31, proof of Lemma 3.1] that W k,u is compact, while V k,u is bounded by Lemma 2.1 again. Hence S k,u is compact.
Proof of Proposition 3.1. It follows from Lemmas 3.2 -3.4 and the Fredholm alternative that the problem (1.3) has a unique solution if and only if ker(I − S k,u ) is trivial.
3.2. Renormalized Determinant. We'll now define and study a renormalized determinant of I − S k,u . In Proposition B.1, it is shown that the operator S k,u belongs to the Miklhlin-Itskovich algebra
Definition 3.6. We say that (p, t) is an admissible pair if p > 2, t ∈ [1, 2), and eqreftp holds.
Remark 3.7. The two constraints (3.7) together with p > 2 and t > 1 imply that (1/p, 1/t) belong to the interior of the triangle with vertices (0, 1), (1/2, 1) and
, it is easy to see that u ∈ L 2p/(p+2) since, by (3.7), the inequalities 1
For an admissible pair (p, t), the renormalized determinant of Theorem A.2
is a well-defined, bounded continuous function of (k, u) with
We will define the determinant in Banach space of potentials large enough to include C ∞ 0 (C) perturbations of the soliton solution (1.4), and sufficiently restrictive that the ∂ equation stated in Theorem 3.12 holds. For α ∈ (1/2, 1) let
Note that X 1 is the space H 1,1 (C) considered in [31] . We need α < 1 to include the soliton solution (1.4), but α > 1/2 for later estimates. It is easy to see that
To find admissible (p, t) with t ∈ (1, 4/3), we require α > 1/2.
We also note:
Proof. For any bounded set Ω ⊂ C with smooth boundary, the compact embedding
From Proposition B.1 and the remarks above, we have:
is continuous in k and u, and satisfies the asymptotic condition
Clearly, Z = {k ∈ C : D(k) = 0}. As an immediate corollary, we have:
Corollary 3.10. Suppose that u ∈ X α for some α ∈ (1/2, 1). Then the exceptional set Z is closed and bounded.
Remark 3.11. By Remark A.3, if S k,u belongs to E p and E q for distinct p and q, the determinants in E p and E q coincide.
A ∂-Equation for the Determinant.
We will now derive a ∂ equation for D(k) in terms of scattering data for u, defined as follows. We first compute for u ∈ C ∞ 0 (C) and then use continuity to pass to u ∈ X α . For δ > 0, let
By Corollary 3.10, Ω δ is an unbounded open set that contains a neighborhood of infinity. On this set, the solution of (3.4) is unique, and we define scattering data r and s, functions of k ∈ Ω δ , by the asymptotic formulas
The existence of these limits is a simple consequence of the formula
. From (3.4) and (3.11), we deduce that
In this section, we will prove: Theorem 3.12. Suppose that u ∈ X α and δ > 0. Then D(k) defined by (3.8) obeys the ∂-equation
for all k ∈ Ω δ , where
Remark 3.13. Differentiating (3.15) with respect to k and using the analogue of Lemma 2.3 for the ∂-operator, we conclude that
We begin by considering u ∈ C ∞ 0 (C). Proposition 3.14. Suppose that u ∈ C ∞ 0 (C) and δ > 0. Then, the conclusion of Theorem 3.12 holds.
Proof. From
we easily compute that
which is a rank-one integral operator with integral kernel
This rank-one operator belongs to
We apply Lemma A.4. Compute
Each of these terms is the trace of a rank-one operator. The first has integral kernel
where we used the fact that
The second term has integral kernel K where K is given by (3.16) so that, altogether,
which gives the claimed formula by (3.12).
Now we would like to prove that D(k) solves the same ∂-equation weakly if u ∈ X α for some α ∈ (1/2, 1). The following proposition gives a "to-do list." Proposition 3.15. Fix α ∈ (1/2, 1) and δ > 0. Suppose that the map u → m 2 ( · , k; u) defined by (3.5)-(3.6) has the following property: if u ∈ X α and {u n } is a sequence from C ∞ 0 (C) converging to u, and if Z n (resp. Z) denotes the exceptional set of u n (resp. u), then (i) For the given δ > 0 and all n sufficiently large depending on δ, the condition dist(k, Z) > 2δ implies that dist(k, Z n ) > δ, and
Then (3.14) holds weakly on Ω δ .
Proof. Assuming the continuity, let u ∈ X α and let {u n } be a sequence from
From (2.4) we easily see that
so by bilinearity
For sufficiently large n, Det(k; u n ) is defined for all k ∈ Ω δ and we may compute
It remains to show that the hypothesis of Proposition 3.15 holds. First:
Lemma 3.16. Fix δ > 0. Suppose that u ∈ X α for some α ∈ (1/2, 1), and that {u n } is a sequence from X α with u n → u. Finally, let Z n and Z be the respective exceptional sets for u n and u. There is an N so that for any n > N , dist(z,
Proof. Since u n → u in X α , it follows that there is an admissible pair of exponents
Choosing N so that sup k∈C, n≥N |D(k; u n )−D(k; u)| < δ gives the desired conclusion.
Next, we study continuity of the map u → m 2 ( · , ⋄; u). As always we fix u ∈ X α for some α ∈ (1/2, 1) and an admissible pair (p, t). It follows from (3.5) -(3.6) that
so, to prove the continuity, it suffices to prove that
As before, we may always assume that k ∈ Ω δ belongs to C \ Z n if n is large enough. First, we show:
Lemma 3.17. Fix u ∈ X α for some α ∈ (1/2, 1), and let (p, t) be an admissible pair. Let {u n } be a sequence from X α converging to u.
, and hence in L 2 . From (2.4) and Hölder's inequality we have
The conclusions (i) and (ii) follow from this estimate.
The resolvents R n = (I − S k,un ) −1 and R = (I − S k,u ) −1 exist for k ∈ Z δ by Lemma 3.16. Observe that
so that continuity of the resolvent will follow from (i) estimates on R B(L p ) and
which vanish as n → ∞. The uniform estimates (ii) and the norm estimates (iii) follow from (3.18). Thus, it remains to prove uniform estimates on the resolvents R and R n . For this, the following estimate will suffice. Lemma 3.18. Suppose that u ∈ X α , that (t, p) is an admissible pair, and δ > 0.
Proof. We will show first that (I −S k,u ) −1 has norm bounded by 2 for all k ∈ C with |k| ≥ R for some constant R depending on u Xα . We will then use a continuitycompactness argument to show that (3.19) sup
where the implied constant depends on δ, R, and u. First, we recall from [31, Equation (3.13)] the estimate
Putting ψ = V k,u h we recover
(recall that, for an admissible pair, u 2p/(p+2) is bounded by u L t ∩L t ′ ). This shows that S k,u B(L p ) < 1/2 for k sufficiently large depending on u Xα . It remains to prove (3.19) . The set
is a compact subset of C, while the map k
Proof of Theorem 3.12. An immediate consequence of Propositions 3.14 and 3.15 together with Lemmas 3.16, 3.17, and 3.18.
The One-Soliton Solution
We now consider the one-soliton potential [6] (4.1)
8)). With this choice of u, (3.3) admits the formal solution
Using (3.9)-(3.10), we read off
The formal solution (4.2) is correct for large |k| since equation (1.3) has a unique solution for |k| sufficiently large. To conclude that this equation holds for all k = k 0 we must show that k 0 is the only exceptional point.
In what follows, we will set κ = k − k 0 and define
We will prove: Theorem 4.1. For u 0 given by (4.1), the operator I − T (κ) has a nontrivial nullspace if and only if κ = 0. Moreover, the zero eigenvalue of I − T (0) is semisimple and of multiplicity two, and the zero eigenvalue of (I − G(k 0 , u 0 )) is also semisimple of multiplicity two. Finally, if P (0) projects onto the nullspace of
for any δ > 0.
Remark 4.2. The error estimate in (4.6) can be improved to O |κ| 2 log |κ| but we will not need this. We will need (4.6) for the perturbation calculations in §5.
Proof. The theorem is an immediate consequence of Propositions 4.3, 4.4, and 4.8 below.
We will prove Theorem 4.1 in three steps. First, we show that T (κ) is a differentiable operator-valued function in the E p norm (which is stronger than the operator norm on L p ). Next, we use the determinant Det(I − T (κ)) to prove that there is a unique singular point, and compute the determinant explicitly. Combining this explicit formula together and the fact that T (0) is conjugate to a self-adjoint operator, we show that the zero eigenvalue of I − T (0) is semisimple and of multiplicity two. A similar argument shows that the zero eigenvalue of I − G(k 0 , u 0 ) has the same property. Finally, we use perturbation theory to obtain the formula (4.6).
4.1.
Smooth Dependence on κ. The operator T (κ) defined in (4.5) belongs to the algebra E p of integral operators on L p (C) for any p > 2 and each κ ∈ C. The operator T (0) has an eigenvalue λ = 1 since the functions
are eigenvectors by (2.9). We will show that the eigenvalue λ = 1 is a semisimple eigenvalue with multiplicity two, so the functions (4.7) span the eigenspace. First, we note:
Proof. To prove that the map is differentiable, we need to show that the formally obvious derivatives with respect to κ and κ exist in E p . First note that the operator T (κ) has integral kernel
To show that K(z, w; κ) is differentiable in κ, we need to show that the function
is o(|h|) in E p , where, for z = x 1 + ix 2 and h = h 1 + ih 2 ,
converges to zero in E p as h → 0. From the trivial estimate
Fix p > 2 and choose θ so that |z|
The right-hand side is a sum of |h| 1+θ times two terms of the form (Cf )(z)g(w) where Cf ∈ L p and g ∈ L p ′ . It is now immediate that W (z, w, κ, h) is o(|h|) in E p -norm as h → 0. The proof that T (κ) is differentiable with respect to κ is similar and is omitted.
Since T (κ) is differentiable, it follows that Det(I − T (κ)) is also differentiable and we may use the ∂ κ equation for the determinant to study the behavior of Det(I − T (κ)), compute the dimension of ker(I − T (0)), and study the splitting of eigenvalues for κ = 0. The proof is in several steps. First, we show that the space ker L p (I − T (0)) has dimension exactly two by computing the determinant Det(I−T (κ)). Formally we can integrate the ∂-equation (3.14) which, in our case, reads
From Remark 3.13 we have
where G(κ) is a rapidly decreasing, radial function of κ since (1 + |z| 2 ) −1 is a radial, smooth decaying function with integrable derivatives of all orders. Letting c(k) = γ(k − k 0 ), it follows that γ admits a large-κ asymptotic expansion of the form
On the other hand γ(κ) has a finite limit as κ → 0. Moreover, since G(κ) is radial, all of the c j with j ≥ 1 vanish. By unitarity of the transform F ,
If we now let D(k) = ∆(k − k 0 ), it follows that ∆(κ) obeys the ∂-problem
and for any positive integer N ,
presuming that the expression (4.3) remains correct. If this is so, we can integrate formally to find that (4.10) log ∆(κ) = log |κ| 2 + O (1) as κ → 0, and conclude that κ = 0 is a zero of multiplicity two for ∆(κ).
To prove that this is the case, we must know that the solution (4.2) is correct for all k = k 0 , which will be the case provided ∆(κ) = 0 for all nonzero κ. Observe that ∆(κ) is radial: if U(θ) is the isometry (U(θ)f ) (κ) = f (e iθ κ) then
so that ∆(κ) = ∆(e iθ κ).
Now let α be the modulus of the first zero of ∆(κ). We claim that α = 0. Writing ∆(κ) = H(|κ| 2 ) for H : (0, ∞) → C, it follows from (4.9) and (4.10) that
a contradiction since then log H(α) is finite and hence H(α) = 0. We conclude that H(t) has no zeros in (0, ∞), so D(k) has no zeros for |k − k 0 | > 0. We also have the formula
for t ∈ (0, 1), where
We have proved:
Lemma 4.6. The determinant Det(I − T (k, u 0 )) has no zeros for k = k 0 , and
where c is given by (4.11).
We will now use this fact to show that the nullspace of I − T (k 0 , u 0 ) is twodimensional. Let T 0 = T (k 0 , u 0 ) and recall (2.8). A short computation shows that
The operator B * B is positive and compact as an operator from L 2 (C) to itself. We now apply Lemma 2.7 to the family
viewed as operators on L 2 . Note that T ♯ (0) has a semisimple eigenvalue at λ = 1. From Lemma 4.6 we have
for a positive constant c and hence, by Lemma 2.7, the kernel of (I − T ♯ (0)) as at most two-dimensional. On the other hand, using the identities (2.9), it is easy to see that the orthonormal vectors (4.7) belong to ker(I − T Using (2.9) it is easy to check that the orthonormal vectors (4.12)
Eigenvalue Splitting. In this subsection, we prove: Proposition 4.8. The asymptotic formula (4.6) holds for small κ.
We begin by computing the Laurent expansion of T (κ) about κ = 0 and the splitting of the eigenvalue λ = 1 at κ = 0. Denote by T (κ)
′ the Banach space adjoint of T (κ) with respect to the dual pairing
Using (2.9), it is not difficult to see that the λ = 1 eigenspace of T (0) ′ is spanned by the vectors
It is easy to check that χ i , ψ j = δ ij . It now follows that for κ and λ − 1 small,
as bounded operators on L p , where
To compute the splitting of the eigenvalue λ = 1 for κ small and nonzero, we first note that there is an r > 0 with the property that (λI − T (κ)) −1 is bounded for all λ on the circle |λ − 1| = r and all κ sufficiently small. The projection
has rank two for κ small. Moreover, since T (κ) is differentiable as a B(L p ) operatorvalued function, it follows that P (κ) is also differentiable as an operator-valued function. We wish to compute the eigenvalues of the rank-two operator P (κ)T (κ)P (κ) using ideas of §2.5.
(compare (2.14)). As an operator on B(L p ),
We will now compute the eigenvalues of P (κ)T (κ)P (κ) by computing those of the operator 0) is diagonal, the commutators of P (0)T (0)P (0) with P (0)W (κ)P (0) vanish. Using this fact, the differentiation of T (κ), and the asymptotic formulas (4.17)-(4.18), it is not difficult to see that
We now compute the matrix of P (0)T (κ)P (0) using {ψ 1 , ψ 2 } and {χ 1 , χ 2 } as respective basis sets for the domain and range. This entails evaluating the integrals
We will give hints to evaluate M 11 (κ); the others are similar. Since the integral is absolutely convergent we may carry out the z-integration first using (2.9). The result is
Using the estimate
where a = 1 and b = c = 0 by direct computation, using (2.9). Similar calculations for the remaining integrals show that (4.6) holds.
Proof of Proposition 4.8. An immediate consequence of the computations above.
Perturbation of the One-Soliton Solution
We now show that for ϕ ∈ C ∞ 0 (C) satisfying a Fourier transform condition, and ε small, u 0 + εϕ has no soliton. This result is originally due to Gadyl'shin and Kiselev [18, 19] although we achieve some simplification of the proof and remove their Assumption 1.
We consider perturbations of the form u = u 0 + εϕ for ϕ ∈ C ∞ 0 (C). For computational convenience, we will set χ = ϕe k0 .
To study the perturbations, we study the spectrum of the operator
operator norm, and note that T (κ, 0) is the operator T (κ) from the preceding section. Let us denote by P and P 0 the respective projections
It is easy to see that, as operators from L p to itself,
In what follows, we will write T for T (κ, ε) and T 0 for T (0, 0). We will prove:
Theorem 5.1. Let u 0 be the one-soliton solution (4.1) and let ϕ ∈ C ∞ 0 (C). (i) For ε and κ = k − k 0 small, the asymptotic formula
holds, where, setting χ = e k0 ϕ,
In particular, let C > 0 be given. If ε = 0 is sufficiently small and α = 0, then I − T (κ, ε) has trivial kernel for |κ| < Cε. (ii) There is a C > 0 so that (I − T (κ, ε)) is invertible for all sufficiently small ε > 0 and κ with κ > Cε.
Proof. (i) We wish to show that the rank-two operator P (T (κ, ε) − T (0, 0)) P has nonzero eigenvalues for all small κ, ε. By Lemma 2.6, this operator is similar to the rank-two operator
We will show that det(P 0 V −1 (T − T 0 ) V P 0 is nonvanishing for all sufficiently small ε, κ.
First, we note some reductions. Let δT = T − T 0 . Note that
modulo terms of order o (ε + |κ|) 2 , where
From the identity
the estimate A = O (ε + |κ|), and the estimate B = O ε 2 + ε|κ| + |κ| 2 , it follows that
We will now calculate det A using the fact that P 0 = F (see (4.16) ). Note that
We have already computed the matrix of P 0 T (κ, 0)P 0 (see (4.6)), while P 0 T (0, 0)P 0 is the identity matrix. Hence
by (4.6). Next, observe that
and
We may compute the matrix of P 0 T (1) (0)P 0 with respect to the basis {ψ 1 , ψ 2 } as
To carry out this computation, observe first that for any functions f 1 and f 2 ,
while, by (2.9),
Using these identities, and using (2.9) to help compute the integrals, we find that
It is natural to impose the orthogonality condition
which insures that the perturbation ψ is orthogonal to the soliton solution u 0 . In this case
Combining (4.6), (5.3), (5.4) and (5.6), we conclude that
It now follows from (5.7) and (5.2) that
Hence, if at least one of α and β is nonzero, then the determinant is nonzero for all sufficiently small ε and |κ|, including κ = 0, so that I − T (κ, ε) has trivial kernel for such ε and κ.
(ii) This is a simple perturbation argument. In what follows, · denotes the B(L p ) operator norm. It follows from Theorem 4.1 and (4.6) that
for a constant C 1 independent of κ. From this estimate and the second resolvent identity it is easy to see that
where C 2 bounds ε −1 (T (κ, ε) − T (κ)). It follows that for |κ| ≥ 2C 1 C 2 ε, the estimate
holds, which shows that (I − T (κ, ε)) is invertible for ε sufficiently small and all κ with κ ≥ 2C 1 C 2 ε.
Proof of Theorem 1.1. First, using Theorem 5.1(ii), pick C 1 > 0 and ε 0 so that (I − T (κ, ε)) is invertible for all ε < ε 0 and all κ with κ > C 1 ε. Next, by decreasing ε if needed, use Theorem 5.1(i) with C = 2C 1 to conclude that (I − T (κ, ε)) is also invertible for κ with |κ| < 2C 1 ε. We now conclude that (I − T (κ, ε)) is invertible for every κ ∈ C and all sufficiently small ε, so that the exceptional set is empty.
Appendix A. Renormalized Determinants
In this subsection we recall results of Gohberg, Goldberg, and Krupp (see their paper [23] and the monograph [24] ) which will allow us to define a Hilbert-Carlene determinant for certain integral operators on L p (C). We begin by recalling that, if F is a finite-rank operator acting on a Banach space X,
where {λ j (F )} are the finitely many eigenvalues of F . This determinant is multiplicative, i.e., det((I + A)(I + B)) = det(I + A) det(I + B), and obeys the identity log det(I + F ) = Tr log(I + F ) when F has small norm, where
A related, modified determinant is
where e F is defined by Taylor's series for the exponential function. Under certain circumstances, both det(I + · ) and Det(I + · ) can be extended to larger classes of compact operators acting on X. For example, if X is a Hilbert space H, det(I + · ) extends to the trace-class operators on H, and Det(I + · ) extends to the HilbertSchmidt operators on H (see, for example [33, chapters 3 and 9] or [22, chapter 4] .
Next, we recall the Mikhlin-Itskovich algebra of integral operators on L p (M, µ) for a measure space (M, µ), following [23, §5] (see also the monograph [24] for a detailed exposition). Let p ∈ (1, ∞), p −1 + q −1 = 1, and denote by L p,q (M × M ) the Banach space of measurable functions a : M × M → C with the norm
Definition A.1. We denote by E p the linear space of integral operators
We norm E p by A Ep = max ( a p,q , a * q,p ) .
In [23] , it is shown that E p is an embedded subalgebra of the bounded linear operators on
and that finite-rank operators F Ep are norm-dense in E p . Gohberg, Goldberg, and Krein prove:
(i) The trace maps F → Tr(F n ) have continuous extensions from F Ep to E p for every n ≥ 2.
(ii) The determinant Det(I + F ) has a continuous extension to E p . (iii) For F ∈ F , we have
where det (I + ( · )) is the usual trace-class determinant.
Note that when p = 2, the Mikhlin-Itskovich algebra consists of the HilbertSchmidt operators with the usual norm, and the determinant Det (I + ( · )) is the renormalized determinant det 2 (I + ( · )) (see for example [22, 33] ).
Remark A.3. Observe that the finite-rank operators F Ep take the form
is a σ-finite measure space, the set D of finite linear combinations of characteristic functions for sets of finite measure is dense in each L p (M, µ). The set of finite-rank operators with integral kernels of the form n i=1 ψ i (x)ϕ i (y) for ψ i , ϕ i ∈ D is therefore dense in E p for any p. This implies that if A ∈ E p ∩ E p ′ , the determinants Det(I + A) defined on E p and E p ′ coincide.
Using (A.1) and the multiplicative property of the ordinary determinant, we may easily show that
The following variant of the standard formula for differentiation of determinants is used to derive the ∂-equation (3.14).
Lemma A.4. Suppose that t → A(t) is a differentiable map from (−ε, ε) into E p with the property that t → A ′ (t) is a continuous finite-rank operator-valued function.
Proof. First, if t → F (t) is a differentiable family of finite-rank operators, we have
Now consider the operator A(t) and its determinant. Writing
we can decompose A(t) into a fixed operator B = A(0) and a finite-rank operatorvalued function F (t) = 
as was to be proved. Now consider the case where (I + B) is not invertible. Since B is compact, (I + zB) has isolated singularities and so, for some ε = 0, (I + (1 + ε) B) is invertible. Write (I + A(t)) = I + (1 + ε) B + (F − εB) and further decompose F − εB = G + C where G is finite rank and C has small enough norm that (1 + εB + C) is invertible. We then replace B by (1 + ε) B + C and F by G and repeat the argument. We will find conditions on u so that S k,u belongs to the Mikhlin-Itskovich algebra. Before doing so we collect some preliminary estimates. For a measurable function g on C × C, define I 1 (g)(z, w) = g(ζ, w) |ζ − z| dζ, I 2 (g)(z, w) = g(z, ζ) |ζ − w| dζ.
(the "1" and "2" refer to integration with respect to the first or second argument of g).
Lemma B.3. The estimates
, p ∈ (1, 2), q ∈ (1, ∞) (B.6)
p ∈ (1, 2), q ∈ (1, ∞), (B.7)
p ∈ (1, ∞), q ∈ (1, 2), (B.8) 
To prove (B.7), we use the Hardy-Littlewood Sobolev inequality and Minkowski's integral inequality to estimate g(ζ, w) |ζ − z| dζ
To prove (B.8), we use the Hardy-Littlewood-Sobolev inequality to estimate
To prove (B.9), we use Remark 2.2 to estimate 
for a constant C independent of k. Moreover,
We then use (2.10) and (B.5) to bound (again up to numerical constants) a * g dz dw ≤ |u(z)| |u(ζ)| |ζ − z| |g(z, w)| |ζ − w| dw dζ dz (B.13) = |u(z)| I 2 (u · I 2 (g)) (z, z) dz where (u · I 2 (g)) (z, w) = u(w)I 2 (g) (z, w) . 
First, by (B.8), we have
. We claim that there is an r ∈ (1, 2) with 1 r ′ , 1 r ∈ J 2 . This is the case provided the two inequalities
The first is equivalent to (B.2). The second inequality is trivial since t < 2. We can now use (B.9) to estimate
. Finally, using (2.11) and Hölder's inequality, we can bound the right-hand side of (B.13) by
which is in turn bounded by C u Proof of Proposition B.1. The continuity follows from the fact that the maps (k, u) → a(z, w, k)
The fact that D(k) → 1 follows from the fact that S k,u Ep → 0 as |k| → ∞, as follows from (B.11). The estimate (B.3) follows from the bilinearity of u → S k,u and the fact that estimates on a(
