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R E S U M E N
Las técnicas de conformado de haces modifican un campo lumino-
so incidente para obtener el campo deseado a la salida de un sistema
óptico. Existen numerosas técnicas para lograr esta transformación a
través del uso de elementos ópticos difractivos (DOEs). Sin embargo,
hay aplicaciones que requieren configuraciones de distancias peque-
ñas donde estas técnicas no obtienen buenos resultados. Esta tesis
pretende analizar y profundizar los mecanismos de conformado de
haces en campo cercano. Los motivos que han impulsado su realiza-
ción son los siguientes:
No hay algoritmos para conformado de haces en campo cercano
que proporcionen buenos resultados. Los efectos difractivos no
permiten una redirección efectiva a cortas distancias. Se propo-
ne el uso de dos DOEs en cascada para incrementar los grados
de libertad y mejorar la eficiencia.
Los elementos ópticos binarios son más sencillos de fabricar, por
lo que una parte de la tesis se dedica a modificar los algoritmos
previamente propuestos para DOEs continuos. Dado que las
restricciones son mayores, su diseño debe refinarse para obtener
resultados aceptables.
La colimación de un haz luminoso es una aplicación específica
del conformado de haces en campo cercano. Aunque existen
técnicas de colimación efectivas, el uso de redes de difracción
para interferometría moiré o medición directa del periodo de las
autoimágenes, permite la implementación de técnicas estáticas
donde no es necesario el desplazamiento de ningún elemento
difractivo para la determinación del grado de colimación.
Esta tesis se divide en cuatro partes. En la primera, se desarrolla una
introducción general y un resumen. Éste incluye una breve revisión
de los elementos ópticos difractivos y la teoría escalar de la difracción.
La segunda parte aborda el conformado de haces en campo cercano.
Los algoritmos iterativos basados en la transformada de Fourier se
pueden usar para diseñar DOEs capaces de obtener una determina-
da distribución de intensidad en campo lejano. Para campo cercano,
también se pueden usar estos algoritmos intercambiando la transfor-
mada de Fourier por la de Fresnel. Sin embargo, cuando la distancia
entre el DOE y el plano de observación es pequeña, los resultados
obtenidos no son buenos. Se ha desarrollado una técnica para la ob-
tención de la distribución de intensidad deseada en campo cercano
usando dos DOEs en tándem. Se ha diseñado un algoritmo basado en
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el algoritmo Gerchberg–Saxton tradicional para determinar la modu-
lación de los dos DOEs. Los mejores resultados se obtienen cuando
el primer DOE modula la amplitud y el segundo DOE modula la
fase. Posteriormente, se ha desarrollado un algoritmo para conforma-
do de haces en campo cercano usando un sistema de doble DOE con
modulación binaria. En una primera etapa, el primer DOE es igual
a la distribución de intensidad objetivo y el segundo DOE (fase) se
obtiene mediante una sencilla y rápida técnica iterativa. Además, se
analiza el comportamiento del algoritmo cuando el primer DOE no
es igual al objetivo pero sí es una versión dilatada del mismo.
En la tercera parte, se presenta un conformado de haces particular
como es un haz colimado. Se desarrollan dos técnicas basadas en el
efecto Talbot producido por redes de difracción. En la primera, se
propone un sistema de doble red para realizar la colimación. Ésta téc-
nica no requiere un desplazamiento transversal de la segunda red y
realiza un procesamiento automático de las franjas obtenidas. Las au-
toimágenes de Talbot se proyectan sobre una máscara compuesta por
diferentes redes de difracción desplazadas lateralmente. Dicha más-
cara se simula mediante software en una cámara CMOS. A partir de
las señales producidas, se obtiene una figura de Lissajous de la quel
se determina la elipticidad y, con ella, el grado de colimación. En la
segunda técnica, se propone un simple método de colimación basa-
do en la medida del periodo de una autoimágen producida por una
red de difracción. La autoimágen se adquiere con una o dos cámaras
CMOS. El periodo se calcula usando la función variograma. Ambos
métodos muestran una alta precisión en la colimación que iguala o
mejora las técnicas actuales.
Finalmente, en la parte cuatro se recopilan las conclusiones extraí-
das de esta tesis así como las referencias utilizadas en su desarrollo.
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A B S T R A C T
Beam shaping techniques modify an input field in order to obtain
the desired output field. Numerous techniques that achieve this trans-
formation through the use of diffractive optical elements (DOEs) are
known in the state of the art. However, their performances are not
acceptable for applications demanding short-distance configurations.
This thesis aims to analyze and reinforce the mechanisms for near
field beam shaping, as driven by the following reasons:
Known algorithms do not provide good results for near-field
beam shaping. Diffractive effects do not allow effective redirec-
tion at short distances. Therefore, the use of two consecutive
diffractive optical elements is proposed to increase the degrees
of freedom and improve efficiency.
Binary diffractive optical elements are much simpler to manu-
facture. Thus, a part of the thesis is dedicated to modifying the
previously proposed algorithms for continuous diffractive opti-
cal elements. Due to increased restrictions, their design must be
refined to obtain acceptable results.
The collimation of a light beam is a specific application of the
near-field beam shaping. Although there are effective collima-
tion techniques, the use of gratings for Moiré interferometry or
direct measurement of the self-image period, enables the imple-
mentation of static techniques which do not require displace-
ment of diffractive elements for determining the degree of colli-
mation.
This thesis is divided into four sections. In the first one, a general
introduction and an overview of the thesis is provided. This includes
a brief review on diffractive optical elements and scalar diffraction.
The second section deals with beam shaping in the near field. Itera-
tive algorithms based on Fourier transform are used for the design of
diffractive optical elements, which produce a given intensity distribu-
tion, usually at the far field. For the near field, these algorithms can
also be applied by substituting the Fourier transform with the Fresnel
transform. However, when the distance between the DOE and the ob-
servation plane is short, the results obtained with this modification
may not be valid. We hence developed a technique for obtaining
the desired intensity distribution in the near field using two DOEs
in tandem. We have designed an algorithm based on the standard
Gerchberg–Saxton algorithm to determine the modulation of the two
DOEs. The best results are obtained when the first DOE modulates
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the amplitude and the second DOE modulates the phase. Further-
more, we developed an algorithm for near-field beam shaping using
a double DOE system with binary modulation. In a first stage, the
first amplitude DOE is equal to the target intensity distribution and
the second phase DOE is obtained using a simple and fast iterative
technique. We also analyzed the behavior of the algorithm when the
first DOE is not equal to the target image, but a widened version of
it.
In the third section, a particular beam shaping, namely a collimated
beam, is shown. Two techniques based on the Talbot effect produced
by diffraction gratings are developed. In the first technique, a double
grating system is proposed. Transversal displacement of the grating
is not required and automatic single-frame processing can be per-
formed. Talbot self-images are projected onto a mask composed by
several shifted diffraction gratings. A Lissajous figure is obtained
with the signals acquired by a CMOS camera where the mask is sim-
ulated by software. The collimation degree is determined by measur-
ing the ellipticity of the Lissajous figure. In the second technique, a
simple collimation method based on measuring the period of a single
self-image produced by a diffraction grating is proposed. The self-
image is acquired with one or two CMOS cameras, and the period
is computed using the variogram function. Both methods show high
collimation accuracy that matches or improves current techniques.
In the last section, the conclusions drawn from this thesis and the
references used in its development are presented.
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Sé que estáis ahí, percibo vuestra presencia.
— Matrix
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F U N D A M E N T O S

1
I N T R O D U C C I Ó N
1.1 introducción histórica
Por comparación con el paradigma geométrico de la luz, entende-
mos por difracción como “toda desviación de los rayos luminosos a
su trayectoria rectilínea que no pueda ser explicada por reflexión ni
por refracción” [178]. Cuando hablamos de reflexión, nos referimos
al cambio de dirección de una onda que, al estar en contacto con la
superficie de separación entre dos medios distintos, regresa a la zona
donde se origina. En el caso del fenómeno de la refracción, se produ-
ce la flexión de los rayos de luz cuando pasan a través de una región
en la cual existe un gradiente de la velocidad de propagación local de
la onda [52]. La difracción no se restringe al ámbito luminoso, sino
que está ligada intrínsecamente a cualquier tipo de onda ya sea elec-
tromagnética, acústica, sísmica, etc. Aparece por la limitación de la
extensión lateral de una onda o por la incidencia de ésta sobre un
obstáculo y sus efectos se acrecientan cuanto menores son los objetos
[94]. En otras palabras, cuanto más se acerca la dimensión del objeto
sobre el que incide el haz a la longitud de onda del mismo, mayores
ángulos de desviación se producen a la salida.
Es difícil precisar el nacimiento del estudio de los fenómenos di-
fractivos. Quizás la primera referencia constatable se deba a los traba-
jos realizados por el genial y polifacético florentino Leonardo di ser
Piero da Vinci más conocido como Leonardo da Vinci (1452 - 1519)
[9]. Sin embargo, fue el sacerdote jesuita Francesco Maria Grimaldi
(1618 - 1663) quien realizó el primer estudio preciso de la difracción
en Physico mathesis de lumine, coloribus, et iride, aliisque annexis libri duo
publicado dos años después de su fallecimiento [55, 14]. A través de
una serie de experiencias, demostró que si la luz atraviesa una aber-
tura de un tamaño suficientemente pequeño para despreciar el efecto
penumbra, el tamaño del área iluminada a la salida era mayor del
predicho por la teoría corpuscular de la luz vigente en la época. Ade-
más comprobó que la perdida de intensidad luminosa era gradual
desde el área central hacia los extremos en vez de brusca como era
de esperar. En la Figura 1.1 podemos ver con detalle la segunda de
sus experiencias donde mediante dos aberturas realizadas en sendas
pantallas se comprueba el fenómeno explicado. Grimaldi bautizó a
este nuevo fenómeno diferente a la propagación rectilínea, reflejada
o refractada de la luz como difracción, término derivado del Latín
diffringere , “dis + frangere”, que significa romper en diferentes direc-
ciones.
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Figura 1.1: Esquema original del experimentum secundum realizado por Fran-
cesco Maria Grimaldi ([55], página 9). El experimento consiste en
hacer incidir luz solar en la pared AB a la que se le ha realizado
una pequeña abertura CD de tal forma que el efecto penumbra es
despreciable. La luz que atraviesa esta abertura sirve como fuen-
te luminosa que incide sobre una segunda pared EF que también
posee una abertura GH. Por último, se coloca una pantalla blan-
ca y lisa a la salida del sistema permitiendo observar el resultado
del experimento. Suponiendo una teoría corpuscular de la luz, es
decir, una propagación luminosa rectilínea, el área iluminada se
correspondería con NO quedando el resto de la pantalla en la
más absoluta oscuridad. Sin embargo, el experimento de Grimal-
di mostraba un área iluminada mucho mayor que el límite de
la penumbra, IK. Además se observaba claramente un área lu-
minosa blanca situada en el centro, LM, mientras que aparecían
ciertos colores en los extremos.
Con el nacimiento de la difracción, Grimaldi puso la primera pie-
dra de la teoría ondulatoria de la luz. El primer gran defensor del
carácter ondulatorio de la luz fue sin duda el científico inglés Robert
Hooke (1635 – 1703) para quien la luz era un rápido movimiento vi-
bracional del medio [68]. Sin embargo, fue Christiaan Huygens (1629
- 1695) quien en 1678 expuso en la Academia de las Ciencias de París
la primera descripción formal de lo que se conocía como tratamiento
ondulatorio de la luz, que fue publicada en 1690 en su Traité de la
lumière [72]. Para Huygens, la luz se propagaba en forma de ondas
longitudinales a través de un medio formado por una sustancia des-
conocida llamada Luminiferous aether y la difracción era una fuente
de perturbación esférica secundaria. En la Figura 1.2 podemos ver
su famoso ejemplo de propagación de la luz utilizando como fuente
luminosa la llama de una vela.
Isaac Newton (1642 - 1727), excelente científico que hizo grandes
descubrimientos en muy diversos campos de las matemáticas y la fí-
1.1 introducción histórica 5
Figura 1.2: Hoy día denominamos “Principio de Huygens” al método de
análisis propuesto por el científico holandés para la propagación
de ondas y cuyo enunciado dice así: Si cada punto del frente de
onda de una perturbación luminosa fuese considerado como la
fuente de una nueva perturbación esférica secundaria, se podría
entonces determinar el frente de onda en todo instante posterior
construyendo la envolvente de las ondas secundarias [52]. En la
imagen podemos ver el esquema original del ejemplo de Huy-
gens de propagación de la luz utilizando como fuente luminosa
la llama de una vela ([72], página 19). Cada uno de los puntos
A, B, C actúa como fuente produciendo una onda esférica. Es-
tas ondas se combinan para formar un frente de ondas a cierta
distancia de la vela.
sica, publicó en 1704 Opticks donde exponía su teoría corpuscular de
la luz atribuyendo los resultados de Grimaldi a la inflexión de los ra-
yos de luz [124]. Dada la gran reputación de Newton, su decantación
por la teoría corpuscular hizo que todos sus seguidores tomaran esta
teoría como suya provocando un estancamiento de la teoría ondula-
toria hasta el comienzo del siguiente siglo con la llegada de Thomas
Young (1773 - 1829). Young presentó el 24 de Noviembre de 1803 en
la Royal Society de Londres la conferencia Experiments and Calculations
relative to Physical Optics donde estableció el concepto de interferencia,
idea revolucionaría para la época pues presentaba la posibilidad de
generación de oscuridad a partir de la superposición de luz [222].
Con el nuevo impulso dado a la teoría ondulatoria, no tardó en apa-
recer el estudio que englobara las ideas de Young con las de Huygens
y éste llego de la mano del físico e ingeniero francés Augustin-Jean
Fresnel (1788 - 1827) en 1818. Fresnel modificó el principio clásico de
Huygens, y propuso que las ondas esféricas secundarias interfieren
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entre sí obteniendo gran exactitud en el cálculo de la distribución
de luz en las figuras de difracción [46]. En 1860, el escocés James
Clerk Maxwell (1831 - 1879) identificó la luz como una onda en su
teoría electromagnética clásica que aglutinaba todas las observacio-
nes, experimentos y leyes sobre la electricidad, el magnetismo y la
óptica conocidas hasta la fecha como manifestaciones de un mismo
fenómeno [110]. En 1882 el alemán Gustav Kirchhoff (1824 - 1887) ba-
sándose en los desarrollos matemáticos del británico George Green
(1793 - 1841) y del alemán Hermann Ludwig Ferdinand von Helm-
holtz (1821 - 1894) [53, 61], trató de dar más rigor matemático al prin-
cipio de Young-Fresnel [86]. La teoría de Kirchhoff, tenía ciertos erro-
res en las hipótesis realizadas para su deducción acerca del campo
en la abertura difractiva que trataron de solventar tanto el alemán Ar-
nold Johannes Wilhelm Sommerfeld (1868 - 1951) como John William
Strutt también conocido como Lord Rayleigh (1842-1919) en 1896 y
1897 respectivamente, dando lugar a lo que hoy llamamos teoría de
difracción de Rayleigh - Sommerfeld [178].
Cabe destacar que, antes de que Fresnel publicara su famosa memo-
ria, el propio Young en 1802 trató de explicar la difracción mediante
un camino totalmente diferente al de Fresnel. Para él, la figura de di-
fracción surge de la interferencia entre la luz incidente que se propaga
de forma rectilínea siguiendo las leyes de la óptica geométrica (deno-
minada onda geométrica, geometrical wave) y ondas secundarías pro-
pagándose omnidireccionalmente desde el borde del cuerpo difractor
[223]. Sin embargo, ante el éxito de Fresnel, esta vía de entender la
difracción quedó en el olvido hasta que los trabajos del matemático
y físico italiano Gian Antonio Maggi (1856 - 1937) en 1888 [107], y
del físico polaco Adalbert (en polaco Wojciech) Rubinowicz (1889 -
1974) en la primera mitad del siglo XX [151, 152, 153] dieron lugar a
la teoría de ondas de difracción del borde, BDW (Boundary Diffraction
Wave) posteriormente generalizada por Kenro Miyamoto y Emil Wolf
en 1962 [118, 119] y cuya versión moderna conocida como “Teoría
Geométrica de la Difracción” se debe a Joseph Bishop Keller [83].
Aunque de difícil solución, en ciertas ocasiones es posible la reso-
lución de problemas difractivos de forma rigurosa y exacta mediante
las teorías que tienen en cuenta el carácter vectorial de los campos
electromagnéticos [91, 92]. Sin embargo, hoy día es usual la utiliza-
ción de métodos numéricos o de aproximación basados tanto en las
teorías vectoriales como en las escalares. Estas teorías aprovechan la
gran potencia de cálculo de los ordenadores actuales obteniendo re-
sultados notables en cortos espacios temporales. Ejemplos de estas
técnicas son Rayleigh-Sommerfeld, perteneciente a los métodos esca-
lares y que usaremos a lo largo de esta tesis, BPM, Beam Propagation
Method [201], RCWA, Rigorous Coupled Wave Analysis [120] (pertene-
cientes a los denominados métodos numéricos vectoriales), etc. Co-
mo ejemplo, en la Figura 1.3 hemos simulado con el método BPM
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(a) (b)
(c) (d)
Figura 1.3: Ejemplo de simulación mediante el método numérico BPM. (a)
red de difracción curvada, (b) distribución de intensidad donde
se observa la curvatura de los planos de Talbot, (c) campo propa-
gado y (d) fase. z es el eje longitudinal de propagación.
una red de difracción curvada. Como se puede observar en la Figu-
ra 1.3b, aparece la curvatura de los planos de Talbot consecuencia
de esta estructura difractiva la cual no es posible observar con otros
métodos numéricos basados en la teoría escalar de la difracción.
1.2 aplicación de la difracción : micro/nano óptica
Históricamente, la aparición de efectos difractivos en dispositivos
ópticos se veía como perjudicial asimilándose a una aberración. Por
ello, se invirtieron grandes esfuerzos en evitar su aparición ya que
la resolución del sistema quedaba determinada por los mismos. De
hecho, esta visión de la difracción provocó que, hasta la llegada del
siglo XX con la explosión en el desarrollo de la electrónica y la minia-
turización, la óptica predominante fuera la basada en la refracción y
en la reflexión siendo los dispositivos difractivos muy excepcionales.
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Una de las primeras aplicaciones de la difracción con resultados
satisfactorios fue el uso de lo que hoy conocemos como red de di-
fracción. La primera referencia a una estructura periódica con efec-
tos ópticos se debe al astrónomo estadounidense David Rittenhouse
(1732–1796) en 1795. Esta estructura periódica constaba de 53 cabe-
llos colocados secuencialmente en media pulgada y enroscados a dos
tornillos [175, 24, 224]. De esta forma, Rittenhouse pudo comprobar
la existencia de cierta dependencia de la longitud de onda con la di-
fracción así como la separación en sus diversos componentes de color
de una imagen sin llegar a realizar ningún análisis cuantitativo. Prác-
ticamente con el mismo montaje cambiando cabellos por hilos finos
y surcos rayados en espejos con una punta de diamante, en 1821 el
alemán Joseph von Fraunhofer (1787 - 1826) dedujo la ecuación de la
red de difracción, cuantificó la dependencia de la difracción con la
longitud de onda y consiguió medir por primera vez la longitud de
onda de la luz. Con este método, Fraunhofer aumentó notablemen-
te la densidad de rendijas llegando a fabricar redes de difracción de
4.000 rendijas en media pulgada [44, 45, 135]. Friedrich Adolph No-
bert (1806 - 1831) en 1846, fabricó redes con una densidad de 6.000
rendijas por pulgada manteniendo en secreto el proceso de graba-
ción [128, 59]. Poco tiempo después (1870), el estadounidense Lewis
Morris Rutherfurd (1816 - 1892) consiguió por primera vez igualar
la resolución de los prismas de la época mediante la grabación con
diamante de 35.000 franjas en un espejo speculum de dos pulgadas de
ancho [207].
Lord Rayleigh en 1871, además de experimentar y desarrollar sus
propias redes de difracción [144], inició la andadura de nuevas estruc-
turas difractivas. Se le considera el inventor de lo que hoy conocemos
como placa zonal por la entrada que realizó en su bloc de notas titu-
lada The experiment of blocking out the odd Huygens zones so as to increase
the light at centre succeeded very well [69, 60]. Esta estructura traslada el
concepto de red de difracción a las dos dimensiones mediante la gra-
bación de anillos concéntricos. Sin embargo, la eficiencia energética
era demasiado baja ya que la energía se distribuía entre los órdenes
difractados quedándose solamente un 10 % en el foco principal [15].
El siguiente gran avance en el desarrollo y fabricación de estructu-
ras difractivas se debe al científico estadounidense Henry Augustus
Rowland (1848 - 1901) quien, además de inventar las redes cóncavas,
en 1882 construyó un sofisticado motor de grabación de redes de di-
fracción capaz de producir redes de seis pulgadas de ancho con más
de 100.000 franjas y un poder de resolución superior a 150.000. John
August Anderson (1876 - 1959) continuó el trabajo Rowland aumen-
tando el poder de resolución hasta valores por encima de 350.000 [59].
Robert Williams Wood (1868 - 1955) en 1898 desarrolló la idea de pla-
ca zonal de fase también conocida como placa zonal de Fresnel que
construiría en 1918 [215]. El proceso consiste en sustituir las zonas
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grabadas del material transparente por un material con cierto grosor
óptico. Con estas nuevas estructuras la eficiencia del foco principal
aumentó hasta el 40 % aunque con gran señal de fondo [15]. El mis-
mo Wood aconsejó el concepto de blazing, cortes en forma de dientes
de sierra en la placa zonal de fase, para aumentar la eficiencia difrac-
tiva grabándolas en cobre en 1910 [198]. Wood, además de estas dos
importantes aportaciones a la difracción, fue el primero en construir
instrumentos visuales con lentes difractivas [163].
A mediados del siglo XX confluyeron diversos factores que dieron
lugar a la posterior expansión del uso de elementos difractivos. El
primero fue el nacimiento de las técnicas de replicación masiva de
componentes, que aunque siendo básicas todavía, supondrían la se-
milla de las técnicas que surgirían a finales de siglo [211]. El segundo
factor fue la invención de lo que el húngaro Dennis Gabor (1900 -
1979) en 1948 llamó “reconstrucción del frente de ondas” y que hoy
conocemos como holografía [48]. Con esta técnica se puede almace-
nar la información de un objeto para posteriormente reconstruir la
imagen del mismo de forma tridimensional. En lo referente a figuras
de difracción, las posibilidades son casi infinitas pues permite la pro-
ducción de distribuciones prácticamente arbitrarias. Otro hito fue la
invención del láser, (Light Amplification by Stimulated Emission of Radia-
tion), cuya primera versión funcional (1960) era de rubí y se debe a
Theodore Harold Maiman (1927 - 2007) [108]. Este dispositivo abrió
nuevas posibilidades tanto para la holografía como para técnicas afi-
nes como la fabricación de redes [11].
Por otra parte, a finales de los años sesenta cada vez más científicos
se servían de los ordenadores de la época para realizar sus investiga-
ciones y la holografía no fue una excepción. En 1967 A. W. Lohmann
y D. P. Paris inventaron los Hologramas Generados por Ordenador,
Computer Generated Holograms (CGHs), en los que a diferencia de los
hologramas tradicionales realizados por interferencia de luz coheren-
te, la figura de difracción se genera digitalmente permitiendo la im-
presión en los medios disponibles por aquél entonces [106]. Práctica-
mente a la vez L. B. Lesem, P. M. Hirsch y J. A. Jordan inventaron
las Kinoformas, kinoforms, hologramas puros de fase donde el control
se realiza mediante la modulación del espesor de la superficie óptica
[99, 81].
En los años setenta se comenzaron a aplicar las técnicas fotolitográ-
fícas, utilizadas hasta entonces para la fabricación de circuitos integra-
dos, al campo de los elementos difractivos. Esto permitió la creación
de lentes de Fresnel de múltiples niveles de fase a través de la graba-
ción en relieve [32].
En los años ochenta nació lo que hoy conocemos como microópti-
ca, término que engloba a la fabricación de dispositivos ópticos de
dimensiones inferiores a milímetros y los efectos que causan como
por ejemplo, las microlentes de Fresnel [47, 74]. También se produjo
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el gran avance en óptica binaria por parte del MIT ya que con su téc-
nica de fabricación, las lentes de Fresnel alcanzaron una eficiencia del
90% [202, 189].
En la actualidad la industria sigue desarrollando técnicas de fabri-
cación para mejorar la eficiencia y/o reducir el tamaño de los disposi-
tivos fabricados. Si el siglo pasado fue el del nacimiento y desarrollo
de la microóptica, en el siglo XXI ya se habla de nanóptica. Con este
término se engloba no solo al desarrollo y utilización de estructuras
de dimensiones nanométricas, sino a los efectos físicos que surgen
cuando el periodo de la estructura difractora es comparable o infe-
rior a la longitud de onda utilizada [129].
1.3 elementos ópticos difractivos
En la sección anterior hemos visto el nacimiento y desarrollo de
dispositivos capaces de utilizar de forma beneficiosa la difracción. Al
conjunto de estos dispositivos se les denomina Elementos Ópticos Di-
fractivos (Diffactive Optical Elements, DOEs). Esta definición, aunque
correcta, es demasiado general. Definimos como DOE a “todo aquel
componente capaz de modificar un frente de ondas por segmenta-
ción y redireccionamiento a través del uso de interferencias y control
de la fase” [132]. En otras palabras, el frente de ondas incide sobre
el DOE, que produce un nuevo frente de ondas a su salida con las
características deseadas [66, 220]. Nótese que es frecuente el uso del
término HOEs, Holografic Optical Elements, sin embargo, este término
únicamente es correcto cuando el DOE ha sido creado por medios
interferométricos.
La versatilidad de estos componentes ha posibilitado su uso en
muy diversos campos de la óptica como la encriptación en sistemas
de seguridad donde la fase queda codificada en uno o varios DOEs
[227, 78, 18]; el procesado óptico para realizar por ejemplo, filtros es-
paciales; la corrección de frentes de ondas [176]; el conformado de
haces (beam shaping) donde el DOE proporciona una distribución de
intensidad deseada en el plano de difracción con áreas mucho mayo-
res que el tamaño del diámetro del láser (spot) [77], etc. o complemen-
tado a los elementos tradicionales consiguiendo el conjunto mejores
resultados.
Existen diversos tipos de DOEs que pueden clasificarse atendiendo
al modo de operación, tipo de modulación que producen, a como
se hayan fabricado o a la existencia de periodicidad. En la literatura
existen otras clasificaciones como la que podemos encontrar en [82].
Sin embargo, para los puntos tratados en esta tesis nos es suficiente
con la aquí presentada que a modo de resumen se muestra en la
Figura 1.4.
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Figura 1.4: Clasificación de elementos ópticos difractivos según su modo de
operación, discretización, modulación y periodicidad.
1.3.1 Modo de operación
Los elementos ópticos difractivos pueden fabricarse de tal forma
que la modulación del campo luminoso incidente se produzca al atra-
vesarlos, modo de transmisión, o al ser reflejados, modo de reflexión.
La elección de uno u otro modo dependerá de los requerimientos de
fabricación del elemento difractivo o del sistema donde se implemen-
tará.
1.3.2 Modulación
Sea un campo luminoso escalar U (x, y) definido por su amplitud
A (x, y) y su fase φ (x, y)
U (x, y) = A (x, y) ejφ(x,y), (1.1)
donde x e y son las coordenadas espaciales y j =
√−1 es la uni-
dad imaginaria. Un DOE se puede diseñar de tal forma que al incidir
el campo U (x, y) sobre el mismo, modifique la amplitud o la fase
obteniendo un campo diferente a la salida del sistema. Según este
efecto, decimos que el DOE es de amplitud (DOEA) o de fase (DOEF).
También es posible modificar simultáneamente ambas variables per-
maneciendo la amplitud y la fase acopladas [196].
Dependiendo del proceso de implementación elegido, la modula-
ción se llevará a cabo de una u otra forma. Por ejemplo, si el DOE se
implementa mediante grabación en un determinado material, se ob-
tendrá un DOEA si unas regiones son opacas y otras transparentes o
muy reflectantes como es el caso del vidrio o el acero [75, 154]. En el
caso de querer implementar un DOEF, la modulación se conseguirá
variando el grosor del material óptico de los diferentes niveles desea-
dos como se verá en el siguiente apartado. Otro ejemplo de imple-
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mentación es mediante moduladores espaciales de luz (SLM, Spatial
Light Modulator). En este caso, si suponemos que disponemos de 256
niveles de gris (0− 255) para cada píxel, el DOEA se implementará
con solo dos niveles (dos regiones de píxeles con valor diferente, por
ejemplo 0 y 255) mientras que el DOEF utilizará diferentes regiones
de píxeles con un nivel de gris determinado hasta completar el núme-
ro de niveles deseado [33, 228].
1.3.3 Discretización
La discretización es el proceso por el cual un DOE continuo se
fabrica en una serie de niveles discretos. Ésta puede oscilar entre dos
niveles, lo que introduce una diferencia de fase de 0 o pi en el frente de
ondas incidente denominándose máscara binaria, y N niveles de fase
pasando a denominarse de multinivel. En el caso de las máscaras de
amplitud, los niveles vienen definidos por 0 lo que significa bloqueo
del campo incidente o 1 en cuyo caso el campo atraviesa la superficie
[177].
La idea de la binarizacíón surge de encontrar un compromiso en-
tre el binomio costes/facilidad de fabricación y eficiencia difractiva
obtenida. La teoría escalar que explicaremos brevemente en la Sec-
ción 2.2 establece una eficiencia difractiva del 100 % para máscaras
continuas por lo que cuanto más se acerque el valor obtenido por el
componente a esta predicción, más elevado será su coste y complica-
da su fabricación. Por otra parte, relajando en número de niveles de
discretización también se disminuye la eficiencia y resulta más fácil
su fabricación. Por ejemplo, para una red de ocho niveles de fase tene-
mos una eficiencia del 95 % mientras que para una binaria este valor
decrece hasta el 40,5 % [66].
1.3.4 Periodicidad
Finalmente, la última clasificación de DOEs puede llevarse a cabo
según la existencia o no de la repetición regular de una estructura.
En cuanto a los elementos periódicos podemos distinguir entre redes
de difracción y divisores de haces mientras que entre los elementos
carentes de periodicidad encontramos correctores de frente de ondas,
difusores, conformadores de haces y kinoformas.
1.4 ventajas del uso de does
Hasta ahora, hemos hablado únicamente de la capacidad del ele-
mento óptico difractivo para difractar la luz, aunque estos elementos
ópticos poseen otras ventajas frente a los convencionales basados en
la óptica geométrica. La primera gran ventaja que nos encontramos
es que a igualdad de efecto provocado, los DOEs son más ligeros y
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pequeños que sus homólogos refractivo/reflectivos por lo que nos
permiten una mejor manipulación e integración en dispositivos expe-
rimentales y comerciales. Además, su menor tamaño implica directa-
mente una reducción de material necesario a la hora de su fabricación
así como menores requerimientos temporales y técnicos lo que produ-
ce una reducción de costes. La segunda gran ventaja es la capacidad
de producir comportamientos ópticos complicados (frentes de onda
arbitrarios de gran complejidad) de manera sencilla que con sus ho-
mólogos tradicionales sería muy difícil o prácticamente imposible de
lograr. La siguiente ventaja viene heredada del uso de la óptica digi-
tal y es la capacidad de ser diseñados por software e implementarlos
digitalmente mediante por ejemplo, moduladores espaciales de luz
[33, 184, 116], lo que permite resultados de forma dinámica e instan-
tánea sin necesitar su fabricación material. Por último, y no por ello
menos importante, se pueden diseñar elementos ópticos difractivos
sin tener que abandonar las ventajas de los componentes refractivos
y reflectivos pasando a llamarse elementos híbridos [185, 200, 104, 66].
1.5 objetivos y esquema general de la tesis
El conformado de haces a través de elementos ópticos difractivos
constituye el objetivo primordial de esta tesis. Para ello, por una par-
te se pretenden desarrollar técnicas que proporcionen un conformado
del haz de calidad en el rango de distancias del campo cercano sin
componentes ópticos adicionales. Por otra parte, dado que la colima-
ción es un caso particular de conformado de haces donde se evalúa
la distribución de intensidad en una determinada región, también se
pretende desarrollar diferentes de técnicas para colimar y medir el
grado de colimación de haces provenientes de diferentes fuentes lu-
minosas.
La presente memoria está estructurada de la siguiente manera:
En el Capítulo 1 se realiza una introducción histórica sobre la difrac-
ción así como un recorrido general de los conceptos que se utilizan
en capítulos posteriores.
En el Capítulo 2 se resume la aproximación escalar en la que se
enmarca este trabajo así como algunas implementaciones numéricas.
En el Capítulo 3 se muestran las diferentes herramientas existen-
tes para el conformado de haces poniendo especial hincapié en los
métodos iterativos. Dado que existen problemas para realizar confor-
mados de haces en el rango de milímetros, se propone un algoritmo
para este fin y se analizan las diferentes configuraciones resultantes.
En el Capítulo 4 se muestran diferentes técnicas que posibilitan el
conformado de haces con máscaras de transmitancia discreta.
En el Capítulo 5 se muestran los efectos de tomar como máscara de
amplitud una distribución de intensidad binaria distinta al objetivo.
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En el Capítulo 6 se desarrolla una técnica para colimar fuentes lu-
minosas basada en la interferometría Talbot tradicional.
En el Capítulo 7 se desarrolla una técnica para colimar fuentes lu-
minosas mediante la medida directa del periodo de las autoimágenes
generadas por una red de difracción.
Finalmente, en el Capítulo 8 se muestran las principales conclusio-
nes de los trabajos desarrollados a lo largo de la tesis.
2
T E O R Í A E S C A L A R D E L A D I F R A C C I Ó N
En este capítulo se presenta un breve repaso a la teoría escalar de la di-
fracción utilizada a lo largo de los capítulos siguientes. Para ello, se parte
de las ecuaciones de Maxwell hasta llegar al modelo difractivo de Rayleigh-
Sommerfeld. Este modelo es válido siempre y cuando la distancia entre el
objeto difractor y el plano de observación así como el tamaño de la abertura
difractora sean mucho mayores que la longitud de onda del haz evaluado.
2.1 ecuación de onda escalar
En la Sección 1.1 mencionamos que en 1860 el escocés James Clerk
Maxwell identificó la luz como una onda en su teoría electromagné-
tica clásica. Ésta aglutinaba todas las observaciones, experimentos y
leyes sobre la electricidad, el magnetismo y la óptica conocidas hasta
la fecha como manifestaciones de un mismo fenómeno [110]. A partir
de ese momento estas ecuaciones quedaron bautizadas como ecuacio-
nes de Maxwell. La versión más general de las ecuaciones de Maxwell
es aquella que aparece en su forma vectorial. Sin embargo, bajo cier-
tas condiciones, es posible la utilización de su forma escalar haciendo
mucho más sencillo el desarrollo matemático. Hay que tener cuidado
con esta simplificación pues, en principio, deja de ser válida cuando
la longitud de onda del campo incidente es comparable o menor que
el tamaño del objeto difractor aunque incluso en esta situación, se ha
demostrado que la teoría escalar puede producir buenos resultados
[112].
Definimos un campo electromagnético como el estado de excita-
ción que se establece en el espacio por la mera presencia de cargas
eléctricas variables en el tiempo [9]. Este campo queda perfectamente
definido mediante los vectores E y B que identifican al campo eléc-
trico y a la inducción magnética respectivamente. Además, para te-
ner en cuenta los medios materiales debemos considerar las también
cantidades vectoriales densidad de corriente eléctrica J, densidad de
flujo eléctrico D y el campo magnético H. Suponiendo unidades del
sistema internacional SI, las ecuaciones de Maxwell en su forma dife-
rencial general vienen dadas por,
∇ ·D = ρ,
∇ · B = 0,
∇× E = − ∂B∂t ,
∇×H = J+ ∂D∂t ,
(2.1)
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donde ρ es la densidad de carga eléctrica. Teniendo en cuenta las
relaciones constitutivas lineales,
D = εE,
J = σE,
B = µH,
(2.2)
donde ε, σ y µ son la permitividad dieléctrica, la conductividad eléc-
trica y la permeabilidad magnética respectivamente. Así la Ecuación
2.1 pasa a tener la forma
∇ · E = ρε ,
∇ · B = 0,
∇× E = − ∂B∂t ,
∇× B = µσE+ µε ∂E∂t .
(2.3)
Teniendo en cuenta que nos encontramos en un medio óptico, pode-
mos imponer una serie de supuestos sin perdida de generalidad y vá-
lidos en la mayoría de los casos. Primero asumimos que el medio de
propagación es no conductor y no se encuentra cargado aunque supo-
nemos un campo inicial previamente generado. De esta forma tanto
la densidad de carga eléctrica ρ, como la conductividad σ, son nulas.
Segundo, también imponemos un medio homogéneo, uniforme e isó-
tropo de tal forma que la permitividad eléctrica ε y la permeabilidad
magnética µ permanecen constantes con el tiempo, la posición en el
medio y la orientación. Por último, consideraremos que el material
es lineal por lo que tanto ε como µ permanecerán constantes bajo un
campo eléctrico o magnético. Volviendo a la Ecuación 2.3, tenemos
que las ecuaciones de Maxwell para un medio óptico vienen dadas
por
∇ · E = 0,
∇ · B = 0,
∇× E = − ∂B∂t ,
∇× B = µε ∂E∂t .
(2.4)
Centrémonos en la expresión∇×E = −∂B/∂t, tomando el rotacional
a ambos lados tenemos,
∇× (∇× E) = − ∂
∂t
∇× B. (2.5)
Para continuar, debemos de aplicar la identidad dada por el doble
producto vectorial,
∇× (∇×A) = ∇ (∇ ·A)−∇2A, (2.6)
que es válido para cualquier vector A. Así en nuestro caso, operando
en el lado izquierdo de la Ecuación 2.5, el primer término del lado
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derecho de la Ecuación 2.6 es cero al ser un medio homogéneo (ε
constante). Por lo que solo nos queda sustituir en ∇× B = µε ∂E/∂t.
Operando de la misma forma para el campo magnético tenemos
∇2E = µε ∂2E
∂t2 ,
∇2B = µε ∂2B
∂t2 ,
(2.7)
que se corresponden con dos ecuaciones de onda de la forma
∇2U = k∂
2U
∂t2
(2.8)
siendo U una función general y ∇2 el operador laplaciano. Este par
de ecuaciones describen como se propaga una onda electromagnética
en un medio lineal, homogéneo e isótropo. Además cabe destacar que
la velocidad de la onda a través de ese medio viene dada por
v =
1√
µε
, (2.9)
que en el caso particular del vacío se obtiene la constante universal
de la velocidad de la luz,
c =
1√
µ0ε0
= 299,792,458
m
s
. (2.10)
Conociendo ambas velocidades se puede obtener fácilmente el índice
de refracción del medio que viene definido por
n =
c
v
=
√
µε√
µ0ε0
, (2.11)
así la Ecuación 2.7 queda finalmente
∇2E = n2c2 ∂
2E
∂t2 ,
∇2B = n2c2 ∂
2B
∂t2 .
(2.12)
Debido a nuestras hipótesis iniciales acerca del medio de propaga-
ción, el operador laplaciano se puede aplicar a cada componente or-
togonal de E y B pudiendo tratar las ecuaciones vectoriales como
ecuaciones escalares independientes,
∂2EX
∂x2 +
∂2EX
∂y2 +
∂2EX
∂z2 =
n2
c2
∂2EX
∂t2 ,
∂2Ey
∂x2 +
∂2Ey
∂y2 +
∂2Ey
∂z2 =
n2
c2
∂2Ey
∂t2 ,
∂2Ez
∂x2 +
∂2Ez
∂y2 +
∂2Ez
∂z2 =
n2
c2
∂2Ez
∂t2 ,
∂2BX
∂x2 +
∂2BX
∂y2 +
∂2BX
∂z2 =
n2
c2
∂2BX
∂t2 ,
∂2By
∂x2 +
∂2By
∂y2 +
∂2By
∂z2 =
n2
c2
∂2By
∂t2 ,
∂2Bz
∂x2 +
∂2Bz
∂y2 +
∂2Bz
∂z2 =
n2
c2
∂2Bz
∂t2 .
(2.13)
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Sintetizando la Ecuación 2.13 en una sola expresión
∇2Ui (P, t) = n
2
c2
∂2Ui (P, t)
∂t2
, (2.14)
donde Ui (P, t) identifica a cualquier componente escalar del campo
ya sea E o B y resalta la dependencia espacio-temporal de las mismas.
Particularizando para el caso de una onda monocromática,
U (x, y, z; t) = A (x, y, z) ejϕ(x,y,z)e−jωt, (2.15)
donde ω = 2piν siendo ν la frecuencia de la onda, ϕ su fase y
j =
√−1 la unidad imaginaria. Entonces la Ecuación 2.14 puede rees-
cribirse como lo que hoy conocemos como la ecuación de Helmholtz,
en honor a Hermann Ludwig Ferdinand von Helmholtz [61], en la
que la dependencia temporal ha desaparecido
∇2U + k2U = 0, (2.16)
siendo
k =
2pi
λ
, (2.17)
el número de ondas y λ la longitud de onda dentro del medio y
donde no debemos olvidar que sigue cumpliéndose ∇ · E = 0 y ∇ ·
B = 0.
La validez de la teoría escalar depende de diversos factores. Co-
mo acabamos de mencionar, cuando el tamaño del objeto difractor
es comparable a la longitud de onda, la teoría escalar sin ser exac-
ta, todavía puede producir buenos resultados. Por otra parte, cuando
el medio no es homogéneo las Ecuaciones 2.12 y 2.14 no son estricta-
mente válidas al no ser la permitividad constante por lo que aparecen
nuevos términos en la Ecuación 2.12 quedando las componentes espa-
ciales acopladas. Finalmente, también su aplicación es problemática
si el campo difractado se observa a una distancia comparable a la
longitud de onda del plano difractor. Tratamientos de los límites de
aplicación de esta teoría se pueden encontrar en [54, 141, 112].
2.2 teoría escalar de la difracción : difracción de ray-
leigh - sommerfeld
Desde el punto de vista teórico, en esta tesis vamos a utilizar la
teoría escalar de la difracción. En ella, para realizar la predicción de
campo de onda difractado por una abertura, se parte del teorema
de Green1 para convertir la ecuación de Helmholtz, Ecuación 2.16,
1 Sea S una superficie cerrada en torno a un volumen V y U (r)y G (r) dos funciones
complejas cualesquiera (funciones de Green). Si U, G, y sus primeras y segundas
derivadas están definidas y son continuas en en interior de S y sobre S, el teorema
de Green establece que
∫∫∫
V
(
G∇2U −U∇2G) dv = ∫∫S (G ∂U∂n −U ∂G∂n ) ds donde
∂/∂n es la derivada parcial en la dirección normal exterior en cada punto S. En
nuestro caso, U se corresponde con el campo.
2.2 teoría escalar de la difracción : difracción de rayleigh - sommerfeld 19
Figura 2.1: Esquema de la difracción producida en el plano de observa-
ción Π′ por una abertura A realizada en el plano Π al inci-
dir sobre ella un campo luminoso U (x, y, z). P0 (x0, y0, z0 = 0)
es un punto situado en el interior de la abertura, P1 (x, y, z)
es otro punto situado en el plano de observación y r01 =√
(x0 − x)2 + (y0 − y)2 + z2 es la distancia entre ellos.
en una ecuación integral conocida como integral de Kirchhoff. La
explicación de este procedimiento y las afirmaciones realizadas se
pueden encontrar de forma detallada en [52].
Para continuar nuestro análisis nos basaremos en un ejemplo tra-
dicional como es la difracción causada por una abertura plana, Fi-
gura 2.1. Vamos a suponer la existencia de un campo U (x, y, z) que
se propaga en el sentido positivo del eje z. Dicho campo incide so-
bre el plano Π en el cual se ha practicado una abertura A. Como
resultado, a la salida de la abertura el campo resultante viene da-
do por U (x, y, 0), donde se ha tomado como origen de coordenadas
del sistema tridimensional la posición de la abertura y hemos su-
puesto que el campo fuera de la abertura es nulo. Supongamos aho-
ra dos puntos cualesquiera del espacio, uno situado en la abertura,
P0 (x0, y0, z0 = 0) y otro paralelo, P1 (x, y, z), situado a cierta distancia
r01 =
√
(x0 − x)2 + (y0 − y)2 + z2 donde (x, y, 0) son las coordenadas
de un punto en el plano de entrada y (x0, y0, z) son las coordenadas
de un punto en el plano de observación Π′. Con esta disposición, to-
dos los puntos de la abertura contribuyen al campo producido tras
ella. Aplicando la aproximación de Kirchhoff [9], llegamos a la ex-
presión que hoy conocemos como fórmula de difracción de Rayleigh-
Sommerfeld,
U (xo, y0, z) =
1
jλ
∫∫
A
U (x, y, 0)
z
r01
ejkr01
r01
dx dy. (2.18)
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donde se suele escribir z/r01 = cos (n, r01) que resalta el coseno del
ángulo entre el eje z y r01. Teniendo en cuenta la Figura 2.1, la Ecua-
ción 2.18 es válida para todo el espacio situado a la derecha del plano
que contiene la abertura conociéndose a esta zona como región de
Rayleigh-Sommerfeld.
2.2.1 Aproximación de Fresnel
La integral de Rayleigh-Sommerfeld permite obtener el campo di-
fractado incluso cuando el plano de observación está cerca (unas
cuantas longitudes de onda) del objeto difractor. Sin embargo, nor-
malmente no se puede integrar de forma analítica debido a la raíz
cuadrada presente en el factor exponencial. Es por ello que se suelen
realizar diversas aproximaciones según el tamaño de la abertura, la
distancia z al plano de observación, y la región observada en el plano
de salida.
Supongamos que la abertura está contenida dentro de un radio L1
tal que U(x, y, 0) = 0 cuando
√
(x2 + y2) > L1 y el campo de onda
observado U(x, y, z) en el plano de salida se restringe a la región L2
tal que U(x0, y0, z0) = 0 cuando
√
(x20 + y
2
0) > L2. Si se cumplen las
dos condiciones simultáneamente, entonces se cumple[
(x0 − x)2 + (y0 − y)2
]
max
≤ (L1 + L2)2 , (2.19)
y
|z| = L1 + L2, (2.20)
entonces podemos aproximar
1
jλ
z
r201
≈ 1
jλz
. (2.21)
Llegados a este punto, seguimos teniendo la raíz cuadrada en el tér-
mino exponencial por lo debemos realizar un desarrollo en serie del
factor exponencial de la Ecuación 2.18 y quedarnos hasta las poten-
cias de segundo orden. Así,
kr01 =
√
(x0 − x)2 + (y0 − y)2 + z2
= kz
√
1+
( x0−x
z
)2
+
(
y0−y
z
)2
= kz
{
1+ 12z
[
(x0 − x)2 + (y0 − y)2
]
− 18z3
[
(x0 − x)2 + (y0 − y)2
]2
+ ...
}
,
(2.22)
El tercer término será despreciable si
|z|3  k (L1 + L2)
4
∣∣
max
8
, (2.23)
entonces
kr10 ∼= kz + k2z
[
(x0 − x)2 + (y0 − y)2
]
, (2.24)
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sustituyendo en la exponencial de la Ecuación 2.18 y suponiendo r ≈
z en el denominador,
U (xo, y0, z) =
ejkz
jλz
∫∫
A
U (x, y, 0) ej
pi
λz [((x0−x)2+(y0−y)2)] dx dy. (2.25)
La Ecuación 2.23 define la región de Fresnel y a la Ecuación 2.25 se
la denomina aproximación de Fresnel o aproximación de campo cer-
cano. Esta ecuación resalta el hecho de que, de acuerdo con la teoría
de difracción de Fresnel, la perturbación óptica en z = z0 es básica-
mente la transformada de Fourier del producto de la perturbación
óptica U (x, y, 0) con un factor exponencial cuadrático.
2.2.2 Aproximación de Fraunhofer
Al igual que en el caso anterior, podemos simplificar aún más la
Ecuación 2.18 para distancias de z mayores. Así si
z k
2
(
x2 + y2
)
max =
kL21
2
, (2.26)
entonces,
U (xo, y0, z) =
ejkz
jλz
ej
k
2z (x20+y20)
∫∫
A
U (x, y, 0) e−j
2pi
λz (x0x+y0y) dx dy. (2.27)
En este caso las Ecuaciones 2.26 y 2.27 toman los nombres de región
de Fraunhofer y aproximación de Fraunhofer o aproximación de cam-
po lejano. La Ecuación 2.27 muestra que se puede obtener fácilmente
la perturbación óptica U (xo, y0, z) tomando la transformada de Fou-
rier de la transmitancia compleja de la abertura difractiva con las
frecuencias espaciales fx = x/λz y fy = y/λz.
Cabe resaltar que también es posible obtener la intensidad que se
produce en campo lejano situándonos en el plano focal de una len-
te. Despreciando los efectos de borde debidos al tamaño finito de las
lentes, la transformación de fase generada por una lente produce una
transformada de Fourier de la onda incidente en su plano focal. Una
lente con una abertura difractiva iluminada situada en el plano fo-
cal producirá la figura de difracción de Fraunhofer en el plano focal
contrario.
2.2.3 Validez de las aproximaciones de Fresnel y Fraunhofer
Acabamos de ver que, según la teoría de difracción de Rayleigh-
Sommerfeld, el espacio donde se propaga el campo difractado se
divide en varias zonas delimitadas por las Ecuaciones 2.25 y 2.27.
En la Figura 2.2 podemos ver un esquema con el rango de validez
de cada aproximación. Al ir aplicando las sucesivas aproximacio-
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Figura 2.2: Regiones difractivas según la teoría de la difracción de Rayleigh-
Sommerfeld. La región de Rayleigh-Sommerfeld engloba tanto a
la región de Fresnel como a la de Fraunhofer. Cuando la abertura
difractiva es comparable a la longitud de onda debemos acudir
a teorías vectoriales para la resolución del problema.
nes, vamos realizando una transición en la consideración geométri-
ca del campo difractado desde las ondas esféricas consideradas por
Rayleigh-Sommerfeld, pasando por las parabólicas de Fresnel, para
acabar con las ondas planas consideradas por Fraunhofer [9]. En la li-
teratura podemos encontrar diferentes estudios donde se prueba la
validez de las diferentes regiones. En general, este tratamiento se
realiza comparando el resultado teórico con el obtenido numérica-
mente mediante diferentes algoritmos que incluso, en algunos casos,
consiguen aumentar el rango de validez de una determinada zona
[179, 146, 183, 169, 42, 115].
2.3 aproximación de elemento delgado
Ahora vamos a tratar un sistema más complejo donde existe in-
teracción de la luz con un medio cuya topografía es variable, que
denominaremos elemento difractor o máscara, que es una zona en
el espacio, normalmente con una dimensión longitudinal, z, mucho
menor que la transversal, x, y, donde el medio es inhomogéneo. Esto
significa que tenemos una variación espacial de la constante dieléctri-
ca ε(x, y, z). Supongamos que un campo inicial U(z = 0) = Uin(x0, y0)
incide sobre el elemento difractor, situado en z = 0, donde su espesor
h es pequeño en comparación con su longitud transversal. Mediante
la aplicación de las ecuaciones de Maxwell, el campo a la salida del
elemento difractor es Uout(x, y; h). Como resumen a este problema,
podemos asumir que el campo de salida es una función del campo
de entrada,
Uout(x, y; h) = f [Uin(x0, y0)]. (2.28)
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Supondremos que el elemento difractor, o máscara, puede modular
la amplitud del campo de entrada, como por ejemplo un diafragma,
o la fase, como un escalón sobre un fragmento de vidrio. La aproxi-
mación de elemento óptico delgado o también llamada aproximación
de transparencia (TEA, Thin-Element Approximation) asume que existe
una relación lineal entre el campo de salida y el campo de entrada de
la forma
Uo(x0, y0) = τ(x0, y0)Ui(x0, y0), (2.29)
donde τ(x0, y0) se denomina coeficiente de transmisión del elemento
difractor. Asumiremos que los ángulos involucrados son pequeños
y que los cambios en el estado de polarización no son significativos.
Entonces, [194, 199, 101, 231]
τ(x0, y0) = A(x0, y0)eiφ(x0,y0), (2.30)
donde A(x0, y0) es la modulación en la amplitud del elemento di-
fractivo y φ (x0, y0) es la modulación en la fase. A(x0, y0) se puede
calcular como el coeficiente de transmisión (o reflexión) dado por las
ecuaciones de Fresnel, o por la transmisión de un objeto absorbente.
Asimismo, el desfase φ (x0, y0) producido por el elemento delgado
se puede aproximar como el camino óptico del haz en su propagación
a través del elemento, entre los planos,
φ (x0, y0) = k
∫ l
0
n(x0, y0, z)dz, (2.31)
donde k el número de ondas de la luz incidente, n es el índice de
refracción del elemento difractivo.
Esta aproximación es válida cuando los rasgos del elemento difrac-
tivo son mucho mayores que la longitud de onda y cuando el espe-
sor del elemento difractivo es despreciable. Cuando esto no ocurre,
el comportamiento de la luz dentro de una máscara puede ser muy
complicado y se debe de acudir a métodos numéricos de cálculo. Co-
mo el camino óptico se debe medir entre dos planos, por ejemplo
z = 0 y z = l. Entonces el camino óptico recorrido por la luz resulta
φ|l0 (x0, y0) = k
∫ h(x0,y0)
0
n(x0, y0, z) dz + k
∫ l
h(x0,y0)
n0 dz, (2.32)
donde n0 es el índice de refracción que rodea al elemento difractivo
y h (x0, y0) es el espesor del elemento difractivo. Cuando el índice de
refracción dentro del material es constante, entonces n(x0, y0, z) = n
φ|L0 (x0, y0) = kL + k(n− n0)h (x0, y0) , (2.33)
donde el primer término se suele despreciar pues es una fase glo-
bal que normalmente no afecta a los fenómenos difractivos2. De esta
forma el coeficiente de transmisión resulta
t(x0, y0) = A(x0, y0)eik(n−n0)h(x0,y0). (2.34)
2 Existen mejores aproximaciones, que no consideraremos, donde se calcula el desfase,
no con una integración en z = 0 sino en la dirección local del vector de ondas k.

Parte II
C O N F O R M A D O D E H A C E S E N C A M P O
C E R C A N O
Los algoritmos iterativos basados en la transformada de
Fourier (IFTA, Iterative Fourier-Transform Algorithm) se pue-
den utilizar para el diseño de Elementos Ópticos Difracti-
vos también conocidos como DOEs, Diffactive Optical Ele-
ments. Los DOEs son capaces de modular un campo inci-
dente produciendo una distribución de intensidad desea-
da en un plano de observación determinado. Son por ello
una buena herramienta a la hora de realizar conformado
de haces de calidad. Sin embargo, los algoritmos de la fa-
milia IFTA casi siempre están implementados para operar
en campo lejano. Para el caso de campo cercano, se pue-
den seguir utilizando estos algoritmos intercambiando la
transformada de Fourier por la transformada de Fresnel.
Este simple cambio empeora los resultados notablemente
cuando la distancia de propagación entre el DOE diseña-
do y el plano de observación es pequeña, del orden de
milímetros para longitudes de onda del visible. A lo lar-
go de esta parte, presentaremos diversas soluciones para
la obtención de un conformado de haces de alta calidad
en campo cercano mediante un sistema formado por dos
DOEs dispuestos en cascada.

3
C O N F O R M A D O M E D I A N T E M Á S C A R A S
C O N T I N U A S
En la primera parte de este capítulo se realiza un breve recorrido por el
conformado de haces obtenido a través de métodos iterativos. Dentro de estos
algoritmos, se explica con detalle el algoritmo Gerchberg-Saxton convencio-
nal y se verifica su buen funcionamiento en aproximación de campo lejano.
Posteriormente, se comprueba como en el rango de distancias del campo cer-
cano pierde su valía siendo necesarios nuevos métodos que mejoren los resul-
tados obtenidos. En la segunda parte del capítulo se presenta un algoritmo
para la optimización de la transmitancia continua de sendas máscaras en
una configuración de doble elemento difractivo para el conformado de haces
en estas distancias. Con el fin de probar su validez, se han realizado diversas
simulaciones numéricas para evaluar el rendimiento y calidad de conformado
obtenido. Los principales resultados referentes a este trabajo fueron publica-
dos en [65].
3.1 introducción
El conformado de haces es el proceso de redistribución de la irra-
diancia y la fase de un haz de radiación óptica [166]. Al aplicar esta
técnica a un haz proveniente de una fuente luminosa, podemos variar
la amplitud, la fase o ambas simultáneamente a los valores deseados
en una determinada posición o rango de posiciones. La distribución
de irradiancia define el perfil del haz y la fase del haz formado a la
salida determina sus propiedades de propagación. En otras palabras,
para la misma distancia de propagación, un haz cuyo frente de on-
das sea uniforme mantendrá la forma mientras que aquél que posea
variaciones tenderá a expandirse y deformarse.
Cuando se realiza el conformado de un haz, el elemento clave es
el sistema óptico que modifica el haz incidente proporcionándole las
características morfológicas deseadas en un determinado plano o re-
gión de planos de observación. Para cuantificar como de eficaz es un
sistema óptico se evalúan cuatro importantes factores [8]:
1. Calidad del conformado. Cualquier sistema óptico debe de ser
diseñado de tal manera que la forma del haz saliente difiera lo
menos posible del objetivo deseado.
2. Conservación de la energía. La energía es un factor fundamen-
tal en cualquier experimento y el conformado de haces no es
una excepción por lo que se deben evitar tener pérdidas ener-
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géticas en el sistema óptico, por ejemplo no incluyendo ningún
elemento absorbente en la medida que el diseño lo permita.
3. Invarianza bajo fluctuaciones de la fuente luminosa. En deter-
minadas condiciones experimentales puede ser conveniente que
la forma deseada permanezca constante bajo pequeños cambios
en la intensidad del haz de entrada o del perfil de la fase.
4. Conservación del brillo. Por ultimo debemos de tratar de evitar
la reducción en el brillo del haz de salida o incluso conservarlo.
Para transformaciones sin pérdidas implica la conservación del
(4-dimensional) volumen de espacio de fase (PSV, Phase Space
Volume) del haz el cual se define como el producto del área de
la sección transversal del haz con el ángulo sólido de la diver-
gencia del mismo.
Hoy día, existen diversos sistemas que pueden producir el conforma-
do de un haz. Se dividen en tres grandes grupos [36]:
1. El conformado de haz se consigue cuando el haz luminoso atra-
viesa una abertura o un filtro espacial de un tamaño determinado
[167]. De esta forma se expande antes de incidir en la abertura la cual
selecciona una sección prácticamente plana del mismo. Entre los in-
convenientes de esta técnica, quizás el más importante sea la pérdida
de energía en el proceso de selección del área plana que no siempre
es asumible. Además, esta técnica está estrechamente ligada a la aber-
tura utilizada por lo que puede darse la situación en la que el haz de
salida deseado no se pueda conseguir por limitaciones en el tamaño
o en la posición de la misma.
2.Transformación del campo (field mapping). El segundo grupo en-
globa todas las técnicas donde el transformador de campo está forma-
do por un conjunto de elementos ópticos como espejos, lentes o DOEs,
componente principal en esta tesis, que asignan uno a uno un campo
específico de entrada a un campo deseado a la salida [10, 187, 97, 96].
En este caso, los transformadores de campo modifican el campo ini-
cial con las características deseadas de una forma controlada, eficaz y,
a diferencia con el anterior grupo, sin pérdidas energéticas. La prin-
cipal desventaja es que solo se puede aplicar a láseres monomodos
bien definidos.
3. Integradores o homogeneizadores de haces [30, 62, 51, 171]. En
términos generales, el haz de entrada se divide en haces más peque-
ños mediante algún elemento multiapertura, por ejemplo mediante
un array de lentes, para posteriormente ser superpuestos en un de-
terminado plano de observación mediante otro sistema óptico como
puede ser una lente mayor. Así, la figura de difracción a la salida del
sistema está formada por la suma de las figuras formadas por cada
subhaz siendo el haz resultante uniforme. Estas técnicas están espe-
cialmente indicadas para su utilización con láseres multimodo y al
3.2 conformado de haces mediante algoritmos iterativos 29
igual que en el caso anterior, se pueden diseñar para evitar pérdidas
energéticas.
Cuando hablamos de conformado de haces, el grado de coheren-
cia no es un factor limitante puesto que puede aplicarse a haces con
cualquier grado de coherencia. Esto es una ventaja e incluso una ne-
cesidad dependiendo de la aplicación [162, 143, 80, 95]. Para haces
coherentes podemos elegir entre restringir la fase o dejarla libre de-
pendiendo de si a la salida del sistema nos interesa una determina-
da distribución de intensidad en un único plano (fase sin restringir)
o multiplano (restringida) como puede ser un haz colimado donde
deseamos una distribución de intensidad constante para todo plano
de observación. A lo largo de esta tesis veremos diferentes técnicas
transformadoras de campo que hemos desarrollado para generar el
primer comportamiento a través de algoritmos iterativos, Capítulo
actual, 4, y 5, y el segundo comportamiento mediante diferentes com-
ponentes ópticos, Capítulos 6 y 7. En el caso de que el haz incidente
sea incoherente, las consideraciones sobre la fase no son aplicables y
solamente se considera la distribución de intensidad deseada.
3.2 conformado de haces mediante algoritmos iterati-
vos
Desde la invención de la holografía digital por parte de físico hún-
garo Dennis Gabor [48], se han desarrollado gran cantidad de técni-
cas que tratan de resolver el problema de diseñar un elemento que
transforme una distribución de intensidad dada en otra distribución
que deseemos, como es el caso de los DOEs o los Hologramas Ge-
nerados por Computadora (CGHs, Computer-generated holograms). La
opción más sencilla es la fabricación de una máscara cuyo coeficiente
de transmisión τ cumpla la relación
Uout = TF (Uinτ) , (3.1)
siendo respectivamente Uout y Uin los campos luminosos a la salida
del elemento difractor e incidente y TF la transformada de Fourier
suponiendo aproximación de campo lejano. Por tanto,
τ =
TIF (Uout)
Uin
. (3.2)
Sin embargo, esta transmitancia es compleja y continua, por lo que
requiere la fabricación de un elemento que module simultáneamente
la amplitud y la fase de forma continua. Esto en la práctica es impo-
sible por lo que debemos acudir a soluciones menos sencillas como
los algoritmos de optimización. Ejemplos de estos algoritmos son los
genéticos [232], el recocido simulado (Simulated annealing) [87], pen-
diente máxima [226], etc. Entre los más utilizados se encuentran los
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Algoritmos Iterativos de Fourier (IFTA, Iterative Fourier-Transform Al-
gorithm) [148]. Este término describe a un conjunto de algoritmos que
se mueven entre dos espacios relacionados por la transformada de
Fourier. Las soluciones obtenidas a partir de estos métodos son cuasi-
óptimas, es decir, el algoritmo continúa la optimización hasta la fina-
lización según el criterio de parada establecido. Entre las condiciones
de parada más usuales se encuentran las siguientes [94]:
1. Función de coste constante. La forma más sencilla es que la
finalización de las iteraciones se produzca cuando la función
de coste no varíe. En este caso, el algoritmo habrá encontrado
un mínimo local o absoluto que habrá que analizar teniendo
en cuenta el resultado obtenido. En caso de ser un mínimo lo-
cal no óptimo, se debe reiniciar el algoritmo, complementarlo o
directamente cambiar a otro más adecuado para evitar el estan-
camiento prematuro.
2. Función de coste apropiada. El método más común consiste en
definir una función de coste de tal forma que cuando se alcance
se finalice la optimización. El principal problema de este criterio
de parada es la elección de un adecuado valor de la función de
coste ya que si se restringe el valor en exceso, por ejemplo con
un valor nulo, es probable que nunca se alcance la solución. Por
el contrario, si el valor elegido es fácil de obtener, se alcanzará
un valor que probablemente sea fácilmente mejorable.
3. Convergencia de la función de coste. El tercer criterio de para-
da tiene en cuenta el grado de convergencia de la función de
coste. Evaluando el porcentaje de convergencia por iteración se
puede establecer un valor mínimo a partir del cual se acepte la
solución.
4. Tiempo o iteraciones límite. Y por último, siempre podemos es-
tablecer finalizar la optimización transcurrido un determinado
tiempo o número de iteraciones independientemente del valor
obtenido. Sin embargo, en términos de eficiencia, quizás sea el
criterio menos adecuado si no se complementa con un criterio
adicional como el uso de parámetros de calidad.
El primer algoritmo iterativo basado en la transformada de Fourier
fue desarrollado por los científicos R.W. Gerchberg y W.O. Saxton en
la década de los 70 [50]. Este algoritmo, llamado de reducción de
error, se utilizaba en problemas de recuperación de la fase en micros-
copía de haces de electrones en campo lejano consiguiendo disminuir
el error producido. Posteriormente James R. Fienup logró mejorar y
aumentar la velocidad de convergencia mediante la introducción de
los denominados algoritmos de entrada y salida [40, 39, 41]. En ellos,
la fase se reconstruye a partir de una única medida de la intensidad
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en el dominio del espectro espacial. Estos algoritmos tienen el incon-
veniente de trabajar de forma deficiente en diversas situaciones como,
por ejemplo, cuando la fase toma valores discretos. Para intentar me-
jorar el resultado en estas situaciones se han añadido diversos pará-
metros teniendo en cuenta cada caso particular. Con ello se persigue
por una parte reducir la velocidad de convergencia hacia el objetivo
y por otra, evitar el estancamiento local típico de los problemas de
optimización. El precio a pagar por aumentar el número de variable-
s/operaciones del algoritmo es un aumento de la complejidad. Un
ejemplo de las soluciones propuestas es la ventana y la cuantización
de la fase que introdujo Frank Wyroswski [219, 216, 218, 220]. Si sola-
mente nos interesa la amplitud del objeto, la fase puede ser arbitraria.
Por ello se puede escoger según nos parezca, por ejemplo una distri-
bución inicial de fase aleatoria, en el interior de la ventana señal. A
su vez, en el exterior de la ventana la que queda libre es la amplitud.
Para el caso general dependiendo de los grados de libertad elegidos,
la señal de entrada representada dentro de la ventana se transforma
usando la aproximación deseada desde el plano objeto al plano del
elemento óptico difractivo.
En la Figura 3.1 podemos ver un ejemplo de como trabaja este algo-
ritmo cuyo objetivo es un cubo tridimensional con una distribución
de intensidad continua de 256 niveles de gris, Figura 3.1(a). Como
vemos en la Figura 3.1(b), en la distribución de intensidad replicada
resultante en la primera iteración no puede distinguirse la distribu-
ción de intensidad objetivo. Sin embargo, en la tercera iteración los
bordes de la forma del haz ya están totalmente definidos, aunque to-
davía persiste gran cantidad de ruido distribuido aleatoriamente. A
partir de la décima iteración, la distribución de intensidad replicada
es prácticamente igual a la distribución de intensidad objetivo siendo
la réplica casi perfecta en la iteración 50.
Otra opción muy utilizada actualmente es la complementación de
la familia de algoritmos IFTA con otro tipo de algoritmos como los
genéticos mencionados anteriormente de tal forma que el algoritmo
resultante es un híbrido de ambos. Así, la probabilidad de un es-
tancamiento temprano en un mínimo local se reduce aumentando la
calidad de la réplica [85].
3.3 algoritmo de gerchberg - saxton o de reducción del
error
Como acabamos de comentar, el primer algoritmo basado en IFTA
que se desarrolló fue el de reducción del error o Gerchberg - Saxton
(GS) [50]. Cuando aplicamos este algoritmo al conformado de haces,
establecemos restricciones en las amplitudes de los haces de entrada y
de salida, en los planos de entrada y de observación, mientras que las
fases quedan libres sin un valor asignado. El método de propagación
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(a)
(b)
N = 1 N = 2 N = 3
N = 10 N = 25 N = 50
Figura 3.1: Ejemplo de aplicación del algoritmo IFTA tipo Wyroswski en
aproximación de campo lejano en función del número de itera-
ciones N. (a) distribución de intensidad objetivo y (b) distribu-
ción de intensidad replicada. Tras 50 iteraciones, el algoritmo
consigue una réplica casi perfecta de la distribución de intensi-
dad deseada.
entre ambos planos dependerá de las condiciones del sistema ópti-
co establecido pudiendo elegir entre campo lejano o cercano. Aunque
veremos detalladamente el algoritmo, la idea general del conformado
de haces basado en GS es el establecimiento de una doble propaga-
ción, una de ida y otra de vuelta, entre los planos de entrada y de
observación en cada iteración del algoritmo. Cuando se satisface la
condición de parada elegida, se finaliza la optimización y la distribu-
ción de fase o la amplitud del plano entrada se almacenan para una
posterior fabricación del DOE correspondiente.
En nuestro estudio asumiremos que la luz es monocromática, cohe-
rente y se puede describir por una función compleja. Además, el al-
goritmo que propone es adaptativo por lo que en cada iteración toma
una nueva estimación de la función en correspondencia con la fun-
ción intensidad requerida y está relacionada con las estimación pre-
via [176]. Según la teoría de difracción escalar, Capítulo 2, el campo
luminoso en el plano objeto viene dado por
U1 (u, v) = A (u, v) ejϕ(u,v), (3.3)
donde (u, v) son las coordenadas en el plano objeto, A (u, v) es la
amplitud, ϕ (u, v) la fase y j =
√−1 es la unidad imaginaria. De la
misma forma, el campo en el plano de observación viene dado por
U2 (ξ, η) = B (ξ, η) ejψ(ξ,η), (3.4)
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Figura 3.2: Formación de imagen producida por el elemento difractor cuan-
do la distancia de propagación z es mucho mayor que la longitud
de onda, λ, del haz incidente U0.
siendo en este caso B (ξ, η), ψ (ξ, η) y (ξ, η) la amplitud, la fase y las
coordenadas en el plano imagen como se muestra en la Figura 3.2.
La relación entre los campos U1 (u, v) y U2 (ξ, η) viene dada por la
difracción de Fraunhofer, Ecuación 2.27 o de Fresnel, Ecuación 2.25,
dependiendo del régimen en el que nos situemos. Por conveniencia
para análisis posteriores, en nuestra explicación hemos elegido reali-
zar el análisis en aproximación de campo cercano. Sin embargo, este
algoritmo tradicionalmente se ha usado cuando el plano de observa-
ción se sitúa en el régimen de campo lejano o en el plano focal de una
lente. De esta forma tenemos que
U2 (ξ, η) = − jk2piz e
jkz
∫∫ ∞
−∞
U1 (u, v) H (u− ξ, v− η, z) du dv, (3.5)
donde en el caso de Fresnel
H (u− ξ, v− η, z) = e jk2z [(u−ξ)2+(v−η)2], (3.6)
siendo k = 2pi/λ es el número de ondas, λ la longitud de onda
del campo incidente, H (u− ξ, v− η, z) la función respuesta impulso
del espacio libre y z la distancia entre el elemento óptico difractivo
y el plano de observación. Por tanto, la distribución de intensidad
deseada en el plano de observación vendrá dada por
I0 (ξ, η) = |U2 (ξ, η)|2 . (3.7)
En la Ecuación 3.5, podemos aplicar la aproximación TEA explica-
da en la Sección 2.3. De esta forma la amplitud compleja U1 (u, v)
es igual al producto del campo incidente U0(u, v) por la función de
transmisión del DOE, τ (u, v)
U1 (u, v) = U0(u, v) τ (u, v) , (3.8)
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Figura 3.3: Esquema del algoritmo de Gerchberg-Saxton para campo lejano
y cercano con las variables implicadas. U0 es el campo provenien-
te de la fuente luminosa, U1 es el campo en el plano objeto, B0
es la amplitud de la distribución de intensidad objetivo Iobjetivo,
A y B y ϕ y ψ son respectivamente las amplitudes y las fases en
los plano objeto e imagen y finalmente TFr, TF , TIFr, TIF son
las transformadas directas e inversas de Fresnel y de Fourier.
donde
U0(u, v) = A0 (u, v) ejg0(u,v). (3.9)
siendo A0 (u, v) la amplitud del campo incidente y g0 (u, v) la fase.
Por simplicidad, explicaremos únicamente el caso del DOE de fase
ya que para el caso del DOE de amplitud el desarrollo es idéntico
tomando como campo el valor absoluto de la amplitud. Entonces la
función de transmisión del DOE tiene la forma
τ (u, v) = ejg(u,v), (3.10)
donde g (u, v) es la fase del DOE buscada. El cálculo de la fase g (u, v)
supone resolver
I0 (ξ, η) = |U2 (ξ, η)|2 =
∣∣∣∣∫∫ ∞−∞ A0 (u, v) ejϕ(u,v)H (u− ξ, v− η, z) du dv
∣∣∣∣2 ,
(3.11)
donde
ϕ (u, v) = g (u, v) + g0 (u, v) , (3.12)
de forma que I0 (ξ, η) sea la distribución de intensidad deseada. El
cálculo iterativo de la fase ϕ (u, v), y simultáneamente de g (u, v) con-
siste en resolver la Ecuación 3.11 por sucesivos métodos de aproxima-
ción. En la Figura 3.3 podemos encontrar un esquema del algoritmo
GS cuyas etapas se pueden resumir en los siguientes 6 pasos:
1. Elegimos la fase inicial ϕ0(u, v).
2. Calculamos la transformada de Fresnel de la función A0(u, v)ejϕ0(u,v)
usando la Ecuación 3.5.
3.4 implementación numérica del algoritmo de gerchberg - saxton 35
3. Reemplazamos la amplitud compleja resultante U2 (ξ, η) en el
plano de formación de la imagen por
U2 (ξ, η) = B0 (ξ, η)U2 (ξ, η) |U2 (ξ, η)|−1 , (3.13)
donde
B0 (ξ, η) =
√
I0 (ξ, η). (3.14)
4. Realizamos la transformada inversa de la Ecuación 3.5 relativa
a la función U2 (ξ, η)
U1 (u, v) =
jk
2piz
e−jkz
∫∫ ∞
−∞
U2 (ξ, η) H∗ (ξ − u, η − v, z) dξ dη.
(3.15)
5. Sustituimos el campo deducido en el plano del DOE U1 (u, v)
por
U1 (u, v) =
{
A0(u, v)U1 (u, v) |U1 (u, v)|−1 (u, v) ∈ Q,
0 /∈ Q,
(3.16)
donde Q es la forma de la abertura del DOE.
6. Repetimos desde el paso 2 hasta que se cumpla la condición de
parada momento en el cual salimos del bucle.
3.4 implementación numérica del algoritmo de gerch-
berg - saxton
Para obtener numéricamente la propagación entre plano principal
y el plano de Fourier base del algoritmo GS, se utilizan los deno-
minados algoritmos de propagación. Los algoritmos de propagación
tratan de describir lo más detalladamente posible cómo se propaga el
campo a través del espacio. En otras palabras, conociendo la estruc-
tura sobre la que incide el campo, tratan de reproducir la figura de
difracción resultante a cualquier distancia teniendo en cuenta factores
como los efectos de interfero-difractivos entre órdenes de difracción o
producidos por el método elegido de implementación de la estructu-
ra difractora, errores sistemáticos en el proceso de fabricación, ruido,
muestreo, ventana de reconstrucción, etc.
Las técnicas más populares de propagadores numéricos cuya fuen-
te es la teoría escalar de la difracción (ver Capítulo 2) tienen en común
el kernel basado en la transformada rápida de Fourier (FFT, Fast Fou-
rier Transform) o en la discreta (DFT , Discrete Fourier Transform). Am-
bas tienen ventajas e inconvenientes sin embargo la principal razón
en la elección de una u otra suele ser el tiempo de ejecución siendo
la FFT más rápida que la DFT [208, 23, 190, 214, 130, 206, 1, 168].
En los algoritmos de optimización, el tiempo de procesado es uno de
los factores más importantes por lo que nos hemos decantado por el
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uso de la FFT a la hora de la implementación numérica de nuestros
algoritmos.
Cuando elegimos desarrollar el algoritmo de GS en campo lejano
debemos de usar el propagador de Fraunhofer que recibe su nombre
de la implementación numérica de la Ecuación 2.27. En la Sección
2.2.2 mencionamos que esta ecuación puede verse como la transfor-
mada de Fourier de la transmitancia compleja de la abertura difracti-
va con las frecuencias espaciales fx = x/λz y fy = y/λz. Teniendo en
cuenta esto, la difracción numérica en campo lejano puede verse co-
mo la transformada de Fourier de la amplitud compleja muestreada
por el pixelado el cual impone el método de implementación (modu-
lador espacial de luz, fotolitografía, ablación láser, etc),
U′ (ξ, η) = FFT {U (u, v)} . (3.17)
De una forma similar, para el caso de campo cercano se puede imple-
mentar la aproximación de Fresnel dada por la Ecuación 2.25
U′ (ξ, η) = e
jpi
λz (ξ2+η2)FFT
{
U (u, v) e
jpi
λz (u2+v2)
}
. (3.18)
En nuestro caso hemos optado por implementar directamente la Ecua-
ción de Rayleigh-Sommerfeld, Ecuación 2.18, según el método basa-
do en la FFT desarrollado por Shen y Wang en [168] ya que produce
soluciones más precisas que Fraunhofer y Fresnel a cambio de in-
crementar la complejidad del cálculo numérico. La ventaja de esta
implementación es que un parámetro de calidad denominado ∆ρ en
el referido artículo, indica cuándo la simulación de la propagación
RS es correcta.
En la Figura 3.4 podemos ver un ejemplo de uso de este propagador.
Como elemento óptico difractivo hemos generado una máscara com-
binación de una red binaria de tipo Ronchi con un periodo p = 40 um
y una espiral de Laguerre-Gauss con modo l = 1 y semianchura
ω0 = 50 µm, Figura 3.4(a). Cuando un haz plano y monocromático
de longitud de onda λ = 632 nm incide sobre dicha máscara, gene-
ra una figura de difracción a la salida que podemos observar. En la
Figura 3.4(b) se muestra el resultado cuando el plano de observación
se sitúa en z = 3 mm.
3.5 variables numéricas utilizadas
Al trasladar el algoritmo de GS a código fuente, hemos de definir
los parámetros iniciales que el algoritmo tomará como punto de par-
tida para la optimización. En nuestro caso, hemos comenzado con los
que se presentan a continuación aunque en el Capítulo 4 se irán incor-
porando nuevos elementos principalmente ligados a la discretización
de las máscaras.
1. Número de iteraciones: Como vimos en la Sección 3.2, uno de
los posibles criterios de finalización del algoritmo es el número
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(a) (b)
Figura 3.4: Ejemplo de uso del propagador RS. (a) Máscara difractiva, (b)
Figura de difracción obtenido en el plano de observación z =
3 mm.
de iteraciones o repeticiones de las sentencias del algoritmo. A
la hora de elegir este número, debemos de encontrar un com-
promiso entre el tiempo de ejecución y el resultado. Para encon-
trar este valor se suelen tener en cuenta parámetros de calidad
como el error, la eficiencia difractiva o la uniformidad que vere-
mos con más detalle en la Sección 3.11, el estancamiento de la
optimización, el tiempo de ejecución etc.
2. Tamaño y número de píxeles. Cuando utilizamos propagadores
numéricos o algoritmos de diseño como el GS, debemos de te-
ner en cuenta el proceso por el cual se va a fabricar la máscara
diseñada o simulada ya que el hecho de implementar la másca-
ra por sí mismo muestrea la abertura y por lo tanto el campo
difractado. Así, dependiendo del proceso de fabricación elegido,
el tamaño mínimo de la celda elemental que denominamos pí-
xel marcará la resolución de nuestro sistema. Por ejemplo, cuan-
do grabamos una máscara mediante técnicas de grabación direc-
ta como la ablación láser, el tamaño del píxel viene restringido
por el tamaño del diámetro (spot) del láser. En el caso de imple-
mentar la máscara en un SLM, el tamaño de píxel del propio
modulador será el que debemos de establecer en nuestros algo-
ritmos. El número de píxeles se mantiene constante por lo que
si la máscara fabricada tiene por ejemplo 512× 512 píxeles, este
número se mantendrá en cualquier plano de observación. Sin
embargo, esto no sucede así con el tamaño de la ventana que se
define como
ventana =
(
M× cx, N × cy
)
, (3.19)
donde M, N son el número de píxeles en la dirección horizontal
y vertical respectivamente y cx, cy es el tamaño del píxel [94]. En
la Figura 3.5 se ilustran estos conceptos sobre un SLM extraído
de un vídeo proyector Mitsubishi modelo LVP− S50U. En la Fi-
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(a)
(b)
(c)
Figura 3.5: Existen diferentes formas de implementar una máscara. Una de
ellas es a través de un modulador espacial de luz donde si se
utilizan todos los píxeles disponibles, la ventana es aproximada-
mente (salvo diferencia por la existencia de píxeles inactivos) el
tamaño del modulador. (a) SLM modelo LVP-S50U cuyas venta-
na tiene un tamaño de 2 cm × 1,5 cm. (b) Resolución de dicho
modulador donde M = 800 píxeles y N = 600 píxeles y (c) di-
mensiones de cada uno de los píxeles del modulador siendo en
este caso cx = 21 µm y cy = 14 µm. La dimensión de la ventana
viene dada por la Ecuación 3.19.
gura 3.5(a) se muestra el tamaño de la ventana suponiendo que
todos los píxeles estén activos (de hecho, sabemos que ésta es
una hipótesis de aproximación ya que los moduladores suelen
tener cierto número de píxeles inactivos en los bordes) y que se
use la totalidad del SLM para la implementación de la máscara.
De esta forma, su valor es de 2 cm× 1,5 cm. En la Figura 3.5(b)
se resalta que la resolución es de 800 × 600 píxeles mientras
que en la Figura 3.5(c) se muestra con una imagen tomada con
el microscopio óptico perteneciente al Grupo Complutense de
Óptica Aplicada, AOCG/UCM las dimensiones de uno de ellos
que se tomaría como celda fundamental en las simulaciones.
3. Longitud de onda. Otra de las variables es la longitud de on-
da ya que los DOEs convencionales se diseñan para operar en
una longitud de onda específica con el fin de evitar aberracio-
nes cromáticas. Existen diversos métodos para diseñar DOEs de
tal forma que sean compatibles con un determinado rango del
espectro luminoso [4, 5, 127]. En nuestro caso, hemos optado
por la fórmula tradicional.
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4. Fuente luminosa. No solo la longitud de onda elegida es im-
portante sino que también lo es el tipo de fuente luminosa que
incidirá sobre la máscara por lo que el algoritmo también tiene
en cuenta este factor. En nuestro caso salvo mención explícita,
todos los ejemplos se han realizado estableciendo como fuente
luminosa una onda plana.
5. Fase inicial. Como hemos visto en la Sección 3.3, el algoritmo
de GS necesita una fase inicial para comenzar la optimización.
El valor de esta fase puede ser aleatorio o constante.
6. Complejidad de la máscara. Es muy importante la elección de
la distribución de intensidad deseada ya que, como veremos
en la Sección 3.13, dependiendo de su dificultad, el algoritmo
obtendrá distinta calidad en el resultado.
7. Distancia de diseño. Una de las características comunes en el di-
seño de DOEs se refiere a la colocación del plano de observación.
Éstos se suelen diseñar para que produzcan los mejores resulta-
dos de la aplicación a la que se vayan a destinar a una distancia
característica. Por ejemplo, en el caso de la encriptación de da-
tos, la distancia podría ser un elemento adicional necesario para
la decodificación de la información.
Como última apreciación mencionaremos que, a lo largo de esta tesis,
utilizaremos indistintamente los términos distribución de intensidad
objetivo, distribución de intensidad deseada o simplemente objetivo
para denominar a la forma que queremos llegar a dar al haz lumino-
so. De igual forma, utilizaremos distribución de intensidad replicada,
réplica o distribución de intensidad a la salida del sistema, para de-
nominar a la forma del haz que obtenemos como resultado de la
interacción del haz incidente con la máscara o sistema de máscaras
diseñado por el algoritmo evaluado. Finalmente, también utilizare-
mos indistintamente los términos máscara y DOE para referirnos al
elemento difractor.
3.6 ejemplos de máscaras diseñadas con gs en campo le-
jano
Aunque esta tesis se centra en los efectos difractivos en campo cer-
cano, previamente veremos dos ejemplos de máscaras diseñadas con
el algoritmo GS en campo lejano y la distribución de intensidad re-
sultante. De esta forma podremos contextualizar de una manera más
intuitiva la problemática que surge al trasladarnos en la siguiente sec-
ción al régimen de Fresnel. Para las condiciones de diseño, en este
caso hemos impuesto como criterio de finalización del algoritmo que
el número de iteraciones sea 1000. La razón de la elección de un nú-
mero tan elevado ha sido para asegurar que el algoritmo alcance un
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Parámetro Valor
Número de iteraciones 1000
Número de píxeles 128
tamaño de la máscara 490 µm
longitud de onda 632 nm
Fase aleatoria
Cuadro 1: Parámetros iniciales para los ejemplos del algoritmo de Gerch-
berg - Saxton en campo lejano.
estado estable, aunque podría haberse escogido cualquier otro dejan-
do cierto margen de optimización al algoritmo. En cuanto al tamaño
de la ventana, hemos escogido una ventana de 490 µm× 490 µm con
un valor de 128 píxeles para ambas dimensiones. Finalmente, como
fase inicial hemos establecido un valor aleatorio entre 0 y 2pi y como
longitud de onda del haz incidente, λ = 632 nm. A modo de resumen,
en el Cuadro 1 hemos recopilado todos estos valores.
En la Figura 3.6(a) podemos ver el primer ejemplo donde hemos
elegido una distribución de intensidad objetivo sencilla como es un
anillo binario cuya intensidad se ha normalizado de 0 a 1. En el DOE
de fase diseñado por el algoritmo hemos impuesto que la transmi-
tancia sea continua con una variación de la fase de −pi a pi. Esta
máscara no posee una forma determinada y a simple vista parece un
conjunto de puntos aleatoriamente distribuidos. A pesar de esta for-
ma, la distribución de intensidad que produce es prácticamente igual
a la distribución de intensidad objetivo obteniendo unos contornos
de la forma bien definidos, aunque con alguna ligera diferencia en el
valor de la intensidad de los píxeles respecto a la inicial. Para tener
una idea más clara de esta diferencia, también hemos representado el
error puntual cometido, εp (x, y) definido por,
εp (x, y) = Io (x, y)−Λ Ir (x, y) , (3.20)
siendo (x, y) las coordenadas del píxel evaluado, Io la distribución de
intensidad objetivo, Ir la distribución de intensidad replicada y Λ un
factor de normalización que minimiza el error definido por
Λ =
∑x,y Io (x, y)
∑x,y Ir (x, y)
. (3.21)
Este error fluctúa en una diferencia absoluta de 0,06 lo que supone un
error puntual máximo del 6 %. Este valor indica que, como ya sabía-
mos, el algoritmo GS en campo lejano obtiene muy buenos resultados.
Por otra parte cabe destacar su rapidez ya que en un ordenador actual
ha tardado tan solo 10,6406 segundos en realizar las 1000 iteraciones
que supone que cada iteración se realiza en 10,6 milisegundos.
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(a)
(b)
Figura 3.6: Ejemplos de ejecución del algoritmo GS en campo lejano donde
se pueden ver la distribución de intensidad objetivo, el DOE ob-
tenido por el algoritmo, la distribución de intensidad obtenida
en el plano de observación y el error puntual obtenido según
la Ecuación 3.20. Los parámetros de diseño se muestran en el
Cuadro 1.
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Como segundo ejemplo hemos elegido la misma forma que en la
Figura 3.1 con las mismas condiciones de simulación que la Figu-
ra 3.6(a). A pesar de que la dificultad crece notablemente, podemos
apreciar como el error puntual es incluso menor que en la en la Figura
3.6(a) siendo la réplica de la Figura 3.6(b) y el objetivo prácticamente
idénticos.
3.7 problemática del conformado de haces en campo
cercano
3.7.1 Propagación libre de la máscara objetivo
Cuando la industria diseña un nuevo dispositivo lo normal es que
tienda a reducir el tamaño respecto a su predecesor ya sea por exigen-
cias del mercado, reducción de costes, requerimientos de las técnicas
aplicadas para su funcionamiento, etc. Algunas de estas aplicaciones
pueden desear situar una distribución de intensidad en una distancia
cercana o muy cercana a la máscara conformadora del haz. En estos
casos, la solución más sencilla es la fabricación de una máscara con
la forma del objetivo. Supongamos que tenemos un campo plano y
monocromático incidente al que denominaremos ui (x, y) y cuya lon-
gitud de onda es λ. Este campo ilumina la máscara con la forma de
la distribución de intensidad deseada, que denominaremos máscara
objetivo, mo, tal y como muestra el esquema de la Figura 3.7.
Con esta disposición, el campo a la salida del sistema se rige por
la la ecuación de Rayleigh-Sommerfeld, Ecuación 2.18, o dentro de su
rango de validez (Ecuación 2.23) por la aproximación de Fresnel dada
por la Ecuación 2.25. Si la luz se comportara de forma geométrica, al
incidir con una onda plana obtendríamos el resultado deseado pues
la proyección de la máscara generaría la distribución de intensidad
objetivo en cualquier plano de observación al propagarse el campo
de forma rectilínea. Desafortunadamente, los efectos difractivos pro-
ducen una variación del campo luminoso de manera que, a medida
que el campo se propaga alejándose de mo, la forma de haz se va
distorsionando hasta quedar indistinguible. Este efecto, consecuencia
directa del carácter ondulatorio de la luz, se muestra en la Figura 3.7
donde hemos representado la propagación de campo a la salida de
una abertura cuadrada m0 de tamaño 490 µm× 490 µm para diferen-
tes planos de observación siendo la fuente luminosa un haz plano y
monocromático de longitud de onda λ = 632 nm. Para z = 0,2 µm,
la distribución de intensidad producida por la máscara mantiene la
forma deseada produciendo unos bordes bien delimitados aunque
la intensidad decrece ligeramente en el área luminosa. Para el área
oscura la calidad sigue siendo muy alta permaneciendo el nivel de
intensidad nulo. Este comportamiento cambia radicalmente al propa-
garnos tan solo 0,6 µm más. En el plano de observación z = 0,8 µm el
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Figura 3.7: Esquema de propagación libre del objetivo, mo, cuyo tamaño es
490 µm× 490 µm, donde se muestra el resultado para diversos
planos de observación cuando la longitud de onda incidente es
λ = 632 nm. A medida que la propagación se aleja de la másca-
ra objetivo la distribución de intensidad va perdiendo la forma
deseada. ui es un campo monocromático y plano que incide so-
bre mo y z es la distancia de propagación tomando como origen
del sistema mo. Nótese que la separación entre planos de obser-
vación no está a escala.
perímetro de la figura sufre un notable incremento del nivel de inten-
sidad que alcanza su máximo nivel en los vértices de la misma. Así
mismo, el área iluminada deja de ser uniforme apareciendo el rizado
característico de la propagación en campo cercano. Éste rizado se ha-
ce más evidente en z = 4,8 µm donde las variaciones de intensidad
se producen de formas más brusca apreciándose claramente zonas
de oscuridad que idealmente deberían de continuar iluminadas. A
su vez, el perímetro ya no permanece constante siendo los bordes de
la figura de difracción difusos y deformados. Características que se
acrecientan en z = 150 µm donde el rizado ha aumentado notable-
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mente y el perímetro de la figura ha perdido la calidad del inicio.
Finalmente, para z = 2,15 mm la máscara apenas actúa insinuándose
ligeramente el cuadrado que finalmente se pierde en z = 4,65 mm
donde simplemente tenemos un haz circular sin ningún parecido con
la distribución de intensidad deseada.
3.7.2 DOEs diseñados con GS para campo cercano
En la Subsección 3.7.1 hemos mostrado que la utilización de una
máscara con la forma de la distribución de intensidad que queremos
conseguir es una solución trivial, pero de pobres resultados, incapaz
de dar al haz la forma deseada incluso en un plano de observación
situado a pocas micras de mo. La siguiente posibilidad para encontrar
una solución óptima es el diseño de un DOE optimizado para trabajar
en campo cercano. Para ello, utilizaremos el algoritmo GS tradicional
sustituyendo la transformada de Fourier por la de Fresnel en el kernel
del algoritmo tal y como explicamos en la Sección 3.3. En este caso
tenemos dos opciones: diseñar el DOE de tal forma que module la
amplitud, DOEA o diseñarlo para que produzca una modulación de
la fase, DOEF. La elección entre una y otra se deberá principalmente
al resultado que obtengamos a la salida del sistema ya que, como ve-
remos en esta sección cualitativamente y con un análisis cuantitativo
en la Sección 3.12.2, existen grandes diferencias en la reproducción
de la distribución de intensidad objetivo producida por uno u otro.
Como ejemplo en este caso, hemos escogido como distribución de
intensidad objetivo las siglas del Grupo Complutense de Óptica Apli-
cada, es decir, AOCG (Applied Optics Complutense Group) en dos nive-
les de gris, 0 y 1, tal y como se muestra en la Figura 3.8(a). La elección
de este objetivo parte de la idea de incrementar la dificultad a fin de
constatar la existencia o no de mejoría respecto al caso anterior. La
primera comprobación que hemos realizado ha sido volver a propa-
gar libremente, tomando como máscara objetivo mo la Figura 3.8(a)
sobre la cual ha incidido un campo monocromático y plano ui (x, y)
de longitud de onda λ = 632 nm. En este caso hemos situado el plano
de observación en z = 6 mm obteniendo la distribución de intensidad
que se muestra en la Figura 3.8(b). Al igual que nos pasaba con la
abertura cuadrada de la Subsección 3.7.1, mo es incapaz de modular
el campo incidente para obtener una forma definida y precisa. No
existe parecido alguno con el objetivo y la forma carece de unifor-
midad observándose un alto rizado. En la Figura 3.8(c) mostramos
la distribución de intensidad obtenida en el mismo plano de obser-
vación por el DOE de amplitud, DOEA, diseñado con el algoritmo
GS tradicional. En este caso, se aprecia una ligera mejoría ya que el
DOEA consigue empezar a formar las cuatro letras pudiéndose dis-
tinguir los caracteres A, O y G y con más dificultad C. Sin embargo,
las formas en general y los perímetros en particular, siguen siendo
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Figura 3.8: Resultados para el algoritmo GS tradicional en aproximación de
campo cercano. (a) Imagen objetivo. (b) Distribución de intensi-
dad producida al tomar como máscara (a) y propagar libremen-
te. (c) Distribución de intensidad usando un DOE de amplitud,
DOEA y (d) Distribución de intensidad usando un DOE de fase,
DOEF. El campo incidente es una onda plana y monocromática
de longitud de onda λ = 632 nm. La distancia de propagación
es z = 6 mm, el número de píxeles es 128 en ambas dimensiones
y el tamaño de la máscara es 490 µm.
demasiado difusos y entrecortados con poca intensidad debido a la
poca luz redirigida a las áreas que deberían de estar iluminadas y a
una uniformidad demasiado pobre. Finalmente, en la Figura 3.8(d)
se muestra el resultado en el plano de observación producido por
el DOE de fase, DOEF, también generado con el algoritmo GS con-
vencional. Como podemos ver en este caso, la máscara ni siquiera
consigue redirigir la luz a la zona central donde se ubican las siglas
como pasaba en los dos casos anteriores, obteniendo un resultado
totalmente amorfo siendo incluso peor que la distribución de intensi-
dad producida por la propagación libre de mo.
La conclusión que podemos obtener de estas tres simulaciones es
que en ninguno de los tres casos se obtiene una distribución de inten-
sidad en el plano de observación que se pueda considerar una réplica
aceptable del objetivo por lo que debemos de buscar soluciones alter-
nativas.
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3.8 elementos ópticos difractivos en cascada
El uso de DOEs en cascada, tales como lentes de Fresnel o redes de
difracción, es una solución muy satisfactoria para codificar informa-
ción, mejorar el comportamiento de diferentes dispositivos ópticos o
realizar transformaciones en el haz en el régimen de campo cercano.
Por ejemplo, G. Vincent propone en [203] el uso de una sucesión
de redes de difracción para fabricar estructuras híbridas dieléctrico-
metálicas de periodo inferior a la longitud de onda utilizada para
codificar la transmitancia compleja (amplitud y fase) en el rango es-
pectral perteneciente al infrarrojo medio. Sanchez-Brea en cambio,
analiza el efecto Talbot producido por las cuatro configuraciones po-
sibles resultantes de la combinación de dos redes de difracción, una
de amplitud y una de fase, en régimen de campo cercano [159]. De
las cuatro configuraciones posibles, la pseudo-cancelación del efecto
Talbot se produce en tres de ellas, amplitud - amplitud, amplitud -
fase y fase - amplitud, mientras que la cancelación total se logra con
la configuración donde ambas redes modulan la fase. Por otra parte,
Honkanen utiliza dos elementos para la generación eficiente de cam-
pos Bessel de intensidad axial uniforme [67]. En este caso, el primer
elemento transforma el haz Gausiano en un campo anular apodiza-
do en el plano del segundo elemento. Posteriormente, el segundo
elemento se sitúa a una distancia finita del primero corrigiendo las
aberraciones del haz que incide sobre él y a su vez, añadiendo un
perfil optimizado de retardo de fase para la generación de la línea de
enfoque.
Una técnica para obtener un campo determinado en un cierto plano
es el uso de dos DOEs en un sistema de lentes 4− f para la proyec-
ción óptica de la imagen formada por dos lentes convergentes con la
misma longitud focal. El sistema se encuentra en una configuración
afocal así que las imágenes se forman a una distancia 4 f respecto
del objeto. De esta forma, el primer DOE modula la amplitud del
campo incidente y su imagen se forma mediante el sistema de lentes
4 f en el lugar donde se encuentra un segundo DOE de fase. Así, el
campo se obtiene a través del producto de la transmitancia de ambos
DOEs, (amplitud y fase) [149, 150]. De una manera similar, Jesacher
implementa dos DOEs de fase en un modulador espacial de luz junto
con un sistema 4 f para lograr la reducción drástica del ruido de la
proyección holográfica [76]. Zheng en cambio, reconstruye el campo
usando la transformada inversa de Fresnel (TIFr) y una secuencia de
hologramas. Mediante un algoritmo de recuperación de la fase se ob-
tiene la información de la fase de estos hologramas [230]. Después de
la determinación de la fase y la amplitud del frente de ondas en un
plano dado, se realiza la replicación del objeto a través de la TIFr sin
la necesidad de una onda de referencia.
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En el campo de la encriptación de información, son múltiples los
ejemplos de utilización de sistemas en cascada. Estos sistemas nor-
malmente están formados únicamente por máscaras de fase coloca-
das secuencialmente pudiendo contener o no sistemas de lentes. Por
ejemplo, Situ propone un sistema de seguridad sin lentes basado en
el diseño de dos máscaras de fase generadas mediante un algoritmo
iterativo de recuperación de la fase [173]. Para lograr desencriptar la
información, las máscaras de fase se deben situar en ciertas posiciones
a lo largo de la dirección de propagación. Además, como elementos
añadidos para lograr la encriptación, se utilizan tanto la longitud de
onda como las coordenadas de posición. El algoritmo iterativo de Situ
contiene en su kernel la transformada de Fresnel convencional cosa
que no ocurre con el algoritmo desarrollado por Hwang [73]. En este
caso, el algoritmo para el diseño de las máscaras se basa en la trans-
formada discreta de Fresnel y no contiene ningún método iterativo.
Hwang desarrolla un algoritmo para diseñar las dos máscaras de fase
con el fin de lograr la encriptación mediante la longitud de onda y
las coordenadas de posición sin necesidad de métodos iterativos [73].
Niu, diseña dos máscaras a través de un algoritmo de recuperación
de la fase para encriptar de forma sincronizada múltiples fotogramas
grabados con diferentes longitudes de onda [126]. Cuando una on-
da plana con la correcta longitud de onda ilumina el sistema óptico
de verificación, la imagen correspondiente se muestra en el plano de
observación. Cuando el sistema se ilumina con otra onda plana de di-
ferente longitud de onda también usada en la grabación, en el plano
de observación se obtiene una imagen distinta a la obtenida anterior-
mente. Finalmente, solo cuando se obtengan todos los fotogramas
grabados por las diferentes longitudes de onda, el usuario podrá pa-
sar a través del procedimiento de verificación. Siguiendo la misma
línea, pero incrementando el número de máscaras de fase, se encuen-
tra el trabajo de Meng. Éste realiza la encriptación/desencriptación
de la información a diferentes niveles dentro del mismo sistema, po-
sibilitando el acceso a determinada información según la acreditación
de seguridad del usuario [113].
3.9 sistema de doble elemento difractivo
La aplicación de las técnicas vistas en la sección anterior puede
causar un incremento notable del tamaño de los dispositivos que pue-
de no ser asumible en determinadas situaciones. Basándonos en las
técnicas de encriptación mediante elementos ópticos difractivos dis-
puestos en cascada cuyos sistemas de encriptación/desencriptación
no contienen lentes, hemos propuesto el uso de dos DOEs en tándem
sin lentes intercaladas entre ellos, para obtener una determinada dis-
tribución de intensidad en un plano de observación situado a una
48 conformado mediante máscaras continuas
Figura 3.9: Esquema del sistema de doble DOE, con los parámetros involu-
crados. El campo inicial incide sobre el primer DOE, DOE1 (am-
plitud o fase). Entonces, el campo se propaga una distancia z0
hasta alcanzar al segundo DOE, DOE2 (amplitud o fase). El cam-
po resultante es propagado una distancia z1 desde DOE2 hasta
el plano de observación. Para este esquema se ha utilizado la
configuración AF para diseñar las máscaras de ejemplo.
cierta distancia dentro del rango de Fresnel. En la Figura 3.9 se pue-
de ver un esquema del sistema propuesto.
Sea un campo plano y monocromático que incide sobre un primer
DOE, al que denominamos DOE1. Posteriormente el campo modu-
lado a la salida de DOE1 se propaga una cierta distancia, z0, donde
se sitúa un segundo elemento óptico difractivo que denominaremos
DOE2. Por tanto, la modulación no se encuentra prefijada, pero sí
desacoplada, ya que tanto DOE1 como DOE2 pueden modular bien
la amplitud bien la fase pero no ambas simultáneamente. De nuevo,
el campo se propaga una distancia a la que denominaremos z1 don-
de se sitúa el plano de observación elegido. En la Subsección 3.12.2
veremos que las distancias z0 y z1 pueden ser bastante pequeñas, en
el rango de unos pocos milímetros, en comparación con otros algorit-
mos como el mostrado en [230] donde las distancias son, al menos,
un orden de magnitud mayor. Como consecuencia, el sistema es más
simple, robusto y puede llevarse a cabo en situaciones en las que el es-
pacio disponible es limitado. Por ejemplo, un sistema de doble DOE
podría fabricarse en una única lámina de vidrio situando cada DOE
en ambas caras (2SDOE, del inglés “Double-Sided Diffractive Optical
Elements”) [93]. Otra posibilidad es utilizar dos moduladores espacia-
les de luz de transmisión en tándem siempre que las distancias nos lo
permitan. De esta manera se añade al sistema la capacidad de modifi-
car dinámicamente los DOEs diseñados reduciendo ostensiblemente
el tiempo a la hora de obtener la forma deseada del haz.
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Para la optimización de este sistema, hemos desarrollado un algo-
ritmo inspirado en el algoritmo de Gerchberg-Saxton tradicional para
determinar la modulación de ambos DOEs. La modificación del algo-
ritmo GS es un método muy utilizado en la literatura. Ya vimos en la
Sección 3.2 las sucesivas mejoras que se fueron introduciendo comen-
zando por Fienup a finales de los años 70. Hoy día, no ha decaído
su uso y cada autor añade su pequeña modificación dependiendo de
la aplicación que vaya a desarrollar. Restringiéndonos al año 2015,
siguen siendo numerosos los trabajos presentados. Por ejemplo, Nie
diseña DOEs que convierten un haz Gausiano en un haz de perfil
plano (flat top) [125]. Pang en cambio, los genera para aumentar el
ángulo de difracción [134]. Chen diseña hologramas digitales para la
reducción del speckle [20], etc.
3.10 algoritmo modificado de gerchberg-saxton para un
sistema ddoe
Supongamos que tenemos un campo monocromático incidente al
que denominaremos uincidente (x, y) y cuya longitud de onda es λ. Este
campo ilumina un sistema formado por dos DOEs dispuestos secuen-
cialmente. Así, DOE1 es el primer elemento óptico difractivo, DOE2 el
segundo, z0 la distancia entre DOEs y z1 es la distancia desde DOE2
hasta el plano de observación, PO, tal y como se muestra en el es-
quema de la Figura 3.9. En la Subsección 1.3.2 explicamos que, a la
hora de optimizar un DOE, éste puede diseñarse para modular la am-
plitud, DOEA, o para modular la fase, DOEF, del campo que incide
sobre él. Cuando añadimos un nuevo DOE para formar un sistema
de doble DOE, DDOE, aumentamos el número de grados de libertad
del sistema ya que pasamos a tener cuatro posibles configuraciones:
Amplitud - Amplitud, AA, Fase - Fase, FF, Amplitud - Fase, AF, y
por último Fase - Amplitud, FA. Sin perder generalidad, vamos a
describir el algoritmo desarrollado para la configuración AF, siendo
fácilmente transformable para los otros tres casos. Dado que preten-
demos optimizar en el rango de distancias de campo cercano, usare-
mos la aproximación de Fresnel en las propagaciones del kernel del
algoritmo tal y como hicimos en la Sección 3.3 cuando explicamos el
algoritmo GS tradicional. A fin de reflejar lo más detalladamente po-
sible las etapas del algoritmo que explicaremos a continuación, en la
Figura 3.10 se muestra un esquema del mismo, junto con los efectos
producidos en cada etapa.
3.10.1 Etapas del algoritmo DDOE para campo cercano
1. El algoritmo empieza suponiendo un campo situado en el plano
de observación, PO. A fin de reducir el tiempo de cálculo de
la optimización, vamos a suponer que este campo tiene la am-
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Figura 3.10: Algoritmo desarrollado para determinar la modulación de los
dos DOEs involucrados en la configuración de doble DOE para
campo cercano. La línea discontinua indica la incorporación del
DOE modificado (Alg. 2), que produce un notable descenso del
error produciendo una imagen replicada más exacta. Además,
se muestran los efectos producidos en cada etapa del algoritmo
sobre la distribución de intensidad cuando se toma como ob-
jetivo la distribución de intensidad de la Figura 3.7. Todos los
parámetros implicados se definen en el texto.
plitud que deseamos, Aobjetivo (x, y) y una fase aleatoria cuyo
valor puede elegirse entre 0 y 2pi (solamente para la primera
iteración), ϕ(x, y)aleatoria. Por tanto, el campo de salida tiene la
siguiente forma
U2(x, y; z) = Aobjetivo(x, y)ejϕ(x,y)aleatoria , (3.22)
siendo la amplitud la raíz cuadrada de la distribución de inten-
sidad deseada,
Aobjetivo (x, y) =
√
Iobjetivo (x, y), (3.23)
y j la unidad imaginaria, j =
√−1.
2. Teniendo en cuenta el esquema de la Figura 3.10, a partir de
U2(x, y; z) realizamos la propagación inversa desde PO hasta
DOE2, es decir, la distancia z1, a través de la Transformada In-
versa de Fresnel (TIFr),
U3(x, y; z1) = A3(x, y)ejϕ3(x,y) = TIFr [U2(x, y; z1)] , (3.24)
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donde
TIFr [U2(x, y)] = U2(x, y) ∗ h′(x, y; z), (3.25)
siendo (∗) la convolución y h′(x, y; z) el kernel de la TIFr dado
por
h′(x, y; z) = − e
−jkz
jλz
e−
jk
2z (x2+y2). (3.26)
3. Asociamos la fase de U3(x, y; z) al segundo DOE,
DOE2(x, y) = ejϕ3(x,y). (3.27)
Dado que hemos asociado la fase al segundo DOE, el campo
resultante U
′
3(x, y; z) queda formado únicamente por la ampli-
tud,
U
′
3(x, y; z) = A3(x, y). (3.28)
4. Calculamos la transformada inversa de Fresnel (TIFr) de U
′
3(x, y; z)
a una distancia z0 de DOE2,
U4(x, y, z0) = A4(x, y)ejϕ4(x,y) = TIFr
[
U
′
3(x, y)
]
. (3.29)
5. Asociamos la amplitud del nuevo campo U4(x, y; z) al primer
DOE,
DOE1(x, y) = A4(x, y). (3.30)
6. Llegados a este punto hemos finalizado todas las propagaciones
inversas de lo que posteriormente llamaremos primera iteración.
Observando el fragmento de algoritmo desarrollado hasta esta
etapa, podemos comprobar que en total hemos realizado dos
propagaciones inversas (etapas 2 y 4). Para cerrar el bucle nece-
sitamos realizar también dos propagaciones directas. El campo
inmediatamente después de DOE1 viene dado por el producto
de la transmitancia del mismo por la iluminación que incide
sobre él,
U0(x, y) = DOE1(x, y) uincidente(x, y). (3.31)
Para los ejemplos explicados en esta sección, hemos usado una
onda plana y monocromática como iluminación incidente lue-
go,
uincidente(x, y) = 1, (3.32)
sin embargo, como iluminación inicial se puede utilizar cual-
quier otro campo sin perder la validez del algoritmo, para apro-
ximaciones al caso real que tengamos.
7. La función que nos proporciona el valor del campo en función
de las coordenadas x, y, z viene dada por la Transformada Di-
recta de Fresnel (TFr) del campo en cuestión. Por tanto, la pro-
pagación del campo tras DOE1(x, y) una distancia z0 donde se
encuentra situado DOE2 viene dada por,
U1(x, y; z0) = A1(x, y)ejϕ1(x,y) = TFr [U0(x, y)] , (3.33)
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donde
TFr [U0(x, y)] = U(x, y) ∗ h(x, y; z), (3.34)
y
h(x, y; z) =
ejkz
jλz
e
jk
2z (x2+y2). (3.35)
es el kernel directo de la convolución.
8. El campo a propagar viene dado por la transmitancia de DOE2
por el campo obtenido en el paso anterior,
U
′
1(x, y) = U1(x, y)DOE2(x, y). (3.36)
9. Por último propagamos directamente el campo modificado una
distancia z1 hasta el plano de observación PO,
U2(x, y; z1) = A2(x, y)ejϕ2(x,y) = TFr
[
U
′
1(x, y; z1)
]
. (3.37)
Dependiendo de la condición de parada, el campo U2(x, y; z1) =
A2(x, y)ejϕ2(x,y) será el punto de inicio para la siguiente iteración
(paso 2) o la etapa final del algoritmo.
3.10.2 Mejora al algoritmo (DDOE)
El algoritmo anterior proporciona resultados aceptables como ve-
remos en la Sección 3.12. Sin embargo, hemos encontrado que una
simple modificación del algoritmo mejora notablemente los resulta-
dos proporcionando distribuciones de intensidad más precisas. Esta
modificación consiste en incorporar la inversa de la fase producida
por la propagación entre DOE1 y DOE2 en el paso 8. Según esta mo-
dificación, el paso 8 resultante quedaría de la siguiente forma,
DOE2(x, y) = DOE2(x, y)e−jϕ1(x,y),
U
′
1(x, y; z) = U1(x, y)DOE2(x, y).
(3.38)
Con esta modificación, las partes directa e inversa del algoritmo son
más simétricas y los DOEs obtenidos son mucho más simples con
menos ondulaciones. En la Sección 3.13 compararemos los DOEs ob-
tenidos con y sin modificación y realizaremos un exhaustivo análisis
numérico de la calidad de las soluciones.
3.11 parámetros de calidad
Antes de abordar las simulaciones que realizaremos con nuestro
nuevo algoritmo de diseño para DOEs en cascada, necesitamos defi-
nir algunos parámetros que nos permitan decidir la bondad de los
mismos. Siguiendo la literatura, hemos elegido cinco parámetros que
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nos proporcionarán una valiosa información sobre la calidad de la re-
construcción numérica y la razón de convergencia de la optimización.
Todos ellos se han definido de tal forma que el valor resultante sea
nulo cuando la distribución intensidad deseada y la que obtenemos
a la salida del sistema sean iguales,
Isalida = Iobjetivo, (3.39)
donde Iobjetivo(x, y) es la distribución de intensidad objetivo e Isalida(x, y)
es la distribución de intensidad obtenida por el algoritmo.
3.11.1 Error Cuadrático Medio (ECM)
El parámetro ECM mide la diferencia entre la distribución de inten-
sidad deseada y la obtenida por el algoritmo por lo que cuanto menor
sea este parámetro, mayor será la calidad de nuestra reconstrucción.
De hecho, este parámetro se puede elegir como criterio de parada en
la iteración. Se define como
ECM =
∫∫ |Iobjetivo(x, y)− k Isalida(x, y)|2 dx dy∫∫ |Iobjetivo(x, y)|2 dx dy , (3.40)
donde k es un factor de escala constante que minimiza el error.
3.11.2 Eficiencia No Difractiva (END)
El parámetro END nos indica qué porcentaje de la imagen replica-
da se corresponde con las zonas de intensidad luminosa positiva. Se
define como
END = 1−
∫∫
s Isalida(x, y) dx dy∫∫
Isalida(x, y)dx dy
, (3.41)
donde S está formada por las zonas donde la la intensidad en el
objetivo es distinta a cero y la integral se realiza sobre toda la imagen.
3.11.3 Eficiencia Luminosa (EL)
Parecido al anterior parámetro se define la eficiencia luminosa (EL)
como
EL =
∫∫
s Isalida(x, y) dx dy∫∫
Iincidente(x, y) dx dy
, (3.42)
donde Iincidente es la iluminación inicial y la integral se realiza sobre
toda la imagen. En este caso, el parámetro nos informa del porcen-
taje de la intensidad luminosa disponible que se dirige hacia donde
nosotros deseamos.
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3.11.4 No Uniformidad (NU↑, NU↓)
La No Uniformidad NU se define como
NU↑ = std [Isalida(x, y)]S(Iobjetivo≥0,5) ,
NU↓ = std [Isalida(x, y)]S(Iobjetivo<0,5) ,
(3.43)
donde std [Isalida(x, y)] es la desviación estándar calculada en S, sien-
do la desviación estándar la raíz cuadrada de la varianza [79],
std =
√
1
n− 1
n
∑
i=1
(xi − x)2, (3.44)
donde x el vector de datos, n el número de elementos en la muestra
y
x =
1
n
n
∑
i=1
xi, (3.45)
la media aritmética.
Este parámetro informa sobre el rizado presente en la distribución
de intensidad replicada en las zonas luminosas (↑) y oscuras (↓) es-
tableciendo el umbral entre ambas en 0,5. La razón de establecer dos
expresiones de evaluación ha sido la observación de situaciones en
las que la uniformidad en ambas zonas puede ser muy distinta entre
si.
Se deben observar dos hechos: por una parte, se ha asumido una
distribución de intensidad objetivo normalizada a 1. Por otra parte,
la definición elegida de NU es válida cuando la distribución de in-
tensidad objetivo es binaria. Sin embargo, para otros casos, podemos
usar definiciones más complejas para la evaluación del rizado en la
imagen obtenida a la salida.
3.12 simulaciones numéricas
Una vez definidos los parámetros de calidad, podemos analizar
el comportamiento del algoritmo. Para ello, hemos seleccionado di-
versas distribuciones de intensidad binarias como objetivo. Para la
implementación numérica, hemos vuelto a usar la transformada rápi-
da de Fourier (FFT) basada en el método de integración directa que
usa la aproximación de Rayleigh-Sommerfeld (RS) mostrado en [168].
Nótese que los resultados obtenidos y las conclusiones derivadas de
los ejemplos que presentamos en esta tesis, también son válidas para
otros parámetros siempre y cuando las condiciones de campo cercano
se cumplan.
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Sistema Operativo Windows 7®
Procesador Intel® Core ™ Quad Q9400 a 2.66GHz
RAM 8 Gb
Sofware MATLAB®
Cuadro 2: Características técnicas del ordenador utilizado para el cálculo
numérico.
3.12.1 Condiciones de diseño
A la hora de plantearse el diseño de un algoritmo para la gene-
ración de DOEs, una de las variables a tener en cuenta para la eva-
luación de calidad del mismo es el tiempo transcurrido en encontrar
una solución aceptable de acuerdo con el criterio de parada elegido.
Para ello es conveniente fijar las condiciones donde se van a realizar
las simulaciones. En nuestro caso, hemos utilizado un ordenador con
procesador Intel® Core ™ Quad Q9400 a 2.66GHz y 8 Gb de RAM en
el que hemos ejecutado el algoritmo desarrollado sobre MATLAB®.
Estas características se encuentran recogidas en el Cuadro 2.
3.12.2 Análisis de todas las configuraciones posibles del sistema
Como mencionamos en la Sección 3.9, al añadir un DOE adicional
al sistema, se incrementan los grados de libertad pasando de las dos
configuraciones inicialmente posibles del sistema, DOE de Amplitud
(A) o DOE de Fase (F):
Caso 1 (A) : DOE = DOEA,
Caso 2 (F) : DOE = DOEF,
(3.46)
a cuatro: Amplitud - Amplitud (AA), Fase - Fase (FF), Amplitud -
Fase (AF) o Fase - Amplitud (FA):
Caso 3 (AA) : DOE1 = DOEA, DOE2 = DOEA,
Caso 4 (FF) : DOE1 = DOEF, DOE2 = DOEF,
Caso 5 (AF) : DOE1 = DOEA, DOE2 = DOEF,
Caso 6 (FA) : DOE1 = DOEF, DOE2 = DOEA,
(3.47)
3.12.2.1 Configuración óptima del sistema
Vamos a analizar cual de las seis configuraciones posibles del siste-
ma de DOE simple y doble DOE (A, F, AA, FF, AF, FA) proporciona
un menor error y por lo tanto, una mejor réplica de la distribución
de intensidad objetivo. Para ello, hemos elegido como distribución de
intensidad objetivo la Figura 3.11. Como es lógico, en el caso de las
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Figura 3.11: Distribución de intensidad objetivo utilizada en la comparación
de las configuraciones mostradas en el Cuadro 3
DOE1 Amplitud Amplitud Fase Fase
DOE2 Amplitud Fase Amplitud Fase
# Iteraciones 500
Tamaño de máscara 490 µm
z0 3 mm
z1 3 mm
Tamaño de píxel 3,82 µm
Número de píxeles 128× 128
Cuadro 3: Diferentes configuraciones del sistema de doble DOE y paráme-
tros utilizados durante las simulaciones para el esquema de la
Figura 3.9.
configuraciones de un único DOE, A y F, hemos utilizado el algorit-
mo GS tradicional, Algoritmo 3.3, para diseñar las máscaras modu-
ladoras de amplitud y fase respectivamente. Si nos fijamos de nuevo
en el esquema de la Figura 3.9, para este ejemplo hemos elegido de
forma arbitraria (luego veremos que esta arbitrariedad no lo es tanto)
que la separación entre DOE1 y DOE2 sea z0 = 3 mm, la distancia
entre DOE2 y el plano de observación PO sea también z1 = 3 mm,
el tamaño del píxel sea 3,82 µm y el número de píxeles en ambas
dimensiones sea 128× 128. Por tanto, el tamaño de la máscara resul-
tante tiene unas dimensiones de 490 µm × 490 µm. El resumen de las
configuraciones posibles con los valores de los parámetros utilizados
se muestra en el Cuadro 3.
En la Figura 3.12 podemos ver el error cuadrático medio obtenido
según la Ecuación 3.40 en función del número de iteraciones, seleccio-
nando como objetivo la Figura 3.11. Como criterio de parada, en este
caso se ha elegido el número de iteraciones situándose este valor en
500. Según las gráficas de las cuatro configuraciones de doble DOE,
se observa que en nuestro algoritmo el número de iteraciones reali-
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Figura 3.12: Error Cuadrático Medio para las posibles configuraciones de
un único DOE (A y F) y para las cuatro posibilidades de la
configuración de doble DOE (AA, FF, AF, FA) utilizando como
distribución objetivo la imagen de la Figura 3.11. Los paráme-
tros de simulación se recogen en el Cuadro 3.
zadas no es un factor relevante. El ECM tiende rápidamente hacia el
valor de estancamiento o fluctúa levemente en torno a él salvo en el
caso FA. En esta configuración, la fluctuación es más pronunciada os-
cilando (descartando las primera iteraciones) entre el 35 % y el 55 %.
Teniendo en cuenta este hecho, vamos a analizar la misma gráfica en
las primeras 25 iteraciones, Figura 3.13.
La primera conclusión que obtenemos es que, como cualitativamen-
te vimos, cuando analizamos las dos configuraciones de DOEs sim-
ples, A y F, cuantitativamente el ECM es superior en el caso de la
máscara de fase con respecto a la máscara de amplitud. Para la pri-
mera, el valor de estancamiento se sitúa en 77,7 % mientras que para
la segunda este valor decrece hasta el 55,6 % lo que supone una dife-
rencia entre ambos de un 22,1 %. Estos resultados concuerdan con lo
que a simple vista apreciamos en la Figura 3.8 y que comentamos en
la Sección 3.7.2.
Cuando nos centramos en las configuraciones de doble DOE vemos
que, de las cuatro configuraciones posibles, existen tres que mejoran
el error obtenido con la máscara de amplitud de la configuración sim-
ple: FA, FF y AF. Para el caso de FA, el algoritmo parte desde el inicio
con un error menor que en el caso de A situándose en el 38,8 %. Esto
nos índica que el algoritmo comienza a optimizar muy rápidamente
debido a nuestra imposición de la existencia de un campo en el plano
de observación que tiene la amplitud que deseamos, Aobjetivo (x, y). Es-
te hecho se acrecienta aún más en el caso de AF donde directamente
partimos en la primera iteración con un valor del 3,0 % hasta alcan-
zar las estabilización en el 0,90 %. Por otra parte, además de un buen
valor del error desde la iteración inicial, también se puede observar
un rápido descenso hacia el valor de estancamiento como se muestra
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Figura 3.13: Detalle de la Figura 3.12 donde se pueden ver las primeras 25
iteraciones. La configuración amplitud-fase proporciona los me-
jores resultados.
en la configuración FF, donde pasamos de un error inicial del 100 %
en la primera iteración a un 9,0 % en la décima. En el caso de la con-
figuración AA vemos que el algoritmo no actúa como desearíamos,
siendo incapaz de proporcionar buenos resultados pues se alcanza
un error de estabilización en torno al 95 %, mayor que los obtenidos
por las configuraciones de DOEs simples que es incluso mayor que el
obtenido en la primera iteración (91,2 %).
En la Figura 3.14 se muestran las máscaras de amplitud, Figura
3.14(a) y fase, Figura 3.14(b) que producen menor ECM cuando el
objetivo es la Figura 3.11. Como se puede apreciar, el objetivo y la
réplica, Figura 3.14(c) son prácticamente iguales en la configuracion
AF. En la Sección 3.13 realizaremos un análisis detallado de éste y
otros ejemplos de sistemas en la configuración AF a través de los
parámetros de calidad.
Según los datos anteriores y la gráfica de la Figura 3.13, queda com-
probado que siempre que las condiciones de diseño nos lo permitan,
elegiremos para la configuración de doble DOE aquella en la que el
DOE1 module la amplitud y DOE2 module la fase del campo (AF).
Dado que esta configuración es la que mejor distribución de inten-
sidad replicada proporciona, el resto de los análisis los centraremos
en esta configuración. En los siguientes análisis vamos a comprobar
como influyen los parámetros de inicialización en el algoritmo.
Variación del número de píxeles fijando el tamaño de la máscara
Para estas simulaciones, hemos impuesto un tamaño de la máscara
de 390 µm × 390 µm y hemos variado el número de píxeles desde
64 hasta 2048 en potencias de 2n de forma bidimensional. El valor
del tamaño de la máscara se ha escogido de manera que la propaga-
ción RS siempre sea correcta, es decir, ∆ρ ≥ 1 en [168]. En la Figura
3.15 podemos observar que el error aumenta con el número de píxe-
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(a) (b)
(c)
Figura 3.14: Ejemplo de optimización del sistema de doble DOE en la con-
figuración AF. (a) y (b) máscaras de amplitud y fase obtenidas
con el Algoritmo 3.10. (c) distribución de intensidad replicada
en el plano de observación. Los parámetros de simulación se
recogen en el Cuadro 3.
les tendiendo a la saturación con el incremento de los mismos. Para
explicar este hecho, debemos recordar la definición de ventana dada
por la Ecuación 3.19 donde el tamaño de píxel c, está directamente
relacionado con el tamaño de la máscara y con el número de píxeles
M× N. Así, reordenando tenemos que
c =
ventana
M× N . (3.48)
Por lo tanto, cuanto menor número de píxeles tiene la imagen objeti-
vo más fácil resulta replicarla y, por el contrario, a mayor número de
píxeles, la imagen a replicar tiene más calidad y, por tanto, al algo-
ritmo le cuesta más replicar la imagen aumentado el error. Aún así,
desechando el caso de 64 puntos, vemos que el valor del error para
las distintas gráficas se mantiene entre el 10,5 % y el 13 % aproxima-
damente. Éste es un dato importante ya que nos indica que el número
de píxeles en este caso no es un factor crítico en el error por lo que,
dependiendo del caso, nos permitirá elegir el número de píxeles que
más nos interese por ejemplo, a la hora de la fabricación material de
los DOEs. En nuestro caso y teniendo en cuenta estos datos, a fin
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Figura 3.15: ECM frente al número de iteraciones variando el número de
píxeles de las máscaras. El número de píxeles prácticamente no
influye en la distribución de intensidad replicada tendiendo el
error a la saturación en torno al 13 %.
de reducir el tiempo invertido en las simulaciones hemos escogido
establecer como número de píxeles en las dos dimensiones 128.
Variación del tamaño de la máscara fijando el número de píxeles
La siguiente comprobación que haremos será analizar cómo varía
el error en función del tamaño de la máscara fijando el número de
píxeles en 128 µm× 128 µm. Al igual que en el caso anterior, hemos
escogido un valor límite respetando la condición ∆ρ ≥ 1. Los valores
escogidos para el tamaño de la máscara van desde 490 µm× 490 µm
hasta 85 µm× 85 µm con una variación de 45 µm en cada paso. En la
Figura 3.16 podemos ver que el ECM aumenta inversamente con el
tamaño de la máscara pasando de un valor del 74,5 % para la máscara
de 130 µm a tan solo un 1,2 % para la máscara de 490 µm. De nuevo,
acudiendo al tamaño de píxel dado por la Ecuación 3.48, se vuelve
a replicar el comportamiento anterior. Al aumentar el tamaño de la
máscara, estamos aumentando el tamaño del píxel reduciendo la cali-
dad de la imagen por lo que se obtiene el mismo comportamiento que
en la simulación anterior reduciéndose el error. Luego la conclusión
que obtenemos de este análisis es que, siempre que las condiciones
nos lo permitan, tenderemos a escoger un tamaño de máscara lo más
grande posible por lo que en nuestro caso utilizaremos en las simula-
ciones numéricas posteriores el valor de 490 µm× 490 µm.
Elección de la longitud de onda
El siguiente parámetro que analizaremos en nuestra configuración
será la longitud de onda que incide sobre el sistema. Para ello, vamos
a comprobar cómo varía el error en un amplio rango espectral sin
tener en cuenta el valor optimizado de la máscara encontrado en el
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Figura 3.16: ECM frente al número de iteraciones variando el tamaño bidi-
mensional de la máscara cuadrada. Las unidades dimensionales
del tamaño de la máscara son µm. El error aumenta con el decre-
cimiento del tamaño de la máscara para un número de píxeles
fijado.
punto anterior para respetar la condición de ∆ρ y posteriormente,
volveremos a repetir el análisis teniendo en cuenta esta restricción. En
la Figura 3.17(a) hemos representado el ECM para 10 longitudes de
onda comprendidas entre λ = 100 nm y λ = 1000 nm y un tamaño
de la máscara de 190 µm. En líneas generales se puede ver que el
error de nuestro sistema aumenta notablemente con la longitud de
onda pasando del 1,5 % para λ = 100 nm hasta un 51 % para λ =
1000 nm. El crecimiento medio del error ronda el 6 % salvo para el
rango espectral situado entre λ = 300 nm y λ = 400 nm donde la
variación es de solo un 0,9 % .
Cuando tenemos en cuenta la limitación de ∆ρ e imponemos un ta-
maño de máscara de 490 µm, la menor longitud de onda que se puede
evaluar es λ = 632 nm. Así que en la Figura 3.17(b), hemos vuelto a
analizar el espectro para 10 longitudes de onda comprendidas entre
este valor y λ = 1000 nm. En general contrastando para el mismo
rango espectral, para todas las longitudes el ECM ha decrecido obte-
niéndose un valor máximo de 7,4 % para λ = 1000 nm. Este dato era
esperado puesto que, en anteriores apartados, ya hemos obtenido la
conclusión de que el error decrece con el tamaño de la máscara, el
cual ha aumentado. Para el caso de λ = 632 nm, el ECM = 0,785 %
lo que supone prácticamente la mitad del menor error logrado en el
rango espectral sin limitar. Estos datos nos indican que el algoritmo
obtiene una réplica más precisa cuanto menor es la longitud de onda
de diseño, y por lo tanto, supone que en análisis posteriores evalua-
remos nuestros sistemas en λ = 632 nm.
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(a)
(b)
Figura 3.17: ECM frente al número de iteraciones variando la longitud de
onda de diseño para una máscara de (a) 190 µm y (b) 490 µm.
Las unidades dimensionales de las longitudes de onda son µm.
En ambos casos, cuanto mayor es la longitud de onda menor ca-
lidad tiene el conformado de haces en el plano de observación.
Variación de la fase inicial
En la Subsección 3.10.1 vimos que el algoritmo DDOE para cam-
po cercano supone la existencia de un campo inicial para la primera
iteración del bucle. Éste toma como amplitud, la amplitud del obje-
tivo, Aobjetivo (x, y) =
√
Iobjetivo (x, y) y como fase, una fase aleatoria
comprendida entre 0 y 2pi (Ecuación 3.22). A fin de comprobar como
afecta esta hipótesis al resultado obtenido al final la optimización, va-
mos a analizar como afecta la incorporación de ruido a esta fase. Para
ello, vamos a modificar el campo dado por la Ecuación 3.22 añadien-
do un factor multiplicativo, p, en la fase,
U2(x, y; z) = Aobjetivo(x, y)epjϕ(x,y)aleatoria . (3.49)
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Figura 3.18: ECM frente al factor multiplicativo de la fase p para 1000 simu-
laciones en torno al rango evaluado. Para valores el algoritmo
obtiene la mejor réplica del objetivo.
En la Figura 3.18 hemos representado la variación del ECM frente
a p para un intervalo de p comprendido entre −pi y pi. Lo primero
que se aprecia en la gráfica es la existencia de una gran dispersión
del error en los intervalos
[−pi,−pi2 ] y [pi2 ,pi] con valores oscilando
entre el 0,9 % y el 1,6 %. Sin embargo, esta dispersión se reduce no-
tablemente cuando el parámetro p tiende a cero decayendo el ECM
hasta valores en torno al 0,7 %. Lo segundo que podemos apreciar es
que el decrecimiento del error se estanca en el rango p = [−0,4, 0,4]
oscilando alrededor de un valor medio del 0,8 %. Estos resultados nos
indican que el algoritmo consigue mejorar la obtención de la réplica
cuanto menor es la aleatoriedad de la fase inicial y, por tanto, menos
ruido se incorpora. Según esto, en los análisis que realizaremos de
ahora en adelante impondremos una fase nula en la optimización de
las máscaras.
Variación de las distancias de diseño
Los siguientes parámetros que vamos a analizar son las dos dis-
tancias de diseño, z0 y z1, variables a lo largo del plano z de las que
depende el algoritmo. Volviendo a la Figura 3.9 vemos que estas dis-
tancias se corresponden con la separación entre el primer DOE y el
segundo, z0 y entre el segundo DOE y el plano de observación z1.
El primer análisis que vamos a realizar es determinar cuál es el ran-
go de ambas distancias bajo el cual el algoritmo obtiene resultados
satisfactorios. Para ello, vamos a variar z0 y z1 desde 450 µm, distan-
cia mínima respetando la condición de ∆ρ, hasta 1 m utilizando una
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(a) (b)
(c) (d)
Figura 3.19: ECM frente a las distancias z0 (distancia entre DOEs) y z1 dis-
tancia desde el segundo DOE al plano de observación (izquier-
da tridimensional y derecha bidimensional limitada al rango de
distancias de interés y superior con un tamaño de máscara de
190 µm× 190 µm e inferior de 490 µm× 490 µm). La longitud
de onda es λ = 632 nm y la fase inicial es ϕ = 0.
máscara de 190 µm× 190 µm y una longitud de onda de 632 nm. En
la Figura 3.19(a) hemos representando en tres dimensiones el ECM
frente a ambas distancias. En la gráfica se aprecia que el algoritmo tie-
ne una fuerte dependencia con z1 mientras que esta dependencia es
mucho menor z0. Con el fin de analizar estas dependencias con más
detalle en la Figura 3.19(b) hemos representado en dos dimensiones
el área limitada por (z0, z1 = 10 cm) de la Figura 3.19(a). Si tomamos
como referencia un valor de z0 fijo, como por ejemplo z0 = 450 µm,
vemos que el error se sitúa en valores por debajo del 10 % durante los
primeros 10 mm elevándose bruscamente a partir de este punto has-
ta ECM = 70 %. Sin embargo, esta tendencia no se observa cuando
fijamos z1 = 450 µm y observamos z0. La Figura 3.19(b) nos muestra
que el error permanece por debajo del 10 % para aproximadamente
los primeros 30 cm para comenzar un aumento gradual hasta el final
de la distancia evaluada donde el valor del ECM se sitúa en torno
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al 90 %. Por lo tanto, en este caso se deduce que a las condiciones
ideales de diseño, debe añadirse el establecimiento de distancias de
diseño z1 menores a 1 cm. En cuanto a z0, este rango de distancias de
diseño es menos restrictivo pudiendo escoger valores preferentes de
z0 por debajo de 20 cm.
Cuando incrementamos el tamaño de la máscara hasta 490 µm ×
490 µm, debemos de comenzar el rango de distancias en z0 = z1 =
3 mm a fin de respetar la condición de ∆ρ. Esto produce una mejora
de la calidad obtenida acorde con lo mostrado hasta ahora, permi-
tiendo aumentar el rango de distancias en z1 prácticamente diez cen-
tímetros, llegando a 20 cm conservando valores bajos del error. En lo
referente al rango de distancias de z0, sigue conservándose el buen
comportamiento en el ECM por lo que el algoritmo mantiene la inde-
pendencia respecto a este parámetro para una z1 fija en su rango de
validez. Por otra parte, dentro de este área de buen comportamien-
to del algoritmo, de entre todas las distancias de diseño posible, la
combinación que menor error produce es z0 = z1 = 3 mm con un
ECM = 0,78 % razón por la cual en análisis anteriores ha sido la
pareja de distancias escogida para las simulaciones.
Dada su importancia, además del ECM en la Sección 3.11 hemos
definido otros cuatro parámetros de calidad que analizaremos en es-
te apartado aunque únicamente para el caso en el que el tamaño de
la máscara es 490 µm× 490 µm. Comenzaremos con la Eficiencia No
Difractiva, END, Ecuación 3.41. En la Figura 3.20(a) podemos ver la
variación de este parámetro para el rango de distancias analizado en
la Figura 3.19(c). Como se observa en la gráfica, el área con mayor
eficiencia difractiva se corresponde con el área de menor ECM os-
cilando el valor de la END desde un valor inicial del 3,91 % para
z0 = z1 = 3 mm hasta un valor en torno al 60 % para z1 = 2 cm,
z0 = 3 mm. Por otra parte, la combinación de distancias menos efi-
ciente se produce en z0 = 8,6 cm y z1 = 10 cm obteniéndose un
END = 94 % (nótese que debido a la definición negativa de la Ecua-
ción 3.41, a un menor valor de la misma, mayor es la eficiencia difrac-
tiva). Según estos valores, podemos concluir que esta eficiencia está
directamente ligada con el ECM por lo que la combinación z0, z1 con
menor error, también es la que mayor porcentaje de la imagen repli-
cada se corresponde con las zonas de intensidad luminosa positiva
del objetivo.
La otra eficiencia que hemos definido ha sido la Eficiencia Lumi-
nosa, EL, dada por la Ecuación 3.42. En este caso, predomina la baja
eficiencia para casi todas las combinaciones de distancias de diseño
con un valor medio en torno al 15 % a excepción de área compren-
dida entre los primeros 4 cm para z1 y prácticamente la totalidad de
z0. En la Figura 3.20(b) podemos ver en detalle la región de interés.
En líneas generales, las regiones con mayores valores de EL también
se corresponden con las de menor ECM con un valor de al menos
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el 40 %. Sin embargo, a diferencia de la END, no existe uniformidad
apreciándose combinaciones de distancias en las que se produce una
alta EL con valores en torno al 80 % e incluso máximos del 94 % como
en z0 = 3,2 cm, z1 = 3 mm.
Finalmente, el último parámetro que estudiaremos será la No Uni-
formidad, NU, definida por la Ecuación 3.43. En este caso NU, a su
vez, se divide en dos definiciones dependiendo de si el análisis se
realiza respecto a las zonas iluminadas, NU↑, o respecto a las oscuras,
NU↓, de la distribución de intensidad objetivo. La primera se mues-
tra en la Figura 3.20(c) para la combinación de distancias con la que
venimos trabajando. Como puede observarse, existe una alta NU↑ en
el área comprendida entre z1 = (0− 40) mm y z1 = (2− 10) cm
con regiones constantes de valor 100 % lo que supone la existencia
de un alto rizado en la distribución de intensidad replicada para las
zonas luminosas. En cuanto a la combinación de distancias de diseño
con mayor uniformidad dentro del rango evaluado, ésta vuelve a ser
z0 = z1 = 3 mm con un valor de NU↑ = 9,2 % donde se debe recor-
dar la definición negativa del parámetro en la Ecuación 3.43. Si ahora
nos fijamos en la NU↓, Figura 3.20(d), podemos apreciar que apenas
existe rizado en los primeros 2 cm en z1 para cualquier valor de z0
obteniéndose de nuevo la mejor combinación en z0 = z1 = 3 mm con
un valor de NU↓ = 0,3 %.
A tenor de los resultados obtenidos con la totalidad de los pará-
metros de calidad, podemos concluir que una buena combinación de
distancias de diseño podría ser aquella en la que z1 = 3 mm para
prácticamente cualquier z0. Por ello, en la Figura 3.21 hemos repre-
sentado este análisis. Como puede observarse, las gráficas de la EL
y la NU↑ prácticamente coinciden lo cual es lógico ya que una alta
eficiencia luminosa lleva consigo un incremento en la cantidad de luz
a la que dar forma incrementándose el rizado. En cuanto al resto de
parámetros, se confirma que dentro de este rango de combinaciones,
z0 = z1 = 3 mm es la que produce mejor distribución de intensidad
replicada.
Variación del tipo de haz
Hasta ahora en todas las simulaciones hemos utilizado como fuente
luminosa un haz plano y monocromático. Sin embargo, suele usarse
como haz de incidencia un láser con un perfil de intensidad Gaus-
siano que se corresponde con el modo transversal electromagnético
TEM00 teórico. Este tratamiento no deja de ser una nueva aproxi-
mación al comportamiento real aunque de mayor precisión ya que,
láseres como el de He-Ne o Ar-Ion, prácticamente reproducen el com-
portamiento de esta aproximación [60]. Así, tenemos que la expresión
para el haz Gaussiano viene dada por [136]
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Figura 3.20: Resto de parámetros de calidad (a) END, (b) EL, (c) NU↑ y (d)
NU↓ cuando el tamaño de la máscara es 490 µm× 490 µm.
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Figura 3.21: Parámetros de calidad fijando z1 = 3 mm para cualquier valor
de z0. La combinación de distancias de diseño que mejor réplica
produce es z0 = z1 = 3 mm.
Por tanto la intensidad viene dada por
I (ρ, z) = I0
[
ω0
ω (z)
]2
e
− 2ρ2
ω2(z) , (3.56)
siendo ρ = x2 + y2.
En el primer análisis hemos elegido que el radio de cintura sea la
mitad del tamaño de la máscara,
ω0 =
ventana
2
=
490 µm
2
= 245 µm, (3.57)
para poder apreciar los efectos producidos por este haz al incorporar-
lo al algoritmo de DDOE.
En la Figura 3.22 hemos representado la variación de los paráme-
tros de calidad frente a las distancias de diseño z0 y z1 sin variar el
resto de parámetros respecto a la Figura 3.19(c). Como podemos ob-
servar, al utilizar como haz de diseño el haz Gaussiano, se mantiene
la tendencia que obtuvimos con el haz plano en relación a las distan-
cias de diseño, con una clara dependencia respecto a z1 obteniendo
para todo z0 valores del ECM por debajo del 15 % para los primeros
15 mm. A partir de esta distancia, el error comienza a crecer nota-
blemente. Sin embargo, esta tendencia de nuevo no se repite si nos
fijamos en z0 donde obtenemos valores del error aceptables en todo
el rango estudiado. En cuanto a la posición optima de diseño, en es-
te caso el ECM mínimo lo encontramos en z0 = 10 cm, z1 = 3 mm
con ECM = 4,41 % lo que supone un incremento relativo del 17,7 %
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respecto al mínimo obtenido con la onda plana. En cuanto al valor
máximo, éste se encuentra en la combinación z0 = 3,5 cm, z1 = 10 cm
con un valor de ECM = 77,65 %.
A fin de tener una visión más clara de las diferencias entre los resul-
tados obtenidos con ambos haces, hemos definido la función Γ (z0, z1)
que evalúa la diferencia puntual entre los valores de los parámetros
de calidad píxel a píxel,
Γ (z0, z1) = |PC (z0, z1)|HG − |PC (z0, z1)|HP , (3.58)
donde PC es el parámetro de calidad evaluado, HP indica haz plano
y HG haz Gaussiano.
En la Figura 3.22(b), podemos ver la función Γ (z0, z1) para el ECM.
Como podemos observar, para el ω0 elegido no existen grandes di-
ferencias respecto al haz plano en cuanto al ECM siendo la máxi-
ma diferencia relativa ΓECM = 14,15 % situada en la combinación
z0 = 3 mm, z1 = 29,27 mm. Cuando nos fijamos en la END, Figura
3.22(c), de nuevo la combinación con mejores resultados se produce
para el caso de z0 = z1 = 3 mm con un valor del 10,3 % frente al 3,91 %
del caso anterior lo que supone un incremento relativo del 38 % en es-
ta combinación. Teniendo en cuenta la totalidad de las combinaciones
y calculando la función ΓEND (z0, z1), Figura 3.22(d), la máxima dife-
rencia relativa se sitúa en la combinación z0 = 4,29 mm, z1 = 15,0 mm
con un valor de ΓEND = 14 %. En cuanto a la EL que podemos ver en
la Figura 3.22(e), el mejor valor lo obtenemos cuando z0 = 6,72 cm y
z1 = 3 mm con un valor de EL = 90,26 %. Al igual que para el caso
del haz plano, se observa una región de combinación de distancias
de diseño donde EL mantiene unos valores elevados. Este área se en-
cuentra para la combinación de valores de z0 hasta 15 mm y z1 desde
4 cm hasta el final de la distancia evaluada. La Figura 3.22(f) muestra
la función ΓEL (z0, z1) donde se puede observar un máximo de dife-
rencia relativa situado en z0 = 3,2 cm y z1 = 3 mm con ΓEL = 57,8 %
aunque no se aprecian grandes diferencias respecto al caso del haz
plano.
Por último analizaremos las uniformidades NU↑ y NU↓. En la Fi-
gura 3.23(a) podemos ver NU↑ cuando el haz de diseño es el haz de
Gauss. En este caso, la uniformidad más alta se sitúa en z0 = 7,2 mm
y z1 = 6,8 mm con NU↑ = 8,4 %. Además se observa la existencia
de una combinación de distancias con valores de NU↑ elevados, aun-
que esta región es de menor tamaño y con valores de NU↑ menores
que para el caso del haz plano situándose el máximo en z0 = 7,3 cm,
z1 = 1,72 cm. Hecho que se puede apreciar claramente en la fun-
ción ΓNU↑ (z0, z1) de la Figura 3.23(b), donde se aprecian áreas de
diferencias relativas constantes del 40 % y picos por encima del 60 %.
En cuanto a NU↓, el comportamiento es similar al mostrado para el
haz plano observándose un área de alta uniformidad para aproxi-
madamente los primeros 2 cm y para todo z1 tal y como vemos la
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(a) (b)
(c) (d)
(e) (f)
Figura 3.22: Parámetros de calidad frente a las distancias de diseño z0 y
z1 para un haz Gaussiano y su comparación respecto al haz
plano mediante la Ecuación 3.58. (a) ECM, (b) ΓECM, (c) END,
(d) ΓEND, (e) EL y (f) ΓEL. Nótese que la función Γ mantiene
las unidades de los parámetros a partir de los cuales ha sido
calculada.
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(a) (b)
(c) (d)
Figura 3.23: Uniformidades frente a las distancias de diseño z0 y z1 para un
haz Gaussiano. (a) NU↑ (b) ΓNU↑ , (c) NU↓ y (e) ΓNU↓ .
Figura 3.23(c). De nuevo este comportamiento se confirma en la Figu-
ra 3.23(d) donde la función ΓNU↓ (z0, z1) tiene valores prácticamente
nulos en esta zona.
En el anterior estudio hemos obtenido los parámetros de calidad
frente a todas las combinaciones posibles de las distancias de diseño
z0 y z1 evaluadas. Otro análisis interesante es conocer como varía el
ECM frente a ω0 cuando fijamos estas distancias a los valores óptimos
encontrados para el haz plano, z0 = z1 = 3 mm. En la Figura 3.24
podemos ver que a medida que el radio de la cintura aumenta, el
error decrece pasando del 96 % para ω0 = 10 µm a 1,6 % cuando
ω0 = 490 µm produciéndose el descenso más acusado con el aumento
sucesivo de ω0 hasta las 200 µm donde el error vale ECM = 5,4 %. En
la misma gráfica hemos señalado en rojo el ECM correspondiente a
ω0 = ventana/2 = 245 µm evaluado en el análisis anterior y cuyo
valor es 4,47 %.
3.13 comparación de las dos versiones del algoritmo
de ddoe
La distribución de intensidad objetivo es otro factor importante a
tener en cuenta. Como es lógico, no tiene la misma dificultad la ob-
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Figura 3.24: ECM frente a ω0 cuando se utiliza como fuente luminosa
de diseño un haz gaussiano y se fijan las distancias de dise-
ño a z0 = z1 = 3 mm. El punto rojo indica el ECM para
ω0 = ventana/2 = 245 µm.
tención de un haz con una forma suave, sin vértices y de gran tamaño
como puede ser un círculo que una forma con múltiples figuras, de
pequeño tamaño y con vértices. Para tener constancia de como afec-
tan estas variaciones en la optimización de las máscaras por parte de
los algoritmos diseñados, en esta sección analizaremos como varían
los parámetros de calidad, las máscaras diseñadas y finalmente las
distribuciones de intensidad replicadas para el algoritmo desarrolla-
do y su variación expuesta en la Subsección 3.10.2. En lo siguiente
denominaremos Algoritmo 1, Alg. 1 al algoritmo principal y Algorit-
mo 2, Alg. 2 a su modificación.
En la Figura 3.25 se muestran tres objetivos distintos donde hemos
incrementado la dificultad paulatinamente. El objetivo (a) es una aber-
tura cuadrada ya tratada en anteriores análisis al igual que el objetivo
(b) acrónimo de Universidad Complutense de Madrid (UCM). Final-
mente el objetivo (c) está formado por una mini red de difracción con
pequeños círculos luminosos en dos de las esquinas junto con dos
anillos luminosos en las esquinas restantes. Junto a los objetivos, se
muestra la distribución de intensidad replicada así como las másca-
ras resultantes de la optimización realizada por los algoritmos que
producen un menor ECM dentro de las primeras 50 iteraciones.
En todos los casos, se aprecia que la imagen objetivo y la distribu-
ción de intensidad obtenida a la salida son muy similares. Sin embar-
go, en el caso de Alg. 2 se aprecia un mejor resultado. Cuantitativa-
mente esta mejoría también se aprecia al obtener el ECM tal y como
muestra la Figura 3.26 donde en azul, hemos representando el ECM
frente al número de iteraciones para las distribuciones de intensidad
obtenidas con las máscaras diseñadas con Alg. 1 y en rojo, para la
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Figura 3.25: Ejemplos de obtención de diferentes distribuciones de intensi-
dad con la configuración AF y las máscaras diseñadas con los
algoritmos desarrollados cuando las distancias de diseño son
z0 = z1 = 3 mm.
obtenidas con las máscaras diseñadas con Alg. 2. En todos los casos
evaluados, aunque Alg. 1 obtiene buenos resultados no superando
nunca el mínimo ECM global el 5 %, Alg. 2 consigue mejorarlos si-
tuándose en valores cercanos al 1 % e incluso menores para los casos
(a) y (b). Para ser más precisos al evaluar esta diferencia, en el Cuadro
4 hemos recopilado los valores de los parámetros de calidad para los
ejemplos mostrados en la Figura 3.25.
Como podemos ver, los valores del ECM para el Alg. 1 son bastan-
te bajos, rondando en los tres casos evaluados el 1,5 %. Sin embargo,
cuando utilizamos el Alg. 2, en los tres casos se produce una mejoría
notoria. Por ejemplo, en el caso (a) se produce una reducción de dos
órdenes de magnitud pasando de ECM = 1,30 % a ECM = 0,057 % lo
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Figura 3.26: Ejemplos de obtención de diferentes distribuciones de intensi-
dad con la configuración AF y las máscaras diseñadas con el
algoritmos desarrollados.
ECM (%) END (%) EL (%)
Objetivo Alg. 1 Alg. 2 Alg. 1 Alg. 2 Alg. 1 Alg. 2
a 1,30 0,057 1,79 0,035 14,33 16,95
b 1,59 0,71 7,75 3,51 6,82 8,07
c 1,46 1,02 9,43 3,98 7,38 7,30
NU↑ (%) NU↓ (%)
Objetivo Alg. 1 Alg. 2 Alg. 1 Alg. 2
a 6,31 1,57 0,45 0,005
b 11,16 8,89 0,56 0,27
c 13,15 12,64 1,03 0,86
Cuadro 4: Mejores valores de los parámetros de calidad para las imágenes
objetivo de la Figura 3.25 en las 50 primeras iteraciones. Los va-
lores del ECM para Alg. 1 son bastante bajos sin embargo, la
modificación llevada a cabo, Alg 2, consigue disminuir en todos
los casos dicho valor obteniendo mejor replica a la salida del sis-
tema.
que supone una mejoría del 95 %. Para el caso (b) donde incrementa-
mos la dificultad ya que la distribución de intensidad objetivo consta
de tres elementos independientes, el ECM se reduce en un orden pa-
sando de 1,59 % a 0,71 %, es decir una mejora del 55 %. Por último,
para el caso (c) donde tenemos diferentes objetos en los que cambia
el tamaño y la forma, pasamos de un ECM = 1,46 % a ECM = 1,02 %
lo que supone una mejora del 30 %. Esta mejora se mantiene en el res-
to de parámetros de calidad, en mayor o menor medida, con mayor
diferencia de valores para el caso (a). La END en el objetivo (a) tiene
un valor de 1,79 % y 0,035 % para Alg. 1 y Alg. 2 respectivamente lo
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que supone una mejoría del 98,05 % y una diferencia de dos órdenes
de magnitud mientras que para los objetivos (b) y (c) en ambos casos
la END es del mismo orden, 7,75 % y 3,51 % para (b) y 9,43 % y 3,98 %
para (c). El mismo comportamiento se aprecia en EL aunque en este
caso, los valores obtenidos al aplicar Alg. 1 y Alg. 2 son bastante
parecidos llegando prácticamente a coincidir para el objetivo (c). En
cuanto a las uniformidades, tanto para NU↑ como para NU↓, se obtie-
nen mejores valores también para Alg. 2 llegando incluso a bajar la
NU↓ en dos órdenes de magnitud para el caso (a). Por tanto, teniendo
en cuenta los resultados de los dos algoritmos desarrollados, utiliza-
remos para la optimización del sistema y por tanto para el diseño de
las máscaras, el Alg. 2. De hecho, para las simulaciones numéricas
realizas hasta ahora se ha utilizado este algoritmo siendo todas las
conclusiones válidas cuando se utiliza Alg. 1.
Cuando nos centramos en las máscaras obtenidas por los algorit-
mos desarrollados, ya sea Alg. 1 o Alg. 2, se aprecia que en todos los
casos el DOE de amplitud, DOE1, presenta una alta transmitancia en
las áreas donde la irradiancia en la distribución de intensidad objeti-
vo es alta o en las regiones más cercanas a las mismas. Por ejemplo, si
nos fijamos en la Figura 3.25(a), el DOE1 no es exactamente igual al
cuadrado objetivo ya que el área de alta transmitancia es mayor que
el mismo. Por otra parte, la transmitancia es nula cuando las locali-
zaciones no se encuentran cerca de las áreas mencionadas. Este com-
portamiento se puede interpretar de la siguiente forma: el algoritmo
intenta maximizar la transmitancia de DOE1 minimizando además
END tal y como se muestra en el Cuadro 4. Sin embargo, cuando
las distancias de diseño z0 y z1 son pequeñas como en los casos eva-
luados en los ejemplos mostrados, los efectos difractivos no pueden
redireccionar la luz con ángulos elevados. Como consecuencia, DOE1
no permite el paso a las zonas cuya luz no puede redireccionarse a
las regiones brillantes de la imagen. Este comportamiento hace que la
configuración de doble DOE mejore notablemente a la configuración
estándar de un solo DOE diseñado mediante GS ya sea de amplitud o
de fase. Como hemos mostrado en secciones anteriores, las máscaras
diseñadas con el algoritmo GS tradicional para campo cercano produ-
cen pobres resultados dado que para un único DOE de fase, la luz no
es redirigida adecuadamente para cortas distancias y, para un único
DOE de amplitud, los efectos difractivos no pueden minimizarse.
Como acabamos de analizar, Alg. 1 y Alg. 2 producen diferentes
resultados en los parámetros de calidad luego es de esperar que haya
diferencias en los DOEs diseñados por ambos. Para analizar este pun-
to, vamos a fijarnos en las mascaras producidas por ambas versiones
del algoritmo mostradas en la Figura 3.25. Para el caso de la máscara
de amplitud, DOE1, no hay diferencias significativas en las máscaras
generadas por Alg. 1 y Alg. 2 mostrándose áreas brillantes y oscuras
prácticamente con la misma forma y tamaño en los mismos lugares.
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En cuanto a la máscara de fase, podemos apreciar que con Alg. 2, el
DOE2 es mas suave lo que significa que hay menos diferencia entre
los escalones o, en este caso, entre los niveles de gris de la fase por lo
que es más tolerante en cuando a posicionamiento espacial.
3.14 velocidad del algoritmo
Un factor importante en cualquier algoritmo es comprobar si el re-
sultado deseado, dentro del criterio de parada establecido, se obtiene
en el menor tiempo posible o por el contrario su tiempo de ejecu-
ción es inasumible con los equipos informáticos actuales. En nuestro
caso, hemos evaluado la velocidad de Alg. 2 para los objetivos de
la Figura 3.25 y hemos comprobado que es bastante rápido, ya que
invertimos en cada interación en torno a 0,35 segundos evaluando
con MATLAB(R) en un ordenador personal con Interl(R) Core(TM)
I5 760 a 2.80 GHz y 6 GB de memoria RAM. Por ejemplo, para el caso
de la Figura 3.25(a) tenemos un valor aceptable del error en sólo 3,5
segundos, es decir, tan solo 10 iteraciones.
3.15 análisis de las tolerancias : profundidad de foco
A la hora de diseñar un dispositivo, un análisis de gran importan-
cia para las aplicaciones es conocer como se comporta cuando las
condiciones de fabricación o implementación no son las ideales, es
decir, no son exactamente aquellas que se utilizaron para su diseño.
Por ejemplo, en el caso de la configuración de doble DOE, dos varia-
bles que podrían cambiar son las longitudes de onda y las distancias
de diseño z0 y z1. En este apartado comprobaremos como afecta esta
variación al sistema óptico formado por las máscaras producidas por
Alg. 2 en el caso (b) de la Figura 3.25.
3.15.1 Tolerancias respecto a distancias de diseño
A lo largo de todos los análisis anteriores, hemos obtenido la distri-
bución de intensidad replicada en los planos de observación situados
en la distancia resultante de la combinación de las distancias de dise-
ño z0 y z1 donde situamos las máscaras de amplitud y fase respecti-
vamente. Cuando las máscaras no se encuentran en estas posiciones
ideales, se produce el fenómeno conocido en óptica geométrica como
desenfoque, que produce una perdida de la calidad de la imagen y,
si es lo suficientemente grande, la pérdida de la misma. Se denomi-
na profundidad de foco o DOF (del inglés, Depth Of focus) al rango
sobre el cual el plano de imagen se puede mover mientras que se
mantiene una cantidad aceptable de nitidez [213]. Traducido a nues-
tra configuración de doble elemento difractivo, podemos tomar como
profundidad de foco el rango combinaciones de distancias z0 y z1
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dentro de las cuales la forma deseada del haz se mantiene o, en tér-
minos del error, dentro de las cuales el ECM se encuentra por debajo
de un valor fijado.
En la Figura 3.27 hemos representado en 2 y 3 dimensiones el ECM
frente a z0 y z1 para ±100 µm en torno a la posición de diseño de las
máscaras y distancias de la Figura 3.25(b). Como se puede observar,
el error tiene un mínimo global en z0 = z1 = 3 mm como era de
esperar siendo éstas las distancias de diseño para las cuales se han
optimizado las máscaras. Tomando como origen esta configuración
vemos que, en el rango analizado, la profundidad de foco respecto
a z0 se asemeja al comportamiento analizado en el caso ideal siendo
la tolerancia bastante amplia con un ECM < 15 % para ±100 µm en
torno a z0. Otra característica a destacar es la existencia de varios mí-
nimos locales ligeramente superiores al mínimo global con un ECM
en torno al 5 %. Cuando la fijada es z0 = 3 mm, claramente la toleran-
cia es menor teniendo un ECM < 25 % para el rango de distancias de
±30 µm en torno a z1.
Una forma de incrementar la tolerancia en z1 es disminuir el ta-
maño de la máscara a cambio de incrementar el ECM tal y como
analizamos en la Subsección 3.12.2.1. En la Figura 3.27(c) hemos vuel-
to a realizar el mismo análisis pero con un tamaño de la máscara de
250 µm× 250 µm. En este caso, la tolerancia en z1 aumenta obtenién-
dose un ECM < 26 % para ±80 um en torno a z1. Curiosamente, al
reducir el tamaño de la máscara, los mínimos locales desaparecen ase-
mejándose la gráfica a una parábola tridimensional con un mínimo
global situado en z0 = 2993 µm y z1 = 3005 µm, combinación distinta
a la de diseño.
3.15.2 Tolerancia respecto a la longitud de onda
Otro de los parámetros clave del algoritmo es la longitud de onda
ya que una de las características de los elementos ópticos difractivos
es que, por lo general, se diseñan para una longitud específica fuera
de la cual su comportamiento empeora notablemente. Para compro-
bar si este comportamiento se mantiene en los algoritmos desarro-
llados, en la Figura 3.28 hemos simulado la variación de la longitud
de onda que incide sobre el sistema formado por las máscaras dise-
ñadas por el algoritmo para el caso (b) de la Figura 3.25 en el rango
λ = [0,6, 0,7] µm y hemos calculado el ECM. Como puede observarse,
el error tiene un mínimo global muy pronunciado en la posición de
la longitud de onda de diseño, incrementándose rápidamente tanto
para las longitudes de onda menores como para las mayores. Estable-
ciendo una profundidad de foco tal que ECM < 30 %, vemos que el
espectro resultante es λ = (0,632± 0,010) µm .
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(a) (b)
(d) (d)
Figura 3.27: Tolerancias frente a las posiciones de diseño para el objetivo
3.25(b) con un tamaño de máscara de (a) y (b) 250 µm× 250 µm
y (c) y (d) 490 µm× 490 µm .
3.15.3 Tolerancia respecto a la ausencia de máscara de amplitud
La configuración DDOE costa de dos máscaras siendo la configu-
ración optima la de AF tal y como comprobamos en la Subsección
3.12.2. En términos algorítmicos, una de las posibles interpretaciones
podría ser que la máscara de amplitud ayuda a evitar el estancamien-
to en mínimos locales por parte del algoritmo a la hora de optimizar
la máscara de fase. Según este razonamiento, se podría pensar en la
utilización del algoritmo de doble DOE para la optimización de am-
bas máscaras para posteriormente, solo fabricar la máscara de fase
desechando la de amplitud. Para determinar cómo de buena es esta
solución, hemos propagado una distancia z = 3 mm la máscara de fa-
se del caso (b) mostrada en la Figura 3.25 cuyo resultado se presenta
en la Figura 3.29.
Lo primero que observamos es que la forma del haz es plenamente
reconocible obteniendo unos bordes definidos en cada uno de los tres
caracteres, aunque aparentemente con menor calidad que la distribu-
ción de intensidad replicada obtenida con el uso de ambas máscaras.
De igual forma, se aprecia en la zona iluminada bastantes picos de
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Figura 3.28: ECM frente a la longitud de onda que incide sobre el sistema
formado por las máscaras diseñadas por el algoritmo del caso
(b) en la Figura 3.25 siendo la longitud de onda de diseño λ =
0,632 µm.
Figura 3.29: Replica producida por a máscara de fase de la Figura 3.25 con
Alg. 2.
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ECM (%) END (%) EL (%) NU↑ (%) NU↓ (%)
41,6 23,63 1300 62,1 22,80
Cuadro 5: Parámetros de calidad de la Figura 3.29 producida por el uso de
la máscara de fase de la Figura 3.25 con Alg. 2.
saturación por lo que la uniformidad también empeora. De nuevo
para corroborar estas primeras impresiones, hemos obtenido los pa-
rámetros de calidad de esta simulación los cuales se han recogido en
el Cuadro 5. En todos los parámetros de calidad se produce un gran
incremento respecto a la réplica producida por ambas máscaras. Por
ejemplo, el ECM pasa del 0,7 % a más del 40 %. De los cuatro pará-
metros de calidad llama la atención EL donde se produce un gran
aumento lo que, por una parte, es lógico ya que no existe máscara
de amplitud que bloquee las zonas no luminosas y, por otra parte, in-
dica que la máscara de fase continua trabajando razonablemente en
la redirección de mucha más cantidad de luz. Finalmente, NU nos
reafirma que efectivamente, el rizado de la imagen es extremadamen-
te alto en las zonas iluminadas mientras que en las zonas oscuras el
crecimiento es menor.
3.16 conclusiones
Una aplicación importante de los elementos ópticos difractivos es
el conformado de haces. Entre las herramientas más usadas para este
fin destaca la familia de algoritmos IFTA. Su validez para reproducir
una cierta destribución de intensidad en un plano determinado ha
quedado demostrada. Sin embargo, cuando la distancia entre el DOE
y el plano de observación es de orden de milímetros, los resultados
son pobres.
Basado en las técnicas de DOEs en cascada, e inspirado en uno de
los algoritmos IFTA conocido como Gerchberg - Saxton, en este capí-
tulo se ha presentando un algoritmo capaz de generar conformado de
haces de calidad en el rango de campo cercano sin elementos interme-
dios. De esta forma, el sistema resultante es más robusto y compacto,
por lo que se facilita su implementación en aplicaciones de reducido
tamaño. Este algoritmo optimiza la transmitancia continua de un sis-
tema de dos DOEs dispuestos secuencialmente, teniendo en cuenta la
distancia entre DOEs y la distancia desde el segundo DOE al plano de
observación. Debido a las características moduladoras de los DOEs,
el sistema diseñado posibilita la implementación de cuatro posibles
configuraciones: Amplitud - Amplitud, Fase - Fase, Fase - Amplitud y
finalmente Amplitud - Fase. A fin de determinar la configuración que
proporciona mejores resultados, se han realizado diversas simulacio-
nes numéricas en las que se ha obtenido la bondad del conformado
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de haces a partir de los parámetros de calidad. A partir de esta simu-
laciones se ha determinado que:
1. De las cuatro configuraciones posibles, la que proporciona un
conformado de haces de mejor calidad es aquella en la que el
primer DOE modula la amplitud y el segundo DOE modula la
fase.
2. El número de iteraciones realizadas por el algoritmo no es un
factor relevante ya que tiende rápidamente hacia el valor de
estancamiento o fluctúa levemente en torno a él.
3. Cuanto menor número de píxeles tiene la imagen objetivo más
fácil resulta replicarla y, por el contrario, a mayor número de
píxeles, la imagen a replicar tiene más calidad y, por tanto, al
algoritmo le cuesta más replicar la imagen aumentado el error.
Sin embargo, los valores del error indican que el número de
píxeles no es un factor crítico por lo que, dependiendo del caso,
se elegirá el número de píxeles que más interese por ejemplo, a
la hora de la fabricación material de los DOEs.
4. El error disminuye con el tamaño de la máscara por lo que,
siempre que las condiciones nos lo permitan, se escogerá un
tamaño de máscara lo más grande posible.
5. El algoritmo obtiene una réplica más precisa cuanto menor es
la longitud de onda de diseño.
6. Se consigue mejorar la obtención de la distribución de intensi-
dad replicada cuanto menor es la aleatoriedad de la fase inicial.
7. Las distancias de diseño z1 deben de ser lo más pequeñas po-
sibles. Para el caso estudiado en el que la longitud de onda
utilizada es λ = 632 nm, se obtiene un conformado de haces
de calidad para valores por debajo de 1 cm. En cambio para z0,
este rango de distancias de diseño es menos restrictivo. Para el
ejemplo analizado se deben escoger valores preferentes de z0
por debajo de 20 cm.
8. La combinación de distancias de diseño que menor error produ-
ce para el caso estudiado es z0 = z1 = 3 mm. Esta combinación
es a su vez la que mejores eficiencias difractivas obtiene.
9. Si la fuente luminosa incidente es un haz gaussiano, en general
el error se incrementa respecto a los valores que se obtienen con
el haz plano ya que hay zonas del DOE con menor iluminación.
10. Se ha comprobado que con ambos algoritmos el comportamien-
to es el siguiente: el algoritmo intenta maximizar la transmitan-
cia del primer DOE minimizando la eficiencia no difractiva. Sin
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embargo, cuando las distancias de diseño z0 y z1 son pequeñas,
los efectos difractivos no pueden redireccionar la luz con án-
gulos elevados. Como consecuencia, el primer DOE bloquea la
luz a aquellas zonas en las que no puede redireccionarse a las
regiones brillantes de la imagen.
4
C O N F O R M A D O M E D I A N T E M Á S C A R A S
D I S C R E TA S
Las máscaras de transmitancia continua son difíciles de fabricar. En cam-
bio, cuando la transmitancia de las máscaras es discreta, su fabricación es
más sencilla a través de, por ejemplo, técnicas fotolitográficas. A lo largo de
este capítulo se analizan diferentes variaciones del algoritmo presentando en
el Capítulo 3. En una primera etapa, se desarrolla un algoritmo que supone
como máscara de amplitud, DOEA, la distribución de intensidad objetivo,
mientras que se optimiza la máscara de fase, DOEF usando una técnica rá-
pida y sencilla con y sin métodos iterativos. Posteriormente, se analiza el
comportamiento del algoritmo cuando ambas máscaras poseen una transmi-
tancia binaria. Algunos de los principales resultados referentes a este trabajo
fueron publicados en [63].
4.1 introducción
En el Capítulo 3 hemos analizado las diferentes posibilidades que
nos proporciona la configuración de doble DOE que, sin el uso de
lentes, obtiene una distribución de intensidad deseada a una cierta
distancia dentro del rango de campo cercano. De las cuatro configu-
raciones analizadas, se ha demostrado que aquella en la que el primer
DOE modula la amplitud y el segundo DOE modula la fase es la que
proporciona mejores resultados con las máscaras diseñadas a través
los algoritmos desarrollados para tal fin. Hay que tener en cuenta,
tras el diseño de las mascaras, la tecnología que se elegirá para su
posterior fabricación. En la actualidad, existe una gran variedad de
técnicas de fabricación de estructuras microópticas. En la mayoría de
los textos de referencia, estas técnicas se agrupan en tres grandes gru-
pos, según como se forme el relieve superficial diseñado [38]:
1. Técnicas de fabricación de microlitografía binaria importadas de
la industria microelectrónica, donde se utilizan para la generación
de circuitos integrados. Estas técnicas utilizan polímeros sensibles a
una determinada longitud de onda o rango espectral junto con mé-
todos controlados de deposición o comido. Dentro de este grupo se
incluyen algunos tipos de holografía, grabación directa por haces de
electrones, grabación directa por láser, procesamiento de máscaras
binarias y litografía de máscaras en escala de grises.
2. Grabación directa, donde el relieve superficial se logra por eli-
minación directa del material óptico de forma controlada y sin la
intervención de procesos intermedios. Ejemplos de este grupo son la
ablación por láser, el torneado con punta de diamante, el control me-
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cánico y grabado mediante haces iónicos focalizados (FIB, Focused Ion
Beam).
3. Replicaciones. En este caso las copias del relieve superficial se fa-
brican en un polímero u otro material a partir de un patrón fabricado
con otra técnica como es el caso del moldeo por inyección de plástico,
el termo-relieve y la fundición.
Sin poder englobarse en estos grupos, se sitúan los moduladores
espaciales de luz (SLM) que aportan capacidad dinámica en la imple-
mentación de las máscaras ampliando la cantidad de efectos físicos
producibles en un tiempo infinitamente menor [210].
La elección de la técnica a usar depende principalmente de tres fac-
tores, ya que cada método posee diferentes ventajas y desventajas: la
eficiencia difractiva, el coste de los equipos necesarios para su fabrica-
ción así como la fabricación/implementación en sí misma y la necesi-
dad o no de hacer el sistema dinámico. Por ejemplo, los generadores
de máscaras que usan litografía por haces de electrones o grabación
directa por láser, pueden costar alrededor de 100,000 dólares [188]
y un modulador espacial de luz de última generación alrededor de
20,000 euros.
Los DOEs con una transmitancia continua como los desarrollados
en el Capítulo 3 o con un alto número de niveles, proporcionan unas
altas eficiencias difractivas [99]. Sin embargo, sus procesos de fabri-
cación requieren múltiples pasos que traen consigo un incremento
en el tiempo de fabricación y estrictos requerimientos en la precisión
del alineamiento. [100, 12]. Una posibilidad para reducir estas des-
ventajas es el desarrollo de máscaras binarias, más fáciles de fabricar
y, por lo tanto, con un coste inferior, aunque con una menor eficien-
cia difractiva. El diseño y fabricación de máscaras binarias se puede
dividir en dos pasos [131, 132]:
1. El primero engloba el diseño y la generación de máscaras bina-
rias que definen la superficie óptica deseada.
2. El segundo engloba todos los procesos relacionados con la trans-
ferencia del patrón difractor diseñado en el paso 1 al sustrato elegido
mediante cualquiera de las técnicas de fabricación o implementación
mencionadas.
A lo largo de este capítulo, nos vamos a centrar en el paso 1 convir-
tiendo la configuración de doble DOE continua de AF en una confi-
guración cuyas máscaras estén discretizadas a diferentes niveles. Para
ello, hemos desarrollado nuevos algoritmos basados en el algoritmo
presentando en la Sección 3.10. En una primera etapa, vamos a impo-
ner que el DOEA sea una distribución de intensidad binaria igual al
objetivo. De esta forma, los algoritmos que mostraremos únicamente
tienen que producir la optimización de la máscara de fase. En una
segunda etapa, modificaremos el algoritmo para poder discretizar el
DOE de fase a diferentes niveles hasta llegar a la binarización total
mediante una función desarrollada para tal fin.
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4.2 DOEA binario e igual al objetivo, DOEF continuo y
optimizado
4.2.1 Algoritmo sin métodos iterativos
Vamos a considerar el caso donde la transmitancia del DOE de am-
plitud es igual a la distribución de intensidad objetivo y el DOE de
fase presenta una modulación continua tal y como muestra la Figura
4.1(a). Según esta configuración, la máscara de fase modifica los efec-
tos difractivos causados por la máscara de amplitud. Una solución
simple se puede obtener sin técnicas iterativas, teniendo en cuenta la
propagación de los campos a través de los diferentes elementos que
componen el sistema.
Veamos las etapas que constituyen este algoritmo que a modo de
esquema se presenta en la Figura 4.1(b):
1. Sea IT(x, y) la distribución de intensidad objetivo en un plano
de observación situado a la distancia de diseño z1. En una pri-
mera etapa, vamos a imponer que la máscara de amplitud bi-
naria, DOEA, sea igual a la distribución de intensidad objetivo.
Así tenemos que
DOEA(x, y) =
√
IT(x, y) = IT(x, y). (4.1)
Supongamos que un campo monocromático ui (x, y), de longi-
tud de onda λ, incide perpendicularmente sobre DOEA. El cam-
po resultante a la salida U0(x, y) viene dado por el producto de
la transmitancia de la máscara de amplitud y el campo inciden-
te,
U0(x, y) = Ui(x, y)DOEA(x, y). (4.2)
2. A continuación, el algoritmo realiza dos operaciones. Por una
parte, calcula la propagación directa de U0(x, y) para la distan-
cia de diseño z0 donde se sitúa DOEF. Para realizar esta opera-
ción utilizamos la versión numérica de la Transformada directa
de Fresnel, como hicimos en el Capítulo 3,
U1(x, y) = A1(x, y)ejϕ1(x,y) = TFr [U0(x, y)]|z0 , (4.3)
donde A1(x, y) es la amplitud, ϕ1(x, y) la fase, j =
√−1 la uni-
dad imaginaria y TFr la Trasformada directa de Fresnel,
TFr [U0(x, y)]|z = U0(x, y) ∗ h(x, y; z), (4.4)
donde ∗ es el operador convolución y h(x, y; z) el kernel directo
de la convolución definido como
h(x, y; z) =
ejkz
jλz
e
jk
2z (x2+y2). (4.5)
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(b)
Figura 4.1: (a) Esquema de la configuración de doble DOE con los pará-
metros involucrados. DOEA es el DOE de amplitud, DOEF es el
DOE de fase el cual puede obtenerse con y sin métodos iterativos.
Ambos DOEs estás separados una distancia de diseño z0 y z1 es
la distancia de diseño desde la máscara de fase hasta el plano de
observación. (b) algoritmo para determinar la transmitancia de
DOEF sin métodos iterativos.
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Por otra parte, hemos impuesto que la amplitud en el plano de
observación sea igual a la del campo objetivo,
√
IT(x, y). Por
tanto, el campo U2(x, y) a una distancia z1 del plano de obser-
vación viene dado por la Transformada inversa de Fresnel, TIFr,
U2(x, y) = A2(x, y)ejϕ2(x,y) = TIFr [U0(x, y)]|z1 , (4.6)
donde la Trasformada inversa de Fresnel viene dada por
TIFr [U0(x, y)]|z = U0(x, y) ∗ h′(x, y; z), (4.7)
siendo ∗ el operador convolución y h′(x, y; z) el kernel de la
TIFr
h′(x, y; z) = − e
−jkz
jλz
e−
jk
2z (x2+y2), (4.8)
3. Seguidamente, se obtiene la máscara de fase como resultado de
la diferencia entre la fase conjugada de U2(x, y) y la fase de
U1(x, y),
DOEF(x, y) = ejϕ(x,y) = ej[ϕ2(x,y)−ϕ1(x,y)], (4.9)
o lo que es lo mismo, dos veces la fase conjugada del campo
propagado
DOEF(x, y) = e2jϕ2(x,y). (4.10)
El campo tras la máscara de fase viene dado por el producto de
la transmitancia de DOEF por el campo en ese plano,
U′1(x, y) = U1(x, y)DOEF(x, y). (4.11)
4. Finalmente, el campo en el plano de observación viene dado
por la Transformada directa de Fresnel de U′1(x, y) propagado
una distancia z1,
U3(x, y) = A3(x, y)ejϕ3(x,y) = TFr
[
U′1(x, y)
]∣∣
z1
. (4.12)
4.2.2 Análisis numérico del Algoritmo 4.2.1
Antes de comenzar nuestro análisis, hemos de decir que las diver-
sas conclusiones resumidas en la Sección 3.16 no pierden su validez
por lo que de nuevo, las utilizaremos en las simulaciones que realiza-
remos de ahora en adelante. Por lo tanto, como variables numéricas
y salvo que se indique lo contrario, tomaremos las recogidas en el
Cuadro 6. Asímismo, hemos comprobado que tanto los análisis reali-
zados durante este capítulo para éste algoritmo y los siguientes que
se presentarán posteriormente como las conclusiones extraídas de los
mismos, son válidos para otras distribuciones de intensidad objeti-
vo diferentes a las presentadas en este capítulo siempre y cuando se
satisfagan las condiciones de campo cercano.
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Variable numérica Valor
Configuración DDOE AF
Longitud de onda λ 632 nm
Tamaño de la ventana 490 µm× 490 µm
Número de píxeles 128× 128
Cuadro 6: Valores por defecto sel sistema de doble elemento difractivo don-
de AF es la configuración Amplitud-Fase.
En la Figura 4.2 se muestra un ejemplo para la configuración de
doble DOE mostrada en la Figura 4.1(a) donde las distancias de di-
seño son iguales, z0 = z1 = 3 mm. Para este ejemplo, hemos elegido
como objetivo la distribución de intensidad binaria mostrada en la
Figura 4.2(a) donde se muestra una estrella de cinco puntas en la
que se ha realizado una abertura circular opaca en su interior. En la
Sección 3.7.2 mostramos que, debido a los efectos difractivos, la pro-
pagación libre del objetivo a distancias dentro del rango de Fresnel
produce malos resultados. En la Figura 4.2(b) podemos observar la
mala calidad del conformado obtenido al propagar la Figura 4.2(a)
una distancia z = z0 + z1 = 6 mm. Sin embargo, si se interpone un
DOE de fase diseñado con el Algoritmo 4.2.1 como el mostrado en la
Figura 4.2(c) entre el DOE de amplitud y el plano de observación, el
sistema se convierte en una configuración de doble DOE con z0 = z1.
Con esta configuración, la distribución de intensidad replicada sufre
una gran mejora mostrando una forma del haz bien definida en los
bordes y con un nivel de intensidad estable en su interior.
Para comprobar las deducciones realizadas cuantitativamente, re-
curriremos a los parámetros de calidad presentados en la Sección 3.11:
ECM, END, EL, NU↑ y NU↓. Comenzaremos analizando el ECM en
función de las distancias de diseño z0 y z1 cuando éstas varían desde
z0 = z1 = 3 mm hasta z0 = z1 = 10 cm tal y como muestran las
Figuras 4.3(a) y (b).
Lo primero que destaca de la función ECM, es el incremento del
error según la combinación de distancias evaluadas pues éste no tie-
ne el mismo gradiente en todas las direcciones. Por ejemplo, tomando
como origen z0 = z1 = 3 mm, se aprecia claramente una mayor pen-
diente de la función ECM cuando se fija una de las distancias a 3 mm
dejando libre la otra y viceversa. Además, al igual que ocurría cuan-
do las dos máscaras tenían una transmitancia continua, es en este
punto donde se sitúa el mínimo global de la función con un valor de
ECM = 0,014 % a partir del cual, inicia su ascenso hasta llegar a má-
ximos superiores al 70 % en los límites de la distancia evaluada. Por
otra parte, se puede apreciar que existe una gran variedad de combi-
naciones de distancias de diseño cuyo error se encuentra por debajo
del 30 %. En este aspecto hay que destacar dos hechos: primero, la pre-
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Figura 4.2: Ejemplo de sistema de doble DOE en configuración de AF en el
que la máscara de fase se ha optimizado mediante el Algoritmo
4.2.1. Las condiciones de diseño se muestran en el Cuadro 6 y
las distancias de diseño son z0 = z1 = 3 mm. (a) Distribución de
intensidad objetivo que se impone como máscara de amplitud,
DOE1 = DOEA, (b) Distribución de intensidad resultante de la
propagación libre de (a) una distancia z = z0 + z1 = 6 mm, (c)
máscara de fase, DOE2 = DOEF y (d) Distribución de intensidad
replicada obtenida a la salida de la configuración AF compuesta
por (a) y (c). Para el conformado de (d), ECM = 0,014 %, END =
0,011 %, EL = 26,06 %, NU↑ = 2,06 % y NU↓ = 0,91 %.
sencia de un mínimo local en la combinación de distancias en torno
a la combinación z1 = 21 cm, z0 = 10 cm con el ECM situándose en
torno al 20 %. Esto contrasta con la presencia de un máximo local en
combinaciones de distancias de diseño relativamente cercanas. Segun-
do, el ECM va disminuyendo según las distancias de diseño acercan
su valor, obteniéndose errores por debajo del mínimo local menciona-
do. Esta tendencia continúa hasta obtenerse los valores más bajos del
ECM en las combinaciones de distancias de diseño z0 = z1. Así, en
los primeros 4 cm, podemos observar en la Figura 4.3(c) como existe
una marcada región donde, para el intervalo z0 = z1 = [3 mm, 4 cm],
el error se mantiene por debajo del 20 %.
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Figura 4.3: ECM para la configuración de DDOE utilizando como objetivo
la Figura 4.2(a) para el rango (a) y (b) z0, z1 = [0, 100] mm, (c)
z0, z1 = [0, 40] mm. El primer DOE es una máscara de amplitud
con una transmitancia binaria e igual a la distribución de intensi-
dad objetivo. El segundo DOE es una máscara de fase diseñada
sin métodos iterativos con el Algoritmo 4.2.1.
A fin de poder analizar con más detalle este resultado, hemos defi-
nido las siguientes funciones
ECMminimo |z0 = min(ECM(z0, :)), (4.13)
ECMminimo |z1 = min(ECM(:, z1)), (4.14)
donde min (X) es el mínimo de la función X, ECM(z0, :) es el error
evaluado en todas las distancias de diseño z1 para cada distancia de
diseño z0 fija. De igual manera, ECM(:, z1) es el error fijando z1 para
todas las distancias de diseño z0. Según esta definición, cuando el
mínimo de la función ECM está situando en z0 = z1 el valor en ambas
expresiones coincide. Si nos fijamos en la Figura 4.4 donde hemos
representando estas funciones para el rango de distancias de diseño
de la Figura 4.3(c), vemos que para la combinaciones de distancias
z0 = z1 = [3 mm, 1 cm] ambos errores coinciden pasando del 0,014 %
para z0 = z1 = 3 mm hasta alcanzar el ECM = 5,5 %. A partir de
z0 = z1 = 1 cm, a pesar de que los valores de ambas funciones dejan
de coincidir, su diferencia relativa no llega a superar el 1 % creciendo
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Figura 4.4: ECMminimo para la combinaciones de distancias evaluada en la
Figura 4.3(c). En la mayoría del rango de distancias evaluado el
mínimo error se sitúa en z0 = z1.
paralelamente hasta alcanzar el 19 % en el limite de configuraciones
de distancias de diseño evaluadas.
El resto de parámetros de calidad se muestran en la Figura 4.5.
Comenzaremos analizando END, la cual presentamos en la Figura
4.5(a). Como podemos observar, la región con mayor eficiencia di-
fractiva coincide con la de menor ECM, siendo las combinaciones
de distancias de diseño más eficientes aquellas cuyo valor es igual o
próximo. Según esto, es lógico que la combinación más eficiente sea
z0 = z1 = 3 mm ya que, como acabamos de mencionar, es en la que se
sitúa el mínimo de la función ECM. Otra característica a destacar es
que en el rango de distancias evaluado, existe una gran variedad de
combinaciones de distancias que proporcionan una END por debajo
del 20 %, siendo la distancia z0 menos limitante en este aspecto. Si to-
mamos como línea de referencia la diagonal END (z0 = z1, z0 = z1),
podemos observar que en prácticamente todas las combinaciones po-
sibles en las que z0 > z1, la END se sitúa por debajo del 15 % salvo en
la región END (z0 > 30 mm, z1 < 10 mm) donde el valor se sitúa en
torno al 20 %. Cuando nos centramos en las combinaciones posibles
en las que z0 < z1, los valores de la END son también bajos en gene-
ral en las regiones cercanas a las combinaciones z0 = z1. Sin embargo,
en este caso hay menos configuraciones posibles de distancias de di-
seño con una END baja ya que se aprecia un crecimiento acelerado
en la región aproximada END (z0 < 20 mm, z1 > 25 mm) donde, por
ejemplo, pasamos de una END = 20 % en z0 = 3 mm, z1 = 20 mm a
una END = 53,2 % en z0 = 3 mm, z1 = 40 mm.
La eficiencia luminosa, EL, mostrada en la Figura 4.5(b) presenta
un comportamiento bastante parecido a la END. La combinaciones
de distancias de diseño que proporcionan mayor valor, vuelven a ser
aquellas en las que z0 ≈ z1 o las combinaciones próximas a éstas.
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Figura 4.5: Resto de parámetros de calidad para la configuración de doble
DOE con la máscara de fase diseñada sin métodos iterativos con
el Algoritmo 4.2.1. (a) END, (b) EL, (c) NU↑ y (d) NU↓.
El máximo global de EL se obtiene en la combinación z0 = z1 =
3 mm con un valor de EL = 26 %. Éste decrece ligeramente para el
resto de combinaciones de z0 = z1 situándose en torno al 24 % hasta
prácticamente la combinación z0 = z1 = 30 mm por encima de la
cual decrece ligeramente. Las regiones de menor EL se encuentran
aproximadamente en las regiones en las que una de las distancias de
diseño es mínima mientras que la otra es máxima. En el caso de que
z1 sea mínima, la eficiencia luminosa tiene un mínimo local en torno
a z0 = 5 mm con un valor en torno al 15 % mientras que si z0 es
mínima, EL tiene un mínimo situado en z1 = 4 cm que en este caso
es el mínimo global de la función y vale 10,6 %. Por último, podemos
ver que centrado en este punto hay una región de combinaciones de
distancias de diseño en las que EL es bastante baja y que a su vez,
coincide con las combinaciones que proporcionan valores más altos
de END.
Finalmente, en las Figuras 4.5(c) y (d) mostramos la no uniformi-
dad en sus dos versiones, NU↑ para la regiones luminosas y NU↓
para las regiones oscuras. En el primer caso, vemos que en general
para casi todas las combinaciones posibles de las distancias de dise-
ño evaluadas, existe una NU↑ baja situándose el promedio en torno
al 20 %. Sin embargo, aunque menos acentuado que en los paráme-
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tros de calidad anteriores, los mejores valores en la uniformidad se
vuelven a encontrar cuando las distancias de diseño son iguales y de
valor inferior a 10 mm, obteniéndose el mínimo global de la función
en la combinación z0 = z1 = 3 mm con un valor de NU↑ = 2,1 %. Pa-
ra el caso de la función NU↓, sí que se vuelve apreciar claramente el
mejor comportamiento cuando las distancias son iguales o parecidas.
En este caso se encuentran valores en torno al 10 % que decrecen has-
ta alcanzar el mínimo global de la función en la misma combinación
de distancias de diseño que para NU↑, pero con un valor ligeramen-
te inferior NU↓ (z0 = z1 = 3 mm) = 0,91 %. Este comportamiento nos
indica la presencia de un rizado menor en las zonas oscuras que en
las zonas brillantes de las distribución de intensidad replicada.
Dada la importancia de los valores de los parámetros de calidad
en las configuraciones en las que ambas distancias de diseño son
iguales, en la Figura 4.6 hemos representado los mismos frente a
z = z0 = z1. Dado que el error ya lo hemos analizado en la Figu-
ra 4.4, iniciaremos directamente el análisis con la END. La gráfica
parte de su valor mínimo que, como mencionamos anteriormente, se
encuentra en z = 3 mm con un valor de END (z = 3 mm) = 0,011 %
lo que implica una eficiencia de redireccionamiento prácticamente to-
tal. A partir de esta combinación, el valor de este parámetro inicia un
ascenso suave hasta aproximadamente z = 3 cm donde pasa a valer
END (z = 3 cm) = 7,8 %. Posteriormente se produce una ligera acele-
ración del crecimiento y, por consiguiente, un empeoramiento de la
eficiencia, pasando a valer END = 11,8 % tan solo 1 cm después en el
límite de la combinación de distancias evaluadas. En el caso de EL, el
comportamiento es similar situándose la combinación más eficiente
en z = 3 mm con un valor de EL (z = 3 mm) = 26,06 %. Posteriormen-
te, decrece de forma paulatina hasta alcanzar el valor EL = 18,12 %
en z = 4 cm lo que implica un empeoramiento de prácticamente el
8 % a lo largo del rango evaluado. Finalmente, el comportamiento de
las dos uniformidades es prácticamente paralelo. La uniformidad en
las zonas oscuras parte del mínimo NU↓ (z = 3 mm) = 0,91 % para
mediante un crecimiento acelerado, alcanzar el NU↓ = 6,2 % tan solo
6 mm después en z = 3,9 mm. A partir de esta combinación de distan-
cias, modera su aceleración alcanzando el valor NU↓ (z = 4 cm) =
13,38 %. Para la uniformidad en las zonas brillantes, pasamos de
NU↑ (z = 3 mm) = 2,06 % a NU↑ (z = 3,6 mm) = 10,22 % donde de
nuevo se modera la aceleración en el crecimiento y con una evolución
oscilante alcanza un valor de NU↑ (z = 4 cm) = 16,09 %.
Los resultados mostrados a lo largo de los análisis anteriores mues-
tran que, siempre que las condiciones de diseño nos lo permitan, al
utilizar el Algoritmo 4.2.1 para el diseño de las máscaras de la confi-
guración de doble DOE, deberemos decantarnos preferentemente por
una elección de distancias de diseño cuyo valor sea el mismo o muy
cercano y no superior a 4 cm. Entre este rango de combinaciones de
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Figura 4.6: Parámetros de calidad para la combinaciones de distancias z =
z0 = z1 obtenidos sin métodos iterativos. La combinación de
distancias con mejor comportamiento en todos los casos es z0 =
z1 = 3 mm.
distancias de diseño, obtendremos la imagen replicada más parecida
a la distribución de intensidad objetivo en la combinación de distan-
cias de diseño z0 = z1 = 3 mm. Nótese que, como demostramos en el
Capítulo 3, siempre podemos variar las condiciones de diseño de las
máscaras para optimizar en combinaciones de distancias de diseño
inferiores, respetando el parámetro de calidad ∆ρ que informa de la
calidad en la realización de la propagación de RS [168].
4.2.3 Algoritmo con métodos iterativos
El Algoritmo 4.2.1 obtiene distribuciones de intensidad replicadas
con errores de bajo valor para cualquier combinación de distancias
situada en los primeros 4 cm y, en particular, en la diagonal z0 = z1.
Sin embargo, este algoritmo no se basa en métodos iterativos como la
familia de algoritmos IFTA que han demostrado ser muy eficientes a
la hora de enfrentarse a este tipo de problemas [39, 41, 70, 102, 103,
94, 66]. Ante la posibilidad de hacer decrecer aún más el error, hemos
desarrollado un nuevo algoritmo cuya base es la del Algoritmo 4.2.1.
Para ello, parte del kernel del Algoritmo 4.2.1 pasa a repetirse de for-
ma iterativa hasta que el criterio de parada elegido se cumpla. Las
cuatro primeras etapas del algoritmo coinciden con las del algorit-
mo sin métodos iterativos por lo que simplemente las mencionamos.
Fijándonos en el esquema presentado en la Figura 4.7 tenemos las
siguientes etapas:
1. Etapa 1 del Algoritmo 4.2.1:
DOEA(x, y) =
√
IT(x, y) = IT(x, y). (4.15)
U0(x, y) = Ui(x, y)DOEA(x, y). (4.16)
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2. Etapa 2 del Algoritmo 4.2.1:
U1(x, y) = A1(x, y)ejϕ1(x,y) = TFr [U0(x, y)]|z0 , (4.17)
U2(x, y) = A2(x, y)ejϕ2(x,y) = TIFr [U0(x, y)]|z1 . (4.18)
3. El bucle iterativo del algoritmo comienza en este punto siendo
la primera acción realizada la Etapa 3 del Algoritmo 4.2.1:
DOEF(x, y) = ejϕ(x,y) = ej[ϕ2(x,y)−ϕ1(x,y)], (4.19)
U′1(x, y) = U1(x, y)DOEF(x, y). (4.20)
4. Etapa 4 del Algoritmo 4.2.1:
U3(x, y) = A3(x, y)ejϕ3(x,y) = TFr
[
U′1(x, y)
]∣∣
z1
. (4.21)
5. El campo U3(x, y) obtenido en la Etapa 4, se modifica en el
plano de observación de tal forma que mantenemos su fase,
ϕ3(x, y), pero intercambiamos su amplitud por la del objetivo√
IT(x, y)
U3(x, y)→ U4(x, y) =
√
IT(x, y)ejϕ3(x,y). (4.22)
6. Finalmente el campo modificado U4(x, y) se propaga inversa-
mente una distancia z1 reiniciando el bucle iterativo en la Etapa
3,
U2(x, y) = A2(x, y)ejϕ2(x,y) = TIFr [U4(x, y)]|z1 . (4.23)
4.2.4 Análisis numérico del Algoritmo 4.2.3
Para el análisis del comportamiento de este algoritmo, hemos vuel-
to a tomar como distribución de intensidad objetivo la distribución
de intensidad binaria mostrada en la Figura 4.2(a). En la Figura 4.8(b)
se muestra como ejemplo, la distribución de intensidad replicada que
produce la configuración de doble DOE cuando la máscara de ampli-
tud es una distribución de intensidad binaria idéntica al objetivo, y la
máscara de fase es la transmitancia continua mostrada en la Figura
4.8(a) que se ha obtenido con el Algoritmo 4.2.3 cuando la distancias
de diseño son iguales y de valor z0 = z1 = 3 mm. Como se puede
observar, la máscara de fase es bastante parecida a la que hemos ob-
tenido para el algoritmo no iterativo mostrada en la Figura 4.2(c). Sin
embargo, al fijarnos más detenidamente, podemos observar como, en
este caso, los puntos de los niveles de fase se encuentran colocados
de una forma aparentemente más aleatoria mientras que en el caso
no iterativo, se aprecian agrupados formando perfiles geométricos en
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Figura 4.7: Algoritmo para determinar la transmitancia del DOEF iterativa-
mente.
torno a la estrella de cinco puntas central. Cuando la comparación se
realiza entre los resultados, Figuras 4.8(b) y 4.2(d), podemos obser-
var que en los dos casos el conformado de haces es de gran calidad
con bordes en la figura plenamente definidos y redirigiéndose la luz
correctamente hacia las zonas brillantes quedando las oscuras plena-
mente opacas. Por otra parte, visualmente podemos apreciar cómo
la distribución de intensidad replicada correspondiente al caso itera-
tivo tiene bastante menos rizado que la réplica no iterativa, con un
nivel de intensidad prácticamente uniforme y de igual valor que la
distribución de intensidad objetivo.
De nuevo, utilizando los parámetros de calidad presentados en la
Sección 3.11, pasaremos a realizar un análisis cuantitativo para el ran-
go de distancias de diseño z0, z1 = (3 mm, 4 cm). Como podemos
observar en la Figura 4.9(a), a diferencia de la Figura 4.3(c), al uti-
lizar el Algoritmo 4.2.3 reaparece la mayor tolerancia en cuanto a
la distancia de diseño z0 para una distancia de diseño z1 fija. Para
los primeros 15 mm de z1 prácticamente la combinación con cual-
quier distancia de diseño z0 nos proporciona un valor de la función
ECM (z0, z1) inferior al 15 % decreciendo éste tanto en la diagonal
generada por ECM (z0 = z1), como con el decrecimiento de z1. De
hecho, una vez más, el mínimo global de la función se encuentra en
la combinación de distancias de diseño z0 = z1 = 3 mm con un valor
de ECM = 0,013 % lo que supone una diferencia del 0,001 % respec-
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Figura 4.8: (a) DOE de fase obtenido con el Algoritmo 4.2.3 cuando las dis-
tancias de diseño son z0 = z1 = 3 mm. (b) Distribución de in-
tensidad replicada en el plano de observación. Para este ejemplo,
ECM = 0,013 %, END = 0,0109 %, EL = 26 %, NU↑ = 2,3 % y
NU↓ = 0,91 %.
to al mínimo global de la función que obtuvimos sin iteraciones. Por
otra parte, el máximo global de la función se encuentra en la combi-
nación z0 = 3,12 mm, z1 = 3,64 cm con un valor de ECM = 32 %,
lo que supone una reducción del 26 % respecto al máximo global sin
iteraciones cuyo valor era ECM = 58 %. En apariencia, hemos logra-
do rebajar el error para cualquier combinación de diseño mediante el
método iterativo. Para confirmar esta hipótesis, hemos redefinido la
Ecuación 3.58 según la siguiente expresión,
Γ (z0, z1) = PCSI (z0, z1)− PCI (z0, z1) , (4.24)
donde PC es el parámetro de calidad evaluado, SI indica que se ha
utilizado el Algoritmo 4.2.1 e I indica el uso del Algoritmo 4.2.3. Nó-
tese que podríamos haber definido esta función en valor absoluto tal
y como hicimos en la Ecuación 3.58, pero se perdería la información
sobre cuál es el algoritmo que produce la mejora.
En la Figura 4.9(b) hemos representado esta función para el ECM
donde podemos ver que en la mayoría de las combinaciones posibles,
el método iterativo mejora el resultado obtenido sin él, siendo esta
mejoría mayor cuanto más alejados nos encontramos de la diagonal.
Este resultado se corrobora cuando calculamos el histograma de la
función Γ (z0, z1), Figura 4.9(c), donde observamos que por una par-
te, ambos algoritmos producen réplicas bastante próximas entre sí
siendo los valores elevados de Γ (z0, z1) minoritarios. Por otra parte,
se observa que en la mayoría de las combinaciones de distancias de
diseño, el Algoritmo iterativo 4.2.3 consigue rebajar el valor del error
ECM demostrando su validez. Finalmente, el hecho ya comentado
del aumento de la tolerancia respecto a la distancia de diseño z0 que-
da aquí resaltado ubicándose los máximos de la función Γ (z0, z1) en
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Figura 4.9: Análisis de ECM para el rango de distancias de diseño z0, z1 =
(3 mm, 4 cm) utilizando como objetivo la Figura 4.2(a) y el Al-
goritmo iterativo 4.2.3. (a) ECM (z0, z1), (b) Γ (z0, z1) en (%) y
(c) histograma de Γ (z0, z1). f es la frecuencia de valores de la
función Γ (z0, z1).
esta región, situándose el máximo global en la combinación de dis-
tancias z1 = 3 mm, z0 = 4 cm con una diferencia entre los valores
obtenidos con los Algoritmos 4.2.1 y 4.2.3 superior al 50 %.
A continuación, analizaremos la función END (z0, z1) la cual he-
mos representando en la Figura 4.10(a). En ella se aprecia una amplia
región de combinaciones de distancias de diseño con END por deba-
jo del 15 % con, como era de esperar según los resultados del ECM,
dos áreas remarcadas. Éstas corresponden a las combinaciones con
z1 < 8 mm para toda distancia de diseño z0 y las combinaciones
de distancias en las que z0 = z1 o próximas a éstas, siendo el mí-
nimo global de la función END = 0,0109 %, el cual está situado en
z0 = z1 = 3 mm. Este valor supone una ligera diferencia respecto
al mínimo conseguido con el Algoritmo 4.2.1 cuyo valor es END =
0,0111 % siendo Γ (z0, z1) = 2,42 · 10−4 %. Por otra parte, se aprecia
que la región con peor uniformidad se produce como resultado de la
combinación de distancias de diseño z1 > z0 con valores de z1 por
encima de 26 mm. A diferencia de lo que ocurría con el algoritmo sin
iteraciones, en este caso el crecimiento de la función END no es uni-
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Figura 4.10: Análisis de END para el rango de distancias de diseño z0, z1 =
(3 mm, 4 cm) utilizando como objetivo la Figura 4.2(a) y el Al-
goritmo iterativo 4.2.3. (a) END (z0, z1), (b) Γ (z0, z1) en (%) y
(c) histograma de Γ (z0, z1). f es la frecuencia de valores de la
función Γ (z0, z1).
forme situándose el máximo global, END = 34,2 % en z0 = 4,48 mm,
z1 = 33,07 mm, valor y combinaciones de diseño distintas que en
el caso sin iteraciones, END (z0 = 3 mm, z1 = 4 mm) = 53,2 %. Estos
valores implican una diferencia entre los máximos globales de la fun-
ción END del 18,4 %. Además, se aprecia la existencia de un mínimo
local abrupto en torno a END (z0 = 3 mm, z1 = 4 mm) con un decre-
cimiento de más del 10 % entre las combinaciones de distancias de
diseño con máximos locales y las combinaciones cercanas a la men-
cionada distancia. Al igual que hicimos con la función ECM (z0, z1),
en la Figura 4.10(b) hemos representado la función Γ (z0, z1) para la
END. En ella podemos observar que las mayores diferencias entre las
END obtenidas con los Algoritmos 4.2.1 y 4.2.3 se encuentran en las
combinaciones de diseño más alejadas de la diagonal generada por
la combinación de distancias iguales, siendo el máximo de la función
Γ (z0 = 3 mm, z1 = 4 cm) = 35 %. De nuevo, haciendo el histograma
de esta función, Figura 4.10(c), vemos que ambas END son bastante
parecidas predominando las diferencias inferiores al 10 %.
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El siguiente parámetro que analizaremos es EL. En la Figura 4.11(a)
vemos que el comportamiento de la función EL (z0, z1) con métodos
iterativos se asemeja bastante al obtenido sin ellos aunque existen pe-
queñas diferencias. Lo primero que se aprecia es un incremento leve
para casi la totalidad de las combinaciones de distancias de diseño,
siendo en la diagonal su incremento leve o nulo. El máximo de la
función se localiza en z0 = z1 = 3 mm con un valor de EL = 26 %,
que coincide con el que obtuvimos con el Algoritmo 4.2.1. Si nos fija-
mos en la función Γ (z0, z1), (función que en este caso hemos tomado
como Γ (z0, z1) = −Γ (z0, z1) a fin de obtener el mayor número de
variaciones positivas) mostrada en la Figura 4.11(b), observamos que
efectivamente, en la diagonal apenas existe mejora o directamente es
nula. Donde sí se produce una mejora general es en la combinación
de distancias en las que se cumple z0 > z1 donde, por ejemplo, pa-
ra Γ (z0 = 4 cm, z1 = 3 mm) alcanzamos una mejora en torno al 6 %.
Sin embargo, la mayor variación se produce en torno al conjunto de
combinaciones de diseño cercanas a z0 = 3 mm, z1 = 4 cm donde
la variación supera el 9,1 %. Un hecho a resaltar es que, a diferencia
de los parámetros que hemos visto hasta ahora, no se produce una
mejora general respecto al caso no iterativo, existiendo combinacio-
nes de distancias de diseño donde el método iterativo no es capaz de
superar el valor alcanzado por el método no iterativo. Este detalle se
resalta en la Figura 4.11(c) donde hemos presentado el histograma de
la función Γ (z0, z1). Como vemos, la gran mayoría de las diferencias
no supera el 1 %, existiendo una pequeña cantidad de configuracio-
nes de distancias de diseño apenas perceptible donde el histograma
es negativo.
Continuando el análisis, la Figura 4.12 muestra NU↑. Como se pue-
de observar en la Figura 4.12(a), en el rango de distancias de dise-
ño evaluado este parámetro de calidad se vuelve más abrupto que
en el caso no iterativo, acentuándose este comportamiento en las
combinaciones correspondientes a los intervalos de distancias de di-
seño z0 = [3 mm, 1,2 cm], z1 = [1,8 cm, 4 cm] y z0 = [2,5 cm, 4 cm],
z1 = [3 mm, 2 cm]. Si nos fijamos en la diagonal de combinaciones de
diseño, vemos que ésta está menos definida que en los parámetros
de calidad anteriores, aunque el mínimo global de la función sigue
encontrándose en z0 = z1 = 3 mm con un valor de NU↑ = 2,3 %. Esto
supone un empeoramiento de la uniformidad en esta combinación
de distancias de diseño del 0,2 % dado que para el caso no iterativo el
valor obtenido es de NU↑ = 2,1 %. Este incremento de la no uniformi-
dad en las zonas brillantes de la distribución de intensidad replicada
se mantiene en prácticamente todas las combinaciones de distancias
de diseño tal y como muestra la función Γ (z0, z1) de la Figura 4.12(b),
donde predomina una variación negativa que nos indica mayor valor
del parámetro para el caso iterativo. En el histograma de Γ (z0, z1)
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Figura 4.11: Análisis de EL para el rango de distancias de diseño z0, z1 =
(3 mm, 4 cm) utilizando como objetivo la Figura 4.2(a) y el Algo-
ritmo iterativo 4.2.3. (a) END (z0, z1), (b) Γ (z0, z1) = −Γ (z0, z1)
en (%) y (c) histograma de Γ (z0, z1). f es la frecuencia de valo-
res de la función Γ (z0, z1).
mostrado en la Figura 4.12(c), vemos que esta variación en la mayoría
de los casos no supera el 10 %.
Cuando la analizada es la uniformidad en las áreas oscuras de
la distribución de intensidad replicada, NU↓, observamos que pa-
ra las mismas combinaciones de distancias de diseño de la función
NU↑ (z0, z1), ésta es menos abrupta reapareciendo el perfilamiento
de la diagonal surgida de los valores del parámetro cuando las dis-
tancias son iguales, Figura 4.13(a). En cuanto al mínimo global de la
función, éste conserva el valor y la combinación de distancias del ca-
so iterativo, es decir, NU↓ (z0 = z1 = 3 mm) = 0,91 %. Si nos fijamos
en la función Γ (z0, z1) de la Figura 4.13(b), vemos que la tónica gene-
ral no es ésta. Además, se aprecia la existencia de una clara división
de la función Γ (z0, z1) en la diagonal, siendo los valores las combi-
naciones de diseño z0 > z1 referentes al método iterativo más altos
que los del algoritmo no iterativo. Por el contrario, cuando z0 < z1,
los valores del método no iterativo son mayores que los del iterativo.
Este resultado nos indica que si este parámetro fuera determinante,
dependiendo de la combinación de distancias de diseño escogida, de-
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Figura 4.12: Análisis de la NU↑ para el rango de distancias de diseño
z0, z1 = (3 mm, 4 cm) utilizando como objetivo la Figura 4.2(a)
y el Algoritmo iterativo 4.2.3. (a) NU↑ (z0, z1), (b) Γ (z0, z1) en
(%) y (c) histograma de Γ (z0, z1). f es la frecuencia de valores
de la función Γ (z0, z1).
beríamos de utilizar uno u otro algoritmo. Aún así tal, y como vemos
en la Figura 4.13(c), predominan las variaciones inferiores al 2 %.
Al igual que hemos hecho con el Algoritmo 4.2.1, en la Figura 4.14
hemos representado en trazo continuo la evolución de los paráme-
tros de calidad cuando las distancias de diseño son iguales. Además,
a fin de facilitar la comparación, hemos representado en trazo dis-
continuo la evolución para el mencionado algoritmo que hemos ana-
lizado en la Figura 4.6. La primera conclusión que obtenemos es la
evolución paralela de los valores con y sin métodos iterativos. Sin
embargo, esta evolución paralela no implica igualdad. Como pue-
de observarse, para todas las combinaciones de distancias de diseño
z = z0 = z1, el ECM obtenido por métodos iterativos es inferior al
obtenido sin ellos. Como acabamos de ver, la diferencia entre ambas
evoluciones al inicio es de Γ (z0, z1) = 0,001 %. Posteriormente, es-
ta diferencia aumenta con la evolución hasta que en el límite de la
combinación de distancias de diseños evaluadas, la diferencia pasa
a ser Γ (z0, z1) = 20,06 %− 18,16 % = 1,90 % lo que nos indica que
cuanto mayor sea z, más ventajoso será el uso del algoritmo iterativo.
Para END ocurre algo similar, pero con una menor diferencia con la
evolución de la distancia ya que comenzamos con Γ (z) = 3 · 10−4 %,
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Figura 4.13: Análisis de la NU↓ para el rango de distancias de diseño
z0, z1 = (3 mm, 4 cm) utilizando como objetivo la Figura 4.2(a)
y el Algoritmo iterativo 4.2.3. (a) NU↓ (z0, z1), (b) Γ (z0, z1) en
(%) y (c) histograma de Γ (z0, z1). f es la frecuencia de valores
de la función Γ (z0, z1).
para acabar con Γ (z = 4 cm) = 11,80 % − 11,15 = 0,65 % que su-
pone un empeoramiento prácticamente inapreciable de la eficiencia
difractiva. Quizás de los cuatro parámetros de calidad, el que prácti-
camente no cambia su valor por el uso de uno u otro algoritmo es EL,
siendo la evolución con la combinación de distancias de diseño prác-
ticamente calcada en toda z pasando de Γ (z = 3 mm) = −3 · 10−4 %
a Γ (z = 4 cm) = 18,11 % − 18,18 % = 0,07 %. Algo similar le ocu-
rre a NU↓ donde, salvo en ciertas combinaciones de distancias, los
resultados proporcionados por ambos algoritmos son muy cercanos
pasando de Γ (z = 3 mm) = −3,8 · 10−3 % a Γ (z = 4 cm) = 13,38 %−
13,97 % = 0,58 %. En contraste, de los cuatros parámetros, la fun-
ción que más varía su valor es NU↑ (z) pasando de Γ (z = 3 mm) =
−0,22 % a Γ (z = 4 cm) = 16,09 %− 18,96 % = −2,87 %.
Como último análisis de esta sección, comprobaremos la evolución
de los parámetros de calidad con las distancias de diseño en la segun-
da región de menor ECM en la Figura 4.9(a). Para ello, hemos fijado
la distancia de diseño z1 = 3 mm y hemos variado la distancia de
diseño z0 en el rango z0 = (3 mm, 4 cm). Como se observa en la Fi-
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Figura 4.14: Parámetros de calidad para la combinaciones de distancias z =
z0 = z1 obtenidos con el método iterativo (líneas continuas) y
con el método no iterativo (líneas discontinuas).
gura 4.15, las funciones ECM (z0, z1 = 3 mm) y END (z0, z1 = 3 mm)
evolucionan paralelas con las distancia siendo el valor de ambas bas-
tante bajo. ECM pasa del mínimo global situado en z0 = z1 = 3 mm
a un valor de ECM = 3,6 % en z0 = 4,3 mm. Éste continúa su suave
ascenso hasta que en z0 = 4 cm alcanza un valor de ECM = 5,8 %.
Este incremento de apenas un 2 %, nos confirma que efectivamente
tenemos una amplia tolerancia en el error en cuanto a la distancia de
diseño z0 se refiere. Comportamiento similar ocurre con la función
END (z0, z1 = 3 mm), donde en el límite del rango de z0 obtenemos
un valor de END (z0 = 4 cm, z1 = 3 mm) = 3,8 % por lo que en es-
te aspecto, también obtenemos un buen valor a la salida del sistema
para todas las combinaciones de z0.
La función EL (z0, z1 = 3 mm) experimenta un ligero descenso de
alrededor del 6 % con el aumento de z0, por lo que no existe práctica-
mente limitación en cuanto a lo que se refiere a este parámetro de ca-
lidad. Sin embargo, esto no ocurre con las uniformidades en las áreas
brillantes y oscuras donde se produce un aumento significativo en es-
te rango de distancias. Para el límite de evaluación de z0, obtenemos
que las uniformidades valen NU↑ (z0 = 4 cm, z1 = 3 mm) = 28,5 %,
NU↓ (z0 = 4 cm, z1 = 3 mm) = 26,4 % respectivamente. Además, su
evolución en este caso es oscilante siendo más acusada en la función
NU↑ (z0, z1 = 3 mm) llegando a superar valores del 30 % y decrecer
por debajo del 20 %. Por lo tanto, en este rango de distancias, tene-
mos en general distribuciones de intensidad replicada aceptables con
un rizado mayor que en la diagonal tanto en las zonas oscuras como
en las brillantes.
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Figura 4.15: Parámetros de calidad para la combinación de distancias de
diseño z0 = (3 mm, 4 cm), z1 = 3 mm.
4.2.5 Profundidad de foco
Una vez diseñado nuestro sistema con la configuración de doble
DOE optimizada, es importante conocer cuál es el margen de error
que podemos cometer en el posicionamiento de las máscaras, mante-
niendo una distribución de intensidad replicada aceptable a la salida
del sistema. Para ello, hemos vuelto a tomar la configuración de doble
DOE con distancias de diseño iguales que produce un menor valor de
la función ECM, es decir, z0 = z1 = 3 mm y hemos calculado su pro-
fundidad de foco en el rango de distancias z0, z1 = [2,9 mm, 3,6 mm]
tanto para el algoritmo no iterativo como para el iterativo.
4.2.5.1 Método no iterativo
En la Figura 4.16(a) podemos ver que, a diferencia con la variación
del ECM con las distancias de diseño, cuando se analiza la tolerancia
en el posicionamiento de las máscaras no se aprecia una diagonal de
valores mínimos cuando se cumple z0 = z1. En cambio, se observa
una distribución de valores en forma de cruz centrada en las distan-
cias de diseño del sistema. A partir de esta combinación de distancias,
el valor de la función ECM (z0, z1) desciende suavemente con el incre-
mento de la longitud de sus brazos mientras que en la diagonal crece
con un ligero incremento de la pendiente. En este caso, el mínimo
global de la función se encuentra situado en z0 = z1 = 3000,7 µm,
que supone prácticamente la combinación de distancias impuesta en
el diseño con un valor de ECM = 0,014 %. Como es lógico según lo
comentado, el máximo de la función se sitúa en z0 = z1 = 3,6 mm
con un valor de ECM = 18,5 %.
A fin de resaltar con más detalle los rangos de combinaciones de
distancias que no superan cierto valor del error, en la Figura 4.16(b)
hemos representando la Figura 4.16(a) con 8 curvas de contorno, don-
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de en cada curva se ha resaltado el valor del ECM al que correspon-
de. Dado que el signo del gradiente de la función ECM (z0, z1) no
varía, este valor delimita el máximo error dentro del área de la fun-
ción ECM (z0, z1) encerrada por la misma. Como se puede apreciar,
cuando imponemos como error máximo aceptable un ECM = 2 %, la
tolerancia resultante es aproximadamente zd ± 30 µm donde hemos
definido zd = (z0 = 3 mm, z1 = 3 mm) recalcando con el subíndice d
el hecho de ser distancias de diseño. Si las condiciones de calidad de
la imagen replicada se relajan, podemos aumentar la tolerancia. Por
ejemplo, cuando doblamos el error máximo permitido hasta el 4 %,
la tolerancia en ambas dimensiones deja de ser aproximadamente las
misma ya que la curva de contorno deja de ser aproximadamente
circular. Cuando z0 < zd, la tolerancia alcanza el mínimo del rango
de distancias evaluadas por lo que la tolerancia es de z0,d − 100 µm,
aunque cabe destacar que probablemente sea mayor según la forma
de la curva que apreciamos en la Figura 4.16(b). Sin embargo, he-
mos preferido no evaluar distancias inferiores para respetar nuestras
condiciones de optimización a la hora de realizar la propagación del
campo, ∆ρ ≥ 1 cuando z ≥ 3 mm. Para z0 > zd, tenemos que la
tolerancia se incrementa obteniendo z0,d + 170 µm lo que supone un
incremento 140 µm respecto a la tolerancia resultante de fijar el ECM
al 2 %. Si ahora nos fijamos en z1, vemos que la tolerancia es mayor
en el entorno de z0 = 3 mm que en el resto. Para z1 < zd, tene-
mos que la tolerancia es de aproximadamente 40 µm mientras que
para z1 > zd cuando fijamos z0 = 3 mm, alcanza las 80 µm. Por otra
parte, al alejarnos de z0 = 3 mm ésta se reduce hasta las 30 µm. Es-
te comportamiento se repite aumentando el valor del error con las
siguientes curvas de contorno. Finalmente, si tomamos como el máxi-
mo ECM aceptado el 12,3 %, la tolerancia se incrementa notablemen-
te pudiendo escoger cualquier combinación de distancias en el rango
(zd − 100 µm, zd + 600 µm).
4.2.5.2 Método iterativo
Cuando realizamos el análisis anterior con las máscaras de ampli-
tud y fase obtenidas con el Algoritmo 4.2.3, las tolerancias resultantes
son prácticamente idénticas a las obtenidas con el método no iterativo,
como vemos en la Figura 4.17(a). De nuevo, para tener cuantificada la
diferencia entre las tolerancias obtenidas por ambos métodos, hemos
aplicado la función Γ (z0, z1) mostrada en a Figura 4.17(b). En ella se
confirma que ambas tolerancias son semejantes siendo la diferencia
máxima en valor absoluto del 0,033 %. Si nos fijamos en el histogra-
ma de la Figura 4.17(c), observamos que predominan las diferencias
menores al 0,006 %. Con estos datos se pueden tomar como válidas
las conclusiones obtenidas para el caso no iterativo.
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Figura 4.16: ECM para la tolerancia respecto a la posición usando las más-
caras diseñadas con el Algoritmo 4.2.1 siendo las distancias de
diseño z0,d = z1,d = 3 mm. (a) Distribución de valores en (%)
y (b) Curvas de contorno donde se resalta el valor del ECM en
(%).
4.2.6 Velocidad de los algoritmos
En esta sección hemos presentados dos algoritmos, en el que el
primero no conlleva métodos iterativos y el segundo sí. Este hecho
hace que el método del Algoritmo 4.2.1 sea el más rápido de los dos,
puesto que no tiene que repetir el cálculo a la hora de optimizar la
máscara de fase. Cuando la comparación se realiza con el Algoritmo
3.10 para el diseño de máscaras con transmitancia continua, también
el Algoritmo 4.2.3 es más rápido puesto que el número de propaga-
ciones para este algoritmo es aproximadamente la mitad. Por tanto,
el tiempo de cálculo se reduce en un factor 2.
108 conformado mediante máscaras discretas
(a) (b)
(c)
Figura 4.17: (a) ECM en (%) para la tolerancia respecto a la posición usan-
do las máscaras diseñadas con el Algoritmo 4.2.1 siendo las
distancias de diseño z0,d = z1,d = 3 mm, (b) Γ (z0, z1) en (%) y
(c) histograma de Γ (z0, z1). f es la frecuencia de valores de la
función Γ (z0, z1).
4.3 transmitancia discretizada de ambos does
En todos los análisis anteriores hemos tratado el caso donde única-
mente la transmitancia de la primera máscara es binaria optimizando
la transmitancia continua de la segunda máscara para la configura-
ción AF. Existen diferentes técnicas para fabricar máscaras multinivel
que tratan de emular el comportamiento de las máscaras con transmi-
tancia continua [89]. Sin embargo, estas técnicas suelen ser complejas
e incrementan tanto costes de producción como de tiempo empleado
por cada nivel fabricado [188]. Un camino para simplificar el proble-
ma y reducir costes temporales y de producción es la fabricación de
máscaras binarias. Centrándonos en nuestro problema, una posible
solución para obtener el conformado de haces en el rango operacio-
nal del campo cercano, es la grabación de ambas máscaras de trans-
mitancia binaria en sendas caras de una lámina de vidrio delgada
como sugiere [93] tal y como muestra la Figura 4.18.
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Figura 4.18: Esquema del sistema de doble DOE binario grabado en una lá-
mina de vidrio. z0 es la distancia entre DOEs y DOEA y DOEF
son respectivamente las máscaras de amplitud y fase.
Sin embargo, para alcanzar nuestro objetivo, debemos modificar el
Algoritmo 4.2.3 de tal forma que tengamos en cuenta en el kernel
iterativo el número de niveles en los que queremos discretizar la más-
cara. La primera técnica propuesta para tal fin se debe a Frank Wy-
rowski el cual propuso el concepto de cuantización suave [216, 217].
Este método consiste en realizar una cuantización progresiva de los
valores de la fase de la máscara diseñada. Así, la cuantización se pro-
duce a lo largo de cada iteración solamente en los puntos cuya fase
está contenida dentro de una serie de intervalos centrados alrededor
de los niveles de fase discretos. Estos intervalos se amplían progresi-
vamente hasta tener en cuenta todas las fases. Posteriormente, Keren
propuso modificar este algoritmo para que la cuantización se reali-
zara de forma parcial y repetida hasta llegar a la cuantización total
[84]. Para esta tesis, hemos desarrollado una función discretizadora
donde la discretización elegida se realiza sistemáticamente en cada
iteración, dejando para un futuro la posible implementación de la
cuantización suave. De nuevo, en todos los ejemplos de esta sección,
vamos a utilizar como distribución de intensidad objetivo y máscara
de amplitud la Figura 4.2(a) y, salvo que se especifique lo contrario,
como distancias de diseño z0 = z1 = 3 mm.
4.3.1 Modificación del Algoritmo 4.2.3 para discretización
A la hora de producir una máscara discretizada de fase en el siste-
ma de doble DOE con la configuración de AF, debemos de modificar
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ligeramente el Algoritmo 4.2.3 añadiendo un paso adicional después
de la Ecuación 4.9,
DOEF(x, y)→ DOEF(x, y) = D[ejϕ(x,y)], (4.25)
donde D[ f (x, y)] es una función que discretiza la máscara de fase.
Por ejemplo, para una máscara binaria con fases 0 y pi, DOEF(x, y)
toma la forma
DOEF(x, y) =
{
ej0 = 1, resto [ϕ(x, y)] ∈ (−pi/2,pi/2)
ejpi = −1, resto [ϕ(x, y)] ∈ (pi/2,−pi/2)
, (4.26)
donde resto [ f (x, y)] es la función remainder entre −pi2 y pi2 .
4.3.2 Transición DOEF continuo-discreto
Cuando aplicamos un algoritmo que discretiza una máscara difrac-
tiva, ya sea de amplitud o de fase, básicamente estamos reduciendo
los grados de libertad en el diseño. Esta reducción hace que, en la
mayoría de los algoritmos, el proceso de optimización empeore debi-
do al frecuente estancamiento en alguno de los mínimos locales tras
unas pocas iteraciones. La consecuencia directa es la incapacidad de
alcanzar el mínimo absoluto en la optimización y, por tanto, el con-
formado de haz con mejores resultados. Para más detalles, se puede
consultar [148], donde se compara el comportamiento de diferentes
algoritmos iterativos utilizados para conformado de haces en función
del número de niveles de discretización. En lo referente a nuestro
análisis, a lo largo de este apartado vamos a comprobar como afecta
la discretización progresiva al Algoritmo 4.2.3 y confirmar si se cum-
plen o no los comportamientos descritos en [148] para esta familia de
algoritmos.
La primera simulación numérica que vamos a tratar es el efecto de
la discretización de la máscara de fase en la calidad del conformado
del haz. En la Figura 4.19(a) hemos representando la evolución de los
parámetros de calidad en función del número de niveles de gris, n.g.,
en los que se discretiza la fase para el rango n.g. = [2, 64].
Como se puede observar, para todos los parámetros se produce una
mejoría al ir incrementando n.g., variando en cada caso el nivel en el
que se produce la estabilización. Para los parámetros ECM, END,
EL y NU↓, el mayor grado de mejora se produce dentro de los 20
primeros niveles de gris siendo en el caso de los tres primeros, más
pronunciada en el rango de niveles n.g = [2, 10]. En cambio, el decre-
cimiento de NU↑ es más tendido produciéndose la mejora a lo largo
de todo el rango de valores evaluado. ECM comienza su evolución
a partir de su máximo global, ECM = 19,85 % obtenido en n.g = 2
a partir del cual decrece continuadamente hasta la estabilización en
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Figura 4.19: (a) Parámetros de calidad y (b) Iteración mínima, imin, frente al
número de niveles de discretización en la máscara de fase. n.g.
es el número de niveles de gris.
torno a n.g = 30. Similar comportamiento sufre END pero partiendo
de un máximo global ligeramente inferior, END = 14,11 %. A dife-
rencia de NU↑ que comienza a estabilizarse en el límite del rango
evaluado con valores en torno al 4 %, NU↓ alcanza su valor de esta-
bilización en n.g = 25 con valores en torno al 1 %. Finalmente, dado
el carácter positivo de EL, ésta comienza su evolución creciente en el
mínimo global de valor EL = 2,39 %, hasta estabilizarse a partir de
n.g = 30 con valores en torno al 26 %.
A modo de ejemplo, en el Cuadro 7 hemos recopilado los paráme-
tros de calidad para los niveles 2, 4, 8 y 10. Asimismo, en la Figura
4.20 hemos representado la máscara de amplitud, Figura 4.20(a), la de
fase 4.20(b) y la distribución de intensidad replicada, Figura 4.20(c)
cuando el número de niveles de gris es 2 (0 y pi) y, por lo tanto, el sis-
tema es binario. A pesar del incremento del ECM, la distribución de
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n.g Iteración ECM (%) END (%) EL (%) NU↑ (%) NU↓ (%)
2 12 19,85 14,11 22,39 31,42 20,24
4 23 11,85 11,05 23,20 23,76 17,22
8 62 2,24 3,28 25,21 14,92 15,47
10 15 1,42 1,4 25,47 15,16 6,47
Cuadro 7: Variación de los parámetros de calidad en función del número de
niveles de gris (n.g.) de la fase junto con la iteración en la que se
obtienen.
intensidad replicada está bien perfilada con bordes definidos y una
considerable intensidad luminosa.
En la primera parte de esta sección hemos mencionado que en la
mayoría de los algoritmos iterativos destinados al conformado de haz,
las probabilidades de un estancamiento prematuro aumentan con el
decrecimiento de los niveles de gris [148]. A fin de comprobar cómo
se comporta el Algoritmo 4.2.3 respecto a esta circunstancia, en la
Figura 4.19(b) hemos representando la iteración en la cual se produ-
ce el diseño de la combinación AF con menor ECM, imin, frente a
n.g para 100 iteraciones. Según podemos observar, para el rango de
niveles de gris evaluado, no podemos obtener conclusiones en este
aspecto. Tanto para niveles bajos, n.g. < 6, como para niveles altos,
n.g. > 40, el algoritmo encuentra la mejor solución para un número
de iteraciones por debajo de 23. Para niveles altos podemos presupo-
ner que la solución encontrada se corresponde con el mínimo global
dados los valores de los parámetros de calidad. Sin embargo, para
niveles bajos no podemos realizar esta suposición. Finalmente, para
los valores n.g > 6 y n.g. < 40, la iteración que se corresponde con
el menor ECM oscila entre valores bajos y altos por lo que tampoco
podemos asegurar que exista ninguna relación entre el estancamiento
y el número de niveles de gris.
4.3.3 Análisis respecto a las distancias de diseño
A lo largo de los diferentes análisis realizados tanto en el Capítulo 3
como en el actual, hemos comprobado que los parámetros de calidad
varían según las distancias de diseño z0, z1, que elijamos. El sistema
de doble DOE en el que ambas máscaras se discretizan totalmente no
es una excepción. Por consiguiente, es de utilidad el conocimiento de
las posibles combinaciones de distancias de diseño que proporcionan
mejor calidad en la distribución de intensidad replicada.
En la Figura 4.21 hemos representado los parámetros de calidad pa-
ra esta situación tomando 2 niveles de gris para la discretización de
la máscara de fase, 0 y pi, e imponiendo como máscara de amplitud
la distribución de intensidad objetivo mostrada en la Figura 4.20(a).
4.3 transmitancia discretizada de ambos does 113
(a) (b)
(c)
Figura 4.20: Sistema de doble DOE binario. (a) DOEA = objetivo, (b) DOEF
binarizado entre 0 y pi, (c) réplica obtenida en el plano de obser-
vación cuando las distancias de diseño son z0 = z1 = 3 mm. Pa-
ra este ejemplo, ECM = 19,85 %, END = 14,11 %, EL = 22,39 %,
NU↑ = 31,42 % y NU↓ = 20,24 %.
Observando las gráficas de dichos parámetros, se aprecia la presen-
cia de cierto pixelado que no estaba presentaba en anteriores análisis.
Si recordamos la introducción a esta sección, mencionamos que en
nuestra binarización hemos elegido realizar la discretización en cada
iteración posponiendo la cuantización suave para futuras versiones
del algoritmo. Este hecho hace que valores contiguos puedan ser bas-
tantes diferentes por lo que al observar la distribuciones de valores
de todos los parámetros de calidad, se aprecia la existencia de cierta
oscilación.
Una vez comentada esta peculiaridad, comenzaremos analizando
la función ECM (z0, z1) mostrada en la Figura 4.21(a). Lo primero
que destaca de la distribución de valores del error es la amplia uni-
formidad existente predominando los valores en el rango ECM =
[20− 40] %, salvo dos excepciones en las que se incrementa el valor
notablemente. La primera es una combinación de distancias situada
en torno a z1 = 10 mm y z0 > 25 mm donde ECM > 60 %. El segundo
rango de combinaciones se produce por la combinación z1 > 30 mm,
z0 < 15 mm donde ECM > 55 %. Lo segundo que podemos destacar
respecto a casos anteriores, es la presencia de una diagonal bastante
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(c) (d)
(e)
Figura 4.21: Parámetros de calidad obtenidos para la configuración de doble
DOE totalmente binarizada mediante la modificación explicada
en la Subsección 4.3.1 cuando el objetivo y la máscara de ampli-
tud son la Figura 4.20(a). (a) ECM, (b) END, (c) EL, (d) NU↑ y
(e) NU↓.
más difuminada por lo que no siempre la combinación z0 = z1 es la
más óptima.
Si nos fijamos ahora en el parámetro END, Figura 4.21(b), podemos
observar que la distribución de valores es similar a la mostrada por
ECM pero con valores de menor magnitud, situándose los mínimos
en torno al 14 %. En cuanto a EL, en la Figura 4.21(c) podemos obser-
var que ésta disminuye con el aumento de ambas distancias desde el
máximo global ubicado en z0 = z1 = 3 mm de valor EL = 22,40 %,
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hasta valores en torno al 6 %. Finalmente, ambas uniformidades son
bastante constantes situándose su valor en torno al 30 % y el 20 % pa-
ra NU↑ y NU↓ en la mayoría de las combinaciones de distancias de
diseño.
Dado el carácter variable y ondulatorio de la distribución de valo-
res, para obtener la combinación de distancias que produce mejor re-
sultado, en esta ocasión hemos impuesto que los tres parámetros prin-
cipales, ECM, END y EL sean mínimos y máximo respectivamente,
a fin de tener la combinación de menor error y más eficiente. De esta
forma, resulta como mejor combinación la ya tratada z0 = z1 = 3 mm
cuyas máscaras y resultado se muestran en la Figura 4.20.
4.4 conclusiones
A lo largo de este capítulo, hemos presentado diversos algoritmos
para la obtención de conformado de haces en campo cercano, median-
te el sistema de doble DOE de transmitancia discreta en la configu-
ración AF. Estas máscaras son más fáciles de fabricar y requieren un
menor tiempo de implementación. Con estos algoritmos, la transmi-
tancia del primer DOE es igual a la distribución de intensidad binaria
usada como objetivo. El segundo DOE de fase con transmitancia con-
tinua o discreta, es obtenido a través de los diferentes algoritmos. A
partir de los análisis numéricos llevados a cabo se han extraído las
siguientes conclusiones:
1. Cuando utilizamos el algoritmo sin métodos iterativos para la
optimización del DOE de fase, deberemos de decantarnos pre-
ferentemente por una elección de distancias de diseño de cuyo
valor sea el mismo o muy cercano, es decir, z0 ≈ z1, y, en el caso
analizado, no superior a 4 cm.
2. Dentro del rango de distancias anterior, y siempre que las condi-
ciones de diseño nos lo permitan, utilizaremos preferentemente
la combinación de distancias de diseño más pequeña que en el
análisis realizado se corresponde con z0 = z1 = 3 mm.
3. Cuando optimizamos la máscara de fase con el método iterativo,
se consigue rebajar en mayor o menor medida los valores de
ECM respecto a los obtenidos con el método no iterativo. Este
decrecimiento es más notable cuanto más nos alejamos de las
configuraciones donde z0 ≈ z1.
4. Las configuraciones de distancias de diseño alejadas de la dia-
gonal generada con z0 ≈ z1, por lo general, producen buenas
réplicas del objetivo con un aumento del rizado.
5. La tolerancia en el posicionamiento de las máscaras diseñadas
es aceptable en el rango (zd − 100 µm, zd + 600 µm) al utilizar
ambos métodos.
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6. El método no iterativo es el más rápido de entre todos los pre-
sentados hasta ahora ya que no requiere la repetición sucesiva
del cálculo para la obtención de la máscara de fase. Además, si
comparamos el Algoritmo 4.2.3 con el presentado en el Capítu-
lo 3, el primero también es más rápido al reducir a la mitad el
número de propagaciones de campo realizadas.
7. Al realizar la discretización de la máscara de fase con el Algorit-
mo 4.2.3, se produce un aumento de ECM con la reducción de
niveles de gris. Sin embargo, en la configuración más restrictiva
donde ambos DOEs tiene una transmitancia binaria, la distri-
bución de intensidad replicada está bien perfilada con bordes
definidos y una considerable intensidad luminosa.
8. La combinación preferente de distancias de diseño cuando am-
bas máscaras tienen una transmitancia binaria en el caso anali-
zado es z0 = z1 = 3 mm.
5
S I S T E M A A D A P TAT I V O D E C O N F O R M A D O
En los Algoritmos 4.2.1 y 4.2.3 se ha supuesto que la primera máscara,
DOEA, es idéntica a la distribución de intensidad objetivo. No obstante, se
pueden dar situaciones en las que esto no sea posible. En este capítulo se rea-
lizan diversos estudios para un sistema adaptativo de doble elemento difracti-
vo. En este caso, la máscara de amplitud deja de ser igual a la distribución de
intensidad objetivo y la máscara de fase se optimiza con el Algoritmo 4.2.3.
En la primera parte del capítulo, se toma como máscara de amplitud una
versión modificada de la distribución de intensidad objetivo. En la segunda
parte, se toma como máscara de amplitud un DOE totalmente diferente a la
distribución de intensidad objetivo.
5.1 introducción
Los Algoritmos 4.2.1 y 4.2.3 muestran un buen comportamiento al
obtener conformados de haces en diferentes rangos de distancias co-
mo hemos mostrado en el Capítulo 4. En estos algoritmos se impone
como primera máscara del sistema de doble DOE la distribución de
intensidad objetivo. Sin embargo, existen diversos factores que pue-
den hacer que esta condición no se pueda cumplir como defectos físi-
cos en las máscaras causados por una mala fabricación, suciedad, ali-
neamiento incorrecto de las máscaras, etc. Por otra parte, dependien-
do de la aplicación que se quiera llevar a cabo, puede ser conveniente
incrementar la cantidad de luz que llega a la máscara de fase sin per-
der la forma del haz deseada. Una posible solución es desarrollar un
sistema de doble elemento difractivo con capacidad de adaptación a
la máscara de amplitud presente en el sistema. De esta forma, la ré-
plica obtenida a la salida es independiente de cualquier modificación
a la que haya sido sometido la máscara de amplitud, DOEA.
A lo largo de este capítulo se muestran diversos análisis donde
la máscara de amplitud sufre diferentes modificaciones a la hora de
aplicar el Algoritmo 4.2.3. Primero, estas modificaciones generarán
versiones parecidas de la distribución de intensidad objetivo. Poste-
riormente, la máscara de amplitud no tendrá ninguna relación con la
distribución de intensidad objetivo.
5.2 dilatación de la máscara de amplitud
El primer análisis que realizaremos será comprobar cómo afecta la
variación del área luminosa de la máscara de amplitud a la optimi-
zación de la máscara de fase. Al imponer en los algoritmos desarro-
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Figura 5.1: Máscara de amplitud con las magnitudes a variar. l es la longi-
tud, ω la anchura y s la anchura luminosa.
llados que la máscara de amplitud sea igual que la distribución de
intensidad objetivo, hemos fijado la eficiencia luminosa del sistema
(salvo variación de cualquier parámetro de configuración). Sin em-
bargo, puede que existan situaciones donde nos interese aumentar
este factor. Esto hará que la máscara de amplitud varíe y por lo tan-
to, deje de cumplirse la igualdad entre la distribución de intensidad
objetivo y la máscara de amplitud,
DOEA 6=
√
IT (x, y), (5.1)
resultando una versión dilatada o comprimida de la misma.
Para analizar este supuesto, hemos elegido como distribución de in-
tensidad objetivo una rectángulo cuya longitud inicial es l0 = 250 µm
y su anchura inicial es ω0 = 120 µm como muestra la Figura 5.1.
Así, las posibles dilataciones que podemos observar son tres: en la
dirección longitudinal, en la dirección transversal y en ambas simul-
táneamente,
ω f = ω0 + ∆ω,
l f = l0 + ∆l,
s f = s0 + ∆s,
(5.2)
donde ∆X es la variación de la magnitud X y s0 = ω0 × l0 es el área
luminosa del rectángulo evaluado.
El primer estudio que vamos a analizar es el efecto que produce
la variación de la anchura en la imagen replicada tomando como dis-
tancias de diseño z0 = z1 = 3 mm. Para ello, en la Figuras 5.2(a),
(b) y (c) hemos representando la evolución del error con la varia-
ción de la dimensión elegida, ECM (∆X) |z0=z1=3 mm, para el rango
∆X = [−110 µm, 110 µm]. Además, hemos resaltado en la parte supe-
rior de las gráficas, las máscaras de amplitud utilizadas como DOE1
así como las distribuciones de intensidad replicadas resultantes a la
salida del sistema para ∆X = −100 µm, ∆X = 0 y ∆X = +100 µm.
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Cuando la dilatación o la compresión se producen en la dirección ho-
rizontal, la magnitud en la que se produce la variación de valores es la
anchura luminosa, ∆ω. Como podemos observar en la Figura 5.2(a),
la función ECM (∆ω) está centrada en el origen donde en ausencia de
dilatación, el algoritmo logra una distribución de intensidad replica-
da prácticamente perfecta con ECM = 0,008 %, valor que se mantiene
en el rango ∆ω = [−0,3, 7,1] µm. A partir de este punto, se inicia un li-
gero ascenso tanto para valores negativos de ∆ω como para positivos
siendo el crecimiento para ∆ω > 0 más suave que en la parte negati-
va, donde el crecimiento se produce de forma oscilante hasta alcanzar
su máximo en el límite de la variación evaluada. En esta situación, la
máscara de amplitud se ha reducido a una rendija de tan solo 10 µm
de anchura. A pesar de ello, tanto en la dilatación como en la com-
presión, el error no supera en ningún punto el 18 %. Además, si limi-
tamos el intervalo evaluado a ∆ω = [−100 µm, 100 µm], este valor se
reduce a un máximo de 9,3 % para el rango ∆ω = [−31 µm, −24 µm]
lo que indica que el Algoritmo 4.2.3 consigue dar la forma del objeti-
vo al haz tal y como podemos apreciar en las réplicas.
Este comportamiento se confirma con el resto de parámetros de
calidad donde los mejores valores se localizan en el rango de menor
error, aunque su evolución con la dilatación es diferente. La END se
mantiene bastante estable a lo largo de todo el rango evaluado ob-
teniéndose un valor máximo de END = 5,6 % para el rango ∆ω =
[−108 µm, −101 µm]. Conforme aumenta la anchura de la máscara,
este valor decrece hasta obtener el mínimo global en el rango de me-
nor error con un valor de END = 4 · 10−4 %. Posteriormente, comien-
za un leve crecimiento hasta llegar a valores en torno a EL = 3 % para
el límite de la anchura evaluada. Para EL se produce la evolución ló-
gica al incrementarse la cantidad de luz que permite pasar la máscara.
En el mínimo de anchura, es decir, la máxima comprensión evaluada,
apenas se deja pasar luz por lo que en este punto se encuentra el míni-
mo de la función, EL = 0,75 %. Dado que el incremento de la anchura
es lineal, EL también crece linealmente hasta llegar a su máximo glo-
bal situado en ∆ω = +110 µm donde nos encontramos con un valor
de EL = 23,1 %. Finalmente, de los cinco parámetros de calidad estu-
diados, los que empeoran en mayor medida respecto a ∆ω = 0 son
las dos uniformidades, lo cual se refleja en las distribuciones de in-
tensidades mostradas en ∆ω = ±100 µm. Para NU↓, partimos de un
valor de NU↓ = 1 · 10−4 % para crecer tanto en la comprensión co-
mo en la dilatación hasta valores cercanos a NU↓ = 20 %, lo que nos
indica que el rizado en las áreas oscuras crece moderadamente. Este
hecho se acrecienta para la NU↑ donde pasamos de NU↑ = 0,2 %, a
máximos del 75 % con un valor medio en torno al 40 %, mostrándose
un notable rizado en las áreas luminosas para prácticamente todas
las variaciones de la anchura.
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Cuando lo que se varía es la longitud del rectángulo luminoso, l,
el comportamiento es similar con la salvedad de que no hemos lle-
gado al límite en una de las dimensiones como en el caso anterior.
Esta diferencia hace que las gráficas sean más simétricas en torno
al rango ∆l con menor error que, tal y como vemos en la Figura
5.2(b), se encuentra en ∆l = [−6,2, 0,4] µm donde ECM = 0,008 %.
A partir de este rango, el error se incrementa tanto para la dilatación
como para la comprensión, siendo el incremento de esta última con
una pendiente inferior llegando a tener un mínimo local en el rango
∆l = [−99,8,−92,34] µm de valor ECM = 1,2 %. Dado que el resto
de parámetros evolucionan de manera similar al caso (a), pasaremos
directamente a analizar el caso donde la variación se produce en am-
bas dimensiones. Lo primero que destaca en la gráfica de ECM de la
Figura 5.2(c) es que el rango de mínimo error se reduce notablemente
respecto a los casos anteriores, siendo simétrico en torno al origen y
de valor, ∆s = [−0,368,−0,368] µm. Posteriormente, tanto en la zona
negativa como en la positiva, se produce un ligero incremento sien-
do ECM = 1 % para ∆s = [−6,3,−1] µm y ECM = 0,25 % para el
rango ∆s = [−1,1,−7,0] µm. Este crecimiento continúa aumentando
la pendiente hasta llegar al máximo global ubicado para la máxima
compresión con un valor de ECM = 45,5 %. Para ∆s > 0 el máximo
local se ubica en el rango ∆s = [85,5,−92] µm con ECM = 18 % y
posteriormente, se inicia un descenso hasta llegar a un mínimo local
situado en ∆s = [107,7, 108,5] µm con ECM = 8,6 %.
El resto de parámetros de calidad comparten el incremento sufri-
do por ECM respecto a los casos anteriores. Como es de esperar, el
rango para el mínimo global de las funciones se comparte con el de
ECM, siendo NU↓ = 1,25 · 10−4 %, END = 4,3 · 10−4 % y NU↑ = 0,2 %
tal y como vemos en la Figura 5.2(c). Posteriormente, se produce un
aumento del valor de todos los parámetros de forma prácticamente si-
métrica para la dilatación y para la comprensión. Este crecimiento es
moderado para la END, obteniéndose END (∆s = −110 µm) = 6 %
y END (∆s = +110 µm) = 3,2 %. Al igual que en los casos anteriores,
el crecimiento más importante se produce en ambas uniformidades
siendo más acuciado para NU↑. Para NU↓, tenemos un valor medio
en torno al 20 % para el rango de ∆s alejado de la región ideal, siendo
NU↓ (∆s = −110 µm) = 18,8 % y NU↓ (∆s = +110 µm) = 15,1 % que
para el caso de NU↑ ascienden hasta NU↑ (∆s = −110 µm) = 28 % y
NU↑ (∆s = +110 µm) = 30,1 %. Además, a diferencia de NU↑, prácti-
camente no existe transición entre la zona de mínimo y máximo valor
lo que nos indica que para ∆s fuera de la región central, tendremos un
gran rizado en las zonas iluminadas. Finalmente, y como ya comen-
tamos en los casos anteriores, EL crece desde EL (∆s = −110 µm) =
0,4 % hasta EL (∆s = +110 µm) = 33,4 %.
Por último, en la Figura 5.2(d) se presenta ECM para los tres casos
donde podemos ver que, para igual variación y en el caso de la dila-
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(a)
(b)
(c)
(d)
Figura 5.2: Parámetros de calidad para la configuración de doble DOE cuan-
do z0 = z1 = 3 mm y la máscara de amplitud es una ver-
sión dilatada de la Figura 5.1. En la parte superior del ECM se
muestran las máscaras de amplitud utilizadas así como las dis-
tribuciones de intensidad replicada a la salida del sistema para
∆ω = −100 µm, ∆ω = 0 y ∆ω = +100 µm.
122 sistema adaptativo de conformado
∆ Valor ECM (%) END (%) EL (%) NU↑ (%) NU↓ (%)
ω (µm)
−110
18,2 3,5 0,8 29,9 19,6
l (µm) 8,0 3,2 6,8 34,2 17,5
s
(
µm2
)
45,4 5,9 0,4 27,9 18,8
ω (µm)
−100
6,9 1,6 2,3 36,8 17,2
l (µm) 5,0 2,9 7,2 31,2 16,0
s
(
µm2
)
8,1 5,5 1,3 21,9 14,3
ω (µm)
−50
2,0 1,4 6,9 41,1 22,2
l (µm) 6,5 1,4 10,0 33,0 12,8
s
(
µm2
)
6,2 3,4 5,5 36,3 19,2
X 0 8 · 10−3 4,3 · 10−4 12,5 0,2 1,2 · 10−4
ω (µm)
50
3,1 1,5 16,9 38,6 20,0
l (µm) 5,9 0,5 15,1 35,4 19,0
s
(
µm2
)
8,9 2,0 20,5 37,6 18,6
ω (µm)
100
7,2 3,0 21,7 35,3 18,1
l (µm) 11,3 1,3 17,3 35,2 16,8
s
(
µm2
)
12,4 3,7 30,0 34,7 15,7
ω (µm)
110
6,7 1,3 23,1 52,9 21,5
l (µm) 14,1 1,8 18,0 37,0 16,1
s
(
µm2
)
10,3 3,2 33,3 30,8 15,1
Cuadro 8: Parámetros de Calidad para diferentes valores de la dilatación de
la anchura ω, longitud l, y área luminosa s, del rectángulo mos-
trado en la Figura 5.1. X indica la dimensión original, ∆ variación
y el signo (−) indica compresión.
tación, ECM (∆s) siempre es más alto al tener mayor área luminosa
que replicar, seguido de ECM (∆l) siendo el error para ∆ω el menor.
Para el caso de la compresión, esta tendencia no siempre se cumple
cambiando según la variación evaluada. A fin de resumir lo analiza-
do, hemos recogido en el Cuadro 8 los valores de los parámetros de
calidad para diversos valores de la dilatación.
Hasta ahora, no hemos hablado de una característica común de las
gráficas mostradas en la Figura 5.2, su evolución escalonada con la
dilatación. Una de las características de los algoritmos basados en IF-
TA es la posibilidad de que en el transcurso de la optimización, se
caiga en un determinado mínimo de la función que puede ser local o
global. Cuando utilizamos los algoritmos de doble DOE, algorítmica-
mente la máscara de amplitud ayuda a que la optimización del DOEF
no se estanque en un mínimo local, evitando un conformado de haces
de poca calidad. Al analizar la dilatación de la máscara de amplitud,
estamos utilizando máscaras muy parecidas. Como consecuencia, el
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Figura 5.3: Variación de la máscara de fase con la dilatación de la máscara
de amplitud de la Figura 5.1. En el mismo escalón del error las
máscaras son iguales.
algoritmo vuelve a caer en un mínimo cercano o incluso igual al ob-
tenido con la máscara de amplitud contigua utilizada, hasta que la
variación es lo suficientemente grande para saltar de ese mínimo y
caer en otro. Este hecho hace que durante rangos de valores de la
magnitud variada, la máscara de fase optimizada sea la misma dando
lugar a los escalones. Dicho de otra forma, los escalones de la función
ECM (X) nos indican la tolerancia de una misma máscara de fase
frente a la variación de X en la máscara de amplitud. En la Figura 5.3
hemos ampliado la Figura 5.2 para el rango ∆s = [8, 18] µm que com-
prende cuatro escalones en la función ECM (∆s). Como se puede ob-
servar, las máscaras correspondientes a las dilataciones ∆s = 9,1 µm,
∆s = 10,2 µm y ∆s = 14,6 µm son exactamente iguales por lo que el
algoritmo ha caído en el mismo mínimo durante la opimización. Sin
embargo, en las dilataciones ∆s = 8,0 µm y ∆s = 18,0 µm el algorit-
mo ha caído en mínimos diferentes, aunque cercanos al anterior, por
lo que las máscaras son parecidas a las anteriores aunque distintas.
Finalmente, en ∆s = 15,7 µm se encuentra un diminuto escalón en
el que la máscara optimizada se encuentra a medio camino entre las
dos anteriores.
5.3 suciedad aleatoria
Cuando fabricamos una máscara en un medio material y la utiliza-
mos en un dispositivo que no está protegido, puede posarse sobre su
superficie suciedad que puede provocar una mala formación de la dis-
tribución de intensidad replicada. Ejemplos típicos de está suciedad
son el polvo ambiental o la grasa corporal que puede posarse debido
a una manipulación inadecuada. En esta sección vamos a analizar el
efecto que tienen estos factores sobre el conformado adaptativo de
haces. Para ello, vamos a simular estos inconvenientes introduciendo
124 sistema adaptativo de conformado
Figura 5.4: Variación de los parámetros de calidad en función del nivel de
ruido aleatorio siendo el objetivo la Figura 4.2(a) y las distancias
de diseño z0 = z1 = 3 mm.
ruido aleatorio de forma controlada en las zonas brillantes de la más-
cara de amplitud para posteriormente, aplicar de nuevo el Algoritmo
4.2.3. En otras palabras, tomaremos valores aleatorios de nivel de gris
para cada píxel de las áreas brillantes de la máscara de amplitud, sien-
do a su vez controlado en porcentaje el número de píxeles aleatorios
a los que se aplica.
En la Figura 5.4 hemos representado la variación de los parámetros
de calidad con el nivel de ruido en tanto por ciento, utilizando como
distribución de intensidad objetivo la Figura 4.2(a) para las distancias
de diseño z0 = z1 = 3 mm. Así, un nivel de ruido nulo indica que
estamos usando la máscara de amplitud sin modificar, mientras que
un nivel de ruido del 100 % indica que se ha introducido el máximo
ruido aleatorio posible.
Como vemos una vez más, la evolución de los parámetros ECM
y END es similar. En ambos casos, se produce un suave crecimiento
desde los mínimos globales de la respectivas funciones situados en
ausencia de ruido, hasta alcanzar los máximos globales cuando el rui-
do aleatorio es del 100 % obteniéndose valores del 4,09 % y el 2,79 %
respectivamente. Sin embargo, donde se produce un incremento no-
table de los valores es en las uniformidades. Si nos fijamos en NU↑,
vemos que con un incremento del ruido del 10 % alcanzamos un va-
lor NU↑ = 22,3 % de forma prácticamente lineal. Al incrementar aún
más el nivel de ruido, la evolución pasa a ser oscilante con un valor
medio del 24 %. Mejor comportamiento tiene en cambio NU↓ donde
hasta aproximadamente un nivel de ruido aleatorio del 40 % no se
alcanza el 20 %. A partir de este nivel, NU↓ modera su crecimiento
hasta estancarse en torno al 22 %. Finalmente, EL muestra el compor-
tamiento esperando al decrecer la cantidad de luz que atraviesa la
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(a) (b)
Figura 5.5: Efecto de la presencia de suciedad aleatoria en las zonas brillan-
tes de la máscara de amplitud. (a) Máscara de amplitud con
ruido = 100 %, (b) réplica producida cuando z0 = z1 = 3 mm
y el objetivo es la Figura 4.2(a). Para este ejemplo ECM = 4,09 %,
END = 2,79 %, EL = 8,35 %, NU↑ = 21,42 % y NU↓ = 21,88 %.
máscara de forma lineal, situándose el mínimo global de la función,
EL = 8,35 %, en el 100 % de nivel de ruido aleatorio.
Los datos que hemos obtenido indican que la incorporación de rui-
do en la máscara no es un factor limitante a la hora de obtener la
réplica del objetivo. Sin embargo, a medida que aumentamos el ni-
vel del ruido, dichas réplicas poseen mayor rizado tanto en las zonas
luminosas como en las oscuras siendo más intenso en las primeras.
Como ejemplo de resultado, en la Figura 5.5 hemos representado tan-
to la máscara de amplitud utilizada al incorporar un nivel de ruido
aleatorio del 100 %, Figura 5.5(a), como la distribución de intensidad
replicada obtenida en el plano de observación, Figura 5.5(b), donde
se observa la forma del objetivo bien perfilada pero con un notable
rizado acorde con los parámetros de calidad obtenidos.
5.4 defectos en la máscara
Otro de los factores que puede alterar la correcta formación de la
distribución de intensidad replicada es la presencia de defectos en la
propia máscara de amplitud que generan diferencias ente el objetivo
y DOEA. En nuestro análisis, vamos a suponer que estos defectos son
circulares con un radio r = 15 µm y que su presencia provoca zonas
luminosas no deseadas, como muestra la Figura 5.6(a), donde hemos
vuelto a tomar como objetivo DOEA la distribución de intensidad
mostrada en la Figura 4.2(a). Tomando esta máscara como ejemplo
y las distancias de diseño habituales, podemos observar en la Figu-
ra 5.6(b) cómo la presencia del defecto no impide que la forma del
haz deseada se muestre correctamente, obteniéndose los perímetros
interior y exterior bien definidos. Sin embargo, sí se aprecia un in-
cremento del rizado en las áreas luminosas, observándose multitud
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(a) (b)
Figura 5.6: Efecto de la presencia de imperfecciones en la máscara de ampli-
tud. (a) Máscara de amplitud con un defecto de radio r = 15 µm,
(b) réplica producida cuando z0 = z1 = 3 mm y el objetivo es la
Figura 4.2(a). Para este ejemplo, ECM = 0,41 %, END = 0,31 %,
EL = 26,55 %, NU↑ = 16,90 % y NU↓ = 5,36 %.
de máximos y mínimos locales de intensidad. Estas observaciones se
ven reflejadas en los parámetros de calidad que para este ejemplo
son ECM = 0,41 %, END = 0,31 %, EL = 26,55 %, NU↑ = 16,90 % y
NU↓ = 5,36 %.
5.4.1 Efecto de un defecto según su posición en la máscara
De lo observado en la Figura 5.6(b) se puede suponer que el efecto
de la imperfección sobre el conformado del haz puede variar según
su posición en la máscara. Para comprobar esta hipótesis, en la Figu-
ra 5.7 hemos representado la evolución de los parámetros de calidad
con respecto a la posición del defecto mostrado en la Figura 5.6(a). En
otras palabras, hemos variado la posición del centro del defecto circu-
lar a lo largo de toda la máscara de amplitud conservando la misma
distribución de intensidad objetivo en el algoritmo. Si nos fijamos en
la Figura 5.7(a), vemos que la distribución de valores de la función
ECM (∆x,∆y) posee un área mínima cuya forma aproximada es la
de la parte luminosa del objetivo y cuyo valor es el del mínimo ob-
tenido en condiciones ideales. Este comportamiento es de esperar ya
que cuando el defecto luminoso cae en el área luminosa de la máscara
de amplitud es como si no existiera. A medida que parte del defecto
va cayendo fuera del área mencionada, el error crece observándose
una zona de transición en los perímetros exterior e inferior de la es-
trella. Finalmente, cuando el defecto se sitúa en su totalidad en la
zona oscura de la máscara, el error se estabiliza en torno al 0,5 % con
áreas de valor en torno al 0,65 % en las esquinas de la distribución
de valores, siendo más predominantes en las esquinas superiores. Fi-
nalmente, en la frontera exterior de la parte oscura, volvemos a tener
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un decrecimiento del error consecuencia de la paulatina desaparición
del defecto.
El buen comportamiento mostrado por ECM se refrenda en la dis-
tribución de valores para ambas eficiencias. END, Figura 5.7(b), tiene
una evolución de valores en su distribución similar a la del error
salvo en dos diferencias. Por una parte, la transición de valores en
los perímetros es más difusa y por otra parte, el peor comportamien-
to se registra cuando el defecto se sitúa en el centro de la máscara
de amplitud (centro de área oscura). Aún así, el máximo valor es
END = 0,58 % por lo que en general, tenemos un buen comporta-
miento para cualquier variación de la posición del defecto. De igual
manera, EL muestra en la Figura 5.7(c) el lógico incremento debido
a la luminosidad del defecto. Finalmente, y como acabamos de expli-
car en el ejemplo de la Figura 5.6, los parámetros más afectados son
las uniformidades y en especial NU↑, Figura 5.7(d). Una vez que el
defecto comienza a abandonar la zona luminosa, este parámetro au-
menta notablemente situándose su valor en la transición entre el 8 %
y el 12 %. Finalizada la transición, este crecimiento modera su subida
obteniéndose picos máximos en torno al 18 %. En el caso de NU↓,
Figura 5.7(e), los valores fuera de área ideal son bastante uniformes
situándose la media para toda la distribución en el 5 %, con pequeñas
áreas en torno al 6 % y la presencia de picos puntuales en torno al
11 %.
5.4.2 Efecto de defectos aleatorios en la máscara
Otro análisis de interés es la variación de los parámetros de calidad
con el incremento del número de defectos presentes en la máscara
situados en posiciones aleatorias de la misma. Para ello, vamos a
mantener el objetivo mostrado en la Figura 4.2(a) y como máscara
de amplitud, vamos a tomar este objetivo y vamos a ir incorporando
en posiciones aleatorias defectos circulares con el mismo radio que
en el caso anterior. Nótese que dada la incorporación aleatoria de los
defectos, solo tendremos en cuenta aquellos que modifican la máscara
ya que pueden ubicarse íntegramente dentro de un área luminosa
o en la misma posición sin producir variación alguna. En la Figura
5.8 se muestra como ejemplo del análisis que vamos a realizar, una
máscara de amplitud con 19 defectos luminosos, Figura 5.8(a), así
como la distribución de intensidad replicada obtenida al aplicar el
Algoritmo 4.2.3.
En la Figura 5.9 hemos representando los parámetros de calidad
frente al número de defectos incorporados en la máscara. Como siem-
pre, comenzaremos analizando ECM y END cuya evolución vuel-
ve a ser prácticamente idéntica. El error cuadrático medio evolucio-
na desde el mínimo global de la función obtenido para un defecto,
ECM = 0,15 % hasta alcanzar ECM = 3,39 % cuando el número de
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(a) (b)
(c) (d)
(e)
Figura 5.7: Parámetros de calidad obtenidos cuando el objetivo es la Figura
4.2(a), las distancias de diseño son z0 = z1 = 3 mm y se varía la
posición de un defecto luminoso circular de radio r = 15 µm a lo
largo de la máscara de amplitud. (a) ECM, (b) END, (c) EL, (d)
NU↑ y (e) NU↓.
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(a) (b)
Figura 5.8: Efecto de la presencia de imperfecciones aleatoriamente distri-
buidas en la máscara de amplitud. (a) Máscara de amplitud con
19 defectos de radio r = 15 µm, (b) réplica producida cuando
z0 = z1 = 3 mm y el objetivo es la Figura 4.2(a). Para este ejemplo,
ECM = 3,14 %, END = 2,48 %, EL = 30,64 %, NU↑ = 25,36 % y
NU↓ = 21,12 %.
defectos es 50. A partir de este valor, el ECM se incrementa ligeramen-
te hasta estabilizarse en valores en torno al 3,9 %. En el caso de END,
la evolución se produce desde el 0,13 % obtenido cuando añadimos
el primer defecto hasta la estabilización en torno al 4,5 %.
Cuando nos fijamos en las no uniformidades, ocurre algo pareci-
do observándose las diferencias más apreciables a lo largo de los 30
primeros defectos. Para las zonas brillantes, la no uniformidad se in-
crementa notablemente al añadir tan solo 10 defectos, pasando de
NU↑ = 6,79 % para un defecto a NU↑ = 27,69 % cuando llegamos a
los 10 mencionados. A partir de este número, se produce una evolu-
ción muy oscilante entre NU↑ = 20 % y NU↑ = 30 %. En las zonas
oscuras, la no uniformidad obtenida es ligeramente inferior a su ho-
mónima para las zonas brillantes al añadir los primeros defectos. Pa-
ra el defecto inicial tenemos NU↓ = 1,74 % que se incrementa hasta
NU↓ = 21,79 % cuando los defectos son 20. Posteriormente, continúa
su ascenso de forma más suave para oscilar de forma menos abrupta
que NU↑ entre NU↓ = 24 % y NU↓ = 27 %. Finalmente, EL produce
un incremento lineal doblando prácticamente su valor en el rango de
defectos evaluado, consecuencia del incremento de zonas luminosas
de la máscara.
Los datos obtenidos en este análisis indican que, por una parte, la
incorporación de defectos brillantes no impide un conformado de ha-
ces de calidad aunque sí conlleva un aumento del rizado tanto en las
zonas brillantes como en las oscuras. Por otra parte, dado que esta-
mos incrementando la cantidad de luz que pasa por las máscara de
amplitud, estamos incrementando el valor de la eficiencia luminosa
del sistema sin producir un empeoramiento de los parámetros ECM
y END lo cual puede ser beneficioso en ciertas aplicaciones.
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Figura 5.9: Variación de los parámetros de calidad en función del número de
defectos en la máscara de amplitud siendo el objetivo la Figura
4.2(a) y las distancias de diseño z0 = z1 = 3 mm.
5.5 incorrecto alineamiento de las máscaras
Cuando implementamos la configuración de doble DOE, una difi-
cultad que se nos presenta y que no hemos tratado hasta esta sección,
es la alineación de las máscaras. Dado que tenemos dos máscaras en
nuestro sistema, la puesta a punto ideal implica una alineación píxel
a píxel de ambos elementos. Sin embargo, esta alineación puede ser
imperfecta. Dada la capacidad adaptativa del sistema, podemos tener
en cuenta el posible desalineaminento a la hora de obtener nuestro
conformado de haces. Para ello, vamos a analizar como se comportan
los parámetros de calidad al diseñar configuraciones de doble DOE
donde el área luminosa de la máscara de amplitud se encuentra des-
plazada de su posición original respecto al eje óptico.
Para este análisis hemos escogido como distribución de intensidad
objetivo, y por tanto como máscara de amplitud original, una másca-
ra sencilla como es un cuadrado luminoso de lado l = 150 µm, como
muestra la Figura 5.10. Asímismo, hemos vuelto a tomar como dis-
tancias de diseño z0 = z1 = 3 mm por las razones que hemos venido
explicando a lo largo de la tesis.
En la Figura 5.11 hemos representado las funciones de los pará-
metros de calidad, PC (z0 = 3 mm, z1 = 3 mm), para una variación de
la posición del área luminosa de ±175 µm tomando como origen el
centro de la misma (círculo azul en la Figura 5.10). Como podemos
observar, en todos los casos se presenta simetría en los valores de las
funciones respecto a los ejes x e y consecuencia directa de la simetría
en la máscara de amplitud elegida. Otra característica común en el
ECM y ambas eficiencias es el mejor comportamiento tanto en las va-
riaciones cercanas al origen como en las variaciones donde alguna de
las dos dimensiones es nula.
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Figura 5.10: Distribución de intensidad objetivo y máscara de amplitud ori-
ginal. l = 150 µm es el lado de cuadrado luminoso y θ es el
ángulo girado.
El mínimo global de la función, ECM = 0,0079 %, se encuentra en
la posición ideal de la máscara de amplitud, es decir, cuando la distri-
bución de intensidad objetivo y la máscara de amplitud son iguales.
Cuando la posición no es la ideal, se aprecian dos comportamientos.
Por una parte, cuando la variación de la posición se produce en las
dos dimensiones, el error crece fluctuando entre el 7 % y el 10,5 % con
picos del 13 %. Por otra parte, cuando la variación en una de las di-
mensiones es nula, el error decrece ligeramente obteniéndose valores
entre el 4 % y el 6 % dando lugar a una distribución de valores en
forma de cruz centrada en el origen. Además, en torno a la posición
ideal, para ∆x, ∆y = [−15, 15] µm, el error no supera el 6 %.
Este comportamiento se acrecienta en END como vemos en la Fi-
gura 5.11(b). El mínimo global de la función se sitúa de nuevo en la
posición ideal de la máscara con un valor de END = 3,2 · 10−4 %,
mientras que en los brazos de la cruz se sitúan multitud de mínimos
locales cuyos valores se encuentran por debajo el 4 % predominan-
do los valores en torno al 3 %. Para las variaciones de posición en
las que ninguna de las dimensiones es nula, END es bastante unifor-
me situándose los máximos globales en las posiciones más alejadas
del centro con un valor del 7,5 %. Prácticamente obtenemos la misma
forma que en el caso anterior cuando nos fijamos en la distribución
de valores máximos de la función EL (z0 = 3 mm, z1 = 3 mm), Figura
5.11(c). El máximo global de la función se corresponde con la configu-
ración ideal siendo EL = 9,2 %, situándose el valor de los brazos de
la cruz en torno al 9 %. Sin embargo, a diferencia de END, EL es más
uniforme siendo la diferencia entre el máximo y el mínimo global de
la función en torno al 1 %.
Para las dos no uniformidades NU↑, NU↓, el comportamiento es
bastante parecido siendo la distribución de valores prácticamente
constante en ambos casos salvo entorno al origen. Para el caso de
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NU↑, el valor del mínimo global es 0,09 % incrementándose brusca-
mente en el entorno cercano al mismo alcanzado el 30 % en el rango
∆x, ∆y = [−5, 5] µm. Sin embargo, para el resto de variaciones en
la posición, NU↑ es también bastante uniforme predominando los
valores en torno al 35 %. De igual forma, para NU↓ tenemos un va-
lor mínimo global del 4,8 · 10−5 %, alrededor de los cuales se ubi-
can mínimos locales de valor por debajo del 10 % para los rangos
∆x, ∆y = [−5, 5] µm. Fuera de esta combinación de variaciones, el
valor de NU↓ aumenta homogeneizándose la distribución en valores
en torno al 17 %.
Los valores de los parámetros de calidad obtenidos nos indican que
las mejores réplicas se obtienen al situar la máscara de amplitud en
su posición ideal, o cercana a la misma. Sin embargo, incluso fuera de
estas posiciones, se obtienen distribuciones de intensidad replicadas
de buena calidad aunque con mayor rizado.
Volviendo a la Figura 5.10, además de un desplazamiento en el eje
x, en el eje y o en ambos a la vez, puede ocurrir que la máscara esté
girada respecto al eje óptico cierto ángulo θ que, de nuevo, provocaría
que la máscara de amplitud no fuera exactamente igual a la máscara
objetivo. Para comprobar como afecta esta variable al sistema adapta-
tivo desarrollado, de nuevo hemos aplicado el Algoritmo 4.2.3 fijando
como distribución de intensidad objetivo la Figura 5.10 y utilizando
como máscara de amplitud, una versión girada de la misma para el
rango θ = [0◦, 90◦].
En la Figura 5.12 podemos observar los parámetros de calidad en
función del ángulo girado θ. A medida que vamos girando la máscara,
el error crece suavemente. Si nos fijamos en el rango θ = [0◦, 1◦], el
ECM crece desde ECM = 0,0079 % para θ = 0◦, hasta el 0,3 % en
θ = 1◦. A partir de este valor, el crecimiento es aproximadamente
lineal hasta alcanzar un ECM = 4 % en θ = 35◦. Posteriormente, el
error deja de crecer linealmente para oscilar entre el 4 % y el 5 % hasta
llegar a θ = 55◦ donde vuelve a decrecer linealmente hasta alcanzar
el error inicial debido a la simetría de la Figura 5.10.
Una vez más, el comportamiento de END es bastante similar al
observado en la evolución del error aunque con un menor crecimien-
to de los valores. Para θ = [0◦, 1◦], END crece desde 3,2 · 10−4 % en
θ = 0◦ hasta el 1 % en θ = 1◦. Posteriormente, el crecimiento des-
acelera alcanzándose valores en torno al 2 % para θ = 40◦, a partir
del cual se mantiene hasta θ = 49◦ donde comienza su decrecimien-
to hasta el valor inicial. Dado que EL no sufre cambios al no variar
el área luminosa, pasamos directamente a analizar las no uniformida-
des. Siguiendo con la tónica del resto de parámetros de calidad, las no
uniformidades también crecen con el ángulo siendo más acentuado
el crecimiento durante el giro del primer grado. Para NU↑ pasamos
de un valor en el origen de 0,09 % a NU↑ = 20 % en θ = 1◦, valor que
continúa aumentando con el ángulo hasta situarse en torno al 30 %
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(a) (b)
(c) (d)
(e)
Figura 5.11: Parámetros de calidad obtenidos cuando el objetivo es la Fi-
gura 5.10, las distancias de diseño son z0 = z1 = 3 mm y se
varía la posición del cuadrado luminoso respecto al píxel cen-
tral ∆x,∆y = ±175 µm. (a) ECM, (b) END, (c) EL, (d) NU↑ y
(e) NU↓.
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(a)
(b)
Figura 5.12: (a) Parámetros de calidad obtenidos al girar la máscara de am-
plitud mostrada en la Figura 5.10 un ángulo θ. (b) (a) limitada
al rango θ = [0◦, 10◦] donde se aprecia la variación de los pará-
metros de calidad en el primer grado.
con máximos del 40 %. Finalmente, NU↓ no sufre un empeoramiento
tan elevado como NU↑. Durante el giro del primer grado pasamos de
un valor de NU↓ = 4,8 · 10−5 % en θ = 0◦ a NU↓ = 2,5 % en θ = 1◦
lo que supone una diferencia del 17,5 % respecto al valor de NU↓ en
el mismo ángulo. Este crecimiento continúa hasta alcanzar valores en
torno al 13 % en θ = 45◦.
Dados los resultados obtenidos, podemos concluir que siempre que
el ángulo de la máscara de amplitud no supere θ = 1◦, tendremos dis-
tribuciones de intensidad replicadas de buena calidad y uniformes.
Sin embargo, para giros de mayor magnitud, tendremos en el confor-
mado del haz un incremento notable del rizado tanto en las zonas
brillantes como en las zonas oscuras.
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5.6 DOEA 6= ob jet ivo
En todos los análisis anteriores de esta sección, hemos utilizado co-
mo máscara de amplitud una versión modificada del objetivo. Sin em-
bargo, en ocasiones puede resultar de interés el uso de una máscara
diferente. Por ejemplo, una razón podría ser incrementar la eficiencia
luminosa del sistema tal y como ha ocurrido en algunos de los análi-
sis anteriores. Otra razón podría ser el aprovechamiento de máscaras
disponibles fabricadas con anterioridad, etc. Por ello, a lo largo de es-
te apartado, vamos a comprobar como se comporta el Algoritmo 4.2.3
cuando en la configuración de A F la máscara de amplitud es distinta
a la distribución de intensidad objetivo. En todos los ejemplos vamos
a utilizar como distribución de intensidad objetivo la Figura 4.2(a) y
como distancias de diseño z0 = z1 = 3 mm.
5.6.1 Abertura circular
Una de las máscaras más habituales y utilizadas en los laborato-
rios de óptica difractiva es la abertura circular de radio r similar al
que se muestra en la Figura 5.13. Dado que el radio del círculo nos
modifica el área luminosa de la máscara, en la Figura 5.14(a) hemos
representado la evolución de los parámetros de calidad con respecto
a esta variable en el rango r = [10, 320] µm. Como podemos observar,
para el radio de menor valor, ECM es máximo con un valor de 89,5 %
mientras que EL = 0,14 %. Estos valores nos indican que la abertura
circular bloquea casi la totalidad de la luz que recibe por lo que el sis-
tema no es capaz de realizar una correcta optimización de la máscara
de fase y, por lo tanto, de formar el objetivo a la salida del sistema.
Sin embargo, con el crecimiento del radio, ECM decrece rápidamen-
te y con un radio de tan solo 42,65 µm prácticamente alcanzamos el
valor de saturación del error, ECM = 5,32 %. A partir de este radio se
produce un ligero crecimiento del error hasta alcanzar ECM = 7,07 %
en r = 91 µm, donde de nuevo comienza a descender hasta la esta-
bilización en ECM = 3,4 % a partir de r = 300 µm. El error mínimo,
ECM = 3,36 %, se obtiene para la máscara mostrada en la Figura
5.14(b) de radio r = 303 µm que junto con la máscara de fase produ-
cida en la optimización, Figura 5.14(c), producen la distribución de
intensidad replicada mostrada en 5.14(d). Para EL el crecimiento es
continuado a lo largo de todo el rango evaluado hasta alcanzar su
máximo global al final del mismo, cuando la máscara prácticamente
es inexistente siendo su valor EL = 97,09 %. En cuanto al resto de pa-
rámetros, END, NU↑ y NU↓ permanecen prácticamente estables para
cualquier radio siendo sus valores medios 3,66 %, 27,63 % y 26,55 %
respectivamente.
Acabamos de comprobar que, salvo en el caso extremo de radios
por debajo de 43 µm, el Algoritmo 4.2.3 obtiene buenos resultados
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Figura 5.13: Máscara de amplitud de radio r distinta al objtetivo.
en el conformado de haces tendiendo a ser mejor el resultado cuanto
mayor es el radio hasta alcanzar su mejor resultado en r = 303 µm.
5.6.2 Abertura cuadrada
El siguiente análisis que vamos a realizar toma como máscara de
amplitud la abertura cuadrada de lado l mostrada en la Figura 5.10
la cual hemos variado en el rango l = [10, 320] µm. Lo primero que
destaca en la Figura 5.15(a) es la presencia de escalones. Cuando ana-
lizamos el comportamiento del Algoritmo 4.2.3 cuando la máscara
de amplitud era una versión dilatada de la misma, Sección 5.2, ex-
plicamos que estos escalones se deben a la obtención de la misma
máscara de fase como mejor diseño para diferentes DOEA. En esta
simulación numérica, de nuevo estamos variando la dimensión de
la máscara de amplitud. Así que incluso para un objetivo distinto,
vuelven a aparecer dichos escalones aunque de una manera menos
uniforme. También destaca al utilizar una abertura cuadrada, que el
comportamiento de los parámetros de calidad es similar al mostrado
por una abertura circular salvo en la función EL, donde el crecimien-
to es menor. Fijándonos en el error, ECM comienza a estabilizarse a
partir de l = 80 µm donde ECM = 5,82 %. El mínimo de la función
ECM lo obtenemos cuando utilizamos una abertura cuadrada de lado
l = 301 µm, Figura 5.15(b) y la máscara de fase optimizada con dicha
máscara, Figura 5.15(c), obteniéndose la distribución de intensidad
replicada mostrada en la Figura 5.15(d).
5.7 conclusiones
En el sistema de doble elemento difractivo donde la primera más-
cara es binaria y la segunda continua, hemos impuesto que la trans-
mitancia de la máscara de amplitud y la distribución de intensidad
objetivo sean iguales. Sin embargo, por diversas circunstancias esta
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(a)
(b) (c)
(d)
Figura 5.14: Comportamiento del algoritmo utilizando como máscara de
amplitud una abertura circular de radio r. (a) Evolución de los
parámetros de calidad frente r. (b) abertura circular de radio
r = 303 µm utilizada como máscara de amplitud la cual pro-
porciona menor error, (c) máscara de fase resultado de la op-
timización y (d) distribución de intensidad obtenida a la sali-
da del sistema. En este caso, ECM = 3,36 % , END = 3,40 %,
EL = 94,90 %, NU↑ = 26,16 % y NU↓ = 27,09 %.
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(a)
(b) (c)
(d)
Figura 5.15: Comportamiento del algoritmo utilizando como máscara de
amplitud una abertura cuadrada de lado l. (a) Evolución de
los parámetros de calidad frente l. (b) Abertura cuadrada de
lado l = 301 µm utilizada como máscara de amplitud la cual
proporciona menor error, (c) máscara de fase resultado de la
optimización y (d) distribución de intensidad obtenida a la sa-
lida del sistema. Para este caso, ECM = 4,35 %, END = 2,88 %,
EL = 36,12 %, NU↑ = 28,34 % y NU↓ = 26,66 %.
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igualdad puede no lograse o no desearse. A lo largo de este capí-
tulo hemos descrito diferentes situaciones donde la máscara de fase
se optimiza a partir de una máscara de amplitud resultado de una
modificación del objetivo o totalmente distinta al mismo. De los aná-
lisis realizados con el Algoritmo 4.2.3 para estas situaciones hemos
podido obtener la siguientes conclusiones:
1. Cuando se utiliza como máscara de amplitud una versión dila-
tada o comprimida de la misma, el error es mayor cuanto más
nos alejamos de la máscara original. A su vez, donde se produ-
ce una mayor variación respecto al caso ideal es en el rizado
incrementándose notablemente las no uniformidades.
2. La incorporación de ruido en la máscara de amplitud no es un
factor limitante a la hora de obtener la réplica del objetivo. Sin
embargo, a medida que aumentamos el nivel del ruido, dichas
réplicas poseen mayor rizado tanto en las zonas luminosas co-
mo en las oscuras siendo más intenso en las primeras.
3. La incorporación de defectos brillantes no impide un confor-
mado de haces de calidad aunque sí conlleva un aumento del
rizado tanto en las zonas brillantes como en las oscuras así co-
mo un incremento de la eficiencia luminosa lo cual puede ser
beneficioso en ciertas aplicaciones.
4. Cuando se analiza el desplazamiento horizontal o vertical de la
máscara de amplitud, las mejores réplicas se obtienen al situar
la máscara en su posición ideal, o cercana a la misma. Sin embar-
go, incluso fuera de estas posiciones, se obtienen distribuciones
de intensidad replicadas de buena calidad aunque con mayor
rizado.
5. Cuando se analiza el giro de la máscara de amplitud, si la más-
cara no supera 1◦ de ángulo de giro respecto de su eje, tendre-
mos distribuciones de intensidad replicadas de buena calidad y
uniformes. Sin embargo, para giros de mayor magnitud, tendre-
mos en el conformado del haz un incremento notable del rizado
tanto en las zonas brillantes como en las zonas oscuras.
6. Cuando la máscara de amplitud es diferente a la distribución de
intensidad objetivo, se continúa obteniendo un conformado del
haz de calidad pero con un aumento del rizado respecto al caso
ideal en el que la máscara de amplitud es idéntica al objetivo.

Parte III
C O L I M A C I Ó N D E H A C E S M E D I A N T E R E D E S
D E D I F R A C C I Ó N
Un caso particular de conformado de haces luminosos es
aquél en el que se requiere que la distribución de intensi-
dad a la salida no cambie dentro de un determinado rango
de distancias. Una de las técnicas más conocidas para este
fin es la interferometría Talbot. En esta técnica dos redes
de difracción dispuestas en cascada forman a la salida del
sistema un diagrama de moiré a través del cual se pue-
de lograr la colimación. Sin embargo, esta técnica requie-
re un movimiento transversal continuo de la segunda red
de difracción que incrementa el tamaño del dispositivo. A
lo largo de esta parte, se presentan diversas técnicas para
medir el grado de colimación de un haz y lograr la colima-
ción donde, además de simplificar el sistema haciéndolo
más robusto, superaremos este inconveniente.
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C O L I M A C I Ó N M E D I A N T E I N T E R F E R O M E T R Í A
TA L B O T
Las fuentes luminosas colimadas son de uso común en numerosos siste-
mas ópticos y aplicaciones. Una de las principales técnicas para llevar a cabo
la colimación de un haz es la interferometría Talbot. A través de dos redes
de difracción y mediante el efecto Talbot, se genera un diagrama de moiré
que posibilita la colimación. Por lo general, estas técnicas requieren el movi-
miento continuo lateral de la segunda red para poder realizar el análisis de
las franjas de moiré. A lo largo de este capítulo, se presenta una técnica que
no requiere dicho movimiento haciendo que el sistema sea más simple y ro-
busto. Algunos de los principales resultados referentes a este trabajo fueron
publicados en [195].
6.1 introducción
Conocer el grado de colimación de un haz de luz o tener un haz
lo mejor colimado posible es de gran importancia en numerosas apli-
caciones ópticas, tales como dispositivos metrológicos, sistemas pa-
ra iluminación, óptica de consumo, procesamiento óptico de imáge-
nes, holografía, manipulación óptica de datos, comunicaciones óp-
ticas, aplicaciones de los láseres, etc. Los errores de descolimación
producen variaciones indeseadas de la fase y son responsables de la
obtención de medidas poco precisas. Se dice que un haz luminoso se
encuentra colimado cuando su grado de colimación es máximo. En
esta situación, el haz de luz se propaga paralelamente con un diáme-
tro constante y, en el caso ideal, la divergencia es insignificante sobre
una distancia significativa o al menos, sobre una distancia mayor que
las dimensiones de la configuración experimental. Existen métodos
sencillos, bien conocidos, para colimar una fuente de luz general, me-
diante el uso de una lente o un sistema de lentes. El método más
simple es la autocolimación, donde se trata de corregir la divergen-
cia del haz comparando el tamaño de la fuente con su imagen [170].
Este método, de fácil implementación, tiene la desventaja de ser bas-
tante impreciso dado que la forma del haz luminoso suele cambiar
con su propagación. Debido a esta circunstancia, en la mayoría de las
aplicaciones industriales o experimentales se produce una excesiva
incertidumbre lo que hace inviable su aplicación.
A lo largo de las últimas décadas del siglo XX, y en lo que llevamos
de siglo XXI, se han desarrollado diferentes técnicas que incrementan
la precisión a la hora de colimar u obtener el grado de colimación
de un haz. Ejemplos de estas técnicas son las basadas en la interfe-
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rometría por desplazamiento lateral del haz (LSI, del inglés Lateral
Shearing Interferometry) [147, 172, 56, 98, 182, 21, 13, 186, 205, 109],
en el efecto Talbot, también conocidas como interferometría Talbot
[170, 43, 90, 16, 49, 181, 17, 111, 165, 197, 229, 142, 161], mediante
el uso de medios ópticos activos junto con un par de polarizadores
cruzados, [3], a través de la fase conjugada en un interferometro de
Twyman–Green [31], a través de la coherencia temporal del haz inci-
dente [123], mediante el uso de vórtices ópticos [164], etc. Como se
puede apreciar por la cantidad de referencias, la mayoría de las técni-
cas existentes se pueden englobar en los dos primeros grupos siendo
minoritarias el resto de las técnicas.
La base de las técnicas del primer grupo consiste en duplicar el fren-
te de ondas bajo estudio, desplazarlo ligeramente y obtener la figura
de interferencia entre el frente de ondas original y el desplazado. Pa-
ra producir dicha figura se requiere el uso de haces de luz que tengan
un alto grado de coherencia temporal y espacial, como suelen ser los
láseres. Por otra parte, en muchas situaciones es necesario colimar o
conocer el grado de colimación de un haz de luz proveniente de otro
tipo de fuentes tales como diodos emisores de luz (LEDs, del inglés
Light-Emitting Diodes), diodos láser, láseres de emisión superficial con
cavidad vertical (VCSELs, del inglés Vertical-Cavity Surface-Emitting
Lasers) y otras fuentes que presentan un cierto grado de coherencia
parcial temporal y/o espacial. Las técnicas pertenecientes al segundo
grupo, constituyen una vía atractiva y muy precisa para lograr la coli-
mación de haces de luz de este tipo de fuentes. La ventaja de utilizar
las autoimágenes de las redes de difracción para determinar el grado
de colimación de un haz de luz, es que los requisitos de la fuente de
iluminación son menos restrictivos, pues el fenómeno no se debe a
las interferencias, sino a la difracción. De esta forma, no es necesario
que la fuente sea puntual para producir autoimágenes, ni necesita
que sea monocromática. Dicho esto, hay que destacar que con méto-
dos de ambos grupos se pueden obtener buenos resultados como se
muestra en [180]. Sin embargo, nuestro análisis se va a centrar en las
técnicas basadas en el efecto Talbot dado que la técnica presentada en
este capítulo se basa en él.
Antes de hacer un repaso general a algunos de los métodos de este
grupo, presentaremos brevemente el efecto físico en el que se basan.
El efecto Talbot, también conocido como autoimágenes o “imágenes
sin lentes”, fue descubierto en 1836 por el científico inglés Henry Fox
Talbot [193] y está íntimamente ligado a la difracción en campo cer-
cano en la que se centra esta tesis. Talbot iluminó con una fuente
de luz blanca una red de difracción y una matriz rectangular de pe-
queños agujeros y observó que detrás de las estructuras y a ciertas
distancias, aparecían una repetición de bandas de color alternas con
colores complementarios (rojo-verde y azul-amarillo) parecidas a las
rendijas de la red utilizada. Posteriormente, en 1881 Lord Rayleigh
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probó que este fenómeno es consecuencia de la difracción de ondas
planas de muy alta coherencia espacial producida por las redes (la es-
tructura de bandas de color es una manifestación de la periodicidad
y de la forma de la red) [145]. La alternancia de bandas de colores
complementarios se produce en múltiplos enteros de la distancia de
Talbot definida como
zT = 2
p2
λ
, (6.1)
donde p es el periodo de la red y λ la longitud de onda incidente.
Así, bandas con el mismo patrón de color se repiten en múltiplos
enteros de zT (longitud primaria de Talbot). Los trabajos de Talbot y
Rayleigh siguieron perfeccionándose ya en el siglo XX donde, entre
1957 y 1960, Cowley y Moodie estudiaron las propiedades del campo
de difracción de Fresnel producido por diferentes objetos periódicos
concluyendo que la estructura de la red se replicaba en múltiplos de
zT [25, 26, 27, 28]. No sería hasta una década después donde Mont-
gomery acuñaría el término autoimagen, del inglés self-imaging [122].
Hoy día entendemos como efecto Talbot, el fenómeno físico que se
produce cuando una onda plana es transmitida a través de una es-
tructura periódica en régimen de Fresnel. En estas condiciones, el
frente de ondas resultante se propaga a lo largo del eje de propaga-
ción z de tal forma que replica totalmente la estructura periódica en
distancias situadas en múltiplos zT [209].
Gracias a sus propiedades, el efecto Talbot se ha incorporado con
éxito en diversas áreas científico-técnicas [137]. En el ámbito de la co-
limación de haces, fue Donald E. Silva [170] quien lo utilizó por pri-
mera vez en 1971. Silva colocó dos redes de difracción de tipo Ronchi,
idénticas pero con ángulos opuestos respecto al eje vertical y separa-
das por la distancia de Talbot. De esta forma a la salida del sistema
pudo observar una figura de franjas de moiré. Cuando el haz está
perfectamente colimado, el periodo de las franjas de moiré es infinito
y el campo saliente tiene una iluminación uniforme. Si en cambio el
haz diverge o converge, se obtienen franjas de moiré en direcciones
opuestas. Finalmente, el grado de colimación se setermina observan-
do el tamaño de las franjas a través del aumento lateral (factor M en
el mencionado artículo).
Posteriormente, se presentaron diferentes modificaciones a la idea
de Silva encaminadas a incrementar lo máximo posible la sensibili-
dad en la medición. Kothiyal propuso la alteración de las redes de
difracción de tal forma que cada red estaba dividida en dos partes de
igual tamaño produciéndose un doble campo lineal (dual-field) [90].
Las líneas de las dos partes poseían la misma frecuencia espacial pe-
ro con pendientes opuestas respecto a la horizonal y, a su vez, las
mitades superiores e inferiores de ambas redes eran idénticas. Por
último, ambas redes se colocaban en ángulos opuestos respecto a la
vertical. La colimación se alcanza cuando las franjas de moiré resul-
tantes son paralelas y equiespaciadas en ambas mitades. En caso de
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que el haz no esté colimado, la frecuencia espacial de la autoimagen
correspondiente a la primera red, varía la misma cantidad en am-
bas mitades produciendo la rotación opuesta de las franjas de moiré
en las mitades superior e inferior. Otros autores directamente mo-
dificaron la configuración experimental escogiendo como elementos
periódicos estructuras diferentes como evolutas [191, 192], espirales
[16, 71], círculos [165] o incluso combinaciones de diferentes formas
geométricas [138]. Se pueden encontrar en [181], quizás un poco an-
ticuada, la comparación entre algunas de estas técnicas. Se concluye
que los mejores resultados se obtienen con el método de doble cam-
po lineal seguido del método que utiliza evolutas como estructuras
periódicas.
En general, la colimación del haz se puede conseguir por dos ca-
minos diferentes cuyos ejemplos representativos son respectivamente
[170] y [90] que acabamos de explicar de forma resumida:
1. Detección de franja nula: detección a la salida del sistema de
una distribución uniforme de intensidad en la que las franjas
de moiré tengan un periodo infinito. En este caso, el periodo
está limitado por el diámetro del haz bajo estudio y/o las es-
tructuras periódicas usadas [165]. Su mejora se obtiene a través
de la detección dinámica, por ejemplo, con un desplazamiento
lateral de una de las redes en la dirección perpendicular a las
líneas de la red [221, 139]. Para haces perfectamente colimados,
la figura uniforme de moiré cambia bruscamente de oscuro a
brillante y viceversa sin desplazamiento lateral.
2. Detección de franja finita: se basa en la utilización de franjas de
moiré que tengan una forma y orientación específicas, por ejem-
plo franjas paralelas horizontales y equidistantes [35] o radiales
[191, 192, 16, 181, 71] las cuales se toman como referencia. La
colimación se obtiene cuando a la salida del sistema obtenemos
franjas rectas horizontales y equidistantes o franjas radiales a
partir de señales lineales.
A lo largo de este capítulo y del siguiente, presentaremos diferentes
técnicas para colimar y medir el grado de colimación válidas para
fuentes luminosas coherentes y parcialmente coherentes en la que no
es necesario mover ningún componente difractivo de la configuración
experimental. En este capítulo, se desarrolla una nueva técnica basa-
da en la interferometría Talbot tradicional continuación de trabajos
anteriores del Grupo Complutense de Óptica aplicada AOCG-UCM.
Posteriormente, en el Capítulo 7 se muestra otra técnica basada en la
medida directa del periodo de las autoimágenes sin métodos interfe-
rométricos.
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6.2 distribución de intensidad de una red de difracción
En la sección anterior hemos mencionado que las técnicas de coli-
mación presentadas en este capítulo tienen como semilla el trabajo de
Sanchez-Brea llevado a cabo en 2010 [161]. El punto coincidente del
que partimos es la obtención de la distribución de intensidad obteni-
da a la salida del sistema mostrado en la Figura 6.1 el cual vamos a
explicar con detalle en esta sección.
Para simplificar nuestro análisis, consideraremos el sistema para
una dimensión siendo fácilmente extrapolable para dos. Una fuente
luminosa puntual y monocromática, cuya longitud de onda es λ, se
sitúa a una distancia z0 de una lente colimadora idealmente libre de
aberraciones, L, cuya distancia focal es f . Posteriormente se sitúa una
red de difracción G a una distancia z1 de la lente colimadora.
Una vez descrito el sencillo sistema que vamos a utilizar, vamos a
trasladar su comportamiento al formalismo matemático. Asumiendo
que p es mucho mayor que la longitud de onda, podemos aplicar la
aproximación escalar descrita en la Sección 2.2 para la obtención del
campo luminoso que incide sobre la lente. Usando la aproximación
paraxial, tenemos que el campo justo después de la lente viene dado
por
U1 (x1) =
U0√
f + ∆z
exp
(
j
k
( f + ∆z)
)
exp
(
j
k
2 ( f + ∆z)
x21
)
, (6.2)
donde U0 es la amplitud del campo incidente, x1 es el plano en el que
se sitúa la lente y ∆z es la distancia entre el punto focal de la lente y
la posición de la fuente luminosa, es decir,
z0 = f ± ∆z. (6.3)
El campo justo detrás de la lente viene dado por
U
′
1 (x1) = U1 (x1) exp
(
−j kx
2
1
2 f
)
. (6.4)
Dado que generalmente, la distancia ∆z va a ser mucho más pequeña
que la longitud focal de la lente, ∆z ≪ f , podemos aproximar la
amplitud compleja después de la lente como
U
′
1 (x1) ≈ U0
ejk( f+∆z)√
f
exp
(
−j k∆z
2 f 2
x21
)
. (6.5)
La Ecuación 6.5 describe la propagación de una onda esférica salvo
cuando la distancia entre el punto focal de la lente y la posición de la
fuente luminosa es nula. En esta posición particular, la onda esférica
pasa a ser una onda plana y la distribución de intensidad permanece
constante con la propagación en z estando el haz que obtenemos a
la salida del sistema totalmente colimado. En otras palabras, si la red
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(a)
(b)
Figura 6.1: Esquema del sistema óptico analizado. s es la fuente luminosa,
L es una lente de plano principal H y distancia focal f , G es
una red de difracción, P.O. es el plano de observación elegido,
z0 es la distancia entre la fuente luminosa y la lente, z1 es la
distancia entre la lente y la red de difracción, z2 es la distancia
entre la red de difracción y el plano de observación elegido y
∆z = |z0 − f | es la distancia desde el emisor al punto focal de la
lente. La fuente se encuentra en (a)∆z 6= 0 por lo que el periodo
de las autoimagenes varía y (b) ∆z = 0 por lo que el periodo de
las autoimágenes no cambia con la propagación.
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de difracción elegida es de amplitud como es nuestro caso, se pueden
encontrar autoimágenes de igual periodo que G y con alto contraste
en múltiplos pares de la distancia de Talbot,
zT = 2
p2
λ
, (6.6)
mientras que en múltiplos impares de la semidistancia Talbot,
(2m + 1)
zT
2
, (6.7)
siendo m números enteros, se observan autoimágenes de contraste
inverso las cuales también se pueden utilizar sin perder validez la
técnica descrita. Cuando ∆z = 0, Figura 6.1(a) el haz se encuentra
totalmente colimado y los periodos de la red de difracción y de las
sucesivas autoimágenes resultantes son el mismo,
∆z = |z0 − f | = 0⇒ p = p1 = p2 = · · · = pi, (6.8)
siendo pi la i-ésima autoimágen. Por otra parte, cuando el emisor no
se encuentra exactamente en el plano focal de la lente colimadora,
∆z 6= 0, (6.9)
la distribución de intensidad cambia con la propagación y los perio-
dos dejan de ser iguales, Figura 6.1(b). Siguiendo el cálculo para este
caso, tenemos que cuando U
′
1 se propaga una distancia z1 hasta la po-
sición de la red de difracción G, la amplitud compleja tiene la forma,
U2 (x2) = e
jkz1
j
√
λz
∫
U
′
1 (x1) exp
[
j k∆z2z1 (x2 − x1)
2
]
dx1
≈ U0√
j f
exp [jk ( f + ∆z + z1)] exp
[
jkαx22
2
]
,
(6.10)
donde
α =
1
z1
− 1
z1 − z21 · ∆z/ f 2
≈ −∆z
f 2
(6.11)
es el llamado grado de colimación, cuyo nombre tendrá sentido pos-
teriormente, y x2 es el plano donde se encuentra la red de difracción
G.
El siguiente paso consiste en la propagación del campo U2 a través
de G. La red de difracción se encuentra situada a una distancia z1 del
elemento colimador y sin desplazamiento relativo respecto al origen
por lo que matemáticamente viene descrita por su transmitancia en
forma de desarrollo en series de Fourier [52],
t (x) =∑
n
anejqnx, (6.12)
donde n son números enteros, an son los coeficientes de Fourier de la
red, j =
√−1 es la unidad imaginaria y
q =
2pi
p
. (6.13)
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El campo justo detrás de la red de difracción viene dado por el campo
que incide sobre ella por su transmitancia,
U
′
2 (x2) = U2 (x2) t (x2)
= ∑n an
U0√
j f
ejqnx2 ejk[ f+∆z+z1]e
jkαx22
2 .
(6.14)
Si x3 es la coordenada lateral para el plano de observación elegido
situado a una distancia z2 de G, el campo en esta posición viene dado
por la propagación de U
′
2 (x2) una distancia z = z2,
U3 (x3) = e
jkz2
j
√
λz2
∫
U
′
2 (x2) exp
[
j k2z2 (x3 − x2)
2
]
dx2
= U0
j
√
f
exp [jk (∆z + z1 + z2)] exp
(
j k2z2 x
2
3
1
1+ 11+αz2
)
×
∑n an exp
(
−j q2n2z22k(1+αz2)
)
exp
(
j q
2n2x3
1+αz2
)
.
(6.15)
Finalmente, la distribución de intensidad en el plano de observación
viene dada por I3 = U3 (x3)U∗3 (x3),
I (x3, z2) =
I
′
0 ∑n,n′ ana
∗
n′ exp
[
j q1+αz2 (n− n′) x3
]
exp
[
−j q22k
(
n2 − n′2) z21+αz2 ] ,
(6.16)
siendo I
′
0 = I0/ f donde I0 = U0U
∗
0 es la distribución de intensidad
del haz que incide sobre la red de difracción. La Ecuación 6.16 nos
indica que cuando z2 = lzT siendo l un número entero, el contraste
de las autoimágenes es máximo. El periodo de las franjas de las auto-
imágenes, p∆z, se obtiene a partir del primer factor exponencial de la
Ecuación 6.16,
p∆z = (1+ αz2) p ≈
(
1− ∆z
f 2
z2
)
p, (6.17)
el cual depende de la distancia ∆z entre la fuente luminosa y la lente.
Por otra parte, el segundo factor exponencial indica la posición de las
autoimágenes,
zT,∆z = (1+ αz2) zT, (6.18)
las cuales se separan o se acercan suavemente cuando el haz no está
colimado.
La Ecuación 6.17 nos indica la existencia de una variación del perio-
do de las autoimágenes que produce un desplazamiento local de la
fase de las franjas situadas fuera del eje. Por tanto, si colocamos una
nueva red de difracción del mismo periodo que G a una distancia
z2 de la primera, podremos detectar fácilmente este desplazamiento
mediante un movimiento transversal continuo de la misma. Sin em-
bargo, a lo largo de la siguiente sección se presenta una técnica que
logra la colimación del haz sin dicho movimiento.
Cuando un haz luminoso colimado incide sobre un sistema de do-
ble red de difracción donde la segunda red está situada a una dis-
tancia lzT de la primera, a la salida tendremos una figura de franjas
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de moiré con amplitud o contraste máximo mientras que para haces
descolimados no será así. Siguiendo esta filosofía, en [161] se conti-
nuó el análisis proponiendo una técnica robusta y precisa donde la
segunda máscara tiene la peculiaridad de estar compuesta por dos
redes de difracción, G2 y G3, con el mismo periodo p desplazadas
entre sí p/4 respecto al eje óptico (90◦ eléctricos). A su vez, detrás de
G2 y G3 se colocaron dos fotodetectores a fin de convertir las señales
ópticas recogidas tras las redes, en señales eléctricas. Estás señales
perpendiculares entre sí vienen descritas idealmente por [2],
x (t) = A sin (ωt) , (6.19)
y (t) = A sin (ωt + δ) , (6.20)
donde A es la amplitud de las señales, ω la frecuencia y δ el desfase
relativo entre ambas señales. Cuando ambas señales se superponen,
se obtienen figuras de Lissajous1 [114]. De esta forma, cuando las re-
des se desplazan lateralmente de una forma continuada, el sistema es
capaz de medir la fase relativa δ, la cual depende fuertemente del gra-
do de colimación. Así, cuando el haz está colimado, el desfase relativo
entre ambas señales es 90◦ y la figura de Lissajous es una circunferen-
cia, como muestra la Figura 6.6. Sin embargo, cuando el desfase no es
exactamente 90◦, la figura de Lissajous posee cierta elipticidad. Dada
la dependencia anterior, Sanchez-Brea obtuvo una expresión analítica
que relaciona δ con el grado de descolimación del sistema (Ecuación
10 en el mencionado trabajo) pudiendo automatizar la obtención del
grado de colimación y por tanto la colimación.
6.3 técnica de colimación automatizada basada en las
figuras de lissajous
La principal desventaja de la técnica desarrollada en [161] es la ne-
cesidad de un desplazamiento continuo transversal de la red a fin
de poder obtener la figura de Lissajous, como ya hemos mencionado.
Tratando de evitar este inconveniente, Patorski propuso un sistema
de doble red donde el primer elemento es una red circular y el se-
gundo una red lineal o viceversa (con la posibilidad de intercambiar
la red circular por una espiral o evoluta aunque sin mejoría en los
resultados) [138]. Con esta configuración del sistema se pueden ob-
tener franjas parabólicas de moiré que informan sobre el grado de
colimación del haz utilizado. Sin embargo, el método automatizado
de análisis de franjas es complejo y de difícil entendimiento.
En esta sección describimos una técnica en la que tratamos de au-
nar las ventajas de ambos métodos. Por una parte incorporamos la au-
sencia de desplazamiento lateral continuado de la red de difracción
mostrada en [138]. Por otra parte, basándonos en [161], aportamos la
1 En honor al matemático francés Jules Antoine Lissajous (1822-1880)
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Figura 6.2: Figuras de Lissajous según el desfase relativo δ entre ambas se-
ñales. Fuente: https://en.wikipedia.org/wiki/Lissajous_curve
robustez y precisión de la misma como veremos posteriormente. Para
lograr la colimación, proponemos un sistema de doble red tradicional
donde en vez de una segunda red, utilizamos una máscara con múl-
tiples redes de tipo Ronchi con un desplazamiento lateral conocido.
El haz luminoso atraviesa el sistema red-máscara y las señales se re-
cogen en una matriz de fotodetectores o, todavía mas eficiente, en un
sensor dedicado formado por fotosensores de forma que se obtiene
la figura de Lissajus a partir de los datos recogidos. Por otra parte,
a través de la elipticidad de la figura resultante podemos calcular el
grado de colimación del haz estudiado.
La principal dificultad estriba en el análisis de la forma de la figu-
ra de Lissajous ya que depende de diversos aspectos. Si utilizamos
un modelo puramente geométrico para el análisis del dispositivo, la
figura de Lissajous es cuadrangular o rectangular. No obstante, esta
forma geométrica se puede ver afectada por diversos factores como
son la presencia de efectos difractivos, el tamaño finito de la fuente de
luz, la posible policromaticidad de la fuente de luz usada, o incluso
un mal posicionamiento de los elementos que involucran el dispositi-
vo. Estos inconvenientes hacen que la figura de Lissajous experimen-
tal pase a tener una forma mucho más redondeada provocando que
su análisis deje de ser trivial. Como veremos, no solo superamos esta
dificultad describiendo la figura de Lissajous matemáticamente, sino
que automatizaremos el proceso de una forma sencilla obteniendo el
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Figura 6.3: Esquema de la técnica propuesta para la medición del grado de
colimación de un haz y la producción de haces colimados. z0
es la distancia desde el emisor a la lente cuya distancia focal
es f , z1 es la distancia desde la lente a la red de difracción G,
∆z = |z0 − f | es la distancia desde el emisor al punto focal de
la lente y z2 es la distancia desde la red a la máscara Γ, donde
además los fotodetectores se situan detrás.
grado de colimación del haz y por tanto, la obtención de la colimación
a través del cálculo de la elipticidad.
6.3.1 Descripción del sistema colimador
Como hemos visto en la Sección 6.1, la idea principal para lograr la
colimación de un haz con iterferometría Talbot es la utilización de dos
redes de difracción dispuestas secuencialmente en ciertas posiciones.
En nuestro caso, en la Figura 6.3 mostramos el esquema de la técnica
desarrollada en esta Sección.
Sea el primer elemento del sistema colimador una fuente luminosa
cuya longitud de onda es λ que no tiene porque ser única. Por ejem-
plo, se podría haber usado una fuente policromática capaz de generar
autoimágenes estables durante una larga distancia [58]. Seguidamen-
te, se sitúa un elemento colimador a una distancia z0. Aunque en la
Figura 6.3 el elemento colimador es una lente de longitud focal f , po-
dríamos haber elegido otros elementos como un conjunto de lentes o
un elemento óptico difractivo que produzcan un efecto similar sobre
el haz. A continuación, colocamos la primera red de difracción del sis-
tema, G, cuyo periodo es p, a una distancia z1 del elemento colimador
elegido. En nuestro caso, hemos elegido una red de amplitud de tipo
Ronchi aunque otros tipos de redes también son válidos (sinusoidal,
fase, etc).
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Figura 6.4: Máscara Γ compuesta por 16 ventanas con una red en cada una
de ellas. El periodo, p = 110 µm, se ha elegido de tal forma que
sea un múltiplo del tamaño del píxel de la cámara utilizada en
la configuración experimental. Al lado de cada red se muestran
los desplazamientos de fase relativos.
Finalmente, en vez de una red de difracción similar a G, situamos
un conjunto formado por dos elementos a una distancia z2. El primer
elemento está formado por una máscara Γ con M ventanas, cada una
de ellas con una red de difracción de periodo p, que a su vez están
desplazadas unas con respecto a las otras. La magnitud del desplaza-
miento es arbitraría aunque conviene que sea un fracción del periodo.
Por ejemplo, una buena opción puede ser que el desplazamiento re-
lativo entre ellas sea 2pi/M. Otra opción es duplicar las ventanas con
el mismo desfase tal y como se muestra a modo de ejemplo en la Fi-
gura 6.4 donde se puede observar una máscara con M = 16 ventanas.
Cada ventana tiene una red de tipo Ronchi de periodo p = 110 µm
y un desplazamiento relativo de la fase que aparece detallado en la
imagen. Además, también es posible evitar la duplicidad diseñando
las ventanas de tal forma que los datos de salida se puedan disponer
convenientemente para obtener M datos de la figura de Lissajous a
partir de las M ventanas utilizadas. Nótese que, aunque simplifica el
procesado de señales posterior, no es necesario que todas las venta-
nas se encuentren a la misma distancia del eje óptico de haz incidente.
De hecho, otra posible configuración es situar las ventanas en varias
columnas. De esta forma se optimiza el área de detección de cuyos
componentes hasta ahora no hemos hablado.
Tras la máscara diseñada, se sitúa el sistema de detección y procesa-
miento de las señales procedentes de las diferentes ventanas. Desde el
punto de vista electrónico, la configuración más rápida es ubicar los
N fotodetectores monolíticos detrás de las N ventanas. Sin embargo,
dicha configuración se simplifica si en el diseño se ubica una cámara
formada por una distribución bidimensional de fotodetectores como
es una cámara digital basada en las tecnologías CCD o CMOS. En es-
te caso, mediante software, se pueden seleccionar los fotodetectores
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(píxeles) adecuados para obtener la figura de Lissajous. Finalmente,
aunque no aparezca en el esquema, se necesita un ordenador para
el procesamiento de los datos adquiridos que se puede realizar en
tiempo real o a posteriori.
6.3.2 Desarrollo teórico
Una vez descrito el sistema que vamos a utilizar, vamos a trasladar
su comportamiento a formalismo matemático. Teniendo en mente la
configuración de doble red tradicional, y dado que queremos evitar
el movimiento continuo del segundo elemento difractivo, en nuestro
caso vamos a utilizar el sistema descrito en la Sección 6.3.1 donde la
segunda red de difracción es una máscara ligeramente más compleja,
Γ, compuesta por M ventanas. Cada una de ellas es una red de difrac-
ción del mismo periodo que G, las cuales se encuentran desplazadas
una cierta distancia lateral, ∆m siendo m = 1, 2, 3, ..., M. Dado
que hemos variado el sistema, la Ecuación 6.16 ha dejado de ser vá-
lida por lo que debemos de modificarla para que tenga en cuenta la
nueva propagación del campo y nos proporcione la distribución de
intensidad a la salida del sistema G− Γ. De nuevo, comenzaremos el
análisis a partir de la transmitancia pero esta vez para cada ventana
de Γ la cual viene descrita por
t′m (x3) =∑
r
ar exp [j (qrx3 + φm)] , (6.21)
donde φm es la fase relativa asociada al desplazamiento lateral y ar
son los coeficientes de Fourier de la red. Así, la distribución de in-
tensidad inmediatamente después de cada ventana m viene dada por
el producto de la distribución de intensidad proveniente de G que
incide sobre Γ por la transmitancia asociada a cada red t′m,
Im (x3, z2) = I (x3, z2) t′m (x3) . (6.22)
De esta forma, la distribución de intensidad a la salida de Γ resulta
Im (x3, z2) = I0 ∑n,n′,r ar, an, an′ exp
[
j q1+αz2 (n− n′) x3
]
×
exp
[
−j q22k
(
n2 − n′2) z21+αz2 ] exp [j (qrx3 + φm)] , (6.23)
donde ∑n,n′,r es una suma triple. Además de la ventana Γ, hemos co-
locado un sistema de detección formado por un fotodetector situado
detrás de cada ventana para transformar las señales ópticas en se-
ñales eléctricas. Las señales sobre los detectores se definen como la
integración de la distribución de intensidad sobre el área de cada fo-
todetector. Por tanto, la señal adquirida por cada fotodetector m viene
dada por
SmA,B =
xmax∫
xmin
I (x3, z2) dx3, (6.24)
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SmA (
◦) 0 45 90 135 180 225 270 315
SmB (
◦) 90 135 180 225 270 315 0 45
Cuadro 9: Valores de los desplazamientos laterales de cada red para la más-
cara mostrada en la Figura 6.4 compuesta por 16 ventanas. SmA
y SmB son respectivamente las señales eléctricas recogidas por las
ventanas situadas en el lado izquierdo y en el lado derecho.
donde xmin = xm − ∆x2 y xmax = xm + ∆x2 es la posición central del
m-ésimo fotodetector y ∆x es el tamaño del mismo. Los subíndices A
y B determinan el par de señales eléctricas relacionadas tal y como
explicaremos más adelante. Por último resolviendo la Ecuación 6.24,
obtenemos que la intensidad recogida por el fotodetector m viene
dada por
SmA,B = I0∆x∑n,n′,r ar, an, an′×
e−j
q2
2k (n
2−n′2) z21+αz2 ejφm × sinc
[
q∆x
2
(
n−n′
1+αz2
+ r
)]
,
(6.25)
donde sinc (x) = sin (x) /x.
Cada punto de la figura de Lissajous se obtiene por la superposi-
ción de las señales eléctricas SmA y S
m
B con una diferencia de fase relati-
va de 90◦ eléctricos, es decir, un desplazamiento lateral del fotosensor
de magnitud p/4, a fin de obtener la circunferencia deseada en caso
de que el haz esté colimado (ver Figura 6.2). Por ejemplo, volviendo a
la máscara ejemplo de la Figura 6.4, el número de ventanas presentes
es M = 16 correspondiéndose las ventanas en el lado izquierdo con
SmA y las del lado derecho con S
m
B . De esta forma obtendríamos 8 pun-
tos de la figura de Lissajous. Lo ideal es implementar una máscara
con el máximo número de ventanas posibles para maximizar el nú-
mero de puntos de Lissajous mejorando la precisión en la obtención
de la forma de la figura. Sin embargo, dado que el tamaño de la más-
cara es finito debemos de encontrar un compromiso entre el tamaño
de las ventanas y su número. Dada nuestra configuración experimen-
tal y, tras diversas pruebas, hemos encontrado que la máscara que
mejores resultados proporciona es la usada como ejemplo siendo los
desplazamientos laterales para cada señal y red los mostrados en el
Cuadro 9.
6.3.3 Análisis numérico
En la sección anterior hemos obtenido la expresión analítica que
nos permite obtener la figura de Lissajous, Ecuación 6.24. A la hora
de realizar un experimento, siempre podemos aplicar algún método
numérico que nos permita adelantarnos a los resultados experimen-
tales. En nuestro caso, hemos decidido usar la ecuación de Rayleigh-
Sommerfeld, Ecuación 2.18, según el método basado en la FFT, desa-
rrollado por Shen y Wang en [168] que venimos utilizando a lo largo
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Figura 6.5: Distribución de intensidad en z2 producida por la máscara mos-
trada en la Figura 6.4 usando la aproximación numérica de
Rayleigh-Sommerfeld y un haz láser colimado con λ = 880 nm
incidiendo sobre una red de Ronchi.
de la tesis. De esta forma, se ha determinado numéricamente la dis-
tribución de intensidad en el plano de observación situado a una
distancia z2 de la red. Por ejemplo, en la Figura 6.5 podemos ver la
distribución de intensidad en este plano de observación producida
por la máscara de la Figura 6.4 cuando la fuente luminosa es un láser
cuya longitud de onda es λ = 880 nm. Este resultado es muy similar
al que obtenemos al utilizar la aproximación analítica, Ecuación 6.25.
Conocida la distribución de intensidad de cada ventana, podemos
calcular los puntos de Lissajous a través de su integración. Para ello
estableceremos un sistema de coordenadas con la posición a través
de las ventanas, SmA para la coordenada x y S
m
B para la coordenada y.
Como ejemplo de la técnica, vamos a simular un sistema similar al
mostrado en la Figura 6.3 donde la longitud de onda incidente vuelve
a ser λ = 880 nm, el elemento colimador es una lente convergente de
distancia focal f = 25 mm, la red de difracción G es de tipo Ronchi
con periodo p = 110 µm, la distancia entre G y la máscara Γ es z2 =
2p2/λ = 27,5 mm y las distancias entre la fuente luminosa y el punto
focal son respectivamente (a) ∆z = −80 µm , (b) ∆z = −40 µm, (c)
∆z = 0 µm, (d) ∆z = 40 µm, (e) ∆z = 80 µm. Cuando la fuente
luminosa se encuentra en las distancias más alejadas del punto focal
de la lente, Figuras 6.6(a) y (e), la elipticidad es máxima dentro del
rango de distancias evaluado y el haz analizado se encuentra en la
posición de máxima descolimación. A medida que nos acercamos al
punto focal la elipticidad va disminuyendo, Figuras 6.6(b) y (d), hasta
alcanzar la posición donde la elipticidad es mínima y por tanto ∆z =
0, Figura 6.6(c), por lo que el haz está colimado.
6.3.3.1 Obtención y ajuste figuras de Lissajous
El ejemplo que acabamos de ver, aunque válido, depende de la per-
cepción visual del observador para decidir cuando la elipticidad ha
alcanzado su mínimo. Esto resta precisión al método automatizado.
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(a) (b)
(c) (d)
(e)
Figura 6.6: Figuras de Lissajous obtenidas con la máscara propuesta en la
Figura 6.4 para haces colimados/descolimados usando la apro-
ximación numérica de Rayleigh-Sommerfeld, Ecuación 2.18. Para
este ejemplo, hemos considerado una fuente puntual con longi-
tud de onda λ = 880 nm, una lente colimadora con distancia fo-
cal f = 25 mm y una red de difracción con periodo p = 110 µm.
Las distancias entre la fuente luminosa y el punto focal son (a)
∆z = −80 µm, (b) ∆z = −40 µm, (c) ∆z = 0 µm, (d) ∆z = 40 µm,
(e) ∆z = 80 µm, respectivamente. La distancia entre la red y la
máscara es z = 2p2/λ = 27,5 mm. Podemos ver como la figu-
ra de Lissajous incrementa la elipticidad con el crecimiento de
|∆z|. Nótese que los resultados obtenidos con la Ecuación 6.25
son similares.
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La solución más adecuada es, por tanto, encontrar una expresión ana-
lítica para dicha elipticidad. Si se analiza el sistema desde un punto
de vista geométrico, la figura de Lissajous será cuadrada o rectangu-
lar si las redes son redes de tipo Ronchi y estamos exactamente en
la posición de Talbot. No obstante, la forma de la figura de Lissajous
puede cambiar por distintos motivos. En primer lugar, se producen
efectos difractivos que hacen que la autoimagen no se recupere de
forma perfecta, sobre todo, si el plano en el que se encuentran los fo-
todetectores no coincide con la distancia de Talbot. Además, cuando
la fuente de luz no es puntual sino que tiene un tamaño finito y/o
es policromática, la figura de difracción tiende a eliminar armónicos
superiores y la figura de Lissajous se hace cada vez más suave.
Todas las circunstancias anteriores deberían tenerse en cuenta en
una posible expresión analítica de la elipticidad de una figura de Lis-
sajous que ni es rectángulo ni elipse, sino que se encuentra a medio
camino entre ambas. La combinación de dos figuras geométricas en
el ámbito de la óptica no es nuevo. En 1993, M. Fernández obtuvo la
figura de difracción de una abertura circular/cuadrada [57]. Basándo-
nos en su trabajo, hemos tomado la expresión para ambas geometrías
y la hemos modificado para obtener la combinación de geometrías
cuadrado/elipse definidas por
x2
R21
+
y2
R22
− s2 x
2y2
R21R
2
2
= 1, (6.26)
donde R1 y R2 son las longitudes de los ejes principales de la elipse, x
e y son las coordenadas de la figura de Lissajous (señales SA y SB) y s
es una parámetro que controla la forma cuadrado/elipse de la curva.
Así, cuando s = 0, la Ecuación 6.26 representa una elipse mientras
que cuando s = 1, representa un rectángulo. Para casos intermedios
se obtiene la transición entre ambas geometrías.
Una vez encontrada la expresión de la figura de Lissajous, debemos
incorporar a la Ecuación 6.26 dos restricciones debidas a considera-
ciones físicas:
1. Los ejes principales de la elipse siempre se sitúan a 45◦ respecto
al eje x.
2. El centro de la elipse se sitúa en el origen de coordenadas (0, 0).
Por consiguiente, considerando el siguiente cambio de variables
x = (x′ − xm) cos θ − (y′ − ym) sin θ,
y = (x′ − xm) sin θ + (y′ − ym) cos θ,
(6.27)
donde θ = 45◦, xm es el valor medio de la señal de los fotodetectores
que generan SA e ym es el valor medio de la señal de los fotodetectores
que generan SB, la Ecuación 6.26 pasa a ser
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(a) (b)
Figura 6.7: Función cuadrado/elipse para varios valores del parámetro s
usando la Ecuación 6.28. (a) R1/R2 = 1 y (b) R1/R2 = 1,5. R1 y
R2 son los ejes principales de la elipse.
s2
4R21R
2
2
(
x2 − y2)− 1
2
(
1
R21
+
1
R22
) (
x2 + y2
)
+
(
1
R21
− 1
R22
)
xy+ 1 = 0.
(6.28)
En la Figura 6.7 hemos representado dos soluciones para la Ecuación
6.28 en función del parámetro s. Cuando los ejes principales son igua-
les y s = 0, Figura 6.7(a), la figura de Lissajous es un circulo centrado
en el origen tal y como habíamos impuesto. A medida que el pará-
metro s crece, comienzan a insinuarse los vértices del cuadrado que
finalmente obtenemos cuando s = 1. El mismo comportamiento se
observa cuando los ejes principales son distintos, Figura 6.7(b), con la
salvedad de que la transición se produce desde una elipse hasta un
rectángulo.
Finalmente, nos quedan por calcular los tres parámetros libres que
no han sido asignados en la Ecuación 6.28, el parámetro de forma s, y
las magnitudes de los ejes principales R1 y R2. Para ello, vamos a rea-
lizar un ajuste de los datos experimentales de la figura de Lissajous
{SmA, SmB } a dicha ecuación de tal forma que se cumpla.
(SmA, S
m
B ) ≡ (xm, ym) , (6.29)
donde m = 1, 2, , . . . , M. Siguiendo una estrategia similar a la de J.
de Vicente [34], en vez de una elipse polinomial
a′x2 + b′xy + c′y2 + d′x + f ′y + g′ = 0, (6.30)
vamos a considerar una versión simplificada
au + bv + cxy + 1 = 0, (6.31)
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donde
u =
(
x2 − y2)2 ,
v =
(
x2 + y2
)2 . (6.32)
A partir de los datos experimentales {SA, SB}, se pueden calcular los
parámetros libres a, b, c de la Ecuación 6.31. Así, mediante el forma-
lismo matricial, podemos representar los coeficientes matriciales de
la figura de Lissajous, A, para cada par de valores (xm, ym) obtenidos
en las medidas. Si z representa el vector de coeficientes y b el vector
columna con los términos independientes, la Ecuación 6.31 se puede
reescribir como
A · z = b, (6.33)
es decir, 
u1 v1 x1y1
u2 v2 x2y2
...
...
...
uM vM xMyM

 ab
c
 =

−1
−1
−1
−1
 , (6.34)
donde
um =
(
x2m − y2m
)2 ,
vm =
(
x2m + y2m
)2 , (6.35)
con m = 1, 2 , . . . , M. La solución a este sistema de ecuaciones se
puede obtener a través de un ajuste ordinario a mínimos cuadrados a
través del método de la pseudoinversa de Moore Penrose [6],
z =
(
AT ·A
)−1
AT · b, (6.36)
y así obtener el valor de los parámetros libres a, b y c que logran un
mejor ajuste a los datos experimentales. El último paso es la obtención
de los parámetros que verdaderamente nos interesan, s, R1 y R2. Por
comparación de las Ecuaciones 6.31 y 6.28 tenemos que
a = s
2
4R21R
2
2
,
b = − 12
(
1
R21
+ 1R22
)
,
c =
(
1
R21
− 1R22
)
,
(6.37)
y despejando,
R21 = − 22b−c ,
R22 = − 22b+c ,
s = 16a
2
4b2−c2 .
(6.38)
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6.3.3.2 Cálculo de la elipticidad
El cálculo del valor de los parámetros R1 y R2 nos permite hacer
frente a nuestro objetivo final, el cálculo de la elipticidad y, por consi-
guiente, del grado de colimación del haz. Dada una elipse con radio
ecuatorial α y radio polar β, la elipticidad se define como [174],
e =

√
1−
(
β2
α2
)
β < α,√
1−
(
α2
β2
)
β > α.
(6.39)
Trasladando esta definición a nuestro problema tenemos que
e =
√
1−
(
Rmin
Rmax
)2
, (6.40)
donde Rmin y Rmax son respectivamente los ejes de menor y mayor
longitud posibles de la elipse tomados de (R1, R2) en la Ecuación
6.38. Así, cuando los ejes son iguales, Rmin = Rmax, la elipticidad es
nula y el haz está colimado. Finalmente, sustituyendo los valores de
los ejes de la Ecuación 6.38
e2 =
2c
2b + c
, (6.41)
o
e2 = − 2c
2b− c , (6.42)
dependiendo de si R1 es mayor que R2 o viceversa. Para una de las
expresiones anteriores, e resulta un valor positivo y, para la otra, un
valor complejo puro por lo que de ahora en adelante nos quedaremos
como parámetro de elipticidad el valor positivo.
A fin de comprobar si el ajuste calculado proporciona buenos re-
sultados, en la Figura 6.8 hemos obtenido los diferentes puntos de
la figuras de Lissajous variando el parámetro ∆z y usando la aproxi-
mación de Rayleigh-Sommerfeld, Ecuación 2.18, para posteriormente
realizar un ajuste a la Ecuación 6.28.
Como fuente luminosa, hemos utilizado una fuente puntual con
longitud de onda λ = 880 nm y de nuevo, hemos utilizado como red
de difracción G una red de tipo Ronchi cuyo periodo es p = 110 µm
y como máscara Γ, la máscara propuesta en la Figura 6.4. En líneas
generales, en los tres casos evaluados, (a) ∆z = 0 µm, (b) ∆z = 25 µm
y (c) ∆z = 50 µm, la gráfica de la Ecuación 6.28 se ajusta bastante bien
a los puntos de Lissajous simulados siendo, como hemos mencionado
anteriormente, el número de puntos suficiente para dar forma a la
figura de Lissajous. En el Cuadro 10 hemos recogido los parámetros
de interés para los tres casos evaluados.
Cuando la fuente de iluminación se sitúa en el punto focal de la
lente, Figura 6.8(a), la elipticidad es prácticamente nula con un valor
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(a) (b)
(c) (d)
Figura 6.8: Ajustes de los datos simulados a la Ecuación 6.28 para diferentes
valores de ∆z. La longitud de onda es λ = 880 nm, la distancia
focal de la lente f = 25 mm, y el periodo de la red de difracción
es p = 110 µm. (a) ∆z = 0 µm, (b) ∆z = 25 µm, (c) ∆z = 50 µm.
Los valores de la elipticidad y el parámetro de forma de la figura
de Lissajous para los tres casos se muestran en el Cuadro 10. (d)
elipticidad e en términos de la distancia de colimación ∆z para
diferentes planos de observación. Podemos ver que la elipticidad
es un buen parámetro para colimar dado que presenta una fuerte
pendiente y su valor es casi nulo para un haz colimado.
Figura ∆z (µm) e s
(a) 0 0,0420 0,91
(b) 25 0,524 0,90
(c) 50 0,689 0,90
Cuadro 10: Elipticidad e y parámetro de forma s según la posición de la
fuente luminosa respecto al punto focal de la lente, ∆z, para los
elementos de la Figura 6.8. Para los tres casos, s ≈ 0,9 pues
presenta idénticas condiciones del montaje excepto ∆z.
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Figura z2 (µm) e s
(a) zT 0,042 0,91
(b) zT + 250 0,009 0,83
(c) zT + 500 0,026 0,49
Cuadro 11: Elipticidad e y parámetro de forma s según la posición de la
máscara Γ cuando la distancia entre la fuente luminosa y el pun-
to focal es nula, ∆z = 0, para los elementos de la Figura 6.9.
de e = 0,0420. A medida que aumentamos la magnitud de ∆z, dicho
parámetro crece, pasando de e = 0,524 en ∆z = 25 µm, Figura 6.8(b)
a su máximo valor logrado en la distancia evaluada más alejada del
punto focal, e (∆z = 50 µm) = 0,689, Figura 6.8(c). En cuanto a la
forma de las figuras, en los tres casos visualmente se asemejan a un
cuadrado, hecho que se confirma con el valor de los parámetros de
forma s siendo en los tres casos cercano a 1. Este valor implica que
estamos simulando un sistema donde la posición de la máscara Γ no
es la distancia de Talbot, zT, sino un número entero de ella.
Para poder determinar la validez de la técnica propuesta, en la Fi-
gura 6.8(d) hemos representado la variación de la elipticidad frente a
la distancia ∆z para tres posiciones distintas de la máscara Γ, z2 = zT,
z2 = zT + 250 µm y z2 = zT + 500 µm con los parámetros a, b, y c
obtenidos con este procedimiento. Como se esperaba, para las tres
distancias z2 evaluadas, la elipticidad alcanza el mínimo de la fun-
ción cuando la fuente luminosa se sitúa en el punto focal de la lente,
∆z = 0. Además, también se aprecia la fuerte dependencia de este
parámetro con respecto a ∆z lo que hace que sea una excelente op-
ción tanto para determinar el grado de colimación, como para lograr
la posición de máxima colimación del haz.
Para concluir este apartado, hemos analizado la tolerancia del siste-
ma frente al posicionamiento de la máscara Γ cuando la posición de
la fuente luminosa es el punto focal de la lente, es decir, ∆z = 0. Para
ello, hemos determinado la figura de Lissajous para tres distancias
z2 diferentes, (a) z2 = zT, (b) zT = zT + 250 µm, y (c) zT + 500 µm
cuyas gráficas se pueden ver en la Figura 6.9. Los valores de la elip-
ticidad y el parámetro de forma para estas distancias se recogen en
el Cuadro 11. Cuando la posición de la máscara Γ es la ideal, Figura
6.9(a), la figura de Lissajous que obtenemos tiene un valor del pará-
metro de forma s = 0,91. A medida que nos distanciamos de zT la
figura de Lissajous se va redondeando cambiando su parámetro de
forma, s = 0,83 para la Figura 6.9(b) y s = 0,49 para la Figura 6.9(c).
Sin embargo, a pesar de variar la forma de la figura de Lissajous, en
los tres casos la elipticidad permanece con un valor prácticamente
nulo. Finalmente, en la Figura 6.9(d) mostramos de forma más explí-
cita esta dependencia del parámetro de forma s con la posición de la
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máscara Γ para tres valores diferentes de ∆z, ∆z = 0, ∆z = 10 µm
y ∆z = 20 µm. Como podemos observar, las tres curvas son muy
similares por lo que el plano de observación no es un parámetro cru-
cial para medir el grado de colimación del haz. Esta característica se
puede utilizar para el diseño de un dispositivo capaz de colimar una
fuente luminosa con diferentes longitudes de onda.
6.3.4 Resultados experimentales
A lo largo de la subsección anterior hemos comprobado numéri-
camente nuestro desarrollo teórico simulando el sistema mostrado
en la Figura 6.3. La configuración experimental que vamos a utilizar
es equivalente a dicho sistema. Como fuente luminosa, hemos elegi-
do un diodo láser focalizado de longitud de onda λ = 650 nm que
posteriormente hemos colimado usando una lente de longitud focal
f = 25 mm y diámetro D = 20 mm. Seguidamente, hemos colocado
una red de difracción G de periodo p = 110 µm. La elección de es-
te periodo no ha sido arbitraria, ya que como sensor óptico hemos
optado por una cámara digital bidimensional con tecnología CMOS
de la marca IDS modelo uEye UI − 1480LE cuyo tamaño de píxel es
2,2 µm× 2,2 µm. De esta forma, cada periodo de la red de difracción
se corresponde exactamente con 50 píxeles de la cámara evitando la
posible aparición de aliasing. Además, hemos tomado suficientes pí-
xeles por periodo de tal forma que las franjas observadas sean lo más
precisas posibles. Así, los diagramas de moiré se adquieren a través
de la cámara donde, a su vez, hemos simulado a través de software
la máscara Γ mostrada en la Figura 6.4. Por otra parte, como plano
de observación, hemos elegido la primera autoimagen de la red de
difracción G, z2 = zT = 37,23 mm. Nótese que la precisión y la sen-
sibilidad del método propuesto se incrementan con el orden de la
autoimagen. Sin embargo, eligiendo la primera autoimagen hacemos
que el sistema sea más compacto. Esto es ventajoso cuando existen
limitaciones en el espacio disponible.
Dado que la colimación se realiza a lo largo del eje longitudinal z,
todos los elementos permanecen fijos en este plano salvo la fuente
de iluminación. Ésta se desplaza a lo largo de z mediante un mo-
tor lineal paso a paso de la marca Pi miCos modelo M − 511− DD
cuyo codificador tiene una resolución de 50 nm y un error en el gi-
ro horizontal (pitch) de ±30 µrad por lo que se puede despreciar al
considerar desplazamientos longitudinales.
El experimento consiste en hacer un barrido de medidas variando
la posición de la fuente luminosa en las que cada medida tiene las
siguientes etapas:
1. Calcular la intensidad después de cada máscara {SA, SB}.
2. Obtener los puntos de Lissajous a partir de las señales {SA, SB}.
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(a) (b)
(c) (d)
Figura 6.9: Figura de Lissajous para diferentes distancias z2 del plano de
observación cuando el haz está colimado. La longitud de onda es
λ = 880 nm, la distancia focal de la lente f = 25 mm, y el periodo
de la red de difracción es p = 110 µm. (a) z2 = zT , (b) z2 =
zT + 250 µm y (c) z2 = zT + 500 µm. SA y SB tienen unidades
arbitrarias. Se observa que la forma de la figura de Lissajous
cambia pero en los tres caso la elipticidad es muy pequeña. Los
valores de la elipticidad y el parámetro de forma de la figura
de Lissajous para los tres casos se muestran en el Cuadro 11. (d)
parámetro de forma s en función de la distancia z2 − zT desde el
plano de observación al plano de Talbot para diferentes valores
de ∆z. La figura de Lissajous cada vez es más circular a medida
que nos alejamos del plano de Talbot.
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3. Ajustar los puntos a la Ecuación 6.28 para obtener la figura de
Lissajous.
4. Obtener la elipticidad e de la figura de Lissajous a partir de la
Ecuación 6.41 o de la Ecuación 6.42.
5. Desplazar la fuente luminosa motorizada a la siguiente posición
a evaluar.
Al finalizar el barrido de medidas en el rango de posiciones desea-
do de la fuente luminosa, se puede encontrar el punto de colimación
situado en el mínimo de la elipticidad. En la Figura 6.10 hemos repre-
sentado la elipticidad experimental de la figura de Lissajous, e, frente
a la distancia puntual fuente-lente siendo el parámetro c el valor de
una constante desconocida dada por la posición inicial del motor pa-
so a paso. En la Figura 6.10(a) hemos realizado un barrido de 40 me-
didas con un desplazamiento de la fuente luminosa de 1 µm de paso.
Como podemos observar, la función e (∆z− c) tiene un mínimo muy
marcado entre las posiciones 100− 110 µm creciendo en ambos senti-
dos de forma pronunciada desde dicho punto. A fin de aumentar la
resolución en la medida, en la Figura 6.10(b) hemos vuelto a realizar
un nuevo barrido de 100 medidas acotando el rango de posiciones en
torno a la posición aproximada del mínimo con un desplazamiento
de la fuente de 0,1 µm de paso. En este caso, de nuevo se aprecia la
existencia del mínimo de forma muy marcada en ∆z− c = 105,1 µm
aunque en este caso se aprecia un incremento del ruido en los datos
experimentales.
El siguiente paso en nuestro análisis consiste en obtener la incer-
tidumbre en el posicionamiento de la fuente luminosa con respecto
al plano focal. Para ello, no hemos usado la Ecuación 6.40 sino una
versión de ella dependiente del signo de e2, es decir,
e2± = 1−
(
R1
R2
)2
, (6.43)
donde R1 y R2 vienen dados por la Ecuación 6.38. Con la definición
de esta nueva función, el valor de e2± puede ser positivo o negativo
dependiendo del cociente entre los ejes de la elipse R1/R2. Así, en
la Figura 6.11(a) hemos representando la función e2± (∆z− c) para
el rango de posiciones en el que se sitúa el mínimo de la función
e, ∆z − c = [100− 110] µm. Como podemos observar, e2± depende
linealmente de ∆z por lo que es posible realizar un ajuste lineal de
los datos experimentales (línea roja continua) a la función [7]
e2± = a (∆z− 〈∆z〉) + b, (6.44)
donde a y b son dos parámetros libres y 〈∆z〉 es el valor medio de las
posiciones de la fuente luminosa.
Finalmente obtenemos,
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(a) (b)
Figura 6.10: Valores experimentales de la elipticidad e en función de la dis-
tancia de colimación ∆z. Nótese que e es un parámetro adimen-
sional. La fuente de iluminación es un diodo láser focalizado de
longitud de onda λ = 650 nm y el elemento colimador una len-
te de diámetro D = 20 mm cuya distancia focal es f = 25 mm.
La red y la máscara tienen un periodo p = 110 µm y el paráme-
tro c denota el valor de una constante desconocida dada por la
posición inicial del motor paso a paso. Las medidas se toman
con un paso en el desplazamiento de la fuente de (a) 1 µm y (b)
0,1 µm.
a± δa = (0,0053± 0,0001) µm−1,
b± δb = 0,0017± 0,0003,
R2 = 0,9925.
(6.45)
donde para medir la bondad del ajuste hemos calculado también el
coeficiente de determinación o R2 [121], el cual indica un excelente
ajuste. Además, en la Figura 6.11(b) hemos representado los residuos
siendo la desviación típica de los mismos std
(
e2±
)
= 0,0013.
La estrategia para determinar la incertidumbre en la posición res-
pecto al plano focal de la lente del emisor pasa por la determinación
de la incertidumbre en la localización del valor e2± = 0. Consideran-
do el valor de la desviación típica std
(
e2±
)
, la incertidumbre en la
localización del valor e2± = 0 es δz = std
(
e2±
)
/a = 0,26 µm para un
intervalo de confianza del 95 % (líneas rojas discontinuas). Además,
usando estos datos, podemos calcular la mínima divergencia observa-
ble que en nuestro caso es
δφ = D
δz
2 f 2
≈ 4,16 µrad. (6.46)
lo que supone un valor notable frente a otras técnicas recientes como
se mostrará en la Sección 7.4. Nótese que cuando la fuente de luz pre-
senta un tamaño finito, l, la divergencia del haz se ve incrementada
por el término, δφ = l/2 f 2, el cual no puede obtenerse con esta técni-
ca. Sin embargo, la técnica presentada es todavía capaz de situar una
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(a)
(b)
Figura 6.11: (a) Valores experimentales (puntos) y ajuste lineal (línea conti-
nua roja) para e2± en términos de la distancia de colimación ∆z.
La línea discontinua roja representa los intervalos de confianza
al 95 %. (b) Residuos del ajuste lineal. La desviación estándar
de los residuos es std
(
e2±
)
= 0,0013.
fuente luminosa en el plano focal de una lente con alta precisión. Por
otra parte, hay que resaltar que esta técnica ha dado lugar a diferentes
dispositivos recogidos en la patente [155].
6.4 conclusiones
A lo largo de este capítulo se ha desarrollado una nueva técnica
para la colimación de haces basada en la interferometría Talbot. Esta
técnica utiliza dos elementos estáticos para lograr la figura de franjas
de moiré. El primer elemento es una red de difracción convencio-
nal. El segundo elemento es una máscara más compleja formada por
un determinado número de ventanas, cada una de ellas desplazada
lateralmente cierta posición. De esta forma se produce un desplaza-
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miento relativo de la fase sin un movimiento continuo del segundo
elemento difractor. Posteriormente, se obtiene la figura de Lissajous
de cada diagrama de franjas de las cuales se extrae la elipticidad y
por tanto el grado de colimación. En el ejemplo de aplicación de la
técnica desarrollada se ha calculado la resolución de en la divergen-
cia del haz. De los análisis realizados se han extraído las siguientes
conclusiones:
1. Se ha desarrollado una técnica en la que no se requiere un mo-
vimiento continuo del segundo elemento difractor para colimar
y medir el grado de colimación de un haz a través de la eliptici-
dad de la figura de Lissajous.
2. Se ha propuesto una expresión para geometrías cuadrado/elip-
se.
3. Se ha obtenido la elipticidad de la expresión anterior y con ella
el grado de colimación.
4. Se ha comprobado la validez de la técnica numérica y experi-
mentalmente. El error obtenido al considerar una fuente pun-
tual de longitud de onda λ = 650 nm y utilizar una lente cuya
focal es f = 25 mm y de diámetro D = 20 mm y una red de
difracción de periodo p = 110 µm es δφ ≈ 4,16 µrad.
7
C O L I M A C I Ó N M E D I A N T E L A M E D I D A D E L
P E R I O D O D E L A A U T O I M A G E N
En el Capítulo 6 se ha presentado una técnica basada en la interferometría
Talbot. Otra vía para colimar un haz es a través de la medición directa del
periodo de la autoimagen generada por una red de difracción y su compara-
ción con otro elemento de referencia. A lo largo de este capítulo se presenta
una técnica basada en este método y una posterior modificación. En la pri-
mera parte del capítulo, el elemento de referencia en la técnica desarrollada
es el periodo de la red utilizada. No obstante, el periodo de dicha red puede
variar. Por tanto, en la segunda parte del capítulo se modifica la técnica para
lograr la colimación tomando como elemento de referencia otra autoimagen
distinta a la anterior. De esta forma no es necesario un conocimiento previo
del periodo de la red utilizada. Los principales resultados referentes a este
trabajo fueron publicados en [160] y están en proceso de publicación en [64].
Además, han dado lugar a la patente [156].
7.1 introducción
La técnica desarrollada a la largo del la Capítulo 6 proporciona no-
tables resultados con una configuración experimental de complejidad
aceptable. Sin embargo, es posible simplificar tanto la configuración
experimental como el procesado posterior de los datos obtenidos, si
abandonamos las técnicas basadas en la producción de la figura de
franjas de moiré y la generación de figuras de Lissajous. Este capítulo
se divide en dos partes en las que se va a desarrollar una técnica de
colimación basada de nuevo en el efecto Talbot, con la salvedad de
que solo se requiere una red de difracción y uno o varios sistemas de
detección que posibilitan la comparación de periodos en el sistema.
En primer lugar, se presenta una simple técnica de colimación basada
en la medida del periodo de una de las autoimágenes producidas por
una red de difracción de características conocidas. Cuando el perio-
do de la red de difracción y el periodo de la autoimagen son iguales,
el haz está colimado. Mediante el uso de una cámara CMOS, se ad-
quiere la autoimagen necesaria para la medida del periodo. Además,
a fin de aumentar la precisión, se propone el uso en la distribución
de intensidad de la autoimagen de la función variograma para la
correción de imperfecciones. Posteriormente, se modifica la técnica
desarrollada de tal forma que no se requiere el conocimiento previo
de las características de la red. Para ello, medimos a través de dos
cámaras CMOS, dos autoimágenes diferentes. Cuando el periodo de
ambas autoimágenes es el mismo, el haz se encuentra colimado.
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A lo largo de las siguientes secciones mostraremos que ambas téc-
nicas proporcionan una alta precisión en la determinación de la posi-
ción de colimación de una manera rápida y sencilla.
7.2 colimación mediante periodo conocido
Volvamos a considerar el esquema de la Figura 6.1 situando un sis-
tema de detección en el plano de observación de tal forma que una
de las autoimágenes generadas por la red de difracción G se recoja
en el mismo, es decir, z2 = lzT siendo l un número entero. Con esta
configuración del sistema, es posible lograr la colimación por com-
paración del periodo de la red p con el periodo de la autoimagen
elegida a través de una monitorización hasta que ambos sean iguales.
De esta forma, es posible colimar de manera precisa un haz luminoso
de pequeñas dimensiones dado que conocemos con anterioridad la
posición de las autoimágenes. En nuestro caso, hemos vuelto a elegir
como elemento colimador una lente de focal f por lo que el perio-
do de las franjas pertenecientes a las autoimágenes generadas por G
viene descrito por la Ecuación 6.17. Reordenando, obtenemos que la
distancia entre la fuente luminosa y el punto focal de la lente es,
∆z = − f
2
z2 p
∆p, (7.1)
donde
∆p = p∆z − p, (7.2)
es la variación del periodo de la autoimagen con respecto al perio-
do de la red. Si, para cierta configuración, fijamos la distancia focal
de la lente f , el periodo de la red de difracción, p, y la distancia de
la red al plano de observación z2, el único parámetro que varía con
la colimación del haz es el periodo de las franjas en el plano de ob-
servación p∆z donde se encuentra el sistema de detección. Por tanto,
cuando p = p∆z el haz estará colimado mientras que en caso contrario
sabremos su grado de colimación.
7.2.1 Adquisición de las autoimágenes
A la hora de llevar a cabo el método de colimación a lo largo del
eje perpendicular a las franjas de la red de difracción, hemos par-
ticularizado la configuración experimental descrita en la Figura 6.1
mediante el uso de los componentes que detallamos a continuación.
De izquierda a derecha, comenzamos la descripción con la fuente lu-
minosa elegida la cual es un diodo láser infrarrojo HE8807SG de la
marca Hitachi de longitud de onda λ = 880 nm. El haz luminoso
incide sobre el elemento colimador, que en este caso es una lente de
longitud focal f = 25 mm y de diámetro D = 20 mm. Posteriormente,
el haz se propaga hasta la red de difracción G, fabricada en cromo
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Elemento Valor
Fuente luminosa láser IR: λ = 880 nm
Lente f = 25 mm, D = 20 mm
Red de difracción p = 100 µm, Error = 3 µm/m
z2 zT = 22,7 mm
Cámara CMOS tamaño de píxel: 2,2 µm× 2,2 µm
Cuadro 12: Valores de los parámetros de interés en la configuración experi-
mental mostrada en la Figura 6.1.
sobre vidrio por la empresa AOTEK con periodo p = 100 µm. El
error de fabricación de esta red es 3 µm/m que se corresponde con
un error en el periodo de 0,3 nm. El último elemento del montaje es
el sistema de detección situado a una distancia z2 = zT = 22,7 mm,
correspondiente a la primera autoimagen de G, que se encarga de la
adquisición de la distribución de intensidad a la salida del sistema.
En este caso, hemos elegido una cámara de la marca Imaging Source
modelo DMK72BUC02 basada en la tecnología CMOS y cuyo tamaño
de píxel es 2,2 µm× 2,2 µm. Sin embargo, dado que solo se requiere
el uso de una única fila de píxeles, dicha cámara podría ser sustituida
por un array de fotodetectores simplificando el montaje. A modo de
resumen, en el Cuadro 12 hemos recogido todos los valores de los
elementos que acabamos de describir. Por otra parte, cabe destacar
que hemos tenido especial cuidado en la alineación de los componen-
tes con el eje óptico, los cuales permanecen fijados en todo momento
salvo la fuente luminosa. Ésta se encuentra montada sobre un motor
lineal paso a paso de alta precisión para poder desplazarla a lo largo
del eje óptico.
En la Figura 7.1 mostramos las autoimágenes obtenidas para di-
ferentes posiciones del diodo láser. El paso en el desplazamiento es
100 nm siendo x3 la coordenada paralela a la red y perpendicular a
las franjas, ∆z la distancia entre la fuente luminosa y el punto focal
de la lente y c representa un valor constante dado por la posición
inicial del motor lineal paso a paso el cual es desconocido. A medida
que el periodo de las franjas experimentales de las autoimágenes se
incrementa, la intensidad de la señal decrece con la posición del dio-
do láser respecto al punto focal de la lente pasando de valores en los
máximos en torno a 155 niveles de gris para ∆z + c = 0 a estar por
debajo de 80 niveles de gris en ∆z + c = 9 mm.
A modo de ejemplo, en la Figura 7.2 hemos representando la inten-
sidad en función de la coordenada x3 para el caso en el que ∆z+ c =
7,5 mm. Como se puede observar, el nivel de intensidad no es per-
fectamente uniforme como debería de ser en el caso ideal y presenta
irregularidades aleatorias y ruido en general que dificulta un cálculo
preciso del periodo de la autoimagen. En el siguiente apartado vere-
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Figura 7.1: Franjas experimentales para diferentes posiciones de la fuente
luminosa a lo largo del eje z obtenidas con la configuración expe-
rimental mostrada en la Figura 6.1. x3 es la coordenada paralela
a la red y perpendicular a las franjas, ∆z es la distancia entre la
fuente luminosa y el punto focal de la lente, c representa un va-
lor constante dado por la posición inicial del motor lineal paso a
paso la cual es desconocida. El valor de los parámetros de interés
utilizados se muestra en el Cuadro 12.
mos como a través de un tratamiento de los datos experimentales es
posible minimizar estos inconvenientes con el consiguiente aumento
en la precisión de la medida.
7.2.2 Eliminación de ruido e imperfecciones: Uso del variograma
Acabamos de ver que la presencia de ruido en la medida experi-
mental es un factor limitante en la correcta obtención del periodo
de las autoimágenes. La función variograma es una herramienta ca-
paz de mejorar la calidad de las franjas y eliminar ruido residual en
imágenes ópticas y de otras áreas [157, 158]. En teoría de estadística
espacial, el variograma teórico 2γ(h) es una función que describe el
grado de dependencia espacial de un campo aleatorio espacial o un
proceso estadístico I (x). En otras palabras, el variograma describe
cómo se relacionan los datos (correlacionan) con la distancia. En su
versión más común se define como [22, 29]
2γ(h) =
〈
[I (x + h)− I (x)]2
〉
x
, (7.3)
donde en nuestro caso x es la posición central de los fotodetectores,
h es la distancia entre cualquier par de datos de la señal, 〈−〉x es
el promedio espacial con respecto a x e I (x) es la distribución de
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Figura 7.2: Sección del perfil de intensidad de la autoimagen de la Figura 7.1
para ∆z + c = 7,5 mm donde se pueden apreciar irregularidades
aleatorias. n.g. son los niveles de gris utilizados.
intensidad en x. En el caso de una señal regularmente muestreada, tal
como la señal obtenida con un array lineal de fotodiodos, la Ecuación
7.3 toma la forma [158],
2γ (h = n∆x) =
1
N − n
N−n
∑
i=1
(Ii+n − Ii)2 , (7.4)
donde N es el número total de píxeles, Ii = I (i∆x) es la intensidad
detectada en el píxel i y ∆x es la distancia entre dos píxeles adjuntos
del variograma discreto.
El uso de esta función tiene dos ventajas fundamentales. En primer
lugar, dado que el variograma de una función periódica también es
periódico con el mismo periodo, no hay variación en la medida del
mismo. En segundo lugar, debido a que se calcula como promedios
estadísticos espaciales, la función variograma es capaz de eliminar
las fluctuaciones aleatorias propias de las medidas de la intensidad
y por ello, se puede calcular el periodo de la autoimagen con me-
nor incertidumbre que si lo hiciéramos directamente a partir de las
medidas de intensidad luminosa. A modo de ejemplo, en la Figura
7.3 hemos calculado el semivariograma para la señal mostrada en la
Figura 7.2. Como se puede observar, la gráfica del semivariograma
es mucho más uniforme, desapareciendo todo el ruido y las fluctua-
ciones aleatorias sin haber cambiado el periodo respecto a la señal
original. Nótese además que el semivariograma o el variograma por
definición comienzan en 0, lo que muestra que nuestra implementa-
ción se ha llevado a cabo correctamente.
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Figura 7.3: Semivariograma calculado a partir de la señal experimental mos-
trada en la Figura 7.2. Los mínimos del variograma se ajustan a
un perfil parabólico (línea roja discontinua en la imagen aumen-
tada). A través de esta técnica se puede determinar el periodo
de la señal midiendo el periodo del variograma, con la ventaja
de la eliminación de fluctuaciones aleatorias y de ruido. h es la
distancia entre cualquier par de datos de la señal y γ(h) es el
semivariograma.
7.2.3 Elección del método para calcular el periodo experimental
Para una red de difracción ideal, la distribución de intensidad que
produce al incidir una haz sobre ella también se puede considerar
ideal de tal forma que sigue una función sinusoidal
I (x) = A + B sin (qx + δ) , (7.5)
Para esta señal, el variograma viene dado por
2γ(h) = 2B2 sin2
(
qh
2
)
, (7.6)
o lo que es lo mismo
2γ(h) = B2 [1− cos (qh)] , (7.7)
siendo B la amplitud de la señal. Cuando la red no es ideal como
en nuestro caso, la distribución de intensidad resultante tiene ruido
e irregularidades por lo que la Ecuación 7.7 no es adecuada para el
ajuste experimental. Sin embargo, hemos probado diferentes modi-
ficaciones de la misma encontrando que la expresión que mejor se
ajusta al variograma experimental de este ejemplo es
7.2 colimación mediante periodo conocido 177
2γ(h) = (α+ βh)− (γ+ εh) cos
(
2pi
p∆z
h
)
, (7.8)
donde α, β, γ, ε y p∆z son parámetros libres. A la hora de obtener el
periodo experimental de la autoimagen, p∆z para cada distancia ∆z,
hemos evaluado diferentes caminos con el objetivo de encontrar el
mejor valor en el menor tiempo posible. Como primera opción, he-
mos usado el conjunto de módulos de optimización scipy.optimize
perteneciente a la librería de cálculo numérico Scipy del lenguaje de
programación Python para intentar ajustar todos los puntos del vario-
grama experimental a la Ecuación 7.8. De entre los métodos probados,
el que mejores resultados produce es la función minimize_scalar1 a par-
tir de la cual hemos obtenido una desviación estándar de 1,5 nm en
el cálculo del periodo.
El método anterior produce buenos resultados a cambio de consu-
mir bastante tiempo de ejecución, aproximadamente 6 segundos por
cada perfil analizado en un ordenador personal actual con un pro-
cesador Intel Core i7 y sistema operativo Ubuntu 14.04 LTS (Trusty
Tahr). Como consecuencia, si queremos llevar a cabo la colimación
del haz en tiempo real, se ralentiza el proceso en exceso. Como op-
ción alternativa y dado que la forma del perfil de la Figura 7.3 se
asemeja bastante a una parábola, nos hemos decantado por medir la
posición de un cierto mínimo del variograma a través de un ajuste
cuadrático. También en la Figura 7.3, mostramos de forma detallada
un ejemplo de ajuste parabólico (línea discontinua roja) en torno al
mínimo situado en h = 0,1 mm. Como se puede observar, el ajuste re-
plica de forma bastante acertada la forma de la señal en el intervalo
deseado salvo en el entorno del mínimo de la señal donde el ajuste
se sitúa ligeramente por encima.
El último paso para calcular el periodo experimental p∆z, consiste
en realizar un ajuste lineal de todos los mínimos del variograma en
el rango evaluado a la expresión
y = p∆zn, (7.9)
donde n es el orden del mínimo. De esta forma, el valor del periodo
experimental de las franjas de las autoimágenes vendrá dado directa-
mente por la pendiente del ajuste. En la Figura 7.4 hemos realizado
este ajuste para los mínimos del variograma experimental mostrado
en la Figura 7.3 resultando un tiempo de ejecución de 0,6 segundos
lo que supone una reducción de tiempo del 40 % respecto al obtenido
mediante el uso de optimize.
1 http://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.minimize_scalar.html
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Figura 7.4: Ajuste lineal a partir de los mínimos obtenidos al realizar un
ajuste parabólico en torno a cada mínimo del variograma expe-
rimental mostrado en la Figura 7.3. El periodo experimental p∆z
viene dado por la pendiente de la Ecuación 7.9.
7.2.4 Cálculo del periodo experimental
Una vez elegido el método para la obtención del periodo experi-
mental p∆z, podemos calcular su valor y por tanto, la diferencia res-
pecto al periodo de la red de difracción, p = 100 µm dada por la
Ecuación 7.2. Para ello hemos realizado un barrido de 300 medidas
a lo largo de 30 µm de desplazamiento en torno a la posición aproxi-
mada del punto focal de la lente aplicando el método de ajuste a los
mínimos del variograma para los 10 primeros mínimos, línea conti-
nua roja en la Figura 7.5. Como podemos observar, en esta región de
∆z evaluada, el haz se encuentra bastante colimado siendo la diferen-
cia máxima de 0,017 nm.
Para obtener el error cometido, en la misma figura hemos ajustado
linealmente los valores de las diferencias a la Ecuación ∆p = a∆z,
línea continua negra, obteniendo que la pendiente es a = 0,00083. De
esta forma, podemos calcular el histograma de los residuos
r = ∆p− (a∆z) , (7.10)
el cual hemos representado en la Figura 7.6. Este histograma presenta
una desviación típica de
δp = std (r) = 0,56 nm, (7.11)
que es comparable a las fluctuaciones de periodo de la red de difrac-
ción dadas por los errores de fabricación (aproximadamente 0,3 nm
por periodo). Si comparamos este resultado con el obtenido mediante
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Figura 7.5: Diferencia entre el periodo de la autoimagen con respecto al pe-
riodo de la red utilizado, ∆p, en función de la distancia entre
la fuente luminosa y el punto focal, ∆z utilizando los 10 prime-
ros mínimos del variograma (línea roja continua). La línea negra
se corresponde con el ajuste de estos datos a ∆p = a∆z donde
a = 0,00083. El periodo de la red de difracción G es p = 100 µm.
el ajuste de todos los datos experimentales del variograma a la Ecua-
ción 7.8 con la función minimize_scalar (1,5 nm), supone una mejora
del 20 %.
7.2.5 Velocidad del método de colimación
En las Secciones 7.2.4 y 7.2.3 hemos comprobado que obtenemos un
notable resultado al evaluar los 10 primeros mínimos del variograma.
Como es lógico, a la hora de tratar cualquier cálculo en igualdad de
condiciones, el tiempo de ejecución aumentará con el número de ope-
raciones. En nuestro caso, cuanto menor es el número de mínimos
del variograma tenidos en cuenta en el ajuste lineal, mayor es la velo-
cidad en la obtención del resultado deseado perdiendo precisión en
el cálculo. Para comprobar este hecho, en la Figura 7.7 hemos deter-
minado la desviación estándar de los residuos en función del número
de mínimos del variograma considerados en el ajuste lineal 7.5. Co-
mo podemos observar, la desviación estándar de los residuos decrece
aproximadamente como 1/N con el incremento del número de mí-
nimos del variograma considerados. En cuanto a la velocidad, para
N = 4, el tiempo de ejecución es 0,16 segundos mientras que para
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Figura 7.6: Histograma de los residuos para los datos de la Figura 7.5 cuan-
do se usan 10 mínimos del variograma para calcular el periodo
experimental.
N = 2 es solamente 0,05 segundos. Para este último caso, δp es simi-
lar al obtenido con la función minimize_scalar (1,5 nm) pero obtenido
unas 120 veces más rápido.
7.2.6 Resolución en la divergencia
El último paso de nuestro análisis es la obtención de la mínima di-
vergencia observable con nuestro método. Dado que la relación entre
la posición ∆z y la diferencia entre el periodo de la autoimagen con
respecto al periodo de la red utilizado ∆p es lineal, podemos fácil-
mente determinar la resolución en la divergencia del haz colimado.
La resolución en la posición de la fuente luminosa resulta
δz =
δp
a
=
0,56 nm
0,00083
= 0,67 µm, (7.12)
donde a es la pendiente del ajuste lineal de los datos experimentales
mostrado en la Figura 7.5. Estos resultados son similares a los obteni-
dos con técnicas recientes [35, 37, 19], aportando la ventaja de que la
realización experimental de nuestra técnica es más simple. Conside-
rando la ecuación para una lente delgada [140, 117],
1
s′
− 1
s
=
1
f
, (7.13)
con
s = − f + δz, (7.14)
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Figura 7.7: Desviación estándar de los residuos, std, en función del número
de mínimo del variograma evaluado para el ajuste lineal. Cuanto
mayor es el número más precisa es la colimación aumentando el
tiempo de ejecución.
obtenemos que la divergencia mínima observable del haz evaluado si
la fuente fuera perfectamente puntual es
δφ =
D
2s′
≈ Dδz
2 f 2
. (7.15)
Dado que hemos usado una lente de diámetro D = 20 mm y longitud
focal f = 25 mm, la resolución en la divergencia del haz resulta
δφ = 10 µrad ≈ 0,0006◦. (7.16)
No obstante, al igual que en la técnica presentada en el Capítulo 6,
cuando la fuente de luz presenta un tamaño finito, l, la divergencia
del haz se ve incrementada por el término, δφ = l/2 f 2, el cual no
puede obtenerse con esta técnica. Sin embargo, la técnica presentada
es todavía capaz de situar una fuente luminosa en el plano focal de
una lente con alta precisión.
7.3 colimación mediante periodo desconocido
Con las técnicas actuales las redes de difracción se pueden grabar
con precisiones realmente bajas, con condiciones muy controladas,
mediante, por ejemplo, técnicas de haces de electrones [105, 133, 225].
Sin embargo, para la realización práctica de un dispositivo no es po-
sible mantener estas condiciones tan estrictas. Por ejemplo, cuando
varía la temperatura ambiental, el periodo de la red de difracción se
puede ver modificado debido a dilataciones del substrato en el se ha
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grabado. También se requiere que las condiciones mecánicas del dis-
positivo sean muy estrictas, controlando de una forma muy precisa
las tolerancias de posicionamiento y giro de los elementos del sistema.
Por ejemplo, si la red de difracción está ligeramente rotada respecto
de un sistema de fotodetección utilizado para la medición, el periodo
de la autoimagen observado se verá modificado. Todos estos factores
hacen que la principal desventaja de la técnica de colimación descri-
ta en la Sección 7.2 sea la necesidad de conocer el periodo de la red
con una elevada precisión ya que esto supone un control muy estric-
to de las condiciones ambientales y del posicionado de los diferentes
elementos ópticos y opto-electrónicos. A lo largo de esta sección vere-
mos una nueva técnica de colimación basada en la anterior, en la que
la medida se puede llevar a cabo independientemente de las condi-
ciones a las que esté sometido el montaje experimental y sin requerir
un conocimiento previo y preciso de la red de difracción utilizada.
7.3.1 Desarrollo teórico
En la Figura 7.8, se muestra un dispositivo optoelectrónico con el
que se puede tanto determinar el grado de colimación de un haz de
luz como colimar un haz de luz, en ambos casos mediante la medida
del periodo de dos autoimágenes producidas por una red de difrac-
ción cuyo periodo no es necesario conocer. Esta configuración es una
versión modificada de la mostrada en la Figura 6.1 donde pasamos
a tener dos planos de observación los cuales imponemos que sean
distintos. Con más detalle, el sistema consta de un haz de luz con un
grado de colimación desconocido, proveniente de una fuente de luz
s de longitud de onda λ. Por ejemplo, dicho haz puede provenir de
un láser, un diodo láser, un LED u otro tipo de fuente de luz con una
determinada coherencia parcial espacial o temporal. El único requisi-
to es que se formen franjas. Este haz se intenta colimar mediante una
lente de una focal objeto f que se considera perfecta. Posteriormente,
se ubica una red de difracción G cuyo periodo p es desconocido, que
produce autoimágenes en semidistancias de Talbot zT. Finalmente, si-
tuamos un divisor de haz, BS, y un par de cámaras CMOS, Cz2 y Cz3.
Al igual que en ocasiones anteriores, la distancia desde la fuente lu-
minosa a la lente es z0, desde L a G es z1, y las distancias desde G a
los planos de observación donde se sitúan Cz2 y Cz3 son z2 y z3 res-
pectivamente. De esta forma, el sistema consta de una configuración
con dos brazos para la obtención de medidas simultáneas de ambos
planos de observación para el mismo área de G.
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Figura 7.8: Esquema de la técnica propuesta para la medición del grado de
colimación y la colimación de un haz. s es la fuente luminosa la
cual se encuentra sobre un motor paso a paso de alta precisión
que posibilita su movimiento a lo largo del eje longitudinal z.
L es un elemento colimador que este ejemplo se corresponde
con una lente convergente de distancia focal f , G es una red de
amplitud de tipo Ronchi cuyo periodo p se desconoce, BS es
un divisor de haz, Cz2 y Cz3 son dos cámaras CMOS, z0 es la
distancia desde el emisor a la lente, z1 es la distancia desde la
lente a la red de difracción G, ∆z = |z0 − f | es la distancia desde
el emisor al punto focal de la lente y z2 y z3 son las distancia
desde la red de difracción a Cz2 y Cz3 respectivamente.
Suponiendo que las distancias z2 y z3 son diferentes, las distribucio-
nes de intensidad en los planos de observación en los que se localizan
las cámaras se obtienen a través de la Ecuación 6.16,
I (x3, z2) = I0 ∑n,n′ ana∗n′ exp
[
j q1+αz2 (n− n′)x3
]
exp
[
−j q22k (n2 − n′2) z21+αz2
]
,
I (x3, z3) = I0 ∑n,n′ ana∗n′ exp
[
j q1+αz3 (n− n′)x3
]
exp
[
−j q22k (n2 − n′2) z31+αz3
]
,
(7.17)
donde an son los coeficientes de Fourier de la red, A∗ indica conjuga-
do de A, n y n′ son números enteros, x3 vuelve a ser la coordenada
paralela a G y α es el ya mencionado grado de colimación definido
por la Ecuación 6.11. Considerando el primer factor exponencial en
la Ecuación 7.17, e imponiendo que z2 y z3 se correspondan con dos
distancias Talbot distintas para tener el máximo contraste, sobre cada
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una de las cámaras se generarán autoimágenes cuyo periodo vendrá
dado por la Ecuación 6.17,
pz2 = (1+ αz2) p,
pz3 = (1+ αz3) p.
(7.18)
De esta forma, incluso cuando el periodo de la red p es desconocido,
se puede obtener el grado de colimación a través del cociente entre
ambas expresiones,
α = − pz2 − pz3
pz2 z3 − pz3 z2 . (7.19)
Según la Ecuación 7.19, el haz se encuentra colimado cuando el perio-
do de ambas autoimágenes, situadas en z2 y z3 respectivamente, es
el mismo. Además, considerando la definición del grado de colima-
ción, Ecuación 6.11, también podemos determinar la distancia desde
la fuente luminosa al plano focal de la lente,
∆z = −α f 2 = pz2 − pz3
pz3 z2 − pz2 z3 f
2. (7.20)
7.3.2 Adquisición de las autoimágenes
La clave para encontrar el punto de colimación con precisión es me-
dir el periodo de las autoimágenes simultáneamente hasta que su va-
lor coincida. En la configuración experimental mostrada en la Figura
7.8 hemos usado como fuente luminosa s un LED infrarrojo modelo
AP2012SF$C cuya longitud de onda es λ = 880 nm, como elemento
colimador una lente cuyo diámetro es D = 17 mm y su longitud focal
es f = 40 mm, una red de difracción G cuyo periodo es p = 100 µm
con un error de fabricación de 3 µm/m usada en la técnica descrita
en la Sección 7.2, y dos cámaras digitales de la marca Imaging Source
modelo DMK72BUC02 cuyo tamaño de píxel es 2,2 µm × 2,2 µm y
cuyos chips se han considerado iguales. Todos los componentes de
la configuración experimental permanecen fijos salvo la fuente lumi-
nosa la cual desplazamos a lo largo del eje longitudinal z usando un
motor lineal de alta precisión cuyo mínimo movimiento incremental
es 0,3 µm. Finalmente, a fin de obtener un sistema lo más compacto
posible, hemos escogido como planos de observación las autoimáge-
nes 2 y 5,
z2 = 2p2/λ = 22,72 mm,
z3 = 5p2/λ = 56,81 mm,
(7.21)
aunque otras distancias también serían válidas, siempre que se cum-
pla z2 6= z3. Nótese que incluso hemos usado una autoimagen par y
otra impar, hecho que no tiene influencia en el resultado dado que,
a pesar de que el contraste entre ellas es inverso, el comportamiento
del periodo es el mismo. En el Cuadro 13 hemos recopilado todos
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Elemento Valor
Fuente luminosa LED IR: λ = 880 nm
Lente f = 40 mm, D = 17 mm
Red de difracción p = 100 µm, Error = 3 µm/m
z2 zT = 22,72 mm
z3 zT = 56,81 mm
Cámara 1 CMOS tamaño de píxel: 2,2 µm× 2,2 µm
Cámara 2 CMOS tamaño de píxel: 2,2 µm× 2,2 µm
Cuadro 13: Valores de los parámetros de interés en la configuración experi-
mental mostrada en la Figura 7.8.
(a) (b)
Figura 7.9: Distribución de intensidad para una posición arbitraria de la
fuente luminosa adquiridas por las cámaras (a) Cz2 y (b) Cz3,
situadas en las posiciones z2 = 22,72 mm y z3 = 56,81 mm res-
pectivamente. x e y son el número de píxeles de las cámaras cuyo
tamaño de píxel es 2,2 µm× 2,2 µm.
los valores de interés. Además, como es habitual, hemos asegurado
la perpendicularidad respecto al eje óptico y el alineamiento de las
rendijas de las autoimágenes respecto a las filas o las columnas del
chip.
La distribución de intensidad de las autoimágenes siempre presen-
ta imperfecciones las cuales son perjudiciales para determinar el pe-
riodo. Por ejemplo, en la Figuras 7.9(a) y (b) podemos observar las
distribuciones de intensidad recogidas por las cámaras Cz2 y Cz3 situa-
das en las posiciones mostradas en la Ecuación 7.21 en una posición
arbitraria de la fuente luminosa.
En ambas autoimágenes se observan defectos e irregularidades que
provocan que los perfiles de intensidad necesarios para el cálculo del
periodo no sean perfectamente sinusoidales tal y como vemos en las
Figuras 7.10(a) y (b) donde a modo de ejemplo, hemos extraído dos
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(a) (b)
Figura 7.10: Ejemplo de perfil de intensidad para las distribuciones de inten-
sidad mostradas en las Figuras 7.9(a) y (b). n.g. es el rango de
niveles de gris.
perfiles de intensidad de las distribuciones mostradas en las Figuras
7.9(a) y (b).
7.3.3 Cálculo de los periodos experimentales
El ruido y las fluctuaciones aleatorias en las señales experimentales
se trasladan al variograma en sus envolventes. Una posible forma de
obtener el periodo del variograma es determinando la localización
de su mínimo usando un ajuste polinomial como hicimos con éxito
en la Subsección 7.2.2. Sin embargo, es posible obtener mejores resul-
tados cuando se aplica la función variograma a la totalidad de los
puntos experimentales. Tras comprobar diversas soluciones, hemos
encontrado de manera empírica que la mejor opción para ajustar el
variograma a nuestras señales es usando una función periódica don-
de las envolventes sean polinomios de tercer orden,
2γ (h) =
(
a1 + b1h + c1h2 + d1h3
)− (a2 + b2h + c2h2 + d2h3) cos(2pipz h
)
,
(7.22)
donde ak, bk, ck, dk. con k = 1, 2, y pz son parámetros libres. Nótese
que hemos aumentado el grado del polinomio respecto a la técnica
anterior debido a que en este caso las señales son más ruidosas.
Para demostrar la validez del ajuste propuesto, en las Figuras 7.11(a)
y (b) hemos extraído dos secciones de los perfiles mostrados en las
Figuras 7.10(a) y (b) donde se aprecia más claramente que las señales
están lejos de ser ideales. Sin embargo, una vez más el variograma
muestra su gran utilizad en el tratamiento de señales experimenta-
les suavizando las señales y manteniendo el periodo tal y como se
muestra en las Figuras 7.11(c) y (d) (líneas continuas rojas) donde las
irregularidades e imperfecciones han desaparecido completamente.
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(a) (b)
(c) (d)
Figura 7.11: (a) y (b) Secciones de las Figuras 7.10(a) y (b), (c) y (d) vario-
gramas (líneas rojas continuas) obtenidas a partir de (a) y (b)
y sus ajustes a la Ecuación 7.22, • azules. En ambos caso, el
variograma comienza en 0 tal como establece la teoría.
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Cámara R2 Máxima diferencia en los residuos
(
n.g.2
)
ECM
(
n.g.2
)
Cz2 0,9995 0,6 0,24
Cz3 0,9994 0,4 0,19
Cuadro 14: Parámetros de calidad obtenidos para el ajuste de los variogra-
mas experimentales mostrados en len las Figuras 7.11(c) y (d).
R2 es el parámetro de determinación y ECM es el error cuadrá-
tico medio.
(a) (b)
Figura 7.12: Residuos para el ajuste realizado a la Ecuación 7.22 mostrado
en las Figuras 7.11(c) y (d).
En las mismas figuras, pero con puntos azules, se muestran los ajus-
tes a la Ecuación 7.22. Como se puede apreciar a simple vista, el ajus-
te obtiene un buen resultado en ambos casos sin prácticamente haber
diferencia respecto a los variogramas experimentales. Este hecho se
reafirma al calcular la bondad de los ajustes mostrados en el Cua-
dro 14. Los coeficientes de determinación en ambos casos son muy
cercanos a 1 siendo R2 = 0,9995 para el primer caso y R2 = 0,9994
para el segundo. Estos valores se mantienen o incrementan a lo largo
del cálculo de ambos periodos para el resto de medidas experimenta-
les llevadas a cabo en el siguiente apartado. Además, en las Figuras
7.12(a) y (b) podemos ver los residuos para dichos ajustes. Para la
primera cámara, Figura 7.12(a), la máxima diferencia respecto a la re-
ferencia situada en 0 se corresponde con 0,6 n.g.2 mientras que para
la segunda cámara, Figura 7.12(b), la máxima diferencias se sitúa por
debajo de 0,4 n.g.2. Finalmente, también hemos calculado el error cua-
drático medio, ECM, cuyos valores son prácticamente nulos siendo
0,24 n.g.2 y 0,19 n.g.2 respectivamente.
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El último paso en nuestro ejemplo ilustrativo es la obtención de las
magnitudes de los periodos, α y ∆z. Así, tenemos que los periodos
de ambas autoimágenes son
pz2 = 100,39 µm,
pz3 = 100,31 µm.
(7.23)
por lo que usando la Ecuación 7.19, obtenemos que el grado de coli-
mación para este caso puntual es
α = −2,26 · 10−2 m−1, (7.24)
y la distancia entre la fuente luminosa que el plano focal de la lente
para este particular caso es
∆z = 36,12 µm. (7.25)
7.3.4 Obtención del punto de colimación
Con el ejemplo anterior hemos mostrado la capacidad de obtener
los periodos simultáneos de dos autoimágenes distintas en función
de una posición arbitraria de la fuente de iluminación. Para obtener
un haz altamente colimado, debemos de encontrar la posición en la
que ambos periodos sean iguales y por tanto ∆z = 0. Para ello, hemos
repetido el proceso para diferentes posiciones de la fuente luminosa
desplazándola a lo largo del eje longitudinal z, 200 µm con respecto
a la lente colimadora. Para la primera estimación hemos realizado un
barrido de 100 medidas de los periodos de ambas autoimágenes a lo
largo del intervalo z = [27,67− 27,88] mm donde estos valores son
posiciones absolutas arbitrarias del motor paso a paso utilizado.
En la Figura 7.13 mostramos la variación de los periodos experi-
mentales pz, de cada imagen adquirida por ambas cámaras en fun-
ción la posición arbitraria de s. Dado que las distancias de las dos
cámaras a la red de difracción G son diferentes, las pendientes de
las funciones p (z) también son diferentes y ambas gráficas coinciden
para una cierta distancia, zc, que se corresponde con la desconocida
posición de colimación, ∆z = 0. Para nuestra fuente luminosa, esta
posición se encuentra en la posición arbitraría zc ≈ 27,784 mm.
Una vez hemos obtenido el punto aproximado de la intersección
de ambas funciones p (z), debemos aumentar la precisión de la me-
dida en torno al valor obtenido. Para ello hemos realizado un nuevo
barrido de 150 medidas experimentales en el rango ∆z′ = zc ± 25 µm,
Figura 7.14. Como podemos observar, ambos conjuntos de medidas
experimentales vuelven a cruzarse aunque con un aumento de ruido
en las respectivas medidas.
Dado que deseamos un incremento de la precisión a la hora de
determinar la posición de colimación del haz, primero ajustaremos
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Figura 7.13: Variación de los periodos experimentales de cada autoimagen
con la posición arbitraria de la fuente luminosa. ◦ verdes son
los datos experimentales medidos a través de Cz2 y ∗ azules son
los datos experimentales medidos a través de Cz3. La posición
aproximada de colimación es zc ≈ 27,784 mm. z representa a las
diferentes posiciones arbitrarias de la fuente luminosa (LED in-
frarrojo) a lo largo de eje longitudinal sobre la que se desplaza.
linealmente ambos conjuntos de datos experimentales para posterior-
mente determinar la posición en la que interseccionan. En la Figura
7.14, se pueden ver sendos ajustes, líneas continuas negras, junto con
los intervalos de confianza al 95 % asociados (líneas discontinuas azu-
les) a la ecuación lineal [7],
p′i = mi(z− 〈z〉) + ni, (7.26)
siendo m y n dos parámetros libres, 〈z〉 el valor medio de z, e i = 1, 2.
El resultado de cada ajuste lineal juntos con los parámetros de cali-
dad utilizados se muestran en el Cuadro 15. De nuevo, los parámetros
de calidad indican un buen ajuste de los datos experimentales obte-
nidos siendo los coeficientes de determinación para ambas cámaras
cercanos a la unidad y el error cometido de unos 5 nm.
Finalmente, el punto de intersección de ambos ajustes y, por lo
tanto, el punto de colimacion del LED infrarrojo evaluado, viene dado
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Figura 7.14: Variación de los periodos experimentales de cada autoimagen
con la posición arbitraria de la fuente luminosa en el rango
∆z′ = zc ± 25 µm donde zc ≈ 27,784 mm. La cruz roja indica
la posición real de colimación de la fuente luminosa evaluada,
zc = −1,3± 0,3 µm, y se obtiene a través de la intersección de
sendos ajustes lineales de los datos experimentales (líneas con-
tinuas negras). Las líneas azules discontinuas representan los
intervalos de confianza de los ajustes al 95 % y ∆z’ representa
la variación de la posición de la fuente luminosa en el entorno
del punto aproximado de colimación.
por la solución al sistema de ecuaciones que resulta al imponer que
ambos periodos sean iguales, p′1 = p
′
2,
m1(z− 〈z〉) + n1 = m2(z− 〈z〉) + n2. (7.27)
Para este cálculo, hemos usado el módulo de Python Pycse, Python
Computations in Science and Engineering, desarrollado por el químico
John Kitchin el cual tiene la ventaja de proporcionar el error directa-
mente a través de la propagación de incertidumbres [88]. Resolviendo
tenemos que
zc = (−1,3± 0,3) µm. (7.28)
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Cámara m (µm/mm) n (µm) R2 ECM (nm)
Cz2 1,44± 0,06 100,0005± 0,0008 0,9388 5,3
Cz3 3,46± 0,05 100,0030± 0,0007 0,9904 4,9
Cuadro 15: Bondad en los ajustes mostrados en la Figura 7.14 para las me-
didas recogidas por ambas cámaras. m es la pendiente, n la or-
denada en el origen, R2 el coeficiente de determinación y ECM
es el error cuadrático medio.
Al igual que hicimos en la Sección 7.2, la mínima divergencia del
haz para el caso de la fuente puntual se puede obtener a través de la
ecuación de la lente. Así tenemos que,
1
s′
− 1
s
=
1
f
, (7.29)
donde s = − f + δzc y δzc es la incertidumbre en la localización de la
fuente, la divergencia del LED-IR viene dada por
δφ =
D
2s′
≈ Dδzc
2 f 2
, (7.30)
dado que en este caso D = 17 mm y f = 40 mm la resolución en la
divergencia de haz resulta
δφ = ±1,57 µrad. (7.31)
7.3.5 Configuraciones alternativas del montaje
A lo largo de esta sección hemos presentado una técnica válida tan-
to para colimar un haz como para medir el grado de colimación a
través de la configuración experimental mostrada en la Figura 7.8. En
este apartado veremos que existen otra serie de posibles configuracio-
nes experimentales que mantienen los buenos resultados obtenidos y
que han dado lugar a la patente [156].
1. En el primer caso mostramos una configuración donde no hemos
utilizado el divisor de haz sino que hemos desplazado los sensores
respecto al eje óptico como muestra la Figura 7.15. Con esta configura-
ción, al menos uno de los sistemas de fotodetección podría ir pegado
al dispositivo electrónico de procesamiento de las autoimágenes.
2. En la Figura 7.16 se muestra una configuración indicada para
situaciones en las que el número de fotosensores está limitado por
alguna razón. Se utilizan dos espejos a la salida de un divisor de haz,
un espejo situado en el eje óptico y el otro espejo situado perpendicu-
larmente al eje óptico, con la cara espejada orientada hacia el divisor
de haz, de forma que los espejos redirigen la luz hasta un sistema
de fotodetección compuesto por dos o más arrays lineales de fotode-
tectores pertenecientes, por ejemplo, a una cámara CMOS. Sobre su
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(a)
(b)
Figura 7.15: Esquema de configuración experimental alternativa a la mostra-
da en la Figura 7.8. (a) vista en perspectiva y (b) vista lateral. 1
fuente de luz, 2 elemento de colimación que, en este caso, es una
lente, 3 red de difracción, 4 sistema de fotodetección que puede
ser un array lineal de fotodetectores, una cámara CCD o CMOS,
presentándose en esta configuración dos sistemas de fotodetec-
ción ubicados a distancias de Talbot z2A y z2B, respectivamente,
siendo z2A 6= z2B, 5 dispositivo electrónico de procesamiento de
las autoimágenes y comparación de los periodos pA y pB.
cara espejada, se ubica una máscara opaca y antirreflectante en ca-
da espejo de forma que las autoimágenes no solapen. De esta forma,
se utiliza un único sistema de fotodetección en lugar de dos con el
consiguiente compactamiento del sistema.
3. La Figura 7.17 muestra un tercer ejemplo de dispositivo basado
en el anterior cuya base de funcionamiento es el efecto Vernier. Cuan-
do eliminamos las máscaras opacas de las superficies de los espejos
y utilizamos fuentes de luz que no tienen un alto grado de coheren-
cia, no se producen interferencias entre las dos imágenes sino que se
solapan, produciéndose un nueva figura con franjas conocidas como
franjas de Vernier cuyo ejemplo se muestra en la Figura 7.18. En este
caso, el periodo de las de las franjas de Vernier es mucho mayor que
el periodo de las autoimágenes situadas en zA y zB, que tienen un pe-
riodo similar al periodo de la red de difracción que las genera. Para
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Figura 7.16: Esquema de configuración experimental alternativa a la mostra-
da en la Figura 7.8 donde solo se requiere un fotosensor redu-
ciendo la dimensiones del sistema. En este caso, 6 es el divisor
de haz, 7 son dos espejos y 8 son dos máscaras opacas y antirre-
flectantes ubicadas sobre cada espejo para evitar el solapamien-
to de las autoimagenes. El resto de elementos son los mismos
de la Figura 7.15.
realizar la colimación tenemos dos opciones. La primera es la opción
analítica a través del cálculo del periodo de Vernier [212],
pv =
∣∣∣∣ pA − pBpA − pB
∣∣∣∣ (7.32)
por medio de la función variograma donde pA y pB son los periodos
de las autoimágenes. Para ello desplazamos la fuente de luz y/o el
elemento colimador a lo largo del eje óptico hasta que pv tienda a
infinito. La segunda opción es de forma visual ya que al desplazar
la fuente o el elemento colimador, cuando pA = pB, las franjas de
Vernier desaparecen.
4. En la Figura 7.19 se muestra un último ejemplo de dispositivo in-
dicado para situaciones en las que el espacio disponible es limitado.
En este caso, el sistema de fotodetección está inclinado con respecto
al eje óptico del dispositivo un ángulo θ. De esta forma, con un úni-
co sistema de fotodetección se pueden obtener dos autoimágenes en
planos de observación distintos para la obtención de los periodos.
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Figura 7.17: Esquema de configuración experimental alternativa a la mos-
trada en la Figura 7.8 cuya base de funcionamiento es el efecto
Vernier.
Figura 7.18: Ejemplo de franjas de Vernier cuyo periodo viene dado por la
Ecuación 7.32.
7.4 comparación con otras técnicas
Para finalizar la parte de colimación de haces mostrada en esta te-
sis, vamos a realizar una pequeña comparación con otros trabajos y
con las técnicas presentadas aquí. Los métodos clásicos en los que
se generan interferencias mediante, por ejemplo, una lámina plano-
paralela, son bastante simples y precisos, con una precisión en torno
a ±10 µm. Sin embargo, estas técnicas requieren usar haces coheren-
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Figura 7.19: Esquema de configuración experimental alternativa a la mos-
trada en la Figura 7.8 donde solo se requiere un fotosensor in-
clinado un cierto ángulo θ de tal forma que se pueden medir
simultáneamente el periodo de varias autoimágenes distintas.
tes y de pequeño tamaño. Más recientemente, Chang en [19] basa
su técnica en el método de moiré heterodino. Este método es rápido,
relativamente simple y logra una precisión en el posicionamiento cer-
cana a ±7 µm. Disawal en cambio, se basa en el efecto Lau en [37]
para lograr la colimación de haces incoherentes con una precisión
de ±1 µm. Para ello utiliza como elemento colimador una lente de
focal f = 250 mm. Mediante la interferometría Talbot modificada con-
venientemente para evitar el desplazamiento continuo de la segunda
red, Patorsky obtiene una precisión de ±20 µm [138]. Basada también
en el efecto Talbot, Wang en [204] obtiene una precisión de ±10−7 rad
al colimar haces monocromáticos con una lente de focal f = 50 mm.
Centrándonos en las técnicas detalladas en esta tesis, Sanchez-Brea
en [161] obtiene precisiones de ±1 µm en el posicionamiento de la
fuente mediante el método explicado en la Sección 6.2. A través de la
técnica desarrollada en el Capítulo 6, obtenemos una mínima diver-
gencia para el diodo láser evaluado utilizando una lente de focal de
diámetro D = 20 mm y longitud focal f = 25 mm de 4,16 µrad. Con
la técnica mostrada en la Sección 7.2, obtenemos que para un láser IR
de longitud de onda λ = 880 nm y la misma lente tenemos una reso-
lución en la divergencia de 10 µrad. Finalmente, para la modificación
de la técnica anterior desarrollada en la Sección 7.3, obtenemos que
para un LED de la misma longitud de onda y una lente colimadora
con f = 40 mm, D = 17 mm, la resolución en la divergencia del haz
es ±1,57 µrad.
7.5 conclusiones
En este capítulo se ha presentado una técnica para colimar basada
en la medida del periodo de las autoimágenes generadas por una
única red de difracción sin necesidad de un desplazamiento lateral
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continuo de la misma. La autoimagen experimental se recoge a través
de un sensor óptico situado en la posición de la autoimagen de la red
elegida. Además, para reducir las irregularidades de las franjas de
las autoimágenes se ha usado la función variograma. La colimación
se lleva a cabo por comparación entre el periodo conocido de la red
utilizada y el periodo experimental de la autoimagen. En la segunda
parte del capítulo, se ha presentado una modificación de la técnica
anterior donde se realiza la comparación entre los periodos de las
franjas de dos autoimágenes distintas. De esta forma, no es necesario
el conocimiento previo de las características de la red de difracción.
De los análisis realizados se han extraído las siguientes conclusiones:
1. En la técnica desarrollada no es necesario un movimiento conti-
nuo de ningún elemento difractor.
2. Se ha utilizado la función variograma para suavizar la señales
experimentales obtenidas a partir de las autoimágenes y así au-
mentar la precisión en la obtención del periodo de las autoimá-
genes.
3. Se han presentado diferentes ajustes de las señales experimen-
tales para la obtención del periodo.
4. Mediante la modificación desarrollada a partir de la técnica an-
terior, se consigue un sistema de colimación que no depende
del periodo de la red de difracción.
5. Se han comprobado la validez de las técnicas experimentalmen-
te para un diodo láser (técnica desarrollada) y para un LED
(modificación) obteniendo una resolución en la divergencia del
haz de δφ = ±10 µrad y δφ = ±1,57 µrad respectivamente.
6. Se han propuesto diferentes montajes experimentales alterna-
tivos para la técnica modificada que pueden dar lugar en el
futuro a nuevas publicaciones.

Parte IV
C O N C L U S I O N E S Y B I B L I O G R A F Í A
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C O N C L U S I O N E S
Las principales contribuciones originales presentadas en esta tesis
se resumen en los siguientes puntos:
Se ha desarrollado un algoritmo para conformado de haces en
campo cercano inspirado en el algoritmo de Gerchberg - Saxton
tradicional. A diferencia de éste, el algoritmo desarrollado opti-
miza la transmitancia continua de dos máscaras en vez de una.
De esta forma, se añaden nuevos grados de libertad al sistema
pasando de dos posibles configuraciones, Amplitud y Fase, a
cuatro: Amplitud - Amplitud, Fase - Fase, Fase - Amplitud y
Amplitud - Fase. Se han evaluado las cuatro configuraciones y
se ha comprobado que los mejores resultados se obtienen con la
configuración Amplitud - Fase. Posteriormente, se han llevado a
cabo diferentes análisis numéricos en los que se han determina-
do las condiciones óptimas del diseño así como las tolerancias
de los sistemas resultantes.
Se han desarrollado dos nuevos algoritmos basados en el ante-
rior donde las máscaras se discretizan hasta llegar a la binari-
zación. En ambos, se ha supuesto que la primera máscara tiene
una transmitancia binaria igual a la distribución de intensidad
objetivo. Así, solo es necesario la optimización de la segunda
máscara reduciéndose el tiempo de optimización respecto al al-
goritmo original. La principal diferencia entre ambos algorit-
mos consiste en la aplicación o no de métodos iterativos. Cuan-
do las distancias de diseño son aproximadamente iguales, los
resultados obtenidos por ambos algoritmos son parecidos. Sin
embargo, el método iterativo muestra un mejor comportamien-
to cuando no se cumple esta circunstancia.
Se han realizado diversos análisis en los que se relaja la con-
dición de la transmitancia de la máscara de amplitud. Cuando
el primer DOE es una versión modificada de la distribución de
intensidad binaria de longitud, el algoritmo mantiene un confor-
mado de calidad notable con un incremento del rizado en las
zonas luminosas y oscuras. Este comportamiento se mantiene
cuando se utiliza una máscara totalmente diferente al objetivo.
Dentro del conformado de haces, un caso particular es la coli-
mación. Para este fin se ha desarrollado una técnica basada en
la interferometría Talbot tradicional. A diferencia de las técni-
cas usuales, esta técnica no requiere un movimiento transversal
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continuo del segundo elemento difractor haciendo que el siste-
ma sea más robusto y compacto. Para lograr la colimación, se
utiliza la elipticidad de la geometría cuadrado/elipse resultante
de los puntos de Lissajous obtenidos interferométricamente.
Finalmente, se ha desarrollado una técnica de colimación basa-
da en la medida directa del periodo de las autoimágenes gene-
radas por una única red. Primero, la colimación se obtiene al
encontrar la posición de la fuente en la que el periodo de la red
y el periodo de la autoimágen experimental son iguales. Esta
técnica requiere un preciso conocimiento de las características
de la red de difracción utilizada. Por tanto, posteriormente se
ha desarrollado una modificación de la técnica anterior en la
que se logra la colimación por comparación de los periodos ex-
perimentales de dos autoimágenes distintas. De esta manera no
es necesario el conocimiento previo del periodo de la red.
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