Abstract. Dynamics of the nonlinear Schrödinger equation in the presence of a constant electric field is studied. Both discrete and continuous limits of the model are considered. For the discrete limit, a probabilistic description of subdiffusion is suggested and a subdiffusive spreading of a wave packet is explained in the framework of a continuous time random walk. In the continuous limit, the biased nonlinear Schrödinger equation is shown to be integrable, and solutions in the form of the Painlevé transcendents are obtained.
Introduction
It is well known that wave propagation in random media can be described in the framework of the FokkerPlanck equation, under certain conditions [37] . In modern optical experiments with nonlinear media a more suitable description is developed in the framework of the fractional kinetics based on fractional integro-differentiation. This concept of differentiation of non-integer orders arises from works of Leibniz, Liouville, Riemann, Grunwald, and Letnikov, see e.g., [34, 38] . Its application is related to random processes with power law distributions. This corresponds to the absence of characteristic average values for processes exhibiting many scales [27, 31] .
A typical example of fractional dynamics in optics is realized in a competition between localization and nonlinearity that leads to anomalous transport [11, 15, 30, 36, 40] . This dynamics is described in the framework of the nonlinear Schrödinger equation (NLSE) in the presence of an external field V = V (x), x ∈ (−∞, +∞). The wave spreading, described by the wave function, is governed by
where β is a nonlinearity parameter. The variables are chosen in dimensionless units and the Planck constant is = 1. In the case of a random potential, V (x) is such that, in the linear case (β = 0), the Anderson localization takes place [1, 23] , and the system is described by the exponentially localized 2n z J n (z), where z = 2/E. In this paper, we study both the continuous and discrete limits of the NLSE (1.2) , where the dynamics between the limits changes drastically. The analysis of subdiffusion coincides exactly with that of Eq. (1.1), since the linear parts of both equations yield Anderson localization, and we follow the analysis of Refs. [15, 16] developed for the NLSE in random potential.
The situation with the continuous limit of Eq. (1.2) differs radically. First of all, the linear part is described by the Airy function, and localization is absent. The continuous NLSE is integrable and corresponds to the second Painlevé transcendent, expressed by expansion
i in the vicinity of a regular point x 0 [8] . We also note that this limit corresponds to experimental realizations of selfaccelerating optical beams in highly nonlocal and nonlinear media [3] . This finding also corresponds to a special solution of the Schrödinger equation for a free particle with a special preparation of initial conditions in the form of the Airy function [5] .
Liouville equation and FFPE
A kinetic equation is an approximate way to describe an initial distribution, where, for a dynamical system, some details of the dynamics are neglected. Nevertheless, depending on the preserved information about the system, the type and specific structure of the kinetic equation depends on the choice of the reduced space of variables and the level of coarse-graining of trajectories. Therefore, this determines both the kinetic coefficients and transport exponents and, correspondingly, the rate of spreading of the initial distribution.
Dynamics on phase space and Liouville equation
First, we obtain the linear Liouville equation for |ψ n (t)| 2 ≡ |ψ(n, t)| 2 [15, 16] . Projecting Eq. (1.2) on the basis of the normal modes Ψ k (n)
where Ψ 0 (n) = J n (2/E) (see Appendix A) and the translation invariance property Ψ k+m (n + m) = Ψ k (m) [21, 42] is used, we obtain a system of equations for coefficients of the expansion C k
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Here
k2,k3 is an overlapping integral of the four normal modes:
The initial conditions for the system of Eqs. (2.2) are such that ψ (0) (n) = ψ(n, 0) = k a k Ψ k (n) and a k = C k (t = 0). Equations (2.2) correspond to a system of interacting nonlinear oscillators with the Hamiltonian
Therefore, Eqs. (2.2) are produced by the Poisson brackets {H, . . .} PB by means of the Liouville operator
, we obtain that the Liouville operator is an operator function of the initial valuesL 6) and corresponds to an infinite system of linear equations ∂ t C =LC, where
is an infinite vector. Thus, the Liouville operator readŝ
where c.c. denotes the complex conjugation. The Liouville equation is valid for any functions of the initial conditions {a k , a * k }. In particular, introducing the function
, one has the Liouville equation:
For convenience' sake, we consider the continuous limit na = x, and, as will be seen, this does not influence the result of the analysis, since the localized normal modes are already used for inferring the system with the Hamiltonian (2.4). Therefore, the probability amplitude
as a function of the initial conditions, satisfies the Liouville equation as well:
Here the initial condition is
Finally, we obtain that the NLSE (1.2) is replaced by the Liouville equation (2.8) , which is the linear equation with a formal solution in the exponential form 
we have from Eq. (2.10)
The probabilistic interpretation of the last expression is the following. The first term in Eq. (2.11) corresponds to a particle that at the initial time is at the position x and there are no jumps until time t, and therefore eL
Here W (t) denotes the probability of no jump until time t. The last term in Eq. (2.11) corresponds to being at the position x at time t due to all possible jumps from (x ′ , t ′ ) with the transition probability G(x − x ′ ; t − t ′ ), which is determined by operatorL 1 . Note, also, that when β = 0, the transition probability is also zero:
This linear property can now be used for the continuous time random walks (CTRW) approach to obtain the Montroll-Weiss equation [27, 31, 32] . We also express here the dependence of the transition probability on β in the explicit form to stress that, for β → 0, the dynamics is localized. This dependence on β will be reflected in a generalized transport coefficient. It should be admitted that CTRW processes are connected with a continuous time generalization of the Chapman-Kolmogorov equation [26, 44] .
Continuous time random walks
In what follows, we consider the dynamics of the initial wave packet P 0 (x) in the framework of the probabilistic, namely the CTRW, approach. Since the dynamics of the probability distribution function (PDF) P(x, t) in Eqs. (2.8) and (2.10) is governed by the same Liouville operator, the overlapping integrals A(k) play a dominant role in the wave packet spreading. As follows from Eq. (2.10), the overlapping integrals determine the spread of the initially localized wave packet P 0 (x) over all the normal modes as transitions from one mode to another. Since all states are localized, these transitions between states determine the transitions (or jumps) in the coordinate space as well. We divide the transitions between the localized states into two main groups, according to the values of the overlapping integrals. The first one corresponds to the exponentially small overlapping integrals and the second one corresponds to the strong overlapping between four normal modes when the overlapping integrals are of the order of 1. In the case of strong overlapping, the normal modes form clusters, where the wave functions have the same averaged coordinates for each cluster. Consequently, all transitions inside one cluster do not lead to any appreciable differences in the coordinate space, and we regard these transitions as trapping of the wave packet, or a particle, inside this cluster. On the contrary, transitions due to the exponentially small overlapping integrals between the normal modes belonging to different clusters lead to a change in the space coordinates that can be accounted for. We call these processes jumps. Contributions of trappings and jumps to the wave packet spreading described by Eqs. (2.8) and (2.10) are different, and correspond to different probabilistic interpretations.
In the sequel, we follow the CTRW approach [32] and paraphrase it from [4, 27] in a form suitable for the present analysis. First, we consider a process of jumps. Let P n (x) be the PDF of being at x after n A. Iomin Dynamics in nonlinear Schrödinger equation with dc bias jumps. It is reasonable to assume that the transitions between different states are independent of each other; therefore, the jumps are independent and obey the Markov property
where P 0 (x) = P 0 (x) and p(x) is the PDF of a jump determined by the overlapping integrals as p(x) = ξ exp(−ξ|x|)/2, and ξ = 1/R is an inverse localization length. The trapping is associated with clusters with effective lengths ∆. Due to the exponential localization, these values are distributed by the exponential law P cl (∆) = ∆ −1 0 exp (−∆/∆ 0 ), where ∆ 0 is a characteristic length of a cluster. It is determined by overlapping integrals, as well; therefore, it is reasonable to take it as the maximum size of the cluster ∆ 0 = 3R (for four wave functions). Now the probability that a particle exits this cluster and jumps to another one is of the order of ∼ exp (−∆/R). This value is also proportional to the inverse waiting time, t ∼ exp (∆/R). The probability to find the waiting time in the interval (t, t + dt) is equal to the probability to find the corresponding trapping length in the interval (∆, ∆ + d∆), namely, w(t)dt = P cl (∆) d∆. Therefore, after simple calculations one obtains that the PDF of the waiting times is
14)
where α = R/∆ = 1/3 and τ is a scale parameter related to the trapping. It follows that the mean waiting time is infinite. Taking into account that the waiting time PDF is normalized we have τ (1+α)/2α is a normalization constant. Now let us consider the PDF w(t) taking into account the dynamics of the jumps. Again, since transitions between different states are statistically independent, waiting times for different jumps are statistically independent as well. Therefore, indexing the waiting time PDF by the jump number, we define that w n (t) is the probability density that the nth jump occurs at time t (see e.g., [4] , p. 42). Due to the reasonable assumption that jumps are independent transitions, we also introduce the Markov property for w n (t), which reads 16) where w 1 (t) ≡ w(t). Now we introduce the PDF P (x, t) = n P n (x)w n (t) of arriving at coordinate x at time t. From Eqs. (2.13) and (2.16), we introduce the equation [27] P 17) which relates the PDF P (x, t) of just having arrived at position x at time t to the PDF P (x ′ , t ′ ) of just arriving at x ′ at time t ′ . The last term in Eq. (2.17) is the initial condition. Thus the PDF P(x, t) of being at position x at time t is given by arrival at x ′ at time t ′ and not having moved after this event, namely
where
′ denotes the probability of no jump during the time interval (0, t) (cf. Sec.
2.1). Performing the Fourier transformp(k) =Fp(x) and the Laplace transformw(s) =Lw(t)
, we obtain the Montroll-Weiss equation [32] 20) we obtain for the PDF in the Fourier-Laplace domain (see also [27] )
where D α = βR 2 /τ α is a generalized diffusion coefficient. It should be stressed that the parameter β in p(k) is introduced in such a way that for β → 0 it follows p(x) → δ(x), and there are no transitions for β = 0.
Using the Laplace transform of the fractional integration (see Appendix B)
one obtains the fractional integral equation
Differentiating this equation with respect to time, one obtains that the CTRW is described by the fractional Fokker-Planck equation (FFPE)
Here ∂ ν t is a designation of the Riemann-Liouville fractional derivative (see Appendix B)
where 0 < ν < 1 . From Eq. (2.23) one obtains for the second moment
where Γ (z) is the gamma function, x(t = 0) = 0, and we use the following property of the fractional derivative ∂ ν t 1 = t −ν /Γ (1 − ν). Therefore, Eq. (2.23) describes subdiffusion 24) with the transport exponent α = 1/3. In the numerical studies of the discrete NLSE [11, 21, 36] , the exponent α was found in the range 0.3 ÷ 0.4 for β ∼ 1.
1 The solution of the FFPE is obtained in the form of the Fox function (see e.g., [27] ) and its asymptotic behavior corresponds to the stretched Gaussian exponential function P(y) ∼ 
Continuous limit of Eq. (1.2) and Painlevé II
In what follows, we consider the continuous limit of Eq. (1.2). The situation with the continuous limit of Eq. (1.2) differs radically from the continuous limit introduced for convenience' sake in the preceding section. First, the linear part of the equation is described by the Airy function, and localization is absent. It is possible to show that, with a suitable variable change, the continuous NLSE is integrable and corresponds to the second Painlevé transcendent, expressed by expansion
i in the vicinity of a regular point x 0 [8].
Stationary solutions of nonlinear Stark ladder equation
Let us consider the continuous limit x = na, and ψ n = ψ(x); correspondingly, we have
The substitution of the stationary solution of
The change in the parameters ω+2 a 2 → ω and E a 2 → E is used, while for the nonlinear parameter one has β a 2 → β. Here φ = φ(x) is a complex function:
After inserting this expression for φ in Eq. (3.1), one obtains
which yields, after separation of the real and imaginary parts, the two equations
In the particular case θ(x) = 0, one obtains a kind of the Painlevé II equation [8] :
In the general case, we have from Eq. (3.5)
Substituting the solution in Eq. (3.4) yields the nonlinear equation
To use the transformations suggested in Ref. [2] , we denote ρ(x) = √ βR(x) and β 2 A 2 = k 2 . Therefore we have from Eq. (3.3)
We then use the following variables change [2] Ex − ω = az , ρ(x) = b W (z) , (3.10)
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where we have the relations
We obtain the following Eq. for W (x):
This is Eq. XXXIV of Ref. [14] , with the solution in the following differential form 12) where the function V is determined by the Painlevé II equation
with the well defined solution in the Painlevé transcendent II form [8] .
Running Wave Solution
Now let us look for a solution of Eq. (1.2) in the form of a running wave [41] 
Substitution of solution (3.14) in Eq. (1.2) yields the "stationary" equation in the continuous limit,
where y ≡ na + a 2 Et 2 . A general running wave solution is W = exp(iθ(y))R(y), which yields after substitution in Eq. (3.15) 
Then we introduce new variable y = az and new function ρ = b √ W and define for the parameters
After substitution of these changes in Eq. (3.17), we obtain the following equation 19) which is Eq. XXXIII in Ref. [14] with the first integral 20) where K is an arbitrary constant. After substitution it yields a Pailevé transcendent I solution near a regular point z 0 [8]
A
Conclusion
The nonlinear Schrödinger equation in the presence of an external field is considered for both discrete and continuous limits. This system exhibits different interesting regimes of spreading of an initial wave packet in both limits. A specific property of the discrete NLSE is localization of the linear counterpart (for β = 0), and the dynamics of the initially localized wave packet was studied in this case. A subdiffusive spreading of the wave packed was observed and explained in the framework of the CTRW. The main mechanism of this subdiffusion is due to the transitions between those normal modes that are strongly overlapped. This overlapping leads to the clustering with an effective potential well and, correspondingly, to effective trapping of the wave packet inside each cluster by the effective cluster potential. Therefore, the dynamics of the wave packet corresponds to the CTRW, where the basic mechanism of subdiffusion is an entrapping of the wave packet with delay, or waiting, times distributed by the power law w(t) ∼ 1/t 1+α , 0 < α < 1. We also have shown that for the nonlinear interaction β|ψ| 2n , the transport exponent is α = 1/3 for n = 2. Obviously, this result can be generalized for an arbitrary degree of the nonlinearity n that yields
The transport exponent α is independent of both the nonlinearity parameter β and the bias E. It has pure topological nature, related to a coordination number z = 2n − 1, and determines the maximal size of the trap potential, and the waiting time PDF in Eq. (2.14). Obviously, this trapping property is independent of the control parameters β and E. Nevertheless, these parameters play an important role in the determination of a percolation threshold. For example, for the NLSE of Eq. (1.1), the percolation transition has been obtained for β ≈ 1.4 [29] that corresponds to the localization-delocalization transition.
Two important properties of the constructed CTRW approach should be admitted. The first one is linearity of master equation (2.12) with G(x − x ′ ; t − t ′ ) = w(t − t ′ )p(x − x ′ ) that ensures asymptotic consideration in the framework of the Motroll-Weiss equation. Therefore, subdiffusion obtained in Eq. (2.24) is asymptotic. Another important property of the probabilistic consideration, developed in the framework of the CTRW, is a strong correlation effect determined by the waiting time pdf w(t) in Eq. (2.15) . This means that the dynamics of the underlying Hamiltonian system (2.4) is pseudochaotic [24] , and subdiffusion takes place inside a complicated many dimensional (infinite dimensional) chaotic separatrix structure [28, 29] . Therefore, this CTRW subdiffusion, connected with a weak breaking of ergodicity [13] , also implies some restriction on the parameter β, since for large β, the nonlinear resonances are strongly overlapped, and strong chaos takes place, and correlation functions of dynamical variables decay exponentially fast C(t + τ )C(t) ∼ exp(−hτ ) with the Kolmogorov-Sinai entropy h [43] . The relevant kinetic description corresponds to the Markov process, and the developed CTRW approach, as a weak chaos admitted in [10, 29] , is not valid.
The continuous counterpart of the biased NLSE (1.2) is integrable, and a chain of the variable changes reduces it to the Painlevé transcendents II and I. This transition to the continuous limit is accompanied by the transition from subdiffusion to the self-accelerated beam spreading. This solution corresponds to physical realizations of self-trapped and self-accelerating beam propagation in Kerr-like media [18, 19] . As seen, this phenomenon also relates to the Airy function solution of the linear part of the equation.
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A. Overlapping integrals
As admitted in the main text, the overlapping integrals determine the transition probability in the master equation, and their property follows from the linear part of Eq. (1.2). When β = 0, by the unsatz ψ n (t) = e −iωt Ψ ω n it reduces to the eigenvalue problem, which is the functional equation for the Bessel function of the first kind [17] :
Here Ψ n ≡ Ψ [42] . From the solution one can evaluate a localization length. First, we admit that when Ea ≫ 1, then J n−m (2/Ea) ∼ (1/Ea) n = e − ln(Ea)n [17] . Therefore ln(Ea) is the inverse localization length. One also uses the asymptotic expression for the Bessel function [35] 
Here |n − m| = ν and 2 Ea = ν/ cosh η. Now we consider η > tanh η and n → ∞, and the weak electric field is applied 1/Ea ≫ 1. As follows from Eq. (A.2), η is, approximately, the inverse localization length. Indeed, we have that (Ea) −1 ∼ ne −η , and for the intermediate asymptotics 1/Ea ≫ 1 and 1/Ea > n, the inverse localization length is η ∼ | ln(Ea)|. In the opposite case, when n ≫ 1/Ea, one obtains a fast cut off φ
Therefore, the localization length is determined from the intermediate asymptotics for either cases
Taking into account this result, the overlapping integrals can be estimated as well
This expression determines the exponentially small transition probabilities of jumps between different clusters, while the overlapping integrals, which are of the order of 1, determine the transition inside the same clusters.
B. Fractional calculus briefly
Fractional integration was developed as a generalization of integer order integration. Fractional integration of the order of α is defined by the operator (see e.g. [27, 34, 38] Finally, this fractional derivation with the fixed low limit is also called the left fractional derivative. However, one can introduce the right fractional derivative, where the upper limit a is fixed and a > x. For example, the right Weyl derivative is
(B.7)
