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Abstract—Group testing is a well-known search problem that
consists in detecting of s defective members of a set of t samples
by carrying out tests on properly chosen subsets of samples. In
classical group testing the goal is to find all defective elements
by using the minimal possible number of tests in the worst case.
In this work, two-stage group testing is considered. Using the
hypergraph approach we design a new search algorithm, which
allows improving the known results for fixed s and t → ∞. For
the case s = 2 this algorithm achieves information-theoretic lower
bound 2 log
2
t(1+o(1)) on the number of tests in the worst case.
Also, the problem of finding m out of s defectives is considered.
I. INTRODUCTION
Group testing problem was introduced by Dorfman in [1].
Suppose that we have a population of t items(samples), some
of which are defective. Our task is to find all defective items
by performing a minimal number of tests. The test is carried
out on a properly chosen subset (pool) of the set of samples.
The test outcome is positive if the tested set contains at least
one defective element; otherwise, it is negative. In this work
consider the noiseless case, i.e., the outcomes are always
correct.
In group testing, two types of algorithms are usually con-
sidered. In adaptive group testing, at each step the algorithm
decides which group to test by observing the responses of the
previous tests. In non-adaptive algorithm, all tests are carried
out in parallel. Multistage algorithm is a compromise solution
to the group testing problem. In p-stage algorithms all tests
are divided into p stages. Tests from the ith stage may depend
on the outcomes of the tests from the previous stages.
Define Np(t, s) to be the minimal worst-case total number
of tests needed to find all s defective members of a set of t
samples using at most p stages. Also define the optimal rate
of p-stage search algorithm as
Rp(s) = lim
t→∞
log2 t
Np(t, s)
.
By the similar way we define the rate Rad(s) of fully adaptive
algorithms.
In many applications, it is much cheaper and faster to per-
form tests in parallel, but non-adaptive algorithms require far
more tests than adaptive ones. More precise, for non-adaptive
algorithms it is known [2], [3] that R1(s) = O(log2 s/s
2).
In contrast, adaptive algorithms allow to achieve the rate
Rad = 1/s. Rather surprisingly, for 2-stage algorithms it was
proved that O(s log2 t) tests are already sufficient [4]–[6]. This
fact emphasizes the importance of multistage algorithms.
A. Previous results
We refer the reader to the monographs [7], [8] for a survey
on group testing and its applications. In this paper, only the
number of test needed in the worst-case scenario is considered.
For the problem of finding the average number of tests we refer
the reader to [9] for s = O(1) and to [10], [11] for s→∞.
For non-adaptive algorithms the best known asymptotic
(s→∞) lower [6] and upper [12] bounds are as follows
2 ln 2
s2
(1 + o(1)) ≤ R1(s) ≤ 4 log2 s
s2
(1 + o(1)).
In addition, we refer to the work [13], where the best lower
and upper bounds on R1(2) were established
0.31349 ≤ R1(2) ≤ 0.4998.
For the case of p-stage algorithms, p > 1, the only known
upper bound is information-theoretic one
Rp(s) ≤ 1
s
, p > 1. (1)
Group testing algorithms with 2-stages can be constructed
from disjunctive list-decoding codes [14] and selectors [4].
Both approaches provide the bound R2(s) = Ω(1/s), but
best results for disjunctive list-decoding codes give a better
constant [12]
R2(s) ≥ log2 e
es
(1 + o(1)). (2)
For the specific case s = 2 the best result was obtained
in [15]
R2(2) ≥ 0.4098.
All of the lower bounds mentioned above were probabilistic.
We want to refer to 2 constructive lower bounds for the case
s = 2. In [16] the authors obtained a 2-stage algorithm with
rate 0.4. In [17] an explicit 4-stage testing scheme with the
rate 0.5 was constructed. This bound matches the information-
theoretic upper bound, i.e. the presented 4-stage algorithms
The aim of this work is a further development of the bounds
on the rates R2(s).
B. Outline
In Section II, we introduce the notation and describe the
hypergraph approach to group testing problem. In Section III,
we establish Theorem 1 which states R2(2) = 0.5. This
result means that 2-stage testing schemes can achieve the
same rate as fully adaptive algorithms for s = 2. Theorem 4
proved in Section IV is a generalization of Theorem 1 for the
case of an arbitrary number of defectives. Numerical results
and comparison with the best previously known bounds are
presented in Table I. In section V, we consider the problem of
finding m out of s defective elements. Theorem 5 shows that
we can find [s/2] + 1 defective elements with the rate 1/s.
Finally, Section VI concludes the paper.
II. PRELIMINARIES
Throughout the paper we use t and s for the number of
elements and defectives, respectively. By [t] we denote the set
{1, 2 . . . , t}. The binary entropy function h(x) is defined as
usual
h(x) = −x log2(x) − (1− x) log2(1− x).
A binary (N × t)-matrix with N rows x1, . . . , xN and t
columns x(1), . . . , x(t)
X = ‖xi(j)‖, xi(j) = 0, 1, i ∈ [N ], j ∈ [t]
is called a binary code of length N and size t. The number of
1’s in the codeword x(j), i.e., |x(j)| =
N∑
i=1
xi(j) = wN , is
called the weight of x(j), j ∈ [t] and parameter w, 0 < w < 1,
is the relative weight. The quantity R = log2 tN is called the
rate of the code X .
Represent N non-adaptive tests with a binary N × t matrix
X = ‖xi,j‖ in the following way. An entry xi,j equal 1 if and
only if jth element is included in ith test. Let u
∨
v denote
the disjunctive sum of binary columns u, v ∈ {0, 1}N . For any
subset S ⊂ [t] define the binary vector
r(X,S) =
∨
j∈S
x(j),
which later will be called the outcome vector. By Sun,
|Sun| = s, denote an unknown set of defects.
In the sequel, we consider 2-stage search algorithms. During
the first stage, some pools are tested in parallel. Tests for the
second stage depend on the outcomes of the first stage.
Let us describe the hypergraph approach to group testing
problem. Suppose that we use a binary N × t matrix X
at the first stage. As a result of performed tests we get
the outcome vector y = r(X,Sun). Construct a hypergraph
H(X, s, y) = (V,E) in the following way. The set of vertexes
V coincides with the set of samples [t]. The set of edges
consists of all sets S ⊂ [t], |S| = s, such that r(X,S) = y.
In other words, the set of edges of the hypergraph H(X, s, y)
represents all possible defective sets of size s. We want to
design such a matrix X for the first stage of an algorithm that
the hypergraph H(X, s, y) has some good properties, which
will allow us to quickly find all defectives at the next few
stages.
We can describe previously known algorithms using this
terminology. Disjunctive list-decoding codes and selectors give
a binary matrix X such that the hypergraph H(X, s, y) has
only a constant amount of edges for all possible outcome
vectors y. Then we can test all non-isolated vertices indi-
vidually at the second stage. In the algorithm from [16] the
degree of all vertices of the graph H(X, 2, y) is at most 1.
This fact allows dividing vertices into 2 parts, each containing
exactly one defective. In the algorithm from [17] the graph
H(X, 2, y) has a small chromatic number, which also allows
finding defectives quickly.
We design a new sufficient condition on matrix X to guar-
antee that the hypergraphH(X, s, y) has a constant amount of
edges. Our condition is weaker than conditions for selectors
or disjunctive list-decoding codes and allows to construct
matrices with a higher rate. A step-by-step description of our
algorithm is as follows:
1) Take a binary matrix X such that the hypergraph
H(X, s, y) has only a constant amount of edges for all
possible outcome vectors y. Use X as a testing matrix
at the first stage.
2) Using the outcome vector y construct the hypergraph
H(X, s, y).
3) Test all non-isolated vertices of the hypergraph
H(X, s, y) at the second stage.
We perform only a constant amount of tests at the second
stage, therefore, the asymptotic(t → ∞) rate of such scheme
is equal to the asymptotic rate of the code X . Lower bounds
on the rate of such codes are derived in Theorem 1 for s = 2
and in Theorem 4 for s > 2.
III. ALGORITHM FOR 2 DEFECTIVES
We apply the algorithm described in the previous section to
the case s = 2. Note that in this case, we have a graph instead
of hypergraph H .
Theorem 1. R2(2) = 0.5.
As it was mentioned before, this bound matches the bound
for a fully adaptive algorithm. In addition, the algorithm from
this theorem can be used to find not only 2 defectives but
also at most 2 defectives. But to keep things simple, here we
consider only the case of exactly 2 defectives.
Proof of Theorem 1. Consider a random matrix X of size
N×t, each column of which is chosen independently and uni-
formly from the set off all columns of weight wN , 0 < w < 1.
To keep the notation simple, we ignore the fact that wN may
not be an integer. Fix the constant L and consider a graph
Gy = H(X, 2, y), where vector y is from {0, 1}N .
Call the index v ∈ [t] a y-bad index of the first type if the
degree of the vertex v ∈ V in the graph Gy is at least L.
Call the index v ∈ [t] a y-bad index of the second type if in
the graph Gy the vertex v ∈ V is included in some matching,
which contains at least L edges. Recall that matching is a
set of edges without common vertexes. Finally, call the index
v ∈ [t] a bad index if there exists a vector y ∈ {0, 1}N such
that v is a y-bad index of the first or the second type.
The following two propositions imply the theorem.
Proposition 1. If the maximum vertex degree and the max-
imum cardinality of a matching in a graph G = (V,E) are
less than L, then |E| < 2L2.
Proposition 2. For any R < 0.5 and w = 1 − √2/2, there
exists an integer L such that for t = ⌊2RN⌋ the mathematical
expectation of the number of bad indexes less than 1 for N
big enough.
Let us show how the Theorem 1 can be deduced from
these two propositions. Indeed, take the parameters w, R, L
from Proposition 2. Thus, for N big enough there exists a
N × t matrix X without bad indexes. It means that for any
outcome vector y = r(X,Sun) graph Gy = H(X, 2, y) does
not contain a matching of size at least L or a vertex with a
degree at least L. Applying the Proposition 1 to the graph Gy ,
we conclude that it has less than 2L2 edges. Using the matrix
X as a testing matrix at the first stage we obtain a search
procedure with asymptotic rate at least R.
Now we prove propositions 1 and 2.
Proof of Proposition 1. Fix an arbitrary maximum matching
M ⊂ E, |M | < L, in the graph G = (V,E). Denote the
set of endpoints of M as U ⊂ V , |U | < 2L. Since M is a
maximum matching, every edge e has at least one endpoint
in the set U . Therefore, the total number of edges is upper
bounded by ∑
v∈U
deg(v) < 2L2.
Proof of Proposition 2. Denote the event that a fixed index v
is a y-bad index of the first(second) type for some outcome
vector y as Bv,y,1(Bv,y,2). The probability Pr(Bv,y,1) for a
vector y of weight qN can be upper bounded by the probability
that there exists a non-ordered collection of L other vertices
v1, v2, . . . , vL, such that the graph Gy contains edges (v, vi)
for 1 ≤ i ≤ L, therefore,
Pr(v, y, 1) ≤
(
t− 1
L
)
pL1 < t
LpL1 , (3)
where p1 =
(
wN
(q−w)N
)
/
(
N
wN
)
is a probability that for some
index u 6= v the equation x(v)∨ x(u) = y holds.
The probability Pr(Bv,y,2) for a vector y of weight qN is
at most the probability that there exists an ordered collection
of 2L−1 other vertices v1, v2, . . . , v2L−1, such that the graph
Gy contains edges (v2i, v2i+1) for 1 ≤ i ≤ L−1, and an edge
(v, v1). Hence,
Pr(v, y, 2) ≤
(
t− 1
2L− 1
)
(2L−1)!p1pL−12 < t2L−1pL−12 , (4)
where p2 =
(qNwN)(
wN
(q−w)N)
(( NwN))
2 is a probability that for some
indexes u1, u2 the equation x(u1)
∨
x(u2) = y holds true.
Therefore, the mathematical expectation of the number of
bad indexes can be upper bounded as follows
t2N sup
q∈(w, min(2w,1))
(tLpL1 + t
2L−1pL−12 )
< 2N sup
q∈(w, min(2w,1))
(2RN(L+1)pL1 + 2
RN(2L+2)pL2 ). (5)
Take L such that R(L+ 1)− 0.5L = −1− ε, ε > 0. Then
the mathematical expectation of the number of bad indexes is
less than
2−εN sup
q∈(w, min(2w,1))
((20.5Np1)
L + (2Np2)
L).
To finish the proof of the proposition it is sufficient to show
that p1 < 2
−0.5N(1+o(1)) and p2 < 2
−N(1+o(1)) for all q. It
is easy to see that p21 ≤ p2, hence it is enough to verify the
inequality p2 < 2
−N(1+o(1)).
Taking the logarithm and dividing by N , we obtain
sup
q∈(w, min(2w,1))
qh(w/q) + wh((q − w)/w) − 2h(w)
< −1 + o(1). (6)
For w = 1−√2/2 the maximal value of the left-hand side is
equal to −1, therefore, the inequality holds.
The theorem is proved.
IV. ALGORITHM FOR s DEFECTIVES
To construct a matrix for the first stage of our algorithm for
s > 2 we must introduce some new notions. Fix an integer
L and consider a s-uniform hypergraph H . Call the set of
edges e1, e2, . . . , eL a (s, L, k)-bad configuration if ei ∩ ej =
U , |U | = k, for any i and j. In other words, (s, L, k)-bad
configuration consists of L edges such that the intersection of
every two edges is the same set of size k. Call a code X a
(s, L,K)-good code, K ⊂ {0, 1, . . . , s−1}, if the hypergraph
H(X, s, y) doesn’t contain a (s, L, k)-bad configuration for
any outcome vector y and integer k ∈ K . Let N(t, s, L,K)
be the minimal length of (s, L,K)-good code of size t. The
asymptotic rate R(s, L,K) of (s, L,K)-good code is defined
as follows
R(s, L,K) = lim
t→∞
log2 t
N(t, s, L,K)
. (7)
Denote the limit lim
L→∞
R(s, L,K) by R(s,∞,K).
The following lemma demonstrates the connection between
(s, L,K)-good codes and two-stage group testing problem.
Lemma 2.
R2(s) ≥ R(s,∞, {0, 1, . . . , s− 1}). (8)
Proof of Lemma 2. Use (s, L, {0, 1, . . . , s−1})-good code X
of size t as a test matrix at the first stage. Then for any outcome
vector y hypergraph H(X, s, y) doesn’t contain (s, L, k)-bad
configurations for k = 0, 1, . . . s− 1.
Proposition 3. If a s-uniform hypergraphH = (V,E) doesn’t
contain (s, L, k)-bad configurations for k = 0, 1, . . . s − 1,
then the number of edges |E| is at most c(s, L), where c(s, L)
doesn’t depend on |V |.
Proof of Proposition 3. Suppose, seeking a contradiction, that
a hypergraphH = (V,E) without bad configurations contains
more than c(s, L) edges. Exact formula for c(s, L) will be
specified later. Construct a complete graph Gˆ = K|E|, which
vertex set V = {e1, . . . , e|E|} corresponds to the edges of
hypergraph H . Color the edge f = (e1, e2) of the graph Gˆ
in color i+ 1, if the cardinality of the intersection e1 ∩ e2 is
equal to i, i = 0, 1, . . . , s− 1.
Recall that Ramsey number R(c1, . . . , cl) is a minimal
integer n such that if the edges of a complete graph Kn are
colored with l different colors, then for some i between 1
and c, the graph must contain a complete subgraph of size ci
whose edges are all color i. Here we need only the fact that
the number R(c1, . . . , cl) exists.
Take c(s, L) = R(c0(s, L), . . . , c0(s, L)︸ ︷︷ ︸
s
). Then for some k
there exists a set E0 of edges e1, . . . , ec0(s,L) from the hyper-
graph H such that |ei∩ ej | = k for any 1 ≤ i < j ≤ c0(s, L).
Consider an edge e1. Any other edge from the set E0 has
k common vertexes with e1. Taking c0(s, L) >
(
s
k
)
(L − 1),
we obtain that some k vertexes v1, . . . , vk belong to another
L − 1 edges w1, . . . wL−1 from the set E0. But then the set
of edges e1, w1, . . . , wL−1 forms bad configuration of type k.
This contradiction proves the proposition.
Using Proposition 3 we conclude that the hypergraph
H(X, s, y) has at most c(s, L) edges. Thus, we can find all
defectives by testing all non-isolated vertices individually at
the second stage. The number of tests at the second stage
doesn’t depend on the number of elements t, therefore, taking
limits t→∞ and L→∞ we obtain the inequality (8).
To obtain a lower bound on the rate R(s,∞,K) we use a
random coding method.
Lemma 3. Define a function A(s, w, q)
A(s, w, q) = (1− q) log2(1− q) + q log2
(
wys
1− y
)
+ sw log2
1− y
y
+ sh(w), w < q < min(1, sw), (9)
where y ∈ (0, 1) is a unique root of the equation
q = w
1 − ys
1− y . (10)
Define R(s, k, w) as follows.
R(s, k, w) = min {R1(s, k, w), R2(s, k, w)} , (11)
where
R1(s, k, w) = inf
max(w,kw/2)≤q
q≤min((s−k)w,1)
A(s− k, w, q)− kw + h(q)
s− k ,
(12)
R2(s, k, w) = inf
w≤q≤1
q≤(s−k)w
q≤kw/2
A(s− k, w, q)− kwh ( qkw )+ h(q)
s− k .
(13)
Then
R(s,∞,K) ≥ sup
0<w<1
min
k∈K
R(s, k, w) (14)
The proof of this lemma can be found in the Appendix.
Lemma 3 and Lemma 2 give us
Theorem 4.
R2(s) ≥ sup
0<w<1
min
0≤k<s
R(s, k, w) (15)
The best previously known lower bounds for the case s > 2
are given by disjunctive list-decoding codes with the length of
the list L→∞ [12]. In Table I we compare bounds given by
Theorem 4 with the best previously known lower bounds.
TABLE I
COMPARISON OF OLD AND NEW LOWER BOUNDS ON THE RATE R2(s)
s 3 4 5 6
old 0.199 0.145 0.114 0.094
new 0.3219 0.199 0.145 0.114
Note that the new lower bound for s+1 defective elements
coincides with the old lower bound for s defective elements. It
is easy to show that (s, L, {s−1})-good code is a s-disjunctive
list-decoding code with a list of size L. Therefore, a new bound
for s defectives can’t be better than an old bound for s + 1
defectives. In particular, it means that a new algorithm doesn’t
improve the previously best known bound for s→∞.
V. FINDING m OUT OF s DEFECTIVES
The technique developed in the previous sections can be
used to find only part of the defectives. Suppose that we want
to find only m out of s defectives. Define Np(t, s,m) to be
the minimal worst-case total number of tests needed to find
m out of s defective members in a set of t samples using at
most p stages. Also define the optimal rate of p-stage search
algorithm as
Rp(s,m) = lim
t→∞
log2 t
Np(t, s,m)
.
The problem of finding m out of s defectives with the help
of non-adaptive algorithms was formulated in [18] for m = 1
and in [19] for the general case. The best results were obtained
in [20], [21], where the following bound was proved
R(s,m) ≥ min
(c1
s
,
c2
m2
)
for some constants c1 and c2.
For two-stage algorithms, we don’t know if it is possible to
find all defectives with the rate 1/s. But it turns out that we
can find at least half of the defectives with this rate.
Theorem 5.
R2(s, ⌊s/2⌋+ 1) ≥ 1
s
. (16)
Proof of Theorem 5. This proof is based on the following
technical lemma.
Lemma 6.
R(s,∞, {0, 1, . . . , ⌊s/2⌋}) ≥ 1
s
. (17)
The proof of this lemma is postponed to the Ap-
pendix. Let us show how it implies the theorem. Use
(s, L, {0, 1, . . . , ⌊s/2⌋})-good code X of size t as a test
matrix at the first stage. Then for any outcome vector y
hypergraph H(X, s, y) = (V,E) doesn’t contain (s, L, k)-bad
configurations for k = 0, 1, . . . ⌊s/2⌋. Form subset of edges
E1 ⊂ E such that for every e1, e2 ∈ E1 the intersection e1∩e2
has at most ⌊s/2⌋ vertices, and for every e1 ∈ E1, e2 ∈ E\E1
the intersection e1 ∩ e2 has at least ⌊s/2⌋+ 1 vertices. Such
subset can be constructed greedily by adding edges one by one
while it is possible. At the second stage we test all non-isolated
vertices of the hypergraph H1 = (V,E1). At least ⌊s/2⌋+ 1
vertices of every edge e ∈ E will be tested by construction of
E1, thus, we will find at lest ⌊s/2⌋+1 defectives. The number
of tests at the second stage is upper bounded by s‖E1‖. The
hypergraph H1 = (V,E1) doesn’t contain any (s, L, k)-bad
configurations for k = 0, 1, . . . , s − 1. Using Proposition 3
we conclude that |E1| ≤ c(s, L). Therefore, the number of
tests at the second stage doesn’t depend on the total number
of elements t. Taking limits t → ∞ and L → ∞ and using
lemma 6 we obtain the desired inequality (16).
VI. CONCLUSION
A new algorithm for two-stage group testing was proposed,
which improves previously known results. For the case of 2
defectives, this algorithm has the optimal rate 0.5. Also, a two-
stage algorithm which finds at least half of the defectives with
the rate 1/s was constructed.
Development of the algorithm, which will achieve the
optimal rate for the number of defectives greater than 2, is
a natural open problem. Another interesting task is to obtain
an upper bound on the rate Rp(s), p > 1, which is stronger
than information-theoretic bound 1/s.
We note that the technique used in this paper could be also
applied to other group testing models, such as, for example,
symmetric or threshold group testing.
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APPENDIX
Proof of Lemma 3. Consider a randommatrixX of sizeN×t,
t = 2⌊RN⌋, each column of which is chosen independently
and uniformly from the set of all columns of weight wN ,
0 < w < 1. To keep the notation simple we ignore the fact
that wN may not be an integer. We want to prove that with
a positive probability hypergraph H(X, s, y) doesn’t contain
bad configurations for any outcome vector y ∈ {0, 1}N .
Estimate the mathematical expectation of the number of bad
configurations ξk for k = 0, . . . , s− 1. Fix outcome vector y
of weight qN . Denote the weight of the union of k common
vertexes of configuration as q0N , the weight of the union of
additional s−k vertexes as q1N . Let P (l, q, Q) be equal to the
probability that the weight of the union of l random columns
equals Q, where each column is chosen independently and
uniformly from the set of all columns of weight q. Then the
following inequality holds true.
Eξk ≤ 2N max
I(k>0)w≤q0≤kw
tkN
(
N
q0N
)
P (k, wN, q0N)(
N
q0N
)
× max
q0<q<sw,
w<q1<(s−k)w
(
ts−kN
(
q0N
(q − q1)N
)
P (s− k, wN, q1N)(
N
q1N
)
)L
,
where
P (ℓ,wN,qiN)
( NqiN)
is a probability that the union of ℓ columns
gives a specific column of weight qiN , t
k × t(s−k)L is an
upper bound for the number of ways to choose indexes of
columns, 2N ×N( Nq0N)×N( q0N(q−q1)N) is an upper bound for
the number of ways to choose an outcome vector y, a weight
q0N , a vector of weight q0N , a weight q1N and a vector of
weight q1N such that disjunctive union of this vector with a
fixed vector of weight q0N gives a fixed vector of weight qN .
Let the function A(l, q, Q) be defined by
A(l, q, Q) = − lim
N→∞
log2 P (l, q, Q)
N
.
We use the representation (9)-(10) of the function A(l, q, Q),
which was established in Theorem 4 of paper [22].
We want to prove that Eξk < 1/s. Taking the logarithm and
dividing both parts by NL, then taking a limit lim
L→∞
lim
N→∞
, we
obtain a sufficient condition for the inequality Eξk < 1/s.
sup
∗
(s− k)R−A(s− k, w, q1)
+ q0h
(
q − q1
q0
)
− h(q1) ≤ o(1), (18)
∗ = I(k > 0)w ≤ q0 ≤ kw,max(q0, q1) ≤ q ≤ min(sw, 1)
w ≤ q1 ≤ (s− k)w, (19)
where w0h
(
w−w1
w0
)
is defined to be equal to 0 at q0 = 0.
Note that left-hand side of (18) is an increasing function of
q0, therefore, either q0 = kw or q0 = q.
1) If q0 = kw, then we obtain the condition
sup
∗
(s− k)R−A(s− k, w, q1)
+ kwh
(
q − q1
kw
)
− h(q1) ≤ o(1), (20)
∗ = max(kw, q1) ≤ q ≤ min(sw, 1)w ≤ q1 ≤ (s−k)w.
We have to consider two more cases.
a) Case q1 ≤ kw/2. Maximum is attained at q = kw.
This leads to
sup
w≤q1≤min((s−k)w,kw/2)
(s−k)R−A(s−k, w, q1)
+ kwh
( q1
kw
)
− h(q1) ≤ o(1), (21)
which is equivalent to R ≤ R2(s, k, w), where
R2(s, k, w) is defined in (13).
b) Case q1 ≥ kw/2. In this case optimal q is equal to
q1 + kw/2. Then condition (20) transforms into
sup
∗
(s−k)R−A(s−k, w, q1)+kw−h(q1) ≤ o(1),
(22)
∗ = max(w, kw/2) ≤ q1 ≤ (s− k)w,
which is equivalent to R ≤ R1(s, k, w), where
R1(s, k, w) is defined in (12).
2) If q0 = q, then we obtain
sup
∗
(s− k)R −A(s− k, w, q1)
+ qh
(
q1
q
)
− h(q1) ≤ o(1), (23)
∗ = q1 ≤ q ≤ kw,w ≤ q1 ≤ (s− k)w.
The left-hand side of (23) is an increasing function of
q, thus we put q = kw. This leads to
sup
w≤q1≤min(kw,(s−k)w)
(s− k)R−A(s− k, w, q1)
+ kwh
( q1
kw
)
− h(q1) ≤ o(1). (24)
Note that condition (24) is weaker than condition (22)
for q1 ≥ kw/2; for q1 ≤ kw/2 it coincides with
condition (21). Therefore, it can be omitted.
Proof of Lemma 6. Consider function f(q) = A(s, w, q) +
h(q) as a function of q, w ≤ q ≤ min(sw, 1).
Proposition 4. Functions f(q) attains its minimal value at
the point qmin =
w
2
(
1−2−
1
s
) .
Proof of Proposition 4. Using the representation (9)-(10) we
represent f(q) as a function of y. Taking derivative we find
that it attains its minimal value at the point y = 2−1/s. Since
there is a bijection between q and y, we conclude that f(q)
attains its minimal value at the corresponding point qmin.
Let K be a set {0, 1, . . . , ⌊s/2⌋}. The following chain of
inequalities holds.
R(s,∞,K) ≥ sup
0<w<1
min
k∈K
min(R1(s, k, w), R2(s, k, w)) ≥
sup
0<w<1
min
k∈K
A(s− k, w, qmin)− kw + h(qmin)
s− k =
sup
0<w<1
min
k∈K
h(w) + w
(
log2
(
21/(s−k) − 1
)
− k
s− k
)
.
(25)
Function log2
(
21/(s−k) − 1) − ks−k is a concave function of
k, therefore, its minimum is achieved either at k = 0 or k =
⌊s/2⌋. It is easy to check that the minimum is attained at
k = 0. Thus,
R(s,∞,K) ≥ sup
0<w<1
h(w) + w
(
log2
(
21/s − 1
))
, (26)
which leads to
R(s,∞,K) ≥ 1
s
for w = 1− 2−1/s.
