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Abstract
In this paper, we consider a discrete-time tabu learning single neuronmodel. After investigating the stability of the given system,we
demonstrate that Pichfork bifurcation, Flip bifurcation and Neimark–Sacker bifurcation will occur when the bifurcation parameter
exceed a critical value, respectively. A formula is given for determining the direction and stability of Neimark–Sacker bifurcation by
applying the normal form theory and the center manifold theorem. Some numerical simulations for justifying the theoretical results
are also provided.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Starting with the work of Hopﬁeld [9] on neural networks, the dynamical behaviors (including stability, instability,
periodic oscillatory, bifurcation and chaos) of the continuous-time neural networks have received increasing interest
due to their promising potential applications in many ﬁelds, such as signal processing, pattern recognition, optimization
and associative memories. See [6,20,16,8] and the references therein.
Tabu learning [1,12] applies the concept of tabu search [4,5,13,14] to neural networks for solving optimization
problems. By continuously increasing the energy surface in a neighborhood of the current network state, it penalizes
those states that have already been visited. This enables the state trajectory to climb out of local minima while tending
toward those areas that have not yet been visited, thus performing an efﬁcient search through the problem’s solution
space. Note that, unlike most existing neural-network-based methods for optimization, the goal of the tabu learning
method is not to force the network state to converge to an optimal or nearly optimal solution, but rather, the network
conducts an efﬁcient search through the solution space. As pointed out in [11], it is very natural for one to ask what the
state trajectory of the tabu learning neural network is like. In [11], the authors found and analyzed the Hopf bifurcation
behavior in a tabu learning single-neuron model, and also found chaotic behaviors in a tabu learning two-neuron model
with both linear and quadratic proximity functions.
∗ Corresponding author.
E-mail addresses: candymanxm2003@yahoo.com.cn (M. Xiao), jdcao@seu.edu.cn (J. Cao).
1 The research of this author was jointly supported by the National Natural Science Foundation of China under Grants 60574043 and 60373067,
the 973 Program of China under Grant 2003CB317004.
0377-0427/$ - see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2007.09.018
726 M. Xiao, J. Cao / Journal of Computational and Applied Mathematics 220 (2008) 725–738
More precisely, this paper investigate the nonlinear dynamical behaviors of a discrete-time tabu learning single neuron
model. By choosing learning rate  as a bifurcation parameter, it is proved that Pichfork/Flip/Neimark–Sacker bifurca-
tion will occur in the discrete-time tabu learning single neuron model. Using techniques developed by Kuznetsov [10],
the stability of the bifurcating periodic solution and the direction of Neimark–Sacker bifurcation are then determined.
The organization of this paper is as follows. In the next section, we present the discrete-time tabu learning single
neuron model that will be studied in this paper. In Section 3, we shall study the stability and the existence of multiple
bifurcation. In Section 4, based on the normal form theory and the center manifold theorem introduced by Kuznetsov
[10], we derive the formula determining the direction and stability of Neimark–Sacker bifurcation at the critical value
of . To verify the theoretic analysis, numerical simulations are given in Section 5. Finally, a conclusion is drown in
Section 6.
2. The discrete-time tabu learning single neuron model
Using the neural network of the following form which was discussed in [1],
Ciu˙i = − 1
Ri
ui +
∑
j
TijVj + Ii − Ft(V )
Vi
, (1)
minimizing an objective function for application problem is equivalent to minimizing the energy function:
Et = E0 + Ft(V ),
where
E0 = −12
∑
i
∑
j
TijVjVi −
∑
i
IiVi +
∑
i
1
Ri
∫ Vi
0
f−1(s) ds,
Ft(V ) = 1
∫ t
0
e1(s−t)P (V, V (s)) ds,
ui is the state of neuron i, Ci and Ri are positive constants, Vi = f (ui), f (·) is the activation function, Tij represents
the strength of the connection from neuron j to neuron i, and Ii represents the input current to neuron i. E0 is the
general energy function of Hopﬁeld-type neural network. In the tabu learning method, the energy function value, E0
is continuously increased in the neighborhood of current state because of Ft , where 1 is the memory decay rate and
1 is the learning rate. Both 1 and 1 are positive constants which should be carefully chosen [1]. Et is the energy
surface of tabu learning model at time t. P(V,W) is a measure of the proximity of the two vectors V and W (thus,
P(V,W) is maximized when V = W ). Therefore states “nearest” those already visited are penalized the most, so that
the penalty encourages a search through states that have not yet been visited. The exponential kernel keeps the integral
from increasing to inﬁnity and results in a higher penalty for states visited most recently. The latter property also helps
the network climb quickly out of local minima.
In this paper, we choose the proximity function in the form of P(V,W) =∑i (1 + ViWi) , which is deﬁned in [1],
where Vi and Wi are components of vector V and W, respectively. Then the corresponding tabu learning model that
performs gradient descent minimization on Et is in the following form of state equation:
Ciu˙i = − 1
Ri
ui +
∑
j
TijVj + Ii + Ji(t), (2)
where
Ji(t) = −1
∫ t
0
e1(s−t)Vi(s) ds.
Therefore, Ji satisﬁes the following equation:
J˙i = −1Ji − 1Vi . (3)
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For simplicity, we consider a tabu learning single neuron model, in which parameters satisfy C1 = 1, R1 = 1, T11 =
a1, I1 = 0, and 1, 1 are constant parameters. Clearly the obtained model is in the form, as follows:
u˙(t) = − u(t) + a1f (u(t)) + J (t), (4)
J˙ (t) = − 1J (t) − 1f (u(t)).
The following discrete-time system can be regarded as a discrete analogy of the differential system (4):
u(n + 1) = − 1u(n) + w11f (u(n)) + w12J (n),
J (n + 1) = − 2J (n) − w21f (u(n)).
In this paper, for convenience, we choose 1 =1, 2 =, w11 =a, w12 =1, w21 =, then above discrete-time system
is transformed into:
u(n + 1) = − u(n) + af (u(n)) + J (n), (5)
J (n + 1) = − J (n) − f (u(n)),
which can be regarded as the following system with a piecewise constant arguments,
u˙(t) = − u(t) + af (u([t])) + J (t), (6)
J˙ (t) = − J (t) − f (u([t])),
where [·] denotes the greatest integer function. For the method of discrete analogy, we refer to [7,21,22]. The motivation
of this research is system (5) which includes the discrete version of systems (4) and (6). On the other hand, the wide
application of differential equations with piecewise constant argument in certain biomedical models [2] and much
progress has been made in the study of system with the piecewise arguments since the pioneering work of Cooke and
Wiener [3] and Shah and Wiener [17].
In the next section, we ﬁrst consider the stability of equilibrium (0, 0), and then study the existence conditions of
multiple bifurcations at the equilibrium (0, 0) by choosing  as the bifurcation parameter for system (5).
3. Stability and existence of multiple bifurcation
For most of the models in the literature, including the ones in [7,15,19], the transfer function f is f (u) = tanh(cu).
However, we only make the following assumption on function f:
(H1) f ∈ C1(R) and f (0) = 0.
In what follows, for convenience, we also make the following assumptions:
(C1) (1 + )(af ′(0) − 2)< f ′(0), 3 + − af ′(0)> 0 and (1 − af ′(0) − )24f ′(0);
(C2) (− 1)af ′(0)< f ′(0),−1 + − af ′(0)< 0 and (1 − af ′(0) − )24f ′(0);
(C3) f ′(0)< 1 + (af ′(0) − 1) and (1 − af ′(0) − )2 < 4f ′(0).
Theorem 1. Under Assumption (H1), if either (C1) and (C2) or (C3) are satisﬁed, then the equilibrium (0, 0) of system
(5) is locally asymptotically stable.
Proof. Under (H1), using Taylor expansion, we can expand the right-hand side of system (5) into ﬁrst, second, third
and other higher-order terms about the equilibrium (0, 0), one has[
u(n + 1)
J (n + 1)
]
=
[
af ′(0) − 1 1
−f ′(0) −
] [
u(n)
J (n)
]
+
[ 1
2af
′′(0)u2(n) + 16af ′′′(0)u3(n) · · ·
− 12f ′′(0)u2(n) − 16f ′′′(0)u3(n) · · ·
]
. (7)
The associated characteristic equation of its linearized system is
2 + (1 − af ′(0) + )+ (1 − af ′(0))+ f ′(0) = 0. (8)
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In order to make the equilibrium (0, 0) be locally asymptotically stable, it is necessary and sufﬁcient that all the
roots of Eq. (8) are inside the unit circle. Hence, we will discuss in following two case:
Case 1: (1 − af ′(0) − )24f ′(0). In this case, the roots of Eq. (8) are given by
1,2 = 12 [af ′(0) − 1 − ±
√
(1 − af ′(0) − )2 − 4f ′(0)]. (9)
Clearly, the modulus of eigenvalues 1,2 are less than 1 if and only if{√
(1 − af ′(0) − )2 − 4f ′(0) < 2 − (af ′(0) − 1 − ),
−
√
(1 − af ′(0) − )2 − 4f ′(0) > − 2 − (af ′(0) − 1 − ).
Thus, we obtain that the eigenvalues 1,2 are inside the unit circle when (C1) and (C2) are satisﬁed.
Case 2: (1 − af ′(0) − )2 < 4f ′(0). In this case, the characteristic Eq. (8) has a pair of conjugate complex roots
1,2 = 12 [af ′(0) − 1 − ±
√
4f ′(0) − (1 − af ′(0) − )2i]. (10)
It is easy to verify that |1,2|< 1 if and only if (C3) is satisﬁed.
Combining Case 1 with Case 2, we see that when either (C1) and (C2) or (C3) are satisﬁed, all eigenvalues of
the characteristic Eq. (8) are inside the unit circle. This implies that the equilibrium (0, 0) of system (5) is locally
asymptotically stable. This completes the proof. 
Next, we choose  as the bifurcation parameter to study the multiple bifurcation at (0, 0). Suppose that f ′(0) = 0.
When
= ∗+ =
2 − (1 + )af ′(0) + 2
−f ′(0) , (11)
Eq. (8) has a positive eigenvalue  = 1. As the parameter  is increasing through the critical ∗+, there may exist a
Pitchfork bifurcation. When
= ∗− = (− 1)a, (12)
Eq. (8) has a negative eigenvalue = −1 and then a Flip bifurcation may occur. For (1 − af ′(0) − )2 < 4f ′(0), we
denote
() = 12 [af ′(0) − 1 − +
√
4f ′(0) − (1 − af ′(0) − )2i], (13)
then, the eigenvalues of Eq. (8) are conjugate complex pair () and (). The modulus of the eigenvalue is
|()| =
√
(1 − af ′(0))+ f ′(0). (14)
Then, || = 1 if and only if
= ∗ = 1 − (1 − af
′(0))
f ′(0)
. (15)
When the parameter  passes through such critical value of ∗, a Neimark-Sacker bifurcation may be expected.
Lemma 1. Under Assumptions (H1) and f ′(0) = 0,
(i) if af ′(0) − − 3 = 0, then
d
d
∣∣∣∣
=∗+
= f
′(0)
af ′(0) − − 3 = 0; (16)
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(ii) if af ′(0) − + 1 = 0, then
d
d
∣∣∣∣
=∗−
= f
′(0)
af ′(0) − + 1 = 0, (17)
where = ∗+ and = ∗− are deﬁned by (11) and (12), respectively.
Proof. Substituting () into Eq. (8) and taking the derivative with respect to , we have
2
d
d
+ (1 − af ′(0) + )d
d
+ f ′(0) = 0.
Thus,
d
d
= − f
′(0)
2+ (1 − af ′(0) + ) .
By direct calculation, we can derive (16) and (17) from = 1 and −1, respectively. This completes the proof. 
By Lemma 1 and the results in [18], we have the following results.
Theorem 2. If (H1) and f ′(0) = 0 are satisﬁed,
(i) when af ′(0) −  − 3 = 0 and except  = 1, the other eigenvalue of Eq. (8) is inside the unit disk, system (5)
undergoes a Pitchfork bifurcation at = ∗+;
(ii) when af ′(0) −  + 1 = 0 and except  = −1, the other eigenvalue of Eq. (8) is inside the unit disk, system (5)
undergoes a Flip bifurcation at = ∗−.
Proof. It is straightforward from Lemma 1. 
Next, we discuss the Neimark-Sacker bifurcation of system (5).
Lemma 2. If (H1), f ′(0) = 0, (1 − af ′(0)− )2 < 4(1 − (1 − af ′(0))) and af ′(0)− 1 − > 0 are satisﬁed. Then,
(i) ( dd |()|)=∗ = 0;
(ii) k(∗) = 1 for k = 1, 2, 3, 4,
where = ∗ is given by (15).
Proof. It follows from the assumption (1 − af ′(0) − )2 < 4(1 − (1 − af ′(0))) that (1 − af ′(0) − )2 < 4∗f ′(0).
From (14) and (15), we obtain(
d
d
|()|
)
=∗
= 1
2
f ′(0) = 0,
which implies (i) holds.
on the other hand, k(∗)= 1 for some k = 1, 2, 3, 4 if and only if the argument arg (∗) ∈ {0,±2 ,± 23 , }. Since
|(∗)| = 1, Re(∗)> 0, Im(∗)> 0,
it follows that arg[(∗)] /∈ {0,±2 ,± 23 , }. This completes the proof. 
Using Lemma 2 and [18], we obtain the following results.
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Theorem 3. If (H1), f ′(0)> 0, (1 − af ′(0) − )2 < 4(1 − (1 − af ′(0))) and af ′(0) − 1 − > 0 are satisﬁed. Then
we have:
(i) if (1−af ′(0)−)24f ′(0) < < ∗, then the equilibrium (0, 0) of system (5) is asymptotically stable;
(ii) if > ∗, then the equilibrium (0, 0) of system (5) is unstable;
(iii) System (5) undergoes the Neimark–Sacker bifurcation at = ∗, that is, system (5) has a unique closed invariant
curve bifurcating from the equilibrium (0, 0) near = ∗,
where = ∗ is given by (15).
Proof. Obviously, we have
||< 1 for (1 − af
′(0) − )2
4f ′(0)
< < ∗,
||< 1 for > ∗,
which mean (i) and (ii) are true.
The conclusions in Lemma 2 indicate that the transversality condition for theNeimark–Sacker bifurcation is satisﬁed,
so the Neimark–Sacker bifurcation occurs at = ∗. The conclusion (iii) follows. 
4. Direction and stability of the Neimark–Sacker bifurcation
In this section, the direction and stability of the Neimark-Sacker bifurcation are studied. The method used is based
on the normal form theory and the center manifold theory for discrete-time system developed by Kuznetsov [10]. For
most of the models in the literature, for example [7,15,19,18], the transfer function f is f (u)= tanh(cu). Thus, in what
follows, we make the following further assumptions:
(H2) f ∈ C3(R), f(0) = f ′′(0) = 0 and f ′(0)f ′′′(0) = 0.
Now system (5) can be rewritten as[
u
J
]
= A()
[
u
J
]
+
[
F1(v, )
F2(v, )
]
. (18)
where
A() =
[
af ′(0) − 1 1
−f ′(0) −
]
, v = (u, J )T ∈ R2.
Suppose that q ∈ C2 is an eigenvector of A() corresponding to eigenvalue () given by (13), and p ∈ C2 is an
eigenvector of the transposed matrix AT () corresponding to its eigenvalue (). Then, by direction calculation, we
obtain
q ∼
(
1,−2f
′(0)
r
)
, p ∼
(
1,
2
r¯
)
where r = af ′(0) − 1 + +
√
4f ′(0) − (1 − af ′(0) − )2i.
For the eigenvector q, to normalize p, let
p = r¯
2
r¯2 − 4f ′(0)
(
1,
2
r¯
)
,
we have 〈p, q〉=1, where 〈·, ·〉means the standard scalar product inC2: 〈p, q〉=p¯1q1+p¯2q2. Any vector v=(u, J )T ∈
R2 can be represented for  near ∗ as
v = zq() + z¯q()
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Fig. 1. Pitchfork bifurcation: waveform plot and phase plot for system (5) with = 0.625.
for some complex z. Obviously, z=〈p, v〉. Thus, system (18) can be transformed for  near ∗ into the following form:
z 	−→ ()z + g(z, z¯, ), (19)
where () can be written as () = (1 + ())ei() (() is a smooth function with (∗) = 0) and
g(z, z¯, ) =
∑
k+l2
1
k!l!gkl()z
kz¯l . (20)
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Fig. 2. Pitchfork bifurcation: waveform plot and phase plot for system (5) with = 0.631.
From Assumption (H2), we expand Fi(i = 1, 2) about 	 (	= (	1, 	2)T ∈ R2) in Taylor expansion:
F1(	, ) = 16af ′′′(0)	31 + O(‖	‖4),
F1(	, ) = − 16f ′′′(0)	31 + O(‖	‖4).
It follows that
Bi(x, y) =
2∑
j,k
2Fi(	, 
∗)
	j	k
∣∣∣∣
	=0
xjyk = 0, i = 1, 2 (21)
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Fig. 3. Flip bifurcation: waveform plot and phase plot for system (5) with = 0.227.
and
C1(x, y, u) =
2∑
j,k,l
3F1(	, 
∗)
	j	k	l
∣∣∣∣
	=0
xjykul = af ′′′(0)x1y1u1,
C2(x, y, u) =
2∑
j,k,l
3F2(	, 
∗)
	j	k	l
∣∣∣∣
	=0
xjykul = −f ′′′(0)x1y1u1. (22)
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Fig. 4. Flip bifurcation: waveform plot and phase plot for system (5) with = 0.232.
By (20)–(22) and the formulas
g20(
∗) = 〈p,B(q, q)〉, g11(∗) = 〈p,B(q, q¯)〉, g02(∗) = 〈p,B(q¯, q¯)〉
and
g21(
∗) = 〈p,C(q, q, q¯)〉,
we obtain
g20(
∗) = g11(∗) = g02(∗) = 0
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Fig. 5. Neimark–Sacker bifurcation: the equilibrium (0, 0) is asymptotically stable with = 2.422.
and
g21(
∗) = p¯1C1(q, q, q¯) + p¯2C2(q, q, q¯)
= rf
′′′(0)
r2 − 4f ′(0) [ar − 2
∗]
= M + N i
2M2 − 8∗f ′(0) + 2MN if
′′′(0)[aM − 2∗ + aN i],
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Fig. 6. Neimark–Sacker bifurcation: an invariant close circle bifurcates from equilibrium (0, 0) with = 2.4301.
where
M = af ′(0) − 1 + , N =
√
4∗f ′(0) − (1 − af ′(0) − )2.
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Because of e−i(∗) = (∗), the coefﬁcient a(∗), which determines the direction of the appearance of the invariant
curve in system (5) exhibiting the Neimark–Sacker bifurcation, can be computed via
a(∗) = Re
{
e−i(∗)g21
2
}
− Re
{
(1 − 2ei(∗))e−2i(∗)
2(1 − ei(∗)) g20g11
}
− 1
2
|g11|2 − 14 |g02|
2
= Re
{
e−i(∗)g21
2
}
= 1
4
(M2 + N2)f ′′′(0) (aM − 2
∗)(2M2 − 8∗f ′(0)) + 2MN2a
(2M2 − 8∗f ′(0))2 + 4M2N2 . (23)
Theorem 4. Suppose that (H2) is satisﬁed and (1−af ′(0)−)2 < 4(1−(1−af ′(0))).Then the direction and stability
of Neimark–Sacker bifurcation of system (5) can be determined by the sign of a(∗). Indeed, if a(∗)< 0(> 0), then
the Neimark–Sacker bifurcation at  = ∗ is supercritical (subcritical) and unique closed invariant curve bifurcating
from (0, 0) is asymptotically stable (unstable), where ∗ is given by (15).
5. Numerical simulations
In this section, an example in the form of system (5) is discussed, with a = 1.6,  = 0.5 and f (·) = tanh(·). Then,
f ′(0) = 1, f (0) = f ′′(0) = 0, f ′′′(0) = −2< 0. From (11), (12) and (15), we can have
∗+ = 0.63, ∗− = 0.23, ∗ = 2.43.
Thus, it follows from Theorem 2 that the Pitchfork bifurcation occurs at  = 0.63 (see Figs. 1 and 2), and the Flip
bifurcation happens at  = 0.23 (see Figs. 3 and 4). While choosing  = 2.422, it is easy to see that (C3) is satisﬁed,
which implies the equilibrium (0, 0) is locally asymptotically stable from Theorem 1. This is illustrated in Fig. 5.
Moreover, by Theorem 3, when > ∗, the stability of (0, 0) is destroyed, i.e., (0, 0) is changed from stable to unstable
state when the bifurcation parameter  passes through the critical value ∗, so we select  = 2.4301, at the moment,
a unique close invariant curve bifurcates from (0, 0). By the simple calculation, we have a(∗) = −1.2150< 0 from
(23). Hence, using Theorem 4, we know that the close invariant curve is asymptotically stable. This fact is veriﬁed in
Fig. 6.
6. Conclusions
The nonlinear dynamical behaviors of a discrete-time tabu learning single neuron model have been studied in this
paper. By choosing learning rate as a bifurcation parameter, it has been proved that Pichfork bifurcation, Flip bifurcation
and Neimark–Sacker bifurcation occur in the single neuron model. The stability of bifurcation periodic solution and the
direction of the Neimark–Sacker bifurcation are determined based on the normal form theory and the center manifold
theorem. From phase plots, one can ﬁnd that the discrete-time tabu learning model, although simple, has rich complex
dynamics, and deserves further investigation.
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