Best water management practices should involve the prediction of the availability of groundwater resources. To predict/forecast and consequently manage these water resources, two known methods are discussed: a time series method using the autoregressive integrated moving average (ARIMA) and a geostatistical method using sequential Gaussian simulation (SGS). This study was conducted in the Ecological Station of Santa Barbara (EEcSB), located at the Bauru Aquifer System domain, a substantial water source for the countryside of Sã o Paulo State, Brazil. The relevance of this study lies in the fact that the 2013/2014 hydrological year was one of the driest periods ever recorded in Sã o Paulo State, which was directly reflected in the groundwater table level behavior. A hydroclimatological network comprising 49 wells was set up to monitor the groundwater table depths at EEcSB to capture this response. The traditional time series has the advantage that it has been created to forecast and the disadvantage that an interpolation method must also be used to generate a spatially distributed map. On the other hand, a geostatistical approach can generate a map directly. To properly compare the results, both methods were used to predict/forecast the groundwater table levels at the next four measured times at the wellsÕ locations. The errors show that SGS achieves a slightly higher level of accuracy and considered anomalous events (e.g., severe drought). Meanwhile, the ARIMA models are considered better for monitoring the aquifer because they achieved the same accuracy level as SGS in the 2-month forecast and a higher precision at all periods and can be optimized automatically by using the Akaike information criterion.
INTRODUCTION
Currently, large volumes of data or information about certain phenomena are being collected over a long period of time and over a wide spatial distribution, such as atmospheric information retrieved at meteorological or air quality stations, health data at hospitals or health posts, and groundwater quality and levels at water wells. Many kinds of data and/or information are, nowadays, being captured by remote sensing from satellites, geospatial networks, and ground sensors, among others. With huge volumes of data and/or information available, choosing the best method to analyze them is not a straightforward issue even for experienced modelers. Theories and applications of probabilistic or stochastic hydrological approaches have been developed over the last 30 years; however, their applications to real problems have been limited and they have not become routine tools in hydrological modeling (Dagan 2002; Renard 2007; Zhang and Zhang 2004) . Future scenarios involving climate uncertainty have also boosted the popularization of these approaches, especially for the interpretation of results from stochastic experiments. The resistance of certain sectors of the academia to accept different equiprobable results is justified in areas of knowledge where precision is a preponderant criterion for acceptability. In environmental analyzes, however, where there is a need for tools capable of describing and predicting complex environmental processes, the study of environmental time series is fundamental to the larger goal of sustainability and adaptation (Cressie and Holan 2011) .
Traditional time series analysis is the first method to consider when modeling chronological data. However, other approaches, such as geostatistical methods, which have been widely developed and applied in the last decades, can contribute to enhancing the results of forecasting experiments. Kyriakidis and Journel (1999) explained that spacetime data are traditionally analyzed through models that were initially developed for spatial or temporal distributions. The joint space-time dependence is often neither fully modeled nor exploited in the estimation or forecasting of unknown values at unsampled locations. Moreover, modeling of spatiotemporal distributions resulting from dynamic environmental processes evolving in both space and time is critical in many scientific and engineering fields. On the other hand, geostatistical spatiotemporal models are becoming more popular because they provide probabilistic framework for data analysis, as well as, predictions that build on the joint spatial and temporal dependence between observations. In contrast, for space-time data, the complexity of geostatistics has discouraged its applications.
Despite the complexity of spatiotemporal geostatistics framework, this paper compares two wellknown methods due to their practical applications, in order to make it possible to implement them in monitoring groundwater levels and, if necessary, improve the spatiotemporal geostatistics approach. The first method is an extrapolation method (time series) and the second is an interpolation method (geostatistical simulation), both of which are used to forecast groundwater table level. Initially, brief reviews of the time series and geostatistical simulation are presented. The time series method reproduces the trend, seasonal, cyclical and irregular components of the original data, whereas the sequential Gaussian simulation (SGS) reproduces the global spatial variance, and its simulations can be used as long as the variogram is representative. Because the SGS is sequential, it uses previously simulated data to simulate the future. The cost of the long-term extrapolation is that the SGS tends to honor the global mean and variance. Thus, the seasonality cannot be reproduced properly after a few steps. The case study presented here is based on the comparison of SGS and autoregressive integrated moving average (ARIMA) procedures on four ''future'' dates (October 16, October 29h, November 13, and December 3) at 49 water wells located at the Ecological Station of Santa Barbara. The study addresses the problem of calculating future groundwater level (depth) and determining the degree of uncertainty of this calculation. The first approach is to run SGS on the four future dates at the specific 49 water well locations. The second approach is to use time series forecasting with ARIMA models for the same geographical points. Both methods calculate the expected values and the confidence level; this study considers 10% (P(10)) and 90% (P(90)) scenarios. Finally, both methods are compared.
APPROACHES FOR FORECASTING GROUNDWATER TABLE DEPTHS
There are several applications of time series analysis in hydrogeology. Yi and Lee (2004) filled and completed irregular hydraulic head series from precipitation data. Hatch et al. (2006) evaluated the interaction between groundwater and surface water, whereas Von evaluated the effect of multiple stresses such as baseline flow, pumping, vegetation, climate, and dams on the behavior of groundwater levels. More complex time series models can estimate groundwater recharge (Yihdego and Webb 2011) , capture nonlinear soil drainage behavior (Peterson and Western 2014) , or even determine recharge response time from precipitation (Hocking and Kelly 2016; Manzione et al. 2017) . Moreover, Mackay et al. (2015) used seasonal rainfall forecasts and a lumped groundwater model to simulate groundwater levels up to 3 months into the future. Furthermore, geostatistical methods have been used as data-driven variable map generators, usually combined with a forecast method. Bierkens (2001) applied stochastic differential equations (SDE) and kriging with a digital elevation model (DEM) as external drift to predict soil saturation. Castrignanò and Buttafuoco (2004) applied SGS to assess the probability that water content does not exceed a critical threshold that might cause water stress to a forest of Laricio pine (Italy). Lee et al. (2007) applied SGS and transition probability indicator simulation to create conditional realizations of alluvial fan aquifer systems in the Lawrence Livermore National Laboratory area to simulate a pumping test. Omran (2016) also used SGS to simulate early predictions of groundwater table level fluctuations in North Sinai, Egypt. Singh and Katpatal (2017) proposed a method to design an optimized groundwater level monitoring network using a multi-criteria analysis (weighted overlay, analytical hierarchical process, and fuzzy) and a geostatistical method (ordinary kriging).
Comparable methods have been proposed by many authors in order to analyze aquifers spatiotemporally; some of these methods are briefly reviewed here. Knotters and Bierkens (2001) and Bierkens et al. (2001) implemented the regionalized autoregressive exogenous variable (RARX) model, which uses auxiliary information such as soil profile, topographic maps, and DEMs. The Predefined Impulse Response Function In Continuous Time (PIRFICT) model was applied by Manzione et al. (2008) to map groundwater table depths and quantify the associated uncertainty, in order to indicate the extreme scenarios of the hydrological system and the areas with potential risks of future dangerous groundwater table depths in a Brazilian Cerrado area. Similarly, neural network methods have been used by many authors. Back Propagation Neural Network (BPNN) and Radial Basis Function Network (RBFN) models (Ghose et al. 2010) were considered for this study in order to overcome the difficulties of identifying the nonlinear model structure and estimating the associated parameters. Both models use historical groundwater level records and related hydro-meteorological data to simulate groundwater table fluctuations in the study area.
The Hybrid Artificial Neural Network-Geostatistics Model was studied by Nourani et al. (2011) to comprehend the spatiotemporal variations of the groundwater level for the management of groundwater in coastal areas. In the last few years, the Artificial Neural Network (ANN) has been used to forecast groundwater levels in several studies (e.g., Chitsazan et al. 2015; Daliakopoulos et al. 2005; Djurovic et al. 2015; Mohanty et al. 2015; Sun et al. 2016; and Tsanis et al. 2008 ). In addition, Varouchakis (2016) used autoregressive exogenous variable (ARX) model parameters by means of the Kalman filter adaptation algorithm (KFAA) for a 3-year forecast on the island of Crete. Wunsch, et al. (2018) applied nonlinear autoregressive networks with exogenous input (NARX) to obtain groundwater level forecasts for several wells in southwest Germany. Amaranto et al. (2018) hypothesize that data-driven modeling (e.g., ANNs, support vector machines, random forests, genetic programming and extreme machine learning) can improve naïve and autoregressive simulations of groundwater tables.
To predict future events using traditional tools without losing accuracy and precision in the forecast, this study investigates two well-known method-one geostatistical simulation (SGS) and one time series forecaster (an ARIMA model), to address the problem of predicting groundwater table depth in the Bauru Aquifer System (BAS). The flowchart for the application of both methods and the comparisons of results is shown in Figure 1 .
Time Series Modeling
Time series are analyzed to understand the past and predict the future, enabling managers or policymakers to make properly informed decisions. A time series analysis quantifies the main features of a set of data and its random variation. This feature of time series analysis, combined with improved computing power, has made time series methods widely applicable in government, industry, and commerce (Cowpertwait and Metcalfe 2009 ). Shumway and Stoffer (2011) explained that the primary objective of time series analysis is to develop mathematical models that provide plausible descriptions of sample data. In order to provide a statistical setting for describing the features of data that seemingly fluctuate in a random fashion over time, it is assumed that a time series can be defined as a collection of random variables indexed according to the order in which they are obtained in time.
The basic steps in time series modeling and forecasting, as described by Montgomery et al. (2015) , are to plot the time series and determine its basic features, such as whether trends or seasonal behavior or both are present. Then, look for possible outliers or any indication that the time series has changed with respect to its basic features (such as trends or seasonality) over the period been studied. Next, eliminate any trend or seasonal components, either by differencing or by fitting an appropriate model to the data. Moreover, consider using data transformations, particularly if the variability in the time series seems to be proportional to the average level of the series. Montgomery et al. (2015) further explained that the objective of these operations is to produce a set of stationary residuals. Finally, develop a forecasting model for the residuals. It is not unusual to find several plausible models, and so additional analysis will have to be performed to determine the best one for deployment. Sometimes, potential models can be eliminated based on their degree of fit to the historical data. It is unlikely that a model that fits poorly will produce good forecasts. Montgomery et al. (2015) demonstrate that one should validate the performance of a model (or models) from the previous step. This will probably involve some type of split-sample or cross-validation procedure. The objective of this step is to select a model to use in forecasting. Furthermore, it is interesting to compare the differences between the original time series and the values that would be forecast by the model on the original scale. Details about traditional time series methods can be found in Chatfield (2003) and West (2010), Brockwell and Davis (2010) , Cressie and Wikle (2011) and Box et al. (2016) . Box and Jenkins (1970) , Newbold et al. (1993) , and Janacek (2001) define the ARIMA equation as:
where U and h are polynomials in the back-shift operator B and e t is white noise. Let p denote the number of parameters in the autoregressive operator U, d the degree of differencing and q the number of parameters in the moving average operator h; this is designated as the ARIMA (p, d, q) model. In order to evaluate and choose the best model, there are a few fundamental procedures to identify the orders of ARIMA models. The first one is the Akaike information criterion (AIC), which is the most common and was described by Akaike (1974) as
where L is the maximum likelihood and k is the number of independently adjusted parameters within the model. Woodward et al. (2011) explained that a problem with using AIC is that as the realization length increases, AIC tends to overestimate the model orders. Several authors have considered modifications to AIC to adjust for this problem. The most common alternatives to AIC are the Bayesian information criterion (BIC) and the corrected Akaike information criterion, proposed by Schwarz (1978) and Hurvich and Tsai (1989) , respectively.
Geostatistical Simulation
According to Chilè s and Delfiner (1999), conditional simulations are qualitatively useful for obtaining realistic pictures of spatial variability. Quantitatively, they are the tool of choice for evaluating the impact of spatial uncertainty on the results of complex procedures, such as numerical modeling of a dynamic system or economic optimization of the development of a natural resource. The goal pursued here is not to reproduce the genetic mechanisms that generated the observed phenomenon but simply to mimic its spatial variations as realistically as possible. The results of a simulation must always be carefully considered and checked against the background of the application. More details about geostatistical simulation and its applications, mathematical proofs, and parameters can be found in Journel and Huijbregts (1978) , Lantué joul (2002), Goovaerts (1997) , and Deutsch and Journel (1998) , among others. Furthermore, Nunes and Almeida (2010) presented the parallelized algorithm of sequential Gaussian, indicator, and direct simulations. Olea (1999) pointed out that geostatistics circumvents the problem of smoothing in kriging with stochastic simulation. Unfortunately, simulation is only a trade-off, not a perfect solution; stochastic realizations are not error-free renditions of reality. Lacking a perfect solution, the choice between kriging and simulation must be decided based upon which is more relevant for each specific application: minimum local estimation errors in a mean-square sense or correct spatial continuity. Deutsch and Journel (1998) explained that in simulations, reproduction of global features (texture) and statistics (histogram, covariance) take precedence over local accuracy. Kriging provides a set of local representations where local accuracy prevails. Simulation provides an alternative global representation, where reproduction of patterns of spatial continuity prevails. Finally, Goovaerts (1997) clarified that the set of alternative realizations generated by stochastic simulation provides a measure of uncertainty about the spatial distribution of attribute values.
One method used in this study is SGS performed with SGeMS (Stanford Geostatistical Modeling Software), whose algorithm was described by Remy et al. (2011) as follows: transform the data distribution into a Gaussian distribution with 0 mean and variance equal to 1 (N[0,1]), and then define a random path to visit each node of the grid. At each node, get the conditioning data consisting of neighboring original hard data and previously simulated values and estimate the local conditional cdf as a Gaussian distribution with mean given by simple kriging (Eqs. 3 and 4) and variance by simple kriging variance (Eq. 5). Finally, draw a value from that Gaussian ccdf (the theory guarantees variogram reproduction only when simple kriging is used) and add the simulated value to the dataset. Repeat for all realizations and back transform the Gaussian simulated field into the data space. The algorithm calls for the variogram of the normal score, not of the original data. Only the normal score variogram is guaranteed to be reproduced within ergodic fluctuations. Journel (1989) gave the simple kriging equation as:
where m 0 is the expected value, m i is the mean of the samples, Z i is the dataset, and k i is the kriging weight calculated by the linear equation system as:
where K is the spatial covariance matrix of the sampled values and k is the spatial covariance matrix of the data-to-unknown. The kriging variance is: (Coelho et al. 2016 ) and later the effects of El Niñ o South Oscillation (ENSO) phenomena, both of which had a direct impact on water resources. A monitoring network of groundwater table depths and an automatic climatological station installed at the Ecological Station of Santa Barbara (EEcSB) in the municipality of Á guas de Santa Barbara (SP), Brazil, captured the response of groundwater levels to these climatic inputs. The area is covered by sediments making up the BAS, which is highly vulnerable due to its superficial levels. In addition to the dangers of contamination caused by anthropogenic activities, the BAS is sensitive to seasonal climatic variations due to its dependence on direct recharge by precipitation. Such information allows us to verify the temporal and spatial dynamics of characteristics such as the response time of an aquifer to a precipitation event; that is, how long a groundwater intake in the system will influence the groundwater table oscillation (Hocking and Kelly 2016; Manzione et al. 2017 ).
Study Area: Ecological Station of Santa Barbara (EEcSB) Melo and Durigan (2011) reported that the EEcSB was established in 1984 and is located in the municipality of Á guas de Santa Bá rbara, covering 2712 ha of an ecologically important land reserve located in the Middle Paranapanema watershed. The main vegetation type in the area is Cerrado, and this area lies on the border of another important biome, the Atlantic Forest. The zone created by this intersection is of great importance because such transition zones are areas with high biodiversity. Moreover, Melo and Durigan (2011) also reported that the temperature averages range from 16.9 to 24.3°C from the coldest to the hottest months, respectively, the pluviosity averages range from 44 mm in August to 206 mm in December, and the topography includes hills with elevations between 600 and 680 m. The geology is basically composed of sandstones of the Adamantina and Marilia Formations of the Bauru Group and extrusive igneous rocks and basalts of the Serra Geral Formation of the Sã o Bento Group.
The Bauru aquifer is important for the water supply in Sã o Paulo State because of its expansive territorial distribution (106,996 km 2 ), medium flow rates and easy access (DAEE 2013). Moreover, it has a mean saturated thickness of 75 m and reaches 300 m in the Residual Plateau of Marília, conditioned by the surface morphology and the rocky substrate represented by the basalts of the Serra Geral Formation. It is recharged by rainfall, and the exploitable flow varies from 10 to 120 m 3 /h, with high potential zones located near the Paraná River (CETESB 2013). For these reasons, the Bauru Aquifer is used extensively in public water supply systems to provide drinking water (Santos and Bonotto 2014) .
The data were acquired at 49 water wells near springs (Fig. 2) at the EEcSB-BAS, in the countryside of Sã o Paulo state, Brazil. The groundwater level has been measured since September 5th, 2014, and this study investigated a hydrological year (until September 30, 2015) . To properly compare the results, the predictions were done on the next four sampled dates: October 16, October 29, November 13, and December 3, 2015.
Time Series Modeling (ARIMA)
To accomplish this study, the R package (R Core Team 2016) called ÔforecastÕ, presented by Hyndman (2017) and Hyndman and Khandakar (2008) , was used to perform the time series analysis and forecast the future data as an automatic AR-IMA model (Eq. 1). One function was set for each well, and its parameters were automatically adjusted using the minimization of the AIC (as shown in Eq. 2) to fit the original data variability curve with the trend, seasonal, cyclical and irregular components. Moreover, the same parameters were used to forecast the next steps in time. Figure 3 shows the six randomly selected examples of the modeled time series used. Moreover, a total of 16 water wells were measured beginning in the middle of 2015; their forecasted line closely reproduces the pattern of their data (Fig. 3c) . Although they have few measured values, they seem to be well reproduced by the time series.
To evaluate the model calibration, the error metric root-mean-square error (RMSE) of the water wells is presented in the form of a histogram (Fig. 4) . The RMSE is a measure for goodness of model fit; its values range from 0.002 to 0.158 m with an average of 0.052 m. Figure 4 also shows the histogram of each optimized AIC, with an average of À 131.194, a maximum value of À 3.412 and a minimum value of À 307.582. The AIC is a measure of the likelihood and the number of parameters. When comparing models for the same time series, it values simplicity (a lower number of parameters is better), as shown in Eq. 2.
Geostatistical Simulation (SGS)
SGS is considered to be a framework for all spatial points on all dates. The spatial distribution map uses the north and east as the Y-and X-axes, respectively, and, aiming for computational simplicity, time is considered to be a dimension on the Z-axis. So, it is considered to be a simple spatiotemporal cube for the geostatistical simulation. In terms of geostatistical covariance models, this con- sideration is equivalent to the spatiotemporal metric covariance model (Dimitrakopoulos and Luo 1994) when the covariance is computed through the Euclidian distance in space (h) and time (u) with the correction factor c = 1. The metric model is
To proceed with the SGS, the data were transformed into a Gaussian distribution (N[0,1]) by means of the normal score, which guarantees that any distribution will be converted to Gaussian. Then, the experimental variogram was computed and the model was fitted with two spherical structures with a nugget effect (C 0 ) of 0.013. The spherical variogram model was chosen because it presented the best fit among the most common validated variogram models (spherical, cubic, exponential and Gaussian). The first structure (C 1 ) has a spatiotemporal variance of 0.118, a maximum and medium range of 750 m in space and a minimum range of 185 days in time. The second structure (C 2 ) has a spatiotemporal variance of 0.869 and maximum and medium ranges of 750 m in space, and the time dimension axis has already reached its sill. The anisotropy ellipsoid has its major and medium axes at a spatial domain and its minimum at the temporal domain. Figure 5 shows that the given model (the black line with parameters in red) fits the experimental variogram (red) well. Moreover, the complete model equation is
This simulation generates as many realizations as desired, and all of them have the same probability of agreeing with reality. In our study, 100 realizations were computed-the number of simulations needed depends on the parameter distribution, and typically 100 simulations are enough to assess the range of possibilities (Chilè s and Delfiner 1999). The simulation was computed using up to three sampled points and two previously simulated points. Such a low number of points was used in the simulation because of the high probability of considering only the points at the same location and different dates and because it is desirable to use only the closest points, both in time and space, without biasing the data. In addition, the neighborhood search ratio was defined as the same distance in each variogram range. The simulation was performed in the geographic domain at the four future dates. The SGeMS was used for the geostatistical method; it includes data transformation, variogram modeling, simulation and statistics (mean, P(10), and P (90)). Therefore, the simulated maps were plotted (Fig. 6) using R with the ÔrasterÕ package (Hijmans 2017) . The figure shows the simulated groundwater table level maps on October 16, October 29, November 13, and December 3 and the ARIMA forecasted values at the wells locations. It seems that the results are similar at the map scale, but their errors presented in the next section are not.
EVALUATION OF MODEL PERFORMANCE
The simulated values at the water well locations and at the same dates for which there are observed data were selected for evaluation of model performance. The data selected to predict the four ''future'' sampled points have a spatial distribution with north and east plotted on the Y-and X-axes, respectively-as shown on the map in Figure 1 -and a temporal factor that was considered on the Z-axis. To compare the methods and the sampled data visually, a line chart was created with all the water wells on the X-axis and the groundwater level on the Y-axis. The sequence presented on the water well axis is arbitrary and does not represent the connectivity and continuity of the groundwater table. Thus, it is possible to see the evolution of both prediction methods through time and to compare these methods on the same date. Figure 7 shows the predictions for October 16 obtained using the ARIMA and SGS methods. We see that both approaches did well at this step; however, the time series presented a smaller uncertainty range. For the second simulated date (October 29th), as shown in Figure 8 , both methods have good expected values to represent the sampled data; however, both uncertainty ranges are larger compared to those on the first date. The forecasting and simulation for the third date (November 13th) are presented in Figure 9 . For most of the wells, both methods kept the sampled data within their certainty ranges, although the sampled data are closer to P(10) obtained from the forecasting and simulation approaches. Figure 10 illustrates the forecasting and simulation methods on the fourth prediction date, December 3, where the prediction results of both methods were less trustworthy compared to those on the first three dates. However, the simulation performed better since its P(10) is closer to the sampled data than that of ARIMA. To evaluate the results quantitatively, the average error was calculated by subtracting the calculated value from the observed value. Figure 11 shows the errors per estimated date, and it corroborates the visual analysis of Figures 7, 8, 9 and 10. Considering the problem of predicting the groundwater table level, Knotters and Bierkens (2001) showed RMSE = 0.34 m for the regionalized autoregressive exogenous variable (RARX) model and RMSE = 0.22 m with DEM as auxiliary information. Bierkens et al. (2001) showed that for the RARX with Kalman filter present, the RMSE = 0.30 m, and with auxiliary information (DEM), the RMSE = 0.14 m. Bierkens (2001) considered a stochastic differential equation to predict and kriging with a trend to interpolate with RMSE = 0.27 m. Moreover, Omran (2016) showed an average RMSE of 0.16 m for time series modeling. Manzione et al. (2017) applied the PIRFICT model and obtained RMSE ranging from 0.05 to 1.16 m. Wunsch et al. (2018) demonstrated an average RMSE = 0.604 m for NARX model validation, and average RMSEs for 1-, 4-, 12-, and 26-week forecasts of 0.04, 0.17, 0.20, and 0.29 m, respectively. Currently, ANN is widely used for groundwater level research and this method provides low error rates with average RMSE = 0.15 m (Djurovic et al. 2015) , average RMSE = 0.09 m for a 7-day forecast (Sun et al. 2016) , and average RMSEs ranging from 0.24 m (1 week) to 0.48 m (4 weeks) in the training and from 0.41 m (1 week) to 0.61 m (4 weeks) in the forecasting (Mohanty et al. 2015) . Moreover, Amaranto et al. (2018) made a 5-month analysis, considering multiple data-driven models, and com- Table 1 shows that considering a spatiotemporal SGS is not a bad idea, due to the fact that its RMSE is among the best ones for a short-term forecast. As expected, the RMSE worsens when the predictions are significantly different from the calibration data. The SGS is more accurate for short-term forecast, but errors for the 2-month forecast are equivalent to those obtained by AR-IMA. The analysis of the highest (P(10)) and lowest (P(90)) level errors shows that ARIMA models are always more precise and have lower average RMSE. However, after some steps, the inferior scenario of the simulation (SGS P(10)) gets closer to the reality due to the arid period, resulting in lower RMSE. Furthermore, one reason why the forecast is very poor after a few time steps may be the anomalous period: it was one of the driest periods ever recorded in Sã o Paulo State, and it was in the middle of an El Niñ o event. However, the short-term prediction is demonstrated to be very precise and accurate for both methods.
Predicting the potentiometric cartography is important for knowing the flow movement as well as the spatial variance of hydrogeology properties. Moreover, it can be used directly for public administration (soil use and management) because any anthropogenic action reflects the potential energy, and it is possible to map where it is a good idea to invest on water facilities and where it is not a bad idea to have gas stations, industries and all potentially polluting sources, e.g., to analyze soil use and manage it properly, it is necessary to consider the whole region. Moreover, although ecological stations are environmentally protected, any change in groundwater level can impact their biomes because some types of vegetation need higher groundwater table levels than others. Thus, not only is pollution bad, but its effect on the groundwater table can be dangerous to environmental equilibrium. Near the study area, there are eucalypt farms, and it is possible that they are influencing the groundwater levels inside the ecological station. Furthermore, our predictions were done in an anomaly year: It was one of the driest periods ever recorded in Sã o Paulo State, probably because of the El Niñ o influence, so seasonality is not fully represented. Therefore, these models should consider the lower-frequency cyclicity of El Niñ o. Despite all of these obstacles, both models performed reasonably well for a short-term forecast.
The case study is important to define the best approach to predict the groundwater depth inside the EEcSB in the countryside of Sã o Paulo state, Brazil. Despite the short time series and the fact that the period was in one of the driest years recorded in the area and was during El Niñ o, the comparison between the results of SGS and AR-IMA shows that both methods worked well when forecasting just a few days in the future. At the second and third prediction dates, the expected values of the simulation and the time series were similar, with a wider range of possibilities in the simulation approach. In the long-term (more than 2 months), the groundwater table level is decreasing because of the water scarcity in this period. As a result, the sampled values tend to the lower extreme of the predicted/forecasted scenario (P(10)) and only the simulation contemplate this anomalous event.
The time series is an extrapolation method, so it is expected to work better than an interpolation method, such as SGS. The advantage of SGS in the long term was that its possible range was wide enough to cover the actual data. For distances beyond the neighborhood search, the simulation will run only with previously simulated data and any pattern will be extrapolated. The cost of the long-term extrapolation is that SGS tends to honor global mean and variance. The major limitation of this kind of prediction is that the back transformation-i.e., returning from the Gaussian distribution to the original data-will force the final distribution to be the same as the sampled data, including the mini- mum, mean and maximum values. In addition, the comparison of analysis for longer periods of time may be necessary to better predict long-term groundwater evolution and improve time series predictions.
CONCLUSION
The analysis described showed that both SGS and ARIMA predicted reasonably well for a shortterm forecast. The ARIMA model performed favorably with regard to groundwater table depth forecasts for short-term periods because of their good accuracy and higher precision. In contrast, the SGS is more accurate and its wide range of possible scenarios captured anomalous events such as the severe drought monitored during this study. The choice between these models is a precision and accuracy trade-off. In order to implement a system that updates the dataset and forecast automatically, the ARIMA models are a great option because they can be modeled automatically using AIC; moreover, their results reproduce the trend and seasonality patterns of the data with satisfactory precision and accuracy. However, considering all wells as a spatiotemporal framework, SGS can generate the groundwater table level map. However, this method does not support automatic modeling for the variogram, which precludes self-monitoring system. 
