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Kurzfassung
Die Analyse der Ha¨ufigkeiten, mit der eine Infektionskrankheit auftritt, ist ei-
ne wesentliche Voraussetzung fu¨r die epidemiologische Bewertung und effiziente
U¨berwachung dieser Krankheit innerhalb eines leistungsfa¨higen Gesundheitssy-
stems. Zeitreihen mit wo¨chentlichen Meldefallha¨ufigkeiten sind dabei von beson-
derer Bedeutung. In dieser Arbeit wird dazu ein neues Verfahren basierend auf
Dekompositionsmodellen vorgestellt, deren Komponenten mit nichtparametri-
schen Methoden gescha¨tzt werden. Am Beispiel der drei in Nordrhein-Westfalen
im Zeitraum 2001 bis 2006 am ha¨ufigsten gemeldeten Infektionskrankheiten,
Campylobacteriose, Rotavirus-Infektion und Salmonellose, wird gezeigt, dass die-
ser Ansatz eine gute und sinnvolle Modellierung ermo¨glicht.
Grundlegend ist zuna¨chst die Annahme, dass die Beobachtungen, ggf. nach ge-
eigneter Transformation, als Summe eines Signals und eines zufa¨lligen Fehlers
in Form einer stationa¨ren Zeitreihe angesehen werden ko¨nnen. Das Signal wird
dann in weitere deterministische Komponenten zerlegt, die einen Trend, sai-
sonale, zyklische sowie kalenderbedingte Effekte beschreiben. Aus den inhaltli-
chen Eigenschaften dieser Bestandteile lassen sich strukturelle Bedingungen an
Scha¨tzer ableiten. Es wird untersucht, mit welchen nichtparametrischen Metho-
den wie Kernscha¨tzern mit lokaler Bandbreite, Adaptive Weights Smoothing Spli-
nes, Straffe Saite oder Singular Spectrum Analysis Kandidatenfunktionen fu¨r die
Scha¨tzung berechenbar sind, die diese Anforderungen erfu¨llen. Anhand weite-
rer Kriterien, die fu¨r die Komponenten individuell formuliert werden, kann die
Scha¨tzung unter den jeweiligen Kandidaten bestimmt werden. Anschließend wird
gezeigt, dass die nach Subtraktion der gescha¨tzten Komponenten signalberei-
nigte Zeitreihe als Realisation eines ARMA-Prozesses niedriger Ordnung ange-
sehen werden kann. Die gescha¨tzten Modelle weisen insgesamt eine hohe An-
passungsgu¨te fu¨r die Beobachtungen und eine geeignete Glattheit auf. Zudem
erlauben sie eine intuitive und aussagekra¨ftige Interpretation der Daten.
Zum Vergleich mit einem ha¨ufig gewa¨hlten Ansatz wird die Modellierung durch
ein parametrisches Poissonregressionsmodell herangezogen, in dem geeignete Ko-
variablen schrittweise durch ein Modellselektionskriterium in die Regressionsglei-
chung aufgenommen werden. Dieser Ansatz besitzt den Nachteil, dass die mo¨gli-
chen Kovariablen nicht ohne strukturelle Annahmen gewa¨hlt werden ko¨nnen und
fu¨hrt bei den betrachteten Beispielen zu einer U¨beranpassung der Scha¨tzung an
die Daten.
Mo¨glichkeiten zur Vorhersage der Ha¨ufigkeiten werden auf Grundlage der nicht-
parametrischen Scha¨tzung ebenfalls aufgezeigt.
