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Abstract
A notion of branch-width, which generalizes the one known for graphs, can
be defined for matroids. We first give a proof of the polynomial time model-
checking of monadic second-order formulas on representable matroids of bounded
branch-width, by reduction to monadic second-order formulas on trees. This
proof is much simpler than the one previously known. We also provide a link
between our logical approach and a grammar that allows to build matroids of
bounded branch-width. Finally, we introduce a new class of non-necessarily
representable matroids, described by a grammar and on which monadic second-
order formulas can be checked in linear time.
1. Introduction
The model-checking of monadic second-order formulas is a natural and ex-
tensively studied problem that is relevant to many fields of computer science
such as verification or database theory. This problem is hard in general (since
monadic second-order logic, MSO for short, can express NP-complete proper-
ties like 3-colorability) but it has been proved tractable on various structures.
For example, it is decidable in linear time on trees [1] thanks to automata tech-
niques. It also remains linear time decidable [2] on the widely studied class of
graphs of bounded tree-width. Since then, a lot of similar results have been
found, either with similar notions of width, like clique-width and rank-width,
or for extensions of MSO, for instance by counting predicates (see [3, 4]).
In this article, we study the model-checking of monadic second order sen-
tences on matroids and especially on representable matroids, which are a natural
generalization of both graphs and matrices. Natural notions of decomposition
such as tree-width or branch-width can be adapted in this context. It is also
interesting to note that tree-width and branch-width on matroids are generaliza-
tions of the same notions on graphs. In fact, the branch-width of a 2-connected
graph is equal to the branch-width of its cycle matroid [5, 6].
The monadic second-order logic on matroids, denoted byMSOM , enables to
express many interesting matroids properties (see [7] and the references therein)
such as the connectivity or the representability over F2 or F3. Recently, the
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model-checking ofMSO formulas on representable matroids of bounded branch-
width has been studied and it has been proved to be decidable in a time linear in
the size of the matroid [8]. This result has been subsequently extended in [9] to a
broader class of matroids. The first contribution of this article is to introduce an
alternative method to study these matroids, by an appropriate decomposition
into labeled trees, called enhanced trees and a translation ofMSOM intoMSO.
For this purpose, we introduce the notion of signature over decomposed matroids
which appears to be a useful general tool to study several classes of matroids.
Signatures can be seen as the states of a nondeterministic bottom-up automaton
which checks the dependence of a set of a matroid represented by a set of leaves
of an enhanced tree.
As a corollary of this method, we give a new proof of the linear time model-
checking of MSOM formulas on representable matroids of bounded branch-
width, and also an enumeration algorithm of all tuples satisfying a MSOM
query with a linear delay. We apply this result to the problem A-Circuit,
which asks to extend a set of a matroid into a circuit. Both decision and
enumeration versions of this problem have been well studied [10] and, in the
case of F-matroids of bounded branch-width, we obtain better algorithms.
From this starting result, we derive a general way to build matroid grammars,
inspired by the parse tree of [8]. We first introduce a grammar for matrices,
which is similar to the one for representable matroids introduced in [8]. We
show why it is more appropriate to see this grammar as a matrix one rather
than a matroid one. Thanks to the connection with enhanced trees, we easily
prove that it describes the representable matroids of bounded branch-width.
We then build the class of matroid Tk by means of series-parallel operations.
Since these operations allows to combine non representable matroids, the class
Tk contains different matroids than those studied in the first part of the article.
We give some useful insights about the structures of matroids in Tk and its
relations with the branch-width. Using the same approach as for the matroids
of bounded branch-width, we build a MSO formula expressing the dependence
relation over terms representing a matroid of Tk. It enables us to prove that the
model-checking of MSOM formulas is decidable in linear time over Tk.
2. Matroids and Branch-width
2.1. Matroids
Matroids have been designed to abstract the notion of dependence that ap-
pears, for example, in graph theory or in linear algebra. All needed informations
about matroids (and the proofs of what is stated in this section) can be found
in the book Matroid Theory by J. Oxley [11].
Definition 1. A matroid is a pair (S, I) where S is a finite set, called the
ground set, and I is included in P(S), the power set of S. Elements of I are
said to be independent sets, the others are dependent sets. A matroid must
satisfy the following axioms:
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1. ∅ ∈ I
2. If I ∈ I and I ′ ⊆ I, then I ′ ∈ I
3. If I1 and I2 are in I and |I1| < |I2|, then there is an element e of I2 − I1
such that I1 ∪ e ∈ I.
The matroids, like the graphs, may have loops, which are dependent sin-
gletons, but in all this article we assume that the matroids are loop free. In
a matroid, a base is a maximal independent set for inclusion. A circuit is a
minimal dependent set for inclusion.
Let M be a matroid, S a subset of its elements, the restriction of M to S,
written M |S is the matroid (S, I), such that a set is in I if it is independent in
M and contained in S.
A function f from a matroid M to a matroid N , is a morphism of matroids
if, for all dependent set S of M , f(S) is dependent in N . An isomorphism is a
bijection such that itself and its inverse are matroid morphisms.
We can represent any finite matroid by giving the collection of its indepen-
dent sets, which can be exponential in the size of the ground set. One usual
way to address this problem is to assume that the matroid is represented by
a black box deciding in unit time if a set is independent or not, see [10]. We
also consider subclasses of matroids, for which we do not need the explicit set of
independent sets, because we can decide if a set is independent or not in polyno-
mial time. The two following examples, and the classes of matroids introduced
in Sec.6, are of this nature.
Vector Matroid. Let A be a matrix, the vector matroid of A has for ground
set the columns of A and a set of column vectors is independent if it is linearly
independent.
Definition 2. A matroid M is representable over the field F if it is isomorphic
to a vector matroid of a matrix A with coefficients in F. We also say that M is
represented by A and that M is a F-matroid.
Note that there are matrices which are not similar1 but represent the same
matroid. The matroids representable over F2 are called binary matroids and
those which are representable over any field are called regular matroids.
Example 1.
A =

 1 0 1 0 11 1 0 0 1
0 1 1 1 1


The matrix A is defined over F2. The convention is to name a column vector by
its position in the matrix. Here the set {1, 2, 4} is independent while {1, 2, 3} is
dependent.
1a matrix A is similar to B if there is an invertible matrix S such that A = SBS−1
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Cycle Matroid. The second example is the cycle matroid of a graph; such ma-
troids are said to be graphic. Let G be a graph, the ground set of its cycle
matroid is the set of its edges. A set is said to be dependent if it contains a
cycle. Here a base is a spanning tree if the graph is connected and a circuit is
a cycle.
1
2
3
4
5
X =


1 0 0 1 1
1 1 0 0 0
0 1 1 0 1
0 0 1 1 0


Figure 1: A graph and its representation by a matrix over F2
Example 2. In Fig. 1, the set {1, 2, 4} is independent whereas {1, 2, 3, 4} and
{1, 2, 5} are dependent.
Remark 1. Any cycle matroid of a graph G is a binary matroid. To see this,
one chooses an order on the edges and on the vertices of G then build the
incidence matrix of G over any field. The dependence relation is the same over
the edges and over the vectors representing the edges.
Other representations. One interest of matroids is that they are axiomatizable
in a number of different ways. The rank function on matroids, similar to the
rank function on vector spaces, plays an important role. It is defined by:
rank(B) = max{|A| | A ⊆ B and A independent}
This function is monotonic, that is for all subsets X and Y , X ⊆ Y ⇒ r(X) ≤
r(Y ). It is also submodular, that is for all A and B:
rank(A ∪B) + rank(A ∩B) ≤ rank(A) + rank(B)
and it even leads to a characterization of matroids:
Proposition 1. Let S be a finite set and r a function from P(S) to Z. The
function r is the rank of a matroid if and only if it is submodular, monotonic
and such that the rank of any element is 0 or 1.
One can also define a matroid by the collection of its circuits.
Proposition 2. Let S be a finite set and let C be a subset of P(S). Then C is
the set of circuits of a matroid if and only if it satisfies the following axioms:
1. ∅ /∈ C
2. If C1, C2 ∈ C and C1 ⊆ C2 then C1 = C2
3. If C1, C2 ∈ C, C1 6= C2 and e ∈ C1 ∩ C2 then there is C3 ∈ C such that
C3 ⊆ C1 ∪C2 \ {e}
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2.2. Branch Decomposition
In this subsection we define the branch-width of a matroid, thanks to the
more general notion of connectivity function, which also allows us to define the
branch-width of a graph. We follow the presentation of [3].
Let S be a finite set and κ : 2S → N. The function κ is symmetric if
κ(B) = κ(S \ B) for all B ⊆ S. If κ is symmetric and submodular, it is a
connectivity function.
A branch decomposition of (S, κ) is a pair (T, l) where T is a binary tree
and l is a one to one labeling of the leaves of T by the elements of S. We define
the mapping l˜, from the vertices of the graph to the sets of S recursively:
l˜(t) =
{
{l(t)} if t is a leaf
l˜(t1) ∪ l˜(t2) if t is an inner node with children t1, t2
The width of the branch decomposition of (S, κ) is defined by
width(T, l˜) = max
{
κ(l˜(t)) | t ∈ V (T )
}
The branch-width of (S, κ) is the minimum of the width over all branch
decompositions. Thanks to a result of Iwata, Fleischer and Fujishige [12] about
minimalization of a submodular function, we know that we can find an almost
optimal branch decomposition with a fixed parameter tractable algorithm.
Theorem 1 (Oum and Seymour [13]). For any given k, there is an algorithm as
follows. It takes as input a finite set S and κ a polynomial time computable con-
nectivity function such that κ({v}) ≤ 1. The algorithm concludes in polynomial-
time either that bw(S, κ) > k or outputs a branch decomposition of (S, κ) of
width at most 3k + 1.
We now define a connectivity function adapted to the matroid case. Let M
be a finite matroid with ground set S and let B be a set of elements of M . We
define the connectivity function by κ(B) = rank(B) + rank(S \ B) − rank(S).
The function κ is symmetric by construction and submodular because the rank
function is submodular.
In this article, we restrict our study of branch-width to representable ma-
troids. It means that M is given as a matrix A over a field F. In this case,
the rank relative to matroids is equal to the rank in the sense of linear algebra.
Moreover, the rank of a family of column vectors B is the dimension of the
vector subspace it generates, denoted by < B >.
The following holds, where + is the sum of vector spaces:
dim(< S >) = dim(< B > + < S \B >).
Therefore, by a classical theorem on the dimension of the sum of two vector
spaces, we obtain :
dim(< S >) = dim(< B >) + dim(< S \B >)− dim(< B > ∩ < S \B >).
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X =


1 1 0 0 1 1
0 1 0 1 1 0
1 1 1 0 0 0
0 1 0 0 0 0


s
s1 s2
s3 s4
1
1
1
1
1
0
0
0
0
0
1
1
0
0
1
01
0
0
1
0
0
0
1
Figure 2: A matrix X and one of its branch decomposition of width 1
We replace dim(< S >) by this expression in the definition of κ to obtain:
κ(B) = dim(< B > ∩ < S \B >).
Let (T, l) be a branch decomposition of width t of M and let s be a node of
T . In this article, we note Ts the subtree of T rooted in s and Es the vector
subspace generated by l˜(s), that is to say the set of leaves of Ts. Let E
c
s be the
subspace generated by S \ l˜(s) i.e. the set of leaves which do not belong to Ts.
Let Bs be the subspace Es ∩ Ecs , it is the boundary between what is described
inside and outside of Ts.
Remark 2. We have seen that κ(l˜(s)) = dim(Es ∩ E
c
s) which is equal by def-
inition to dim(Bs). If t is the width of the branch decomposition (T, l), for all
nodes s of T , dimBs ≤ t.
Example 3. To illustrate this notion, we compute Es1 and E
c
s1
to find Bs1 in
the tree of Fig. 2. Notice that, when s is a leaf, the subspace Es is generated by
the single vector l(s). Therefore Bs = Es ∩ Ecs is either equal to Es or trivial,
i.e. equal to the zero vector, as in the case of the left child of s3 in Fig. 2.
Es1 =<


1
1
1
1

 ,


0
0
1
0

 ,


1
0
1
0

 >; Ecs1 =<


1
0
0
0

 ,


0
1
0
0

 >; Bs1 =<


1
0
0
0

 >
In the case of a matroid representable on a finite field, we have the following
result, similar to Theorem 1, which gives an exact decomposition algorithm.
Theorem 2 (Hlineˇny´ and Oum [14]). Let k be a fixed integer and let F be a
fixed finite field. There is an algorithm which given as input an F-matroid M
outputs in cubic time (parametrized by k and |F|), a branch-decomposition of M
of width at most k, or confirms that bw(M) > k.
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3. Enhanced Branch Decomposition Tree
From now on, all matroids will be representable over a fixed finite field F.
The results of the next part are false if F is not finite, see [8]. As we do not
know how to decide in polynomial time if a matroid is representable, when we
say it is, we assume that it has been given as a matrix. Furthermore, to simplify
the presentation, we assume that the matroids have no loops, but this condition
could easily be lifted.
Let t be a fixed parameter representing the maximal branch-width of the
considered matroids. Let M be a matroid represented by the matrix A over F
and (T, l) one of its branch decomposition of width at most t. We will sometimes
not distinguish a leaf v of T from the column vector l(v) it represents. Let E
be the vector space generated by the column vectors of A, we suppose that its
dimension is the same as the length of the columns of A and we denote it by n.
We now build, for each node s, a matrix Cs. The construction is by bottom-
up induction, that is from leaves to root. The column vectors of this matrix
are elements of E and they are partitioned in three parts which are bases of
subspaces of E. If s is a leaf, Cs is a base vector of the subspace Bs. If s
has two children s1 and s2, the matrix Cs is divided in three parts (C1|C2|C3)
where C1, C2 and C3 are bases of Bs1 , Bs2 and Bs respectively. By induction
hypothesis, one already knows the bases of Bs1 and Bs2 used to build Cs1 and
Cs2 and we choose them for C1 and C2. We then choose any base of Bs for C3.
Matrices Cs are of dimension n× t1, with t1 ≤ 3t, because of Remark 2 on
the dimension of boundary subspaces. A characteristic matrix at s is obtained
by selecting a maximal independent set of rows of Cs by Gaussian elimination.
The result is a t2 × t1 matrix Ns = (N1|N2|N3) with t2 ≤ 3t.
The vectors in Ns still represent the bases of Bs1 , Bs2 and Bs in the same
order but they only carry the dependence information. In fact, any linear de-
pendence relation between the columns of Cs is a linear dependence relation
between the same columns of Ns with the same coefficients, and conversely.
Note that the characteristic matrix at a node is not unique. It depends on the
choice of bases used to represent the subspaces Bs and on the rows which have
been removed by Gaussian elimination.
Definition 3 (Enhanced branch decomposition tree). LetM be a F-matroid
and let (T, l) be one of its branch decomposition of width t. Let T˜ be the tree
T labeled at each node by a characteristic matrix obtained by the previous con-
struction. We say that T˜ is an enhanced branch decomposition tree of M of
width t (enhanced tree for short).
Each label can be represented by a word of size polynomial in t. This is
the reason why the matrix N has been chosen instead of C which is of size
linear in the matroid. Indeed, the labels later appear in a formula whose size
must depend only in t. Note also that the leaves of the enhanced tree are in
bijection with the elements of the matroid, by the same function l as for the
branch decomposition tree.
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ss1 s2
s3 s41 1
11
1 11
1
0
1
1
1 1
1 0
0
1
0
1
0
0
0
1 1
1 11
Bs3 =<


0
0
1
0

 > Cs3 =


0 0 0
0 0 0
0 1 1
0 0 0


Bs4 =<


1
0
0
0

 > Cs4 =


1 0 1
1 1 0
0 0 0
0 0 0


Bs1 =<


1
0
0
0

 > Cs1 =


0 1 1
0 0 0
1 1 0
0 0 0

 Bs2 =<


1
0
0
0

 > Cs2 =


1 1 1
0 0 0
0 0 0
0 0 0


Figure 3: An enhanced tree built from the branch decomposition tree of Figure 2.
Remark that, given a n × m matrix and a branch decomposition tree of
width t, one can transform this tree into an enhanced tree in cubic time. The
transformation of the matrix C into N only takes a linear time, since C is of
size at most 3tn. Assume that the matrix A we are working with has been given
in the normal form (I|X) where I is the identity matrix. If not, it is always
possible to compute such a normal form in cubic time. We must now build a
matrix C for each node s of the tree, that is to find a base of the boundary space
Bs. To do that we must compute the intersection of the vector space spanned
by some columns of A with the one spanned by the other ones. Since A is in
normal form and that the intersection we compute is of dimension less than t,
it can be done in quadratic time.
Example 4. Figure 3 represents an enhanced tree constructed from the branch
decomposition tree of Figure 2. Some of the intermediate computations needed
to find it are also given for illustration. One may check that each label Ns of
the tree is obtained by Gaussian elimination from Cs. Remark that, as it is a
decomposition of branch-width 1, the subspaces Bs are of dimension 1 and are
thus represented here by one vector.
4. Model-checking and Enhanced Tree
4.1. Signature
We show how dependent sets of a matroid of bounded branch-width can
be characterized using its enhanced tree. This will later allow us to define the
dependence predicate by a formula in MSO. To this aim, for any node s of an
enhanced tree, we succintly represent by a signature each element of Bs which
can be generated by a given set of elements of the matroid.
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Definition 4 (Signature). A signature is a finite sequence of elements of F,
denoted by λ = (λ1, . . . , λl) or by ∅ when it is of length 0.
Definition 5 (Signatures of a set). Let A be a matrix representing a ma-
troid and T one of its enhanced tree. Let s be a node of T and let X be a subset
of the leaves of Ts which are seen as columns of A. Let v be an element of Bs,
obtained by a nontrivial2 linear combination of elements of X . Let c1, . . . , cl
denote the column vectors of the third part of Cs. They form a base of Bs.
Thus there is a signature λ = (λ1, . . . , λl) such that v =
l∑
i=1
λici. We say that
X admits the signature λ at s. The set X also always admits the signature ∅
at s.
The size l of a signature at a node s is the dimension of Bs, thus it is at
most t, the width of the branch decomposition used to build T . Notice also that
a set admits a lot of different signatures, in fact they form a vector subspace of
Fl (without maybe the zero vector).
Example 5. We illustrate the previous definition in the case of a leaf s.
Case 1: the set X is empty, therefore there is no combination of its elements
and the only signature it admits at s is ∅.
Case 2: the set X = {x} and the label of s is the matrix (0). The space Bs is
the zero vector and there is no nontrivial combination of x equals to 0, therefore
the only signature X admits at s is ∅.
Case 3: the set X = {x} and the label of s is the matrix (α) with α 6= 0. The
set Bs is hence generated by x and the set X admits the signatures (λ) for all
λ 6= 0 ∈ F and ∅.
We now define a relation which describes how the signature a node admits
is related to the signatures its children admit.
Definition 6. Let N be a matrix over F divided in three parts (N1|N2|N3),
and let λ, µ, δ be three signatures over F. The submatrix Ni has li columns,
and its jth vector is denoted by N ji . The relation R(N, λ, µ, δ) is true if:
• λ = µ = δ = ∅ or
• λ and at least one of µ, δ are not ∅ and the following equation holds
l1∑
i=1
µiN
i
1 +
l2∑
j=1
δjN
j
2 =
l3∑
k=1
λkN
k
3 (1)
If a signature is ∅, the corresponding sum in Eq. 1 is replaced by 0.
2at least one of the coefficient of the linear combination is not zero
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Lemma 1. Let T be an enhanced tree, s one of its nodes with children s1, s2
and N the label of s. Let X1 and X2 be two sets of leaves chosen amongst the
leaves of Ts1 and Ts2 respectively. If X1 admits µ at s1, X2 admits δ at s2 and
R(N, λ, µ, δ) holds then X = X1 ∪X2 admits λ at s.
Proof. The case λ = µ = δ = ∅ is obvious. By construction of N , we know
that N1, N2 and N3 represent the bases C1, C2 and C3 of Bs1 , Bs2 and Bs
respectively, meaning that they satisfy the same linear dependence relations.
Then Equation 1 implies
l1∑
i=1
µiC
i
1 +
l2∑
j=1
δjC
j
2 =
l3∑
k=1
λkC
k
3
We assume without loss of generality that X1 admits a signature µ 6= ∅. There-
fore, there is a nontrivial linear combination of elements ofX1 equals to
l1∑
i=1
µiC
i
1.
The setX2 admits the signature δ, thus there is a linear combination of elements
of X2 equal to
l2∑
j=1
δjC
j
2 . By summing the two linear combinations, we obtain a
nontrivial linear combination of elements ofX1∪X2 equal to
l1∑
i=1
µiC
i
1 +
l2∑
j=1
δjC
j
2
which is equal to
l3∑
k=1
λkC
k
3 by the previous equality.
Lemma 2. Let T be an enhanced tree, s one of its nodes with children s1, s2
and N the label of s. Let X1 and X2 be two sets of leaves chosen amongst the
leaves of Ts1 and Ts2 respectively. If X = X1 ∪X2 admits λ at s, then there are
two signatures µ and δ such that R(N, λ, µ, δ) holds, X1 admits µ at s1 and X2
admits δ at s2.
Proof. If λ = ∅, then the choice of µ = δ = ∅ proves the lemma. Assume now
that X admits λ 6= ∅, hence there is a nontrivial linear combination of elements
in X equal to v =
l3∑
k=1
λkC
k
3 . We can divide the linear combination of elements
in X into a sum of element in X1 equal to v1 and a sum of elements in X2 equal
to v2 with v = v1 + v2. At least one of those combinations is nontrivial, we
assume it is the one equal to v1.
Since v1 = v − v2 and v ∈ Bs, we have v1 ∈ < Es2 ∪ Bs >. Moreover Bs ⊆
Ecs ⊆ E
c
s1
and Es2 ⊆ E
c
s1
then v1 ∈ E
c
s1
. Hence we have proven that v1 is in Es1∩
Ecs1 = Bs1 . The vectors C
i
1 are a base of Bs1 , so that there is µ = (µ1, . . . , µl1) 6=
∅ such that v1 =
l1∑
i=1
µiC
i
1. It means that X1 admits the signature µ at s1. Since
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X2 plays a symmetric role, the same demonstration proves that it admits the
signature δ = (δ1, . . . , δl2) at s2 such that v2 =
l2∑
j=1
δjC
j
2 .
Finally we have
l1∑
i=1
µiC
i
1 +
l2∑
j=1
δjC
j
2 =
l3∑
k=1
λkC
k
3 and we can replace the
columns of Ci by those of Ni, which proves that R(N, λ, µ, δ) holds.
We then derive a global result on enhanced trees and signatures.
Lemma 3. Let A be a matrix representing a matroid and T one of its enhanced
tree. Let X be a set of leaves of T , then X admits the signature λ at the node u
if and only if there exists a signature λs for each node s of the tree T such that:
1. for every node s labeled by N with children s1 and s2, R(N, λs, λs1 , λs2 )
holds.
2. for every leaf s, λs 6= ∅ only if s is in X and s is labeled by the matrix
(α) with α 6= 0.
3. λu = λ.
Proof. The proof is by induction on the height of s in T . If u is a leaf of T , the
equivalence is true because of the second condition and Example 5.
Assume now that u is an internal node labeled by N and with children s1
and s2. The induction hypothesis and the conditions 1 and 3 enable us to use
the Lemmas 1 and 2 to prove both sides of the equivalence.
The following theorem is the key to the next part, it shows that testing
dependence of a set can be done by checking local constraints on signatures.
Theorem 3 (Characterization of dependence). Let A be a matrix representing
a matroid, T one of its enhanced tree and l the bijection between the leaves of
T and the columns of A. Let X be a set of leaves of T , then l(X) is dependent
if and only if there exists a signature λs for each node s of the tree T such that:
1. for every node s labeled by N with children s1 and s2, R(N, λs, λs1 , λs2 )
holds.
2. for every leaf s, λs 6= ∅ only if s is in X and s is labeled by the matrix
(α) with α 6= 0.
3. the signature at the root is (0, . . . , 0)
Proof. If a set X admits the signature (0, . . . , 0) at the root, it means that
there is a nontrivial linear combination of the elements of l(X) equal to 0. It
is therefore equivalent for l(X) to be a dependent set and for X to admit the
signature (0, . . . , 0) at the root of T . The proof of the theorem follows from this
remark and Lemma 3 applied at the root.
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4.2. Monadic second-order logic over terms and matroids
Terms. A functional signature is a pair (F,A), where F is a finite set of function
symbols of positive arity and A is a finite set of constants. We denote by T (F,A)
the set of terms built over (F,A). Note that a term can be seen as a ranked
tree of bounded degree: each internal node is labeled by an element of F , each
leaf by an element of A. In this article all the terms/trees are binary.
The terms of T (F,A) are represented by a relational structure whose domain
is the set of nodes of the term. The structure has the binary relations lchild(x, y)
and rchild(x, y) which are true when y is the left child, respectively the right
child, of x. We also have one unary relation for each symbol in F and A, denoted
by label(s) = e, which holds when e is the label of the node s.
We recall the definition of monadic second-order logic, here given over terms,
i.e. the atoms are made from the relations of the structure which represents a
term. The particularity of this logic is to use two types of variables. A first
order variable (in lower case) represents an element of the domain, whereas a
second-order variables (in upper case) represents a subset of elements of the
domain.
Definition 7. One builds atomic formulas from first and second-order variables
and from the relations =, ∈, rchild(x, y), lchild(x, y) and label(s) = e for all e
of A∪F . The set of Monadic Second Order formulas, denoted by MSO, is the
closure of these atomic formulas by the usual quantifiers ∃, ∀ and the logical
connectives ∧, ∨ and ¬.
The equality is the equality over the elements of the domain, but we extend
it to sets, since it is definable by a simple formula. The relation x ∈ X means
that the element denoted by x is a member of the set denoted by X . We also use
freely 6= and ⊆ over elements and sets since they are easily definable in MSO.
We can express by a FO formula the fact to be the root or a leaf:
root(s) ≡ ∀x¬(lchild(x, s) ∨ rchild(x, s))
leaf(s) ≡ ∀x¬(lchild(s, x) ∨ rchild(s, x))
One can decide if an MSO formula holds over a term by building an ap-
propriate tree automaton and running it on the term. This yields the following
classical theorem.
Theorem 4 (Thatcher and Wright [1]). The model-checking of MSO formulas
over terms is solvable by a fixed parameter linear algorithm, the parameter is
the sum of the size of the formula and the size of the functional signature on
which the terms are defined.
Matroids. A matroid is represented by a structure whose domain is the ground
set of elements of the matroid. There is a second-order relation in the structure,
denoted by indep(X), which holds when the setX is independent in the matroid.
Notice that, since indep is a set predicate, we are not in the usual framework
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of first-order relational structures. We define the monadic second-order logic
structure representing matroids, exactly as for terms, but with the relations =,
∈ and indep. This logic is denoted by MSOM . We now give some properties
definable in this logic. For more details and examples, one may read [7].
The circuits are definable in MSOM , X is a circuit if and only if it satisfies:
circuit(X) ≡ ¬indep(X) ∧ ∀Y (Y * X ∨X = Y ∨ indep(Y ))
We can also express that a matroid is connected, meaning that every pair of
elements is in a circuit, a notion similar to 2-connectivity in graphs:
∀x, y ∃X x ∈ X ∧ y ∈ X ∧ circuit(X)
The axioms defining a matroid in term of circuits, given at the end of Sec.
2.1, are also expressible in MSOM .
One defines the notion of minor of a matroid by using the restriction pre-
sented in Sec.2.1 and an operation of contraction. For any matroid N , one can
write a formula ψN of MSOM which is true on a matroid M if and only if N
is a minor of the matroid M (see [7]). Therefore all classes of matroids defined
by excluded minors, such as the matroids representable over F2 [15], F3 [16] or
F4 [17], are also definable by an MSOM formula.3
One can express some properties about a graph by a formula over its cycle
matroid. For instance, one can check that a graph is Hamiltonian if and only
if it has a cycle containing a spanning tree. This can be stated by the next
formula, where basis(X) is a formula which holds if and only if X is a basis:
∃C circuit(C) ∧ ∃x basis(C \ {x})
In fact, it has been proven in [8] that any sentence about a loopless 3-
connected graph G in MS2 can be expressed as a sentence about its cycle ma-
troid in MSOM . This property can be generalized to any graph, by considering
the cycle matroid of G⊎K3 which is a disjoint union of G and K3 with all edges
between the two graphs.
4.3. From Matroids to Trees
The aim of this subsection is to translate MSOM formulas over a matroid
into MSO formulas over its enhanced tree. The main difficulty is to express
the predicate indep in MSO. To achieve that, we use Theorem 3 which reduces
this property to an easily checkable condition on a signature at each node of
the enhanced tree. This can be seen as finding an accepting run of a non
deterministic automaton whose states are signatures.
The formula is defined for enhanced trees of width less than t over a field F
of size k. We have to encode in MSO a signature λ of size at most t at each
3These examples are partial results towards Rota’s conjecture, that is to prove that the
matroids representable over a finite field can be characterized by excluded minors for any
finite field.
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node of an enhanced tree. These signatures are represented by the set ~X of
set variables Xλ indexed by all signatures λ of size at most t. The number of
such variables is bounded by (k+1)t, a constant because both the field and the
branch-width are fixed.
The relation Xλ(s) holds if and only if λ is the signature at s. The following
formula states that there is one and only one value for the signature at each s.
Ω( ~X) ≡ ∀s
∨
λ

Xλ(s) ∧
λ′ 6=λ
¬Xλ′(s)


Remark 3. We could have defined the signature of a set as the union of all the
signatures it admits, as we do in Sec. 6. The signature would then be unique,
and our construction would correspond to a deterministic automaton. But in
this case, we would deal with 2k
t
possible signatures, a number still bounded if
k and t are fixed, but which is much larger and further decreases the practical
interest of the algorithm we provide.
If we want to be more efficient and use less variables, we may encode in
binary the value of each element λi ∈ F of a signature λ. We only need log(k)t
variables to do so and it also spares us the formula Ω but it would obfuscate
the presentation.
The formula dep(Y ) that represents the negation of the relation indep is now
built in three steps corresponding to the three conditions of Theorem 3.
1. The formula Ψ1 ensures that the relationR holds at every internal node. It
is a conjunction on all possible characteristic matricesN and all signatures
λ.
Ψ1( ~X) ≡ ∀s¬leaf(s)⇒ [∃s1 s2 lchild(s, s1) ∧ rchild(s, s2)∧
λ1,λ2,λ,N
((label(s) = N ∧Xλ1(s1) ∧Xλ2(s2) ∧Xλ(s))⇒ R(N, λ, λ1, λ2))]
2. We define the formula Ψ2(Y, ~X) which means that a leaf with a signature
different from ∅ is in Y and has a label different from the matrix (0).
Ψ2(Y, ~X) ≡ ∀s (leaf(s) ∧ ¬X∅(s))⇒ (Y (s) ∧ label(s) 6= (0))
3. Ψ3( ~X) states that the signature at the root is (0, . . . , 0).
Ψ3( ~X) ≡ ∃s root(s) ∧X(0,...,0)(s)
Thanks to Theorem 3 we know that the following formula is true on an
enhanced tree T of a matroid M if and only if Y is a set of leaves of T in
bijection with a dependent set of M .
dep(Y ) ≡ ∃ ~X Ω( ~X) ∧Ψ1( ~X) ∧Ψ2(Y, ~X) ∧Ψ3( ~X)
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The size of the formula dep(Y ) is up to a constant factor the size of Ψ1 which
is a conjunction of less than k9t
2+3t terms of constant size plus the size of Ω
which is disjunction of kt terms of size kt. Therefore, when k and t are fixed,
dep is of fixed size.
We now define by induction a formula F (φ(~x)) of MSO from the formula
φ(~x) ∈MSOM , by relativization to the leaves.
• if φ(~x) is the relation x = y or x ∈ X , F (φ(~x)) is the same relation
• if φ(~x) is the relation indep(X), F (φ(~x)) is the negation of the formula
dep(X) we have just defined
• if φ(~x) is the formula ψ(~x)∧χ(~x), F (φ(~x)) is the formula F (ψ(~x))∧F (χ(~x))
• if φ(~x) is the formula ∃yψ(y), F (φ(~x)) is the formula ∃y(leaf(y)∧F (ψ(y)))
• if φ(~x) is the formula ∃Y ψ(Y ), F (φ(~x)) is the formula ∃Y [∀y(y ∈ Y ⇒
leaf(y)) ∧ F (ψ(Y ))]
Moreover, for every free first-order variable y and every free second-order
variable Y , we take the conjunction of the relativized formula above with:
• leaf(y)
• ∀y(y ∈ Y ⇒ leaf(y))
We can now state the main theorem:
Theorem 5. Let M be a F-matroid of branch-width less than t, T one of its
enhanced tree and l the bijection between the leaves of T and the elements of M .
Let φ(~x) be a MSOM formula with free variables ~x, we have
(M,~a) |= φ(~x)⇔ (T, l(~a)) |= F (φ(~x))
Proof. The demonstration is done by induction, every case is trivial except the
translation of the predicate indep whose correctness is given by Theorem 3.
Suppose we have a formula φ of MSOM and a representable matroid M
of branch-width t. We know that we can find a branch-width decomposition
of width equal to t in cubic time [14]. Furthermore, we can build from it an
enhanced tree of M in cubic time. By Theorem 5, we know that we need only
to decide the formula F (φ) on the enhanced tree to decide φ on M , which is
done in linear time by Theorem 4. We have, as a corollary, the main result of
[8].
Corollary 1 (Hlineˇny´ [8]). The model-checking problem of MSOM formulas
is decidable in time f(t, k, l)× n3 over the set of F-matroids given by a matrix,
where n is the number of elements in the matroid, t is its branch-width, k is the
size of F, l is the size of the formula and f is a computable function.
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Since we can decide dependence in a represented matroid of bounded branch-
width in linear time by only using one of its enhanced tree, the enhanced trees
are a way to describe completely a matroid and then to represent it. Moreover,
this representation is compact, since the size of an enhanced tree is O(t2 × n),
where n is the size of the ground set of the matroid, while the matrix which
usually defines it, is of size O(n2).
5. Extensions and Applications
In this section, we present generalizations of the result of the previous sec-
tion, by an extension of the model or of the language. As an application, we
show that Theorem 5 can be used to solve enumeration problems in a more
efficient way.
5.1. Logical extension
Colored matroids. We can work with colored matroids, meaning that we add
a fixed number of unary predicates to the language which are interpreted by
subsets of the ground set. Theorem 5 still holds for colored matroids except
that we now have colored trees, on which the decision problem for MSO is still
in linear time.
Let A-Circuit be the problem to decide, given a matroid M and a subset
A of its elements, if there is a circuit in which A is included. This problem is
interesting, since when |A| = 1 and the matroid is representable over a finite
field, a circuit extending A is a minimal solution (for inclusion of the support)
of a linear system. If the field is F2, a circuit extending A is a minimal solution
(for the pointwise order) of an affine formula. It is an affine variation of the cir-
cumscription problem for propositional formulas studied in artificial intelligence
[18].
1. If |A| = 1 or 2, the problem is decidable in polynomial time. For the
particular case of a vector matroid see [19], in general one uses a matroid
separation algorithm.
2. If |A| = 3, the question is open.
3. If |A| = k is fixed and the matroid is a cycle matroid then it is decidable
in polynomial time by reduction to the problem of finding k disjoint paths
in a graph [20].
4. If |A| is unbounded, even if the matroid is only a cycle matroid, the ques-
tion is NP-complete by reduction from the Hamiltonian Path problem.
This problem is easily expressible in MSOM over a matroid equipped with
a unary second-order predicate A, by the formula A − Circuit(X) ≡ A ⊆
X ∧ Circuit(X). Thus A-Circuit is decidable in polynomial time over rep-
resentable matroids of branch-width t, while it is a NP-complete problem in
general.
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Counting MSO. The second generalization is to add to the language a fixed
number of second-order predicates Modp,q(X) which mean that X is of size p
modulo q. We obtain the logic called CMSOM for counting monadic second-
order. In this logic, we can express the fact that a set is a circuit of even
cardinality, which is not possible inMSOM . Theorem 5 also holds for CMSOM
except that the translated formula is now in CMSO. This is interesting since
the model-checking of CMSO is solvable in linear time over trees [21].
We could also adapt Theorem 5 to MSOM problems with optimization con-
straints, that is finding the minimal or maximal size of a set which satisfies a
formula. This kind of problem has been introduced in [22] for graphs under
the name of EMSO. These problems are solvable in linear time for graphs of
bounded tree-width. For instance, using the formula A − Circuit(X), we can
find the size of the minimum circuit which extends a set A. When the matroid
is binary and |A| = 1, it is equivalent to the problem of finding the minimum
weight of a solution of an affine formula, which is NP-complete [23].
5.2. Enumeration
Let us first define enumeration problems and the associated complexity mea-
sures. Let A be binary predicate over Σ∗ where Σ is finite alphabet. One says
that A is polynomially balanced when there is a polynomialQ such that if A(x, y)
holds then |y| < Q(|x|). We write A(x) for the finite set {y | A(x, y)}. The enu-
meration problem associated to A, denoted by Enum·A, consists in computing
the function which associates A(x) to x.
An enumeration algorithm does not output the whole set A(x) and stops: it
outputs the elements of A(x) one after the other. The measure of complexity,
out of the total time to output all elements, is the time between the output of
one solution and the next, which is called the delay. We say that a problem
Enum·A is solvable by an algorithm in incremental delay if, for all inputs x, its
delay between the ith and the i+ 1th solutions is polynomial in |x| and i. If its
delay is polynomial in |x| only, we say that the algorithm is in polynomial delay.
We now present a theorem, which gives algorithms in polynomial delay to
solve a lot of problems on matroids. We use it specifically to solve the prob-
lem Enum·A-Circuit over matroids of bounded branch-width representable on
finite fields.
Theorem 6 (Courcelle [24]). Let φ(X1, . . . , Xm) be an MSO formula, there
exists an enumeration algorithm which given a term T of size n and of depth d
enumerate the m-tuples B1, . . . , Bm such that T |= φ(B1, . . . , Bm) with a linear
delay and a preprocessing time O(n× d).
The next corollary is a direct consequence of Theorems 5 and 6.
Corollary 2. Let φ(X1, . . . , Xm) be an MSOM formula, let t be an integer
and let F be a field. There is an algorithm, which given a F-matroid M of
branch-width less than t, enumerates the m-tuples B1, . . . , Bm such that M |=
φ(B1, . . . , Bm) with a linear delay after a cubic preprocessing time.
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Proof. Let φ(X1, . . . , Xm) be an MSOM formula, we compute in constant time
F (φ(X1, . . . , Xm)), the formula for matroids of branch-width at most t given by
Theorem 5. Then, given a matroid of branch-width t, we compute its enhanced
tree in cubic time. We run the enumeration algorithm given by Theorem 6 on
this enhanced tree and the formula F (φ(X1, . . . , Xm)). Each time we find a m-
tuple satisfying the formula, we output its image by the bijection between the
leaves of the enhanced tree and the elements of the matroid. This algorithm gives
the solutions of φ(X1, . . . , Xm) with a linear delay and a cubic preprocessing
time.
Our example of the previous subsection, the problem A-Circuit, yields
the interesting enumeration problem Enum·A-Circuit. This problem admits
an algorithm in incremental delay [10] when |A| = 1 and the matroid has an
independence predicate decidable in polynomial time. We would like to have an
algorithm for this problem with polynomial delay rather than incremental. The
only known result in this vein is for |A| of fixed size and cycle matroids [25].
Corollary 2 can be adapted toMSOM over colored matroids and thus applied
to the formula A− Circuit(X). We obtain an algorithm in linear delay, which
solves Enum·A-Circuit on matroids representable over a finite field and of
branch-width t. In addition to its good delay, this algorithm is the first which
solves the problem for an unbounded A. Moreover, the time it takes to output
all solutions is linear in the number of solutions, while the incremental algorithm
of [10] needs a time cubic in this number. Another polynomial delay algorithm
for Enum·A-Circuit on a class of very “dense” representable matroids is also
presented in the second chapter of [26].
6. Matroid Operations
In this section, we give two different ways to build matroids by means of some
well chosen operations. We then prove that the model-checking of MSOM is
decidable in linear time on these classes of matroids. Definitions and notations
are inspired from [8] and are sometimes slightly modified to deal with different
matroid grammars.
6.1. Pushout of boundaried matrices
Definition 8 (Boundaried matroid). A pair (M,γ) is called a t boundaried
matroid if M is a matroid and γ is an injective function from [1, t] to M whose
image is an independent set. The elements of the image of γ are called boundary
elements and the others are called internal elements.
The restriction ofM to its ground set minus the elements of the boundary is
called the internal matroid of (M,γ). We need an operation ⊕, which associates
a matroid N1⊕N2 to two t boundaried matroids N1 and N2. By means of this
operation, we try to properly define a set of terms similar to those introduced
in [8]. Hereafter, we explain how these terms are related to enhanced trees. The
same technique will be used with a different operation in the next section.
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A t boundaried matrix is a matrix A and an injective function γ from [1, t] to
A whose image is an independent set of columns. Boundaried matrices represent
boundaried matroids in the obvious way. In fact, we define the operation ⊕ on
boundaried matrices and not on the boundaried matroids they represent.
We want to define ⊕ as the pushout (or amalgam) of two boundaried ma-
trices. It would then generalize the construction of decomposition trees for
graphs of bounded branch-width, also obtained by a pushout in the category
of graphs. By pushout, we mean an operation such that A1 and A2 can be
injected in A1 ⊕ A2 by the morphisms i1 and i2 respectively and such that
i1(γ1(j)) = i2(γ2(j)) for all j. We present a way to define such a pushout
between two vector spaces, which yields an operation on boundaried matrices.
Let (A1, γ1) and (A2, γ2) be two t boundaried matrices over the same field
F. We see Ai as a set of vectors in the vector space Ei. Let E1 × E2 be the
direct product of the two vector spaces and let B be its subspace generated by
the elements (γ1(j),−γ2(j)) for all j.
Definition 9. Let E be the quotient space of (E1 × E2) by B. We write
(A1, γ1) ⊕ (A2, γ2) the set of vectors in E of the form (a1, 0) with a1 ∈ A1 \
γ1([1, t]) and (0, a2) with a2 ∈ A2 \ γ2([1, t]).
Remark that (A1, γ1) ⊕ (A2, γ2) defines a (non boundaried) F-matroid. To
have a more specific idea of the action of ⊕ and give examples, we must explain
how to unambiguously represent (A1, γ1)⊕ (A2, γ2) by a matrix. Since, once a
base is chosen, a set of vectors and a matrix are the same objects, we only have
to give an algorithm to build a base of E. We build a base B of E from C and D,
the canonical bases of E1 and E2. Let i1 (respectively i2) be the injection from
E1 to E (resp. from E2 to E). Let B0 = i1(C) and Bj+1 = Bj ∪ {i2(Dj+1)} if
this set is independent, otherwise Bj+1 = Bj . Let n be the size of C2, then B
is Bn, which is by construction a base of E.
Example 6.
(
1 0 1
0 1 1
)
⊕

 1 0 1 00 1 1 0
0 1 1 1

 =

 1 1 01 1 1
0 0 −1


(
1 0 1
0 1 1
)
⊕

 1 0 2 00 1 1 0
0 1 1 1

 =

 1 2 01 1 1
0 0 −1


The matrices of the example can be seen as defined over F3 or any larger field.
The boundary elements are the two first columns of the matrices, separated
from the others by the symbol | for clarity. The image of the canonical base of
E1 in E is {e1, e2} and the image of E2 is {e3, e4, e5}. By identification of the
first and second columns, we have e1 = e3 and e2 = e4 + e5. The basis built by
the algorithm is thus {e1, e2, e4}.
The column (1, 1, 1)t of the second matrix in the left hand side of the first
equation is represented in the right hand side by (1, 1, 0)t. Indeed, once injected
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in E, this vector is equal to e3 + e4 + e5 which is equal to e1 + e2, the sum of
the two first vectors of the base we have built.
Notice that the columns 1 and 2 of the result in the first equation form
a dependent set but not in the result of the second, thus the two matrices ob-
tained represent distinct matroids. Yet the matrices we combine by ⊕, although
different, represent the same matroid in both equations.
Example 6 shows that ⊕ cannot be seen as an operation on matroids because
the result depends on the way the matroids are represented. We could also make
this kind of construction by representing matroids by projective spaces, as it is
done in [8]. Unfortunately, we would define essentially the same operation,
which would still be defined over the projective spaces and not the matroids.
Nevertheless, if we restrict⊕ to matrices over F2, it properly defines an operation
on the matroids they represent.
Proposition 3. Let (M1, γ1) and (M2, γ2) be two boundaried F2-matroids. For
all matrices A1 and A2 which represents these matroids, the matroid represented
by A1 ⊕A2 is the same.
Proof. We are going to show that the fact to be a circuit of A1 ⊕ A2 depends
only onM1 andM2. Since a matroid is entirely determined by its set of circuits,
it will prove the proposition.
A circuit of A1 ⊕A2 is the union of internal elements of A1 and A2 denoted
byX and Y such that
∑
x∈X
(x, 0) +
∑
y∈Y
(0, y) ∈
〈
{(γ1(j),−γ2(j))}j≤t
〉
andX∪Y
is minimal for this property. Equivalently, there is a set S ⊆ [1, t] such that the
two following relation hold:
•
∑
x∈X
x+
∑
i∈S
γ1(i) = 0
•
∑
y∈Y
y +
∑
i∈S
γ2(i) = 0
This is true because, the matrices A1 and A2 are defined over F2, therefore all
coefficients different from zero have to be one. It is equivalent to: X ∪ γ1(S) is
a circuit of A1, thus of M1 and Y ∪ γ2(S) is a circuit of A2 thus of M2
Behind this proof is hidden the notion of the signature of a set in a bound-
aried matroid that we are going to use afterwards. We now want to build
matroids from successive applications of the operation ⊕.
Definition 10. Let A be a matrix and let γAi for i = 1, 2, 3 be three injective
functions from [1, ti] to the columns of A. If the sets γ
A
i ([1, ti]) are independent
and form a partition of the columns of A, then (A, {γAi }i=1,2,3) is called a 3-
partitioned matrix.
Let M be a matroid and let γMi for i = 1, 2, 3 be three injective functions from
[1, ti] to the ground set of M . If the sets γ
M
i ([1, ti]) are independent and form
a partition of the columns of M , then (M, {γMi }i=1,2,3) is called a 3-partitioned
matroid.
20
The characteristic matrices used to build the enhanced trees may be seen
as 3-partitioned matrices. From ⊕ and A a 3-partitioned matrix we define an
operator ⊙A which associates a boundaried matrix to two boundaried matrices.
It is defined by two successive uses of ⊕ on the boundaries γA1 and γ
A
2 .
Definition 11. Let A1 = (A1, γ1) and A2 = (A2, γ2) be respectively a t1 and
a t2 boundaried matrix and let A be a 3-partitioned matrix. We call A1 ⊙A A2
the t3 boundaried matrix defined by (A1⊕ (A, γA1 ), γ
A
2 )⊕A2 with boundary γ
A
3 .
A
A 2A 1
1
γ
2
γ
3
γA
2
γA
1
γA
A 2A 1 A
3
γA
Figure 4: Representation of the operation ⊙, boundaries represented in grey and removed
parts hatched
The operation ⊕ is “associative” meaning that A1⊙AA2 can also be defined
by A1 ⊕ ((A, γA2 )⊕A2, γ
A
1 ) with boundary γ
A
3 .
Let Υ be the set containing the two following 1-boundaried matrices:
• Υ0 is the matrix
(
1 0
0 1
)
.
• Υ1 is the matrix
(
1 1
)
.
Definition 12. Let MFt be the set of terms which are inductively defined by:
• An element of Υ is a term of MFt .
• Let T1 and T2 be two terms of value A1 and A2 which are a t1 and a t2
boundaried matrix. Let A be a 3-partitioned matrix, its three parts being
of cardinality t1, t2 and t3, all less than or equal to t. Then A1 ⊙A A2 is
a term of MFt whose value is a t3 boundaried matrix.
The value of a term of MFt is a matrix with a boundary. We will not
distinguish a term from its value and the matroid it represents when we remove
the boundary. To study the matroids represented by these terms, we now need
to define the signature of a set X in exactly the same way as for enhanced trees.
Definition 13. Let T be a term of MFt and let (A, γ
A) the boundaried matrix
defined by T . We write l for the size of the boundary of A. Let X be a subset of
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internal elements of A. We say that X admits the signature λ = (λ1, . . . , λl) in
T if there is a nontrivial linear combination of its elements equal to
∑
i≤l
λiγ
A(i).
The set X always admits the signature ∅.
We now show that the signatures in a term of MFt satisfy the relation R
given in Definition 6. To this aim, we prove two lemmas similar to Lemmas 1
and 2 in which we use the following notations:
• Let T be a term of MFt equal to T1 ⊙A T2, where A is a 3-partitioned
matrices.
• The terms T1, T2 and T represent the t1, t2 and t3 boundaried matrices
(N1, γ1), (N2, γ2) and (N, γ3).
• Let E1, E2 and E3 be the vector spaces generated by the columns of N1,
N2 and A.
• Let V be the vector space E1 × E2 × E3.
• LetB be
〈{
(γ1(j), 0, 0)− (0, 0, γ
A
1 (j))
}〉
and C be
〈{
(0, γ2(j), 0)− (0, 0, γ
A
2 (j))
}〉
.
• Let E be the quotient of V by B and then by C, it is the vector space
which is used to define (N, γ3).
• Let φ1, φ2 and φ3 be the injection of E1, E2 and E3 in E.
Lemma 4. Let X1 and X2 be two sets of internal elements of N1 and N2. If
X1 admits µ in T1, X2 admits δ in T2 and R(A, λ, µ, δ) holds then X = X1∪X2
admits λ in T .
Proof. By definition of the signature, we know that a nontrivial combination
of internal elements of X1 (respectively of X2) is equal to
∑
1≤i≤t1
µiγ1(i) (re-
spectively to
∑
1≤j≤t2
δjγ2(j)). Therefore, there is a combination of elements of
X1 ∪X2 seen as elements of E which we write v and which satisfies:
v = φ1

 ∑
1≤i≤t1
µiγ1(i)

 + φ2

 ∑
1≤j≤t2
δjγ2(j)


Since φ1(γ1(i)) = φ3(γ
A
1 (i)) and φ2(γ2(i)) = φ3(γ
A
2 (i)) for all i,
v = φ3

 ∑
1≤i≤t1
µiγ
A
1 (i)

 + φ3

 ∑
1≤j≤t2
δjγ
A
2 (j)


Moreover, φ3 is a linear function, therefore we have:
v = φ3

 ∑
1≤i≤t1
µiγ
A
1 (i) +
∑
1≤j≤t2
δjγ
A
2 (j)


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Because R(A, λ, µ, δ) holds, we have the equality∑
1≤k≤t3
λkγ
A
3 (k) =
∑
1≤i≤t1
µiγ
A
1 (i) +
∑
1≤j≤t2
δjγ
A
2 (j)
This equality yields
v = φ3

 ∑
1≤k≤t3
λkγ
A
3 (k)

 = ∑
1≤k≤t3
λkγ3(k)
It means that X = X1∪X2 admits the signature λ in T , since γ3 is the boundary
of N .
Lemma 5. Let X1 and X2 be two sets of internal elements of N1 and N2. If
X = X1 ∪ X2 admits λ in T , then there are two signatures µ and δ such that
R(A, λ, µ, δ) holds, X1 admits µ in T1 and X2 admits δ in T2.
Proof. Since X admits λ in T , there is a linear combination of elements of X
equal to φ3

 ∑
1≤k≤t3
λkγ3(k)

. It is equivalent to say that we have the following
equality in V :
(v1, 0, 0) + (0, v2, 0) + (b1, 0, b2) + (0, c1, c2) =
∑
1≤k≤t3
(0, 0, λkγ
A
3 (k)), (2)
where (v1, 0, 0) is a combination of elements of X1 injected in V , (0, v2, 0) is a
combination of elements of X2 injected in V , (b1, 0, b2) ∈ B and (0, c1, c2) ∈ C.
Since (b1, 0, b2) is in B, there is a signature µ such that it is equal to:∑
1≤i≤t1
(µiγ1(i), 0,−µiγ
A
1 (i))
In the same way, there is a signature δ such that (0, c1, c2) is equal to:∑
1≤j≤t2
(0, δjγ1(j),−δiγ
A
1 (j))
Equation 2 implies that v1 = −b1 and v2 = −c1, therefore X1 is of signature µ
in T1 and X2 is of signature δ in T2. We also deduce from Equation 2:
b2 + c2 =
∑
1≤k≤t3
(0, 0, λkγ
A
3 (k))
Therefore R(A, λ, µ, δ) holds.
By means of these two lemmas, we can prove that enhanced trees of width
t and MFt are the same object. Let g be the after defined bijection between the
enhanced trees of width t andMFt . Let T be an enhanced tree, one replaces A on
each internal node by⊙A (a characteristic matrix is a 3-partitioned matrix). The
images of the leaves labeled (0) and (1) are the constants Υ0 and Υ1 respectively.
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Theorem 7. Let M be a F-matroid, then T is one of its enhanced tree of width
t if and only if M is the value of the term g(T ).
Proof. One can prove a theorem of characterization of dependent sets by the
signatures on the terms of MFt identical to Theorem 3, using Lemmas 4 and 5.
Therefore T and g(T ) define the same matroid.
s
s1 s2
s3 s41 1
11
1 11
1
0
1
1
1 1
1 0
0
1
0
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ϒ1ϒ1
ϒ1
Figure 5: The term associated to the enhanced tree of Fig. 3
Example 7. We give here the matrices, with their boundary on the left side,
which are constructed when evaluating the term of Fig. 5
Ms3 =
(
0 1 0
1 0 1
)
Ms1 =

 0 1 0 00 0 1 1
1 0 0 1


Ms4 =
(
1 1 0
0 1 1
)
Ms2 =
(
1 1 0 1
0 1 1 0
)
Ms =


1 0 0 0 0 0
0 1 1 0 0 0
0 0 1 1 0 1
0 0 0 1 1 0


The matrixMs represents the same matroid as the matrix X of Fig. 2 which
was used to find an enhanced tree and then a term as explained in the proof of
the previous theorem.
6.2. Series and parallel connections
In this subsection we consider two of the most simple operations on matroids,
called the series and parallel connections. They extend well-known graph op-
erations, which are used to characterize the graphs of tree-width 2 [27]. By
means of these operations, we describe a class of matroids, which are not all
representable, using the methods introduced in the previous subsection. The
following definition and theorem are taken from [11].
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Definition 14. LetM1 andM2 be two 1 boundaried matroids of ground set S1
and S2. Their respective boundaries are {p1} and {p2}. We denote by C(M) the
collection of circuits of the matroidM . Let E be the set S1∪S2∪{p}\{p1, p2}.
We define two collections of subsets of E:
CS =
{
C(M1 \ {p1}) ∪ C(M2 \ {p2})
∪{C1 \ {p1} ∪ C2 \ {p2} ∪ {p} | pi ∈ Ci ∈ C(Mi)}
CP =


C(M1 \ {p1}) ∪ C(M2 \ {p2})
∪i=1,2 {Ci \ {pi} ∪ {p} | pi ∈ Ci ∈ C(Mi)}
∪ {C1 \ {p1} ∪C2 \ {p2} | pi ∈ Ci ∈ C(Mi)}
Theorem 8. The sets CS and CP are collections of circuits of a matroid on E.
1
2
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4
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3 4
5
1
2
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5
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5
Series
Connection
Parallel
Connection
Figure 6: Example of series and parallel connections over graphs with boundaries represented
by a dotted line
The matroid defined by CP is called the parallel connection of M1 and M2
while the one defined by CS is the series connection of M1 and M2.
Definition 15. We write M1 ⊕p M2 for the parallel connection of M1 and M2
restricted to the ground set E \ {p}.
The operator ⊕p is known under the name of 2 sum (see [11]). We could
also consider an operator ⊕s, but it is only the direct sum of two matroids and
it will not enlarge the class of matroids we are about to define. We now consider
the operation ⊙ defined as in Definition 11, except that ⊕ is replaced by ⊕p.
Definition 16. Let Lk be the set of 1 boundaried matroids of size at most k
and let M be the set of 3-partitioned matroids of size 3. We write Tk for the
set of terms T (Lk,M).
A term of Tk has for value a 1 boundaried matroid. Remark that there are
only 6 different matroids of size 3 up to isomorphism (see the proof of Lemma
6). Notice also that the class of boundaried matroids of size k closed by the
series parallel operation is strictly larger than Tk. Indeed, when one builds a
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term, the position of the boundary is imposed. It could be interesting to extend
the result of this section to this broader class.
A term of Tk can have a non representable matroid for value, since the con-
stants at the leaves are arbitrary matroids. Therefore the matroids represented
by elements of Tk and elements of M
F
t are different. Nevertheless there is a re-
lation between the operations ⊕p and ⊕ as illustrated by the next proposition.
Proposition 4. Let M1 (resp. M2) be a matroid of boundary {p1} (resp. {p2})
represented by the sets of vectors A1 (resp. A2). Then A1 ⊕ A2 represents the
matroid M1 ⊕p M2.
Proof. We prove that the dependent sets of A1 ⊕ A2 are the same as the de-
pendent sets of M1 ⊕p M2. In fact, we only show that a dependent set D of
M1 ⊕p M2 is a dependent set of A1 ⊕ A2. The converse is easy and left to the
reader. By the definition of ⊕p, the dependent set D can be of two different
kinds. It may be the image of a dependent set of M1 \ {p1} or M2 \ {p2}, it is
then trivially a dependent set of A1 ⊕A2.
Assume now that D = D1 \ {p1}∪D2 \ {p2}, where D1 is a dependent set of
M1 containing {p1} and D2 a dependent set of M2 containing {p2}. Since M1
and M2 are represented by A1 and A2, we have the following linear dependence
relations of their columns in bijection with D1 and D2:
λ1p1 +
∑
αiA
i
1 = 0 and λ2p2 +
∑
βiA
i
2 = 0
By linear combination of the two previous equalities we get:
λ1(p1 − p2) +
∑
αiA
i
1 +
∑
−λ1λ
−1
2 βiA
i
2 = 0
In A1 ⊕A2, we have p1 = p2 therefore, the equation becomes:
∑
αiA
i
1 +
∑
−λ1λ
−1
2 βiA
i
2 = 0
This last equation proves that D is dependent in A1 ⊕A2.
It seems that the previous lemma would fail for generalizations of ⊕p to
a boundary larger than one. Indeed, ⊕ is not an operation on matroids as
seen in Example 6 with a boundary of size two. In fact, one of the natural
generalizations of ⊕p to boundary of size k is the k sum (see [11]) which is
defined on binary matroids only.
Corollary 3. A matroid defined by a term of Tk whose constants are F-matroids
is an F-matroid of branch-width at most k.
Proof. By structural induction on the terms of Tk whose constants are F-matroids.
The constants are matroids of size k because they are in Tk and they are repre-
sentable by hypothesis, hence they are of branch-width at most k. Assume now
that T = T1⊙M T2, where the values of T1 and T2 are matroid of branch-width k
represented by A1 and A2 respectively. All matroids of size 3 are cycle matroids
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and hence are representable in any field. Therefore M is represented by the
3-partitioned matrix A over F. Using the previous proposition, we have that
A1 ⊙A A2 represents the same boundaried matroid as T = T1 ⊙M T2. Finally,
Theorem 7 proves that A1 ⊙A A2 is of branch-width k, which completes the
proof.
We now define a very general notion of signature to use the previously in-
troduced technique and illustrate it in this setting. A signature describes which
sets of elements of the boundary make a set of internal elements dependent.
Notice that, contrary to the representable matroid case, the signature of a set
is unique. We could use this notion of signature for other operations than ⊕p,
over matroids of boundary bigger than 1.
Definition 17 (Signature). Let T be a term whose value is a boundaried
matroid M and let X be a set of internal elements of M . The signature of the
set X in T is the set of all the subsets S of the boundary such that X ∪ S is a
dependent set in M .
In general, if the boundary is of size s, there are less than 22
s
signatures. In
our setting, the term is in Tk, thus there is only one boundary element denoted
by 1. We have only three different signatures:
1. if X is dependent then it is of signature {{}, {1}} that we denote by 2
2. if X is dependent only when we add the boundary element then it is of
signature {{1}} which we denote by 1
3. if X is independent even with the boundary element then it is of signature
∅ which we denote by 0
Note that an empty set is of signature 0, because the boundary is an inde-
pendent set. We now prove in this context a result similar to Lemma 1. We
will not need an equivalent of Lemma 2, since here the signatures are unique.
Lemma 6. There is a relation Rp(µ, δ, λ,N), where the first three arguments
are signatures and N is a 3-partitioned matroid of size 3, such that the following
holds. Let T = T1 ⊙N T2 be a term of Tk, let X1 and X2 be sets of internal
elements of the boundaried matroids represented by respectively T1 and T2. If
the set X1 is of signature µ in T1, the set X2 is of signature δ in T2 and
Rp(µ, δ, λ,N) holds, then the set X1 ∪X2 is of signature λ in T .
Proof. There are six 3-partitioned matroids of size 3, which we denote by Ni
for i = 1, . . . , 6. We represent each of them by three points in an ellipse. The
bottom left point is γNi1 (1), the bottom right one is γ
Ni
2 (1) and the top one
is γNi3 (1). The smaller ellipses enclosing points represent the circuits of the
matroid. We give here the value of the relation Rp for each Ni. One may then
easily check that the proposition holds.
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N1
Rp(·, ·,2, N1) = {(0,2), (2,0), (1,2), (2,1), (2,2)}
Rp(·, ·,1, N1) = {}
N2
Rp(·, ·,2, N2) = {(0,2), (2,0), (1,2), (2,1), (2,2)}
Rp(·, ·,1, N2) = {(1,1)}
N3
Rp(·, ·,2, N3) = {(0,2), (2,0), (1,2), (2,1), (2,2), (1,1)}
Rp(·, ·,1, N3) = {}
N4
Rp(·, ·,2, N4) = {(0,2), (2,0), (1,2), (2,1), (2,2)}
Rp(·, ·,1, N4) = {(1,1), (1,0)}
N5
Rp(·, ·,2, N5) = {(0,2), (2,0), (1,2), (2,1), (2,2)}
Rp(·, ·,1, N5) = {(1,1), (0,1)}
N6
Rp(·, ·,2, N5) = {(0,2), (2,0), (1,2), (2,1), (2,2), (1,1)}
Rp(·, ·,1, N5) = {(0,1), (1,0)}
We give in the proof the value of the relation Rp which plays the same role
as R in Lemma 1. The precise value of Rp is not important for the proof: what
matters is that it only depends on µ, δ, λ and N , but not on X1, X2 or T .
A close examination of the operations ⊙Ni in the previous proof shows that
we already know three of them:
• M1 ⊙N1 M2 is the matroid given by the direct sum of M1 and M2 with
boundary γN13 .
• M1 ⊙N2 M2 is the matroid given by the series connection of M1 and M2
with boundary γN23 .
• M1⊙N6 M2 is the matroid given by the parallel connection of M1 and M2
with boundary γN63 .
Observe that a leaf of a term of Tk represents a matroid of size less than k,
while a leaf of a term in MFt represents one element of the matroid it defines.
To use our method on terms of Tk, it is convenient to modify them. At each
leaf labeled by an abstract 1 boundaried matroid M , we root a binary tree with
as many leaves as internal elements in M . We denote by T˜k, the sets of terms
of Tk transformed in this way. We now have a bijection between the leaves of a
term of T˜k and the elements of the matroid it represents.
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Theorem 9 (Characterization of dependence). Let T be a term of T˜k which
represents the matroid M and let X be a set of elements of M . The set X is
dependent if and only if there exists a signature λs at each node s of T seen as
a labeled tree:
1. if s1 and s2 are the children of s of label ⊙N then Rp(λs1 , λs2 , λs, N)
2. if s is labeled by an abstract boundaried matroid N , then X ∩ N is a set
of signature λs in N
3. the signature at the root is 2
Proof. Let us remark that the set X is dependent in M if its signature contains
the set {}, i.e. if it is 2. We thus have to prove by induction on T that λs is the
signature of X in Ts. The base case is given by the condition 2, while Lemma
6 and condition 1 allow us to prove the induction step.
The function F we use in the next theorem is the same as in Section 4. It
associates a formula of MSO to a formula of MSOM by relativization to the
leaves and the use of a formula dep, whose new definition is given in the proof
of the next theorem.
Theorem 10. There exists a mapping F such that if T is a term of T˜k which
represents the matroid M and if f is the bijection between the leaves of T and
the elements of M then M |= φ(~a)⇔ T |= F (φ(f(~a))).
Proof. The demonstration is done by the construction of a formula dep(Y ) sat-
isfying the conditions of the characterization theorem. We use the formulas
defined in the proof of Theorem 5, condition 1 is implemented by the formula
Ψ1 except that R is now the relation Rp. In Ψ3, we replace X(0,...,0) by X2 to
satisfy condition 3.
Let Q(S,N, λ) be the relation which is true if and only if S is a subset of
the boundaried matroid N of signature λ. Recall that the set of signatures λs
is represented by a set of second-order variables ~X. To enforce condition 2,
we define a formula Ψ4(X, ~X, s). It is true if and only if each internal node
s of signature λ is labeled by a boundaried matroid N and λ is indeed the
signature of the intersection of Y with N . We write Y ∩ N = S for the fact
that the elements of Y which are leaves of a subtree rooted in a node labeled
by the boundaried matroid N form the subset S of N . One may check that it
is expressible by a MSO formula.
Ψ2(Y, ~X, s) =
∧
(N,S⊆N),λ
(label(s) = N ∧Xλ(s) ∧ Y ∩N = S)⇒ Q(S,N, λ)
This formula is a conjunction on all boundaried matroids N of size k and
their subsets, which are in number bounded by 22
k
, and on the three possible
signatures. We define the formula dep of size O(22
k
):
dep(Y ) ≡ ∃ ~X Ω( ~X) ∧Ψ1( ~X) ∧Ψ2(Y, ~X) ∧Ψ3( ~X)
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The characterization theorem proves that the formula dep is correct and the
theorem is then obtained by a simple induction on the formula.
Corollary 4. The model-checking problem of MSOM over the set of matroids
given by a term of Tk is decidable in time f(k, l) × n, where n is the number
of elements of the matroid, l is the size of the formula and f is a computable
function.
7. Conclusion
In this article, we have studied the representable matroids of bounded branch-
width. We have given a new proof of the fact that model-checking of MSOM
over them can be done in polynomial time (linear if a suitable representation is
given). Moreover we have linked together the notion of enhanced tree, adapted
from the branch decomposition, and the terms of MFt . In both cases, we use
the same tools, namely the relation R and the characterization of dependent
sets through signatures and R.
We have also introduced the set of terms Tk, which represent matroids dif-
ferent from MFt . We have then used the exact same method with signatures
and a relation Rp to characterize the dependent sets in a matroid represented
by a term of MFt . In fact, we could use this method on any term built from an
operationM1⊕M2, such that M1 and M2 are restrictions ofM1⊕M2. In other
words, the operation has to be derived from an amalgam (or push-out) over a
class of matroids.
One natural generalization to our construction, would be to lift the condition
that the boundaries are independent sets and thus build more terms from ⊕.
But it does not seem that we can obtain more matroids in this way. In the other
hand, if we want to extend the operation of parallel connection to a boundary
of any size, the properties of the boundary play a big role. There are thus two
natural open questions:
• How to generalize the class Tk by allowing boundaries of size larger than
one?
• Is it possible to design a matroid grammar which unifies both classes
presented in this paper (and possibly more)?
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