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Abstract 
In this paper, I discuss a method to tackle the issues arising from the small data-sets available 
to data-scientists when building price predictive algorithms that use monthly/quarterly macro-
financial indicators. I approach this by training separate classifiers on the equivalent dataset 
from a range of countries. Using these classifiers, a three level meta learning algorithm 
(MLA) is developed. I develop a transform, ASG, to create a country agnostic proxy for the 
macro-financial indicators. Using these proposed methods, I investigate the degree to which a 
predictive algorithm for the US 5Y bond price, predominantly using macro-financial 
indicators, can outperform an identical algorithm which only uses statistics deriving from 
previous price.  
Code 
The code and data used during this analysis has been uploaded to Github at the following 
repository: https://github.com/Akanni96/The-Development-of-A-Predictive-Model. For 
access, please email r.adewoyin@lse.ac.uk, with the title as the subject. Scripts have been 
written in python which automate all parts of this analysis, including data retrieval, ASG 
transform and generation of graphical results presented in this paper. A combination of 
python scripts and ipython notebooks have been used to provide a presentable format to 
results. It must be noted that the automated data scraping involves the use of win32com 
libraries to control excel and will not work on mac operation systems. 
1 Introduction 
Over recent years a significant proportion of research papers, covering predictive models, 
focus on the use of technical indicators in predicting equity prices. Fewer cover technical 
indicators in predicting fixed income prices and significantly less cover fixed income prices 
and macro-financial indicators. Difficulties in automating fundamental macro analysis arise 
from the periodic release of macro-financial indicators. This leads to the issue of small data 
sets, compounded by market structure changes invalidating data pre-1980. As a consequence, 
we are faced with datasets with less than 460 records, leaving classifiers prone to overfitting 
and volatile results.  
This paper aims to create a predictive algorithm for the US 5Y T-Note (US5Y) that uses 
macro-financial indicators. If successful, it will achieve a hit rate superior to that of its 
counterpart which only uses previous price of US5Y. To overcome the issues relating to 
small datasets, I focus on the relationships between other countries’ 5Y government bond and 
its corresponding macro-financial indicators. Programmatically, I achieve this through 
development of a meta learning algorithm (MLA) which automates parameter optimization, 
classifier selection, classifier ensembling and classifier layering. 
Section 1 briefly overviews the MLA algorithm used. Section 2 discusses the mentality 
cycles used to divide each countries’ time series data intro three sets, closely related to 
business cycles. Section 3 discusses the ASG transform, which is used to create two features 
per macro-financial indicator. The primary aim of the ASG is to create country agnostic 
features and provide more information relative to a macro-financial indicator datum. Finally, 
section 4 discusses the results. 
Results 
As this is a multi-faceted research paper the primary research foci and results of this paper 
have been summarised below for clarity: 
𝑅1: A hit rate of 87.6% was achieved in predicting the yield movement of the US5Y. 
However, this underperformed the base model which only included the ASG transform of the 
US5Y yield. Although, in failure came success as the base model that I developed achieved a 
strong hit rate of 90%. 
𝑅2: Of the countries used as training sets, United Kingdom, Germany and Canada provided 
satisfactory hit rates when training classifiers to be tested on United States data. On the other 
hand, Japan and Australia proved to provide unsuitable training sets.  
𝑅3: The results do not affirm that the relationship between a country’s 5Y government bond 
and relative changes/levels in macro-financial indicators are differ across mentality cycles. 
When tested on US data from mentality cycle 2, voting classifiers trained on a mentality 
cycle, 2, achieved a statistically significant higher hit rate. The equivalent was not true for 
mentality cycles 1 and 3. 
𝑅4: Of the macro-financial indicators used the following are judged to have produced the 
most important features when ASG transformed:  Real effective exchange rates; Spread 
between 10Y and 5Y domestic government bonds; Domestic stock index level 
Terminology 
Before starting, let us establish terminology that will be useful throughout the paper. 
Let 𝐷𝑈𝑆 be the dataset containing US data. 
Let the separate training sets from United Kingdom, Germany, Japan, Australia and Canada, 
be 𝐷𝑈𝐾 , 𝐷𝐺𝑅𝑀 , 𝐷𝐽𝑃𝑁 , 𝐷𝐴𝑈𝑆 and 𝐷𝐶𝑁𝐷, respectively. 
Let 𝐷𝑈𝐾
𝑀𝐶2 be the subset of 𝐷𝑈𝐾 that is in a time period where the United Kingdom economy is 
in mentality cycle 2. This notation is generalized for all countries and mentality cycles. 
Let 𝑉𝐶𝐺𝑅𝑀
𝑀𝐶3 be a majority rule voting classifier that uses classifiers trained on Germany’s data 
from mentality cycle 3, 𝐷𝐺𝑅𝑀. Further let 𝑉𝐶𝐺𝑅𝑀 = { 𝑉𝐶𝐺𝑅𝑀
𝑀𝐶1, 𝑉𝐶𝐺𝑅𝑀
𝑀𝐶2, 𝑉𝐶𝐺𝑅𝑀
𝑀𝐶3 }  be the set of 
voting classifiers trained on Germany. This notation is generalised across countries and 
mentality cycles. 
Let data pertaining to any arbitrary macro-financial indictor be denoted 𝑋.  
 
2 Meta Learning Algorithm (MCA) 
A step by step detail of the process used in this analysis has been detailed below. Appendix A 
provides a graphical representation of the resultant structure of the meta learning system 
produced by the algorithm. 
1. For each training set  
(UK has been used as an example. An identical process should be followed for the 
other training set countries) 
a. Ade-Sav-Gol transform data from all macro-financial indicators. For every 
indicator, this creates two features, 𝑋𝐴𝑆𝐺
𝐿  and 𝑋𝐴𝑆𝐺
𝐶 .  
b. Divide the time series data 𝑈𝐾𝐷 by mentality cycle, to create 
𝐷𝑈𝐾
𝑀𝐶1, 𝐷𝑈𝐾
𝑀𝐶2, 𝐷𝑈𝐾
𝑀𝐶3  
c. For each training data subset 𝐷𝑈𝐾
𝑀𝐶𝑖  for 𝑀𝐶𝑖 ∈ [𝑀𝐶1, 𝑀𝐶2, 𝑀𝐶3] and with a 
set, 𝐶𝑛, of n different types of non parameter tuned classifiers  
i. Cross validate all the classifiers on the dataset 𝐷𝑈𝐾
𝑀𝐶𝑖 
ii. Ranked by hit rate, create a set, 𝑇3
𝑀𝐶𝑖, of the top three trained 
classifiers.  
iii. For every member of 𝑇3
𝑀𝐶𝑖 perform grid search cross validation on 
𝐷𝑈𝐾
𝑀𝐶𝑖 to find a trained version of each classifier with optimal 
parameters. 
iv. Use the classifiers in 𝑇3
𝑀𝐶𝑖to create a Voting Classifier 𝑉𝐶𝑈𝐾
𝑀𝐶𝑖for the 
relevant country and mentality cycle.  
 
2. Now, each of the 5 training set countries have a set of 3 voting classifiers 
𝑉𝐶𝑐𝑜𝑢𝑛𝑡𝑟𝑦 = {𝑉𝐶𝑐𝑜𝑢𝑛𝑡𝑟𝑦
𝑀𝐶1 , 𝑉𝐶𝑐𝑜𝑢𝑛𝑡𝑟𝑦
𝑀𝐶2 , 𝑉𝐶𝑐𝑜𝑢𝑛𝑡𝑟𝑦
𝑀𝐶3 }. Let these constituents of 𝑉𝐶𝑐𝑜𝑢𝑛𝑡𝑟𝑦 
be termed the level 1 voting classifiers. 
 
Rearrange all level 1 voting classifiers into 3 sets relating to the mentality cycle they 
were trained on. For example 𝑉𝐶𝑀𝐶1 = {𝑉𝐶𝑈𝐾
𝑀𝐶1, 𝑉𝐶𝐺𝑅𝑀
𝑀𝐶1, 𝑉𝐶𝐽𝑃𝑁
𝑀𝐶1, 𝑉𝐶𝐴𝑈𝑆
𝑀𝐶1, 𝑉𝐶𝐴𝑈𝑆
𝑀𝐶1} is 
all voting classifiers trained on mentality cycle 1. 
 
For each mentality cycle 𝑀𝐶𝑖 ∈ [1,2,3]   
a. Test each level one classifier in 𝑉𝐶𝑀𝐶𝑖 on the corresponding US data subset 
𝐷𝑈𝑆
𝑀𝐶𝑖  
b. Ranked by hit rate, create a set, 𝑆3
𝑀𝐶𝑖, of the top three level 1 voting classifiers 
in 𝑉𝐶𝑀𝐶𝑖, provided all 3 achieve a hit rate over 75%. 
c. Use the level 1 voting classifiers in 𝑆3
𝑀𝐶𝑖 to create a voting classifier 𝑉𝐶𝐿2
𝑀𝐶𝑖. 
This is an ensemble of voting classifiers, each trained on a mentality cycle 
𝑀𝐶𝑖  
3. At this stage, we have three 2nd Level voting classifiers, one corresponding to each 
mentality cycle. 
 
To arrive at a final hit rate, each 2nd Level voting classifier is tested on the 
corresponding US data-subset 𝑈𝑆𝐷
𝑀𝐶𝑖. Using the total count of correct predictions 
across all 2nd Level Voting Classifiers, we derive an overall hit rate for the algorithm. 
 
 
3 Mentality Cycles 
The division of each country’s dataset by into mentality cycle subsets aims to capture the 
effects of ‘hindsight bias’ (Hawkins, et al., 1990). That is, the dynamic development of a 
belief based with weighted unequally among previous events. An extension of business 
cycles have been used in favour of economic cycles in order to capture investor sentiment. 
The exact dates for peaks and troughs in business cycle have been defined by the Economic 
Cycle Research Institute. 
Mentality Cycle 3 – Restored Confidence & Growth 
This is the second half of the economic expansion cycle, ranging from half way through the 
expansion until two months before the peak. During this period, I propose that investors are 
afflicted by self-deception in the form of overconfidence (Kufepaksi, 2010) . When reviewing 
the mass investment in low quality debt that lead to the 2007 debt crisis, we can draw 
parallels to a study wherein the predicted 98% confidence intervals that subjects produced, 
failed to include the true value 40% of the time (Raiffa , et al., 1982). This is compounded 
evidence suggesting those deemed experts in their field, investors, are more vulnerable to 
overconfidence (Griffin, et al., 1992). 
Mentality Cycle 2 – The recovery 
This ranges from the end of the second month after a trough, to half way until the next peak. 
This is characterised by a relatively risk averse investment community. Notably, this period 
can be characterised by increased regulatory scrutiny coupled with expansionary fiscal and 
monetary policies. 
Mentality Cycle 1 – Slow Down & Decline 
This ranges from two months before the business cycle peaks to the two months after a 
trough is reached. 
4 Adewoyin-Savitzky–Golay Transform 
Target and Features 
The target variable is the unit value of the change in the 5Y bond yield. Therefore, any 
increase in yield is noted as a +1and a decrease is represented as a -1. In total 17 features are 
used. Appendix B details the 8 macro-financial indicators which are ASG transformed to 
create 16 of these features. For all countries, monthly data is used between 1980 and 2017. 
All periods with no month on month change in 5Y bond yield were removed from the 
training datasets for simplicity. 
Process and Comments 
For each macro-financial indicator, the ASG transform creates two features, 𝐿𝐴𝑆𝐺  𝑎𝑛𝑑 𝐶𝐴𝑆𝐺. 
Below is a stepwise detail of the Ade-Sav-Gol transformation. The superscripts on the 
variables reference the step in which the variable was created. Appendix C provides a 
graphical representation of the changes in each step. 
Let the set 𝑥𝑡 ∈ 𝑋 be a data point in the time-series data for an arbitrary macro-financial 
indicator. 
Step 1 
Calculate the relative value and relative change, 𝑙𝑡
𝑆1 ∈ 𝐿𝑆1𝑎𝑛𝑑 𝑐𝑡
𝑆1 ∈ 𝐶𝑆1, by normalizing on 
data points from the previous 12 months 
𝑙𝑡
𝑠1 =   
𝑥𝑡−𝑥𝑘̅̅ ̅̅
𝑠(𝑥𝑘) 
    𝑐𝑡
𝑆1 =
𝑧𝑡−𝑧12̅̅ ̅̅ ̅
𝑠(𝑧12 )
    
 
𝑦𝑘̅̅ ̅ = average of the previous 12 months of data for the 𝑦 series 
𝑠(𝑦𝑘) = sample std. of previous 12 months of data for 𝑦 series 
𝑧𝑡  = 𝑥𝑡 − 𝑥𝑡−1 ,  
 
Step 2.1  
Perform outlier replacement on 𝐿𝑆1 𝑎𝑛𝑑 𝐶𝑆1 by replacing the top 𝑀 values, by absolute 
value, with the (𝑀 − 1)𝑡ℎ largest value for each set of data. 𝑀 is chosen such that the 
(𝑀 − 1)𝑡ℎ largest absolute value of 𝐿𝑒𝑥 𝑜𝑢𝑡 and 𝐶𝑒𝑥 𝑜𝑢𝑡 is at most 3. As 𝐿𝑆1and 𝐶𝑆1 are 
effectively a set of z scores, ± 3  should theoretically contain 99% of values. This also 
provides feature scaling. As we are classifying to a binary output, the scope for information 
loss due to outlier removal is significantly less than in multiclass and regression output. 
Now we have the 𝐿𝑒𝑥 𝑜𝑢𝑡 and 𝐶𝑒𝑥 𝑜𝑢𝑡 defined by 
𝐿𝑒𝑥 𝑜𝑢𝑡 = 𝐿𝑡
𝑠1 𝑤𝑖𝑡ℎ 𝑜𝑢𝑡𝑙𝑖𝑒𝑟 𝑟𝑒𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡  
𝐶𝑒𝑥 𝑜𝑢𝑡 = 𝐶𝑡
𝑠2 𝑤𝑖𝑡ℎ 𝑜𝑢𝑡𝑙𝑖𝑒𝑟 𝑟𝑒𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡  
Step 2.2 
Following this, we create 𝐿𝑆2 𝑎𝑛𝑑 𝐶𝑆2 by subtracting the minimum, min(𝐿𝑒𝑥 𝑜𝑢𝑡) and 
min(𝐶𝑒𝑥 𝑜𝑢𝑡), from every data point in 𝑡ℎ𝑒 𝐿𝑒𝑥 𝑜𝑢𝑡 and 𝐶𝑒𝑥 𝑜𝑢𝑡series. This ensures all data 
points are positive. 
Step 3.1 
Fit a Sav-Gol filter to 𝐿𝑆1 and 𝐶𝑆1to create 𝑆𝐿
𝑆3 and 𝑆𝐶
𝑆3.   
Step 3.2 
For both series, we calculate the Sav-Gol filter change, ∆𝑠𝑡
𝑆3 as 
𝑆𝑡−𝑆𝑡−1 
‖(𝑆𝑡−𝑆𝑡−1 )‖
, such that ∆𝑠𝑡
𝑆3 =
{
1 𝑠𝑡 > 𝑠𝑡−1
−1 𝑠𝑡 < 𝑠𝑡−1
 . The Sav-Gol filter’s removal of monthly noise provides a smoother 
representation of short term trends. Note: although Sav-Gol creates a continuous data, we 
only consider the end of month values when creating ∆𝑠𝑡
𝑆3. 
Step 4 
Calculate our ASG features as 
𝐿𝐴𝑆𝐺 = 𝐿
𝑆2 ∗  ∆𝑆𝐿
𝑆3  𝐶𝐴𝑆𝐺 = 𝐶
𝑆2 ∗  ∆𝑆𝐶
𝑆3 
This final step, adds information regarding whether or not the statistic is increasing or 
decreasing.  
Step 1 – Standardisation 
𝐿𝑆1 and 𝐶𝑆1 are standardised against the last twelve months of data. Twelve months strikes a 
balance between being small enough to capture emerging short term trends, while also 
creating a large enough set to produce a stable set of standardised values. 𝐶𝑆1 uses period on 
period change, 𝑧𝑡. Histograms plots of 12 month subsets of 𝑧𝑡 draw similarities to a t-
distribution, characterised by heavier tails than the normal distribution. However, 𝐿𝑆1’s 
underlying data, the value of the macro-economic indicator, produces histograms with 
considerable positive or negative skew. This suggest that using standardisation to create 𝐿𝑆1 
is statistically invalid.  
Step 3 – Sav-Gol Filter 
As shown in Appendix D, Sav-Gol filters with window length 3 and order 2 produced 
optimal results during the initial cross validation of untrained classifiers (MCLA step 1c). 
This is the trivial case of a Sav-Gol filter with no smoothing. This may be due to volatile 
monthly changes in the macro-financial indicators being a better predictor for monthly bond 
yield changes than any short-term trend. Alternatively, the optimum parameters for the Sav-
Gol filter may vary based on the macro-financial indicator used. 
 Step 4 – ASG features 
𝐿𝐴𝑆𝐺  and 𝐶𝐴𝑆𝐺  have a bimodal symmetrical distribution ranging between ±6 due to the 
upward shift in step 2 and the subsequent partial reflection in the x-axis in step 4. Appendix E 
provides a histogram for the 𝐿𝐴𝑆𝐺  feature derived from UK FF1, namely 𝑈𝐾 𝐿𝐴𝑆𝐺
𝐹𝐹1 .  
Observing the graphic for Step 4 in Appendix C, we can see that 𝐿𝐴𝑆𝐺  differentiates between 
late 2015 where the underlying macro-financial indicator is growing and early 2016 where 
the underlying it is decreasing. Whereas 𝐿𝑆2 ascribes values around four to both periods, 
which would mislead the classifier into judging both points in time as having similar 
characteristics. An alternative approach could have been to include 𝐿𝑆2 and  ∆𝑆𝐿
𝑆3 as two 
different features. However, empirical tests have shown that classifiers can not perfectly infer 
the same information from feature 𝐴 if that feature is replaced by two features, 𝐵 and 𝐶, such 
that 𝐴 = 𝐵 ∗ 𝐶 (Heaton, 2017). Furthermore, replacing 𝐿𝐴𝑆𝐺  and 𝐶𝐴𝑆𝐺  with two features each 
increases the dimensionality of my feature sets from ℝ17to ℝ33. With the dataset size for 
each country’s mentality cycle circa 150, it is highly probable that hit rate would suffer due to 
curse of dimensionality. 
As we are working with small datasets, it is important to make sure that correlation between 
𝐿𝐴𝑉𝐺  and 𝐶𝐴𝑉𝐺  are low enough to ensure they contain sufficient mutually exclusive 
information. Using the UK as an example, linear correlation has been tested using the 
Pearson’s correlation co-efficient (PCC), while non-linear correlation has been tested using 
the maximal information co-efficient (Reshef, et al., 2011). Table 1 displays the results. In 
most cases correlation is low enough to validate the inclusion of both 𝐿𝐴𝑉𝐺  and 𝐶𝐴𝑉𝐺 . In cases 
where extreme correlation has been identified, e.g. UK MP1, I have decided to keep both 
𝐿𝐴𝑉𝐺  and 𝐶𝐴𝑉𝐺  for simplicity
1.  
UK I2 I1 GM2 GM1 FF1 MP1 MP4 MP2 
PCC 0.47 0.52 0.51 0.56 0.48 0.56 0.46 0.53 
MIC 0.76 0.40 0.31 0.74 0.89 1.00 0.81 0.74 
Table 1 
5 Classifiers 
Classifier Comparison 
Appendix F lists the initial parameters used by classifiers for these cross validation tests. 
Appendix G shows hit rates during the cross validation of a range of classifiers on each 
business mentality cycle.  
As mentioned earlier and exemplified by Appendix D, all transformed features have a 
bimodal distribution. Assuming a some form of division exists, the bimodal shape 
compliments classifiers which rely on one linearly separable relationship, i.e. generalised 
linear models. Of the classifiers falling under GLM, ridge classifiers and linear discriminant 
analysis (LDA) produced the best performances. Ridge regression’s regularisation of less 
important features helps to address the dimensionality issue, reducing any overfitting and 
removing noise. Similarly, as LDA factors the interclass separation relative to each feature 
we can expect the less important features to have a small influence in the discriminant 
functions. 
                                                 
1 Removing features based on correlation would produce classifiers with differing features sets. Developing a 
MLA and voting classifier out of such classifiers, is a slightly involved process. I will complete this as I produce 
the research to feature in the sequel to this paper. As of writing this paper, I do not believe there is any open 
source code to implement this directly.  
The gradient boosted classifier and random forest classifier, are even more resistant to 
dimensionality problems given I have defined a suitable tree depth and a minimum number of 
samples required to split a node. The deficient performance of nearest neighbours, observable 
in appendix G, indicates that one or more of the features is effectively noise, with no notable 
correlation to bond yield price change.  
Noting the frequent appearance of neural networks in recent papers covering predictive 
algorithms for equity, commodity and bond prices, its inferior performance is surprising. 
Despite removal of the all hidden layers and use of L1 regularisation for feature selection, I 
was unable to produce satisfactory results for neural networks. Further efforts into optimizing 
the use of neural networks will be undertaken and will be featured in the sequel to this paper. 
6 Results 
𝑅1: Level 2 Classifiers’ Predictive Performance 
To discern the added benefit of using macro-financial indicators, I have included the 
performance of a base classifier trained with 𝑀𝑃4𝐴𝑉𝐺
𝐶  and 𝑀𝑃4𝐴𝑉𝐺
𝐿  as the only features. As 
stated earlier, 𝑀𝑃4𝐶, 𝑀𝑃4𝐿, 𝑀𝑃1𝐶, 𝐼2𝐿, 𝑀𝑃1𝐿, 𝐼2𝐶 and 𝐹𝐹1𝐿 are the most important 
features. A similar meta learning algorithm, ‘𝑀𝐿𝑆 feature extraction’, was trained with these 
important features.  In the same manner ‘𝑀𝐿𝑆 excl. 𝑀𝑃4𝐴𝑉𝐺
𝐿  and 𝑀𝑃4𝐴𝑉𝐺
𝐶 ’ was created to judge 
the predictive ability of the model without direct information regarding previous bond price. 
 𝑀𝐿𝐴 𝑀𝐿𝐴  
feature extraction 
𝑀𝐿𝐴 excl. 
𝑀𝑃4𝐿 and 𝑀𝑃4𝐶 
𝐵𝑎𝑠𝑒 𝑀𝐿𝐴 
𝑈𝑆𝐷
𝑀𝐶1
 0.8714 0.8655 0.7076 0.8772 
𝑈𝑆𝐷
𝑀𝐶2
 0.8912 0.8807 0.6877 0.9228 
𝑈𝑆𝐷
𝑀𝐶3
 0.8435 0.8435 0.6434 0.8870 
Aggregate 0.8757 0.8687 0.6848 0.9019 
 
While a predictive accuracy of 87.6% is admirable, the results show that the method covered 
in this paper does not outperform an identical algorithm trained solely on ASG transforms of 
previous bond price. The degradation of predictive ability from base 𝑀𝐿𝐴 to 𝑀𝐿𝑆, may be 
due to overfitting occurring as more features are introduced. The results of ‘𝑀𝐿𝑆 excl. 𝑀𝑃4𝐿 
and 𝑀𝑃4𝐶’ indicate there is exist correlation between the transformed macro-economic 
indicators and bond price. The sequel will discuss methods to extract this added information 
into 𝑀𝐿𝐴 without decreasing performance relative to base 𝑀𝐿𝐴. 
 
𝑅2: Appropriate training sets for US 
In advancing this method it is important to understand which countries provide the best 
training set for classification algorithms aiming to predict the US5Y yield. Table 2 shows the 
performances of each country’s level 1 voting classifiers when tested on all US data sub ets. 
For example, the voting classifier trained on 𝐷𝑈𝐾
𝑀𝐶2 has been tested on 𝐷𝑈𝑆
𝑀𝐶2 to return a value 
of 0.8807. The United Kingdom, Canada and Germany prove to provide suitable training 
sets. Australia and Japan have been characterised by large periods of growth or decline, with 
Australia having 25 years without recession to date and Japan experiencing 20 years of slow 
growth post 1991. These unique economic characteristics are likely to explain the poor 
inferential ability of classifiers trained on Australia and Japan. 
 Test Set 
𝐷𝑈𝑆
𝑀𝐶1 𝐷𝑈𝑆
𝑀𝐶2 𝐷𝑈𝑆
𝑀𝐶3 Aggregate  
𝑉𝐶𝑈𝐾 0.8596 0.8807 0.8435 0.8669 
𝑉𝐶𝐴𝑈𝑆 0.7778 0.8351 0.6783 0.7863 
𝑉𝐶𝐺𝑅𝑀 0.8596 0.8982 0.8609 0.8792 
𝑉𝐶𝐽𝑃𝑁 0.6959 0.6491 0.6174 0.6567 
𝑉𝐶𝐶𝑁𝐷 0.8480 0.8737 0.8087 0.8529 
Table 2 
𝑅3: Empirical Test of Mentality Cycles 
To judge the validity of the proposed mentality cycles, each country’s level 1 classifiers were 
tested on each of the three US data sets. For example, the voting classifier for trained on 
𝐷𝐺𝑅𝑀
𝑀𝐶1 was tested on 𝐷𝑈𝑆
𝑀𝐶1, 𝐷𝑈𝑆
𝑀𝐶2 and 𝐷𝑈𝑆
𝑀𝐶3. Assuming mentality cycles are valid we expect 
a statistically significant higher hit rate.   
We will test for a statistically significantly higher hit rate from 𝑉𝐶𝑐𝑜𝑢𝑛𝑡𝑟𝑦
𝑀𝐶𝑖   compared to 
𝑉𝐶𝑐𝑜𝑢𝑛𝑡𝑟𝑦
𝑀𝐶𝑗
 when both are tested on  𝐷𝑈𝑆
𝑀𝐶𝑖 where 𝑖 ≠ 𝑗. A paired 2-sample one tailed t-test is 
used. 
 
JPN 𝑈𝑆𝐷
𝑀𝐶1 𝑈𝑆𝐷
𝑀𝐶2 𝑈𝑆𝐷
𝑀𝐶3 
𝑉𝐶𝐽𝑃𝑁
𝑀𝐶1 0.696 0.614 0.661 
𝑉𝐶𝐽𝑃𝑁
𝑀𝐶2  0.772 0.649 0.670 
𝑉𝐶𝐽𝑃𝑁
𝑀𝐶3  0.684 0.579 0.617 
 
AUS 𝑈𝑆𝐷
𝑀𝐶1 𝑈𝑆𝐷
𝑀𝐶2 𝑈𝑆𝐷
𝑀𝐶3 
𝑉𝐶𝐴𝑈𝑆
𝑀𝐶1 0.778 0.832 0.774 
𝑉𝐶𝐴𝑈𝑆
𝑀𝐶2  0.731 0.835 0.843 
𝑉𝐶𝐴𝑈𝑆
𝑀𝐶3  0.801 0.660 0.678 
GRM 𝑈𝑆𝐷
𝑀𝐶1 𝑈𝑆𝐷
𝑀𝐶2 𝑈𝑆𝐷
𝑀𝐶3 
𝑉𝐶𝐺𝑅𝑀
𝑀𝐶1 0.860 0.874 0.861 
𝑉𝐶𝐺𝑅𝑀
𝑀𝐶2  0.854 0.898 0.878 
𝑉𝐶𝐺𝑅𝑀
𝑀𝐶3  0.877 0.884 0.861 
 
 
CND 𝑈𝑆𝐷
𝑀𝐶1 𝑈𝑆𝐷
𝑀𝐶2 𝑈𝑆𝐷
𝑀𝐶3 
𝑉𝐶𝐶𝑁𝐷
𝑀𝐶1 0.848 0.881 0.852 
𝑉𝐶𝐶𝑁𝐷
𝑀𝐶2  0.830 0.874 0.843 
𝑉𝐶𝐶𝑁𝐷
𝑀𝐶3  0.848 0.828 0.809 
 
UK 𝑈𝑆𝐷
𝑀𝐶1 𝑈𝑆𝐷
𝑀𝐶2 𝑈𝑆𝐷
𝑀𝐶3 
𝑉𝐶𝑈𝐾
𝑀𝐶1 0.860 0.874 0.852 
𝑉𝐶𝑈𝐾
𝑀𝐶2  0.836 0.881 0.843 
𝑉𝐶𝑈𝐾
𝑀𝐶3  0.865 0.786 0.843 
 
 
Below is an example testing if voting classifiers trained on MC2 perform better than voting 
classifies trained on MC3 when tested on US data-subset from MC2 
1) Calculate the set of differences, 𝐸, across countries of accuracies for the 5 sets of 
𝑉𝐶𝑐𝑜𝑢𝑛𝑡𝑟𝑦
𝑀𝐶2  and 𝑉𝐶𝑐𝑜𝑢𝑛𝑡𝑟𝑦
𝑀𝐶3  when tested on 𝐷𝑈𝑆
𝑀𝐶2. 
𝐸 = [(0.835𝑉𝐶𝑀𝐶2  − 0.660𝑉𝐶𝑀𝐶3)𝐴𝑈𝑆 , (0.874𝑉𝐶𝑀𝐶2 − 0.828𝑉𝐶𝑀𝐶3)𝐶𝑁𝐷 ,
(0.898𝑉𝐶𝑀𝐶2 − 0.884𝑉𝐶𝑀𝐶3)𝐺𝑅𝑀 , (0.649𝑉𝐶𝑀𝐶2 − 0.579𝑉𝐶𝑀𝐶3)𝐽𝑃𝑁 ,
(0.881𝑉𝐶𝑀𝐶2 − 0.786𝑉𝐶𝑀𝐶3)𝑈𝐾] 
𝐸 = [0.175, 0.046, 0.014, 0.070, 0.095] 
 
2) Calculate standardized t-score 
𝑡 =
?̅? − 0
𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟(𝐸)
 
𝑡 = 2.935 
 
3) Test at the 10% significance level whether the differences in performance can be 
assumed to come from a t-distribution with mean 0 or whether the mean is above 0. 
ℎ0: 𝜇 = 0 
ℎ1: 𝜇 > 1 
 
The table below presents the t-scores for all instances of the aforementioned test. Each cell 
represents the results of the appropriate voting classifier tested against the alternative voting 
classifiers. Significant results are in red. These indicate that the appropriate voting classifier 
achieved statistically significant higher hit rates across countries. 
t-scores Alternative Voting Classifier  
𝑉𝐶𝑀1 𝑉𝐶𝑀2 𝑉𝐶𝑀3 Test Set 
A
p
p
ro
p
ri
at
e 
V
o
ti
n
g 
C
la
ss
if
ie
r 𝑉𝐶𝑀1  0.181 -1.064 𝐷𝑈𝑆
𝑀𝐶1 
𝑉𝐶𝑀2 1.643  2.935 𝐷𝑈𝑆
𝑀𝐶2 
𝑉𝐶𝑀3 -2.27 
 
-1.845  𝐷𝑈𝑆
𝑀𝐶3 
 
Table 3 
As the majority of test are insignificant, we can not accept that the notion relationship 
between 5Y bond yields and macro-financial data is dependent on the mentality cycle.  
In explaining these results we notice that voting classifiers trained on mentality cycle 3, 
𝑉𝐶𝑐𝑜𝑢𝑛𝑡𝑟𝑦
𝑀3 , significantly underperformed their counterparts when tested on 𝐷𝑈𝑆
𝑀𝐶3. For all 
countries, the training sets 𝐷𝑐𝑜𝑢𝑛𝑡𝑟𝑦
𝑀𝐶3  were always the smallest in size, usually by a factor 2. 
This may explain the inferior performance. 
In this paper, a theoretical approach was used to construct the periods defining mentality 
cycles. In the sequel, a practical approach will be used wherein all reasonable constructions 
will be tested. 
𝑅4: Feature Importance2 
For all classifiers, the ASG transforms of 5Y Bond yield, 𝑀𝑃4𝐴𝑉𝐺 
𝐿 and 𝑀𝑃4𝐴𝑉𝐺
𝐿 , were 
determined to be significantly more important than other features. An equivalent MLA 
without 𝑀𝑃4𝐴𝑉𝐺 
𝐿 or 𝑀𝑃4𝐴𝑉𝐺
𝐿  were created, to focus on the feature importance of the macro-
financial indicators. Appendix H shows sets of feature’s importance, partitioned by country 
and mentality cycle. 𝑀𝑃1𝐶 and 𝑀𝑃1𝐿 are the two most important features across tests. 
Regarding features that do not directly contain information on the 5Y government bond yield 
FF1L, I2L and I2C are the most important. We also notice that specific features have a 
differing relative importance across Mentality Cycles. Most notably, MP2L is only an 
important factor in Mentality Cycle 3, while MP2C, is only important during Mentality Cycle 
1. These results will be used when updating the set of features, as progress is continued. 
  
                                                 
2 I have used the trained gradient boosted classifiers (GBC) to discern feature importance for each country’s 
separate mentality cycle. Feature importance can significantly change as the GBC iteration count changes, 
although upon testing results show stability in ordinal ranking of features. 
Sequels 
In the next paper, I will rationalise and alter methods used in light of the results detailed in 
this paper. Secondly, I will cover the development of trade management specific to this fixed 
income trading. 
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Appendices 
Appendix A 
The classifier and algorithms selected at each stage of this graphic are examples. 
 
  
Appendix B 
Underlying Data Code Proxy for ASG Transformed 
𝑁𝑜𝑚𝑖𝑛𝑎𝑙 𝑁𝑎𝑟𝑟𝑜𝑤 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒 𝑟𝑎𝑡𝑒 
 
FF1 Economic performance relative to 
key trading partners 
YES 
𝑁𝑆𝐴 𝐶𝑃𝐼 GM1 Level of spare capacity in an 
economy or  
YES 
𝑆𝐴 𝑅𝑒𝑎𝑙 𝐺𝐷𝑃 GM2 Output of the economy YES 
𝐶𝑎𝑝𝑖𝑡𝑎𝑙 𝐹𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛
𝑅𝑒𝑎𝑙 𝑆. 𝐴. 𝐺𝐷𝑃 − 𝐶𝑎𝑝𝑖𝑡𝑎𝑙 𝐹𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛
 
 
I1 Rate of expansion and investment 
of industry 
YES 
𝑆𝑝𝑟𝑒𝑎𝑑(𝐺𝑜𝑣𝑡. 10𝑌 𝑎𝑛𝑑 𝐵𝐴𝐴) I2 Investors’ confidence in business or 
ease of access to capital for 
investors  
YES 
𝑆𝑝𝑟𝑒𝑎𝑑(𝐺𝑜𝑣𝑡. 10𝑌 𝑎𝑛𝑑 𝐺𝑜𝑣𝑡. 5𝑌) MP1 Changes in Expected economic 
growth 
YES 
𝑀𝑎𝑖𝑛 𝑆𝑡𝑜𝑐𝑘 𝑀𝑎𝑟𝑘𝑒𝑡 𝐿𝑒𝑣𝑒𝑙 MP2 Investors’ attitude to equity and 
short term sentiment 
YES 
5𝑌 𝐵𝑜𝑛𝑑 𝑌𝑖𝑒𝑙𝑑 MP4 Previous price move of 5Y Bond 
Yield 
YES 
𝑀𝑜𝑛𝑡ℎ O1  NO 
 
Appendix C - Graphical Representation of ASG 
Transform 
This is a graphical representation the 𝐴𝑆𝐺 transform performed on UK MP1 to produce the 
𝐿𝐴𝑆𝐺  statistic. The charts have been zoomed in on 2002 to 2009. 
Note: these charts depict a Sav-Gol filter with window length 13 and polynomial order 3. 
These parameters were not used in my final algorithm. 
 
Step 2.1 
 
Step 2.2  
 Step 3.1  
 
 
Step 3.2  
Step 4  
Appendix D 
The test was run using Canada as an example. 
Polynomial order = 3, window length = 13 
 LDA RC LogR KNN SVM RF GBC NN PAC SGD 
𝐷𝐶𝑁𝐷
𝑀𝐶1 0.614 0.508 0.523 0.674 0.523 0.826 0.871 0.417 0.447 0.492 
𝐷𝐶𝑁𝐷
𝑀𝐶2 0.599 0.604 0.59 0.618 0.581 0.866 0.899 0.539 0.553 0.543 
𝐷𝐶𝑁𝐷
𝑀𝐶3 0.617 0.500 0.550 0.700 0.517 0.767 0.783 0.517 0.533 0.533 
 
Polynomial order = 3, window length = 7 
 LDA RC LogR KNN SVM RF GBC NN PAC SGD 
𝐷𝐶𝑁𝐷
𝑀𝐶1  0.614  0.576  0.583  0.553  0.576  0.803  0.909    0.5  0.644  0.659 
𝐷𝐶𝑁𝐷
𝑀𝐶2  0.507  0.466  0.447  0.498  0.466  0.811  0.926  0.544  0.539  0.516 
𝐷𝐶𝑁𝐷
𝑀𝐶3    0.7  0.583   0.65  0.717  0.583  0.817   0.95  0.417  0.617  0.583 
 
Polynomial order = 3, window length = 5 
 LDA RC LogR KNN SVM RF GBC NN PAC SGD 
𝐷𝐶𝑁𝐷
𝑀𝐶1 0.652 0.629 0.636 0.53 0.629 0.795 0.856 0.455 0.598 0.568 
𝐷𝐶𝑁𝐷
𝑀𝐶2 0.622 0.604 0.627 0.562 0.613 0.834 0.912 0.475 0.594 0.599 
𝐷𝐶𝑁𝐷
𝑀𝐶3 0.717 0.55 0.65 0.783 0.55 0.833 0.85 0.467 0.55 0.55 
 
 
Polynomial order = 2, window length = 3 
  LDA RC LogR    KNN     SVM      RF     GBC      NN     PAC     SGD 
𝐷𝐶𝑁𝐷
𝑀𝐶1  0.826   0.811    0.78   0.795   0.742   0.833   0.871   0.462    0.72   0.735 
𝐷𝐶𝑁𝐷
𝑀𝐶2  0.853   0.862   0.834   0.751   0.834   0.889   0.922   0.466   0.797   0.806 
𝐷𝐶𝑁𝐷
𝑀𝐶3  0.883   0.767   0.883   0.833     0.8   0.917     0.9   0.467   0.817    0.85 
 Appendix E – Distribution of 𝐿𝐴𝑆𝐺feature 
The distribution for UK 𝐿𝐴𝑉𝐺
𝐹𝐹1 ,  the 𝐿𝐴𝑉𝐺  statistic calculated for the macro-financial indicator with code 𝐹𝐹1 for the UK. 
 
 
  
Appendix F – Parameters used for Cross Validation 
Classifier Parameter 
Linear Discriminant Analysis (LDA) 
 
Solver = eigen value 
Shrinkage = automatic using Ledoit-Wolf 
lemma 
Ridge Classifier (RC)  
Logistic Regression (LogR) 
 
Solver = saga 
Penalty = ‘L2’ 
K-Nearest Neighbours (KNN) Neighbours = 9 
Leaf_size 
Support Vector Machine (SVM)  
Random Forest (RF) no. of estimators = 200 
min samples to split node = 5 
min samples at a leaf = 3 
max depth = 4 
Gradient Boosted Classifier (GBC) no. of estimators = 200 
min samples to split node = 5 
min samples at a leaf = 3 
max depth = 4 
features considered at split = 4 (chosen as 
square root as feature count) 
Neural Networks (NN) Hidden Layer 1 = Sigmoid 8 nodes 
learning rule = adadelta 
Passive Aggressive Classifier (PAC)  
Stochastic Gradient Descent Classifier 
(SGD) 
Penalty=’l2’ 
Appendix G – Cross Validation Results 
For each country, the top 3 classifiers for each mentality cycle are highlighted grey 
Australia 
Cycle LDA RC LogR KNN SVM RF GBC NN PAC SGD 
1 0.688 0.822 0.785 0.779 0.773 0.889 0.871 0.546 0.687 0.718 
2 0.869 0.855 0.837 0.745 0.84 0.918 0.94 0.539 0.766 0.748 
3 0.599 0.691 0.623 0.666 0.601 0.776 0.799 0.621 0.601 0.623 
 
Canada 
Cycle LDA RC LogR KNN SVM RF GBC NN PAC SGD 
1 0.826 0.811 0.765 0.758 0.742 0.833 0.871 0.492 0.72 0.697 
2 0.853 0.862 0.834 0.788 0.834 0.889 0.922 0.465 0.797 0.834 
3 0.883 0.767 0.833 0.867 0.8 0.917 0.9 0.517 0.817 0.8 
 
Germany 
Cycle LDA RC LogR KNN SVM RF GBC NN PAC SGD 
1 0.825 0.839 0.825 0.628 0.81 0.934 0.934 0.57 0.81 0.84 
2 0.841 0.832 0.786 0.714 0.8 0.905 0.909 0.482 0.75 0.732 
3 0.781 0.788 0.781 0.733 0.76 0.932 0.918 0.493 0.651 0.651 
 
Japan 
Cycle LDA RC LogR KNN SVM RF GBC NN PAC SGD 
1 0.642 0.628 0.621 0.662 0.614 0.696 0.738 0.544 0.607 0.621 
2 0.69 0.672 0.666 0.697 0.666 0.741 0.752 0.545 0.61 0.617 
3 0.724 0.704 0.696 0.724 0.696 0.767 0.774 0.611 0.646 0.646 
 
UK 
Cycle LDA RC LogR KNN SVM RF GBC NN PAC SGD 
1 0.818 0.788 0.759 0.701 0.759 0.876 0.854 0.533 0.679 0.759 
2 0.831 0.848 0.815 0.785 0.798 0.89 0.903 0.527 0.654 0.73 
3 0.868 0.706 0.75 0.75 0.691 0.926 0.897 0.515 0.721 0.765 
Appendix H – Feature Importance 
Heat map showing the relative importance of features. This relates to the training stage, which does not train or test on US data. 
Mentality Cycle 1: Feature Importance 
  MP1C I2L FF1L I2C I1L MP1L FF1C MP2L GM1C Month MP2C GM2C GM1L GM2L I1C 
UK 0.127 0.088 0.063 0.107 0.044 0.105 0.053 0.055 0.046 0.034 0.099 0.042 0.036 0.025 0.077 
GRM 0.105 0.056 0.081 0.140 0.055 0.158 0.040 0.037 0.044 0.031 0.081 0.048 0.040 0.049 0.034 
JPN 0.088 0.140 0.117 0.091 0.021 0.077 0.132 0.090 0.016 0.030 0.092 0.021 0.036 0.024 0.024 
AUS 0.140 0.215 0.120 0.090 0.070 0.120 0.060 0.000 0.055 0.000 0.055 0.005 0.005 0.010 0.055 
CND 0.150 0.110 0.015 0.025 0.020 0.180 0.060 0.015 0.125 0.040 0.105 0.005 0.060 0.050 0.040 
 
Mentality Cycle 2: Feature Importance 
  MP1C I2L FF1L I2C I1L MP1L FF1C MP2L GM1C Month MP2C GM2C GM1L GM2L I1C 
UK 0.150 0.155 0.060 0.150 0.070 0.110 0.000 0.065 0.035 0.035 0.015 0.030 0.060 0.065 0.000 
GRM 0.150 0.115 0.055 0.105 0.000 0.160 0.025 0.045 0.065 0.000 0.030 0.070 0.055 0.015 0.110 
JPN 0.074 0.077 0.113 0.095 0.039 0.070 0.113 0.072 0.034 0.039 0.100 0.047 0.051 0.024 0.053 
AUS 0.121 0.114 0.075 0.045 0.041 0.149 0.071 0.059 0.049 0.032 0.067 0.059 0.064 0.016 0.039 
CND 0.124 0.077 0.069 0.096 0.039 0.117 0.057 0.060 0.071 0.014 0.096 0.066 0.041 0.030 0.042 
 
Mentality Cycle 3: Feature Importance 
  MP1C I2L FF1L I2C I1L MP1L FF1C MP2L GM1C Month MP2C GM2C GM1L GM2L I1C 
UK 0.155 0.155 0.065 0.055 0.005 0.090 0.015 0.140 0.000 0.005 0.080 0.085 0.040 0.065 0.045 
GRM 0.093 0.069 0.091 0.091 0.047 0.122 0.056 0.114 0.050 0.021 0.036 0.065 0.041 0.041 0.063 
JPN 0.097 0.105 0.106 0.082 0.032 0.102 0.075 0.090 0.053 0.026 0.077 0.054 0.038 0.024 0.039 
AUS 0.139 0.164 0.028 0.033 0.121 0.116 0.073 0.017 0.000 0.008 0.005 0.037 0.152 0.017 0.010 
CND 0.116 0.067 0.034 0.082 0.064 0.174 0.029 0.083 0.095 0.049 0.055 0.025 0.033 0.038 0.020 
 
