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Summary
There is a critical need to develop enhanced acoustic direction finding sensors and algorithms to provide the individual Soldier additional situational awareness useful for reduced casualties and possible counter-insurgency. With the onset of unconventional warfare, it is crucial that these sensors perform accurately in urban and mountainous terrains. Current localization systems that address these needs are satisfactory at best, often performing poorly in highly reverberant environments. This research compares the output of the conventional least squares (L-S) time difference of arrival (TDOA) algorithm with that of a novel biomimetic approach. Preliminary analysis indicates that the biomimetic algorithm is superior to that of L-S TDOA with a detection rate of 93%, outperforming the L-S by 9%.
INTENTIONALLY LEFT BLANK.
Introduction
Mortar rounds, roadside bombings, and sniper fire are all viable threats to Soldiers fighting the current war on terrorism. Thousands of Soldiers are injured and/or killed every year from the abovementioned threats. Providing a two-dimensional (2-D) grid location enables quicker response for first responders and possible return fire.
The U.S. Army Research Laboratory (ARL) and Boston University have long worked in the area of acoustic direction finding (1, 2) . Both have successfully detected, localized, and tracked various military targets to varying degrees of certainty. These algorithms are critical for survivability and provide actionable intelligence to our military personnel. Such algorithms should be robust, highly reliable, and adaptable to a range of environments. In this report, previously developed time difference of arrival (TDOA) and biomimetic algorithms are applied to acoustic transients. This research compares the accuracy of conventional signal processing techniques with that of a novel biomimetic approach.
Signal Processing
A least-squares (L-S) estimator using TDOA was initially applied to the acoustic data to determine direction of arrival. The L-S approach chooses the value of θ that best minimizes the squared difference between the given data and the assumed signal. The process is described in the following equation
where P + represents the difference in microphone locations and ˆ are the estimated time delays between corresponding microphone locations (3). Triangulation of lines of bearing from each individual sensor is then used to calculate a 2-D grid solution. Tracking acoustic transients via a 2-D grid coordinate is often a complex data association problem. The tracker must be sophisticated enough to update older tracks as necessary and detect additional targets as new reports are acquired. The initial tracker applied to the transient data uses a genetic algorithm (GA) to search for the best solution over a sliding window of time. This technique has been simulated as part of a simple tracker that uses an alpha/beta filter for track prediction given a predetermined interval of time (4).
This method is ideal when trying to solve a problem for which little information is known a priori. GAs use the principles of selection and evolution to produce several solutions to a given problem (5). This algorithm inputs lines of bearings from a distributed network of sensors to form tracks related to transient targets of interest. The tracking algorithm evaluates the intersection of associated lines of bearings to determine the likelihood of an acoustic target of interest. Next, the algorithm attempts to estimate the number of targets and their expected positions.
The algorithm then uses a L-S estimate to minimize the angular distance (i.e., how much does the line of bearing generated from the sensor miss the cross point) given 1 s of data. Finally, the time cost is computed by subtracting the estimated time of arrival from the actual time of arrival. The tracks that satisfy both criteria based on predetermined constraints are reported and all others are discarded.
Next, a biomimetic approach, consisting of front-end hardware and back-end algorithms, mimicking the human auditory system was applied to the same set of data. The acoustic direction finding system is a symmetric system that has one left audio channel and a separate right audio channel, representing the left and right ear, respectively. Because each sensor site contains four microphones mounted in a tetrahedral configuration, there are six two-eared pairings possible, although not all pairings are necessarily used. The acoustic signals received by the microphones first pass through a Gamma-tone filter bank, which mimics the inner ear's filtering functionality. The characteristic frequency components are extracted and processed through different auditory nerve channels. Spike trains are produced at the output of the acoustic direction finding (ADF) system and are then processed with the back-end localization algorithms (6).
The back-end algorithm consists of three stages: detection, direction finding, and localization. In the detection stage, which also acts as a classification stage, the onset of a weapon sound is detected and classified as either a targeted event or not, and the onset time is recorded as the event time. The radial basis function (RBF) neural network is applied during this stage. The center locations of the RBF network are decided through a supervised learning procedure. The spike trains are mapped to 2-D data arrays as the input of the RBF network. The data arrays use the spiking neuron firing time as the X coordinate and the frequency channel as the Y coordinate. Figure 1 illustrates an example in which the RBF network is applied to the spiking neuron firings. In figure 1 , the x-axis is time and the y-axis is the 16 frequency channels distributed exponentially from 20 Hz to 1 kHz. The three populations of spiking neuron firings are represented by red dots, green circles, and blue stars, respectively. The black dot inside the circle is the RBF center. The spiking neuron firings inside the circle are classified as valid firings. The classified results of all the frequency channels are grouped for weapon sound type detection and classification decision. The first fired spiking neuron inside the circle is considered as the event time of this frequency channel. For each separate event, there is one event time in each frequency channel. There are two possible events in figure 1. However, there are no valid spiking neuron firings in about half of the frequency channels in the event on the right. Therefore, this event is not classified as the expected weaponry sound.
The direction finding stage uses the interaural time difference (ITD) results from up to six microphone pairs on the same site and generates an overall azimuth result from this site. The ITD results are calculated by the subtraction of the event times and the output of a Jeffress model. The Jeffress model is a cross-correlation-like model to calculate ITD based on delay lines. It was proposed by L. A. Jeffress that the neurons on the delay lines act as coincidence detectors by firing maximally when receiving simultaneous inputs from both ears. Two signals from the cochlea of each ear converge synchronously on a coincidence detector, or a neuron, in the auditory cortex based on the magnitude of the ITD (7). The minimum resolution of ITD result is the input signal's time period.
A temporal difference value for each frequency channel is calculated from the subtraction result of the detected event times in the microphone pair. The temporal differences from all the frequency channels are averaged to get a value t sub . Then, as shown in figure 2, a short time window, which is 10 ms in the present algorithm, is applied to the detected event time. The rectangle illustrates the short time window wrapped around the detected event, which happens at approximately 2.2 s in the record. The Jeffress model takes the spiking pulse trains inside the rectangle and gives out an ITD output for each frequency channel. Note that the width of the rectangular shown is larger than the actual time window. It is for the purpose of illustration.
Weighted average value t jeffress is calculated from the 16 results of all the frequency channels, because in the higher frequency channels where there are very few spiking neuron firings the Jeffress model does not work very well. This result t jeffress is averaged with the value t sub to estimate a final ITD value of this microphone pair. The reliability of t sub is reduced when the signal is noisy, because it is calculated only from the first spiking neuron firings in the RBF circle. The background noise might stimulate the spiking neuron earlier than the real targeted weaponry sound. However, the reliability of t jeffress does not reduce a lot when there is noise, because the calculation looks at all the spiking neuron firings within the time window. With the introduction of the Jeffress model, the algorithm can still get a reasonably accurate direction finding result despite the fact that the input sound file was recorded in a noisy environment. Even though the signal-to-noise ratio (SNR) value is not given for the provided weaponry sound records, by rough estimation, the SNR value is less than 5 dB for some files.
The Duplex theory (8) explains the ability of humans to localize a sound by using arrival time difference. Figure 3 shows how this theory is implemented. The azimuth result is calculated by using the ITD value as described next. This theory has the problem of deciding the front or back ambiguity of the sound source location; however, this ambiguity is solved when there are more than two microphones available. x 1 and x 2 are the distance from the sound source to the human left and right ear, respectively, which can be simulated by two microphones; t 1 and t 2 are the time sound travels in the air before it reaches the microphones; φ is the azimuth result, which can be negative or positive depending on whether the sound source is nearer to the left microphone or the right microphone; and t max is the maximum possible time difference, which equals the distance between the two microphones divided by the speed of sound. The time difference, t 1 -t 2 , between the two microphones must be equal to or smaller than t max . Occasionally, there are spiking neuron firings generated from the background noise that are mistaken for the spiking neuron firings from the weapon sound. If this happens, it is possible that the azimuth result of the microphone pair is invalid because the calculated ITD value is larger than t max . In this case, the microphone pair is called an invalid pair and its results are excluded from further calculations.
The direction finding stage aims at finding an azimuth result of the microphone site, which contains six microphone pairs in the current hardware platform. The azimuth result from the microphone site is calculated from the azimuth results of all the valid microphone pairs based on a standard deviation value-checking criterion. The algorithm deletes the maximum or the minimum value or both of the azimuth results from the valid microphone pairs until the standard deviation value is less than a threshold value, which is set to be 20 at present. A site might not have a valid overall azimuth result if fewer than two microphone pairs agree on the similar direction. A site without a valid azimuth result does not necessarily mean that it does not have valid sound detection. The final direction finding result is the average value of the azimuth results from the valid microphone pairs from one site.
In the localization stage, a Gaussian function (equation 2) is used to calculate the probability of where the sound source is located.
where P(x, y) is the probability that the sound source is located at position (x, y) and i is the microphone site number. N is the number of sites, which is four in the given testing dataset. A weight value w i is assigned to each site. It is usually 1 for all the sites, but this value can be changed if one or more sites have better direction finding confidence. This happens when one or more sites have malfunctioning microphones or one site is much further away from the sound source when comparing this distance to the sensor sites. Usually the microphone site that is nearer to the sound source or has all microphones working properly has a higher weight value that the others.  i is the angle difference between the calculated direction finding result and the angle from the position (x, y) to site i. The variance,  2 , is set to 25 square degrees in the current algorithm.
The final estimated location is defined by the point that has the largest probability, P(x, y). The advantage of the introduction of the Gaussian function in the localization algorithm is that it is error tolerant. It is useful especially when one out of four microphone sites has an azimuth result that largely differs from that of the other microphones. This single microphone site does not affect the final localization result greatly since the more accurate azimuth result that is agreed by the other three microphone sites takes over the less accurate result that is only supported by one microphone site. Additionally, by applying the Gaussian function, the nearer a point is within a preset range of the direction finding result from a microphone site, the larger its probability is. The output of the algorithm can be a specific point that has the highest probability in the space or it can be a small range that includes all the points whose probability is higher than a preset confidence value. The decision of which output to take can be made according to the specific applications and requirements.
Experimental Results
Experimental data was collected during a field experiment at Yuma Proving Ground, AZ, in November 2005. Data analyzed consists of mortar launches (60, 81, and 120 mm) of varying charge launched at two separate gun positions (GP) with a maximum distance of 5 km from the farthest acoustic array. Four tetrahedral arrays spaced approximately 2 km apart were used to collect acoustic data. (4) where n is the total number of rounds fired, i is the current round at a specific time; x and y correspond to the easting and northing gun locations; and i x and i ŷ are the estimated easting and northing gun locations. Preliminary results indicate the biomimetic algorithm outperforms the conventional L-S TDOA approach when comparing the percentage of shots detected and their accuracy. The L-S approach has a detection rate of 84%, while the biomimetic approach has a detection rate of 93%. In general, the easting and northing mean error in the L-S approach is also lower than that of the biomimetic approach. One would have expected the mean error to increase as the distance between sensor and launch site is increased; however, this is not the case. This could be a direct result of estimating lines of bearings (LOBs) given varying atmospheric conditions. Further investigation of this phenomenon is necessary. The biomimetic approach appears to be most promising given the current results; however, the data set is relatively small and other factors such as cost and processing time should be considered when ultimately deciding upon which algorithm and associated hardware is most desirable. x-y axis is denoted in meters. The color describes the probability of where the sound source is located. Deep red indicates the most probable location and deep blue indicates the lowest probability regions. The region to the right of the sites is all deep blue because there is no front and back ambiguity of the sound source location. The four-microphone implementation on each site eliminates the ambiguity in the direction finding stage. Figure 5b only shows two direction finding results because there were sound files originally recorded from only two of the four sites. It proves that the algorithm is still able to localize the sound source even when not all the microphone sites are working properly. As the number of microphone sites that provide valid sound direction finding results increase, the error associated with the sound localization result decreases. However, it is noted that the localization accuracy does not necessarily increase with the number of valid direction finding results. The localization accuracy depends more on the accuracy of direction finding results. 
Conclusions
Acoustic sensors continue to provide the individual Soldier improved situational awareness during times of conflict. These sensors and associated algorithms should be capable of accurately detecting threats of interest with a high degree of certainty. This research compares the L-S TDOA approach with an approach using a biomimetic algorithm. Mean error and percentage of detection were computed for the estimated 2-D localization results for acoustic mortar launch signatures. Analysis of the results indicates that the biomimetic approach outperforms the L-S approach with respect to number of detections and overall accuracy of the launches detected.
The data set should be expanded to include additional mortar rounds as well as other transients such as rocket propelled grenades, C4, and small arms fire. Future comparisons should also consider processing time and cost for associated equipment. Other factors that should be considered include atmospheric conditions, environmental terrain, and outliers detected from nearby testing not associated with the test. 
