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The possibility of realizing topological insulators by the spontaneous formation of electronic superstructures is the-
oretically investigated in a minimal two-orbital model including both the spin-orbit coupling and electron correlations
on a triangular lattice. Using the mean-field approximation, we show that the model exhibits several different types of
charge-ordered insulators, where the charge disproportionation forms a honeycomb or kagome superstructure. We find
that the charge-ordered insulators in the presence of strong spin-orbit coupling can be topological insulators showing
quantized spin Hall conductivity. Their band gap is dependent on electron correlations as well as the spin-orbit coupling,
and even vanishes while showing the massless Dirac dispersion at the transition to a trivial charge-ordered insulator.
Our results suggest a new route to realize and control topological states of quantum matter by the interplay between the
spin-orbit coupling and electron correlations.
Quantum phenomena originating from the geometrical
properties of electronic wave functions have been a central
issue in modern condensed matter physics. The study of the
anomalous Hall effect in ferromagnetic metals has revealed
that the relativistic spin-orbit coupling (SOC) plays a crucial
role in such phenomena.1) In particular, the strong SOC may
bring about intriguing topological states of matter, such as the
topological insulator (TI).2–4) The TI is a nontrivial band insu-
lator, which is distinguished from conventional ones by a Z2
topological invariant under the time-reversal symmetry. It ex-
hibits a peculiar metallic edge (or surface) state, which gives
rise to the quantized spin Hall effect in two-dimensional TIs.
Such an unusual edge or surface state has been observed ex-
perimentally in several systems, e.g., a two-dimensional quan-
tum well of CdTe/HgTe/CdTe5) and three-dimensional bulk
crystals of BixSb1−x.6)
Recently, electron correlations in the systems with strong
SOC have attracted much interest. In weakly correlated sys-
tems, the band topology survives and the spontaneous sym-
metry breaking by electron correlations may lead to new
types of topological phases, such as Weyl semimetals by
spatial-inversion or time-reversal symmetry breaking.7–9) On
the other hand, strong electron correlations in the presence of
strong SOC give rise to highly anisotropic exchange interac-
tions in the Mott insulator, which may lead to unconventional
quantum phases, e.g., quantum spin liquids.7, 10) Thus, the in-
terplay between the SOC and electron correlations provides
a key for new quantum phenomena, but the survey has only
been initiated and many aspects remain unexplored.
In this Letter, we propose a new route to realize topological
states of matter through the interplay between the SOC and
electron correlations. In our scenario, spontaneous symme-
try breaking takes place to form an electronic superstructure,
such as a charge density wave, which brings about a topologi-
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cal nature in the band structure. We examine this scenario in a
minimal model on a triangular lattice, which mimics some
delafossite-type oxides11, 12) and transition metal dichalco-
genides.13, 14) Using the mean-field approximation, we clarify
the ground-state phase diagram at commensurate electron fill-
ings while changing the SOC and electron correlations. We
find that the system becomes TIs, in some specific charge-
ordered states, where the charge disproportionation comprises
a honeycomb or kagome superstructure. We show that such
charge-ordered TIs are stabilized by the cooperation of the
SOC and electronic correlations. Our results indicate the new
possibility of realizing and controlling TIs through electronic
superstructures.
To investigate the spontaneous formation of electronic su-
perstructures and resultant topological nature, we consider
a minimal model on a triangular lattice. We begin with the
edge-sharing octahedra composed of transition metal cations
and ligands, as shown in Fig. 1(a). Note that a similar situ-
ation is realized in delafossite compounds11, 12) and 1T-type
transition metal dichalcogenides.13, 14) When the octahedral
and trigonal crystalline electric fields are sufficiently large,
the d orbitals in the transition metal cations are split into
three groups, eg, e′g, and a1g, as shown in Fig. 1(b). Assum-
ing that the Fermi level is at the e′g manifold (otherwise, the
SOC is rather irrelevant), we take into account only the e′g
orbitals and omit the others. The e′g states are denoted by
|m = ±1, σ〉 = (|xy, σ〉 + e±iω|yz, σ〉 + e∓iω|zx, σ〉)/√3, where
ω = 2pi/3 and xyz-axes are taken as shown in Fig. 1(a);
σ = ±1 denotes the spin, whose quantization axis is taken
along the (111) direction. Under these assumptions, we con-
struct a tight-binding model for the triangular lattice com-
posed of transition metal cations with e′g orbitals, whose one-
body Hamiltonian is given by
H0 = − t0
∑
k
∑
m,σ=±1
γ0kc
†
kmσckmσ − t1
∑
k
∑
m,σ=±1
γmkc
†
kmσck−mσ
1
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Fig. 1. (Color online) (a) Schematic picture of edge-sharing octahedra. The
large (red) spheres inside the octahedra denote the transition metal cations
and the small (gray) ones on the vertices indicate the ligand ions. (b) Atomic
d orbital levels of the transition metal cations under the octahedral and trigo-
nal crystalline electric fields corresponding to (a). The e′g orbitals are further
split by the SOC; see the text for details. (c) Schematic picture of the triangu-
lar lattice of transition metal cations. ηn (n = 1, 2, 3) are the primitive trans-
lational vectors. (d) Energy levels and hopping processes in the two-orbital
model in Eq. (1).
+
λ
2
∑
k
∑
m,σ=±1
(mσ)c†kmσckmσ, (1)
where c†kmσ(ckmσ) is the creation (annihilation) operator of an
electron for the wave vector k, orbital m = ±1, and spin σ =
±1. t0 and t1 are the intra- and interorbital hopping elements
between nearest-neighbor sites, respectively. The factors γαk
(α = 0,±1) in the hopping terms in Eq. (1) are given by
γαk =
∑
n=1,2,3
2e2(n−1)iαω cos (k · ηn), (2)
which originate from the directional dependences of the over-
laps between |xy〉, |yz〉, and |zx〉 orbitals. Hereafter, we take
the triangular plane as the x′y′ plane, and set the primitive
translational vectors for the triangular lattice as η1 = (1, 0),
η2 = (1/2,
√
3/2), and η3 = (−1/2,
√
3/2) [see Fig. 1(c)].
λ is the SOC constant, which splits the energy levels of
|m, σ〉 into two Kramers doublets, {| + 1,+1〉, | − 1,−1〉} and
{|+ 1,−1〉, | − 1,+1〉}, when t0 = t1 = 0, as shown in Fig. 1(b).
The energy levels and hopping processes are schematically
shown in Fig. 1(d). Note that a similar model was studied
on a honeycomb lattice.15, 16) Although the honeycomb lat-
tice model exhibits topologically nontrivial states even in the
noninteracting case,16) our triangular lattice model in Eq. (1)
does not for any values of the parameters t0, t1, and λ. Here-
after, we set t0 = 0.5 and t1 = 0.25, which are reasonable
when considering the d-d direct and d-p-d indirect hoppings
in the Slater–Koster scheme.17)
In addition to the one-body part, we take into account both
the onsite and intersite Coulomb interactions. The onsite one
is given by
Honsite1 =
1
2
∑
mnm′n′
Umnm′n′
∑
i
∑
σσ′
c
†
imσc
†
inσ′cin′σ′cim′σ. (3)
Assuming the rotational symmetry of the Coulomb interac-
tion, we set Ummmm = U, Umnmn = U − 2J, and Umnnm =
Ummnn = J (m , n), where U is the intraorbital Coulomb in-
teraction and J is the Hund’s coupling, respectively. We set
U = 1.0 and J/U = 0.1 in the following calculations. For
the intersite interaction, we consider the density-density re-
pulsions given by
Hintersite1 = V1
∑
〈i, j〉
nin j + V2
∑
〈〈i, j〉〉
nin j, (4)
where ni =
∑
mσ c
†
imσcimσ. The sum of 〈i, j〉 (〈〈i, j〉〉) is taken
for the nearest- (next-nearest-) neighbor sites.
To clarify the ground states of the two-orbital model given
by Eqs. (1), (3), and (4), we use the mean-field approxima-
tion. In the mean-field calculation, we employ 12 sublattices
[see Figs. 3(c) and 5(c)] and approximate the integration in
the folded Brillouin zone by the summation over 64 × 64 k
points. We apply the Hartree-Fock approximation to the on-
site interaction in Eq. (3) and the Hartree approximation to
the intersite interaction in Eq. (4) to focus on charge order.18)
The mean fields are determined self-consistently, until they
converge within a precision of less than 10−6. We investigate
the ground state and find several interesting charge orders at
nearly 1/3 electron filling, 〈∑i ni〉/(4N) ∼ 1/3, where N is the
number of lattice sites.
In addition, we compute the spin Hall conductivity, which
signals the nontrivial topological nature of the system; it can
be quantized at a nonzero integer multiple value of e/2pi for
two-dimensional TIs2) (e is the elementary charge). Using the
standard Kubo formula in the linear response theory, we cal-
culate the spin Hall conductivity as
σsxy =
e
2
1
iΩ
∑
kαβ
f (εαk) − f (εβk)
εαk − εβk
〈αk| jsx|βk〉〈βk| jy|αk〉
εαk − εβk + iδ
, (5)
where Ω is the system volume, f is the Fermi distribution
function, εαk and |αk〉 are the eigenvalues and eigenvectors of
the αth electronic band with the wave vector k in the mean-
field solution, respectively, and δ is the infinitesimal positive
parameter. In the calculation of Eq. (5), we take the summa-
tion over 512 × 512 k points and set T = 10−3 and δ = 10−3.
The current operator is defined by jy ≡ ∂HMF/∂ky, where
HMF is the mean-field Hamiltonian. We define the spin cur-
rent operator as jsx ≡ { jx, σz}/2, where σz is the z-component
of the Pauli matrices for spin; note that HMF for our mean-
field solutions commutes with σz. Hereafter, we denote σ˜sxy ≡
σsxy/(e/2pi) as the normalized spin Hall conductivity. We note
that, for two-dimensional systems whose Hamiltonian com-
mutes with σz, σ˜sxy is directly related to the Z2 topological
invariant.2)
First, we consider the situation where V1 is dominant rather
than V2, and thus, set V2 = 0. In this case, the system shows
2
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Fig. 2. (Color online) (a) Ground-state phase diagram for the model given
by Eqs. (1), (3), and (4) at 1/3 filling obtained by the mean-field approxima-
tion. We set U = 1.0, J/U = 0.1, and V2 = 0. A schematic picture of the
charge ordering pattern is shown in each phase. The size of the circle rep-
resents the magnitude of the local charge density at each sublattice. In the
type-B COI phase, the band gap closes on the red dashed line, which corre-
sponds to the phase boundary between the TI and trivial band insulator. (b)
V1 dependence of the local charge density at each sublattice at λ = 2.0. (c)
λ dependences of the band gap and the normalized spin Hall conductivity at
V1 = 0.6.
an interesting behavior at 1/3 filling. Figure 2(a) shows the
ground-state phase diagram obtained by the mean-field ap-
proximation while changing λ and V1. We find three different
phases in this parameter region: paramagnetic metal (PM) for
small V1 and two charge-ordered insulators (COIs) for large
V1. In both COIs, the local charge density is disproportionated
to form a honeycomb superstructure; in the COI in the larger
V1 region, the local charge density is lower at the sites belong-
ing to the honeycomb network than at the isolated sites, while
they are opposite in the COI in the intermediate V1 and large
λ region [see the schematic pictures in Fig. 2(a)]. The local
charge densities are plotted in Fig. 2(b). We call the former
(latter) the honeycomb type-A(B) COI.
In the small λ region, there is a transition from the param-
agnetic metal to the honeycomb type-A COI with increasing
V1. This is easily understood by considering that the electrons
tend to avoid each other under large V1 and the lowest energy
configuration at 1/3 filling is given by the type-A charge or-
dering. On the other hand, in the large λ region, the type-B
COI appears between the type-A COI and PM phases. The
intervening type-B COI is stabilized by the synergy between
the strong SOC and intersite Coulomb repulsion. This is un-
derstood by considering the large λ limit as follows. As the
bands for the Kramers pair are largely split from each other,
the two-orbital model at 1/3 filling reduces to a single-band
model at 2/3 filling for the lower-energy band. In the single-
band model at 2/3 filling, the lowest energy state under V1
is given by the type-B charge ordering, which explains why
the type-B COI is stabilized in the large λ and V1 region in
Fig. 2(a). We note that all the phase boundaries in Fig. 2(a)
are of first order with discontinuous changes in local charge
densities.
Figure 2(c) shows λ dependences of the energy gap and
normalized spin Hall conductivity at V1 = 0.6. The results
Fig. 3. (a) Electronic band structure for the type-B COI at V1 = 0.6 and
λ = 3.242. (b) Enlarged figure of the band structures near the Fermi level
around the Γ point along the K’-K line, for V1 = 0.6 and λ = 3.220, 3.242,
and 3.260. (c) Schematic picture of the three-site unit cell (gray triangle) used
for drawing the electronic band structures. an (n = 1, 2) are the primitive
translational vectors. (d) Schematic picture of the folded Brillouin zone for
the unit cell in (c). bn (n = 1, 2) are the reciprocal lattice vectors.
clearly indicate that both CO states are gapped insulators,
while the type-A COI has a larger gap than the type-B COI
in this parameter region. Remarkably, in the type-B CO state,
the band gap once closes around λ ∼ 3.2. The gapless line
inside the type-B CO phase is shown by the dashed line in
Fig. 2(a). The result indicates that the type-B CO phase may
include two different insulating states separated by the gap-
less boundary. Indeed, as shown in Fig. 2(c), the normalized
spin Hall conductivity in the type-B COI is quantized at −1
for λ . 3.2, while it changes discontinuously to zero when
crossing the gapless point. Therefore, the gapless boundary
in the type-B COI corresponds to a topological transition be-
tween a TI for smaller λ and a trivial band insulator for larger
λ.
To clarify the electronic states in the type-B COI further, we
show the electronic band structure of the mean-field solution
for the type-B COI near the gapless boundary in Figs. 3(a) and
3(b) [the unit cell and Brillouin zone are shown in Figs. 3(c)
and 3(d), respectively]. As shown in Fig. 3(a), the Kramers
doublets are split by the strong SOC into two ‘copies’ of
three bands; the highest band in the lower three bands hy-
bridizes with the lowest one in the higher three bands, re-
sulting in a small gap at ε ∼ 1.1. The three bands in each
copy are composed of two subsets, reflecting the honeycomb
CO superstructure; the lower two bands comprise the disper-
sive bands similar to those of the single-band model on the
honeycomb lattice, and the remaining higher band is less dis-
persive as it comes from the isolated sites in the honeycomb
hexagons. The lower honeycomb-like bands are occupied (the
Fermi level is set at zero). This result supports the above dis-
cussion for the origin of the type-B COI.
Figure 3(b) shows more details of the band structures near
the Fermi level at 1/3 filling around the Γ point at V1 = 0.6.
With increasing λ, the band gap at 1/3 filling decreases and
closes at λ ∼ 3.242. In the gapless state, the low-energy dis-
persions are well approximated by the massless Dirac cone.
The Dirac cone is gapped out again by further increasing λ.
We note that, although this topological transition appears to
share the fundamental mechanism with that found for the sim-
3
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Fig. 4. (Color online) (a) Ground-state phase diagram for the model given
by Eqs. (1), (3), and (4) at 3/8 filling obtained by the mean-field approxima-
tion. We set U = 1.0, J/U = 0.1, and V1 = 0.6. Schematic picture of the
charge ordering pattern is shown in each phase. The size of the circle rep-
resents the magnitude of the local charge density at each sublattice. In the
kagome CO phase, the orange dashed line separates the metallic and insulat-
ing regions. (b) V2 dependences of the charge density at each sublattice, the
band gap, and the normalized spin Hall conductivity at λ = 0.6.
ilar two-orbital model on a honeycomb lattice,16) the critical
value of λ is largely reduced by the mean-field contribution
from electron correlations. In other words, electron correla-
tions enhance the effective SOC for realizing the topological
state of matter.
Next, we take into account the next-nearest-neighbor repul-
sion V2. We find that V2 leads to different types of electronic
superstructures around 1/3 filling. In particular, here, we dis-
cuss interesting CO states appearing at 3/8 filling. Figure 4(a)
shows the ground-state phase diagram at V1 = 0.6 while
changing λ and V2. In the small V2 region, the system exhibits
a honeycomb type-A CO metal (COM) as well as PM, whose
charge patterns are also seen in the 1/3 filling case above.19)
When increasing V2, we find two new CO phases: kagome and
stripy CO phases [see the schematic picture in the phase dia-
gram in Fig. 4(a)]. In the kagome CO state, the charge density
is disproportionated so that the charge-poor sites comprise a
kagome superstructure, as plotted in Fig. 4(b). (The charge-
poor sites have a very small charge disproportionation among
them, which does not affect the following topological nature
of this phase.) On the other hand, the stripy CO state has a
four-sublattice order, where the charge density is dispropor-
tionated into three groups: charge-rich, charge-poor, and in-
termediate at one, two, and one sublattices, respectively [see
Fig. 4(b)].
The kagome CO state is intriguing from the topological
viewpoint, as discussed below. In Fig. 4(b), we plot the V2
dependence of the energy gap at λ = 0.6. The result shows
that the kagome CO phase is metallic in the small V2 region
but becomes insulating with increasing V2. The band gap is
opened by the cooperation between the SOC and V2 [see also
Fig. 4(a)]. This is explicitly shown in the band structures for
V2 = 0.15 in Figs. 5(a) and 5(b) at λ = 0.0 and λ = 0.6,
respectively [the unit cell and Brillouin zone are shown in
Figs. 5(c) and 5(d), respectively]. Although the bands near the
Fermi level do not have a gap at λ = 0.0, they are separated
by a gap for λ = 0.6. We find that the kagome COI is a TI by
Fig. 5. (a) and (b) Electronic band structure for the kagome CO phase at
V1 = 0.6, V2 = 0.15, and (a) λ = 0.0 and (b) λ = 0.6. (c) Schematic picture
of the unit cell used for drawing the electronic band structures of the kagome
CO phase. The gray region indicates the unit cell composed of four sites. an
(n = 1, 2) are the primitive translational vectors. (d) Schematic picture of the
folded Brillouin zone for the unit cell in (c). bn (n = 1, 2) are the reciprocal
lattice vectors.
calculating the normalized spin Hall conductivity, as shown
in Fig. 4(b). Although the normalized spin Hall conductiv-
ity is already nonzero in the honeycomb type-A and kagome
COM phases for smaller V2, it is quantized at a nonzero inte-
ger number, σ˜sxy = −1.0 in the kagome COI.
Finally, let us discuss our results. We found two different
types of COIs which are topologically nontrivial: the honey-
comb type-B and kagome COIs. The important physics here
is the role of the SOC under the electronic superstructures.
As remarked above, the noninteracting model including the
SOC [Eq. (1)] does not exhibit any topological nature ow-
ing to the high symmetry of the triangular lattice. The forma-
tion of the honeycomb and kagome superstructures activates
the hidden SOC effect and changes the system into TIs. This
is, for instance, understood from the relationship between the
electronic states of the honeycomb type-B COI in the present
model and the PM in the honeycomb-lattice model studied in
a previous work,16) as discussed above. The situation is dis-
tinct from other interaction-driven TIs, the so-called topolog-
ical Mott insulators,9, 20–22) where the atomic SOC does not
play an important role.18)
Similar mechanisms activating the SOC effect by su-
perstructure formation were discussed for spatial inver-
sion symmetry breaking, which induces the antisymmetric
SOC.15, 23, 24) Thus, our results point to a much broader route
to activate the nontrivial SOC physics and realize topological
states of matter, with the aid of the change of spatial symmetry
by electronic correlations. This has richer implications, since,
in addition to charge ordering, the superstructure formation
can be caused by other degrees of freedom, e.g., magnetic or-
dering in spin-charge coupled systems25–27) and bond order-
ing in electron-phonon coupled systems. Interestingly, there
are many candidate materials exhibiting various superstruc-
tures, e.g., delafossite-type oxides11, 12) and transition metal
dichalcogenides.13, 14) In particular, the latter compounds are
intriguing, as they show a variety of charge density waves
with longer periodicities accompanied by lattice distortions.
The topological nature in these interesting states with elec-
tronic superstructures is left for a future study.
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