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SALZA: Soft algorithmic complexity estimates for
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Abstract
A complete set of practical estimators for the conditional, simple and joint algorihmic complexities is presented, from which a
semi-metric is derived. Also, new directed information estimators are proposed that are applied to causality inference on Directed
Acyclic Graphs. The performances of these estimators are investigated and shown to compare well with respect to the state-of-
the-art Normalized Compression Distance (NCD [1]).
I. INTRODUCTION
THe use of compression algorithms to extract information from sequences or strings has found applications in variousfields [2] (and references therein), from biomedical and EEG time series analysis [3][4] to languages classification [5]
or species clustering [5]. Since the early papers of Lempel and Ziv [6], the use of Kolmogorov complexity (the length of a
shortest program able to output the input string on a universal Turing computer [2]) in place of entropy for non-probabilistic
study of bytes strings, signals or digitized objects has led to the developement of the Algorithmic Information Theory (AIT)
[2]. Amongst the very interesting ideas and concepts in AIT, the possiblity of defining distances between objects to measure
their similitudes, i.e. how much information they share, is one of the most used in practice.
The approach proposed here was initially motivated by getting rid of most limitations induced be the use of a practical
compressor in computing an information distance [7]. Reimplementing a coder from scratch allowed to give access to a
much richer information than the raw length of a compressed file (the only information available when using “off-the-shelf”
compressors). Doing so also allows to propose new estimates for simple, conditional and joint algorihmic complexities. Such
estimates can lead to the definition of a soft information semi-distance, as well as directed information estimates.
The maximum information distance between two strings x and y is defined as [8]:
E1(x, y) = max{K(x|y),K(y|x)}, (1)
where K(x|y) denotes the conditional Kolmogorov complexity of x given y: the size of a shortest program able to output x
knowing y. The Kolmogorov complexity K is known not to be computable on a universal Turing computer. Note that we will
later extend the meaning of the conditional sign in Sec. II-A.
In order to compare objects of different sizes, the Normalized Information Distance (NID) has been proposed [1]:
NID(x, y) =
max{K(x|y),K(y|x)}
max{K(x),K(y)} , (2)
where K(x) denotes the Kolmogorov complexity of x: the size of a shortest program able to output x on a universal computer.
Since K is not computable, one usually has to resort to two main approximations, leading to the Normalized Compression
Distance (NCD) [1], which is a practical embodiment of the NID.
Let xy be the concatenation of x and y. The first approximation concerns K(x|y), which then reads [1]:
K(x|y) ≈ K(xy)−K(y). (3)
The second approximation consists in using the output of a real-world compressor to estimate K. Let C(x) be the compressed
version of x by a given compressor, the NCD then reads [1]:
NCD(x, y) =
C(xy)−min{C(x), C(y)}
max{C(x), C(y)} . (4)
It is remarkable that any compressor can be used to estimate the NCD (actually, the results are consistent even across
families of compressors). However, it is our goal to show that a particular family of compressors, namely those based on the
Lempel-Ziv algorithm [9], are more amenable than others (namely, block-based) to mitigate the limitations induced by Eq. (3).
Using real-world compressors brings mainly two major limitations:
• The size of the block for block-based compressors [7];
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• For LZ77-based compressors:
1) The size of the sliding window. For example, the DEFLATE [10] compressor has a sliding window of 32KiB.
Obviously, when the length of y is greater than the size of the sliding window, then C(xy) may not always use
strings from x to encode y. Note that increasing the size of the sliding window (e.g., [11]) does not guarantee that
only strings from x will be used to encode y;
2) The size of the substrings that can be found in y to encode x is limited (258 bytes for DEFLATE).
The rest of this paper is organized as follows: After introducing four possible types of conditional information in Sec II-A,
we propose in Sec. II-B a normalized conditional algorithmic complexity estimate. We also give the expressions for simple
and joint complexity estimates (Sec. II-D) and come up with a normalized information semi-distance (Sec. III-A). This is
in contrast with previous approaches were the normalization was performed afterwards. Then in Sec. IV-A we compare our
semi-distance with the NCD. Finally, we define our algorithmic complexity estimates for directed information III-B and apply
them to causality inference on directed acyclic graphs in Sec. IV-B.
II. SALZA
The rationale for SALZA is to come up with a practical implementation of algorithmic complexity estimates that could work
continuously over any sequence of symbols. This discards block-based compression method like e.g., bzip2 which uses the
Burrows-Wheeler block transform.
As a practical implementation of [9] targeted towards data compression, DEFLATE has to finely tune the intricacy between
the string searching stage and the entropy coding stage. For example, DEFLATE will generally use a socalled lazy match string
searching strategy, meaning it will not necessarily find the longest strings, but stop the search at appropriate lengths. This
has the combined effect of speeding up the overall compression time, and also it produces a lengths distribution that is more
peaked (and hence more amenable to compression). However, it artificially creates references to shorter strings that hence are
not the most meaningful to explain the input data.
Therefore, we explicitly depart from the pure data compression approach to compute our algorithmic complexity estimates,
but we keep Ziv-Merhav [12] and LZ77 [9] as the core building blocks of our strategy. In the following, all substrings are the
longest substrings. For the same reason, we do not use the entropy coding stage.
A. Conditional information
SALZA builds on an implementation of DEFLATE [10] that has been further extended with an unbounded buffer in order
to implement the computation of a conditional Kolomogorov complexity estimate. SALZA will factorize a string x using
conditional information that may come from different sets of strings. The string of possible references is denoted R and its
alphabet is AR. We use the following to denote the four possible reference strings, each time with respect to the current
encoding position of the lookahead buffer:
1) y|x: R is only the past of x:
This models the usual LZ77 operating mode when x = y (needed in Sec. II-D), and AR = Ax;
2) y|+x: R is all of x:
This models the usual Ziv-Merhav operating mode (needed in Sec. II-B), and AR = Ax;
3) y-|x: R is the past of both x and y:
This will be needed later on in Sec. III-B, and AR = Ax ∪ Ay;
4) y-|+x: R is the past of y and all of x:
This will be needed later on in Sec. II-D, and AR = Ax ∪ Ay;
These types of conditional informations are depicted in Fig. (1). When the conditional information is left unspecified, we
will use x o y to stand for either type of conditional information.
Using any conditional information of the above, SALZA will always produce symbols of the form (l, v), which can be
either:
• references: l > 1 is the length1 of a substring in the dictionary, and, although it is not used in this paper, v is the offset
in the dictionary at which bytes should start to be copied;
• literals: l = 1 and v is the literal in x that should be copied to the output buffer.
It is important to notice that for any output symbol of SALZA, one has that:
∀l, l ≥ 1. (5)
1For implementation reasons, the actual minimum length of a reference is 3 bytes, like it is suggested in DEFLATE [10]. This is not mandatory but it
follows from the data structure suggested for the dictionary (a hash table made of an array of linked lists). We believe this has a negligible impact on the
overall results. Improving on this has been done in [11] and could be done here using (much) more involved and costly data structures like, e.g., Douglas
Baskins’ Judy arrays [13].
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x
y
future of y
Fig. 1. Strings R for the conditional information (from which references are allowed), by darkening shades of gray: y-|+x, y-|x, y|+x and y|x. The thick
vertical bar represents the position of the current lookahead buffer when encoding y.
Eventually, SALZA will factorize a string x in n symbols by finding always the longest strings (and n will be our estimate
of the relative complexity [12] when SALZA is run in Ziv-Merhav mode):
x (l1, v1) . . . (ln, vn) .
A specific feature of SALZA is that it gives access to a much richer information than when using an “out of the box”
compressor. In particular, the lengths of the symbols produced during the factorization of a string allows to define a complexity
measure that exhibits a stronger discriminative power than those available in the state-of-the-art litterature.
B. The SALZA conditional complexity estimate
Let Lxoy = {l} be the reference lengths produced by the relative coding of x given y by SALZA using any conditional
information. Also, |.| denotes the length of a string or the cardinal of an alphabet. Note also that x is defined over the alphabet
Ax and y is defined over Ay . When strings x and y are defined over the same alphabet, it will be simply denoted A.
When used in Ziv-Merhav mode (Lxoy = Lx|+y), SALZA will operate as follows:
• if x and y do not share the same alphabet, only literals will be produced;
• if x = y, only one symbol will be produced, namely (|x|, 1).
Definition II.1. Set value.
Let f : N? → R be a mapping and let T be a finite set of non-zero natural numbers. The image of T by f is defined as:
|T |f =
∑
s∈T
f(s).
The notation |T | = |T |1T will also be used to denote the cardinal of T .
We now look for a normalized, conditional complexity estimate. Focusing on a conditional measure is the first step
to proposing the semi-distance later on in Sec. III-A or constructing directed informations estimates in III-B. The very
normalization, as in [1], is needed to compare objects of different sizes. In contrast with [1], our strategy is not to perform the
normalization afterwards, but to use directly Eq. (1) with an already normalized estimate.
Definition II.2. Admissible function.
A function f : N? → [0, 1] is said to be admissible iff it is monotonically increasing.
In the following definition, the admissible function allows us to finely modulate the information that is taken into account
(see Sec. II-C).
Definition II.3. SALZA conditional complexity estimate.
Given an admissible function f , and two non-empty strings x ∈ Ax and y ∈ Ay , the SALZA conditional complexity estimate
of x given y, denoted Sf (x o y), is defined as:
Sf (x o y) =
(
1−
∑
Lxoy lf(l)− (|Lxoy|f − 1)
|x|
)
︸ ︷︷ ︸
S
|Lxoy| − 1
|x|︸ ︷︷ ︸
Z
. (6)
For simplicity, the dependency on x y and f in the terms of the fatorization are omitted. Therefore, the form Sf (x o y) = SZ
will be used in the sequel.
In Eq. (6), the two-terms factorization elements of Sf (x o y) can be interpreted the following way:
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1) S is based on the length ratio of x that is explained by y – we will show that it acts as a “spreading” factor that emphasizes
differences between both strings so that the final value allows for a sharper numerical estimate (see Sec. II-C);
2) Z is the normalization of the SALZA approximation of the relative complexity [12]. This normalization is simply obtained
by dividing by the maximum number of symbols that can be produced, namely |x|.
Lemma 1. 0 ≤ Sf (x o y) < 1.
Proof. The proof consists in demonstrating that both S and Z are normalized and follow the same trend with respect to
similarity.
1) First, we show that the term S is normalized.
Remark that: ∑
Lxoy
lf(l)− |Lxoy|f =
∑
Lxoy
f(l)(l − 1).
Because f is upper-bounded by 1 and remembering that l ≥ 1, see Eq. (5), then:∑
Lxoy
f(l)(l − 1) ≤
∑
Lxoy
(l − 1),
and: ∑
Lxoy
(l − 1) ≤ |x| − 1.
Note that the equality holds when x is a substring of R (e.g., when computing Sf (x|+x)).
Hence: (
1−
∑
Lxoy lf(l)− (|Lxoy|f − 1)
|x|
)
≥ 0,
with zero being reached when x is a substring of R.
By Eq. (5) and positivity of f , one has: ∑
Lxoy
f(l)(l − 1) ≥ 0.
Therefore: (
1−
∑
Lxoy lf(l)− (|Lxoy|f − 1)
|x|
)
≤ 1,
with equality being reached when x and R are maximally dissimilar (e.g., Ax ∩ Ay = ∅ when computing Sf (x|+y)).
2) Second, we show that Z is also normalized.
The SALZA factorization will produce at least one symbol (exactly one when x is a substring of R), therefore:
|Lxoy| − 1
|x| ≥ 0.
Note that Z only vanishes when x = y.
In the worst case (when x and R are maximally dissimilar, e.g. Ax ∩AR = ∅, same as above), |Lxoy| = |x|. Therefore:
|Lxoy| − 1
|x| =
|x| − 1
|x| < 1.
From the above considerations, it is easy to see that, when x and y are maximally dissimilar, one has:
lim
|x|→∞
Sf (x o y) = 1.
Before making use of Sf (x o y) to measure complexity, we investigate some of its features.
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C. Study of the SALZA conditional complexity estimate
We start by choosing an admissible function f . The use of f in Eq. (6) allows to modulate the choice of the references
taken into account, and how they contribute to the construction of the estimate of the complexity.
A possible choice for f is a threshold function in order to filter out references that are not meaningful. Such references are
first defined as explained below.
Definition II.4. Meaningful references [6].
A SALZA reference (l, v) is said to be meaningful with respect to R iff:
l > l0R = log|AR| |R| . (7)
Then, an admissible threshold function is defined as follows:
Definition II.5. Threshold function.
The admissible threshold function for string R, denoted f tR, is defined as:
f tR(l) =
{
1 if l > l0R
0 otherwise
.
However, as expected, this choice produces discontinuities in the first term of SftR(x o y), i.e. StR, see Fig. (2). The effect
of using this threshold is especially harmful when l0R is close to bl0Rc: in that case, references which are just smaller than l0R
are discarded, even though they may carry some information.
An easy way to circumvent this issue is to replace the threshold function with a continuous function in order to produce
soft estimates. Among all possible choices, we arbitrarily favor C∞ functions and make use of a sigmoid.
Definition II.6. Sigmoid function.
The admissible sigmoid function for string R, denoted fsR, is defined as:
fsR(l) =
1
1 + e−l+l0R
.
0 2 4 6 8 10 12 14 16
l 0R
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
S term, threshold function f tR
S term, sigmoid function f sR
Z term
Fig. 2. Profiles of SftR
(x o y) (triangles) vs. SfsR (x o y) (squares) as a function of l0R. Using a continuous admissible function like a sigmoid allows to
circumvent the effect of taking hard decisions when thresholding. This is especially important for small references and helps better discriminate dissimilar
strings.
In the following, we study the evolution of the various scores with respect to µ the mean length of the symbols produced
during the factorization, |x| and l0R = log|AR| |R|. This study is hardly tractable using closed-form expressions and we resort
to numerical simulations (this is inspired by the probabilistic treatment found in [12]). From our experiments, we chose the
Poisson distribution as the most suitable discrete distribution for the symbol lengths.
In order to study Sf (x oy) with respect to µ, we have fixed l0R and generated Poisson-distributed lengths such that
∑
Lxoy l =|x|. The results are depicted in Fig. (3): when µ takes high values (i.e., x and R contain many identical long strings) all three
terms get the same. However, when µ is smaller (i.e., x and R only contain short identical strings), then the spreading term
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S of SALZA in Eq. (6) will take much higher values than the term Z alone. Hence, the discriminative power of SALZA for
dissimilar strings is expected to be much stronger.
In order to study Sf (x oy) with respect to |x|, we have worked with both µ and l0R fixed. The results are depicted in Fig. (4):
they confirm that the SALZA conditional complexity estimate is invariant with respect to x.
In Fig. (2), it is noticeable that the term Z is constant with respect to l0R. This is actually an issue. Suppose R is a long
string defined over a small alphabet, then it is very likely that R will contain almost all possible strings of small size. Thus,
if x is defined over the same small alphabet, there is a high chance that it will be explained using only small strings found in
R. Therefore, it seems important to take into account both the values of |R| and |AR| and this can be done using the minimal
length of meaningful references l0R.
Now, as opposed to the Z term, the “spreading” term of Eq. (6), i.e. Z , will adapt to all settings. Using a sigmoid allows
for a softer estimate than when using a threshold. This, in fact, contributes to the stronger discriminative power of SALZA
when common substrings are close to l0R, see Fig. (3).
0 10 20 30 40 50 60
µ
0.0
0.2
0.4
0.6
0.8
1.0
S term, threshold function f tR
S term, sigmoid function f sR
Z term
l 0R
Fig. 3. Discriminative power of SALZA as a function of the Poisson distribution mean µ. The minimal value of the meaningful references l0R is represented
as a vertical bar.
103 104 105 106
|x|
4.6e-2
4.7e-2
4.8e-2
4.9e-2
5.0e-2
S term, threshold function f tR
S term, sigmoid function f sR
Z term
Fig. 4. SftR
(x o y) (triangles) and SfsR (x o y) (squares) as a function of |x|. The discriminative power of SALZA is nearly constant for arbitrarily long
strings – this is in contrast with the NCD (see Sec. IV-A) and it is due to the unbounded buffer in our implementation. Note that the plot starts when |x| is
half the size of the DEFLATE buffer. Each point has been generated by averaging 200 realizations.
Overall, the SALZA conditional complexity estimate will better discriminate dissimilar strings than the Z term alone, and it
will do so equally well on arbitrarily long strings. As for the choice of the admissible function, we observe a little advantage in
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favor of the sigmoid. Therefore, in the rest of this paper, unless otherwise explicitly stated, the sigmoid is the default admissible
function for all computations.
D. SALZA complexity and joint complexity
Let Lx = Lx|x be the set of lengths produced during a regular DEFLATE factorization (i.e., a close version of that in [9]).
This allows us to propose an estimate for the joint complexity of strings x and y.
Definition II.7. SALZA complexity.
Given an admissible funtion f and a non-empty string x ∈ Ax, the SALZA complexity of x, denoted Sf (x), is defined as:
Sf (x) = Sf (x|x)
=
(
1−
∑
Lx lf(l)− (|Lx|f − 1)
|x|
) |Lx| − 1
|x| .
The joint Kolmogorov complexity can be understood as the minimal program length able to encode both x and y, as well
as a means to separate the two [2]. Hence, there is no need to restrict the references only to x, and we should allow references
to the past of y as well. In order to mimic the relationship K(x, x) = K(x), we choose a length ratio as the way to separate
both strings.
Definition II.8. SALZA joint complexity.
Given an admissible function f , and two non-empty strings x ∈ Ax and y ∈ Ay , the SALZA joint complexity of x and y,
denoted Sf (x, y), is defined as:
Sf (x, y) = Sf (y-|+x) + Sf (x) + log|Ax|
( |x|
|y|
)
.
Note that Sf (x, x) = Sf (x) because Sf (x-|+x) = 0.
In order to validate our approach, we measure the following absolute error:
 = |Sf (x, y)− Sf (y, x)|.
For each experiment, we have used various translations for the Universal Declaration of Human Rights (UDHR) and samples
of mammals mitochondrial DNA (available at [14]). The results are reported in Tab. I and show a maximum average absolute
error below 2.37%, while the maximum absolute error we have encountered is around 7.2% (which happened in the weirdest
setting: comparing completely unrelated data, namely a DNA sample and a human text – when the data come from the same
area, the results are much better on average).
TABLE I
CHARACTERIZATION OF SALZA JOINT COMPLEXITY WITH RESPECT TO SYMMETRY.
x y E [] Var [] min() max()
UDHR UDHR 1.43e-3 1.38e-6 5e-6 7.96e-3
DNA DNA 1.23e-3 8.11e-7 6e-6 4.98e-3
UDHR DNA 6.84e-2 2.49e-6 6.28e-2 7.17e-2
III. NSD AND DIRECTED INFORMATION
In this section, we use the previous definitions to devise both an algorithmic semi-distance and directed information definitions
that are key to the applications in Sec. IV.
A. The normalized SALZA semi-distance
Using SALZA in its Ziv-Merhav mode practically eliminates the two limitations mentioned in Sec. I: references are taken
only from R = y, and the unbounded buffer allows to reach any arbitrary point in y.
Since Sf (x|+y) is normalized, we can now refer directly to Eq. (1) to propose a semi-distance.
Definition III.1. NSDf .
Given an admissible function f , and two non-empty strings x ∈ Ax and y ∈ Ay , the normalized SALZA semi-distance,
denoted NSDf , is defined as:
NSDf (x, y) = max {Sf (x|+y), Sf (y|+x)} .
Note that NSDf stands for Normalized SALZA semi-Distance using f . By default, when f = fsy , it is simply denoted by
NSD.
Theorem. NSDf is a normalized semi-distance.
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Proof. By Lemma 1 and Def. III.1, NSDf is normalized. We now show that NSDf is a semi-distance:
NSDf (x, y) = NSDf (y, x) (symmetry): This is immediate by Def. III.1.
NSDf (x, y) ≥ 0 (non-negativity): This is immediate by Lemma 1 and Def. III.1.
NSDf (x, y) = 0 ⇐⇒ x = y (identity of indiscernibles):
• x = y =⇒ NSDf (x, y) = 0
When x = y, then SALZA will produce only one reference to the entire string y (resp. x) when computing Sf (x|+y)
(resp. Sf (y|+x)). Therefore:
x = y =⇒ Sf (x|+y) = Sf (y|+x) = 0.
• NSDf (x, y) = 0 =⇒ x = y
Since Sf (x|+y) ≥ 0, then by Def. III.1:
NSDf (x, y) = 0 =⇒ Sf (x|+y) = Sf (y|+x) = 0.
Because it is a product, setting Sf (x|+y) = 0 means either (or both) of its terms is zero. Looking at the demonstration of
Lemma 1, one sees that setting either member to zero means x is a substring of y (when computing S(x|+y)) and y is a
substring of x (when computing S(y|+x)). Hence, x = y. This completes the proof for the identity of indiscernibles.
Showing that the triangle inequality does not hold only requires a counter-example. Consider a string x. Let x¯ be x with its
literals in reversed order and xn be n times the concatenation of x. Let a ∈ Aa, b ∈ Ab and c ∈ Ac and let all strings a, b
and c be each composed of the concatenation of all literals – all three strings have the same length |Aa| = |Ab| = |Ac| = M .
Assume further that Aa ∩ Ab = Ab ∩ Ac = Aa ∩ Ac = ∅. Now, by concatenation, define x = anbc¯, y = bcna¯ and z = acbn.
Let also f = f ty . In this case:
• NSDf (x, y) =
(n+1)2
(n+2)2 , since both computations of Sf (x|+y) and Sf (y|+x) will generate M(n+ 1) literals and only one
reference (of lengh M );
• NSDf (x, z) =
(n+M)2
(n+2)2M2 , since both computations of Sf (x|+z) and Sf (z|+x) will generate M literals and n+1 references
(of length M );
• NSDf (z, y) =
(n+M)2
(n+2)2M2 (following the same reasoning as above).
Let now T = NSDf (x, z) + NSDf (z, y)− NSDf (x, y). One has:
T =
2(n+M)2 − (n+ 1)2M2
(n+ 2)2M2
.
For example, when M = 60 and n = 10, one gets T = −0.54 < 0, which violates the triangle inequality.
The counter-example above basically shows that coders based on [9] or [12] will not handle correctly anti-causal phe-
nomenons, although one may of course design an extended lookup procedure able to handle such cases in addition to the usual
“copy from the past” used here. For this reason, we believe tuning the admissible function f will not help in restoring the
triangle inequality.
In addition, below are a couple of facts about of the NCD:
• when the NCD is computed using real-world compressors, the triangle inequality may also be violated in practice (one may
devise a counter-example using the same reasoning as above that will also violate the triangle inequality for NCD/gzip);
• in all experiments in this paper, we did not witness any violation of the triangle inequality when using SALZA;
• the other properties hold strictly, which may not be the case for the practical versions of the NCD (e.g., for large x,
NCD/gzip(x, x) will not be zero);
• the computational cost of SALZA is different compared to the NCD: when using gzip, it is bounded by the internal buffer
of 32KiB. However, since we use an unbounded buffer, the SALZA running complexity is O(max(|x|, |y|)). Therefore,
only running two coders instead of three in Eq. (4) does not necessarily implies faster running times for SALZA.
B. Directed algorithmic information
Causality inference relies on the assessment of a matrix of directed informations from which a causality graph will be
produced. Due to the very nature of causality, some fundamental restrictions on the underlying graph structure apply. In
particular, most authors focus on directed acyclic graphs (DAG) [15] and we will hereafter follow this line. Therefore, we start
by defining estimates of directed algorithmic information.
We would like to stress that causality has received several interpretations and it is, among other considerations, also dependent
on the type of data at hand. We will consider two types of data here: time series [16] (in which application area a version
based on classical information theory has been proposed [17]), and data that is not a function of time [15]. To some extent,
this relates to the difference between online and offline applications. Therefore, we need to distinguish between the two.
Let X = {xi} be a set of strings, and let us denote X\Y the set from which the set of strings Y was removed (Y ⊂ X).
When Y = {y}, we also write X\y.
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We formulate the causal directed algorithmic information as follows:
Definition III.2. Causal directed algorithmic information.
∀i 6= j, C(xi → xj) = K(xj -|X\ {xi, xj})−K(xj -|X\xj). (8)
C(xi → xj) is the amount of algorithmic information flowing from xi to xj when oberving data online in real time (think
of the xi as e.g., outputs of ECG probes).
In practice, we compute:
CSf (xi → xj) = Sf (xj -|X\ {xi, xj})− Sf (xj -|X\xj). (9)
Similarly, for offline applications, when all the data is available beforehand (think e.g., of text excerpts), we define the
socalled full directed algorithmic information as:
Definition III.3. Full directed algorithmic information.
∀i 6= j, F (xi → xj) = K(xj -|+X\ {xi, xj})−K(xj -|+X\xj). (10)
In practice, we compute:
FSf (xi → xj) = Sf (xj -|+X\ {xi, xj})− Sf (xj -|+X\xj). (11)
Note that we are only considering the amount of information flowing from one string to another. Hence, we are fundamentally
fitting in the Markovian framework. And since we remove the influence of all other strings, we are actually measuring the
influence of the sole innovation contained in one such string onto another. This will be illustrated in Sec IV-B.
IV. APPLICATIONS
A. Application to clustering
In Eq. (6), we use the richness of the information that is produced when running a Ziv-Merhav coder [12]. Such a symbol-
length information is not available when using a real-world compressor out of the box. In this subsection, we show that our
strategy allows for a more sensitive assessment of the complexity compared to the CompLearn tool [14]. Throughout this
paper, we make use of the Neighbor-Joining (NJ) method to obtain the phylogenic trees [18] every time we need to compare
against the state-of-the-art, although the UPGMA method [19] would produce essentially the same results (though it will be
used appropriately in Sec. IV-B2).
1) Small, real data: We have used the data available at [14] to compare the phylogenic trees produced by SALZA and
those produced with CompLearn [14] using gzip for the NCD compressor2. These datasets are made of mitochondrial DNA
samples and several translations of the Universal Declaration of Human Rights in various languages (more properly, writing
systems).
The effect of the first term in Eq. (6) is clear: the trees exhibit sharper clustering patterns than when using NCD/gzip, see
Fig. (5–6). One has obviously a real advantage in taking into account the lengths produced by the SALZA factorization. This
advantage seems even clearer when the data is more structured as it is the case with human writing systems.
It is remarkable that regarding the Basque language, NCD/gzip fails to group it with Finno-Ugric languages (Finnish and
Estonian), which is one of the earliest hypotheses (XIXth century) on the question of the origin of the Basque language ([20],
Ch. 2). This hypothesis has been mostly rejected in the meantime. However, the stronger discriminative power of SALZA
shows that this hypothesis could have seem plausible at some point in time. Because the branches of the phylogenic trees can
be put upside-down without changing the meaning of the interpretation, an acute reader will see that the Basque language is
also close to Altaic languages (Turkish, Uzbek), which count among other hypotheses that have been formulated in the past
[20].
2) Synthetic data: As seen above, the phylogenic trees show sharper differences between clusters with SALZA. We now use
several realizations of various first-order Markovian processes to compare with the NCD in the same setting. In the following
plots, the data is labeled as alphaX_mY_cZ, where X = |A|, Y is the identifier of the Markov transition probabilities matrix
and Z is the identifier of the realization. Each realization string contains 15K literals (actually, bytes), so that we can fairly
compare with NCD/gzip.
Here, NCD/gzip is unable to correctly classify the realizations with respect to their Markov transition probabilities matrices
– contrary to NSD, see Fig. (7). This further highlights the stronger discriminative power of NSD over NCD/gzip. The same
results have been obtained using |A| = 4 or |A| = 256.
2Although we have developed our own gzip compliant encoder, including the Huffman entropy coding stage, we have used the Gailly & Adler
implementation for fairness of the simulations (available at gzip.org).
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Fig. 5. Mitochondrial DNA clustering with NCD/gzip (left) vs. NSD (right).
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Fig. 7. Clustering of Markovian processes using NCD/gzip (left) vs. NSD (right) – |A| = 64. The NCD/gzip mostly fails when SALZA succeeds in
correctly clustering the Markovian processes with respect to their generative model.
3) Larger data set: In order to produce meaningful results, the data at [14] is limited to chunks of 16KiB (so that the
concatenation of two samples fits the gzip internal buffer length). Because we are now able to cluster data of arbitrary length,
we use to this end a corpus of freely available French classical books in their entirety, see Fig. (8). Most books get classified by
author and the branch lengths of the clusters are intuitively linked to the perception of a native French reader, thus confirming
the cognitive nature of information distances.
Due to the internal, 32KiB limited length of gzip buffer [7], the NCD/gzip fails here as badly as in Fig. (7), hence we
do not depicts these results to focus only on SALZA. The Neighbor-Joining method is known to sometimes produce negative
branch lengths [18], this happens here for Montaigne. The unbounded buffer of SALZA allows to produce quite a meaningful
classification of the books. Note that the tale genre gets classified as such (Perrault, Aulnoy), although the proper style of
Voltaire makes his works a cluster of their own. SALZA roughly classifies books by author and by chronological order, thus
reflecting the evolution of the French language itself.
B. Causality inference
Directed information is the tool of choice to perform causality inference. In this section, we illustrate the performance of
the two different kinds of directed information we have defined above (Sec. III-B). In the first experiment, we concentrate on
synthetic data to show how SALZA performs in a causal setting: we will recover the structure of several DAGs of random
processes given one of their realizations. This is to simulate the behaviour of systems modeled by dependent time series. Here,
we will naturally use Eq. (9).
In the second experiment, this time on real data, we will use SALZA to recover the order with which several versions of
a text have been produced by an author. This will illustrate both the usefulness of full directed algorithmic information in
Eq. (11) and the accuracy we obtain, even on a rather small data set.
1) Synthetic data: We have simulated DAGs of random processes using dependent processes: we have specified a connectivity
matrix among processes whose weights are the probabilities of copying a string of length proportional to the said probability
from the designated process. We also have a probability of generating random data.
Let pn (0 ≤ n < N ) be random stationary processes over A. The connectivity matrix M ∈MN,N+1 ([0, 1]) is such that:
∀0 ≤ i < N,
N∑
j=0
Mi,j = 1,
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Fig. 8. Clustering of French classic books ranging from XVIth to XIXth century
(left) using the NSD.
the last column of M being the probability of generating random, uniformly distributed symbols. This means that, for process
pi, the probability of copying data from any random point in the past of process pj is Mi,j (j < N ). If j = N then we
generate random, uniformly distributed data (the unobserved string that simulates the causal mechanism in the words of [21]).
At each step, the length of the data being copied or generated is proportional to Mi,j . In order to initiate data generation, we
have a short “burn-in” period of 12 symbols. The minimum length of data that is to be copied from the past of a process
is three symbols (this is to ensure we can hook to the copied string, see footnote 1). As seen from Fig. (9), we are able to
recover the structure of the DAGs.
2) An experiment in literature: Jean-Philippe Toussaint is a famous Belgian author of French expression with a specific way
of writing: he works by producing paragraphs one after the other. Each paragraph gets typeset, annotated by hand, typeset again,
annotated again, and so on until the author is satisfied. Some of his paragraphs culminate to more than 50 successive versions.
In Fig. (10), we show the eight successive versions of one of his paragraphs (Jean-Philippe Toussaint does not necessarily
typeset exactly the annotated version but makes changes in between). These versions are called fragments in Fig. (10) and
Fig. (11). As one can see in top and middle plots of Fig. (11) (clustering using resp. Neighbor-Joining and UPGMA), our
semi-distance allows to correctly recover the chronological order of the fragments. In this particular application, one would
preferably use the UPGMA method because its results are more easily read into by non specialists.
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Fig. 9. Top: Three sample target DAGs we want to recover from one of their realizations along with their connectivity matrix: the last column is the probability
of creating random strings – this is the amount of innovation contained in the strings produced by the said process (and the source of randomness used to
simulate innovation has not been represented for clarity). Bottom: Recovered connectivity matrices using CS along with their DAGs. We have filtered out
directed information values such that CS(xi → xj) < 5e − 3. Both the thickness and the transparency of the arrows are used to depict the amount of
innovation created in one process and transmitted to another. This means that the structure of the DAG we are recovering is only dictated by the innovation
created in every single process and transmitted to his neighbor(s). Some arrows may be faint to spot, but the recovered structure is correct in all cases.
On the lower graph of Fig. (11), all the arrows have been kept in order to allow in-depth inspection of the amount of
differential innovation. This representation is certainly richer as it allows to grasp the amount of information that has been
reused from one fragment to another. All three results allow to correctly recover the order with which the fragments have been
actually written by Jean-Philippe Toussaint.
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Je ne rentrai pas à l ' hôtel tout de suite ce soir-là, je m'éloignai vers 
la grande plage de sable qui s'étendait derrière le village sur plusieurs 
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peti t chemin de terre qui menait à la plage, évitant çà et là les grandes 
flaques d ' eau faiblement éclairées par la lune qui s'étaient formées dans 
les ornières . Il Y avait un champ dans l' obscurité en bordure du chemin , un 
champ abandonné et silencieux que protégeait une vieille clôture tout abîmée, 
et, continuant de suivre le chemin désert dans la nuit, je commençai bientôt 
à entendre le bruit de la mer au loin , le murmure régulier de la mer qui m' ap-
porta peu à peu cornne un soulagement des sens et de l'esprit. Arrivé sur la . 
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Je ne rentrai pas à l'hôtel tout de suite ce soir-là, je m' éloignai vers 
la grande plage de sable qui s'étendait derrière le village sur plusieurs 
kilomètres . J'avais déjà laissé le village derrière moi , et je l ongeais le 
peti t chemin de terre qui menait à la plage, évitant çà et là les grandes 
flaques d'eau faiblement éclairées par la lune qui s'étaient formées dans les 
ornières. Il Y avait un champ dans l ' obscurité en bordure du chemin , un 
champ abandonné et silencieux que protégeait une vieille clôture tout abîmée , 
et, continuant de suivre le chemin désert dans la nuit , je commençai bientôt 
à entendre le bruit de la mer au loin, le munnure régulier de la mer qui m' ap-
porta peu à peu corrrne un soulagement des sens et de l' espri t . Arrivé sur la 
plage, j'ôtai mes chaussures et mes chaussettes et je m' avançai lentement 
dans la nuit vers le rivage, les pieds nus et mes chaussures à la main . Je 
sentais le contact froid du sable sous la plante de mes pieds, le sable humide 
___ " i ~.), .. 1'0...;. 
qui pénétrait entre mes orteils, et j ' enfonçais à chaque f iË G 2 ~ davantage 
dans le sol pour me pénétrer toujours plus de la sensation de bien-être que 
me procurait le contact du sable mouillé a=œ: ..... ils . J'avais fini par 
m'asseoir au bord de l'eau, et je ne bougeais plus, je regardais la mer en 
face de moi. Le phare de l ' île de Sasuelo tournait avec régularité dans la nuit, 
et tout était silencieux autour de moi __ iil!l"'liiMiÈIIIIg~_r_ .. ;. . J'étais assis là 
..,_ 'co.. ~Q.,. ... 
tout seul en manteau sombre bu J je l ' 00 , les pieds nus dans le sable mouillé, 
~ o::e ' A.-.:,~ 
et je vis "un bateau apparaître a hL 3 2 eaic lie ilw lllfi.u , un fer ry qui 
glissait lentement devant moi tout illuminé dans la nuit , qui glissait immobile 
~c ;;=a.;;;~·~" à ]!:!JI Il et qui finit par disparaître e derrière l'île de Sasuelo . 
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Fig. 10. Draft scans of the last pages of Jean-Philippe Toussaint’s novel La Re´ticence [22], by the author (freely available at jptoussaint.com). The
transcripts we have used are labeled as follows: Fragments 1 and 2 are the typeset and annotated versions of the upper-left scan, fragments 3 and 4 are the
typeset and annotated versions of the upper-right scan, fragments 5 and 6 are the typeset and annotated versions of the lower-right scan, and fragments 7 and
8 are the typeset and annotated versions of the lower-left scan.
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Fig. 11. Top: The distance matrix of the data in Fig. (10) depicted using Neighbor-Joining [18] clustering (for the sake of completeness). Middle: The
distance matrix depicted using UPGMA [19] clustering. This is the method of choice one would use in this case. Bottom: The inferred causality graph using
FS (because the author may have – actually, has – moved parts of the fragments later in the text).
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