We study robust stochastic optimization problems in the quasi-sure setting in discrete-time. The strategies are restricted to those taking values in a discrete set. The optimization problems under consideration are not concave. We provide conditions under which a maximizer exists. The class of problems covered by our robust optimization problem includes optimal stopping and semi-static trading under Knightian uncertainty.
Introduction
We consider the following robust stochastic optimization problem
where H is a set of stochastic processes and represent the control variable, e.g. the portfolio evolution of a trader; P is a set of probability measures modeling uncertainty. The goal of this paper is to establish existence of a maximizer H for a class of maps Ψ. Problem (1.1) is called a robust optimization problem, since it asks for the best possible performance in the worst possible situation, modeled by a probability measure P ∈ P. We will provide an example of the set P in Section 3; see also [2] .
The main focus of the paper is to analyze the situation when the map Ψ is not necessarily concave. Concave functions enjoy a number of properties that make them easy to work with. One important property that makes them amenable to the techniques developed in robust finance, see e.g. [7, 5] , is that they are locally Lipschitz continuous if their domain has nonempty interior. This allows one to be able to evaluate the function value just by knowing it on a countable set of points, which is independent of the function under consideration. This property, that it is enough to know the function on a countable number of points, proved to be crucial in the analysis of the problem; see [18] . Although this approximation result remains valid also for nonconcave functions, see e.g. [27] , in general it depends on the function. For that reason we impose this property on our maps Ψ by assuming a sort of discreteness property.
Although our formulation of the problem is quite general, we will provide examples showing that nonconcavity of market models arises naturally in finance. Examples include semi-static trading with integer positions, optimal stopping and optimal liquidation problems, and a model of illiquidity. Our discreteness assumption is also natural in some problems in mathematical finance.
We work in the robust setting introduced by Bouchard and Nutz [7] . This one is designed in order to be able to apply dynamic programming techniques to it; see [5] . We will follow the formulation of dynamic programming in [13] .
When considering the robust dynamic programming procedure, as outlined in the problem of robust utility maximization in [19] , measurability turns out to be the main obstacle to establishing positive results. A robust dynamic programming step consists in broad terms of (1) taking conditional expectations under various measures, i.e. taking infima of those, and (2) maximization. Measurability we are considering is lowersemianalyticity of the map Ψ. To show that the first step yields a lower-semianalytic function requires one to be able to approximate the function by a countable number of its function values. This does not even work for concave functions unless one assumes that the domain has a nonempty interior, which is an assumption in [19] , but also explicitly assumed in [18] . So, in the concave case, considered in [18] , step (1) of taking conditional expectations works, since the operation of taking a conditional expectation preserves concavity of functions, as does taking infima; step (2) works since concavity is preserved also when maximizing the function in one parameter. The maximization step works even in the setup considered in this paper, given that we assume an appropriate no-arbitrage condition, however step (1) fails, a minimum of conditional expectations does not need to be measurable. Whereas in the concave case one could infer measurability from concavity, here the conditional expectations have no properties one could exploit.
The no-arbitrage condition we assume is, stronger than the robust no-arbitrage condition, when considering the frictionless market model. Instead of considering concrete models of financial markets and the corresponding no-arbitrage conditions, we opted for quite an abstract approach and, admittedly, strong no-arbitrage condition. We, however, motivate our choices by discussing various examples and by providing intuition for the objects at hand.
Dynamic programming is an approach that replaces the multi-step decision problem with a series of one-step decision problems. If one can solve, i.e. prove existence of optimizers of the one-step problems, then one gets existence in the original problem by using those one-step optimizers. One approach in obtaining existence of the one-step problems, taken in [19] and [22] , is to set up the problem in such a way that the set of strategies in the one-step problems one obtains is compact. Indeed, under a suitable no-arbitrage condition, having a frictionless market model with utility function defined on the positive half-line implies this compactness, up to the projection on the predictable range. We opt for the same approach. This compactness requirement, known as locallevel boundedness locally uniformly in [26] , is imposed by assuming a recession condition on the function Ψ.
Robust utility maximization was already considered in the literature. The closest to our work in discrete-time is [18] . There, concavity is assumed on the maps Ψ(ω, ·) for every ω ∈ Ω. For more results concerning the robust utility maximization problem in a nondominated framework, we refer to [19, 2, 6, 8, 11, 14, 15, 16, 17, 29] . For examples of robust optimal stopping problem, we refer to [3, 4, 20, 12] . Furthermore, nonconcave utility maximization problems in the classical setup without model uncertainty were considered in [21, 9, 10, 23, 24] . To the best of our knowledge, robust utility maximization in the nondominated setting for nonconcave financial markets has not been considered yet.
The remainder of this paper is organized as follows. In Section 2, we introduce the concepts, list the assumptions imposed on Ψ and state the main results. Examples are provided in Section 3. In Section 4, we introduce and solve the corresponding one-period maximization problem. In Section 5, we introduce the notion needed in our dynamic programming approach and explain why this leads to the existence of a maximizer in our optimization problem (1.1). The proof is then divided into several steps, which heavily uses the theory of lower semianalytic functions.
Notation. For any vector x ∈ R dT , written out as x = (x 0 , . . . , x T −1 ), where x i ∈ R d for each i, we denote the restriction to the first t entries by x t := (x 0 , ..., x t−1 ). For y ∈ R dT , we denote by x · y the usual scalar product on R dT .
Optimization Problem
Let T ∈ N denote the fixed finite time horizon and let Ω 1 be a Polish space. Denote by Ω t := Ω t 1 the t-fold Cartesian product for t = 0, 1, . . . , T , where we use the convention that Ω 0 is a singleton. Let F = (F t ) t=0,1,...,T where F t := P B(Ω t ) P is the universal completion of the Borel σ-field B(Ω t ); here B(Ω t ) P denotes the P -completion of B(Ω t ) and P ranges over the set M 1 (Ω t ) of all probability measures on (Ω t , B(Ω t )). Moreover, define (Ω, F) := (Ω T , F T ). This plays the role of our initial measurable space.
For every t ∈ {0, 1, . . . , T − 1} and ω t ∈ Ω t we fix a nonempty set P t (ω t ) ⊆ M 1 (Ω 1 ) of probability measures; P t (ω t ) represents the possible laws for the t + 1-th period given state ω t . Endowing M 1 (Ω 1 ) with the usual topology induced by the weak convergence makes it into a Polish space; see [5, Chapter 7] . We assume that for each t
Recall that a subset of a Polish space is called analytic if it is the image of a Borel subset of a (possibly different) Polish space under a Borel-measurable mapping (see [5, Chapter 7] ); in particular, the above assumption is satisfied if graph(P t ) is Borel. The set graph(P t ) being analytic provides the existence of an universally measurable kernel P t : Ω t → M 1 (Ω 1 ) such that P t (ω t ) ∈ P t (ω t ) for all ω t ∈ Ω t by the Jankov-von Neumann theorem, see [5, Proposition 7.49, p.182 ]. Given such a kernel P t for each t ∈ {0, 1, . . . , T − 1}, we can define a probability measure P on Ω by
where we write ω := ω T := (ω 1 , . . . , ω T ) for any element in Ω. We denote a probability measure defined as above by P = P 0 ⊗ · · · ⊗ P T −1 . For the multi-period market, we consider the set
of probability measures representing the uncertainty of the law, where in the above definition each P t : Ω t → M 1 (Ω 1 ) is universally measurable such that P t (ω t ) ∈ P t (ω t ) for all ω t ∈ Ω t . We will often interpret (Ω t , F t ) as a subspace of (Ω, F) in the following way. Any set A ⊂ Ω t can be extended to a subset of Ω T by adding (T − t) products of Ω 1 , i.e.
We call a set A ⊆ Ω P-polar if for all P ∈ P there exists A P ∈ F such that A ⊆ A P and P [A P ] = 0, and say a property to hold P-quasi surely, or simply P-q.s., if the property holds outside a P-polar set; we will use P-q.a. ω (quasi all) and P-q.e. ω (quasi every) to say P-q.s.. Remark 2.1. We point out that our definition of a normal integrand Ψ varies from the classical one in optimization as defined in, e.g., [26, Chapter 14] in the sense that our map −Ψ satisfies the classical definition of a normal intergrand. As we are looking for a maximum of a function instead of a minimum like in classical optimization problems, our definition of a normal function fits into our setting.
Note that the correspondence hypo Ψ has closed values if and only if the function x → Ψ(ω, x) is upper-semicontinuous for each ω; see [26, Theorem 1.6] . By [26, Corollary 14 .34], Ψ is (jointly) measurable with respect to F ⊗ B(R dT ) and B(R). Classical examples of normal integrands, which are most prevalent in mathematical finance, are Caratheodory maps; see [26, Example 14.29] .
Denote by H the set of all F-adapted R d -valued processes H := (H 0 , . . . , H T −1 ) with discrete-time index t = 0, . . . , T − 1. Our goal is to study the following optimization problem sup
where
Recall that a function f from a Borel subset of a Polish space into [−∞, ∞] is called lower semianalytic if the set {f < c} is analytic for all c ∈ R; in particular any Borel function is lower semianalytic. Moreover, recall that any analytic set is an element of the universal σ-field, see e.g. [5, p.171 
We refer to [5] and [26] for more details about the different concepts of measurability, selection theorems and optimization theory. We say that a set D ⊆ R dT satisfies the grid-condition if 0 ∈ D and
The following conditions are in force throughout the paper.
Assumption 2.2. The map Ψ : Ω × R dT → R ∪ {−∞} satisfies the following:
(1) There exists D ⊆ R dT satisfying the grid-condition such that
(4) the optimization problem is non-trivial, i.e.
Remark 2.3. Due to Assumption 2.2(1), by the grid-condition (2.2) imposed on the set D, the map x → Ψ(ω, x) is upper-semicontinuous for every ω ∈ Ω. In fact, we prove in the key Lemma 5.8 that Ψ is a F-normal integrand.
Remark 2.4. At first glance, Assumption 2.2(2) may seem to be rather restrictive. It was shown in [19, Example 2.3 ] that for any (nondecreasing, strictly concave) utility function U being unbounded from above, one can construct a frictionless market S and a set P of probability measures such that
for any initial capital x > 0, but there is no maximizer H x ; here we denoted by
, the existence may fail for utility functions not being bounded from above. However, Assumption 2.2(2) is sufficient in order to establish the existence of a maximizer for our optimization problem; see [8] .
We now define the horizon function
The mapping Ψ ∞ (ω, ·) is positively homogeneous and upper-semicontinuous, see [26, Theorem 3.21] . If we assume Ψ to be normal, then so is Ψ ∞ , see [26, Exercise 14 .54(a)]. Throughout the paper we impose the following condition.
We call it the no-arbitrage condition. The main theorem of this paper is the following.
Theorem 2.5. Let Ψ be a map satisfying Assumption 2.2. If the no-arbitrage condition N A(P) holds, then there exists a process H ∈ H such that
We will give the proof of this theorem in Section 5.
Remark 2.6. Let us argue why we call the condition K = {0} the no-arbitrage condition. Consider first the frictionless market model given by Ψ(H) = H • S T . In this case, the condition K = {0} is written as
This condition is strictly stronger than the robust no-arbitrage condition, which one states as:
In the case where P = {P }, i.e. in the dominated setup, the requirement that H • S T = 0 implies H = 0 is refered to as 'there are no redundant assets in the market'. Thus, our no-arbitrage condition in the frictionless market requires the classical no-arbitrage condition and, additionally, that there are no redundant assets. Also, in the general nondominated setup, the condition K = {0} is in general strictly stronger than the robust no-arbitrage condition when restricted to the frictionless market model. In market models with friction, the no-arbitrage condition of the form
proved to be insufficient for establishing the fundamental theorem of asset pricing and duality, even when talking about convex transaction costs. Thus, even in the market model with proportional transaction costs one talks about weak no-arbitrage condition, strong no-arbitrage condition and robust no-arbitrage condition. It is only the last concept that proved to be strong enough to imply the fundamental theorem of asset pricing. Note that robust no-arbitrage condition is the (weak) no-arbitrage condition with an additional condition.
Moving further in the direction of more general transaction costs one realizes that it is natural for markets to allow for arbitrage oportunities; this is, e.g., one of the conclusions of the paper [28] . If that is the case, one says that the market model satisfies the no-arbitrage condition if there are no arbitrage oportunities with 'large positions in the market'. Stated differently, it is requested that for every strategy H which is an arbitrage strategy, i.e. Ψ(H) ≥ 0, there exists an n 0 ≥ 0, such that nH is not an arbitrage strategy whenever n ≥ n 0 . This is where the horizon function comes into the story.
The horizon function is, by definition, positively homogeneous. It is, thus, enough to understand no-arbitrage theory for such maps. The reason why the horizon function is useful is that it provides a convenient upper bound for the map Ψ. To understand the idea, consider, first, a trivial example of a function f : R → R which is uppersemicontinuous and satisfies f ∞ (x) < 0 whenever x = 0; this is a market model satisfying our no-arbitrage condition. Since the function f ∞ is positively homogeneous, there exists another positively homogeneous function g : R → R such that f ∞ (x) < g(x) < 0 for all x = 0. Furthermore, there exists an a ∈ R, such that f (x) ≤ a + g(x) for all x ∈ R; indeed, to see that f − g is bounded above, it is enough to show that (f − g) ∞ (x) < 0 for all x = 0 by using the definition and the fact that g is positively homogeneous function on R and apply Proposition 3.23 and Theorem 3.5 in [26] . In general, the connection between level boundedness and horizon functions is explained in Theorem 3.31 in [26] . Although the statements in this simple example are obvious, the thinking extends to the situation considered in this paper: it is the key technical step of the paper to show that the no-arbitrage condition we consider, K = {0} translates to the local one, defined in the following pages.
To conclude, the no-arbitrage condition we are proposing, K = {0}, is implied by the following, more natural, condition: There exists a map Υ : Ω × R dT → R, such that Υ(ω, ·) is positively homogeneous, Υ(ω, x) > Ψ ∞ (ω, x) for all ω, x = 0 and the map Υ satisfies the following condition
i.e. the map Υ satisfies the (weak) no-arbitrage condition. One says that the map Υ dominates Ψ. This condition is reminiscent of the robust no-arbitrage condition in markets with proportional transaction costs with efficient friction. The condition K = {0} is also implied by the following: there exists a frictionless market model (S t ) satisfying our no-arbitrage condition, i.e. which is arbitrage free and there are no redundant assets, and a random variable a such that Ψ(H) ≤ a + H • S T for all ω, x. Thus, the reason for choosing such an abstract condition to serve as a no-arbitrage condition is merely because it puts various situations under the same roof.
Examples

Integer Valued Strategies and Semi-Static Trading
Consider S = (S 1 , . . . , S d ) a d-dimensional stock price process whose components are Borel measurable for each t. Consider U : Ω × R → R ∪ {−∞} a random (not necessarily concave) utility function; precisely, U (ω, ·) is a continuous function which is bounded above by some constant C for each ω ∈ Ω. Furthermore, assume that (ω, x) → U (ω, x) is lower-semianalytic. We also assume that the trader is only allowed to have integer positions in the risky assed, i.e. h t (ω) ∈ Z d for all ω, t. We define a mapping
where x ∈ R is the fixed initial wealth of the trader and χ A (x) is the function taking value 0 if x ∈ A and ∞ otherwise. Let us show that Ψ satisfies Assumption 2.2. First, the grid-condition is clear. Also lower-semianalyticity is clear, as it is a composition of a lower-semianalytic function and a Borel one. Boundendess from above follows by the same assumption on U . It remains to show the last assumption of non-triviality of the optimization problem. This will be true if, e.g. inf P ∈P E P [U (x)] > −∞; in that case the strategy 0 is one feasible strategy.
We may also consider the utility maximization with semi-static portfolios where beside a position h in stock one can also hold a position in static assets {f i | i = 1, . . . , I} available for free in the market. The value of a strategy (h, g) is given by
In a similar way as above one shows that
satisfies Assumption 2.2.
The Optimal Stopping Problem
Given a process G := (G t ) t=0,...,T , with G t an F-measurable random variable for each t, we consider an optimal stopping problem. Denote by T the set of F-stopping times; the problem is then inf
To transform it into a standard form, note that τ is a stopping time if and only if {τ = t} ∈ F t for all t, i.e. if the process ½ [ [0,τ ) ) is adapted. Equivalently, every adapted {0, 1}-valued decreasing process h defines a stopping time τ := inf{t | h t = 0}. We define the following mapping
where D ⊂ Z T +2 is defined as follows
The set D is, clearly, closed; consequently, the map χ D is lower semicontinuous, hence Borel. Hence the map (ω, x) → Ψ(ω, x) is lower semianalytic as soon as G t are. The domain of the function Ψ(ω) is finite; this implies also that Ψ satisfies the grid-condition. There exists an upper bound C as soon as G t ≤ C P-q.s. The optimization problem is nontrivial as soon as there exists a t such that
One could also model optimal liquidation problems, where a trader starts with a large integer position h −1 = M ∈ N and needs to liquidate it by the final time, i.e. h T = 0; see e.g. [1] .
Roch-Soner Model of Illiquidity
Here we give a more involved example of a limit order book. More information about modeling considerations can be found in [25] ; see also [28] for a discrete-time version of the model. The 'equilibrium stock price' process S := (S t ) represents the price when there is no trading; with trading, after the trading period, the price is given by S t + ℓ t ; ℓ t represents impact of trading. If a big trader executes the trade ∆h t at time t, he or she moves the price, so the price after trade changes by m t ∆h t . The model is the following
for some constant κ ∈ (0, 1), capturing the decay of price impact ℓ, and a strictly positive process (m t ), encoding the 'depth' of the limit order book of 1/2m t .
Let U : Ω × R → R ∪ {−∞} be a random utility function. Set
Ψ(h) := U (V T ).
One can show that the mapping h → V T is not concave. Next, we restrict trading to integer values, i.e. define Ψ(h) = Ψ(h) − χ Z T (h).
Let us now check the conditions. It is easy to see that the grid condition is satisfied for the map Ψ. Similarly for the existence of the upper bound: it holds as soon as it holds for U (ω, ·) for all ω ∈ Ω. The map (ω, x) → Ψ(ω, x) will be lower semianalytic if S t and m t are Borel measurable random variables and the map (ω, x) → U (ω, x) is lower semianalytic. The optimization problem is nontrivial as soon as inf P ∈P E P [U (0)] > −∞.
An Example of a Set P
For simplicity's sake, consider a frictionless market model in one step. We want to specify the set P such that under each measure P ∈ P the stock price is a binomial tree model where the initial stock price process S 0 = 1; the stock price goes up with probability p ∈ [0. 
where by δ x we denoted a Dirac measure with all the mass in x. It remains to show that the set graph(P) is analytic; it is enough to show that it is closed. But, this is clear, since graph(P) is a sequentially closed set in a compact metric space.
For more examples of sets P, we refer to [2, Section 2.3].
4 One-Period-Model
Setup
Let (Ω, F) be a measurable space and P be a possibly nondominated set of probability measures on it. Fix a function Ψ : Ω × R d → R ∪ {−∞} and consider the optimization problem
the set of strategies is here just H = R d .
(2) there exists a constant C ∈ R such that Ψ(ω, x) ≤ C for all ω ∈ Ω, x ∈ R d ; (3) the optimization problem is non-trivial, i.e.
Remark 4.2. Note that Assumption 4.1(1) is much weaker than Assumption 2.2(1) which involves a set D ⊆ R dT satisfying the grid-condition; see also Lemma 5.8. Moreover, in the one-period model we did not require any structural properties on the measurable space (Ω, F) nor on the set P of probability measures. In particular, we did not assume that the map (ω, x) → Ψ(ω, x) is lower semianalytic. The stronger Assumption 2.2 is necessary in the multi-period model for the purpose of ensuring lower semianalyticity of maps appearing in a dynamic programming procedure, so that measurable section results can be applied; see (3) in the proof of Proposition 5.1.
We work under the following no-arbitrage condition
Theorem 4.3. Let the no-arbitrage condition (4.2) and Assumptions 4.1 hold. Then there exists a strategy h ∈ R d such that
The proof of Theorem 4.3 will be provided in the following Subsection 4.2.
Proof of the One-Period Optimization Problem
The key result from [26] which we use to prove the one-period optimization problem is the following:
is proper, upper-semicontinuous, and for each u ∈ dom(p) there exists a maximizer x(u). Moreover, we have p ∞ (u) = sup x∈R n f ∞ (u, x), which is attained whenever u ∈ dom(p ∞ ).
Proof. This is simply the summary of [26 Consider the function Φ : h → inf
Observe that Φ is upper-semicontinuous as an infimum of upper-semicontinuous functions. It is also proper, i.e. not identically equal to −∞, by Assumption 4.1(3). Moreover, we have the following. 
Furthermore, if the no-arbitrage condition (4.2) holds, then
Proof. As taking the limit in n in the expression of Φ ∞ is the same as taking the inf n∈N , and by monotone convergence theorem, as Ψ ≤ C by assumption, we have
As Ψ is uniformly bounded from above, we have Ψ ∞ ≤ 0 which then by the above inequality also implies that Φ ∞ ≤ 0. In particular, Φ ∞ = 0 implies that Ψ ∞ = 0 P-q.s. and hence by definition h ∈ K. The no-arbitrage condition (4.2) now implies that h = 0.
For the other direction, let h = 0. Then as Ψ ≤ C by assumption,
Proof of Theorem 4.3. By the no-arbitrage condition (4.2) and Lemma 4.5, we see that the conditions of Proposition 4.4 are fulfilled for f ≡ Φ, which gives us the existence of a maximizer h, as by Assumption 4.1(3)
Multi-Period-Model
We denote by ω t ⊗ tω the pair (ω t ,ω) ∈ Ω t+1 , where ω t ∈ Ω t andω ∈ Ω 1 , and define the following sequences of maps: set Ψ T := Ψ and for t = T − 1, . . . , 0 and ω t ∈ Ω t define
For each t ∈ {0, . . . , T − 1}, denote by H t the set of all F-adapted, R d -valued processes H t := (H 0 , . . . , H t−1 ); these are just restrictions of strategies in H to the first t time steps. In the same way, for any set D ⊆ R dT define the subset D t ⊆ R dt to be the projection of D onto the first t components, i.e. first dt coordinates. We start with the following simple but important result.
Proposition 5.1. If Ψ satisfies Assumption 2.2, then for any t ∈ {0, . . . , T − 1} also the functions Ψ t+1 and Φ t satisfy Assumption 2.2.
Next, define the no-arbitrage condition up to time t, denoted by NA(P) t , for the mappings (Ψ t ) in the natural way, by saying
Condition NA(P) t is a statement about a set of strategies and as such cannot yet be used to prove things that we need it for. What we need is a local version of the no-arbitrage condition.
Definition 5.2. For each t ∈ {0, . . . , T − 1} and ω t ∈ Ω t define a set
We say that condition NA t holds if
• the set ω t ∈ Ω t K t (ω t ) = {0} has P-full measure.
Proposition 5.3. Let t ∈ {0, . . . , T − 1}. Assume that Ψ t+1 satisfies Assumption 2.2.
If the no-arbitrage condition NA(P) t+1 up to time t + 1 holds, then the local no-arbitrage condition NA t holds.
Having this result at hand, one can proceed as in the one-step case. The following is a direct consequence.
Proposition 5.4. Let t ∈ {0, . . . , T −1}. Assume that Ψ t+1 satisfies Assumption 2.2 and that NA(P) t+1 holds. Then for every H t ∈ H t such that sup x∈R d Φ t (ω t , H t (ω t ), x) > −∞ P-q.s. there exists an F t -measurable mapping h t : Ω t → R d satisfying Remark 5.5. Compared to the one-step case where the optimization is simply over R d , there is the additional technical issue that the optimizer h t (ω t ), whose pointwise existence we obtain from the one-step case in Section 4, is measurable in ω t . A key observation which is helpful for this so-called measurable selection problem is the observation in Lemma 5.8 that both Ψ t and Φ t are normal integrands (in the sense of [26, Definition 14.27, p.661]) as a direct consequence of Assumption 2.2.
The important step toward the proof of our main result is the observation that the no-arbitrage condition NA(P) t up to time t behave well under the dynamic programming recursion.
Proposition 5.6. Let t ∈ {0, . . . , T − 1} and let Ψ t+1 satisfy Assumption 2.2. If the no-arbitrage condition NA(P) t+1 up to time t + 1 holds, then so does the no-arbitrage condition NA(P) t up to time t.
The proofs of Propositions 5.1 & 5.3-5.6 will be given in the Subsection 5.1.
Proofs of Propositions & 5.3-5.6
We first start with a useful lemma providing the relation between Ψ t+1 and Φ t .
Lemma 5.7. Let t ∈ {0, . . . , T − 1} and Ψ t+1 satisfies Assumption 2.2. Then
Proof. For the first part, let H t+1 ∈ H t+1 such that
We claim that also inf
To see that, note that by [18, Lemma 5.13 ], see also [5, Proposition 7 .50], there exists for any ε > 0 an universally measurable kernel P ε t :
Then, we have
Take any P ∈ P and denote its restriction to Ω t by P t . Integrating the above inequality yields
Letting ε → 0, we obtain, by Fatou's Lemma, that
Hence by the arbitrariness of P ∈ P, the claim is proven and so Φ t satisfies Assumption 2.2(4). The second part follows by the same arguments as in the proof of Lemma 4.5.
We continue with the proof of Proposition 5.1.
Proof of Proposition 5.1. We argue backwards using the recursion defined in (5.1). The numbering refers to the corresponding numbering in Assumption 2.2.
(1) Since Ψ = Ψ T satisfies Assumption 2.2(1) with respect to some set D ⊆ R dT satisfying the grid-condition (2.2), we get directly from its definition that both Φ t and Ψ t are equal to −∞ outside of D t+1 and D t , respectively. As a consequence, as also each D t satisfies the grid-condition (2.2), the maps x → Ψ t (ω, x) and x → Φ t (ω, x) are upper-semicontinuous; see Remark 2.3.
(2) Since Ψ = Ψ T is bounded from above by a constant C, the same holds true for Φ t and Ψ t by definition, with respect to the same constant C.
(3) One proves that Φ t is lower semianalytic if Ψ t+1 is in exactly the same way as was done in [18, Lemma 5.9] ; hence the proof is omitted. Assume now that Φ t is lower semianalytic; we will argue that then also Ψ t is. Denote by D t+1 the projection of D t+1 onto its last component, i.e. the projection of D onto its t + 1 component. Then, as D t+1 is at most countable, the same holds true for D t+1 . As by (1), Φ t equals to −∞ outside of D t+1 , we have for any x t ∈ R dt that
Therefore, being a countable supremum over lower semianalytic functions, the map (ω, x t ) → Ψ t (ω, x t ) is lower semianalytic. Note that it is here where we use the grid-condition in a significant way; see also Remark 4.2.
(4) In Lemma 5.7, we show that Φ t satisfies Assumption 2.2(4) if Ψ t+1 does. Then, by definition, this implies that also Ψ t satisfies Assumption 2.2(4).
The following lemma proves that for each t ∈ {0, . . . , T − 1}, both Ψ t+1 and Φ t are normal integrands. This is the key property needed in the measurable selection arguments within the proof of Proposition 5.4, see also Remark 5.5.
Lemma 5.8. Let D ⊆ R m be a set satisfying the grid-condition (2.2), f : Ω n × R m → R ∪ {−∞} be a function such that (ω, x) → f (ω, x) is universally measurable, and for all ω ∈ Ω n dom f (ω, ·) ⊆ D. Then f is a F n -normal integrand. In particular, the map x → f (ω, x) is upper-semicontinuous for every ω ∈ Ω n .
Proof. By the definition of being a F n -normal integrand, we need to show that its hypof (ω) is closed-valued and F n -measurable in the sense of [26, Definition 14.1, p.643] .
To show that the hypof (ω) is closed-valued, fix any ω ∈ Ω n and let
Therefore, by the grid-condition (2.2) of the set D, the sequence (x k ) is constant equal to x for eventually all k. In particular, for large enough k, we have f (ω, x) ≥ α k , which then implies the desired inequality f (ω, x) ≥ α.
To see that the hypof (ω) is a F n -measurable correspondence, notice first that by the assumption dom f (ω, ·) ⊆ D and D satisfies the grid-condition (2.2), the map x → f (ω, x) is upper-semicontinuous for every ω. Hence, we deduce from [26, Proposition 14.40, p.667] that it suffices to show that for any K ⊂ R m being compact, the
is F n -measurable. To that end, fix any K ⊆ R m being compact and then fix any constant c ∈ R. We need to show that the set {ω | g(ω) > c} ∈ F n . As dom f (ω, ·) ⊆ D, this is trivially satisfied if D ∩ K = ∅. Therefore, from now on, assume that D ∩ K = ∅. By compactness of K and the grid-condition (2.2) of D, we get that D ∩ K = {k 1 , ..., k j } is finite. Therefore, by definition of g(ω), we have
which is F n -measurable by [5, Lemma 7.29, p .174].
Before we can start with the proof of Proposition 5.3, we need to see that the set valued map K t (ω t ) has some desirable properties.
Lemma 5.9. Let t ∈ {0, . . . , T − 1}. Assume that Ψ t+1 satisfy Assumption 2.2. Then the set-valued map K t defined in (5.2) is a closed-valued, F t -measurable correspondence and the set ω t ∈ Ω t K t (ω t ) = {0} ∈ F t .
Proof. As Φ ∞ t is positively homogeneous and upper-semicontinuous in x t , K t (ω t ) is a closed-valued cone for every ω t . We emphasize that as Ψ is not assumed to be concave, K t (ω t ) is not necessarily convex. By Lemma 5.8 and Proposition 5.1, Φ t is a F t -normal integrand, hence so is Φ ∞ t . Thus, the set-valued map K t is an F t -measurable correspondence; see [26, Proposition 14.33 
Lemma 5.10. Let t ∈ {0, . . . , T − 1}. Assume that Ψ t+1 satisfies Assumption 2.2. Moreover, let X : Ω t → R d be any F t -measurable random variable. Then the following holds true.
Proof. Let X ∈ K t P-q.s. Then for any arbitrary P ∈ P, recall that its restriction P t+1 to Ω t+1 is of the form P t ⊗ P t for some selector P t ∈ P t . Therefore, by Lemma 5.7
By the arbitrariness of P ∈ P, we conclude that (0, . . . , 0, X) ∈ K t+1 . Now we are able to prove Proposition 5.3.
Proof of Proposition 5.3. Recall from the proof of Lemma 5.9 that K t admits a Castaing representation {x n }. Then using Lemma 5.10 and (5.3), we have that NA(P) t+1 up to time t + 1 holds true =⇒ ∀n ∈ N: (0, . . . , 0, x n ) = 0 P-q.s.
⇐⇒ the set 
admits an F t -measurable selector h t on the F t -measurable set {Υ = ∅}. Extend h t by setting h t = 0 on {Υ = ∅}. It remains to argue that {Υ = ∅} is a P-polar set.
To that end, we want to show that the map (x t , x t ) → Φ t (ω t , x t , x t ) satisfies the conditions of Proposition 4.4. By Lemma 5.1, it is proper and upper-semicontinuous; see also Remark 2.3. Moreover, by the local no-arbitrage condition NA t , we have for
Hence the conditions of Proposition 4.4 are indeed satisfied. Therefore, we conclude from Proposition 4.4, as by assumption sup x∈R d Φ t (ω t , H t (ω t ), x) > −∞ P-q.s., that {Υ = ∅} is a P-polar set. The result now follows. Now we continue with the proof of Proposition 5.6.
Proof of Proposition 5.6. Assume by contradiction that K t = {0}. Then, there exists a probability measure in P ∈ P and H t ∈ H t such that This and (5.7) ensure that for P-q.e. ω t−1 we have Ψ t (ω t−1 ⊗ t−1 ·, H t (ω t−1 )) > −∞ P t−1 (ω t−1 )-q.s.. (5.8)
In addition, recall for every P ∈ P that its restriction P t to Ω t is of the form P t−1 ⊗P t−1 for some selector P t−1 ∈ P t−1 . Therefore, (5.8) implies that for every P ∈ P P Ψ t ( H t ) > −∞ = E P t−1 (dω t−1 ) E P t−1 (ω t−1 ) 1 {Ψt(ω t−1 ⊗ t−1 ·, H t (ω t−1 ))>−∞} = 1.
Hence by definition of the recursion (5.1), we see that indeed sup x∈R d Φ t (ω t , H t (ω t−1 ), x) = Ψ t (ω t , H t (ω t−1 )) > −∞ for P-q.e. ω t .
As a consequence, we can apply Proposition 5.4 to find an F t -measurable random variable H t such that inf P ∈Pt(ω t )
for P-quasi-every ω t ∈ Ω t , for all t = 1, . . . T − 1. We claim that H ∈ H is optimal, i.e. satisfies (2.3). We first show that
To that end, let t ∈ {0, . . . , T − 1}. Let P ∈ P; we write P = P 0 ⊗ · · · ⊗ P T −1 with kernels P s : Ω s → M 1 (Ω 1 ) satisfying P s (·) ∈ P s (·). 
Using this inequality repeatedly from t = T − 1 to t = 0 yields E P [Ψ T ( H)] ≥ Ψ 0 . As P ∈ P was arbitrarily chosen, the claim (5.9) is proven. It remains to show that
to see that H ∈ H is optimal. So, fix an arbitrary H ∈ H. It suffices to show that for every t ∈ {0, . . . , T − 1}
Indeed, using the inequality repeatedly from t = 0 until t = T − 1 yields
Furthermore, as H ∈ H was arbitrary and Ψ T = Ψ, we obtain the desired inequality
Now, to prove the inequality in (5.10), fix an ε > 0. By [18, Lemma 5.13 ], see also
