Abstract. Necessary and sufficient conditions are derived such that a multi-input, time-varying, linear state-feedback system minimizes a quadratic performance index (the inverse linear optimal control problem). A procedure for determining all such equivalent performance indices that yield the same feedback matrix is indicated.
The inverse problem of linear optimal control is to find necessary and sufficient conditions on the system matrices A, B and D so that some performance index of the type (1.3) is minimized, and to determine all such R, Q and F. For the existence of a unique minimizing u it is assumed that R is positive definite (denoted by R > 0), and as a sufficient condition for the existence of a solution P(t) of (1.5) it is usually assumed that Q and F are nonnegative definite (Q >= 0, F >= 0). The i.e., it is the positive definite solution of the matrix equation (1.9) 0 PA + ATp-PBR-1BTp + Q.
The present paper solves the general time-varying case with the performance index given by (1.3) , as well as the time-invariant case with the performance index (1.7). The plan of attack is as follows.
In 2 we determine necessary conditions for the existence of real symmetric matrices R > 0 and P (also for P => 0 and P > 0), such that (1.4) is satisfied; the most restrictive of these is that DB have real eigenvalues. The sufficiency of these conditions is demonstrated in 3 by producing general formulas for such R and P. In 4 we give complete sets of necessary and sufficient conditions for solutions P >= 0 and P > 0; in view of (1.6), these conditions are necessary and sufficient for I, to be nonnegative and positive for all x0 and all to < l, and they are necessary for construction of Q >= 0mhence their importance.
The solutions of (1.4) for R and P are pointwise in time, but P can be constructed to be differentiable, so that we have P. Then F P(tl), and Q is given by (1.10)
Q -P-PA-ATp + DTRD.
We remark that Q so determined may not be nonnegative definite even if P is positive definite; this is true also in the time-invariant case. We now have the entire class of matrices {R, Q, F, P} that satisfy (1.4) and (1.5), and we show in 5 that each member of this class of performance indices is actually minimized by the given control law (1.2), thus solving the inverse problem (Theorem 5.1). The inverse problem was first posed and partly solved by Kalman [1] who considered the time-invariant single-input case where R reduces to a scalar. He showed that the satisfaction of a particular inequality, the sensitivity inequality, implies that there exists a performance index (1.7) with a nonnegative definite Q and R which is minimized. This result was generalized by Anderson [2] to the multi-input, time-invariant case. Our approach and results, which do not necessarily produce a nonnegative definite Q, are different. Results for the case where Q is nonnegative definite, and relations with the Kalman-Anderson results, will be presented in a sequel to this paper.
The generality of the characterization of R and P (Theorems 3.1-3.4) gives them independent value;they provide new insight into the already extensively researched linear optimal control problem and are bound to find many applications, particularly in the area of equivalent loss functions [3] . We note that the results of this paper are important for the local treatment of the general nonlinear inverse problem. The fact that our results do not require Q >= 0 is then significant; this requirement, usually natural for the direct linear optimal problem, is unduly restrictive for the nonlinear case (where Q is replaced by Hxx, the second partial of the Hamiltonian).
We remark in conclusion that the conditions for optimality of (1.1), (1.2) derived here are in general no longer necessary when a cross-product term urSx is added in the integrand of (1.3) or (1.7). In fact, it is shown in [4] for P pT > O, the rank of DB must also be equal to that of B (condition (2.10)).
We close this section with the remark that the rank condition rank BD rank D can be seen as a direct consequence of optimality. There is no loss of generality (see Appendix) 
The term 1/2xT()P()x() can be positive and finite, raising the possibility, pointed out to us by B. P. Molinari, of an optimal control law that is unstable. Thus, to draw conclusions from (5.3), we restrict consideration to stabilizing controls, i.e., such that x(tx) 0 as t -.Wehavethefollowinglemma. Proof Only the last assertion remains to be proved. To prove it, we shift the origin of the Riccati equation (1.8) to P by considering (5.4) P(t) P(t)-P. [6] and [7] . We now have all the elements needed for solution of the inverse problem. We observe that all conditions for the inverse problem are on the system matrices B and D, while A is arbitrary (aside from stability in the constant case). This is so because the inverse problem obviates the stability and existence problems of the direct problem. Conditions on A, as well as on B and D emerge when Q __> 0 is desired (see [1, [2] , and the sequel to this paper); the conditions on B, D, BD, and DB discovered here remain of course necessary properties of a linear optimal system. 6. Consequences of B having full rank. Normally the n x m system matrix B has full rank and m < n; in particular, this is so in a single-input system. It is therefore of interest to record the resulting simplifications in our previous results.
Case 1 
