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Introduction
During the past ten to fifteen years, after the famous work of
Brown— Douglas- Fillmore, C K— theory algebraic topology
has drawn the attention of many distinguished mathematicians.
Indeed many important contributions have been achieved, and many
more are expected for the next decade. As a first step to learn
the subject, we discuss, in this thesis, some basic properties
of 0n's (originally introduced by Cuntz) with special emphasis
on the K- groups and Ext groups, basing on the works of Cuntz,
Pimsner and Popa.
The thesis is divided into four chapters.
In Chapter I, we establish the uniqueness of 0n (2 n {oo).
Also r 0- will be shown to be a purely infinite simple C-
algebra. We follow the treatment given by van Daele, Schreye
and Cuntz.
In Chapter II, we introduce K0(A), KL(A) and some of
their basic properties. In particular, we will give an
equivalent definition of the K- groups for the purely infinite
C- algebras which are defined in 1.11.
In Chapter III, we compute the K- groups of 0, following
Cuntz. From these results, we can see that 0 and 0-m are
mutually non-isomorphic if n h m
In Chapter IV, the functor Ext for C- algebras will be
introduced. We show that Ext 0 is a group( 2 n oo j,
2and compute Ext(M,, 0n). In this last chapter, we follow the
treatment given by Pimsner and Popa
Chapter I
In this chapter Cuntz algebras Ot,( 2 4 n. oo) will be
introdcued and shown to be purely infinite and simple. We follow
mainly the treatment given by A. Van Daele and D. De Schreye.
1.1
definition: C*(S1,...,Sh) denotes the C* -algebra
generated by isometries S,,,...,Sn on an infinite
dimensional Hilbert space H with the following
property:
(i)
for all r, if nor (ii)
the*- algebra of rxr complex matrices,Notations: M,,
Remark: From the above definition, it is easy to show that:
for any(i)




Definition: (i) Let U: be a linear operator
defined bv
m= (m- 1) where m and
(ii) Let T.= S. U, i= 1.....n.
Remark: ,...,Tn are isometries on H and
Therefore,..., Tn have the same properties as in the
remark of 1.1.
Notation: F
F the C algebra generated by
F the C- algebra generated by
P= the algebra in L generated
by
From the above remark, it is easy to prove the following
Proposition: (l) forms a system of matrix units,
so that is isomorphic to M
(ii) for all k N.
Proof: Direct computation,( see [C-l] prop. 1.4). Q.E.D.
Remark (ii): By the above proposition, F are simple C -algebras
and F is the inductive limit of F Therefore
F is also a simple C- algebra.
1.3
Let 2 n
Let e-x be a projection in defined by- Cm)= (m) where
i, m and and let E= 1 on H
Define:
as ExE 'K is strongly convergent for any xeL(H
Proposition: is a continous faithful
positive linear map and 1. Moreover, (axb)=
(x)b, for all and all a, b
Proof: First we will show that Since P
is generated by and is continuous,
therefore it suffices to show:
where x= and
By the construction of T we see that
where k=l, m=l(v).
Therefore:
Since we have Er T =0 (for all i)
if k
Therefore, we have (x)= 0 if x= and 1
On the other hand, we have
if
Hence So for all x P, we
have It is straight forward to show that is a
continuous faithful positive linear map and
Finally, we show that
(axb)= a (x)b for all a, b and x
Suppose x= then we have
Therefore, E; commutes with each element of F Hence
(axb)
for all a, b c- and x
Q. E. D.
Remark: is analogous to the projection map F which is
defined in [C-l].
1.4:
The following proposition is the main step to prove the
uniqueness of C ( up to isomorphism) and the
simplicity of C It is analogous to the lemma 1.8
of [C-l].
Proposition: Let R and
Then for all x we have
(x)= lim U in the norm topology.
Proof: Since T for all and
is a system of matrix unit, we have
Hence UK are isometries and =1 for all k. Therefore
it suffices to show that
(x)= lim U x U. for all x=l and
We consider the following cases
Case (i): Suppose x=
Since for all k we have x for all k
Therefore, it is straight forward, to show to show that
for all k
By the proof of proposition 1.3, we see that E. commutes with
all elements in F. So (x) =x and we have
(x)= U for all k






Since = 0, we have =0, for all k
By the proof of proposition 1.3, we have
(x) =0 if x= and 1
Therefore we have for all k
Case (iii): Suppose x=
We consider Then the proposition follows as in the
case (ii).
By the above arguments and the linearity and continuity of
the proposition is proved. Q. E. D.
1.5:
Now we are going to prove the simplicity and the uniqueness of
The proof which was given in [D-V, 1], was
different from the proof given by Cuntz.
We first show that C is simple. By this result,
we will prove the uniqueness of C
Lemma is simple
Proof: let I be a closed two sided ideal in
We will show that I= C By proposition 1.3,
is a non-zero two sided ideal in Fn. From proposition 1.4, we
have I. Now we claim that (I) is closed in F
Suppose a then there exists an sequence x in I such
that Since I, we have a
Note also that a since By the
of 1.3, we have Therefore (I) is closed
Hence (I) is a non-zero closed two sided ideal in F
By the remark of proposition 1.2, we know that F is simple.
Then we have (I)= F Therefore 1 and
I= C
1.6:
Theory m: C is simple
Proof: Since the spectrum of U is the unit circle T, we can
identify the C- algebra generated by U and 1 with the C-algebra
C(T) of all continuous fuctions on T. From this identification,
U is identified with C(T) where
Define a homomorphism
(f)= f(l)l, for all f C(T). Hence we have
By [T-l, chapter 4, Theorem4.14], there is a unique C- cross
norm on C C(T) since C(T) is an abelian C algebra.
By [T-l, chapter 4, proposition 4.7], 1 is a -homomorphism
from C such that
By lemma 1.5, we have 1 is an isomorphism from C
onto C By lemma 1.5 again, C is also
simple.
1.7:
Theorem:( the uniqueness of C
Let S be isometries on infinite dimensional Hilbert
space K, such that Then there exists an
isomorphism such that
Proof: Let S
Then S are isometries on H K with
Then there exist natural projections from C to
and respectively such that
= S; and for all i=l,...,n.
By theoreml.6, we have are isomorphisms. Therefore
is an isomorphism
such that for all i= 1,...,n. Q. E. D.
Remark:
Corollary (i): Let 2 and be a family of
isometries in L(H) with
Suppose J a closed two sided ideal in L(H) generated by 1
Then 0,
Proof: Let
J be the natural
projection. Then (V) are isometries and
By the above theorem we have
Q. E. D.
Corollary (ii): C is simple.
Proof: Let I be a proper closed two sided ideal in C
Then C I is a non-zero unital C-algebra and
where is the natural projection.
We will show that is an isomorphism. Suppose
is represented on some Hilbert space H
Let
Then S are isometries on H' with 1 for all r
Since S and for all n
there exists an isometry S on H( resp. S' on H) such that
= 1- S S and for all n N.
By theorem1.7, there exists an isomorphism
such that
then
for all n N. Finally, we have is an isomorphism. Therefore I
is equal to Q. E. D.
1.8:
It is easy to generalize the above theorem to the case n-
The proof is the same as the corollary (ii) of 1.7.
Theorem: Let
be other family of isometries with
for all r
N. Then there exists an isomorphism
such that
for i= 1,2 Q,.E. D.
1.9:
Definition: By theorem 1.7 and 1.8, we see that C(Slf..rSn) is
uniquely determined by n= 2,3
C (S v,..., S r) is denoted by 0 for n =2,3,
1.10:
In section 1.7, we have proved that 0n is simple for 2
In fact 0»n has a stronger property.
Theorem. Let 2 Suppose 0 then there exist
such that axb= 1.
Proof: Let 0
Since P is dense in 0n, there exists some positive element y
such that By the construction of
is in F for some r N. By the proof of proposition 1.4
there exists k N such that By proposition
1.3, is faithful on 0 as x 0. Therefore,
we can assume
is a finite dimensional C -algebra.
By [T-l, chapter I, 11.2], there exist some minimal orthogonal
non-zero projection e such that
Note that for all i=l 0 since is positive.
Since 1+
then there exists some
such that It is easy to see that
Therefore is a minimal projection.
Then there exists a patrial isometry such that
and
Let z then zyz Since and
we have
Therefore zxxz is invertible in 0. Then there exists an
element c in 0n such that zx xz c= 1 Let a= zx
b= z c .We have axb= 1.
Remark:
(i): In fact, if h is is a positive element in 0( 2
then there exists an element a t 0n such that aha= 1.
Since h is positive, there exists an element such that
xx= h. In view of the proof in theorem 1.10, there exists an
element such that Therefore,
zxxz is invertible and positive in C Then
there exists a positive element b in C such
that Let a= Since C
is an abelian C- algebra, we have
1= zx xz b= b zx xz b = a ha Q. E. D.
(ii): Theoreml-10 and the remark (i) is also true for n-
i.e. There exist the elements a, b in such that axb= 1 for
all non-zero element x in 0 See [C-l, Theorem3.4].
1.11:
Definitions:
(i): Let A be a C - algebra. A projection e A is said to be
infinite if there is some projection f A such that
where e f means that there exists an element u A such that
u= e and uu
(ii): A unital C algebra is said to be infinite if 1 is
infinite projection.
Remark: is infinite, since
(iii): A simple C- algebra A is said to be purely infinite if
there exists an infinite projection e xAx for every positive
non-zero element x in A.
By 1.10, it is not hard to show the following proposition.
Proposition: are purely infinite.
Proof: Suppose that h is a positive element in On. By 1.10,
there exists an element a 6 On such that a ha= 1.
Let v= h Then vv is a projection in On and
Therefore we have vv' Since On is infinite, vv
is an infinite projection. Note that h can be approximated by
(h) where p s are polynimals with zero constant term.
Therefore, we have vv
Q. E. D.
Chapter II
This chapter is divided into two parts.
Part A:
In this part, we will introduce K0 (A), Kv (A) and some of their
important properties.
Part B:
We are going to give another definition of the K- groups for the
purely infinite unital C- algebras which are defined in 1.11.
Part A
Let H be an infinite dimensional seperable Hilbert space and K
be the C- algebra of all compact operators on H throughout this
part. We denote by A the C- algebra obtained from A by
adjoing a unit and identify M A with the n x n matrix
algebra over A, where A is a C algebra on H
2.1:
Let A be a unital C- algebra on H. In this section, we will
define K0(A). Now we use the following facts without proof.
Facts:
(i): For any C- algebra A on H, K A has a unique C- cross
norm. Moreover, K
where (A) is defined by
for all x
We can thus regard M (A) as a subalgebra of M (A), n m
(ii): For any 0 «and projection e there exists a
projection f ( some n N) such that
[ See [G], lemma 1.6].
(iii): If e, f are projections in A with
have e f in A.
[ See [G], lemma 1.8].
(2.1.1)
Lemma: For any projection e Ma(A) and f then there
exist some integer m max( n, k) and some projections
such that e'f'= 0 and e in M
Proof: Let m= 2n. We assume n
Let
where In is the identity matrix in M(A) and the empty entries
are zero. Then u is a unitary in Mm(A).
Mote that xs Mn(A) is identified with
in Mm(A).
Then we have
Let e'= u eu, then we have e~e' in Mm( A)
Let
Then we have f— f' and e'f1- 0.
O.E.D.
(2.1.2): Lemma: Suppose e and f are projections in K A.
Then there are some projections e', f' A, such that
e-e, f-f' and e'f'= 0
Proof: By facts (i) (ii) (iii) and above and lemma (2.1.1)
the lemma is proved. Q.E.D.
Let [e] be the equivalence class of the projection e A with
with respect to the relation
Define S= [e]: e is a projection in K
By (2.1.2), for any projections e and f in K A, there are
some projections e', f' A such that
and
Define [e]+ [f]=
It is not hard to show that+ is a well defined operation and
( S,+) is a commutative monoid.
Definition: K (A) is defined as the Grothendick group of
( S,+)( [A], chapter 2).
We denote by [el the respectative class of [e] in K (A)
where [e]
Remark:
(i): If A is a non-unital C algebra, then we define K (A)
as follows:
K (A)= ker
where q is induced by the natural projection q: A-
(ii): K ( K)= Z.





In this section, we will define KV(A) for a C- algebra A
Assume at first that A is unital.
Notations:
(i) U(A): the set of ail unitary elements in A.
(ii) U0(A): the connected component of the identity in A.
(iii) GL(A): the set of all invertible elements in A.
Remark:
(i) U0(A) is pathwise connected.( [Tay], Prop. 4.6)
(ii) U0(A) is a normal subgroup of U(A).
Definition:
(i) Let A be a unital C- algebra
Define
We denote by [u] the equivalence class of u, where u U (K A)
Write u,u, if [u.]- [ua].
(ii) If A is non-unital C algebra, we define
(A)= Kv(A)
2.3:
In this section, we are going to discuss some basic properties
of K. (A).
(2.3.:
Lemma: Let A be a unital c- alophra Pnr ar
we hav For cnmo r-
and sor
Proof: Note that we can choose a family of projections (d.1 i
in K such that Id. 1 is the annrnvi mate unit- for Y Tho
} is an approximate unit for
Let




Then y is invertible ii
« I 8 I
path on GL(( rnnnprhina n and v.
Let he the nolar decomposition of v
Since y is invertible, v is a unitary and
is invertible in pKi Therefore. v has the form
Since v and v can be connected by a continuous path
in GL( (1 we conclude, by making use of polar
decompositions, that there is
a continuous Dath in Li





Let A be a unital C algebra and v a partial isometry in A
such that v1= 0.
Then for every u s I we have
in U(A)
See[ [C-2], lemma 1.1]. Q. E. D.
(2.3.3)
Lemma: Let A be a unital C alaebra and v be a natrial
isometry in K A. Suppose u then
in U
Proof:
Using( [G], lemma 1.6, 1.8) we can assume that there is a
projection f in K such that and are contained
in f Kf A. Then v can be factored as v= v. v, where
Using lemma 2.3.2, the lemma is proved.
0. E. D.
(2.3.4)
Theorem 1 K,(A) is an abelian group.
Proof:




We can choose some patrial isometry w t K A such that
By 2.3.3, we have
Using it is straight forward to show that
commutes with wu
Therefore we have [uv] [ux]= [uz] [uv] Q. E. D.
Remark:
Now we list some properties of Kv which are used in the
following chapters
(i) If A= lim then
(ii)
2.4
The following theoremis an imporatnt tool for the computation
of the K- groups for C- algebras. The proof is given in
an excellent article [Tay]. A proof can be given by adapting
the treatment in [Tay] for Banach algebras; however, we will
omit it because of its length
Theorem:
If A is a C- algebra and J is a closed two sided ideal in
A, then we have the following periodic exact sequence:
where i is induced by the inclusion map i: J
qx is induced by the projection q: A- A/J.
are homomorphism due to the Bott periodicity theorem.
Part B
Throughout this part, A is a purely infinite simple unital
C- algebra.
2.5
The following lemma is the important, step for this part.
2.5.1:
Lemma: Let e, f be non-zero projections of A. Then
there is a projection e' A such that
Proof:
Since A is puely infinite, e, f are infinite projections.
Then there exists a patrial isometry v such that
Let h= f— vv
and J be a two sided ideal( algebraic)
in A generated by h. Since A is simple, we have
J- A Then there exists some x J such that
Then exe is invertible in eAe. So that e= (exe)~v (exe) J.
Then there exist x., y. A such that e=
x; hy-j
Let x I and x= e
Note that e= Then xx'
is invertible in eAe.
Let u= (xx x. Since u f, we have
Q. E. D.
Let G be the set{ [e]: e is a non-zero projection in A}.
Then by 3.1.1, for any [e], [f] G, there are projections
e', f' A such that e-e', f-f', and e'f' =0
Now define: [e]+ [f]=[ e'+ f']
It is easy to see that the above operation is well defined
and( G,+) is an abelian semi- group
2.5.2:
Lemma:( G,+) is abelian group.
Proof:
Let e be a non-zero projection in A By 2.5.1, there
exists a projection e A such that
We first claim that [e- e'] does not depend on the choice of
e and e'. Let f and f' be the projections in A such
that f-f' f. By 2.5.1, we can assume f
Then we have
[ e- e']'+[ f- f']= [e- (e'-f+f')].
Since f~ f' and f' f e', then we have
e'-( e'- f)+ f'.
Then we have
[e- e']= [e- (e'- f)+ f']= [e- e']+ [f- f'],
By a symmetric argument, [f— f']= [e- e']+ [f- f'].
Using 2.5.1 again, we can also show that [e- e'] is the
identity element of G
Let f be any non-zero projection in A. Then, by 2.5.1,
there exist projections f' and f'' in A such that
f f' f and f f'' f- f'
Then we have f'f= 0 and [f]+ [f- f'- f]= [f- f'].
Therefore, [f— f1— f] is the inverse element of [f].
0. E. D.
2.5.3:
Lemma: Let e, f be the projections in K where e is
a minimal projection. Then there exists a partial isometry
A and a projection q in A such that
and uu
Proof:
Note that f is finite dimensional and dim e= 1
Let k= dim f.
Then there exist some partial isometries x
such that and





Let w q= 1- q'
Then we have
Q.E.D.
In rest of this section, we are going to give another equivalent
definition of K0(A).
Let e0 be a minimal projection in K. Then we can identify A
with A in K
We first claim that for any projection
p in K A, there exists a projection p A such that
in K
Indeed by 2.1.2, we can assume p M« (A) for some s
We choose a suitable projection f K such that
P= P
Then by 2.5.3, there exists a partial isometry w
such that w A such that
where q is a
projection in A
Let v= wp. Then we have = p and vv p' for some
projection p' in A.
Now we fix some projection h in A such that [h] is the
identity element of G( as in 2.5.2). By 2.5.1, p' can
be chosen such that p'h= 0
Let S be the monoid defined in 2.1. Define a homomorphism
by
By the construction of p', it is not hard to see that is
well defined homomorphism. Therefore, y can be extended
to K0(A) into G. Note also that is the
inverse homomorphism of from G to K0(A)





In this section, we shall also give an equivalent definition of
KV(A).
The following lemma is analogous to 2.3.1 .We omit the proof
here.
2.6.1:
Lemma: Suppose i; U(A). Then there exists a projection
0 e 1 and u' U(eAe) such that
uu+( 1- e) in U(A).
See[ [C-2], lemma 1.7].
0. E. D.
2.6.2:
Lemma: Let e be a minimal projection in K and u tt i a
Then we have i U0 (A) if and only if
Proof:
We are going to show the if part. By 2.6.1, we may assume
u= pup+( 1- p) for a proper projection in A. By repeated
used of 2.5.2, there is a sequence of pairwise orthogonal
equivalent projections such that p
Let Thpn C 1) is








Let e be a minimal projection in K. We first claim that for
any u there exists a unitary u U(A) such that
To see this, note that there exists, by 2.3.1, a projection
P K such that u where
By 2.5.7, there is an element A such that
q, for some projection q in A.
By 2.3.3, then we have
hence
Note that wu,w (1- q) has the form
for some u U (A)
So that we have u
Define a homomorphism
U (A)
by for all [u] in K.(A), where u' is
defined as above argument.
Then by 2.6.2 is well defined and it is easy to check that
is an isomorphism onto Q .E-. D.
Chapter III
In this chapter, we will compute F
following Cuntz's original treatment [C-21
3.1:
In this section, we are going to show that F .(Ow) and K
are torsion groups.
Throughout this section, suppose 0n is generated by the
isometries with
Notation: Enc f is endomorphism and
EndvOn is endowed with the pointwise convergence topology.
Let
Define:
It is easy to see that
= 1 and
By 1. 7, can be extended from 0W onto
and (1) =1. Therefore is in End. 0n
It is straight forward to prove the following lemma
3.1.1:
Lemma: Define the map
bv
for all u
Then is a homeomorphism
Q. E. D.
Define a homomorphism
It is easy to see that is in End
The following lemma is crucial for our present purpose.
3.1.2:
Lemma: There exists a continuous path
[0,1] EndiOn such that
(0) =1 and
Proof: Let u=
Then we have u U(On) and for all i
Therefore we have
By (1.2, prop, (i)), we have
Therefore is finite
dimensional C- algebra and u
Then there exists a continuous path on U(O) such that
(0)= 1 (1)= u
By 3.1.1 is a continuous path on End (On) such that
(0)= 1 (u)= O. E. D.
3.1.3.
Theorem: Let x i= 0, 1.
Then we have( n- 1 )x= 0
Proof:
Case (i): i- 0.
gy 1n r is a purely infinite C— algebra with identity
Then by 2.5.4, we have SuDDose fpl n
Since£ and 0 for i
we have - n[e]. By 3.1.2, we
have [e]. Therefore, we have
(n- 1) [e]= 0
Case (ii): i= 1.
Let u and e be some fixed minimal proiection
in K.
Define by
for all x 0n and
Let
It is easy to see that 1 and
In the proof of 2.6.3, we have shown that
for some u
Note that
By 2.3.3, we have
in T
Therefore we have (u) 1= n [u].
By 3.1.2, we have (u) 1= [ii]. Finally we have
n [u]= [u] O. E. D.
Remark: In fact, we can show that K i= 0,1, is
a torsion group for any unital C algebra B, moreover,
(n- 1)x= 0, for all x
See[ [C—2], Theorm 2.3].
3.2:
The aim of this section is to compute the K«v(0n), i= 0 ,1(
for 2
At first, the homotopic arguments are used. We also observe
that Ovx can be represented as the quotient of another C -algebra
by a closed two sided ideal. Then we apply the six terms perodic
exact sequence mentioned in chapter 2.
Throughout this section, we assume 2 Suppose 0r+ is
generated by the isometries, S{ with
Definitions:
(i): is the C subalgebra of generated by
(ii): is the closed two sided ideal in generated by
(iii): is the C-subalgebra of 0 generated by
where 0 x is defined by
(iv): is the closed two sided ideal in generated by
Remarks:
(i):
(ii): is the smallest C —subalgebra in 0n-v containing
and invariant under





(iii): There exists an isomorphism On such
that the following diagram is commutative and
where q: and
0n are the natural projections.
j is the inclusion map.
Proof:
Using 1.7, part (i) and part (iii) are proved. We are now going
to prove part (ii). Let
Note that the linear combinations of elements of the form
where are dense in Then there is
an isomorphism of onto mappinc
into
Q. E. D.
By perodic exact sequence, it is not hard to show the following
1emma 3.3.2 and 3.2.2'.
3.2.2:









(i) and (iii) are straight forward. We now prove (ii).
Since
and K (K) =0, we have K.(J)= 0. By 2.4, we
have the following exact sequence:
. By 3.1.3 and
K0(K)= Z, we have ker Therefore is an
isomorphism 0. E. D.
3.2.2'
Lemma:
T.et be homomorphism defined as in
3.2.1 and be homomorphism induced by
the inclusion map i= 0, 1. Ther
are
surjective and are injective, for i= 0, 1.
Proof: by perodic exact sequence and 3.2.2. Q.E.D.
Definition: Let hp h h
—homomOTnh i c:rn rlpf-i ri
by Since we have the
following commutative diagram:
wher is the inclusion map and
is defined bv:
Since the following diagram is commutative:
where p is induced by the map x and is induced
by the isomorphism defined in 3.2.1. Then we see that is
infective. By 3.2.2, we also see that j is infective.
Therefore we have the following result
3.2.3:
Lemma: i= 0, 1, are injective
Q.E. D.
The following lemma is crucial for our computations. It is
analogous to lemma 3.1.2, and we omit the proof here.
3.2.4:
Lemma:
Let Horn be the set of all homomorphism from into
with pointwise convergence topology. Then there exists a
continuous path f on Horn such that
f(0)= and f (1)=
Moreover, f can be chosen such that f(t) is injective for each
Q. E. D.
3.2.5:
Corollary: for all projections p in
Proof:
By 2.1.2, we can assume p is contained in fKf s for some
projection f
Let
Suppose n+1. Then we have
Note that for i= 1 n. Therefore we





Lemma: Suppose x and 0. Then we have
where q is induced by the projection q
Proof:
Let be the homomorphism induced by
the projection q: and
induced by the inclusion map j:
Note that x can be represented as for some
projections p, q in K By 3.2.5, we have
If x= nx in K then we have (x)= 0
By 3.2.3 is injective, therefore we have
By (3.2.1 f iii), we have
Q. E. D.





Proof: Let r= Note that
in K0 (Jr) is a generator for Since
have the exact sequence,
Therefore we have Zr= ker q. By 3.1.3, for any x e Kc(,
we have (n- l)q,(x)= 0 in K0(On). Then, there exists an
integer k such that nx= x+ kr. We also note that
Then we have n(x+ k[l]0)= x+ k[1]0
By 3.2.6, we have q (x)= -k[l]0 in Ko(0J. By 3.2.2, a is
surjective, so we have K0(On)= Z[l]c
Assertion (ii)
k[l]rt= 0 in Ko(0a) if and only if k= 0 (n- 1).
Proof: The if part has been shown by 3.1.3. We now prove
the only if part. Suppose k[l]c= 0 in Ko(0tN). By the proof
in assertion (i), there is an integer 1 such that
Since n[l]= [1]0- r in K0(, we have nlr= lr- kr.
Therefore we have (n- l)lr= -kr in By 3.2.2,
is injective
Since 1 we have k= -(n- 1)1. Then we
have k= 0 (n- 1) 0. E. D.
3.2.8:
Theorem: K4 (0K)= 0
Proof: Let be the homomorphism
induced by the inclusion map j: Suppose
and x= i([v]) .we first claim that x
Let be the canonical extension of to a map of






Then by 2.3.3 and 3.2.4, we have
By (3.2.2, ii) and (3.2.3), we have nx= x. Then we hav
x= 0 since U is infective. Therefore we hav
By (3.2.2 ,ii) and (3.2.1, iii), we havi
K, (Or.)= O.E.D
3. 3
In this section, we are going to comput
Suppose Ooo is generated by the isometries Lj-i th
MP r-sri cihoTxr i-hst
where is defined as in 3.2. We also note that i s thp
inductive limit of
where i c fho i nrl nci nr






By 3.2.2 and 3.2.9, the assertion (i) is proved.
We now prove part (ii). Suppose r is defined as in 3.2.7
By the proof of 3.2.7, we have shown that
Therefore, we see that K0(£rJ is generated by
[11, where is induced by the inclusion map i







Proof: By 3.3.1 and the discussion preceding it, the theorem
is proved Q.E.D
By the preceding theorems, we have the following two interesting
properties of 0 n
3.3.3:
Corolloary: is connected
Proof: By 3.3.1, 3.2.8, 2.6 and 1.1.1 the corolloary is
proved Q.E.D
3.3.4:
Corolloary: if an only if n= m




In chapter III, we have shown that
From this result, we can see that 0' s are non-isomorohic foi
different n. In this chapter, we are aoina to compute the
Ext groups of and the matrix algebras
ovei
Notations:
(i) A: a seperable unital C- algebra.
(ii) H: an infinite dimensional seperable complex Hilbert
space.
(iii) K(H): the C- algebra of all compact operators on H
(iv) Q(H): the Calkin algebra on H (i.e. L(H)K(H)).
(v) L(H) Q(H) the natural projection.
(vi) F: the set of all Fredholm operators (i.e. F=
{ x€ L(H): x has a closed range and ker x and
ker x have finite dimensions}).
(vii) ind x= dim ker x- dim ker x, for all x e F.
(viii) G(A): the general linear group of A.
(ix) G0(A): the connected component of G(A) containing the
identity.
4.1:
In this section, we are going to define the functor Ext and discus
some basic properties of Ext A. The following lemma is the basic
property we need of Fredholm operators.
4.1.1: Lemma:
(i) x is in F if and only if (x) is invertible in Q(H).
(ii) Suppose x is in F, then (x) is in G0(Q(H)) if and only if
ind x= 0
Proof: See( [T], p.55, Exercise 1) Q. E. D.
Let v be a Fredholm partial isometry from a Hilbert space Ht into
a Hilbert space and c(v) the linear map from L(HV) into L(Hi)
defined by
Then, we can induce a homomorphism
(Note that
4.1.2: Lemma: Suppose v is a Fredhlom partial isometry on H
Then (v): Q(H) Q(H) is an isomorphism
Proof: Bv (4.1.1 (i)), the lemma is proved. Q. E. D.
4.1.3:
Definitions:
(i): an extension of A is a unital -monomorphism from A
into Q(H)
(ii): Suppose are extensions of A are saic
to be strongly equivalent if there is a unitary
v: H H such that
We denote if are strongly equivalent
Let[@] be the strongly equivalence class of the extension@
and Ext A the set of all strongly equivalence classes of the
extensions of A. There is an obvious and natural sense in which
Ext A does not depend on the particular choice of the Hilbert
space H.
Let U be some fixed unitary from onto H. Suppose
are extensions of A. We define a -monomorphism
We also define an operator on Ext A by
It is easy to se that( Ext A,+) is an abelian semi-group
4.1.4:
Definition: @Q is said to be a trivial extension of A if there
is a unital -monomorphism p: A L(H) such that the
following diagram is commutative:
Remark: We shall use the following basic properties in the
rest of this chapter and omit the proof here.
(i) All trivial extensions of A are strongly equivalent
(ii) [@0] is the identity element for( Ext A,+).
(iii) For any seperable unital C- algebra, a trivial extension
exists.( See [Arv], lemma 3.3)
Throughout this chapter, we denote by the trivial extension
of A.
4.1.5:
Lemma: For any u U0(Q(H)), there is a unitary w on H such
that
Proof:
By( [Tayl, 4.8), there exists an invertible element x in L(H!
such that (x)= u. Then 1. Let x= wx be the
polar decomposition of x. Then w is unitary anc ( x) =1.
Therefore, we have (w)= 11
o R n.
4.1.6:
Proposition: Suppose are extensions of A. Ther
for some Fredholm partial isometry w on H if and
only if
For- comFrpHhnl m narti al
isometry v on H.
Proof:
Suppose for some Fredholm partial isometry w on H.
By the triviality of we need only find a unitary
U from
K onto B H such that
We note that i rid inc ind w= 0
and
By 4.1.1 and polar decomposition theorem, we can see that
By 4.1.5, there is a unitary U from H H onto H H such
that Then we have
The converse is proved by similar arguments.
Q. E. D.
Suppose Ext A is defined by
where v is any Fredholm partial on H with index m. It is not
hard to see that ik is well defined homomorohism
4.2:
In this section, we are going to compute Ext 0n. From this
result, we can also see that Ext 0n is a group.
4.2.1:
Lemma:
Let e, f be projections in L(H) and w a partial isometry in Q(H)
such that ww= TY(e) and ww= (f). Then there is a
partial isometry v on H such that
(v)= w and vv e and vv
Proof:
Let x L(H) be such that (x)= w. Let fxe= v fxe be the
polar decomposition of fxe. Then we have
e and vv
We also note that




Let 2 Suppose is generated by the isometries S
on H, where S Sn satisfy the conditions as in 1.1. Let
be an extension of 0n. Then, there are pairwise orthogonal
projections on H such that
f nr ;=t1~ i anrl
Moreover. if n is finite, ps can be chosen such that
Proof:
The proof are divided into three steps
Step (I): Suppose x, is in L(H) such that
Let l be the nolar decomposition of x in L(H). Then
we have Thprpfnrp we have
and
Step (II): We note that
the dimension of 1 is infinite. Then there is an
isometry u' on H such that
Suppose x. is in
L(H) such that Let v be the partial




Since i is i] we have
Then we have Finally we have
Let then we have
anr
Step (III):
To repeat the step (II) argument, we can get some partial
isometries u«. on H such that for all i,
and = 0 for all Therefore the lemma is
proved.
Now suppose n is finite. By the above argument, there are
pairwise orthogonal projections such that
and
Since we have 1 K(H)
Then there is finite dimension projection q on H such that




Suppose 0n is generated by the isometries
with 1. Define f: Ext Z by
i nd
Then
(i): f is an isomorphism.
(ii): fi (m)= (n- l)m.
Proof:
(i): We first claim that f is well defined_ Sumo?
are extensions of (X and stronalv eauivalent. Then. there is
unitary u on H such tha
Let x 2.2,there are
pairwise orthoaonal nroiection: r XJ rn o L+- Vv —i
F all i rs -ra
By 4.2.1, there are partial isometrie:
rr
tha and
Since . is a trivial evtension there is a nnital —mono
morphis of (X such that
Le1 HHVio-n TaTO haTTO
ind x= inc






Therefore -well defined. It can be directly checked that f is
a homomorphism.
Now we claim that f is a bijection. Suppose f
Krr 1 1 and 4.1.5. there is a unitary w in L (H) such that
t.. 1 n +-v.vo no a nni tal -monomorDhi sm P from (X to L(H)
such that
T.7+- in —i t
fTTU r.T b OTTO
and is a trivial extension.
Finally we assert that f is surjective. Given any integer m
Let v be a partial isometry in L(H) with index m.
Define for all i. By 1.7, can be
extended to an extension of 0. We note that
Then we have f = ind
= ind





Proof: Given an extension of we will show that there is
a unital




By 4.2.2, there are pairwise orthogonal projections
on H such that
for all i, and
We can assume dim (H) By 4.2.1, there are
partial isometries in L(H) such that
and
Note that dim ker v is finite since is a Fredholm projection
Since dim (H) there are pairwise orthogonal
proj ections such that
(H)= dim ker and for all i
Then, for each i, there is a partial isometry T- on H such
that the inital space of T- is ker v, and the finial space of
T is p' (H). Define S= T-v+ v- for each i. It is easy tc
see that S. is an isometry on H anc for parh i
We also note that for each i. Therefore. we
have
Bv 1.7. there is a unital
-monomorphisir T( TJ m ,-iV-
that i= 1. 2
Then we have i= 1.; and
0. E. D.
4.3:
In this section, we are going to compute Ext
From this result, we can see that M 0« if n-1 and k are
relatively prime.
4.3.1:
Lemma: For any -monomorphism O(H). there is
-monomorphism T. (H) such that
Proof: See( [E], 9.8)
n v d
Rpmprk! SuDDOse n is finite. Lemma 4.2.2 can be easily deduced
by 4.3.1.
Let j: Mk A be a homomorphism defined by
i (x)= 1 X for all x in M
By 4.3.1, given any extension of there is a
-monomorphism L(H) such that the following
diagram is commutative:
Suppose is the system of matrix units in
Mk. We note that
Therefore p (1) is a Fredholm projection in L{H). Then we have
dim (1 (1)) (H) Let n = dim We also vole,
that dim Now we fixed some unitary w from
P(eu) (H) onto H. Define a homomorphism Q (H)
by




Let g: Ext (Ext A x Z)im be the
map defined by g for all in
Ext
Then g is an isomorphism.
Proof:
We first claim that g is well defined.
Define a -homomorphism Q( P (eu)(H)) by
for all a in A
Then is a unital monomorphism.
Suppose and are strongly equivalent extensions of M
By 4.1.6, it suffices to show that there is a Fredholm partial
isometry (H) such that
and k ind v
Since there is a unitary w on H such that
Then we have
and
By 4.2.1, there is a partial isometry v on H such that
and arir?
Then the restriction v: pv (en) (H) P, (e.v) (H) of v is a
Fredholm partial partial isometry such that
It is not hard to see that




Therefore g is well defined.
Now we are claim that g is bijective
Suppose, @a. are extensions of A and
Then there is a Fredholm partial isometry v with index m on H
such that
Then there is a Fredholm partial isometry v from (euMH) onto
P (e) (H) such that
Let w then w is a partial isometrv on H ant
As before. we have ind w
Then we have ind Then by the proof in 4.1.6, we can see
that Therefore g is an injective
Finally we will show that g is surjective
Given any element in Ext A x 2
we can assume TiPt Let U0 be an
unitary from H' onto H. We identify with a
C-subalgebra of Q(H'). Let[@] be an extension of A defined by
where 1 is the identity map from MK to M
Then we have
It is straight forward to show that g is a homomorphism
Therefore g is an isomorphism
0. E. D.
Let d be the greatest common divisor of n-1 and k. By 4.3.2, 4.2.3










is isomorphic to then
is not isomorphic to
Q.E.D.
Remark:
The converse of (4.3.3 (i)) is still an open problem. Paschke
and Salines proved that if k divides
n or k= 1 (n-1),( [P-S])
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