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Predicting which species will be present (or absent) across a geographical region
remains one of the key problems in ecology. Numerous studies have suggested several
ecological forces that can determine species presence-absence: environmental factors
(i.e. abiotic environments), interactions among species (i.e. biotic interactions), dis-
persal and demographic stochasticity. While various ecological forces have been con-
sidered, less attention has been given to the problem of understanding how dispersal
processes, in interaction with other ecological factors, shape community assembly in
the presence of priority effects (i.e. initial abundances determine the presence-absence
of species). In this thesis, we investigate the consequences of different dispersal pat-
terns and stochasticity on the occurrence of priority effects and species coexistence in
multi-species competitive systems.
By employing deterministic and stochastic models in one-dimensional space, our
study shows the conditions under which priority effects occur and disappear as local
dispersal strength changes. Without dispersal, priority effects emerge in the presence
of intense biotic interactions, with only one species surviving at any given location
(i.e. coexistence is impossible). For moderate dispersal levels, dispersal enhances pri-
ority effects and promotes multiple species coexistence. Further increasing dispersal
strength leads to the disappearance of priority effects and causes extinction of some
species. We also demonstrate contrasting observations of stochasticity on priority ef-
fects: while priority effects are more prevalent in the stochastic individual-based mod-
els (IBM) than in the deterministic models for large populations, we observe fewer
occurrences of priority effects in IBM for small populations.
When non-local dispersal is incorporated into the models, priority effects are more
pronounced than in the local dispersal models. We also investigate the effects of differ-
ent dispersal patterns on species coexistence: although very long-range dispersal leads
to species extinctions, intermediate-range dispersal permits more outcomes where multi-
species coexistence is possible than short-range dispersal (or purely local dispersal).
Finally, we extend our model to consider community dynamics in two-dimensional
space. We find that knowledge of species’ environmental requirements is also crucial
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1.1 Problem Description and Ecological Background
A key problem in ecology is to predict the presence-absence of species across a geo-
graphical region [61], [167], [199]. Dispersal is thought to have an important influence
on the range limits of species, and understanding this problem in a multi-species com-
munity with priority effects is a challenging task because dispersal interacts with biotic
and abiotic factors (for definitions, see Glossary section in Table (1.1)) as well as de-
mographic stochasticity [26], [95]. We investigate the presence-absence of species by
which we mean the sets of locations where a species is present or absent. We also
call the boundaries of the locations at which a species is found as the range limits of
species. In general, there is a suite of ecological forces that can affect the presence-
absence of species: environmental factors (i.e. abiotic environments) [112], [157], [169],
[173], interactions among species (i.e. biotic interactions) [23], [67], [69], [199], disper-
sal process [11], [13], [60], [167] and demographic stochasticity [62], [95], [171]. While
various ecological forces have been considered, much remains unknown about the in-
fluences of dispersal and stochasticity on the occurrence of priority effects and species
coexistence in multi-species communities. Specifically, it remains unclear what effects
dispersal and stochasticity can have on the outcomes of species interactions if priority
effects are important in determining presence-absence of species across heterogeneous
environments. These are in fact the main concerns of this thesis.
This work is inspired by some experimental observations, which show that biotic
interactions, abiotic environments [34], dispersal [37], [38], [114] and priority effects
1
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TABLE 1.1: Glossary
Term Description
Biotic factors The interactions associated with living organisms (e.g. competition and predation).
Abiotic factors The non-living environmental conditions that can affect the growth of species (e.g. temperature, salinity).
Priority effect The situation in which the order of species becomes established affects community composition.
[130] can alter the presence-absence of species. We will briefly describe these experi-
mental works and highlight some important insights that can be obtained from these
studies. We will also use the concepts that emerge from these empirical examples to
motivate our mathematical analyses in the following chapters.
Experimental Observation I - Balanus and Chthamalus species
In an early study, Connell [34] examined interspecific competition between different
barnacle species, Balanus and Chthamalus, in the rocky intertidal zone along the Scottish
coast. Of the two species, he observed that their vertical distribution was divided into
two parts: Chthamalus occupied the upper region, while Balanus occupied the immedi-
ate region below [34].
This observation illustrates that competitive interactions and abiotic environments
can affect the presence-absence of barnacle species [34]. He discovered that Chthamalus
was limited from above by desiccation and from below by competition with Balanus
[34]. This experimental work also illustrates that knowledge of species’ environmen-
tal tolerance and biotic interactions is important to determine the presence-absence of
species.
Experimental Observation II - Drosophila species
In a laboratory experiment, Davis et al. [37], [38] investigated the effects of biotic
interactions, temperature and dispersal on the presence-absence of Drosophila (fruit
fly) species. Their experiments consider competition between three fruit fly species,
namely, D. melanogaster, D. simulans and D. subobscura across several temperature clines
(i.e. a set of cages connected together via tubes across different temperatures, 10 ◦ to
25◦C) [37], [38].
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In comparison to single-species clines, they demonstrated that competitive interac-
tions affect the abundances of these fruit flies in multiple-species clines [37], [38]. They
also illustrated that, due to dispersal in open cline (i.e. cline in which the tubes are
not blocked and these flies can move between cages), species can occupy larger tem-
perature ranges, beyond those observed in closed cline with no-dispersal (i.e. cline in
which the tubes connecting cages are blocked) [37], [38]. This finding demonstrates
the potential for biotic interactions and dispersal to strongly shape species range limits
across heterogeneous environments.
Experimental Observation III - Escherichia coli. species
It has also been demonstrated using a theoretical model [114] that the scale at which
ecological processes occur can have profound impacts on coexistence and exclusion of
species. To test this prediction experimentally, Kerr et al. [114] investigated competition
between three E. coli. (bacterial) species across different environments: (i) a well-mixed
environment in which ecological processes such as dispersal and interactions are non-
local; (ii) an environment in which ecological processes are localised.
They found that species diversity is rapidly lost when ecological processes occur
over larger distances [114] and species can coexist when these processes are localized
[114], [160]. Overall, this experimental result suggests that dispersal can have different
impacts on species diversity, depending on the spatial scale at which dispersal occurs.
Experimental Observation IV - Daphnia and Simocephalus species
Additionally, different experimental work using Daphnia and Simocephalus (zooplank-
ton) species [130] support the observations that biotic interactions and environmental
components such as salinity levels can determine presence-absence of species; how-
ever, in this case, the influence of priority effects mediated by intense biotic interactions
is also necessary. Loureiro et al. [130] employ experimental microcosms with different
salinity levels to investigate how the order in which species become established can
determine the competitive outcomes of Daphnia and Simocephalus in brackish environ-
ments.
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At lower salinity levels, they find that Daphnia or Simocephalus can dominate in the
experimental treatments when they are given advantage in terms of establishment or-
der [130]. When these species are inoculated simultaneously at lower salinity levels,
they observe that Daphnia is a superior competitor with a higher rate of biomass in-
crease [130]. However, it has been shown that when salinity is increased, this situation
can modify species composition with competitive advantage belongs to Simocephalus
[130]. Taken together, this observation illustrates the influential roles of priority effects
and abiotic environments in structuring community assembly.
A consistent observation in these experimental studies is that biotic interactions are
one of the important factors in determining the presence-absence of species across het-
erogeneous environments. Ecologically, a species has a range of locations (or environ-
ments) where it is able to occupy in the absence of biotic interactions (i.e. fundamental
niche) [100]. However, when confronted with other species, this excludes each species
from some locations and they can occupy a more narrow portion of their fundamental
ranges (i.e. realised niche) [100], [140]. As discussed above, Connell’s experimental
work [34] on barnacle species provides a good illustration of these concepts: when
Connell removed Balanus from the lower intertidal zone, Chthamalus replaced it; due to
competition from Balanus, the realised niche for Chthamalus was smaller than its funda-
mental niche.
In general, the strength of biotic interactions can determine community dynamics,
with coexistence of species being possible in some situations [23], [167]. Note that in
ecological literature, the term “coexistence" has different interpretation depending on
the spatial scale of observation. At a small spatial scale, multiple species can coexist at
a single location (i.e. local coexistence) as a result of weak biotic interactions [69], [70].
When biotic interactions are relatively intense, priority effects can occur, with species
range limits depend on initial abundances [23], [70]. In this case, observation at a local
scale would show that only one species can persist at any given location, with local
coexistence is impossible [70]. However, if we make an observation at larger spatial
scales by combining several locations into a single observation, we would find that
regional coexistence is possible [70]. In this thesis, we use the term coexistence to mean local
coexistence, in which multiple species can coexist at the same location.
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As discussed above, priority effects can arise due to intense biotic interactions. This
phenomenon has been shown to determine community assembly in various ecologi-
cal systems [23], [167], for instance, in a system of two interacting flour beetles [154],
[155], in a small food web community incorporating competition and predation [66]
and in plant [110] and plankton [130] communities. These studies illustrate that prior-
ity effects generally depend on history of arrival or high initial abundances of species
[66]. Experimental studies have manipulated initial abundances or the establishment
order of species to explore the occurrence of priority effects [154], [155]. Other exper-
imental studies using a microbial community [47] demonstrate that variation in the
timing of species introduction can lead to different community assembly. Addition-
ally, some studies observe that priority effects can also be influenced by abiotic envi-
ronments. Experimental work using Daphnia species [130] discussed before find that
abiotic components such as salinity levels can affect community dynamics and thus
may alter priority effect outcomes. Experimental studies of Park [154], [155] also show
how important such an interaction between biotic factor and abiotic environments (e.g.
temperature and humidity) in determining the occurrence of priority effects.
Local dispersal (i.e. dispersal process that occurs between adjacent locations) also
plays an important role in structuring community assembly [37], [38], [167]. How-
ever, how dispersal shapes community assembly has proven difficult to understand,
because dispersal can have contrasting effects on species presence-absence [19]. On the
one hand, dispersal can allow species to be present in otherwise unsuitable environ-
ments, as shown by the experimental studies of Davis et al. [37], [38] discussed above.
In an ecological community, dispersal can increase species diversity by immigration
of species from other locations [19]; it has been shown that sink populations (i.e. low
quality habitat with few individuals) can only persist if they receive sustained disper-
sal from source populations (i.e. high quality habitat with more abundant individuals)
[9], [82], [122]. Dispersal can also facilitate local coexistence of species across heteroge-
neous environments as a consequence of source-sink dynamics [9]. On the other hand,
the inclusion of dispersal into ecological systems with intense biotic interactions can be
detrimental to species coexistence [9], [128]. While moderate dispersal levels can en-
hance species diversity by alleviating local competitive exclusion, rapid dispersal can
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reduce diversity by amplifying the effect of competition from other species [136]. It
has also been demonstrated that increasing dispersal rate above a threshold value can
lead to exclusion of species [9]. The same phenomenon is also observed in the study of
competition between two-species involving priority effects [126]: species coexistence is
no longer possible as dispersal intensity increases above a threshold dispersal rate.
Given these contrasting observations of dispersal, it remains unclear how dispersal
process that occurs at larger spatial scales (i.e. non-local dispersal process), in inter-
action with other ecological forces, shapes a multi-species community assembly with
priority effects. Several studies have investigated the influences of different modes of
dispersal (i.e. local and non-local dispersal) in shaping community dynamics in the
presence of biotic interactions [18], [92], [114], [152]. Experimental work of Kerr et al.
[114] discussed above demonstrates the critical influence of dispersal distance in pro-
moting species diversity; it has been shown that short-range dispersal can promote
species coexistence, whereas long-range dispersal leads to exclusion of species. Sim-
ilar observations are also realised in other experimental studies [18], [19], in which
species diversity is reduced when dispersal process occurs over larger spatial scales. In
contrast to the aforementioned observations, Etienne et al. [49] illustrate that the estab-
lishment and persistence of species are determined by the modes of dispersal, where
non-local dispersal can promote species survival. Whether dispersal affects commu-
nity dynamics positively or negatively may depend on the spatial scale of dispersal
process [18] and its interaction with other ecological forces [26], [95], but these pos-
sibilities have received less attention and remain to be explored by experimental and
theoretical studies.
Here, we use mathematical modelling to investigate how species establishment or-
der, stochasticity and dispersal interact to determine where a species will be present.
In particular, we first employ a deterministic model, which describes an example of
biotic interactions, namely competition between species across heterogeneous environ-
ments. These biotic and abiotic forces have been demonstrated to be essential eco-
logical forces in shaping the presence-absence of species [23]. To do this, we extend
previous deterministic theoretical studies involving two-species [133], [164] to model
competition among multiple species along an environmental gradient (i.e. corresponds
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to environmental suitability, in which the suitability of a particular environment is rep-
resented by a carrying capacity term). This extension leads to a system of ordinary
differential equations (ODE) consisting of biotic interactions and environmental suit-
ability terms for multiple species. By employing this model, we investigate the joint
effects of biotic and abiotic factors on community dynamics. In particular, we explore
the consequences of biotic interactions on competitive outcomes across heterogeneous
environments.
To investigate the effects of local dispersal on the outcomes of species interactions,
we incorporate a diffusion term [29], [107], [118] into our deterministic models with bi-
otic interactions and environmental suitability; this leads to a system of partial-differential
equations (PDE). This investigation is motivated by different studies of two-species
systems [23], [69], [70], which show that local dispersal and biotic interactions can affect
the range limits of species. It has been illustrated that species coexistence (respectively,
priority effects) occur in the presence of weak (respectively, aggressive) competitive in-
teractions. In the case of priority effects, the range limits of species depends on initial
abundances and dispersal intensity [23]. By using this information from two-species
models, we examine the conditions under which priority effects occur and disappear
as local dispersal strength changes in a multi-species community.
Another objective of this thesis is to explore the impact of stochasticity on the dy-
namics of multi-species communities. Motivated by our population-level deterministic
models, we develop a comparable stochastic individual-based model (IBM) that cap-
tures the dynamics at an individual scale. Our aim is to check whether the range-limit
predictions are similar using the stochastic and deterministic models. We also want to
examine the occurrence of priority effects in our stochastic IBM by considering various
dispersal intensity and different population sizes. This investigation is driven by some
studies [120], [198], which show that even simple stochastic models can result in dy-
namical behaviour that contrasts with the predictions of deterministic models. It has
also been highlighted in empirical studies [26] that priority effects are more likely to ap-
pear in systems with large populations and lower migration rates. This phenomenon
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has been demonstrated to result from the interaction of stochastic process (e.g. coloni-
sation) and species establishment order, which can lead to alternative community com-
positions [26]. Based on this information, we expect that the occurrence of priority
effects in the stochastic models depends on population size and also the strength of
local dispersal.
While the assumption of local dispersal in modelling an ecological system can be
applied to some animal and plant species that can disperse over short distances [20],
[147], it may not be relevant to other species that can transport their offsprings larger
distances via dispersal vectors such as animals, wind and water [20], [86], [98], [147],
[148]. These observations lead to the development of a deterministic model with non-
local dispersal (i.e. integro-differential equations (IDE)) in this thesis. By employing
different dispersal models, we explore the effects of non-local dispersal process on the
occurrence of priority effects in comparison to a local dispersal process. Additionally,
we investigate the impacts of different modes of dispersal on species coexistence in
multi-species communities. We also aim to provide theoretical explanations for the
effects of dispersal on priority effects in multi-species communities.
Despite the development of numerous ecological systems and different modelling
approaches to investigate the joint influences of dispersal, biotic and abiotic compo-
nents on community dynamics, some of them are still analysed using one-dimensional
(1-D) space models [21], [69], [70], [133], [164]. From a methodological viewpoint, an
important problem is to establish how such 1-D estimation of the two-dimensional (2-
D) space systems affects the predictions of community dynamics [144]. To investigate
this problem, we extend our 1-D PDE to the 2-D space systems. By employing these
two models, we want to develop an understanding of when the ecological predictions
are similar, with respect to the occurrence of priority effects and species coexistence in
multi-species communities.
1.2 Outline of the Thesis
This thesis is outlined as follows. In Chapter 2, we provide a general overview of
selected models of population dynamics and dispersal process. We outline:
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• Derivation of several deterministic growth models from stochastic birth-death
process.
• Modelling single-species population dynamics via exponential and logistic growth
models.
• Modelling biotic interactions using population dynamics models.
• The linear stability analysis of a model with biotic interactions is performed and
several ecological implications on the dynamics of species interactions are dis-
cussed.
• Derivation of diffusion models from stochastic random walk process.
• Modelling dispersal process via local dipersal (using a diffusion model) and non-
local dispersal (using an integro-differential equation model).
• Previous works and developments of modelling frameworks related to this study
are also presented.
In Chapter 3, we develop a deterministic model of range limits for multiple species.
The model is a spatially extended ODE, which becomes a system of partial-differential
equations (PDE) with addition of diffusion. Here, we aim to investigate the joint in-
fluences of biotic interactions and abiotic environments on the range limits of multiple
species using the ODE model. To do this, we develop some results:
• The analytical results on range limits of species and numerical evidences are pre-
sented to illustrate the possible outcomes of the models, particularly coexistence
of species and priority effects.
• Some biological mechanisms that can significantly shift species range limits are
discussed.
• In the case of priority effects, the dependence of species interactions outcomes
on initial abundances is discussed. In particular, competitive exclusion of all but
one species is observed. A biological control strategy is proposed based on the
findings of this chapter.
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In Chapter 4, we examine the effects of local dispersal on community assembly
using a PDE model. We show that:
• Local dispersal substantially expands species ranges in the presence of biotic and
abiotic components. Consequently, this situation enhances the spatial extent of
multi-species coexistence compared to no-dispersal case.
• Dispersal weakens competitive exclusion effects that occur in no-dispersal case
and allows coexistence of multiple species.
• The existence of threshold values of competitive strength (i.e. transcritical bifur-
cations) are established in the models with and without dispersal by employing
numerical continuation. These bifurcations result in different species presence-
absence and the occurrence of priority effects.
In Chapter 5, we further investigate the impact of local dispersal on priority effects.
Our analysis shows conditions under which priority effects occur and disappear as
dispersal intensity changes. In particular, we demonstrate:
• For moderate migration levels, dispersal enhances priority effects and promotes
coexistence of species.
• Increasing dispersal strength leads to the reduction of priority effects; conse-
quently, strong dispersal causes extinction of some species.
Additionally, in Chapter 5, we examine the combined impacts of stochasticity and local
dispersal on the occurrence of priority effects using stochastic individual-based models
(IBM). We will demonstrate the following observations:
• While priority effects are more prevalent in the stochastic IBM than in the deter-
ministic (PDE) models for large populations, fewer occurrences of priority effects
are observed in the small-population IBM.
• We show that priority effects are eliminated by weaker values of dispersal when
population sizes are small than when they are large.
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In Chapter 6, we incorporate a non-local dispersal process into our multi-species
community models. This inclusion leads to a system of integro-differential equations
(IDE). By using the IDE and PDE models, we explore the effects of different dispersal
patterns on the predictions of priority effects and species coexistence. We will illustrate
the following observations:
• Priority effects are more pronounced in the non-local dispersal models than in
the local dispersal models.
• Computations using numerical continuation methods show the existence of tran-
scritical and saddle-node bifurcations in both models. These bifurcations deter-
mine the occurrence of priority effects in this multi-species community.
• Our two-parameter continuation result shows that there is a co-dimension 2 point,
corresponding to a degenerate transcritical bifurcation: at this point, the trans-
critical bifurcation changes from subcritical to supercritical with corresponding
creation of a saddle-node bifurcation curve.
• Dispersal also has contrasting effects on coexistence of species: although very
long-range dispersal can result in exclusion of species, intermediate-range disper-
sal can permit multi-species coexistence in comparison to short-range dispersal
(or purely local dispersal).
In Chapter 7, we extend our 1-D space PDE models in Chapter 5 to two spatial
dimensions. By comparing simulation results from the 2-D space models with the 1-D
space models, we show that:
• Adding another spatial dimension modifies the strength of priority effect. The
occurrence of priority effects are either qualitatively similar in both models, or
they are strengthened or weakened, depending on the differences in species en-
vironmental suitability and magnitude of dispersal.
• We observe that increasing environmental dimensionality of the models promotes
multi-species coexistence.
Finally, in Chapter 8, we conclude by summarising several important insights from
this thesis, and then suggest some possible aspects for future work.
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1.3 Thesis Publication
A paper presenting the results for the partial differential equations and stochastic individual-
based models, from Chapter 5, has been published by Ecological Modelling [141].
Chapter 2
Overview of Selected Mathematical
Models
2.1 Introduction
This thesis investigates the presence-absence of species using deterministic and stochas-
tic models. We first review several aspects of these modelling frameworks and in-
troduce the notations that will be used throughout this thesis. To begin, we model
single-species population dynamics using stochastic birth-death process and present
their deterministic counterparts, exponential and logistic growth models. We then dis-
cuss models of biotic interactions and show how mathematical methods such as sta-
bility analysis and phase portraits can be used to analyse these models. After we have
discussed species population dynamics, we model the dispersal process using stochas-
tic random walk theory; in particular, we discuss the derivation of a deterministic dif-
fusion equation from this theory. In general, diffusion model describes a local disper-
sal process whereby a species is assumed to move between adjacent spatial locations
following random walks. To illustrate another pattern of dispersal, we present a non-
local dispersal model, which describes dispersal process that occurs over non-adjacent
or larger spatial ranges. We also discuss several applications of the aforementioned
population dynamics and dispersal models in ecology and other fields. We refer the
reader to standard text books on mathematical modelling [118], [161], [194] for further
details and discussion.
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2.2 Modelling Single-species Population Dynamics
In this section, we focus our attention on the growth process for a single-species. First,
we consider the growth of individuals due to demographic stochasticity e.g. birth and
death events. Then, we discuss two fundamental deterministic growth models, namely
exponential and logistic growth models.
2.2.1 Stochastic Processes
Linear Birth-Death Process
We define the underlying stochastic process by:
n(t) = Number of individuals at time t
pk(t) = Pr {n(t) = k}, k = 0, 1, 2, ...
Let us start with the linear birth and death processes where we assume that indi-
vidual birth rate, b, and death rate, d, remain constant, independent of population size.
Following this assumption, the probability that an individual from a species gives birth
in a small time interval [t, t+ ∆t) is given by b∆t and the probability it dies is given
by d∆t. Thus, the transition probabilities for k individuals in a small time step ∆t are
given by:
Pr {1 birth in [t, t+ ∆t)} = bk∆t+ o(∆t)
Pr {1 death in [t, t+ ∆t)} = dk∆t+ o(∆t)
Pr {no event in [t, t+ ∆t)} = 1− k(b+ d)∆t+ o(∆t)
and the probability of more than one birth or death is o(∆t). We can derive a differen-
tial equation from this stochastic process. The master equation (i.e. the equation that
describes the time evolution of the probability distribution of states) that can describe
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this process is [161], [194]:
pk(t+ ∆t) = b(k − 1)∆tpk−1(t) + d(k + 1)∆tpk+1(t) + (1− (b+ d)k∆t)pk(t) + o(∆t)
(2.1)




pk(t) = b(k − 1)pk−1(t)− (b+ d)kpk(t) + d(k + 1)pk+1(t) (2.2)
over k = 0, 1, 2, ... and p−1 = 0. In order to proceed, we introduce the moment gen-
erating function (mgf), which is a function that generates the moments of the random





If we differentiate equation (2.3) with respect to time and make use of the differential




























θ − (b+ d) + de−θ]
(2.4)
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Notice that ∂M∂θ =
∑∞
0 ke
θkpk. Then we can arrive at the partial-differential equation:
∂M
∂t
= [b(eθ − 1) + d(e−θ − 1)]∂M
∂θ
(2.5)
This differential equation can be used to derive differential equation satisfied by the
mean of this stochastic process. Let us differentiate (2.5) with respect to θ, to get:
∂2M
∂t∂θ
= [beθ − de−θ]∂M
∂θ




Evaluating equation (2.6) at θ = 0 and using the fact that:
∂jM
∂θj
= E[nj(t)], at θ = 0 (2.7)




z(t) = (b− d)z(t) (2.8)
Applying the initial condition z(0) = z0 (where z0 is the initial abundances of species
at time t = 0), we have the solution:
z(t) = z0e
(b−d)t (2.9)
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= (b− d)N(t), N(0) = N0 (2.10)
with the deterministic solution:
N(t) = N0e
(b−d)t (2.11)
The equation (2.9) given by the stochastic process is equivalent to the deterministic
solution (2.11).
FIGURE 2.1: The stochastic linear birth and death processes (over 5000 simulations) with
birth rate, b = 1, death rate, d = 0.5, and initial condition z0 = 5. Solid blue, green
and yellow curves indicate the possible paths until time t = 5; dotted red curve indicates
the mean of realisation, which corresponds to the estimate of the solution of equation (2.9);
solid black curve corresponds to the deterministic solution of an exponential growth model
(2.11)
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Figure 2.1 illustrates an example of a stochastic simulation of the linear birth-death
process. We notice that the trajectories of individual realisations (solid blue, green and
yellow curves) can be different from the deterministic solution (dotted black curve).
The mean of stochastic realisations (dotted red curve) are in agreement with the solu-
tion of an exponential growth model (dotted black curve).
Non-linear Birth-Death Process
Having studied the linear birth-death process, this stochastic process may be made
more realistic by incorporating density-dependent (i.e. nonlinear death process). Mo-
tivated by the logistic growth process [161], [194], we can let the death rate depends on
the population size to prevent unlimited exponential growth as shown by Figure 2.1.
To model this stochastic process, let the per capita birth rate be b, the per capita death
rate be d, the intrinsic growth rate be r and some constant K. Comparing with the
logistic model [161], [194], the birth rate is b = r and the death rate is d = rnK . The pos-
sible types of transition: birth (with probability bn∆t+ o(∆t)); death (with probability
dn∆t+ o(∆t)); or no event occurs (with probability 1− (b+ d)n∆t+ o(∆t)).




pn(t) = r(n− 1)pn−1(t) +
r
K




over n = 0, 1, 2, ... and p−1 = 0. Applying the moment generating function technique
(i.e. similar steps as in equation (2.3)- (2.5)), we can arrive at the following partial
differential equation satisfied by the mgf for this stochastic process:
∂M
∂t
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Differentiating (2.13) with respect to θ, to get:
∂2M
∂t∂θ


















Evaluating equation (2.14) at θ = 0 and using equation (2.7), we can get the differ-
ential equation for the mean of this stochastic process, z(t) [5]:
d
dt
z(t) = rz(t)− r
K
E[z2(t)] (2.15)
Notice that the equation (2.15) cannot be solved for z(t) since the differential equa-
tion depends on the higher-order moment e.g. E[z2(t)]. The equation for E[z2(t)] will
also depend on the third-order moment and so on. The system is not “closed”. If we
make the mean-field assumption (i.e. individuals are assumed to be well-mixed in
homogeneous environment, and they interact with one another in proportion to their
average density) [44], then E[z2(t)] = E[z(t)]2 = z2(t). In this case, the equation (2.15)
can be the same as the deterministic logistic growth equation:
dN
dt
= rN − r
K
N2 (2.16)
Figure 2.2 shows the stochastic simulation for the birth and density-dependent
death process and the deterministic logistic growth model. We can see that the mean
of stochastic realisations (dotted red curve) are in agreement with the solution of the
logistic growth model (solid black curve).
Applications of Stochastic Birth-Death Models
The stochastic birth-death model has been applied in various ways in ecology [140]:
birth-death models are employed to explore the extinction phenomenon, particularly
for species at small population size; in the theory of island biogeography, the stochas-
tic birth-death models are used in exploring the ability of species to colonise islands;
20 Chapter 2. Overview of Selected Mathematical Models
FIGURE 2.2: The stochastic simulation (over 10 000 simulations) for the birth and density-
dependent death process, with r = 1, K = 50, and initial condition z0 = 5. Solid blue and
green curves indicate two sample realisations until time t = 8; dotted red curve indicates
the mean of realisation, which corresponds to the estimate of the solution of equation (2.15);
solid black curve corresponds to the deterministic solution of the logistic growth model
(2.16).
in metapopulation theory, birth-death models have been used to estimate extinction
probabilities/rates caused by demographic stochasticity.
2.2.2 Deterministic Growth Processes
An Exponential Growth Model
Now, we discuss the deterministic growth process i.e. the exponential model. The ex-
ponential model assumes that the growth rate of species is proportional to the current
population size. This assumption leads to species population density to grow expo-
nentially as time increases. The mathematical description of the exponential growth
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model is as follows [107], [161], [194]:
dN
dt
= rN(t), N(0) = N0 (2.17)
where the rate of change describes the temporal evolution of the population density N
with r is the intrinsic growth rate of species. This rate corresponds to the proportional
increase of the population size N per unit of time. The solution of this differential
equation is given by:
N(t) = N0e
rt (2.18)
which describes the population growth process over time starting with initial species
density of N0. The time series plot of the exponential growth model is shown in Fig-
ure 2.1 (dotted black curve) as an example. As time increases, the population will grow
without bound, which is the drawback of exponential model.
Logistic Growth Model
Exponential growth is not physically realistic as species population cannot grow with-
out bound. To correct this behaviour, the logistic growth model was proposed by
Verhulst [192] in 1845. In general, the logistic model assumes that the growth rate of
species is influenced by both current population size and the availability of resources.
Biologically, these assumptions indicate that the growth process of species is bounded
due to limitation of resources (e.g. food, living areas) in nature. The logistic model is









where N is the population density of species, r is the intrinsic growth rate and K is the
carrying capacity of the environment (i.e. an upper bound for population size). Solving
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K +N0(ert − 1)
, N(0) = N0 (2.20)
which describes the temporal dynamics of logistic growth process with initial species
density of N0, as shown by Figure 2.2 (dotted black curve), as an example. For positive
values of r, the population density converges to K as t→∞.
Applications of Deterministic Growth Models
The exponential and logistic growth models have been validated in numerous ecolog-
ical studies [140]. One of the most famous examples was the introduction of European
rabbits to Australia in 1859 in which these rabbits grew rapidly according to an ex-
ponential growth [140]. The growth of burrowing mayflies in Lake Erie also shows
an exponential growth process from 1991-1997 [134]. Another example of species that
demonstrates an exponential growth process is monk parakeet species in the United
States [187]. In the case of logistic model, an early laboratory work by Gause [63]
showed that the growth of Paramecium caudatum was consistent with a logistic curve.
Additionally, the observed population size of harbour seals in Washington also shows
a logistic growth process from 1978-1999 [102]. Another example of species that follows
logistic growth process is willow species [7].
2.3 Modelling Biotic Interactions Between Species
So far we have discussed the population dynamics of a single-species. But what hap-
pens if this species meets with other species? Interactions between species are called
biotic interactions. By using the deterministic model with biotic interactions (e.g. com-
petition), we examine the possible outcomes e.g. coexistence of species, exclusion of
species and priority effects. We refer the reader to [24], [72], [118], [140] for further
details and discussion on this matter.
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2.3.1 Two-Species Competition Model
In the 1920s and 1930s, A.J. Lotka [129] and V. Volterra [193] developed a competition
model for two species that is the framework for competition studies in ecology [140].









 (i = 1, 2, ...,m) (2.21)
where Ni is the density of species i, ri is the intrinsic growth rate of species i, Ki is
the carrying capacity and αij is the competitive effect of species j on species i. By
rescaling the density of species i relative to its intraspecific competition coefficient αii,
we may effectively set the intraspecific competition coefficients αii to equal 1, and the
remaining competition coefficientsαij represent the ratio of intraspecific to interspecific
competition. A standard dynamical system analysis for two-species (e.g. m = 2) [72],
[118], [178] demonstrates that there are several possible outcomes of the model (2.21),
depending on the competition coefficients α12 and α21 and the ratio of the carrying
capacities K1K2 . We present the stability analysis of the two-species model in the next
section and discuss the possible outcomes of species interactions.
Stability Analysis
For the two-species system (m = 2), the steady state can be calculated by setting the
time-derivative in the model (2.21) to zero. In particular, the steady states (N∗1 , N
∗
2 )






 = 0 (i = 1, 2) (2.22)
For the first of these equations (i = 1), we can have either N∗1 = 0 or N
∗
1 = K1 −
α12N
∗
2 while for the second we can have either N
∗
2 = 0 or N
∗
2 = K2−α21N1. Following
this way, we can proceed in four cases, substituting each solution of the first equation
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into the solution for the second equation. So, we can have four steady states namely











Because of biological significance, we restrict our attention to (N∗1 , N
∗
2 ) that lies in pos-
itive quadrant for certain choices of parameters.




r1 − 2 r1K1N∗1 − r1α12K1 N∗2 − r1α12K1 N∗1
− r2α21K2 N
∗
2 r2 − 2 r2K2N
∗




In order to determine whether or not each of these steady states is stable, we com-
pute the eigenvalues of the Jacobian matrix evaluated at that steady state. For the point





with eigenvalues r1 and r2. Since r1 and r2 are both assumed positive, we can conclude
that this steady state is repelling.
For the steady state (K1, 0), the Jacobian matrix is
J(K1, 0) =
−r1 −r1α12
0 r2 − r2α21K2 K1
 (2.25)
where the eigenvalues are −r1 and r2(1 − α21K1K2 ). In this case, the steady state is a
saddle for α21K1 < K2 and attracting for α21K1 > K2.
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For the steady state (0,K2), the Jacobian matrix is
J(0,K2) =
r1 − r1α12K1 K2 0
−r2α21 −r2
 (2.26)
where the eigenvalues are r1(1 − α12K2K1 ) and −r2. Based on these eigenvalues, the
steady state is a saddle for α12K2 < K1 and attracting for α12K2 > K1.
For the two-species steady state (N∗1 , N
∗
2 ), the stability of the model (2.21) can also
be evaluated [24], [72], [97], [118]. In brief, this steady state is attracting if α12 < K1K2 <
1
α21
, and a saddle otherwise.
Ecological Considerations
Based on the stability analysis, there are several cases of competitive outcomes that we
can consider. From an ecological viewpoint, we classify the four cases as follows:
FIGURE 2.3: Phase portrait for Case (i) (K1K2 > α12,
1
α21
). Parameter values: α12 = α21 = 0.8;
K1 = 0.6, K2 = 0.4; r1 = r2 = 1. Initial conditions: N1 = N2 = 0.01
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For Case (i), species 2 has a relatively small effect on species 1 and species 1 has
a relatively large effect on species 2. This situation leads to exclusion of species 2 by
species 1 (with the steady state approaches its carrying capacity), and shows an exam-
ple where two-species coexistence state is not in positive quadrant. This outcome is
depicted by Figure 2.3. From an ecological viewpoint, this case corresponds to Gause’s
competitive exclusion principle [64], which proposes that coexistence are impossible
when two species compete for the same limited resource. If the inequality is reversed,
the competitive outcome is also reversed as in Case (ii). In this case, species 2 excludes
its competitor and approaches carrying capacity. Similar phase portrait as shown by
Figure 2.3 could be plotted for Case (ii).
FIGURE 2.4: Phase portrait for Case (iii) (α12 < K1K2 <
1
α21
). Parameter values: α12 = α21 =
0.8; K1 = 0.38, K2 = 0.4; r1 = r2 = 1. Initial conditions: N1 = N2 = 0.01




When interspecific competition of both species are relatively weak (i.e. α12α21 < 1),
coexistence of species are possible, as shown by Figure 2.4. The single-species steady
states (upper and lower red circles) are both unstable saddle points, so the trajectories
converge to a two-species steady state (middle red circle), which is a stable node.
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FIGURE 2.5: Phase portrait for Case (iv) ( 1α21 <
K1
K2
< α12). Parameter values: α12 = α21 =
1.2; K1 = 0.42, K2 = 0.4; r1 = r2 = 1.
Based on Figure 2.5, if the interspecific competition for both species are relatively
intense (i.e. α12α21 > 1), then the single-species steady states (upper and lower red
circles) are both stable nodes. The two-species steady state (middle red circle) is a
saddle point and it lies in between the two nodes. The basin boundary (i.e. the stable
manifold of this saddle point (green line)) separates the basins for these two nodes.
In this case, either species can competitively exclude the other, depending on initial
abundances.
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Applications of Deterministic Models with Biotic Interactions
By employing Lotka-Volterra competition model, Gause [63] was able to predict the
outcomes of competition between two Paramecium species in an experimental setup;
the model predictions were in agreement with the experimental results. This model
has also been illustrated to adequately describe the distributions of competing proto-
zoan species[190]. Additionally, Lotka-Volterra type model [9] is also used to study the
empirical observations of competition between parasite species of the butterfly Meli-
taea cinxia [122]. As discussed above, one of the outcomes of Lotka-Volterra competi-
tion model is species coexistence, which occurs when biotic interactions are relatively
weak: desert granivores such as ants and rodents who eat seeds provide a good exam-
ple to this case; both can coexist in North American deserts consuming seeds as their
main source of food [106]. It has also been observed that similar bird species in some
small islands in New Guinea often fail to coexist with each another [106]. These is-
lands are occupied by one or the other competing bird species, which is what would be
anticipated if interspecific competition is stronger than intraspecific competition [106].
2.4 Modelling Dispersal Process
We now discuss species dispersal models, namely local dispersal and non-local disper-
sal models.
2.4.1 Local Dispersal Models
We begin by modelling the dispersal of an individual using stochastic random walk
theory. This theory can be used to establish the relationship between random walks as a
description of movement at individual-level and the diffusion equation as a description
of dispersal at population-level [29], [107].
Random Walk Process
Consider an individual moving on a one-dimensional uniform lattice (i.e. a spatial
domain x divided into finite sites of length ∆x). At each time step ∆t, this individual
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can move a short distance ∆x, to the left or to the right with probabilities l and r,
respectively, or stays in the same location (‘waits’), with probability 1− l − r.
If the individual is at location x at time t+∆t, then there are three possible locations
this individual can occupy at time t [29], [194]:
I this individual was at x+ ∆x and it moved left (with probability l).
II it was at x−∆x and then moved to the right (with probability r).
III it was at x and did not move at all (with probability 1− l − r).
Let us define the term p(x, t) as the probability density function for the location of
the individual after time t. Thus, the master equation that can relate probabilities at
different time steps is given by:
p(x, t+ ∆t) = p(x+ ∆x, t)l + p(x−∆x, t)r + p(x, t)(1− l − r) (2.27)
Assuming ∆x and ∆t are small, equation (2.27) can be expanded in Taylor series,
which gives:



























+ (1− l − r)p(x, t) + o(∆t2, (∆x)2)
Setting ε = r − l and ϕ = r + l:











(x, t) + (1− ϕ)p(x, t) + o(∆t2, (∆x)2)
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We assume that the movement is unbiased, meaning that there is no preferred direc-
tion (the walk is completely random). Following this assumption, we can set r = l = v
(ϕ = 2v and ε = 0). Taking the limit ∆x,∆t → 0 with (∆x)
2
∆t remains positive and












with v as the probability of moving to the left or right. The solution to (2.29), corre-










As an example, Figure 2.6 shows five realisations of random walk with 100 steps.
These realisations correspond to the possible paths of an individual can move in 100
time steps, starting from the origin. We can see the random nature of the movements
and also the increasing distance from the origin as time progresses [107].
A Diffusion Model
In the previous section, we demonstrate that the random walk process can be used to
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FIGURE 2.6: Five realisations of a random walk along one-dimensional lattice with step
length of 1 (after 100 time steps). The probabilities of moving left and right: l = r = 0.5.
whereN is the density of species andD is the diffusion coefficient. The diffusion model
(2.32) assumes that the dispersal pattern of species is localised (meaning that species are
assumed to disperse between adjacent spatial locations). This assumption is consistent
with the spatial dispersal distributions of some species; for instance, some plant seeds
are often dispersed over short distances and near to their parents’ locations [20], [147].
Simulating equation (2.32), we observe (Figure 2.7) a dispersal behaviour which is
directed from highly populated locations to less populated locations as time increases,
with D describes the strength of dispersal at which the population moves down these
gradients. In general, the higher D the faster the dispersal process occurs. For fur-
ther details and extensions of the concepts on the local dispersal process, the reader is
referred to [93], [145].
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FIGURE 2.7: Dispersal pattern of the population based on the diffusion model (2.32) with
D = 0.002. Population initially starts at t = 0 and located at x = 0. Equation (2.32) is
solved numerically with the method of lines using MATLAB pdepe solver (as described
in Section 4.2.1).
Applications of Local Dispersal Models
In practice, diffusion equations have been used to model movement of species in mark-
recapture studies e.g. flea beetle species [111]. Empirical studies have also demon-
strated that the predictions of this equation match the observed spread of some species
such as white cabbage butterfly and grey squirrels [76]. This equation has also been
incorporated into several single-species deterministic growth models (as discussed in
Section 2.2.2) to examine how the density of population changes as a result of dispersal-
growth process [53], [172]. For instance, inclusion of a diffusion term into a logistic
growth model will result in a Fisher’s equation [53]; this equation is used in various
fields such as ecology, cell biology and population genetics to study the range expan-
sion and the spread of single-species population [168]. In an early work, Skellam [172]
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studied the range expansion of muskrat populations using a diffusion model with ex-
ponential growth process; he discovered that the area occupied by the muskrat popu-
lations increases linearly with time.
2.4.2 Non-Local Dispersal Process
A Dispersal Kernel Formulation
While the diffusion equation has been used successfully to predict the spread of some
focal species, such as muskrats and butterflies, it has also been demonstrated that this
model underestimates the rate of spread of other species, like beetles [10]. In the case of
beetle species, Andow et al. [10] find that the diffusion model performs poorly because
it does not incorporate non-local dispersal effects. In nature, the dispersal process of
some species can occur over non-adjacent spatial locations and larger distances [107],
[147]. For instance, some plants can disperse their seeds over larger distances by using
a variety of dispersal vectors, including animals, wind and water [20], [43], [95], [98],
[147].
To examine the effects of non-local dispersal across locations on the dynamics of








where N is the density of species, k(x− y) is the probability density function of species
moving from location y to x (i.e. dispersal kernel) and ρ is the the dispersal rate of non-
local dispersal process. Generally, dispersal kernels with fat-tailed shape (meaning a
higher probability of long-distance dispersal than a normal distribution) and higher
central peak are often used in modelling non-local dispersal patterns [107]; however,
the fat-tailed dispersal kernels may have some moments infinite [127]. For further
details and extensions of the concepts on the non-local dispersal process, the reader
is referred to [89], [101], [117], [127], and also our work in Chapter 6.
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Applications of Non-Local Dispersal Models
Non-local dispersal models have been validated in numerous ecological studies. For
instance, non-local dispersal kernels has been shown to fit the spatial distribution of
Drosophila species [117]. Dispersal kernel formulation has also been used to model
the non-local dispersal process of pied flycatcher species [25]. Additionally, empirical
studies of plant populations have shown that a non-local dispersal model provides a
better fit for the dispersal process of spores and pollen [73].
2.5 Modelling Background of the Study
Predicting which species will be present (or absent) across a geographical region, re-
mains one of the important issues in ecology [61], [167], [199]. Predictions of presence-
absence often focus on the influence of environmental variables such as climate on
species [112], [157], [173], yet other factors such as biotic interactions, dispersal and
demographic stochasticity can also affect community dynamics and their range limits
[60], [95]. These ecological processes have been incorporated into different modelling
frameworks to investigate the dynamics of ecological systems [23], [62], [95], [109]. In
general, the ecological processes such as dispersal and growth can be described at dif-
ferent perspective, either population level or individual level [5], [41], [149], [161], [198].
In the former case, the dynamics of species are modelled using deterministic systems
(as discussed in Section 2.2.2 and 2.3.1) in which the population of species are rep-
resented in terms of continuous densities. In the latter case, the stochastic individual-
based models (IBM) can be used in which the interacting species are represented as sets
of discrete individuals and stochastic events such as birth and death (as discussed in
Section 2.2.1) are often considered in modelling their presence-absence. Here, we inves-
tigate the combined influences of several ecological forces, namely biotic interactions,
abiotic environments and dispersal process on multi-species community dynamics us-
ing deterministic and stochastic models.
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Deterministic Models with Biotic Interactions
Deterministic models have long been employed in ecology, with the goal is to under-
stand how the size of population changes as a result of the growth [129], [192], [193]
and also dispersal [53], [172] processes. As discussed in the previous section, some of
the well-known deterministic population dynamics models are single-species logistic
equation [192] and two-species Lotka-Volterra models [129], [193]. Such models gener-
ally take the form of differential equations, in which they aim to understand the interac-
tions between species at the population-level [23], [94], [95], [120], [198]. In general, the
deterministic models follow a mean-field assumption, which assumes that individuals
interact in proportion to their average density and ignores the presence of any small-
scale behaviour [44]. This modelling framework has been used to investigate the roles
of biotic and abiotic factors in determining the presence-absence of species. By employ-
ing deterministic Lotka-Volterra models [129], [193], Roughgarden [164] and MacLean
and Holt [133] analyse the range limits of two competing species along environmental
gradient. They discover that competitive interactions can determine range limits when
these species vary inversely over locations [164], or when species respond similarly
to environmental gradients [133]. By incorporating a third species into Lotka-Volterra
competition models [129], [193] with environmental gradients, Holt and Barfield [94]
illustrate that this inclusion can modify the range limits of two competing species. God-
soe et al.[69], [70] extend previous deterministic two-species models [23], [133], [164]
along environmental gradients and identify situations where small changes in two-
species interactions result in large shifts in range limits. In this situation, their analysis
reveals that accurate knowledge of species’ environmental tolerance and biotic interac-
tions are crucial in order to predict species presence-absence [69], [70]. One significant
limitation to these previous investigations is that they often focus on the dynamics of
two interacting species. In reality, ecological systems are complex and may involve
more than two species. It is important to consider a system of more than two species,
in order to better understand the possible influences species can have on one another in
a multispecies community [94], [156]. Thus, in Chapter 3, we provide further research
in this direction by extending a simple Lotka-Volterra competition system to model
biotic interactions among multiple species across heterogeneous environments [133],
36 Chapter 2. Overview of Selected Mathematical Models
[164], and investigating the resulting dynamics of the system.
Local Dispersal Models with Biotic Interactions
Numerous studies show that dispersal can affect the dynamics of population [11], [13],
[21], [23], [124]. As illustrated in Section 2.4.1, one of the ways to model dispersal pro-
cess is to use a deterministic diffusion equation. In the diffusion model, species are
assumed to disperse between neighbouring locations following a local dispersal pro-
cess [29], [194]. The diffusion equation can be incorporated into deterministic models
with biotic interactions to explore the interplay of local dispersal and species inter-
actions in determining the dynamics of ecological systems. This inclusion leads to a
system of partial-differential equations (PDE), which is one of the famous approaches
in ecological modelling [1], [22], [93]. This modelling framework has been employed
in order to gain insight into various fundamental population processes, such as, the
combined influences of biotic interactions and dispersal, habitat geometry and edge
effects and dispersal-mediated coexistence phenomenon [93]. For instance, Alzahrani
et al. [8] employ Lotka-Volterra competition model with local dispersal and discover
that the competitive outcomes depend both on the strength of biotic interaction and
the diffusion coefficients. By using similar modelling framework, Cantrell and Cosner
[21] show that local dispersal of species can reduce the detrimental effect of compe-
tition and promote species coexistence. Other modelling studies [151] also show that
several ecological processes, such as environmental response, biotic interactions and
local dispersal, can determine species presence-absence across a geographical region.
Case et al. [23] examine two-species competition models with local dispersal. They
demonstrate that abrupt range limits may arise due to biotic interactions in either ho-
mogeneous [23], [126] or heterogeneous environments [23]. It has also been shown that
when biotic interactions are relatively weak, coexistence of species is possible; when
biotic interactions are strong, priority effects occur with species presence-absence de-
pends on initial abundances and dispersal intensity [23]. While most of these previous
studies have investigated the roles of biotic interactions and dispersal in determining
species presence-absence, there have been less attention paid to the combined influ-
ences of priority effects and dispersal in shaping multi-species community dynamics.
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As discussed in Chapter 1, the establishment order of species can greatly affect com-
munity dynamics, and cause local community to exhibit alternative community com-
positions. However, much less is known about what effect local dispersal can have on
the occurrence of priority effects in multi-species communities once biotic interactions
and abiotic environments are present. In Chapter 4 and Chapter 5, we provide some in-
sights into the conditions under which priority effects occur and disappear as dispersal
intensity changes.
Stochastic Individual-Based Models
To investigate how the underlying population-level information relates to a smaller
individual scale, we also develop a stochastic model, which is constructed to be com-
parable with the deterministic model. In particular, we employ stochastic individual-
based models (IBM) whereby the interacting species are represented as collections of
discrete individual agents; these agents are tracked explicitly over time while undergo-
ing birth-death process or dispersing over adjacent locations [120], [149], [161], [197],
[198]. To do this, we use random walk theory and stochastic birth-death process, as
discussed in Section 2.4.1 and Section 2.2.1, respectively. In general, different studies
[120], [198] have illustrated agreement and/or disagreement between predictions of
stochastic and deterministic models. For instance, Faugeras and Maury [50] develop
a random walk model to study the movements of fish population and derived a de-
terministic model which approximates their stochastic IBM; they discover that the de-
terministic results appear to follow closely the results of the stochastic IBM. Allen and
Allen [6] investigate several single-species stochastic models, which correspond to the
deterministic logistic model; they illustrate that the stochastic predictions can vary for
different populations that experience the same logistic growth. Law et al. [120] investi-
gate a single-species IBM and show that the IBM predictions can be different compared
to the logistic equation. Wilson [198] develops IBM with biotic interactions and disper-
sal process; he demonstrates qualitative agreement between the IBM and deterministic
results. By reducing the total population size, he also illustrates the disagreement be-
tween the IBM and deterministic predictions [198]. Additionally, IBMs have been used
to understand the possible outcomes of species interactions in ecological communities
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[59], [182], [195]. For instance, Weisberg and Reisman [195] examine the stochastic IBM
with prey-predator interactions and show that the IBM can exhibit several possible dy-
namics including oscillatory behaviour. Tam and Ang [182] study an IBM of a coral
reef community and find that priority effects can occur as a result of competitive biotic
interactions. It is also interesting to note that these modelling approaches are used in
other fields such as epidemiology [3], [4], microbiology [51], [52], [59], [119], animal
behaviour and species movement [68]. Some of these studies [3], [4], [52], [59] propose
the use of stochastic models to predict the dynamics of interacting individuals in the
case of small populations. This is because stochastic variation can cause species with
small populations to become absent at certain sites [59]. With respect to the aforemen-
tioned studies, it remains unclear about the effect of population size on the occurrence
of priority effects in the stochastic systems. At present, it is still not known whether
the combined influences of dispersal and stochasticity can lead to appearance or disap-
pearance of priority effects when the size of population varies between large and small
populations. Based on this information, in Chapter 5, we employ a stochastic IBM to
investigate the interaction of priority effects with local dispersal and stochasticity in
shaping species presence-absence for different population sizes.
Non-Local Dispersal Models
As discussed in Section 2.4.2, a non-local dispersal process can also affect the dynam-
ics of natural communities [20], [147]. For example, while it is found that squirrels
can disperse acorns over short distances, other dispersal vectors such as blue jays can
transport acorns over larger spatial ranges [43], [95]. This example illustrates that long-
distance dispersal events are also important particularly when considering the case of
certain species that can disperse their offsprings larger distances. It has been proposed
that long-distance dispersal events need to be incorporated into modelling frameworks
if we want to improve our predictions on species presence-absence [88]. Inspired by
this empirical evidence, we also examine the impacts of different dispersal patterns on
community dynamics. For such situations, some non-local dispersal models have been
formulated [85], [101], [109], which often take the form of integro-differential equations
(IDE). For instance, Hetzer et al. [85] study a two-species Lotka-Volterra competition
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model with long-distance dispersal; they discover that non-local dispersal process can
affect community dynamics with faster disperser can lead to extinction. Kao et al. [108]
show that when different species employ different dispersal patterns, the presence-
absence of species depends on dispersal intensity with slower disperser can survive
and exclude the other species. In another study, Kao et al. [109] also demonstrate
the significance influences of both local and non-local dispersal mechanisms in deter-
mining species presence-absence. Hutson et al. [101] find that the non-local dispersal
process can affect species presence-absence, and the dynamics of species interactions
can vary with dispersal distance and its magnitude. A consistent observation in these
studies is that dispersal distance has an effect on the dynamics of interacting species.
However, these results are based upon two-species system and it is unclear what effect
non-local dispersal will have on multi-species community assembly under varying dis-
persal strength and in the presence of priority effects. By employing different dispersal
models, in Chapter 6, we explore the effects of non-local dispersal process on the oc-
currence of priority effects in comparison to a local dispersal process. Additionally, we
also examine the consequences of different modes of dispersal on species coexistence
in multi-species communities.
Two-Dimensional Space Models
The final part of this thesis is to develop a two-dimensional (2-D) space PDE model. In
this case, species environmental suitability may depend on two variables, rather than
one. Our aim is to investigate whether the 1-D and the 2-D space models yield quali-
tatively similar dynamics. As discussed earlier, the PDE models have been employed
to examine the spatial dispersal and growth process of different species since in early
work of [53], [172]. For instance, Okubo et al. [150], [168] use the 2-D PDE models to
explore the growth and local dispersal processes of two squirrel species in Britian; they
found that the invasive grey squirrels can establish themselves and displace the native
red squirrels. This modelling framework is also employed to examine the effects of lo-
cal dispersal in promoting coexistence of strongly competing species [93], [126], [139]:
in the absence of dispersal, priority effects occur with only one species can survive
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[126]; inclusion of dispersal can allow coexistence of species [139]. Comparative stud-
ies between the 1-D and 2-D space models have also identified the mechanisms that
can facilitate species coexistence [135], [144], [197]; in particular, Morozov and Li [144]
show that coexistence of species is more pronounced in a 2-D space model, in com-
parison to a 1-D space model; they characterise this phenomenon as space-mediated
population persistence. Other studies [135], [197] also demonstrate that increasing the
spatial dimension of ecological systems can influence the mechanisms of species per-
sistence and coexistence. Motivated by these observations, we compare the predictions
of the 1-D space model with the 2-D space models in Chapter 7. Our aim is to develop
an understanding of when the predictions of priority effects and species coexistence
are similar in these two models.
Chapter 3
Biotic Interactions and Abiotic
Environments
3.1 Introduction
The previous chapter provides review on the deterministic model of biotic interac-
tions and their dynamical behaviours. This non-spatial model assumes that species
interactions occur in a well-mixed environment, and describes the presence-absence
of species as spatially homogeneous (i.e. constant distributions throughout space). In
reality, the presence-absence of species are rarely, if ever, constant throughout spatial
locations. Environmental factors such as climate can affect the presence-absence of
species across a geographical region [78], [112], [169], [173], [196]. It has been demon-
strated through empirical evidence that environmental factors can determine species
range limits in marine and terrestrial communities [158], [174]. For instance, Barry et
al. [12] discover that changes in shore temperature can affect species presence-absence
in intertidal communities; Perry et al. [158] demonstrate that the distributions of fish
species have shifted in mean latitude (or depth) because of increases in sea temper-
ature; Comte and Grenouillet [32] suggest that climate can affect the distributions of
stream fish species along environmental gradients; Moritz et al. [143] illustrate that the
distributions of some small mammals have changed due to the influence of climate.
Apart from environmental components, biotic interactions has also been proposed
as another crucial factor that can shape species range limits [23], [67], [69], [199]. The
notion that biotic interactions such as competition can influence the presence-absence
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of species dates back to early work by Darwin [36]. In general, the effect of biotic inter-
actions in determining community dynamics has received great attention in ecology;
this is due to the influential role that competitive interactions play in the development
of ecological theory; from the concept of niche by Grinnell [75], to Lotka [129] and
Volterra’s [193] models and Gause’s [64] work on the competitive exclusion principle,
to Hutchinson’s work [100] on the concept of fundamental and realized niches. This
idea is also supported by an early experimental study that is discussed in Chapter 1:
for instance, Connell [34] illustrated that the presence-absence of barnacles were deter-
mined by desiccation and biotic interactions with other species [34].
Experimental work of Connell [34] also illustrates that the combined effects of biotic
interactions and abiotic environments can shape community dynamics across heteroge-
neous environments [140]. It has been observed in different studies that both biotic and
abiotic components can influence community compositions; for example, by studying
the competition between exotic and native Daphnia species, Wittmann et al. [200] illus-
trate that the outcomes of species interactions depends on temperature and competitive
interactions. The work of Johnson and Havel [104] also confirms the significant roles
of both biotic and abiotic factors in shaping species presence-absence. Experimental
evidence by Harley [83] demonstrates that environmental factors such as climate can
affect biotic interactions among species and determine community assembly. Through
warming experiments, Suttle et al. [179] illustrate how the interplay of biotic interac-
tions and climate can shape species presence-absence in grassland communities.
Overall, the aforementioned studies show that the interplay between biotic inter-
actions and abiotic environments can significantly determine community assembly.
Motivated by these observations, we aim to investigate the joint influences of biotic
interactions and environmental factors in determining species range limits. To do this,
we extend previous deterministic theoretical studies involving two interacting species
[133], [164] to model biotic interactions among multiple species across heterogeneous
environments. The method is a spatially explicit extension of the Lotka-Volterra com-
petition model [23], [69], [164], which will be discussed in the next section. The re-
mainder of the chapter is organized as follows. After describing this deterministic
model, we derive several analytical results on range limits of species. Based on these
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analytical expressions, we discuss some biological mechanisms that can significantly
shift the range limits in multi-species communities. Additionally, numerical results
are presented, and comparisons of analytical with numerical results on the range-limit
predictions have indicated agreement between the two results. By using this model,
we also examine the possible outcomes of species interactions such as coexistence of
species and priority effects, as the strength of biotic interactions changes. In the pres-
ence of priority effects, competitive exclusion of all but one species occurs; in this case,
initial species abundance is a critical feature in determining the range limits of strongly
interacting species. Ecologically, this critical feature could be utilised as a biocontrol
strategy: by manipulating the initial abundances of the interacting species appropri-
ately, in particular the initial abundances of the biocontrol agents.
3.2 A Deterministic Model with Biotic Interactions and Envi-
ronmental Suitability
We employ a multi-species deterministic model by extending the Lotka-Volterra com-
petition equations along environmental gradients [23], [70], [164]. Specifically, we










 (i = 1, 2, ...,m) (3.1)
where ri is the intrinsic growth rate of species i,Ki is the carrying capacity and αij is the
competitive effect of species j on species i. By rescaling the density of species i relative
to its intraspecific competition coefficient αii, we may effectively set the intraspecific
competition coefficients αii to equal 1, and the remaining competition coefficients αij
represent the ratio of intraspecific to interspecific competition. The suitability of a par-
ticular environment or location is modelled by incorporating a spatial dependence x
into the carrying capacity term; each species’ carrying capacity Ki(x) can vary with
location x. x could be a location within a geographical region, or used as a proxy for
representing abiotic environmental factors such as temperature, moisture or elevation
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that affect the carrying capacity of species. The effects of biotic interactions on range
limits can depend on how each species responds to the environmental gradient. To
illustrate these effects in a multispecies community, we use a linear environmental gra-
dient (i.e. carrying capacity varies linearly with x) [23], [70], [164]:
Ki (x) = mix+ ci (3.2)
where Ki (x) is carrying capacity of species i at location x, mi is the change in environ-
mental suitability with respect to abiotic component x and ci is the carrying capacity of
species i when x = 0.
The dynamical behaviour of equation (3.1) at a specific location x is independent
of the behaviour at all other locations. Competition is assumed to be local, meaning
that species only compete with other species at the same location. In general, the sim-
plest equation of type (3.1) is in the case of two-species (i.e. m = 2). As discussed in
Section 2.3.1, competitive interactions within each location x lead to several outcomes,
depending on the competition coefficient and the ratio of the carrying capacities K1K2 :
stable coexistence (when α12 < K1K2 <
1
α21




The analysis can be extended for the case more than two interacting species (i.e. m = 3);
the reader is referred to [24], [27], [72], [118] for further details and extensions of these
dynamical systems results.
3.2.1 Numerical Methods
In the next section, we derive several analytical results on range limits of species using
MAPLE. We also present some numerical simulation results to illustrate the possible
outcomes of the model (3.1). For numerical results, equation (3.1) is solved numerically
using Runge-Kutta method with MATLAB ode45 solver for t = 1000. We used initial
conditions as indicated in each figure section. To verify that the steady state is stable
(i.e. all the real parts of the eigenvalues are negative), equation (3.1) is analysed using
MAPLE linalg package by seeking steady states and performing a stability analysis,
as discussed in Section 2.3.1.
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TABLE 3.1: Parameter values for the left and right columns of Figure 3.1 and Figure 3.3.
Symbol Description Parameter Value
Left Column Right Column
ri The intrinsic growth rate of species i 1 1
m1 Steepness of the K1-gradient 1 1
m2 Steepness of the K2-gradient 0 0
m3 Steepness of the K3-gradient 0.9 2
c1 Carrying capacity of species 1 when x = 0 0 0
c2 Carrying capacity of species 2 when x = 0 0.4 0.4
c3 Carrying capacity of species 3 when x = 0 0 -0.8
α Competition coefficient (values given in figure captions)
We also employed numerical continuation package XPPAUT to check our simula-
tion results. Equation (3.1) is solved for steady state using cvode solver for t = 1000.
Then, the steady state is continued in AUTO, in which we tracked stable and unstable
steady states and also bifurcation points as a model parameter changes. Continuation
results shown in this chapter used a maximum/minimum allowable step size of pa-
rameter, 10−1/10−6. Unless otherwise stated, parameter values used in the simulation
are given in Table (3.1).
3.3 Analytical Results on the Range Limits of Species
We first discuss some of the analytical results in the two-species model ((3.1) with
m = 2). We assume throughout this analysis that x increases from 0 to 1. Godsoe et al.
[70] present results on the two competing species case. They analyse the range limits of
species (i.e. species 1 and 2) using the idea of invasion points, xi (i.e. the boundaries of
the locations at which a species i can invade when rare). The invasion points divide the
location into several regions: one where species 1 (respectively, species 2) are present
and species 2 (respectively, species 1) are absent, and a central region where the pos-
sible dynamics depend on the strength of biotic interactions, α. We can calculate the
invasion points xi explicitly and discuss the biological mechanisms that influence the
range limits of species. In general, species i can invade when rare if the growth rate of
this species is positive [84]. In the Lotka-Volterra model (3.1) withm = 2, this condition
corresponds to setting the right-hand side of equations (3.1) to be larger than zero and
taking Ni(x) ≈ 0 and Nj(x) ≈ Kj(x). This gives us Ki (x) > αijKj (x). The point x
46 Chapter 3. Biotic Interactions and Abiotic Environments
satisfying:
Ki (x) = αijKj (x) (3.3)
corresponds to the invasion point of species i. Based on linear carrying capacity as
given by equation (3.2), Godsoe et al. [70] analyse the situation when the carrying
capacity of species 1 (focal species) is 0 at x = 0 (i.e. by setting c1 = 0). The invasion





They discuss two biological mechanisms that cause a change in x1 (given by equa-
tion (3.4)) and thus shift the range limit of species 1 [70]:
Mechanism A When there is a rapid change in competitive outcome along envi-
ronmental gradient. This occurs when species 2 exerts strong in-
terspecific competition near the boundary of fundamental niche of
species 1 (i.e. α12c2 is large)
Mechanism B When there is a slow change in competitive outcome along envi-
ronmental gradient, meaning that the change in the carrying ca-
pacity of species 1 (K1) is similar to the change in the effect of
competition from species 2 (α12K2) along the environmental gra-
dient. As the denominator of equation (3.4) becomes very small
(m1 − α12m2 → 0), the invasion point of species 1 shifts rapidly
with additional changes in Ki
For mechanism A, this case corresponds to the competition between two ecologically
different species (i.e. their carrying capacities vary inversely over x); when mecha-
nism A dominates, small changes in model parameters produce small changes in the
range limit of species 1 [70]. For mechanism B, this situation corresponds to the inter-
action between two ecologically similar competitors (i.e. their carrying capacities vary
similarly over x); when mechanism B shapes the range limit, small changes in model
parameters can cause a large change in x1 [70].
In reality, ecological systems are often complex and involve more than two species.
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It is important to consider a system of more than two species, in order to better under-
stand the possible influences species can have on one another in a multispecies com-
munity [156]. To begin with, we study the range limits of three interacting species
(m = 3) in the model (3.1) when there is an interplay between the rapid and slow
changes in competitive outcomes along environmental gradients, which may provide
an example of complex multi-species interactions. To do this, we study a special case
consisting of two ecologically similar species (e.g. species 1 and 3) and one ecologically
different species (e.g. species 2), with the environmental gradients and the strength of
interspecific competition are given by:
1. The coordinate x = 0 indicates the point at which the carrying capacities of
species 1 equal 0 and K1 increases with x (i.e. setting m1 > 0 and c1 = 0).
2. Species 2 is homogeneously distributed across x (i.e. setting m2 = 0).
3. Carrying capacity of species 3 increases with x (i.e. setting m3 > 0 and c3 ≤ 0).
4. These species have the same strength of biotic interactions (i.e. setting αij = α).
We concentrate our analysis on two focal species, hereafter labelled species 1 and
3. The possible dynamics can be explained by keeping track of which species can in-
vade when rare and the number of competing species present. If there is only one
competitor present (e.g. species 2) and either species 1 or species 3 can invade when
rare (depending on the magnitude of K1 and K3), then this is analogous to the two
species case discussed by Godsoe et al. [70]. Without loss of generality, we could as-
sume that species 1 has a sufficiently higher carrying capacity than species 3 in some
portion of location x. In the presence of species 2, species 1 can invade when rare if






To the right of x1, we have two species present (e.g. species 1 and 2). In this situa-
tion, species 3 can invade when rare if the growth rate of species 3 is positive [84]. This
condition corresponds to setting the right-hand side of equations (3.1) to be larger than
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zero and substituting N1 = N∗1 and N2 = N
∗
2 , which correspond to the steady states of
species 1 and species 2, in the absence of species 3 (N3 = 0). Thus, species 3 can invade
when rare if K3 (x) > αN∗1 + αN
∗
2 . The invasion point x3 will satisfy:





with N∗1 and N
∗








Substituting the expressions for N∗1 and N
∗
2 in (3.7) into (3.6) with K3 (x) = m3x,
we can solve for x (computed using MAPLE):
x3 =
αc2
(1 + α)m3 − αm1
(3.8)
Based on equation (3.8), the mechanisms by which biotic interactions influence x3
are analogous to the two competing species case. Notice that when αc2 gets larger,
this can increase x3 and shift the range limits of species 3 away from its fundamental
niche. This is analogous to mechanism A i.e. rapid changes of competitive outcomes
along environmental gradients. Ecologically, when mechanism A dominates, modest
changes in the biology of competitors can produce modest changes in the range limit
of species 3.
The invasion point of species 3 also increases when the change in the combined
effect of species 2 and 3 ((1 + α)m3) is similar to the change in the effect of species
1 along the environmental gradient (αm1), which is analogous to mechanism B, slow
change in competitive outcomes. Mathematically, there is an asymptote (x3 → ∞)
when (1 + α)m3 − αm1 tends to 0. When mechanism B dominates, small changes in
the biology of competing species can cause large changes in the range limit of species
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(A) K3 (x) = 0.9x (B) K3 (x) = 2x− 0.8
FIGURE 3.1: The steady-state of the model (3.1) with m = 3 and α = 0.8 following linear
environmental gradient (3.2). Carrying capacity of species 3: (A) K3 (x) = 0.9x to (B)
K3 (x) = 2x− 0.8. Solid lines indicate steady-state of Ni (x); dotted lines indicate carrying
capacity Ki (x) = mix + ci; circles and squares show the locations of the invasion points
xi (with equations (3.5), (3.8) and (3.9) represent the invasion points of species, x1 , x3
and x2, respectively for (A); and equation (3.3) can be used to determine xi for (B)). Initial
abundances: N1 (x) = 0.9K1 (x) , N2 (x) = 0.1K2 (x) , N3 (x) = 0.1K3 (x). Other parameter
values as in Table (3.1). This result is computed using MATLAB ode45 solver.
3.4 Results: The Effects of Biotic Interactions on the Presence-
Absence of Species
In this section, we present the numerical results of the model (3.1). Overall, compar-
isons of analytical with numerical results on the range-limit predictions have indicated
agreement between the two results. We also discuss the influence of biotic interactions
on species presence-absence: when biotic interactions are relatively weak (α < 1), co-
existence of species is possible; however, when biotic interactions are relatively intense
(α > 1), this situation leads to priority effects; consequently, the presence-absence of
species depends on initial abundances of species.
3.4.1 Species Presence-Absence When α < 1: Coexistence of Species
As an example, Figure 3.1 shows the range limits of species predicted by the model
(3.1) when α < 1. In particular, Figure 3.1A and Figure 3.1B illustrate the possible
dynamics when α = 0.8, with two different environmental gradients (dotted lines) for
species 3 (red) e.g. K3 (x) = 0.9x and K3 (x) = 2x− 0.8, respectively (other parameter
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values remain the same as in Table (3.1)). We observe that when biotic interactions are
relatively weak (α < 1), then coexistence of species is possible.
FIGURE 3.2: The density of a focal species (species 3) when α = 0.8 for the model (3.1) with
m = 3 as x changes. Linear environmental gradient (3.2) with carrying capacity of species
3, K3 (x) = 0.9x (as in Figure 3.1A). The threshold values xi correspond to transcritical
bifurcation points (black points). Blue and red curves indicate stable and unstable steady-
states as described in the figure. Solid and dotted curves indicate ecologically feasible
solution and infeasible solution (i.e. one of the densities of species is negative). Other
parameter values as in Table (3.1). This plot is computed by numerical continuation using
XPPAUT.
Based on Figure 3.1A, competition from species 2 (green) eliminates species 1 (blue)
from some locations x and shift the range limit of species 1 from x = 0 to x = 0.32 (blue
circles); similarly, the range limits of species 2 (green circles) and species 3 (red circles)
are affected due to biotic interactions from their competitors. The range limits of species
1, 2 and 3 can be represented using invasion points xi, described by equations (3.5),
(3.9) and (3.8), respectively. These invasion points xi (circles) divide the spatial domain
into several regions. Each one of these regions corresponds to different outcomes of
the model (3.1), as x changes from 0 to 1. When x < x1, species 2 dominates the region
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to the left of x1 and the other species are displaced. Species 1 can invade at x1 (blue
circle), and coexistence of species 1 and 2 are possible in the region to the right of x1.
Next, species 3 can invade at x3 (red circle) and the three competing species can coexist
to the right of x3. This is followed by the extinction of species 2 (x2: green circle) in
which species 2 is excluded and other competitors (species 1 and 3) occupy the region
to the right of x2.
In Figure 3.1A, we observe qualitatively different dynamics of community assem-
bly as x changes. To investigate the differences observed in species presence-absence
across locations x, we employed numerical continuation to track the steady states of
the model (3.1). As an example, Figure 3.2 shows the steady-state density of species
3 when α = 0.8 as x is varied. Our continuation result reveals that the threshold val-
ues of xi observed in Figure 3.1A correspond to transcritical bifurcation points (black
points). There are several branches of steady states, particularly stable (blue lines) and
unstable (red lines) steady states. As x increases, the existence of different stable steady
states are observed: (i) single-species steady state with species 2 present or two-species
steady state with species 3 absent (i.e. when x < x3); (ii) three-species steady state
(i.e. when x3 < x < x2); (iii) two-species steady state with species 2 absent (i.e. when
x > x2). Transcritical bifurcation occurs at xi as one steady state exchanges its stability
with another steady-state.
Notice that the order of invasion points in Figure 3.1A is as follows: x1 < x3 < x2
(assuming x changes from left to right). This means that species 1 invades first, fol-
lowed by species 3 and then species 2 goes extinct. It is possible to alter the order
of which species can invade first by changing the magnitude of environmental gradi-
ents (Ki (x)). Figure 3.1B serves as an example on the effect of changing K3 (x) from
K3 (x) = 0.9x (as in Figure 3.1A) to K3 (x) = 2x − 0.8 (as in Figure 3.1B), keeping
the other parameter values fixed. According to Figure 3.1B, the order of which species
can invade first changes as K3 (x) is altered. Consequently, we have x1 < x2 < x3,
meaning that after species 1 invades, we can have species 2 goes extinct first and later
species 3 invades. This is analogous to the two competing species case (with only one
competitor present) and the invasion points (blue, green and red squares) are deter-
mined using equation (3.3). In this case, two-species coexistence is possible (e.g. when
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x1 < x < x2 or x > x3 in Figure 3.1B). If the strength of biotic interactions (α) are
reduced in Figure 3.1B, three-species coexistence is also possible.
3.4.2 Species Presence-Absence When α > 1: Priority Effects
Another point to note is how the qualitative outcomes of the model change as the
strength of biotic interactions α is increased. Figure 3.3 depicts the range limits of
species predicted by the model (3.1) as the competition coefficient α = 1.2. When
α > 1, this situation leads to alternative stable states and the dynamical behaviour of
the model depends on initial abundances of species. Ecologically, alternative stable
states are known as priority effects, where species establishment order can determine
the presence-absence of species [142], [170]. The initially more abundant species have
the potential to predominate and exclude the others [72], [140]. Based on Figure 3.3, we
observe that the locations x are separated into several regions; only one species persists
in each region, depending on initial abundances. The coexistence of species through-
out this region is impossible as aggressive biotic interactions often lead to competitive
exclusion of the other species. For instance, species 2 dominates (meaning that this
species survives while the other species are excluded) the left side of spatial domain.
Then, species 1 survives in the blue region and/or species 3 dominates the red region
on the right side of spatial domain, depending on the magnitude of carrying capacities
and initial abundances. In this case, the model shows bistable and tristable behaviour,
with each steady state at its single-species carrying capacity. Which steady state is
reached depends on the initial abundances of species.
In Figure 3.3A, C, E (left column), we observe that competitive exclusion of all but
one species occurs with either species 1 or 3 persists on the right-hand region, depend-
ing on initial abundances. In contrast to the finding in Figure 3.3B, D, F (right col-
umn), it is observed that both species 1 and 3 dominate the right-hand region through
priority effects. To explore the robustness of the latter observation, we conducted nu-
merical experiments using environmental gradients described in Figure 3.3A, C, E (i.e.
K3 (x) = 0.9x) and considered different initial species abundances (e.g. initial abun-
dances favouring each competitor and initial abundances favouring two competitors).
In the cases considered, we observe qualitatively similar dynamics to those observed




FIGURE 3.3: The steady-state of the model (3.1) with m = 3 and α = 1.2 following linear
environmental gradient (3.2). Carrying capacity of species 3: Left column, K3 (x) = 0.9x;
Right column, K3 (x) = 2x − 0.8. Solid lines indicate steady-state of Ni (x); dotted lines
indicate carrying capacity Ki (x) = mix+ ci. First row, Initial abundances favour species 1:
N1 (x) = 0.9K1 (x) , N2 (x) = 0.1K2 (x) , N3 (x) = 0.1K3 (x). Second row, Initial abundances
favour species 2: N1 (x) = 0.1K1 (x) , N2 (x) = 0.9K2 (x) , N3 (x) = 0.1K3 (x). Third row,
Initial abundances favour species 3: N1 (x) = 0.1K1 (x) , N2 (x) = 0.1K2 (x) , N3 (x) =
0.9K3 (x). Other parameter values as in Table (3.1). This result is computed using MATLAB
ode45 solver.
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(A) (B)
FIGURE 3.4: The steady-state of the model (3.1) with m = 3 and α = 1.2 following linear
environmental gradient (3.2) for the case K3 (x) = 0.9x (this case corresponds to the left
column of Figure 3.3). (A) Solid lines indicate steady-state of Ni (x); dotted lines indicate
carrying capacity Ki (x) = mix + ci. Initial abundances: N1 (x) = 0.01K1 (x) , N2 (x) =
0.9K2 (x) , N3 (x) = 0.09K3 (x). (B) The graph depicts which species can survive when
initial abundances of species 2 (in term of % of K2) change across x. Blue, green and red
coloured areas correspond to the regions dominated by species 1, 2 and 3, respectively.
The horizontal black line indicates species presence-absence depicted in (A). Note that the
initial abundances of species 1 and 3 and other parameter values are the same as in (A) and
Table (3.1). This result is computed using MATLAB ode45 solver.
in Figure 3.3B, D, F. For example, Figure 3.4A shows the presence-absence of species at
α = 1.2 predicted by the model (3.1) when K3 (x) = 0.9x; this plot is generated using
the following initial abundances: N1 (x) = 0.01K1 (x) , N2 (x) = 0.9K2 (x) , N3 (x) =
0.09K3 (x). To explore potential presence-absence of species for a range of values of
initial abundances across locations x, we constructed Figure 3.4B by fixing initial abun-
dances of species 1 and 3 as in Figure 3.4A, and we vary initial abundances of species 2.
This plot is coloured blue, green or red depending on which species is present at each
location x, with changes in colour corresponding to a range limit of species.
The graph in Figure 3.4B shows how changing the initial abundances of species 2
(in term of % of K2 (x)) affects species presence-absence across locations x. The blue,
green and red regions indicate the corresponding areas occupied by species 1, 2 and 3,
respectively. The width of these regions depend on initial abundances of species 2. For
instance, if there is no species 2, then species 3 survives across the whole location x. If
species 2 are present at relatively small abundances, then species 2 dominates on the left
and only species 3 survives on the right hand part of the region. However, as the initial
abundances of species 2 increases, we observe that species 1 can exclude species 3 and
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present near the centre (e.g. Figure 3.4A shows the effect at 90% of K2 (x)). The width
of the blue region occupied by species 1 increases as the initial abundances of species
2 are increased further; this situation affects the regions where species 3 survives near
the central region. Based on this finding, we observe that ecologically different species
may tip the balance between ecologically similar competitors in unexpected ways, and
determine the width of the regions dominated by each species.
3.5 Discussion and Ecological Implications
One of the important cases that we identify is the occurrence of priority effects that can
significantly shape species presence-absence. In this situation, competitive exclusion
of all but one species occurs. We also find that initial species abundance is a critical
feature in determining the range limits of strongly interacting species. Ecologically,
this critical feature could be employed as a biocontrol strategy: for instance, consider
Figure 3.4B in which we show how the interaction of two ecologically similar species
(e.g. species 1 and 3) that compete for common habitats can be controlled by the in-
troduction of an ecologically different competitor (e.g. species 2). If we would like to
limit the presence of species 3 near the centre due to its negative effects on the ecosys-
tems while at the same time preserving species 1, then we could potentially use their
ecologically different competitor, species 2, as a biocontrol agent. Our result suggests
that we could release specified abundances of biocontrol agents, and these agents can
reduce the competitive advantage of species 3; consequently, species 3 can be elimi-
nated by species 1 near the central region. The biocontrol agents may tip the balance
between the ecologically similar competitors (e.g. species 1 and species 3) and may in-
duce the switch between the single-species steady states (e.g. (K1, 0, 0) and (0, 0,K3)).
In practice, it has been observed through different studies [17], [105], [183] that ini-
tial abundances can affect species presence-absence in biological control strategies, and
our finding is consistent with these observations. However, in our model, we show
that the joint influences of competitive interactions and environmental factors are also
necessary in determining species presence-absence.
Based on our findings, we caution that different set of parameter values can result
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in different dynamical behaviours as the competitive outcomes also depend on the
magnitude of Ki. However, these possible outcomes still correspond to the dynamics
of the special case that we discussed above. For instance, we may change the steepness
of environmental gradient of species 2 by letting its carrying capacity decreases linearly
with x (m2 < 0), instead of assuming a homogeneous distribution (m2 = 0). The
change in the K2 gradients will not move the invasion points by a large distance as
there is a rapid change of competitive outcomes. In this case, small changes in model
parameters produce small changes in the range limits of species (i.e. mechanism A).
Another possible parametrisation to the above special case is whenm1 > 0,m3 < 0 and
m2 = 0, i.e. two ecologically different species (e.g. species 1 and species 3) competing
with another species (e.g. species 2) that can occupy the whole region. In this case, we
can expect to observe qualitatively similar dynamics to the above special case as the
strength of interspecific competition (α) varies across x.
To summarise, we have employed a deterministic (ordinary-differential equations)
model to explore the combined influences of biotic interactions and abiotic environ-
ments on the presence-absence of multiple species in this chapter. We find that both bi-
otic and abiotic components determine the range limits of multiple species. Analytical
expressions for the range limits of species are derived and and two biological mecha-
nisms that can significantly alter species presence-absence are discussed. Our numer-
ical simulation results demonstrate that competition among multiple species across
heterogeneous environments leads to species coexistence or the occurrence of priority
effects, depending on the strength of biotic interactions. Overall, our findings indicate
that knowledge of species’ environmental tolerance, biotic interactions and their ini-
tial abundances can improve our ability to predict the presence-absence of species in a
multi-species community.
Chapter 4
Local Dispersal and Outcomes of
Species Interactions
4.1 Introduction
In Chapter 3, we investigated the effects of biotic interactions on the presence-absence
of species across environmental gradients. Without dispersal (Di = 0), we discover
that the presence-absence of species depends on the strength of competitive interac-
tions. When α < 1 (i.e. interspecific competition is weaker than intraspecific), species
can coexist at the same location; when α > 1 (i.e. interspecific competition is stronger
than intraspecific), priority effects occur with the range limits of species depend on
initial abundances. It has also been demonstrated in other studies [69], [70] that bi-
otic interactions are one of the important forces in shaping community assembly, and
priority effects can occur in the presence of intense biotic interactions [23]. However,
the persistence of priority effects is unclear when dispersal process is incorporated in
multi-species communities. Information from two-species system [69], [70] suggest
that the occurrence of priority effects is reduced when local dispersal process is con-
sidered. Here, we aim to investigate how priority effects interact with local dispersal
process and biotic interactions to shape presence-absence of multiple species.
The crucial role of biotic interactions in shaping multispecies communities has long
been recognised [36], [64], [75], [100] and is evident in numerous studies [65], [81], [90],
[180], [199], [202]. As discussed in Chapter 1, experimental works by Davis et al. [37],
[38] illustrate that biotic interactions, dispersal and climate all affect the abundances of
three competing fruit fly species as temperature is varied. Urban et al. [186] show how
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competition among species and dispersal along elevational gradients can shape mul-
tispecies communities. Additionally, the order in which species become established
may alter community structure through priority effects [23], [91], [113], [167]. This
phenomenon is evident in the presence of intense biotic interactions and high initial
abundances of species [39], [66]. However, how the order in which species become es-
tablished may alter multi-species community dynamics in the presence of local disper-
sal is not well understood. Specifically, it remains unclear whether the joint influences
of dispersal and biotic interactions can lead to the occurrence of priority effects that
strongly shape the presence-absence of multiple species.
To address this problem, we extend the deterministic systems discussed in Chap-
ter 3 [133], [164] to model biotic interactions and dispersal among multiple species
across heterogeneous environments. To model dispersal between adjacent locations,
we incorporate a local dispersal process as described in Chapter 2 into our systems.
This inclusion leads to a system of partial-differential equations (PDE) consisting of in-
terspecific competition, environmental suitability (carrying capacity) and local disper-
sal terms. We investigate the joint effects of local dispersal and biotic interactions on
community dynamics by comparing simulation results of the models with and without
dispersal. We find that dispersal can substantially expand species ranges when biotic
and abiotic forces are present; consequently, coexistence of multiple species is possible.
Our models also exhibit ecologically interesting priority effects, mediated by biotic in-
teractions. As discussed in Chapter 3, priority effects emerge in the presence of intense
biotic interactions; in the absence of dispersal, competitive exclusion of all but one
species occurs (i.e. coexistence is impossible). We demonstrate that dispersal reduces
competitive exclusion effects that occur in no-dispersal case and promotes coexistence
of multiple species. Our simulation results also show that priority effects are still evi-
dent in multi-species communities when dispersal is incorporated into the models. To
investigate the occurrence of this phenomenon and gain better understanding of the
system dynamics, we employ numerical continuation to track both stable and unsta-
ble steady states as parameter is varied in the models. We illustrate the existence of
threshold values of competitive strength (i.e. transcritical bifurcations), which results
in different species presence-absence in multi-species communities with and without
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local dispersal. In the case of priority effects, this bifurcation point indicates a threshold
value in the strength of biotic interactions above which alternative stable states occur.
4.2 A Deterministic Model with Biotic Interactions and Local
Dispersal
We consider a partial differential equation (PDE) model for the densities Ni (x, t) of m











(i = 1, 2, ...,m) (4.1)
where ri is the intrinsic growth rate, Ki is the carrying capacity and Di is the diffusion
coefficient of species i, and αij is the coefficient for competition of species j on species
i. By rescaling the density of species i relative to its intraspecific competition coefficient
αii, we may effectively set the intraspecific competition coefficients αii to equal 1, and
the remaining competition coefficients αij represent the ratio of intraspecific to inter-
specific competition. Equation (4.1) is a spatially extended Lotka-Volterra competition
model [23], [69], [164], which becomes a PDE with the addition of the diffusion term.
The diffusion term models dispersal among locations, with the parameter Di rep-
resenting the strength of dispersal for species i. We assume that interacting species
have the same dispersal rate (Di = D) and no migration occurs across boundaries (by








Equation (4.1) with zero-flux boundary conditions (4.2) is solved numerically using
MATLAB pdepe solver. pdepe solves systems of PDE in one spatial variable x and
time t using the method of lines. In the method of lines, the spatial domain 0 ≤ x ≤ 1 is
divided into a mesh with A+ 1 equally spaced nodes xj = jh for j = 0, 1, ..., A, where
h = 1A is the uniform mesh size. The spatial derivative in equation (4.1) is replaced by
60 Chapter 4. Local Dispersal and Outcomes of Species Interactions




Nj+1 − 2Nj +Nj−1
h2
(4.3)
This leads to a system of 3(A+ 1) ODE, one for the density of each species at a series of
equally spaced x points. pdepe then solves the resulting system of ODE by a standard
ODE solver, ode15s for t = 1000. We used h = 2 × 10−3 and initial conditions as in-
dicated in each figure section. The results are insensitive to a reduction in grid spacing
h.
We also verified that steady state is stable. To do this, the time derivative in equa-
tion (4.1) is set to zero and the spatial derivative in equation (4.1) is replaced by a
second central difference approximation (4.3), with constant mesh size h. The zero-flux
boundary conditions (4.2) are coded in the equations for the end points using a finite
difference approximation. This results in a system of 3(A + 1) non-linear equations,
one for the density of each species at a series of uniformly spaced x points, xj = jh
for j = 0, 1, ..., A, where h = 1A . This system is solved for steady state using MAT-
LAB fsolve with initial guess is the same as initial condition indicated in each figure
section. To determine the stability of steady state, the Jacobian matrix is calculated nu-
merically in fsolve and then the eigenvalues are computed using eig function. The
steady state is stable if all eigenvalues have negative real parts.
We also used numerical continuation package XPPAUT to check our simulation re-
sults. As usual, equation (4.1) is discretised using the method of lines with the spatial
derivative in equation (4.1) is replaced by a second central difference approximation
(4.3), with constant mesh size h. The zero-flux boundary conditions (4.2) are coded in
the equations for the end points using a finite difference approximation. This yields a
system of ODE, which is solved for steady state in XPP using cvode solver for t = 1000.
Then, the steady state is continued in AUTO, in which we tracked stable and unstable
steady states and also bifurcation points as a model parameter changes. Continuation
results shown in this chapter used a maximum/minimum allowable step size of pa-
rameter, 10−1/10−6.
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4.3 Results
In this section, we compare the simulation results of the model (4.1) with (Di > 0)
and without (Di = 0) dispersal. To determine the presence-absence of species across
locations x, we define a species to be present if its density is greater than 0.5% of the
maximum observed density of that species [61], [162], [163]. This can be thought of as
a detection threshold (i.e. meaning that we would not observe a species that is present
at a sufficiently low density).
Based on these results, we discuss the effects of local dispersal on the range limits of
species when biotic and abiotic factors are present. Additionally, we also present some
numerical continuation results in order to explain the differences observed in species
presence-absence as the strength of biotic interactions α changes.
4.3.1 The Effects of Local Dispersal When α < 1
One of the important effects of dispersal is to allow species to be present in otherwise
unsuitable locations (i.e. compared to no-dispersal case). This effect can be illustrated
by Figure 4.1 as an example when α < 1. In contrast to species range limits observed
in no-dispersal case (i.e. xi), inclusion of dispersal increases the densities of species the
left and/or right of xi (with xi corresponds to circles and squares in Figure 4.1A, B).
Dispersal also causes the zone of two-species and three-species coexistence (compare
Figure 4.1A with Figure 3.1A) to increase. We also observe that inclusion of dispersal
into the model (4.1) enhances the spatial extent of multi-species coexistence compared
to no-dispersal case (compare Figure 4.1B with Figure 3.1B).
4.3.2 The Effects of Local Dispersal When α > 1
Without dispersal (Di = 0) and in the presence of intense biotic interactions (i.e. when
α > 1), we observe priority effects. In this case (Figure 3.3), competitive exclusion oc-
curs with only one species surviving at any given location, and the species range limits
depend on initial abundances. Inclusion of dispersal (Di > 0) reduces competitive
exclusion (of all but one species) effects that occur in no-dispersal case and promotes
coexistence of species. This situation is illustrated by Figure 4.2: because of dispersal,
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(A) K3 (x) = 0.9x (B) K3 (x) = 2x− 0.8
FIGURE 4.1: The steady-state of the model (4.1) with m = 3, D = 0.001 and α = 0.8
following linear environmental gradient (3.2). Carrying capacity of species 3: (A) K3 (x) =
0.9x to (B)K3 (x) = 2x−0.8. Solid lines indicate steady-state ofNi (x); dotted lines indicate
carrying capacity Ki (x) = mix+ ci. Circles and squares show the locations of the invasion
points xi in no-dispersal case (with equations (3.5), (3.8) and (3.9) represent the invasion
points of species, x1 , x3 and x2, respectively for (A); and equation (3.3) can be used to
determine xi for (B)). Initial abundances: N1 (x) = 0.9K1 (x) , N2 (x) = 0.1K2 (x) , N3 (x) =
0.1K3 (x). Other parameter values as in Table (3.1). This result is computed using MATLAB
pdepe solver.
multiple species coexist near the central region in the presence of intense biotic inter-
actions (compare Figure 4.2 with Figure 3.3). However, priority effects are still evident
(compare Figure 4.2 C with E; and Figure 4.2 B with D) with the inclusion of dispersal
into the model (4.1); we observe that either one- or multiple-species can survive at any
location x depending on initial abundances.
To understand the dynamical behaviour of equation (4.1) for a range of values of the
competition coefficient α across locations x, we constructed summary plots of the mod-
els using environmental gradients described in Figure 4.2A, C, E (left-column). Similar
summary plots can also be constructed for the environmental gradients described in
Figure 4.2B, D, F (right-column). These summary plots are shown in Figure 4.3A (no-
dispersal, D = 0) and Figure 4.3B (inclusion of dispersal, D = 0.001). These plots
depict which combination of species is present at each location x and are generated us-
ing three different initial abundances, each favouring one of the three species. Different
colours represent different combinations of species presences. Changes in colour corre-
spond to a range limit of at least one species. As discussed earlier, we employed 0.5%
detection threshold (i.e. 0.5% of the maximum observed density of that species [61],
[162], [163]) in order to determine the presence-absence of species across location x. We




FIGURE 4.2: The steady-state of the model (4.1) with m = 3, D = 0.001 and α = 1.2
following linear environmental gradient (3.2). Carrying capacity of species 3: Left column,
K3 (x) = 0.9x; Right column, K3 (x) = 2x − 0.8. Solid lines indicate steady-state of Ni (x);
dotted lines indicate carrying capacity Ki (x) = mix + ci. First row, Initial abundances
favour species 1: N1 (x) = 0.9K1 (x) , N2 (x) = 0.1K2 (x) , N3 (x) = 0.1K3 (x). Second row,
Initial abundances favour species 2: N1 (x) = 0.1K1 (x) , N2 (x) = 0.9K2 (x) , N3 (x) =
0.1K3 (x). Third row, Initial abundances favour species 3: N1 (x) = 0.1K1 (x) , N2 (x) =
0.1K2 (x) , N3 (x) = 0.9K3 (x). Other parameter values as in Table (3.1). This result is
computed using MATLAB pdepe solver.
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(A) No-dispersal (D = 0) (B) Inclusion of dispersal (D = 0.001)
FIGURE 4.3: Summary plots of the model (4.1) when m = 3, following linear environ-
mental gradient (3.2) with carrying capacity of species 3, K3 (x) = 0.9x: (A) D = 0;
(B) D = 0.001. Colours correspond to combinations of species presences as described
in the figure; for priority effects case: (A) pink, (K1, 0, 0) or (0,K2, 0); purple, (K1, 0, 0)
or (0, 0,K3); orange, (K1, 0, 0) or (0,K2, 0) or (0, 0,K3); (B) white, (N1, N2, 0) or (0,K2, 0);
orange, (N1, N2, 0) or (0, N2, N3); dark grey, (K1, 0, 0) or (0, N2, N3); purple, (K1, 0, 0) or
(0, 0,K3). Other parameter values as in Table (3.1). These plots are computed by numerical
simulation with MATLAB pdepe solver.
have also investigated the outcomes of the models using various ecological criteria (e.g.
0.5% of the maximum carrying capacity of that species, Ki,max; 0.5% of the maximum
density of any species; and 0.5% of the maximum total density of species); the results
presented in this section are robust to reasonable choices of presence-absence criterion.
No dispersal. Figure 4.3A depicts the summary plot for the range limits of species
predicted by the model (4.1) with no dispersal (Di = 0), as the strength of biotic interac-
tions α and location x change. In the absence of dispersal and when α < 1, coexistence
of two (brown and yellow regions) or three-species (cyan colour) is possible near the
centre of the region. However, when α > 1, this situation leads to the occurrence of pri-
ority effects. In this case, the model (4.1) shows bistable (pink and purple regions) and
tristable (orange region) behaviour, with each steady state at its single-species carrying
capacity. Which steady state is reached depends on the initial abundances of species.
Inclusion of dispersal. Figure 4.3B illustrates the presence-absence of species in the
model (4.1) with dispersal. Overall, a major effect of dispersal is to increase local co-
existence. When α < 1, dispersal causes the zone of two-species (yellow regions) and
three-species coexistence (cyan region) to increase compared to no-dispersal case (Fig-
ure 4.3A). When α > 1, dispersal weakens competitive exclusion effects that occur in
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(A) No-dispersal (D = 0) (B) Inclusion of dispersal (D = 0.001)
FIGURE 4.4: The density of a focal species (species 1) at x = 0.55 for the model (4.1) when
m = 3 as competitive strength α changes: (A) D = 0; (B) D = 0.001. Linear environmental
gradient (3.2) with carrying capacity of species 3, K3 (x) = 0.9x. The threshold values
αT and αP correspond to transcritical bifurcation points (black points) for the ODE and
PDE models, respectively. Blue and red curves indicate stable and unstable steady-states
as described in the figure. Solid and dotted curves indicate ecologically feasible solution
and infeasible solution (i.e. one of the densities of species is negative). Other parameter
values as in Table (3.1). This plot is computed by numerical continuation using XPPAUT.
no-dispersal case and promotes coexistence of species. Inclusion of dispersal into the
model leads to replacement of single-species steady states (pink, purple and orange
regions in Figure 4.3A) with single- and multiple-species steady states (white, orange,
dark grey and purple regions in Figure 4.3B). We also observe that priority effects are
still evident with the inclusion of local dispersal process.
4.3.3 Theoretical Explanations of Different Species Presence-Absence in the
Models with and without Dispersal
We observe qualitatively different dynamics between the modelling results with (Di >
0) and without (Di = 0) dispersal (Figure 4.3). To investigate the differences observed
in species presence-absence across locations x as competitive strength α changes, we
employed numerical continuation to track the steady states of the model (4.1). For in-
stance, Figure 4.4A (respectively, Figure 4.4B) shows the steady-state density of species
1 (N1) at x = 0.55 when D = 0 (respectively, D = 0.001) using environmental gradi-
ents described in Figure 4.2A, C, E (left-column), as competition coefficient α is varied.
Similar graphs could be plotted for N2 and N3.
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No dispersal. The summary plot in Figure 4.3A shows that there are critical values
for competitive strength α, which result in different combinations of species presences.
Our continuation result in Figure 4.4A reveals that the observed critical values of α in
the summary plot Figure 4.3A correspond to transcritical bifurcation points (i.e. αT1,
αT2 and αT3). Based on Figure 4.4A, there are several branches of steady states, par-
ticularly stable (blue curves) and unstable (red curves) steady states. As α increases
near the central region, the existence of different stable steady states are observed: (i)
three-species steady state (i.e. when α < αT1); (ii) two-species steady state with species
2 absent (i.e. when αT1 < α < αT2); (iii) single-species steady state with species 1
present (i.e. when αT2 < α < αT3). When α > αT3, priority effects occur; in this case,
there are two stable steady-states (blue curves): species 1 at its single species steady
state and species 3 at its single species steady state; these are separated by an unstable
two-species steady state (red curve); which of the two steady states is reached depends
on initial abundances.
Inclusion of dispersal. We observe that there occurs critical values of α in the sum-
mary plot (Figure 4.3B), which result in different species presence-absence. By em-
ploying continuation methods (Figure 4.4B), we show that these threshold competition
coefficients (αP1 and αP2) correspond to transcritical bifurcation points. Overall, there
are several branches of steady states: the upper (two-species coexistence with species
3 absent), middle (three-species coexistence) and lower branches (two-species coexis-
tence with species 1 absent) of steady states are stable (blue curves); there is unstable
(three-species) steady state (red curve) separating the upper and lower branches of sta-
ble steady states. When α < αP1, we observe that three-species steady state is stable;
when αP1 < α < αP2, we find that two-species steady state with species 3 absent is
stable. We also discover that the bifurcation point αP2 indicates a threshold value in
competitive strength beyond which priority effects occur; for α > αP2, the density N1
tends toward upper or lower steady-state (blue curves), depending on initial species
abundances.
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4.4 Discussion and Ecological Implications
The presence-absence of species is affected by abiotic environmental conditions, biotic
interactions and local dispersal. We have used partial differential equation models
to study the combined influences of dispersal and biotic interactions among multiple
species across heterogeneous environments. The presence-absence of species depends
on both the magnitude of dispersal and strength of biotic interactions.
Our simulation results show that without dispersal, the models exhibit priority ef-
fects when α > 1. In this situation, one species eliminates the other species in mutually
suitable environments; initial abundances affect presence-absence and range limits are
hard to predict. This sensitivity is softened by including dispersal into the models
where competitive exclusion effects that occur in no-dispersal case is weakened; as
a result, dispersal promotes coexistence of multiple species near range-limits. These
observations are in agreement with the findings of several studies: dispersal can al-
low species to be present in otherwise unsuitable locations [37], [38], [69], [159] and
expand their range limits [48]; consequently, species diversity is enhanced, with multi-
ples species can coexist due to dispersal [9], [23], [122].
While it has been illustrated that dispersal reduces the effects of competitive exclu-
sion and promotes species coexistence, our results also demonstrate the persistence of
priority effects in a multi-species community assembly. This finding is contrast with
the observation of some studies of two-species system [69], [70], which show that con-
sidering local dispersal process in predicting species range limits can lead to reduction
of priority effect phenomenon. Based on our results, we suggest that priority effects
are still evident in multi-species ecosystems and this situation can strongly determine
species range limits. Due to these reasons, this phenomenon warrants further study
and will be the focal point of our investigation in Chapter 5, Chapter 6 and Chapter 7.
To gain better understanding of the systems dynamics and investigate the occur-
rence of priority effects, we also perform numerical continuation to track both sta-
ble and unstable steady states as a model parameter is varied. Continuation result
(Figure 4.4) suggests a theoretical explanation for the observed differences in species
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presence-absence in our simulation results, and also in a number of different stud-
ies [23], [69], [70]; we find that there are threshold values for competitive strength,
which correspond to transcritical bifurcations in the models with and without disper-
sal. Based on these bifurcation points, we characterise the bifurcation scenarios that
give rise to several outcomes of species interactions (e.g. stable coexistence, competi-
tive exclusion and priority effects), as discussed by some studies [23], [69], [70].
In short, this study illustrates the significant roles local dispersal and biotic interac-
tions in shaping range limits of species. Overall, our work provides some insights on
the possible explanations of species range limits, especially from the theoretical point of
views. More investigation is needed into this topic, particularly in the case of priority
effects, because this phenomenon can induce an uncertainty in the predictions of com-
munity dynamics. Therefore, for future works, we aim to investigate the interaction of
priority effects with other ecological processes such as dispersal process, demographic
stochasticity and abiotic environments.
Chapter 5
Stochasticity, Local Dispersal and
Priority Effects
5.1 Introduction
In this chapter, we address the following questions:
• When does the order in which species become established (i.e. priority effects)
matter in determining the presence-absence of species and when does this phe-
nomenon depend on local dispersal process?
• How does demographic stochasticity affect the occurrence of priority effects in
multi-species community assembly?
These are important questions in ecology [23], [167] and are crucial in order to pro-
duce robust predictions about which species will be present (or absent) across a geo-
graphical region [61], [167], [199]. Some predictive models concentrate on the influence
of environmental variables [112], [157], [169], [173] and biotic interactions [23], [67],
[69], [199] on presence-absence of species, yet dispersal [11], [13], [60], [167] and demo-
graphic stochasticity [62], [95], [171] can also affect the dynamics of natural communi-
ties. For instance, Holt et al. [95] find that the ecological processes such as dispersal
and stochasticity can have different effects on the range limits of species: while disper-
sal can elevate species abundance and reduce the possibility of species extinction due
to stochasticity, it has also been demonstrated that dispersal can at times reduce popu-
lation size and thus enhance extinction risk. Given these contrasting observations, the
joint effect of local dispersal and stochasticity on multi-species community dynamics is
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not well understood in the presence of priority effects, which are mediated by intense
biotic interactions.
Generally, ecological processes such as dispersal and growth can be described at
the individual level or at the population level [5], [41], [149], [161], [198]. In Chap-
ter 4, we have looked at interacting species from the population-level perspective and
modelled them as continuous densities; in this case, species presence-absence can be
predicted using deterministic models [149], [161], [198]. Alternatively, if the interact-
ing species are represented as collections of discrete individuals and stochastic events
(e.g. birth and death) are considered, their locations can be simulated using stochastic
individual-based models (IBM) [120], [149], [161], [197], [198]. In the ecological con-
text, IBMs have been defined as “simulation models that treat individuals as unique
and discrete entities which have at least one property in addition to age that changes
during the life cycle" [74]. Even though there are several models used in ecology that
do not entirely satisfy this definition, they can still be referred to as IBM as long as
they treat individuals as discrete entities [44], [132]. In some applications, these types
of models are known as stochastic compartmental models. In parallel with common
usage in ecology, we classify our stochastic model as an IBM. By employing these two
modelling frameworks, we investigate the interaction of priority effects with dispersal
and stochasticity in shaping presence-absence of species.
We first employ deterministic PDE model as in Chapter 4 with bounded ecological
niches for species: one way to model such an ecological niche consists in considering
that the environment is inhospitable to interacting species outside the boundaries of
their fundamental niches. Consider elevation gradients as an example: due to species
fundamental niches are bounded by the ends of the environmental gradient, empir-
ical studies have shown that the density of some species may peak at intermediate
elevation [77], [115]. Motivated by these observations, we incorporate non-linear en-
vironmental gradients (i.e. carrying capacity varies nonlinearly with spatial locations)
into our models. By employing this deterministic model, we investigate the conditions
under which priority effects occur and disappear as dispersal intensity changes in a
multi-species community. To investigate what impact demographic stochasticity and
local dispersal will have on community assembly in the presence of priority effects,
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we develop a comparable stochastic IBM that captures the dynamics at an individual
scale. In the IBM, each individual from each species is an agent that is tracked explic-
itly over time while undergoing a birth-death-movement process [42], [44], [50]. We
aim to explore the occurrence of priority effects in our stochastic IBM by considering
various dispersal scenarios and different population sizes, and to check whether the
range-limit predictions are similar using the stochastic and deterministic models.
The chapter is organised as follows. After describing the two models, we show
conditions under which dispersal first enhances priority effects (i.e. for moderate dis-
persal), and then leads to their reduction (i.e. for strong dispersal) in a multi-species
community. We then demonstrate the agreement between deterministic models and
IBM for large populations, but disagreement for small populations. Additionally, we
also illustrate more (respectively, fewer) occurrences of priority effects in IBM for large
(respectively, small) populations as dispersal strength changes. Finally, we discuss sev-
eral ecological implications of our results.
5.2 The Models
5.2.1 Population-Level (Deterministic) Model
We consider a partial differential equation (PDE) model for the densities Ni (x, t) of m











(i = 1, 2, ...,m) (5.1)
where ri is the intrinsic growth rate, Ki is the carrying capacity and Di is the diffusion
coefficient of species i, and αij is the coefficient for competition of species j on species
i. As in previous chapter, we rescale the density of species i relative to its intraspecific
competition coefficient αii and we set the intraspecific competition coefficients αii to
equal 1; thus, the remaining competition coefficients αij represent the ratio of intraspe-
cific to interspecific competition. Equation (5.1) is a spatially extended Lotka-Volterra
competition model [23], [69], [164], which becomes a PDE with the addition of the dif-
fusion term.
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The suitability of a particular environment or location is modelled by incorporating
a spatial dependence x into the carrying capacity term; each species’ carrying capac-
ity Ki(x) can vary with spatial location x. x could be a location within a geographical
region, or used as a proxy for representing abiotic environmental factors such as tem-
perature, moisture or elevation that affect the carrying capacity of species. The effects
of biotic interactions on range limits can depend on how each species responds to the
environmental gradient. While we could use a linear function for carrying capacity
as discussed in Chapter 3 and Chapter 4, there can be two limitations of this kind of
function [69], [70]: (i) carrying capacity changes unboundedly as x varies; (ii) theoret-
ically, species’ fundamental niches extend for an infinite distance. These limitations
can be removed using nonlinear environmental gradients (i.e. carrying capacity varies
nonlinearly with x). In particular, we employ the following quadratic function:











where xi is the location at which the carrying capacity for species i is at its maximum
Ki,max and wi is the width of the fundamental niche. To ensure equation (5.1) is well
defined, we set Ki(x) to a small but non-zero value (0.001) outside the fundamental
niche. Other types of function for the carrying capacity could also be chosen, for exam-
ple a Gaussian function. For visualisation of carrying capacity described by equation
(5.2), refer to Figure 5.1A.
The diffusion term models dispersal among locations, with the parameter Di rep-
resenting the strength of dispersal for species i. We assume that interacting species
have the same dispersal rate (Di = D) and no migration occurs across boundaries (by







5.2.2 Individual-Level (Stochastic) Model
To investigate how the underlying population-level information relates to a smaller
individual scale, we develop a stochastic IBM, which is constructed to be comparable
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TABLE 5.1: Parameter values.
Symbol Description Population Size
Large Small
ri The intrinsic growth rate of species i 1 1
K1,max Maximum carrying capacity of species 1 4000 400
K2,max Maximum carrying capacity of species 2 5000 500
K3,max Maximum carrying capacity of species 3 5000 500
x1 The most favourable location for species 1 0.8 0.8
x2 The most favourable location for species 2 0.2 0.2
x3 The most favourable location for species 3 0.5 0.5
w1 The width of the fundamental niche for species 1 0.6 0.6
w2 The width of the fundamental niche for species 2 0.7 0.7
w3 The width of the fundamental niche for species 3 0.25 0.25
Di Diffusion coefficient 0-0.0015 0-0.0015
∆x Space step 0.01 0.01
∆t Time step 0.0001 0.0001
vi Probability of moving left or right (equation (5.4)) 0.001 0.001
α Competition coefficient (values given in figure captions)
with the deterministic model: equation (5.1) is the mean-field equation for the stochas-
tic IBM in the limit ∆x,∆t → 0 with (∆x)2/∆t held constant and the population size
is sufficiently large. Now, assume that we have a one-dimensional lattice and each in-
dividual can reproduce, die or move one lattice site to the left or right following an
unbiased random walk. As discussed in Section 2.4.1, random walk theory [29] gives
the relationship between the probability vi that an individual moves a short distance







Now define ni (x, t) as the number of individuals of species i at location x and time
t, where ni = Ni∆x and ni ∈ {0, 1, 2, ...}. To model the stochastic birth-death process,
let the per-capita birth rate be ri and the per-capita death rate be µi. Comparing with
the deterministic model (5.1), the death rate µi(x, t) = riKi(x)
∑m
j=1 αijNj(x, t). We set
∆t = 0.0001 and ∆x = 0.01, and we checked that these choices of ∆t and ∆x satisfy the
condition ∆t 1/λ, where λ is the aggregate rate of all types of transitions for species
i at a given lattice site. This can be done by checking the sum of probabilities during
simulations so that this quantity does not exceed 1. The possible types of transition
for each species at each site are then: birth (with probability rini(x, t)∆t); death (with
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probability µi(x, t)ni(x, t)∆t); move left or right (with probability vini(x, t), with vi
from equation (5.4)). At the right boundary at x = 1 (respectively left boundary at
x = 0), each individual is unable to move right (respectively left). Thus, we have a
‘reflecting barrier’, which is analogous to the no-flux boundary conditions in equation
(5.3)[161]. Changes in state are not actioned until the following time step, when all sites
are simultaneously updated.
5.2.3 Numerical Methods
Numerical simulations are conducted for the stochastic IBM and deterministic models
and the results of the two models are compared in the next sections. For the deter-
ministic models, equation (5.1) with zero-flux boundary conditions (5.3) is solved nu-
merically using MATLAB pdepe solver. pdepe solves systems of PDE in one spatial
variable x and time t using the method of lines. In the method of lines, the spatial
domain 0 ≤ x ≤ 1 is divided into a mesh with A + 1 equally spaced nodes xj = jh
for j = 0, 1, ..., A, where h = 1A is the uniform mesh size. The spatial derivative in
equation (5.1) is replaced by a second central difference approximation (4.3). This leads
to a system of 3(A + 1) ODE, one for the density of each species at a series of equally
spaced x points. pdepe then solves the resulting system of ODE by a standard ODE
solver, ode15s for t = 1000. We used h = 2 × 10−3 and initial conditions as indicated
in each figure section. The results are insensitive to a reduction in grid spacing h.
We also verified that steady state is stable. To do this, the time derivative in equa-
tion (5.1) is set to zero and the spatial derivative in equation (5.1) is replaced by a
second central difference approximation (4.3), with constant mesh size h. The zero-flux
boundary conditions (5.3) are coded in the equations for the end points using a finite
difference approximation. This results in a system of 3(A + 1) non-linear equations,
one for the density of each species at a series of uniformly spaced x points, xj = jh
for j = 0, 1, ..., A, where h = 1A . This system is solved for steady state using MAT-
LAB fsolve with initial guess is the same as initial condition indicated in each figure
section. To determine the stability of steady state, the Jacobian matrix is calculated
numerically in fsolve and then the eigenvalues are computed using eig function.
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FIGURE 5.1: A, The nonlinear carrying capacities (dotted lines) following equation (5.2) for
species 1 (blue), species 2 (green) and species 3 (red) with squares representing the range
limits of species in the absence of biotic interactions. B, Results of the deterministic mod-
els (solid lines) and averaged realisations of the stochastic IBM (bar graphs) with circles
representing the range limits of species in the presence of biotic interactions. Competition
coefficient: αij = 0.85 . Dispersal rate: Di = 0. Other parameter values as in Table (5.1).
The steady state is stable if all eigenvalues have negative real parts. Unless otherwise
stated, parameter values used in the simulation are given in Table (5.1).
5.3 Results
In the absence of dispersal (Di = 0), we have shown in Chapter 3 that species presence-
absence depends on the competitive strength α. When α < 1 (i.e. interspecific competi-
tion is weaker than intraspecific), species can coexist at the same location; for instance,
Figure 5.1B shows the deterministic and stochastic predictions with no dispersal when
α < 1, with local coexistence of species are possible near the central region. Compe-
tition from species 2 (green) and species 3 (red) eliminates species 1 (blue) from some
locations x and shifts the range limit of species 1 from x = 0.2 (blue square, Figure 5.1A)
to the right (blue circle, Figure 5.1B); similarly, the range limits of species 2 (green circle)
and species 3 (red circles) are affected due to biotic interactions.
It has also been demonstrated in Chapter 3 that when α > 1 (i.e. interspecific
competition is stronger than intraspecific), priority effects occur with the range limits of
species depend on initial abundances. Without dispersal, we observe that coexistence
of species is impossible. As discussed in Chapter 4, inclusion of dispersal (Di > 0)
reduces priority effects and prevents competitive exclusion phenomenon that occurs in
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no-dispersal case. In the following sections, we will show different effects of dispersal
on community dynamics: dispersal can either enhance priority effects and promote
coexistence of species, or dispersal can cause priority effects to disappear. We also
highlight the similarities and differences between the predictions from deterministic
and stochastic simulations, with respect to the occurrence of priority effects on range
limits of species.
5.3.1 The Effects of Dispersal on the Occurrence of Priority Effects in the
Deterministic Models
We performed numerical simulation of the deterministic model (5.1) to investigate the
occurrence of priority effects when α > 1 using various initial abundances favour-
ing different species, and considering several dispersal scenarios. In particular, we
started by exploring the effects of changing initial abundances on priority effects in no-
dispersal case (Di = 0) and we plotted the density of species across locations x; without
dispersal, the dynamics are governed by the ODE model, and the results that will be
presented in this section are qualitatively similar to those observed in Chapter 3. We
then incorporated dispersal into the deterministic model to explore what effect local
dispersal can have on species presence-absence. We also varied the strength of disper-
sal D to examine the effects of local dispersal on the occurrence priority effects in the
deterministic model.
For example, Figure 5.2 shows the presence-absence of species at α = 1.28 predicted
by the deterministic models (5.1) with zero (first row), weak (second row), medium
(third row) and strong dispersal (fourth row), with two different initial conditions: ini-
tial abundances favour species 3 (left column); and initial abundances favour species 1
and 2 (right column). To understand the dynamical behaviour of equation (5.1) for a
range of values of the interspecific competition coefficient α across locations x, we con-
structed summary plots of the deterministic model using three different initial abun-
dances, each favouring one of the three species. These plots are shown in Figure 5.4
(left column). To do this, we conducted numerical experiments at a grid in (x, α)
and coloured different pixels of the summary plots according to which combination
of species is present at each location x. Consistent with previous ecological studies
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FIGURE 5.2: Results of the deterministic models: D = 0 (A,B);D = 0.0005 (C,D);D = 0.001
(E,F); D = 0.0015 (G,H). Left column, species densities at α = 1.28 when initial abundances
favour species 3: N1 (x) = 0.1K1 (x) , N2 (x) = 0.1K2 (x) , N3 (x) = 0.9K3 (x). Right column,
species densities at α = 1.28 when initial abundances favour species 1 and 2: N1 (x) =
0.9K1 (x) , N2 (x) = 0.9K2 (x) , N3 (x) = 0.1K3 (x). Circles correspond to the range limits
of species. Carrying capacities are as in Figure 5.1. These plots are computed by numerical
simulation with MATLAB pdepe solver.
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[61], [162], [163], we define a species to be present if its density is greater than 0.5%
of the maximum density of that species. This can be thought of as a detection thresh-
old (i.e. meaning that we would not observe a species that is present at a sufficiently
low density). We have also investigated the outcomes of the models using various eco-
logical criteria (e.g. 0.5% of the maximum carrying capacity of that species, Ki,max;
0.5% of the maximum density of any species; and 0.5% of the maximum total den-
sity of species); the results presented in this section are robust to reasonable choices of
presence-absence criterion.
To discuss the effects of local dispersal on priority effects, we first focus on the
left-hand column of the summary plots (Figure 5.4A, C, E, G). The right-hand column
will be explained in the next section. We quantify the prevalence of priority effects as
the range of competitive strength α for which priority effects occur. The descriptions
of colour coding and shaded regions in the summary plots are as follows: (i) diago-
nal shaded indicate single species present with species 1 (blue), species 2 (green), and
species 3 (red); (ii) horizontal shaded indicate two-species coexistence with species 2
and 3 (pink), species 1 and 3 (brown) and species 1 and 2 (yellow); (iii) vertical shaded in-
dicates three-species coexistence (cyan); (iv) unshaded indicate priority effect regions,
where the meaning of these colours are described in a graphical legend in Figure 5.4.
No dispersal. Figure 5.4A depicts the summary plot for the range limits of species
predicted by the deterministic model with no dispersal, as the strength of biotic inter-
actions α and location x change. Different colours represent different combinations of
species presences. Changes in colour correspond to a range limit of at least one species.
As with linear environmental gradient case (Chapter 3), when α < 1, coexistence is
possible in which two (horizontal-shaded pink, brown and yellow regions) or three
(vertical-shaded cyan region) species are present (Figure 5.4A). However, when α > 1,
there can be alternative stable states. Ecologically, this is known as a priority effect
[170]. In this case, the deterministic model shows bistable (dark green and teal regions)
and tristable (light grey region) behaviour, with each steady state at its single-species
carrying capacity. Which steady state is reached depends on the initial abundances
of species. This is illustrated in Figure 5.2A, B, where, due to competitive exclusion,
only one species can exist at any given location, but the species range limits depend on
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initial abundances.
Weak dispersal. Figure 5.4C illustrates the presence-absence of species in the de-
terministic model with weak dispersal. A major effect of dispersal is to increase co-
existence. When α < 1, dispersal causes the zone of two-species (pink, brown and
yellow regions) and three-species coexistence (cyan region) to increase compared to no-
dispersal case (Figure 5.4A). When α > 1, dispersal reduces competitive exclusion (of
all but one species) effects that occur in no-dispersal case (Figure 5.2A, B) and promotes
coexistence of species (Figure 5.2C, D). Inclusion of weak dispersal into the determin-
istic model leads to replacement of single-species steady states (dark green, teal and
light grey regions in Figure 5.4A) with single- and multiple-species steady states (pur-
ple, orange, dark grey, black and white regions in Figure 5.4C). We also observe that
the minimum value of the interspecific competition coefficient α required to observe
priority effects is larger, in contrast to no-dispersal case (compare unshaded regions in
Figure 5.4C with Figure 5.4A)
Medium dispersal. Figure 5.4E demonstrates the presence-absence of species in the
case of moderate dispersal levels. When α < 1, increasing the strength of migration
from weak to medium dispersal causes the zone of three-species coexistence (cyan re-
gion) to increase. When α > 1, moderate dispersal enhances the occurrence of priority
effects: this phenomenon occurs for smaller values of the interspecific competition co-
efficient α (compare unshaded regions in Figure 5.4E with Figure 5.4C). In general,
different combinations of two stable (single- or multiple-species) steady states are ob-
served within each of priority effect regions. For instance, near the centre of the re-
gion, there are two stable steady states: three-species coexistence (Figure 5.2E); or two-
species coexistence with species 3 absent (Figure 5.2F). Which of these two steady states
is reached depends on initial abundances.
Strong Dispersal. When α > 1, priority effects occur in the cases of relatively weak
and medium dispersal, where coexistence of three-species near the centre of the region
is possible. We observe that strong dispersal leads to fewer occurrences of priority ef-
fects (compare unshaded regions in Figure 5.4G with Figure 5.4E) and results in extinc-
tion of certain species. For instance, in Figure 5.2G,H, species 3 is excluded throughout
the entire region.
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Based on these findings, dispersal can have different effects on the outcome of
species interactions: on one hand, moderate dispersal enhances priority effects and
allows dispersal-mediated coexistence; on the other hand, strong dispersal can lead
to disappearance of priority effects. Consequently, dispersal-induced extinction phe-
nomenon occurs, with some species (e.g. species 3) being excluded from the entire lo-
cations. This occurs due to rapid dispersal of neighbouring competitors into the niche
of a focal species.
5.3.2 The Impacts of Stochasticity on the Occurrence of Priority Effects for
Large Population
Figure 5.3 shows the average species densities (bar graphs) at α = 1.28 predicted by the
stochastic IBM for large populations under initial abundances that favour either species
3 (left column) or species 1 and 2 (right column). Averages are calculated over N = 500
realisations of the stochastic model. For comparison, the densities of species predicted
by the deterministic model are also shown using solid lines. Summary plots of the
stochastic model (α against x) are shown in Figure 5.4 (right column). These plots are
generated using N = 100 realisations for each value of α and for three different initial
abundances (i.e. initial abundances favouring each species). When there are priority
effects, individual realisations of the IBM with the same initial conditions can converge
on different outcomes. We categorised each realisation according to which species were
present before averaging species abundances across realisations in the same category.
As with the deterministic model, we applied the 0.5% detection threshold to the aver-
age abundance data to determine the presence-absence of species across x. The grey
pixels in Figure 5.4 indicate small stochastic variations in range boundaries among IBM
realisations.
Overall, the results of the IBM with large population sizes agree with those of
the deterministic model. Comparisons of deterministic with stochastic models on the
range-limit predictions (coloured circles in Figure 5.2 and Figure 5.3, and range bound-
aries between different coloured regions in Figure 5.4) have indicated agreement be-
tween the two models. The main difference between these two models is that, under
weak or medium dispersal, priority effects start at lower values of α in the stochastic
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FIGURE 5.3: Results of the stochastic IBM for large populations: D = 0 (A,B); D = 0.0005
(C,D); D = 0.001 (E,F); D = 0.0015 (G,H). Left column, average species densities at α = 1.28
(IBM: bar graphs; deterministic model: solid lines) when initial abundances favour species
3: N1 (x) = 0.1K1 (x) , N2 (x) = 0.1K2 (x) , N3 (x) = 0.9K3 (x). Right column, average
species densities at α = 1.28 (IBM: bar graphs; deterministic model: solid lines) when ini-
tial abundances favour species 1 and 2: N1 (x) = 0.9K1 (x) , N2 (x) = 0.9K2 (x) , N3 (x) =
0.1K3 (x). Circles correspond to the range limits of species. Carrying capacities are as in
Figure 5.1. These plots are computed by MATLAB simulations until time T = 1000 and
then the realisations are averaged.
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FIGURE 5.4: Results of the deterministic model and stochastic IBM for large populations:
D = 0 (A,B); D = 0.0005 (C,D); D = 0.001 (E,F); D = 0.0015 (G,H). Left (respectively,
Right) column, summary plots of the deterministic model (respectively, stochastic IBM).
Black lines correspond to the value of α = 1.28 shown in Figure 5.2 and Figure 5.3; white
lines correspond to the value of α = 1. Colours correspond to combinations of species
presences and the meaning of these colours are described in a graphical legend. Grey
pixels near the boundaries between different colour regions indicate chance variation in
stochastic IBM, where the results sometimes vary slightly from one realisation to another
simply by random chance. Carrying capacities are as in Figure 5.1.
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models than in the deterministic models (compare unshaded regions in Figure 5.4D, F
with Figure 5.4C, E). Stochasticity therefore causes priority effects to be more influen-
tial.
5.3.3 The Impacts of Stochasticity on the Occurrence of Priority Effects for
Small Population
Figure 5.5 shows the average species densities (bar graphs) predicted by the stochastic
IBM with the carrying capacities Ki(x) reduced to 10% of the values in Figure 5.3.
The left (respectively, centre) column shows the results when initial abundances favour
species 3 (respectively, species 1 and 2). The results of the deterministic model are also
shown using solid lines for comparison. The right column shows the summary plots
of the small-population IBM (α against x). In the absence of dispersal in the stochastic
model, sites cannot be repopulated from adjacent sites, so populations are more likely
to go extinct when carrying capacities are small [184]. Hence, Figure 5.5 only shows
the results with dispersal.
The IBM densities (bar graphs) in the interior of species’ ranges are consistently
smaller than the deterministic predictions (solid lines). This is because, with small
populations, some species become absent at certain sites due to stochastic variation.
However, the IBM and deterministic model predict similar densities near the edges
of species ranges, and the locations of the range limits (coloured circles) are robust
to changes in population size. The main difference between the large-population and
small-population IBM is that, with small populations, there are fewer occurrences of
priority effects (compare unshaded regions in the right-hand columns of Figure 5.4 and
Figure 5.5). For instance, the large-population IBM with medium dispersal shows that
either two-species coexistence or three-species coexistence is possible near the centre
of the domain (Figure 5.3E, F), whereas three-species coexistence is no longer possi-
ble in the small-population IBM (Figure 5.5D, E). Overall, the small-population IBM
results show that priority effects are eliminated by weaker values of dispersal when
population sizes are small than when they are large.
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FIGURE 5.5: Results of the stochastic IBM for small populations with α = 1.28: D = 0.0005
(A,B,C);D = 0.001 (D,E,F);D = 0.0015 (G,H,I). IBM: bar graphs; deterministic model: solid
curves. Left column, average species densities when initial abundances favour species 3:
N1 (x) = 0.1K1 (x) , N2 (x) = 0.1K2 (x) , N3 (x) = 0.9K3 (x). Centre column, average species
densities when initial abundances favour species 1 and 2: N1 (x) = 0.9K1 (x) , N2 (x) =
0.9K2 (x) , N3 (x) = 0.1K3 (x). Right column, summary plots, black lines correspond to the
value of α = 1.28 shown in left and centre columns, and white lines correspond to the
value of α = 1. Colours correspond to combinations of species presences and the meaning
of these colours are described in a graphical legend in Figure 5.4. Circles correspond to the
range limits of species (in left and centre columns). Carrying capacities are as in Figure 5.1.
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5.4 Discussion and Ecological Implications
In this work, we have used deterministic and stochastic models to study the combined
influences of dispersal and stochasticity on priority effects that can shape the presence-
absence of multiple interacting species. Overall, the occurrence of priority effects de-
pends on the magnitude of dispersal and strength of biotic interactions in both models.
First, we demonstrate the conditions under which priority effects occur as dispersal
intensity changes. We show that moderate dispersal enhances priority effects and per-
mits dispersal-mediated coexistence; stronger dispersal leads to reduction of priority
effects and exclusion of some species (Figure 5.4C, E, G). From an ecological view-
point, these findings have qualitative implications for conservation biology: artificial
movement corridors can be constructed to facilitate the migration of declining species
from fragmented or degrading habitats [16], [123]. Our results suggest that the risk of
dispersal-induced extinction should be considered in the design of such corridors as a
conservation tool. This may require accurate knowledge of dispersal rates and biotic
interactions, as well as just abiotic variables.
Our observations on the different effects of dispersal on presence-absence of species
confirm what previous studies have found [21], [23], [46], [48]. By dispersing to other
locations, interacting species have the possibility of finding new populations and ex-
panding their range limits [48]. In an ecological community, dispersal can facilitate
coexistence of species by avoiding biotic interactions from other species [9], [48], [70],
[122]. However, some studies show that asymmetric dispersal can be detrimental to
coexistence and lead to exclusion of species [46], [58], [80]. This different effect of dis-
persal is also evident in the presence of priority effects [21], [23], [69], [124] and severe
asymmetric competition [9], [128] where high dispersal rates can lead to the exclusion
of some species throughout all suitable habitats.
Unlike deterministic models, the predictions of priority effects in the stochastic
models are sensitive to population size. For large (respectively, small) populations,
there are more (respectively, fewer) occurrences of priority effects in the stochastic mod-
els than in the deterministic models. This is not just true for the system we considered
here; empirical studies [26] illustrate that priority effects are more likely to appear in
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systems with large populations and lower migration rates. Our IBM findings support
this empirical observation, and in our models, the influence of biotic interactions is also
necessary. For large populations, we observe that priority effects occur for smaller val-
ues of the interspecific competition coefficient α in the stochastic models (Figure 5.4D,
F) than in the deterministic models (Figure 5.4C, E). In this case, while the deterministic
model predicts multi-species coexistence is possible, the IBM results demonstrate that
fluctuations arising from stochasticity can interfere with species establishment order.
Consequently, the neighbouring competitors have the potential to establish themselves
first and exclude the focal species in some realisations where deterministic models
would predict that the focal species would be present. Differences between predic-
tions of deterministic and stochastic models are also evident in other studies [2], [99]:
these studies show that demographic stochasticity can have a strong impact on the dy-
namics of large populations of species when stabilisation mechanism is very weak (i.e.
correspond to the competitive pressure, with α ≥ 1) and fitness differences are small.
In our findings, this situation corresponds to the competitive outcomes near the cen-
tral region, where the differences in carrying capacity are small. Some studies [188],
[195] also suggest that stochastic effects may be enough to push the system towards an
alternative community assembly (e.g. extinction of some species).
We also observe that priority effects are eliminated by weaker values of dispersal
when population sizes are small (Figure 5.5F) than when they are large (Figure 5.4F).
These findings illustrate the reduction of priority effects in small populations because
of random extinction events; in small-population IBM, due to lower average densities
of species, stochasticity may cause the focal species to go extinct, making it more likely
that the smaller community will eventually be dominated by the neighbouring com-
petitors in all realisations. It has also been demonstrated in different studies [2], [99],
[185] that species which can coexist with other species in smaller community are more
likely to go extinct when stochasticity is incorporated. Small local populations facing
extinction can be rescued by migration of individuals from adjacent sites, where the
birth and immigration processes of individuals can enhance the likelihood of species
persistence [15]; however, rapid dispersal may lead to higher extinction risk of small
populations, particularly in sink habitats with emigration rates exceeding immigration
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rates [125]. Interacting species at low densities may also experience hardships in mate
finding and difficulties in avoiding severe biotic interactions from other species [49],
[84]; these situations can affect chance in birth and death rates and consequently re-
duce the likelihood of persistence. Ecologically, small population sizes are crucial in
the study of endangered or invasive species because high-mortality events can be ex-
acerbated by demographic stochasticity [14]. Our work suggests that ecologists should
consider the use of stochastic models when predicting the presence-absence of species
with small populations. This is because stochasticity strongly influences the dynam-
ics of small populations, which can induce an uncertainty in the predictions of species
presence-absence. By improving estimates of potential presence-absence of species,
wasted surveillance effort and huge mitigation cost for conservation programs [79]
may be avoided.
In conclusion, this study adds to our understanding of the strengths and weak-
nesses of different modelling approaches, and the possible implications on the pre-
dictions of species presence-absence. We recommend the use of both stochastic and
deterministic models to predict the joint effects of dispersal, environment and biotic
interactions on the presence-absence of species when the local populations are large.
However, we suggest that the range of possible outcomes will be revealed better by




In this chapter, we address the following questions:
• Are ecological communities with non-local dispersal (i.e. dispersal process that
occurs over non-adjacent or larger spatial locations) more likely to exhibit priority
effects than localised dispersal?
• How does non-local dispersal affect species coexistence and the occurrence of
priority effects as dispersal distance changes?
Answering these questions require better understanding of species dispersal mech-
anisms [55], [96], [103], [181] and considering the roles of biotic interactions [23], [67],
[69], [199] and abiotic environments [112], [157], [169], [173]. In the previous chapter
(Chapter 5), we observed contrasting effects of local dispersal on the occurrence of pri-
ority effects that can shape presence-absence of multi-species communities. In the case
of strong dispersal, priority effects vanish; consequently, rapid dispersal causes extinc-
tion of some species. In contrast, for moderate dispersal levels, priority effects persist,
which has the effect of promoting coexistence at the same locations. Other studies have
also demonstrated that priority effects and ecological processes such as local dispersal
can be important drivers of community assembly over small spatial scales [21], [23],
[124], but the persistence of this phenomenon under non-local dispersal process has
yet to be addressed. At present it remains unclear whether the effects of non-local dis-
persal can lead to the persistence or exclusion of priority effects across heterogeneous
environments with biotic interactions among multiple species.
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In this chapter, we fill part of this knowledge gap by exploring the possible oc-
currence of priority effects in community assembly using various models of dispersal.
This investigation is inspired by the dispersal biology of species: for example, some
plant seeds are often dispersed over short distances and near to their parents’ locations
[20], [147]. Consistent with this observation, theoretical models are developed with
the assumptions that species can move locally between adjacent sites while interacting
with other species. These assumptions serve as a basis of several modelling frame-
works with local dispersal process such as PDE models [21], [23], [46] (as in Chapter
4) and stochastic (random walk) models [29] (as in Chapter 5). However, there are
some plant seeds that being transported longer distances by dispersal vectors such as
animals, wind and water [20], [86], [98], [147], [148]. Some animal species also show
a non-local dispersal pattern [56], [153]: for instance, Drobzhansky and Wright [45]
discover that the spatial dispersal distribution of fruit flies illustrates a long-distance
dispersal movement. This observation on non-local dispersal pattern between fruit
fly species is also evident in other studies [49], [117]; for instance, Etienne et al. [49]
show how the incorporation of non-local dispersal processes using a dispersal kernel
(i.e. the distribution function that describes the probability of dispersal to different lo-
cations) into a modelling framework can affect the predicted population dynamics of
species. They find that the establishment and persistence of species are determined
by the modes of dispersal, where non-local dispersal can further enhance the chance of
species survival [49]. Conversely, some experimental studies discover that species rich-
ness is rapidly lost when ecological processes such as dispersal occur over relatively
large spatial scales [114], whereas coexistence of species are possible when ecological
processes are localized [114], [160]. Given these contrasting observations on non-local
dispersal, its effects on community assembly is not well understood in the presence of
priority effects, which are mediated by intense biotic interactions.
To explore how the establishment order of species interacts with non-local disper-
sal to shape multi-species communities, we extend previous deterministic theoretical
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studies consisting of biotic interactions and environmental gradients [133], [164] to in-
corporate a dispersal kernel into the models; this inclusion leads to a system of integro-
differential equations (IDE). We examine the consequences of different dispersal mech-
anisms on community dynamics by comparing simulation results of non-local disper-
sal (IDE) with local dispersal (PDE) models under varying dispersal intensity. We dis-
cover that these two models can give qualitatively similar or different predictions of
priority effects, depending on dispersal distance and its magnitude. In the case of
short-range dispersal, we observe the agreement between IDE and PDE predictions for
weak and medium dispersal strength, but disagreement for relatively strong dispersal
scenario. Computations using numerical continuation methods reveal the bifurcations
controlling the behaviour of the two models when parameters are varied; in particular,
we illustrate the existence of a threshold value in dispersal strength (i.e. saddle-node
bifurcation) above which priority effects disappear. Our two-parameter continuation
result reveals that there is a co-dimension 2 point, corresponding to a degenerate tran-
scritical bifurcation: at this point, the transcritical bifurcation changes from subcritical
to supercritical with corresponding creation of a saddle-node bifurcation curve. Fur-
thermore, we observe contrasting effects of non-local dispersal as dispersal distance
changes: while very long-range dispersal can lead to species extinctions, intermediate-
range dispersal can permit more outcomes where multi-species coexistence is possi-
ble than short-range dispersal (or purely local dispersal). Overall, both continuation
and simulation results show that priority effects are more pronounced in the non-local
dispersal models than in the local dispersal models. As explained in Chapter 1, prior-
ity effects are a strong factor in determining the presence-absence of multiple species.
Taken together, our findings highlight the profound impact of non-local dispersal pro-
cess: “big steps” in this case have more influence than many “small steps” in mediating
priority effects.
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6.2 A Deterministic Model with Biotic Interactions and Non-
Local Dispersal
We model a non-local dispersal process across heterogeneous environments where bi-
otic interactions among multiple species are present. The occurrence of non-local dis-
persal events is encoded via a dispersal kernel. To this end, we consider a system of
integro-differential equations (IDE) for the densities Ni (x, t) of m species in a one-









+ ρi [∫ k(x− y)Ni(y)dy −Ni(x)] (i = 1, 2, ...,m)
(6.1)
where ri is the intrinsic growth rate, αij is the coefficient for competition of species j on
species i, Ki is the carrying capacity, ρi is the the dispersal rate of non-local dispersal
process and k(x−y) is the probability density function of species moving from location
y to x. The function k(x− y) is called the dispersal kernel, in which we assume that the
kernel is a non-negative, symmetric and of unit mass. As usual, by rescaling the density
of species i relative to its intraspecific competition coefficient αii, we may effectively set
the intraspecific competition coefficients αii to equal 1, and the remaining competition
coefficients αij represent the ratio of intraspecific to interspecific competition. Equation
(6.1) is a spatially extended Lotka-Volterra competition model [23], [69], [164], which
becomes an IDE with the addition of the non-local dispersal kernel.
The dispersal kernel models movement of species to non-adjacent spatial locations,
with the parameter ρi representing the strength of non-local dispersal for species i. We
employ an exponential dispersal kernel similar to [101], [109] as an example, in order




x2−b2 , |x| < b
0 , otherwise
(6.2)
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TABLE 6.1: Parameter values.
Symbol Description Parameter Values
ri The intrinsic growth rate of species i 1
K1,max As indicated in equation (5.2) 3500
K2,max As indicated in equation (5.2) 5000
K3,max As indicated in equation (5.2) 5000
x1 As indicated in equation (5.2) 0.8
x2 As indicated in equation (5.2) 0.2
x3 As indicated in equation (5.2) 0.5
w1 As indicated in equation (5.2) 0.6
w2 As indicated in equation (5.2) 0.7
w3 As indicated in equation (5.2) 0.25
Di Diffusion coefficient 0-0.0025
b Dispersal distance 0.25
ρi Dispersal strength in IDE (calculated using equation (6.3))
αij Competition coefficient (values given in figure captions)
where b characterises dispersal distance and cb is a normalisation constant such that∫
k(x)dx = 1. Other types of function for the non-local dispersal could also be chosen
[28], but we chose the dispersal kernel given by (6.2) primarily because of the con-
venient interpretation of the distance parameter, b, in the exponent. Since symmetric
kernel is employed, this indicates that odd moments such as mean equal 0, and kernel
shape is summarised by even moment such as mean-squared displacement. To fairly
compare the non-local dispersal models (6.1) and local dispersal models, we imposed
the condition that their mean-squared displacements (per unit time) are equal. Note
that the mean-squared displacement for the diffusion model is 2Di, while the mean-
squared displacement for the dispersal kernel, ρiσ2, is calculated numerically (i.e. by
using second moment with σ2 =
∫
x2k(x)dx). The relationship between the dispersal
rate ρi of the IDE model with the diffusion coefficient Di of the PDE model [89], [131],
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6.2.1 Numerical Methods
Equation (6.1) is solved numerically using the method of lines as follows. The method
of lines involved a discretisation of spatial domain aL ≤ x ≤ aR into a mesh with
A + 1 equally spaced nodes xj = aL + jh for j = 0, 1, ..., A, where h = aR−aLA is the
uniform mesh size. The integral term in (6.1) is approximated by trapezoidal rule with
the same discretisation. This leads to a system of 3(A + 1) ODE, one for the density
of each species at a series of equally spaced x points. The resulting system of ODE is
solved by a standard ODE solver, ode15s for t = 1000. We used h = 10−2 and initial
conditions as indicated in each figure section. The results are insensitive to a reduction
in grid spacing h.
We also verified that steady state is stable. As usual, the time derivative in equation
(6.1) is set to zero. We then discretised equation (6.1) by introducing a mesh with A+ 1
equally spaced nodes xj = aL + jh for j = 0, 1, ..., A, where h = aR−aLA is the uniform
mesh size. The integral term in (6.1) is approximated by trapezoidal rule with the
same discretisation. This yields a system of 3(A + 1) non-linear equations, one for
the density of each species at a series of uniformly spaced x points. This system is
solved for steady state using MATLAB fsolve with initial guess is the same as initial
condition indicated in each figure section. To determine the stability of steady state,
the Jacobian matrix is calculated numerically in fsolve and then the eigenvalues are
computed using eig function. The steady state is stable if all eigenvalues have negative
real parts.
We also used numerical continuation package XPPAUT to check our simulation
results. Equation (6.1) is discretised using the method of lines with the integral term
is approximated by sums using conv operator. This yields a system of ODE, which
is solved for steady state in XPP using cvode solver for t = 1000. Then, the steady
state is continued in AUTO, in which we tracked stable and unstable steady states, and
also bifurcation points as a model parameter changes. Continuation results shown in
this chapter used a maximum/minimum allowable step size of parameter, 10−1/10−6.
Unless otherwise stated, parameter values used in the simulation are given in Table
(6.1).
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FIGURE 6.1: A, The nonlinear carrying capacities (dotted lines) following equation (5.2) for
species 1 (blue), species 2 (green) and species 3 (red) with squares representing the range
limits of species in the absence of biotic interactions. B, Modelling results with no-dispersal
(Di = ρi = 0) with circles representing the range limits of species in the presence of biotic
interactions. Competition coefficient: αij = 0.85. Other parameter values as in (6.1).
6.3 Results
In the absence of dispersal (pi = Di = 0), we have shown in Chapter 3 that the presence-
absence of species depend on the strength of biotic interactions. When α < 1 (i.e.
interspecific competition is weaker than intraspecific), species can coexist at the same
location; for instance, Figure 6.1B shows modelling results with no dispersal when α <
1, with coexistence of species are possible near the central region. Competition from
species 2 (green) and species 3 (red) eliminates species 1 (blue) from some locations x
and shifts the range limit of species 1 from x = 0.2 (blue square, Figure 6.1A) to the
right (blue circle, Figure 6.1B); similarly, the range limits of species 2 (green circle) and
species 3 (red circles) are affected due to biotic interactions.
When α > 1 (i.e. interspecific competition is stronger than intraspecific), priority
effects occur with the range limits of species depend on initial abundances and also the
strength of dispersal (i.e. when pi, Di > 0). In the following sections, we demonstrate
the effects of different modes of dispersal on the presence-absence of species, and we
highlight the similarities and differences between the simulation results from non-local
and local dispersal models, with respect to the occurrence of priority effects and species
coexistence.
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6.3.1 The Effects of Different Modes of Dispersal on Priority Effects in the
Case of Short-Range Dispersal
When dispersal is incorporated into the models (pi, Di > 0), the presence-absence of
species is influenced by movement of individuals from other locations. For example,
Figure 6.2 shows the range limits of species predicted by the local dispersal (PDE)
model, which are similar results to those observed in Chapter 5. In this chapter, we
extend the spatial domain x to be larger (as compared to Chapter 5) to eliminate the
boundary effects so that both models can be fairly compared. Figure 6.2 depicts species
presence-absence at α = 1.28 for zero (first row), weak (second row), medium (third
row), strong (fourth row) and stronger (fifth row) dispersal levels, with two different
initial conditions: initial abundances favour species 3 (left column); and initial abun-
dances favour species 1 and 2 (centre column). The right column shows summary plots
of the PDE model for a range of values of the interspecific competition coefficient α.
These plots depict which combination of species is present at a each location x and are
generated using three different initial abundances i.e. initial abundances favour each
species. As in Chapter 5, we define a species to be present if its density is greater than
0.5% of the maximum observed density of that species. This can be thought of as a de-
tection threshold (i.e. meaning that we would not observe a species that is present at a
sufficiently low density). To illustrate the effects of non-local dispersal on the presence-
absence of species, we constructed Figure 6.3 using IDE model (6.1) with short-range
dispersal (e.g. b = 0.25), which has similar layout and comparable to the local dispersal
results (Figure 6.2).
In general, the results of the IDE are in agreement with those of the PDE, particu-
larly for weak and medium dispersal levels: when α > 1, we observe priority effects
that depend on initial abundances in both models. As discussed in Chapter 3, without
dispersal (pi = Di = 0), coexistence of species is impossible, in which only one species
can exist at any given location x through priority effects (Figure 6.2A, B, C and Fig-
ure 6.3A, B, C). Increasing the intensity of dispersal from weak to medium dispersal
levels enhances the occurrence of priority effects (compare unshaded regions in Fig-
ure 6.2F, I and Figure 6.3F, I). This situation promotes coexistence of two (Figure 6.3E,
H and Figure 6.2E, H) or three species (Figure 6.3D, G and Figure 6.2D, G) near the
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FIGURE 6.2: Results of the PDE model under various dispersal scenarios: D = 0 (A,B,C);
D = 0.0005 (D,E,F); D = 0.001 (G,H,I); D = 0.0015 (J,K,L); D = 0.002 (M,N,O). Left col-
umn, species densities at α = 1.28 when initial abundances favour species 3: N1 (x) =
0.1K1 (x) , N2 (x) = 0.1K2 (x) , N3 (x) = 0.9K3 (x)). Centre column, species densities at
α = 1.28 when initial abundances favour species 1 and 2: N1 (x) = 0.9K1 (x) , N2 (x) =
0.9K2 (x) , N3 (x) = 0.1K3 (x). Right column, summary plots, α vs. x (the black lines cor-
respond to the value of α shown in the left and centre columns). Colours correspond to
combinations of species present: (i) diagonal shaded correspond to single species presence
with: blue, (K1, 0, 0); green, (0,K2, 0); and red, (0, 0,K3); (ii) horizontal shaded correspond
to two-species coexistence with: pink, (0, N2, N3); brown, (N1, 0, N3); and yellow, (N1, N2, 0);
(iii) vertical shaded corresponds to three-species coexistence with: cyan, (N1, N2, N3);
(iv) unshaded correspond to priority effect regions, where in (C) dark green, (0,K2, 0) or
(0, 0,K3); teal, (K1, 0, 0) or (0, 0,K3); light grey, (K1, 0, 0) or (0,K2, 0) or (0, 0,K3); (F,I,L,O)
purple, (0, N2, N3) or (0,K2, 0); orange, (N1, N2, 0) or (0, N2, N3); grey blue, (N1, N2, 0) or
(N1, N2, N3); black, (N1, N2, 0) or (N1, 0, N3); white, (N1, N2, 0) or (K1, 0, 0). Carrying ca-
pacities are as in Figure 6.1. These plots are computed by numerical simulation with MAT-
LAB ode15s solver.
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FIGURE 6.3: Results of the IDE model under various dispersal scenarios: D = 0 (A,B,C);
D = 0.0005 (D,E,F); D = 0.001 (G,H,I); D = 0.0015 (J,K,L); D = 0.002 (M,N,O). Left col-
umn, species densities at α = 1.28 when initial abundances favour species 3: N1 (x) =
0.1K1 (x) , N2 (x) = 0.1K2 (x) , N3 (x) = 0.9K3 (x)). Centre column, species densities at
α = 1.28 when initial abundances favour species 1 and 2: N1 (x) = 0.9K1 (x) , N2 (x) =
0.9K2 (x) , N3 (x) = 0.1K3 (x). Right column, summary plots, α vs. x (the black lines cor-
respond to the value of α shown in the left and centre columns). Colours correspond to
combinations of species present: (i) diagonal shaded correspond to single species presence
with: blue, (K1, 0, 0); green, (0,K2, 0); and red, (0, 0,K3); (ii) horizontal shaded correspond
to two-species coexistence with: pink, (0, N2, N3); brown, (N1, 0, N3); and yellow, (N1, N2, 0);
(iii) vertical shaded corresponds to three-species coexistence with: cyan, (N1, N2, N3);
(iv) unshaded correspond to priority effect regions, where in (C) dark green, (0,K2, 0) or
(0, 0,K3); teal, (K1, 0, 0) or (0, 0,K3); light grey, (K1, 0, 0) or (0,K2, 0) or (0, 0,K3); (F,I,L,O)
purple, (0, N2, N3) or (0,K2, 0); orange, (N1, N2, 0) or (0, N2, N3); grey blue, (N1, N2, 0) or
(N1, N2, N3); black, (N1, N2, 0) or (N1, 0, N3); white, (N1, N2, 0) or (K1, 0, 0). Carrying ca-
pacities are as in Figure 6.1. These plots are computed by numerical simulation with MAT-
LAB ode15s solver.
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centre of the region. The main difference between these two models is observed under
strong dispersal: there are more occurrences of priority effects in the IDE than in the
PDE models (compare unshaded regions in Figure 6.3L and Figure 6.2L). For instance,
in unshaded grey blue region near the centre (Figure 6.3L), the IDE models show that
either two-species or three-species coexistence is possible (Figure 6.3J, K); however,
three-species coexistence is no longer possible in the PDE model (Figure 6.2J, K) with
unshaded grey blue region reduces under rapid dispersal scenario(Figure 6.2L). Over-
all, these results show that priority effects persist when dispersal are strong in the non-
local dispersal models, and they are eliminated by stronger values of dispersal in the
IDE than the PDE models.
6.3.2 Theoretical Explanations of the (Dis-)Appearance of Priority Effects in
the Non-Local and Local Dispersal
To verify the persistence or exclusion of the priority effect in certain regions for both
models (Figure 6.2L, O and Figure 6.3L, O), we employed numerical continuation to
track the steady states of the models as dispersal strength D changes. Figure 6.4 shows
the steady-state density of species 3 at x = 0.5 for PDE (thick lines) and IDE (thin lines)
models when α = 1.28 as dispersal intensity D is varied. There are three branches
of steady states: the upper (three-species coexistence) and lower branches (species 3
absent) of steady states are stable (blue curves); these are separated by an unstable
steady state (red curve). There is a threshold dispersal strength DT (respectively PT )
for PDE (respectively IDE), corresponding to a saddle-node bifurcation, beyond which
the three-species coexistence state vanishes and priority effects disappear; for values of
dispersal D < DT (respectively D < PT ), the density N3 tends toward upper or lower
steady-state, depending on initial species abundances; for values of dispersal D > DT
(respectively D > PT ), the priority effects disappear and there is only one stable steady
state, in which species 3 is absent. The main difference between the two bifurcation
curves in Figure 6.4 is that the saddle-node bifurcation point for the IDE (i.e. PT ) is
shifted to stronger dispersal levels at this location, as compared to the PDE model (i.e.
DT ).
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FIGURE 6.4: The density of a focal species (species 3) at x = 0.5 and α = 1.28 for PDE
(thick lines) and IDE (thin line) models as the dispersal strength D change. The threshold
valuesDT (black point) and PT (green point) correspond to saddle-node bifurcation points
for PDE and IDE, respectively. There are three branches of N3: (i) unstable three-species
steady-states (red curves); (ii) stable three-species steady-state, with species 3 presence
(upper blue curves); (iii) stable two-species steady-state, with species 3 absence (lower blue
curves). Other parameter values as in Table (6.1). These plots are computed by numerical
continuation using XPPAUT.
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FIGURE 6.5: The density of species 3 (N3) for PDE (thick lines) and IDE (thin line) models
at x = 0.5 as the strength of biotic interactions α change under various dispersal scenarios:
(A) D = 0.001, (B) D = 0.0015, (C) D = 0.002, (D) D = 0.0025. The points αPL and
αIL correspond to transcritical bifurcations and αPH and αIH correspond to saddle-node
bifurcation points in the PDE and the IDE, respectively. Three branches of N3: (i) unstable
three-species steady-states (red curves); (ii) stable three-species steady-state, with species
3 presence (upper blue curves); (iii) stable two-species steady-state, with species 3 absence
(lower blue curves). The black lines correspond to the value of competition coefficient
α = 1.28 shown by the simulation results in Figure 6.2(PDE) and Figure 6.3 (IDE). Other
parameter values as in Table (6.1). These plots are computed by numerical continuation
using XPPAUT.
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The steady states of the systems are also tracked as the strength of competition
α changes under different dispersal scenarios (Figure 6.5) in order to gain better un-
derstanding of the dynamics of PDE and IDE simulation results (Figure 6.2 and Fig-
ure 6.3). For moderate dispersal levels, as α increases from 0.5 to 1.5 near the central
location, our summary plots (unshaded regions of right-hand columns of Figure 6.2F,
I and Figure 6.3F, I) show that there is a threshold value for competitive strength, be-
yond which priority effects appear. Continuation results in Figure 6.5A are consistent
with the aforementioned simulation results. Figure 6.5A depicts the steady-state den-
sity of species 3 at x = 0.5 for the PDE (thick lines) and the IDE (thin lines) models
as α changes under medium dispersal. There is a threshold competitive strength αPL
(respectively αIL) for the PDE (respectively IDE) models, corresponding to a transcrit-
ical bifurcation, beyond which priority effects occur; for competitive strength α > αPL
(respectively α > αIL), the density N3 tends toward upper or lower steady-state (blue
curves), depending on initial species abundances; for values of competitive strength
α < αPL (respectively α < αIL), the priority effects vanish and there is only one stable
steady state, in which species 3 is present in three-species coexistence. We notice that
the threshold value of competitive strength is higher in the IDE (i.e. αIL) than in the
PDE (i.e. αPL) models under moderate dispersal levels.
We also observe qualitatively different dynamics between the PDE and IDE models
in our summary plots for strong dispersal (unshaded regions of right-hand columns
of Figure 6.2L and Figure 6.3L). In particular, there are critical values for competitive
strength in which priority effects appear and then vanish in some regions of the PDE
summary plot as α increases (Figure 6.2L). Our continuation result (Figure 6.5B: thick
curves) reveals that there are threshold values of α (black points) in the PDE models:
the lower (respectively, upper) threshold αPL (respectively, αPH ) corresponds to trans-
critical (respectively, saddle-node) bifurcation and priority effects occur for small range
of competitive strength i.e. when αPL < α < αPH . In the IDE models, for the range
of competition coefficient α that we investigated, there occurs a threshold competitive
strength αIL, corresponding to a transcritical bifurcation, beyond which priority effects
occur; in this situation, priority effects persist for a bigger range of competitive strength
α (i.e. when α > αIL), which is consistent with the IDE simulation results (Figure 6.3L).
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FIGURE 6.6: Parameter space diagram, which summarises different dynamics at location
x = 0.5 for the PDE (left) and IDE (right) models, as dispersal strength D and competitive
strength α are varied. Colours correspond to combinations of species presences: (i) three-
species coexistence (cyan); (ii) two-species coexistence with species 3 absence (yellow);
(iii) priority effect regions (grey). LP curves correspond to saddle-nodes bifurcations and
BP curves correspond to transcritical bifurcations. Points of intersection between BP and
LP curves correspond to degenerate transcritical bifurcation point (red point). These co-
dimension two bifurcation plots are computed by varying two parameters using numerical
continuation package XPPAUT.
As dispersal intensity increases to stronger dispersal, we notice that the priority
effects region shrinks in the summary plots of both models (unshaded regions of right-
hand columns of Figure 6.2O and Figure 6.3O). Closer investigation of PDE (respec-
tively, IDE) continuation results in Figure 6.5C, D demonstrates that the two bifurca-
tion points, namely transcritical bifurcation αPL (respectively, αIL) and saddle-node
bifurcation αPH (respectively, αIH ), come closer and closer to one another and, finally,
coalesce (compare black (bifurcation) points in Figure 6.5C with Figure 6.5D). To in-
vestigate the interaction of transcritical and saddle-node bifurcations and to clarify the
disappearance of priority as dispersal strengthD and competition coefficient α change,
we constructed two-parameter bifurcation diagrams, as shown in Figure 6.6. These
plots illustrate the dynamics at the central region x = 0.5 as the strength of competition
α and magnitude of dispersal D are varied in both models. There is a co-dimension
2 point (red point) for PDE (Figure 6.6A), corresponding to a degenerate transcriti-
cal bifurcation: at this point, the transcritical bifurcation (BP) changes from subcritical
to supercritical with corresponding creation of a saddle-node bifurcation curve (LP).
This co-dimension 2 bifurcation acts as an organising centre and separates the param-
eter space into three different regions: inside the wedge there are priority effects (grey
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colour) with two stable steady states (i.e. three-species coexistence with species 3 pres-
ence or two-species coexistence with species 3 absence), and outside the wedge there
is one stable steady state (i.e. three-species coexistence with species 3 presence (cyan
colour) and two-species coexistence with species 3 absence (yellow colour)). Similar
observations are possible in the IDE (Figure 6.6B) as competitive strength α and disper-
sal intensity D changes (i.e. degenerate transcritical bifurcation occurs when dispersal
strength D increases further than the values shown in Figure 6.6B). In general, the in-
teraction of transcritical and saddle-node bifurcations is also studied in other ecological
systems, such as in Kooi et al. [116], Van Voorn and Kooi [189] and Saputra et al. [166].
Overall, we find that bistable region (grey colour) is larger in the IDE as compared
to PDE models, which leads to more occurrences of priority effects under rapid dis-
persal levels. The three-species coexistence region (cyan colour) is also larger in IDE,
where for different parameter values investigated, we observe stable coexistence of fo-
cal species (e.g. species 3) with its neighbouring competitors (e.g. species 1 and 2). We
also notice that the width of the (yellow colour) region supporting two-species coex-
istence (e.g. with species 3 absence) outcome is wider in the PDE than IDE models.
Ecologically, localised dispersal can cause a clumped spatial distribution (e.g. plants
growing closely together) and a lower population density for focal species due to com-
petition; consequently, this situation can in turn benefit the neighbouring competitors
[92].
6.3.3 Contrasting Observations of Non-Local Dispersal on Species Presence-
Absence in the Cases of Intermediate-Range and Long-Range Disper-
sal
In the previous section, we observe that the diversity of species is enhanced when dis-
persal occurs over non-adjacent spatial locations, whereas exclusion of some species
occurs when dispersal is localised. This finding is illustrative, but it may not be gen-
eral. The opposite observation is also possible: it has been observed in experimen-
tal studies [18] that species diversity is rapidly lost when dispersal occurs over larger
scales, whereas species coexistence is possible when dispersal occurs over intermediate
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FIGURE 6.7: Results for stronger dispersal levels (D = 0.002) predicted by the PDE mod-
els (A,B); and the IDE models with b = 0.25 (C,D); b = 0.5 (E,F); b = 0.9 (G,H); b = 2
(I,J). Left column, species densities at α = 1.28 when initial abundances favour species 3:
N1 (x) = 0.1K1 (x) , N2 (x) = 0.1K2 (x) , N3 (x) = 0.9K3 (x). Right column, species densities
at α = 1.28 when initial abundances favour species 1 and 2: N1 (x) = 0.9K1 (x) , N2 (x) =
0.9K2 (x) , N3 (x) = 0.1K3 (x). Carrying capacities are as in Figure 6.1. These plots are
computed by numerical simulation with MATLAB ode15s solver.
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FIGURE 6.8: Proportion of different species present across sites x for different values of b:
single-species present (blue squares); two-species present (green squares); three-species
present (red squares). Stack graphs for the IDE models with stronger dispersal levels
(D = 0.002) at α = 1.28 as dispersal distance b changes. Left, IDE results when initial abun-
dances favour species 3: N1 (x) = 0.1K1 (x) , N2 (x) = 0.1K2 (x) , N3 (x) = 0.9K3 (x). Right,
IDE results when initial abundances favour species 1 and 2: N1 (x) = 0.9K1 (x) , N2 (x) =
0.9K2 (x) , N3 (x) = 0.1K3 (x). Carrying capacities are as in Figure 6.1. These plots are
computed by numerical simulation with MATLAB ode15s solver.
or short distances; in the latter case, species diversity peaks at intermediate-range dis-
persal. Motivated by this experimental observation, we investigate the consequences
of intermediate-range and long-range dispersal on species coexistence using our non-
local dispersal model (6.1). To do this, we conducted numerical experiments by con-
sidering various dispersal distance b and also different initial species abundances. For
example, Figure 6.7 shows the presence-absence of species at α = 1.28 for stronger
dispersal levels (D = 0.002) predicted by the PDE (first row), and the IDE models
with b = 0.25 (second row), b = 0.5 (third row), b = 0.9 (fourth row) and b = 2 (fifth
row). These plots are generated using two different initial conditions: initial abun-
dances favour species 3 (left column); and initial abundances favour species 1 and 2
(right column). We also constructed stack graphs for the IDE models, which are shown
in Figure 6.8, for a range of values of dispersal distance b. These plots summarise the
proportion of different species present across sites x (e.g. single-species present (blue
squares), two-species present (green squares) and three-species present (red squares))
as dispersal distance b changes. To generate these stack graphs, we used two different
initial conditions: initial abundances favour species 3 (left column); and initial abun-
dances favour species 1 and 2 (right column). As with the summary plots, we define a
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species to be present if its density is greater than 0.5% of the maximum density of that
species.
When b is relatively small, the predictions of the IDE (Figure 6.7C, D) are in agree-
ment with those of the PDE (Figure 6.7A, B); in the case of stronger dispersal, priority
effects disappear and coexistence of two-species are possible near the central region.
When b increases to intermediate levels, we find that priority effects emerge with coex-
istence of three (Figure 6.7E, G) or two species (Figure 6.7F, H) occurs near the centre
of the region depending on initial abundances. The occurrence of priority effects is
still evident when b is relatively large (Figure 6.7I, J), but we observe more outcomes
where species exclusions are possible; in this situation, mostly one species dominating
at any given location x, depending on initial abundances. This observation can clearly
be seen from our stack graphs (Figure 6.8A): when non-local dispersal process occurs
over very large spatial scales (e.g. b = 2), multi-species coexistence is impossible. In
this situation, the proportion of sites with only one-species (blue squares) present in-
creases rapidly, while the sites with two-species (green squares) and three-species (red
squares) present reduce to low proportions. We also observe that non-local dispersal
that occurs over intermediate distances (e.g. b = 0.5) can promote multi-species co-
existence in comparison to non-local dispersal over short distances (e.g. b = 0.25) or
purely local dispersal. For short-range dispersal, priority effects vanish in our stack
graphs, and only two-species coexistence is possible for different initial abundances
(Figure 6.8A, B).
To investigate the disappearance of priority effects as the values of b change, we
performed numerical continuation to track the steady states of the IDE models. Fig-
ure 6.9 depicts the steady-state density of species 3 at x = 0.5 for stronger dispersal
levels (D = 0.002) when α = 1.28 as parameter b in the IDE is varied. There are three
branches of steady states: the upper (species 3 present) and lower branches (species
3 absent) of steady states are stable (blue curves); these are separated by an unstable
steady state (red curve). There is a threshold dispersal distance bT , corresponding to a
saddle-node bifurcation, below which the upper branch of steady states vanishes and
priority effects vanish. For values of dispersal distance b < bT , the priority effects dis-
appear and there is only one stable steady state, in which species 3 is absent. For values
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FIGURE 6.9: The density of a focal species (species 3) at x = 0.5 and α = 1.28 for IDE
models with stronger dispersal levels (D = 0.002) as the dispersal distance b changes.
The threshold value bT (black square) corresponds to saddle-node bifurcation point. There
are three branches of N3: (i) unstable steady-states (red curves); (ii) stable steady-state,
with species 3 presence (upper blue curves); (iii) stable steady-state, with species 3 absence
(lower blue curves). Other parameter values as in Table (6.1). These plots are computed by
numerical continuation using XPPAUT.
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of dispersal distance b > bT , priority effects occur and the density N3 tends toward up-
per or lower steady-state, depending on initial species abundances.
6.4 Discussion and Ecological Implications
In this chapter, we have used PDE and IDE models to study the influences of differ-
ent dispersal mechanisms on the occurrence of priority effects, which are mediated
by intense biotic interactions across heterogeneous environments. We discover that
the occurrence of priority effects vary with dispersal strength and they are eliminated
at stronger values of dispersal in the IDE than in the PDE models. Our summary
plots show that the regions supporting dispersal-mediated coexistence and/or prior-
ity effects are wider in the IDE models under rapid dispersal scenario. These find-
ings demonstrate that priority effects, which can mediate multi-species coexistence, are
more pronounced in the non-local dispersal models. It has been shown that non-local
dispersal process can enhance the chance of species survival across heterogeneous en-
vironments [49]. Biologically, non-local dispersal increases the possibility of migrating
species to escape the effects of intense biotic interactions from other species by dispers-
ing further away; this situation enhances the establishment and persistence of species
[48], [49]. We also notice that dispersal-induced extinction phenomenon is more evi-
dent in the PDE models, which leads to extinction of some species near the centre at
more values of D. Local dispersal generates a clumped spatial distribution, which in-
creases the effects of competition among species and enhances the possibility of species
extinction [48].
We also demonstrate the important roles of the spatial scale of ecological processes
in maintaining species diversity (Figure 6.7, Figure 6.8 and Figure 6.9). As discussed in
Section 1.1, experimental studies [114], [160] illustrate that allowing ecological pro-
cesses such as dispersal to occur locally can promote diversity in a community as-
sembly [160]; however, when ecological processes occur over very large spatial scale,
species diversity is rapidly lost and extinction is possible [114]. Our findings are in line
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with the aforementioned observations: we observe that while very long-range disper-
sal can lead to an exclusion effect (of all but one species), short-range and intermediate-
range dispersal can promote coexistence of two and three species, respectively. Ecolog-
ically, long-distance dispersal increases the risk of landing in unsuitable habitats out-
side species fundamental niches [87], [201]. In our models, this effect can be seen in
the case of neighbouring competitors (e.g. species 1 and 2); consequently, this situation
reduces the possibility of multiple species to coexist, and in turn benefit focal species
(e.g. species 3), in which they can exclude other competitors near the central region. In
general, these findings have qualitative implications in the maintenance of species di-
versity: if our community models are representative of those in natural communities,
then we might expect the scale in which dispersal occurs matter in determining the
presence-absence of species. Therefore, we suggest that understanding the diversity of
species requires explicit consideration of dispersal process occurring at different scales
rather than at a local scale only.
Our continuation results further reveal the bifurcation structure of the PDE and IDE
models and they are consistent with simulation results. We find that (Figure 6.4) there
ia a threshold dispersal strength D: this threshold value depends on the modes of dis-
persal and we show that this value is higher in the IDE model than in the PDE model
by considering the dynamics near the central region. Consequently, priority effects
persist for stronger dispersal in IDE model, as opposed to PDE model. These findings
also demonstrate the possibility of dramatic changes on species presence-absence in
response to small variations in the ecologically-relevant parameters, which can induce
an uncertainty in the range-limit predictions. Therefore, to produce robust predictions
about which species will be present (or absent) across a geographical region, this may
require accurate knowledge of dispersal rates and biotic interactions, as well as infor-
mation on dispersal modes of species.
Taken together, the presence-absence of species is shaped by numerous factors, in-
cluding abiotic environmental conditions, biotic interactions and migration patterns.
The occurrence of priority effects depends on the modes and magnitude of dispersal,
and also strength of biotic interactions. For short-range dispersal patterns, the predic-
tions of priority effects using local dispersal (PDE) models are in agreement with those
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of non-local dispersal (IDE) models, particularly for moderate dispersal strength. In-
creasing dispersal strength leads to different predictions on the occurrence of priority
effects in these two models. Both continuation and simulation results show that pri-
ority effects are more pronounced in the non-local dispersal models than in the local
dispersal models. It has also been shown that non-local dispersal can have different ef-
fects on presence-absence of species: although very long-range dispersal can result in
exclusion of species, intermediate-range dispersal can permit multi-species coexistence
in comparison to short-range dispersal (or purely local dispersal).
In conclusion, this study serves as a first step in demonstrating how incorpora-
tion of different dispersal patterns can improve our predictions of priority effects that
strongly determine the presence-absence of species. Knowledge of local and non-local
dispersal mechanisms can be incorporated in developing robust predictive models for
estimating potential presence-absence of species. We recommend the use of local dis-
persal (PDE) models to predict the combined effects of dispersal, environment and
biotic interactions on range limits when species’ dispersal ability are localised. How-
ever, we suggest that the range-limit predictions will be revealed better by non-local
dispersal (IDE) models when considering certain target species that can disperse larger




In this chapter, we ask the following questions:
• Do our results on species presence-absence change when each species’ abiotic
requirements are described by more than one variable?
• If presence-absence depends on two variables, how do our predictions change if
one of them is ignored?
To address these problems, we investigate multi-species community dynamics us-
ing two-dimensional (2-D) space. That is, environmental suitability for each species
depends on two variables, rather than one. Our aim is to develop an understanding of
when an ecological prediction is similar in the 1-D and the 2-D space models, with re-
spect to the occurrence of priority effects and species coexistence. We will use the term
“dimensionality of space" to represent the spatial dimension of an ecological system
(i.e. community dynamics in one-dimensional (1-D) or two-dimensional (2-D) space).
This exploration is inspired by different studies, which show that 1-D and 2-D space
models can exhibit qualitatively different predictions about species persistence [135],
[144], [197]. It has been demonstrated that species extinction is more likely in the 1-D
model, compared to the 2-D space model [144]. Comparative studies between the 1-D
and 2-D space models discussed in Chapter 2 show that addition of a second space
dimension can influence species persistence and coexistence [135], [197]. Motivated
by these observations, we extend studies consisting of biotic interactions and environ-
mental gradients [133], [164] to incorporate a local dispersal through the 2-D diffusion
process [23], [69], [70]. This inclusion leads to a system of partial-differential equations
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(PDE) in the 2-D space. We examine the consequences of different dimensionality of
space on the occurrence of priority effects by comparing simulation results of 1-D with
2-D models under varying dispersal strength. We discover that as well as a pronounced
increase in system complexity, adding a second space dimension modifies the strength
of priority effect. The observations of priority effects are either qualitatively similar in
both models, or they are strengthened or weakened, depending on the differences in
species environmental suitability and magnitude of dispersal. We also observe more
outcomes where multiple species coexistence is possible as dimensionality of space is
increased.
7.2 The 1-D and 2-D Space Deterministic Models with Local
Dispersal
We consider partial differential equations (PDE) models for the densitiesNi ofm species









+Di∇2Ni (i = 1, 2, ...,m) (7.1)
The suitability of environments or locations is modelled by allowing each species’
carrying capacity Ki(x, y) to vary with spatial locations x and y. The variables x and
y could be locations within a geographical region, or used as a proxy for abiotic en-
vironmental factors that affect the presence-absence of species such as temperature,
moisture or elevation. The effects of biotic interactions on range limits depend on how
each species responds to the environmental gradients. We use nonlinear environmen-
tal gradients in a three-species model (m = 3) of a multi-species community. We let
the carrying capacities of species 1 and 2 vary with x, while the carrying capacity of
species 3 varies with y, as described by the following equations:
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where xi and yi are the locations at which the carrying capacity for species i is at its
maximum Ki,max and wi is the width of the fundamental niche. To ensure equations
(7.2,7.3,7.4) are well defined, we have set Ki to a small but non-zero value (0.001) out-
side the fundamental niche. For visualisation of carrying capacities of species 1, 2 and
3 in the 2-D model described by equations (7.2,7.3,7.4), refer to Figure 7.1A, C and E,
respectively.
The diffusion term models dispersal among locations, with the parameter Di rep-
resenting the strength of dispersal for species i. We assume that interacting species
have the same dispersal rate (Di = D) and no migration occurs across boundaries (by











We performed numerical simulations for the 1-D and 2-D space models and the re-
sults of the two models are compared in the next sections. In particular, we sampled
our 2-D results by taking a series of slices at fixed values of x and y, and compared
with the results from a 1-D model with identical carrying capacity. To illustrate our
observations, we presented the results for three different slices as an example; these
slices are shown using black lines in the 2-D plots of species’ carrying capacities (Fig-
ure 7.1A,C,E), and the corresponding 1-D plots of carrying capacities are as follows:
(i) Slice 1 - horizontal slice at y = 0.5 (Figure 7.1B)
Competitive environments between a generalist species (e.g. species 3) with very high car-
rying capacity and wide environmental tolerance and two specialist species (e.g. species
1 and species 2) where their carrying capacities vary across locations x.
(ii) Slice 2 - vertical slice at x = 0.6 (Figure 7.1D)
Competitive environments between a specialist species (e.g. species 3) withKi varies with
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FIGURE 7.1: Carrying capacities in the 2-D and 1-D models: species 1 (A), species 2 (C) and
species 3 (E). Black lines in (A,C,E) correspond to different slicing at fixed values of x or y
performed on species’ carrying capacities in the 2-D models: (i) slice 1 (horizontal slice at
y = 0.5); (ii) slice 2 (vertical slice at x = 0.6); and (iii) slice 3 (vertical slice at x = 0.8). The
corresponding 1-D plots of carrying capacities are illustrated in B, D and F.
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y and two generalist species (e.g. species 1 and 2) with Ki constant across y. In this case,
there are small differences between environmental suitability of generalist species.
(iii) Slice 3 - vertical slice at x = 0.8 (Figure 7.1F)
Competitive environments between a specialist species (e.g. species 3) withKi varies with
y and two generalist species (e.g. species 1 and 2) with Ki constant across y.In this case,
there are large differences between environmental suitability of generalist species.
7.2.1 Numerical Methods
Equation (7.1) is solved numerically over the domain 0 ≤ x, y ≤ 1 using the method of
lines. The method of lines involved a discretisation of spatial variables x and y into a
uniform grid in both dimensions with mesh size h. This leads to a mesh with Ax + 1
nodes along the x direction andAy+1 nodes along the y direction. Let us denoteNj,k as
the approximation of solution at the node (xj , yk) of the spatial grid with j = 0, 1, ..., Ax
and k = 0, 1, ..., Ay. The spatial derivatives in equation (7.1) are replaced by second
central difference approximations:
∇2Nj,k =
Nj+1,k +Nj−1,k +Nj,k+1 +Nj,k−1 − 4Nj,k
h2
(7.6)
The zero-flux boundary conditions (7.5) are coded in the equations for the end points
using a central difference approximation. This results in a system of ODE, which is
solved for steady state by a standard ODE solver, ode15s for t = 1000. We used
h = 2 × 10−2 and initial conditions as indicated in each figure section. The results are
insensitive to a reduction in grid spacing h. Unless otherwise stated, parameter values
used in the simulation are given in Table (7.1).
7.3 Results
In general, the occurrence of priority effects depends on the intensity of biotic inter-
actions (α). When α < 1 (i.e. interspecific competition is weaker than intraspecific),
this situation leads to coexistence of species in both models. For instance, the first
three rows of Figure 7.2 show the 2-D PDE results at α = 0.8 for D = 0.0015 (first col-
umn) and D = 0.004 (second column). We observe that species coexistence is possible
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FIGURE 7.2: Results of the models in 1-D and 2-D space when α = 0.8 under under dif-
ferent dispersal scenarios: D = 0.0015 (first column); D = 0.004 (second column). First
three rows represent the densities of different species: species 1 (first row); species 2 (sec-
ond row); species 3 (third row). Blue, green and yellow colours correspond to very low,
moderate and high species densities, respectively. To compare the dynamics between the
two models, horizontal slicing at y = 0.5 (slice 1) are performed to the 2-D predictions;
these results from slice 1 (plus signs) and the corresponding results from 1-D model (solid
lines) are plotted together in the last row. Carrying capacities are as in Figure 7.1. These
plots are computed by numerical simulation with MATLAB ode15s solver.
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TABLE 7.1: Parameter values.
Symbol Description Parameter Values
ri The intrinsic growth rate of species i 1
K1,max As indicated in equation (7.2) 3500
K2,max As indicated in equation (7.3) 5000
K3,max As indicated in equation (7.4) 5000
x1 As indicated in equation (7.2) 0.8
x2 As indicated in equation (7.3) 0.2
x3 As indicated in equation (7.4) 0.5
w1 As indicated in equation (7.2) 0.6
w2 As indicated in equation (7.3) 0.7
w3 As indicated in equation (7.4) 0.25
Di Diffusion coefficient 0.0015-0.004
αij Competition coefficient (values given in figure captions)
near the central region in the 2-D models. In the last row of Figure 7.2, we show the
predictions of the 2-D models (plus signs) at slice 1 (black lines); for comparison, the
corresponding predictions of the 1-D models are also shown using solid lines. Overall,
we find that the 2-D model demonstrates three-species coexistence outcomes, whereas
the corresponding 1-D model exhibits two-species coexistence for different dispersal
strength.
When α > 1 (i.e. interspecific competition is stronger than intraspecific), priority
effects can occur with the range limits of species depend on initial abundances in both
models. In the absence of dispersal, competitive exclusion of all but one species occurs;
inclusion of dispersal into the models reduces competitive exclusion effect that occurs
in no-dispersal case and promotes coexistence of species. In the following sections, we
compare the results of the two models and investigate whether the 1-D and the 2-D
space models yield qualitatively similar predictions of priority effects under relatively
moderate (D = 0.0015) and rapid (D = 0.004) dispersal levels. We highlight the sim-
ilarities and differences between the predictions from the 1-D and 2-D models, with
respect to the occurrence of priority effects and species coexistence. In particular, we il-
lustrate how the predictions of priority effects can vary in these two models depending
on species environmental suitability and dispersal intensity.
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Priority effects occur when D = 0.0015 and vanish when D = 0.004
FIGURE 7.3: Results of the models in two-dimensional space when α = 1.5 under dif-
ferent dispersal strength: D = 0.0015 (first and second columns); D = 0.004 (third
and fourth columns). Each row represents the densities of different species: species
1 (first row); species 2 (second row); species 3 (third row). Blue, green and yellow
colours correspond to very low, moderate and high species densities, respectively. First
and third columns, snapshots of the 2-D model when initial abundances favour species
3: N1 (x, y) = 0.1K1 (x, y) , N2 (x, y) = 0.1K2 (x, y) , N3 (x, y) = 0.9K3 (x, y). Second and
fourth columns, snapshots of the 2-D model when initial abundances favour species 1 and
2: N1 (x, y) = 0.9K1 (x, y) , N2 (x, y) = 0.9K2 (x, y) , N3 (x, y) = 0.1K3 (x, y). Black lines
correspond to different slicing performed on the 2-D results: (i) slice 1 (horizontal slice at
y = 0.5); (ii) slice 2 (vertical slice at x = 0.6); and (iii) slice 3 (vertical slice at x = 0.8).
Carrying capacities are as in Figure 7.1. These plots are computed by numerical simulation
with MATLAB ode15s solver.
7.3.1 When the predictions of priority effects are more pronounced in the
2-D models than in the 1-D models
Figure 7.3 shows the 2-D PDE results at α = 1.5 in which each row represents the
density of different species (first to third row: species 1, 2 and 3, respectively). The
first (respectively, last) two columns show the 2-D results when D = 0.0015 (respec-
tively, D = 0.004). These plots are generated using two different initial abundances:
initial abundances favour species 3 (first and third columns); and initial abundances
favour species 1 and 2 (second and fourth columns). We have also investigated the
outcomes of the 2-D model using different initial abundances (e.g. initial abundances
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FIGURE 7.4: Results of the models in 1-D (solid lines) and 2-D (plus signs) space when
α = 1.5 under different dispersal strength: D = 0.0015 (A,B); D = 0.004 (C,D). The
2-D results correspond to slice 1 (horizontal slicing at y = 0.5) of Figure 7.3. These
plots are generated using different initial abundances: initial abundances favour species
3, N1 (x, y) = 0.1K1 (x, y) , N2 (x, y) = 0.1K2 (x, y) , N3 (x, y) = 0.9K3 (x, y) (left col-
umn); and initial abundances favour species 1 and 2, N1 (x, y) = 0.9K1 (x, y) , N2 (x, y) =
0.9K2 (x, y) , N3 (x, y) = 0.1K3 (x, y) (right column). Carrying capacities are as in Fig-
ure 7.1B. These plots are computed by numerical simulation with MATLAB ode15s solver.
favour species 1 and 3; initial abundances favour species 2 and 3; initial abundances
favour species 1; and initial abundances favour species 2); the outcomes are simi-
lar to the results shown in Figure 7.3. For relatively moderate dispersal levels (e.g.
D = 0.0015), this situation leads to the occurrence of priority effects and promotes
multiple species coexistence (compare the first two columns of Figure 7.3). Increasing
dispersal strength (e.g. D = 0.004) leads to the disappearance of priority effects (com-
pare last two columns of Figure 7.3); consequently, rapid dispersal causes extinction of
some species (e.g. species 3).
Closer comparison of the 2-D results at slice 1 with the corresponding results from
the 1-D models with identical carrying capacity in Figure 7.4 reveals some interesting
observations. For different initial abundances, we observe no priority effects in the 1-D
model (solid lines); in this situation, competitive exclusion occurs with the generalist
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dominating across the whole locations (compare solid lines in Figure 7.4). However,
in the 2-D model, we observe qualitatively different dynamics (compare plus signs in
Figure 7.4). In particular, the 2-D model predicts priority effects when D = 0.0015
(Figure 7.4A,B) with two possible outcomes:
(i) coexistence of specialists-generalist e.g. species 2 and 3 (Figure 7.4A);
(ii) coexistence of both specialists e.g. species 1 and 2 (Figure 7.4B).
Overall, these observations demonstrate that priority effects are more pronounced in
the 2-D model than in the 1-D model. Increasing dispersal intensity (D = 0.004) leads
to further disagreement between the two models (Figure 7.4C, D). While the 1-D model
(solid lines) predicts that generalist survives throughout the whole locations, rapid dis-
persal causes priority effects to vanish in the 2-D model (plus sign) and leads to exclu-
sion of generalist species. Consequently, only coexistence of both specialists is possible
in the 2-D model at higher dispersal levels.
7.3.2 When the predictions of priority effects are less pronounced in the 2-D
models than in the 1-D models
The above analysis illustrates conditions under which the observations of priority ef-
fects are strengthened in the 2-D model than in the 1-D model. The opposite obser-
vation is also possible, and this result is discussed using slice 2 (Figure 7.1D) as an
example. We find that priority effects are more prevalent in the 1-D models compared
to the 2-D models when there are small differences between species environmental suit-
ability. To illustrate this observation, consider Figure 7.5, which shows the 1-D (solid
lines) and 2-D results (plus signs) with each row representing a different strength of
dispersal: D = 0.0015 (first row); and D = 0.004 (second row). These results are gener-
ated using three different initial species abundances: initial abundances favour species
1 and 3 (first column); initial abundances favour species 2 and 3 (second column); and
initial abundances favour species 1 and 2 (third column). Environmental suitability of
species for this scenario is shown in Figure 7.1D using slice 2. In general, this situation
corresponds to competitive environments between two generalist species (e.g. species
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FIGURE 7.5: Results of the models in 1-D (solid lines) and 2-D (plus signs) space when
α = 1.5 under different dispersal strength: D = 0.0015 (A,B,C); D = 0.004 (D,E,F).
The 2-D results correspond to slice 2 (vertical slicing at x = 0.6) of Figure 7.3. These
plots are generated using different initial abundances: initial abundances favour species
1 and 3, N1 (x, y) = 0.9K1 (x, y) , N2 (x, y) = 0.1K2 (x, y) , N3 (x, y) = 0.9K3 (x, y) (left
column); initial abundances favour species 2 and 3, N1 (x, y) = 0.1K1 (x, y) , N2 (x, y) =
0.9K2 (x, y) , N3 (x, y) = 0.9K3 (x, y) (centre column); and initial abundances favour
species 1 and 2, N1 (x, y) = 0.9K1 (x, y) , N2 (x, y) = 0.9K2 (x, y) , N3 (x, y) = 0.1K3 (x, y)
(right column). Carrying capacities are as in Figure 7.1D. These plots are computed by
numerical simulation with MATLAB ode15s solver.
1 and 2) withKi constant across y and a specialist species (e.g. species 3) withKi varies
with y.
Here, small differences between environmental suitability of species (compare dot-
ted lines of generalists in the presence of specialist in Figure 7.1D) lead to disagreement
on the predictions of the two models, with priority effects more pronounced in the 1-D
model (solid lines) than in the 2-D model (plus signs). For relatively moderate dis-
persal (D = 0.0015), the 1-D model (solid lines) shows priority effects with tri-stable
behaviour near the central region:
(i) coexistence of generalist-specialist e.g. species 1 and 3 (Figure 7.5A);
(ii) coexistence of generalist-specialist e.g. species 2 and 3 (Figure 7.5B);
(iii) persistence of dominant generalist e.g. species 2 (Figure 7.5C).
This observation contrasts with the prediction of the 2-D model (plus signs); in this
case, the 2-D model shows bi-stable behaviour near the centre:
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(i) multi-species coexistence (Figure 7.5A, B);
(ii) coexistence of both generalists (Figure 7.5C).
We also find that coexistence of both generalists is the only possible outcome in the
2-D model (plus signs) when D = 0.004 for different initial abundances (Figure 7.5D,
E, F). In this case, priority effects are weakened in the 2-D model as dispersal intensity
increases. However, in the 1-D model (solid lines), priority effects persist in which com-
petitive exclusion occurs with either one of the generalist species survives throughout
the entire locations.
7.3.3 When the predictions of priority effects are similar in the 1-D and the
2-D models
In contrast to the previous observation, we also find that the predictions of priority ef-
fects are similar in these two models when there are large differences between species
environmental suitability. To illustrate this observation, we use slice 3 (Figure 7.1F),
and the results of the two models are shown in Figure 7.6 as an example. This figure
depicts the 1-D (solid lines) and 2-D results (plus signs) with D = 0.0015 (first row)
and D = 0.004 (second row) using two initial abundances: initial abundances favour
species 3 (first column); and initial abundances favour species 1 and 2 (second col-
umn). Environmental suitability of species for this case is shown in Figure 7.1F. When
differences in species environmental suitability are relatively large (compare dotted
lines of generalists (e.g. species 1 and 2) in the presence of specialist (e.g. species 3) in
Figure 7.1F), the predictions of priority effects from the 2-D model (plus signs) agree
with those of the 1-D model (solid lines). For instance, priority effects occur when
D = 0.0015 (Figure 7.6A, B) and lead to two different outcomes:
(i) coexistence of generalist-specialist e.g. species 1 and 3 (Figure 7.6 A)
(ii) persistence of dominant generalist e.g. species 1 (Figure 7.6 B).
When dispersal intensity increases (Figure 7.6C, D), we observe that priority effects
disappear in both models. While it is observed that only dominant generalist survives
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FIGURE 7.6: Results of the models in 1-D (solid lines) and 2-D (plus signs) space when
α = 1.5 under different dispersal strength: D = 0.0015 (A,B); D = 0.004 (C,D). The
2-D results correspond to slice 3 (vertical slicing at x = 0.8) of Figure 7.3. These plots
are generated using different initial abundances: initial abundances favour species 3,
N1 (x, y) = 0.1K1 (x, y) , N2 (x, y) = 0.1K2 (x, y) , N3 (x, y) = 0.9K3 (x, y) (left column);
and initial abundances favour species 1 and 2, N1 (x, y) = 0.9K1 (x, y) , N2 (x, y) =
0.9K2 (x, y) , N3 (x, y) = 0.1K3 (x, y) (right column). Carrying capacities are as in Fig-
ure 7.1F. These plots are computed by numerical simulation with MATLAB ode15s solver.
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in the 1-D model for different initial abundances, we find that coexistence of both gen-
eralists are possible in the 2-D model. This finding also supports our earlier observa-
tion (Figure 7.2) that the 2-D model permits more outcomes where species coexistence
is possible, compared to the 1-D model.
7.4 Discussion and Ecological Implications
In this chapter, we demonstrate significant influences of species environmental suit-
ability in a multi-species ecosystem consisting of biotic interactions and local dispersal.
In particular, we investigate multi-species community dynamics in the presence of pri-
ority effects, and consider how this phenomenon and other ecological forces can jointly
shape species presence-absence in the 1-D and 2-D space systems. Overall, we observe
that the predictions of priority effects in these two models are either qualitatively simi-
lar, or they are weakened or strengthened, depending on how different species respond
to environmental conditions and their dispersal intensity.
When biotic interactions are relatively weak (α < 1), we observe more outcomes
where multi-species coexistence is possible in the 2-D models compared to the 1-D
models. In this case, while the 1-D models predict only two-species coexistence is pos-
sible, the 2-D predictions demonstrate the influential roles of dispersal of species from
other locations to their neighbouring sites, which can promote multi-species coexis-
tence. Based on these results, the use of 1-D models should be employed with cau-
tion when considering the influences of different abiotic environments and dispersal
process on the presence-absence of species. This is because some target species may
respond differently to a distinct set of environmental variables, and considering the in-
fluence of only one environmental component and ignoring the other abiotic variables
could sometimes mislead us in predicting the potential presence-absence of dispersing
species.
We also demonstrate that the observations of priority effects are similar in these
two models when the differences in environmental suitability (i.e. Ki) of species are
relatively large (Figure 7.6). In the system that we studied, this case corresponds to
competition between two generalist species and a specialist species. We observe the
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occurrence of priority effects in both models, with coexistence of generalist-specialist
or persistence of dominant generalist are possible. We also find that small differences
between environmental suitability of closely related species lead to different predic-
tions between these two models (Figure 7.5): priority effects are more pronounced in
the 1-D model than in the 2-D model. These observations on the influence of envi-
ronmental suitability on the dynamics of ecological community are qualitatively simi-
lar to what previous studies have found using a lower-dimensional space model [69],
[70]. As discussed in Chapter 3, Godsoe et al. [69] identify two biological mechanisms
that can cause a significant change in the presence-absence of species: when there is a
rapid (respectively, slow) change in competitive outcome between ecologically differ-
ent (respectively, similar) species, small changes in the biology of species result in small
(respectively, large) changes in the range limits of species.
When there is a small difference in environmental suitability of interacting species,
this situation can induce an uncertainty in the predictions of species presence-absence.
It has been observed that the 1-D system exhibits a high degree of sensitivity in the
range-limit predictions (Figure 7.5); initial abundances affect species presence-absence,
and the exclusions of all but one species occur through priority effects in some (or all)
portions of space. In this case, we may require accurate information on biotic interac-
tions, dispersal and initial species abundances as the range limits of species are hard to
predict in the 1-D model. This sensitivity is softened by the inclusion of a second spa-
tial dimension. The dynamics tend to stabilise in the 2-D model: higher-dimensional
system predicts greater chance of species coexistence due to dispersal of interacting
species from neighbouring sites. In some ecological communities, coexistence between
closely related species has been observed [40], [175], and our results may help to ex-
plain this observation; in the system that we studied, coexistence of closely related
species are possible due to the joint influences of dispersal and dimensionality of space.
In this situation, we suggest that the range of possible outcomes will be revealed better
by the 2-D models, as compared to 1-D models.
Additionally, we also highlight another important scenario of when the occurrence
of priority effects differs in the two models. In particular, we illustrate that the obser-
vations of priority effects are more prevalent in the 2-D models than in the 1-D models
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using an example of competitive interactions between a generalist and two specialist
species (Figure 7.4). This situation occurs when generalist species has very high carry-
ing capacity and wide environmental tolerance compared to its competitors. The 1-D
models predict that coexistence of species is impossible, with only generalist species
survives across the whole sites for different initial abundances. However, in the 2-D
models, different combinations of coexisting species are observed, depending on ini-
tial species abundances and dispersal intensity. Dispersal from neighbouring locations
with more abundant populations can sustain impoverished populations and facilitates
coexistence of species [146]. From an ecological viewpoint, this finding is in line with
rescue effect phenomenon from metapopulation theory. In metapopulation models,
interacting species are assumed to occupy habitat patches that are connected by dis-
persal [9], [82]. It has been observed that coexistence of interacting species can occur in
the metapopulation models due to rescue effects; in particular, dispersal of individuals
from other habitat patches rescues the inferior species from being excluded [9]. For in-
stance, experimental evidence using moss banks [71] has confirmed that dispersal can
maintain the abundance of species within patches, and thus prevent species exclusion
through rescue effects.
Overall, our work should serve as a starting point for studying how the impacts of
dimensionality of space and dispersal can combine to result in species coexistence and
the occurrence of priority effects that can strongly shape the range limits of species. We
conclude that space dimensionality is a critical factor driving multi-species community
dynamics. A better understanding of the effects of dimensionality will lead to a better





In this thesis, we have investigated the combined influences of different ecological
forces namely biotic interactions, environmental components, dispersal and stochas-
ticity on the range limits of multiple species. To do this, we employed deterministic
and stochastic models, including interspecific competition, abiotic environments and
dispersal terms. Our models predict species coexistence and the occurrence of priority
effects over a substantial range of parameter values, suggesting that these results are
not very sensitive to the specific choice of parameters. We find that the interaction of
several ecological forces can strongly determine the occurrence of priority effects and
species coexistence in multi-species communities. Our findings are novel because they
contribute to understanding how local dispersal and demographic stochasticity deter-
mine when the presence-absence of species is predictable, as opposed to when it de-
pends on biotic interactions and species establishment order. Our results also provide
guidance on when dispersal process occurring at different scales matter in influencing
coexistence of multiple species. Below we summarize our work, highlight the findings
of the thesis, and discuss several ecological implications of our results.
We began with Chapter 2, which gives a general overview of selected models of
population dynamics and dispersal process. We first derived several deterministic
single-species models using stochastic process and then we discussed a model of bi-
otic interactions, namely competition model. We showed how mathematical methods
such as stability analysis and phase portraits can be used to analyse the possible com-
petitive outcomes between species. We also showed how random walk theory can be
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employed to establish the relationship between random walks as a description of local
dispersal at individual-level and the diffusion equation as a description of local disper-
sal at population-level. We also discussed the concept of non-local dispersal, which can
be used to model dispersal process that occurs over larger distances. Previous works
and developments of different modelling frameworks are also presented in this chap-
ter.
In Chapter 3, by using an ordinary-differential equations model, we showed that
both biotic interactions and abiotic environments determine the range limits of multi-
ple species. We derived analytical expressions for the range limits of species and we
showed that our numerical simulation results are in agreement with analytical results.
We also identified biological mechanisms that can significantly shift the range limits in
multi-species communities. In the presence of priority effects, competitive exclusion
occurs with only one species surviving at any given location. In this case, species range
limits depend on initial abundances and we proposed a bio-control strategy based on
these findings.
Chapter 4 explored the effects of local dispersal on our community dynamics using
a partial-differential equations model. We found that dispersal substantially expands
species ranges when biotic and abiotic forces are present; consequently, coexistence
of species are possible. We also demonstrated that dispersal reduces competitive ex-
clusion effects that occur in no-dispersal case and promotes coexistence of multiple
species. Our results also show that priority effects are still evident in multi-species
communities when dispersal is incorporated into the models. This observation of dis-
persal on priority effects is illustrative, but it may not be general. Other observations
are also possible: in Chapter 5, we showed the conditions under which dispersal first
enhances priority effects (i.e. for moderate dispersal), and then leads to their disap-
pearance (i.e. for strong dispersal) in a multi-species community.
Additionally, in Chapter 5, we investigated the effects of stochasticity on the occur-
rence of priority effects using stochastic IBM. We demonstrated contrasting observa-
tions of stochasticity on priority effects: while this phenomenon is more prevalent in
the stochastic IBM than in the deterministic models for large populations, we observed
fewer occurrences of priority effects in IBM for small populations; in particular, we
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realised that priority effects are eliminated by weaker values of dispersal when popu-
lation sizes are small than when they are large.
Chapter 6 concerned with the effects of different dispersal patterns, namely local
and non-local dispersal, on the predictions of priority effects. We illustrated that prior-
ity effects are more prevalent in the non-local dispersal models (i.e. integro-differential
equations) than in the local dispersal models (i.e. partial-differential equations). Fur-
thermore, we also found that non-local dispersal can have different effects on the presence-
absence of species: although very long-range dispersal can result in exclusion of species,
intermediate-range dispersal can permit multi-species coexistence in comparison to
short-range dispersal or purely local dispersal.
Chapter 7 discussed the interaction of priority effects with dimensionality of space
and local dispersal in shaping the presence-absence of species. By comparing simula-
tion results from the 2-D space model with the 1-D space model, our findings suggested
that knowledge on species’ environmental suitability is crucial in order to improve our
ability to predict the occurrence of priority effects across environments. In terms of
species coexistence, we observed more outcomes where multiple species coexistence is
possible in the 2-D space model compared to the 1-D space model.
Taken together, our findings demonstrate how different ecological forces driving
species coexistence and priority effects can strongly shape the presence-absence of mul-
tiple species. In the absence of biotic interactions, abiotic environments determine the
fundamental niches of species. Biotic interactions such as competition eliminate in-
teracting species from some locations and affect their range limits. Dispersal affects
species ranges in the presence of biotic and abiotic components. We also observe that
multi-species coexistence are possible near the central region, with species diversity
peaks at this location. Ecologically, this observation illustrates an example of a mid-
domain effect, meaning that more species ranges overlap near the centre of a geograph-
ical region [30], [31]. This pattern of species diversity has been observed empirically;
for instance, different studies of small mammals along elevational gradients observe
patterns of mid-domain effect in which species diversity peaks at an intermediate ele-
vation [137], [138].
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The theoretical studies presented here also illustrate that dispersal can exert differ-
ent impacts on community dynamics. One of the main findings of this thesis is the
contrasting effects of dispersal in multi-species communities: dispersal-mediated co-
existence and dispersal-induced extinction. This finding is consistent with a number
of different studies, which show that dispersal can promote or hinder coexistence of
species [21], [23], [46], [48], [160]. From a modelling point of view, our simulation
results on the effects of dispersal on presence-absence of species can be considered as
plausible phenomena since these common predictions are given by different modelling
frameworks e.g. short-distance dispersal (PDE) model, long-distance dispersal (IDE)
model, stochastic (individual-based) model and two-dimensional space (PDE) model.
By examining a family of related models and trying to obtain similar predictions be-
tween these modelling frameworks, we establish that these phenomena are robust, and
they are not restricted to specific details and assumptions of the models. Thus, com-
paring and contrasting the dynamics of different models can help in understanding the
generality of ecological results [195], and may offer important insights into the robust-
ness of model-based predictions of species’ presence-absence.
Our work also highlights the importance of numerical continuation studies in track-
ing both stable and unstable steady states and bifurcation points in order to gain better
understanding of the dynamics of ecological systems. We find that there are thresh-
old values for ecologically-relevant parameters, which can lead to different outcomes
of species interactions e.g. species coexistence, species exclusion and priority effects.
For instance, in the case of intense biotic interactions, our finding suggests a theoret-
ical explanation for the effect of dispersal on priority effects: while the steady-state
characterised by the extinction of focal species is always stable, the steady-state cor-
responding to coexistence of species can lose its stability in a saddle-node bifurcation,
as dispersal intensity changes. This bifurcation point indicates a threshold value in
dispersal strength below which priority effects persist and lead to species coexistence.
Consistent with our observations, contrasting effects of dispersal has also been ob-
served in ecological theory since the seminal work of Levin [126]: he examined the
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dynamics of two species occupying coupled patches involving priority effects; he dis-
covered a threshold mobility rate between these habitat patches. Above this thresh-
old value, exclusion of species is possible; as dispersal decreases below this threshold
value, this situation enhances the likelihood of species coexistence [126]. Similar obser-
vations have been demonstrated experimentally using microorganism communities.
For instance, experimental studies [114] of competition and dispersal process between
E. coli. species discussed in Chapter 1 discover that a weak dispersal can promote
coexistence of the bacterial species [57]. It has also been observed in other experimen-
tal studies [35] that the survival of microorganism populations depend on dispersal
strength: reducing dispersal promotes persistence of yeast population. Other studies
[57], [160] with applications to bacterial communities have also highlighted a critical
influence of dispersal on species diversity. In particular, Reichenbach et al. [160] es-
tablish the occurrence of a threshold dispersal strength: when dispersal exceeds this
threshold value, species diversity is rapidly lost; however, when dispersal is lower
than this threshold value, this situation promotes multi-species coexistence.
Closer examination of our results on different dispersal effects suggest that com-
munity composition is enhanced by local dispersal at moderate levels. In particular,
we show that moderate dispersal enhances the zone of multi-species coexistence. This
finding is in line with several results from the metacommunity framework [18], [191],
which illustrate that an intermediate dispersal strength maximises species diversity. By
using experimental metacommunities consisting of bacterial species, Venail et al. [191]
show that dispersal in heterogeneous environments is important in the maintenance
of biodiversity, with species diversity and productivity peak at medium dispersal lev-
els. This moderate-level dispersal effect is also observed in our investigation using
non-local dispersal models: intermediate-range dispersal can allow multi-species co-
existence compared to short-range dispersal; however, species coexistence is lost when
dispersal process occurs over larger spatial scales. These theoretical findings are con-
sistent with some experimental observations: for instance, Cadotte [18] use metacom-
munities of microbial species connected by dispersal to explore the consequence of
dispersal process occurring at different scales on species diversity; he shows that an in-
termediate dispersal distance enhances the richness of species, but in the cases of short-
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or long-range dispersal, these situations can reduce species richness. By using exper-
imental zooplankton metacommunities, Forbes and Chase [54] show that increasing
dispersal can lead to a decrease in regional species diversity. Another important in-
sight from this observation is the realisation that numerous factors can contribute to an
understanding of species diversity, not only biotic interactions and abiotic variables,
but the spatial scale of dispersal is also crucial.
From a species conservation perspective, a qualitative implication of our results is
that connecting local habitats via movement corridors can have negative impacts for
species diversity at several spatial scales. This observation is in line with research on
metacommunities, which illustrates negative effects of dispersal on species diversity
at larger spatial scale [19]. In practice, conservationists believe that increasing connec-
tivity between habitat patches enhances the possibility of species survival [16], [123],
[165]. Our results show that an increase in connectivity, however, can increase the
risk of species extinction due to the rapid spread of superior species (e.g. competi-
tors and invasive species) into local habitats; when dispersal occurs over larger spatial
scales, this situation can also jeopardise species diversity due to the risk of landing in
unsuitable habitats. Based on these observations, we suggest that the risk of dispersal-
induced extinction should be should be taken into account in the design of such cor-
ridors as a conservation tool. This may require detailed knowledge of dispersal rates
and biotic interactions, as well as information on dispersal patterns of species.
Our findings also demonstrate the influential roles of demographic stochasticity on
community dynamics, and that in some situations, the stochastic model can exhibit
different behaviour compared to its deterministic counterpart. We find that the oc-
currence of priority effects in stochastic models vary with population sizes: for small
populations, there are fewer occurrences of priority effects in the stochastic models
than in the deterministic models. Empirical studies [26] has illustrated that priority
effects are less likely to appear in ecological systems with small populations, and these
observations are in agreement with our theoretical findings. Furthermore, these re-
sults also illustrate an emergent behaviour of stochastic IBM, which can contribute to
additional insights on the dynamics of species interactions. It also shows how such
small-scale interactions coupled with local dispersal occurring at an individual-level
Chapter 8. Concluding Remarks 133
can affect population-level dynamics.
In sum, this study adds to our understanding of the strengths and weaknesses of
different modelling approaches, and the possible implications on the predictions of
species presence-absence. The mathematical models that we explored help us to better
understand how the interplay of several ecological processes can combine to result
in species coexistence and the occurrence of priority effects that strongly determine the
presence-absence of species. It is hope that the insights from our theoretical models will
open the door toward future works in range-limit research and further exploration of
the influences of different ecological processes on multi-species community dynamics.
8.2 Future Work
Some open questions which have arisen during the course of this study are as fol-
lows. One obvious limitation of our studies is the assumptions of symmetric com-
petitive strength and these species have the same dispersal rates. In reality, the in-
teracting species can disperse at different rates depending on their dispersal ability.
They can also exert different competitive pressure and empirical evidence suggests
that the strength of competition is often asymmetric [33], [121]. It has been demon-
strated in some studies [46], [58], [80] that differences in dispersal rates of competitive
systems can modify the outcome of species interactions. Furthermore, previous studies
have shown that asymmetric competitive strength [24], [177] may lead to different dy-
namical behaviours of the models, and thus can influence the observations of species
presence-absence. For further research, it would be interesting to consider the unequal
dispersal rates and asymmetric competition cases, and investigate the resulting dy-
namics of the systems.
In general, the models that we employ describe an example of biotic interactions,
namely competition between multiple species along environmental gradients. In na-
ture, apart from competition, there are numerous types of biotic interactions in multi-
species ecosystems, such as prey-predator and mutualism, all of which can affect com-
munity assembly. Some studies [94] show that predation and competition can interact
with dispersal to shape species range limits. It would be interesting to incorporate
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these different kinds of biotic interactions into the models, and investigate how these
biotic factors can combine with other to ecological forces (e.g. demographic stochastic-
ity and dispersal process) to determine species presence-absence across heterogeneous
environments.
Another intriguing aspect for future research is to validate our theoretical predic-
tions on multi-species community dynamics in experimental studies. Some studies [69]
have attempted to parametrise a two-species competition model extended along envi-
ronmental gradients using experimental data from competing fruit fly species [37], [38];
they found that the range-limits of fruit flies predicted by their models are in agreement
with the experimental studies [37], [38], particularly in the case of ecologically different
competitors. Other studies [114] have explored the important roles of the spatial scale
of ecological processes in maintaining species diversity; by employing experimental
and theoretical approaches, they demonstrated that allowing ecological processes such
as dispersal to occur over small (respectively, large) spatial scale can lead to coexistence
(respectively, extinction) of species [114]. Based on this information, it would be inter-
esting to investigate how the insights from our theoretical models would translate into
species presence-absence emerging in real multi-species communities.
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