We prove a version of Knebusch's Norm Principle for finiteétale extensions of semi-local Noetherian domains with infinite residue fields of characteristic different from 2. As an application we prove Grothendieck's conjecture on principal homogeneous spaces for the spinor group of a quadratic space.
Introduction
Let E/F be a finite field extension and q : V → F a quadratic space over F . Let D q (F ) ⊂ F * (resp. D q (E)) be the subgroup generated by the set of non-zero elements of the field F (resp. E) represented by the form q (resp. q E = q ⊗ F E). The well-known Knebusch's Norm Principle for quadratic forms over fields [5] , [4, VII.5.1] says that N E F (D q (E)) ⊂ D q (F ), where N E F : E * → F * is the norm map. The goal of the present article is to show that the Knebusch's Norm Principle holds for finiteétale extensions of semi-local Noetherian domains with infinite residue fields of characteristic different from 2 (see Theorem 3.2). Previously, the Norm Principle for quadratic spaces over semi-local rings was proved for F of characteristic 0 in [9] . As an application we prove Grothendieck's conjecture on principal homogeneous spaces for the spinor group of a quadratic space (see Theorem 4.1) .
This article is organized as follows. Section 2 is devoted to some preliminary results. In Section 3 we prove the Norm Principle for quadratic spaces over local rings. Finally, we prove Grothendieck's conjecture (Sect. 4).
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Preliminary Lemmas
In the present section we state and prove few auxiliary results which are the main tools in the proof of Theorem 3.2.
2.1. Let F be an infinite field of characteristic different from 2. Let E be a finiteétale F -algebra of degree n. Let (V, q) be a quadratic space over F of rank m. Let (V E , q E ) be the base change of (V, q) via the extension E/F , i.e., V E = V ⊗ F E and q E = q ⊗ F E. Sometimes we identify the vector space V E with the set A m E (E) of E-points of the affine space A m E . 2.2. Since E isétale over F , there exists an element α ∈ E * such that the powers 1, α, . . . , α n−1 form a basis of the F -vector space E. Such an element is called primitive. In other words, E can be written as the quotient F [t]/(f α (t)) of the polynomial ring F [t] modulo the ideal generated by a monic separable polynomial f α (t) of degree n. In this case α is identified with the image of t by means of the quotient map
2.3.
Observe that the subset of primitive elements of E is big enough in the following sense: Let β = b 0 + b 1 α + · · · + b n−1 α n−1 with b 0 , . . . , b n−1 ∈ F be an element of E. Then, for every integer i with 0 ≤ i ≤ n − 1,
j is a polynomial in b 0 , . . . , b n−1 . The condition that β be primitive is the non-vanishing of the determinant of b (i) j and can, thus, be expressed by the non-vanishing of a polynomial d(b 0 , . . . , b n−1 ). We define an open subset P of the Weil restriction R E/F (G m,E ) of the multiplicative group G m,E by
By definition, the set P (F ) of the F -points of P is the subset of primitive invertible elements of E.
2.4 Lemma. Let X be an F -rational variety. Then any non-empty open subset U of X has a rational point.
Proof. The proof follows from the fact that F is infinite.
From this point onwards we will use the following notations and terminology.
2.5.
Assume there is given an element α ∈ P (E) and a vector v ∈ V E such that αq(v) = 1. Denote by f α (t) ∈ F [t] the minimal polynomial of α.
2.6. Let Q be the quadric over E given by
Since the element v is an E-point of Q, the variety Q is E-rational. Set Y = R E/F (Q) to be the Weil restriction of Q (see [2] ). The variety Y is a closed subvariety of dimension (m − 1)n of the affine space
and we have the bijection Y (F ) = Q(E) between the sets of F -points of Y and E-points of Q. Since Q is rational over E, Y is rational over F .
2.7.
In order to define the next variety U we identify R E/F (A m E ) with the affine space M n,m of n × m-matrices over F by choosing {1, α, . . . , α n−1 } as a basis of the vector space E over F . Thus, a vector ω = (ω 0 , . . . ,
, where the entries ω i,j ∈ F are defined by ω j = n−1 i=0 ω i,j α i . For any ω = (ω = , . . . , ω n−1 ) we define ω(t) = (ω 0 (t), . . . , ω m−1 (t)), where ω j (t) = n−1 i=0 ω i,j t i . Note that each ω j (t) is of degree at most n − 1. We define U to be the open subset of the affine space R E/F (A m E ) defined by
Clearly, the coefficients of the polynomial Φ ω (t) ∈ F [t] depend on the choice of the isomorphism R E/F (A m E ) ∼ = M n,m , i.e., they depend on the choice of α. Proof. Since Y is F -rational and U ∩ Y is open in Y , by Lemma 2.4 it is enough to show that U ∩ Y contains a point ρ over the algebraic closureF of the field F . Let g(t) be a polynomial over F such that
Set ρ(t) = g 1 (t)e 1 + g 2 (t)e 2 to be a vector of polynomials overF which can be identified with anF -point of R E/F (A m E ) following 2.7. Then we have
Hence ρ ∈ (U ∩ Y )(F ) is the desired point.
2.9.
Define one more open subset of Y . For that consider a closed subset
where , : V E × V E → E is the bilinear form associated with the quadratic form αq E and {0} E the image of the zero section Spec
2.10 Lemma. There exists ω ′ ∈ V E such that
3 The Norm Principle 3.1. Let R be a semi-local Noetherian domain with infinite residue fields of characteristic different from 2 (in this case 1 2 ∈ R). Let S/R be a finiteétale R-algebra (not necessarily a domain). Let (V, q) be a quadratic space of rank m over R. Let (V S , q S ) be the base change of (V, q) via the extension S/R. Let D q (R) (resp. D q (S)) be the group generated by the invertible elements of R (resp. S) represented by the form q.
The goal of the present section is to prove the following 3.2 Theorem. There is an inclusion of the subgroups of R *
where N S R : S * → R * is the norm map for the finiteétale extension S/R.
3.3.
For simplicity we will consider only the case of local R. By a variety over R we will mean a reduced separated scheme of finite type over Spec R. From this point onwards, by "bar" we mean the reduction modulo the maximal ideal m of R. So that S = S/mS. We will write F for R and E for S. So E/F is a finiteétale algebra.
To prove Theorem 3.2 we need the following auxiliary results.
3.4 Lemma. Let (S m , φ) be a quadratic space over S and let , : S m ×S m → S be the associated bilinear form. Let v ∈ S m be such that φ(v) = 1. Let ω ′ ∈ E m be such that φ(ω ′ ) =1 and v, ω ′ −1 ∈ E * (a unit). Then there exists ω ∈ S m satisfying the conditions
Proof. Ifω is a lift of ω ′ we have φ(ω) = 1 + h and v,ω − 1 = u with h ∈ m and u ∈ R * . Putting
Thus, for λ = −h/2u we have φ(ω) = 1 and since h ∈ m, ω is a lift of ω ′ .
3.5.
Recall that a polynomial f (t) ∈ R[t] is said to be separable if the quotient ring R[t]/(f (t)) is a finiteétale extension of R. Since R is local, a polynomial f is separable iff its reduction f modulo the maximal ideal m is a separable polynomial over R.
3.6. Similar to 2.2, since, S beingétale over R, there exists an element α ∈ S * such that the powers 1, α, . . . , α n−1 form a basis of the free R-module S. As in the case of fields such an element is called primitive. In other words, S can be written as a quotient R[t]/(f α (t)) of the polynomial ring R[t], where f α (t) is a monic separable polynomial called the minimal polynomial for α. In this case α is identified with the image of t by means of the quotient map
3.7. As in 2.3 consider a primitive element α of the extension S/R. An element β ∈ S * can be written as β = b 0 + b 1 α + · · · + b n−1 α n−1 in S * with b 0 , . . . , b n−1 ∈ R. Then, for every integer i with 0 ≤ i ≤ n − 1,
Clearly, each b 
Observe that P (R) is the set of primitive invertible elements of S.
3.8. Following 2.7, for a given primitive element α and any vector ω ∈ V S we define the polynomial Φ ω (t) ∈ R[t] as follows. We identify the free S-module V S with the set of matrices M n,m (R) using {1, α, . . . , α n−1 } as a basis of S over R. Thus, a vector ω = (ω 0 , . . . , ω m−1 ) ∈ V S corresponds to the matrix (ω i,j )
, where the entries ω i,j ∈ R are defined by ω j = n−1
where ω(t) = (ω 0 (t), . . . , ω m−1 (t)) is the vector of m polynomials ω j (t) = n−1 i=0 ω i,j t i of degree at most n−1. Clearly, the coefficients of the polynomial Φ ω (t) depend on the choice of α.
3.9 Lemma. Let α ∈ S be a primitive invertible element of the finiteétale extension S/R. Consider the quadratic space (V S , αq S ) over S. Assume αq(v) = 1 for a vector v ∈ V S . Then there exists an ω ∈ V S such that
(ii) the polynomial Φ ω (t) (defined in 3.8) is separable of degree 2n − 1.
Proof. According to our notation we write V F for V /mV and V E for V S /mV S . The element α ∈ E is a primitive element of E/F . It satisfies the relation αq(v) =1 for the vector v ∈ V E . By Lemma 2.10 applied to α and v there exists ω ′ ∈ V E satisfying the conditions αq(ω ′ ) =1 and v, ω ′ −1 ∈ E * , where , : V E × V E → E is the bilinear form associated with αq. Now apply Lemma 3.4 to the quadratic space (V S , αq S ) and the vectors v ∈ V S , ω ′ ∈ V E . We find a vector ω ∈ V S such that (i) αq(ω) = 1 in S;
Property (ii) implies that the reduction modulo m of the polynomial Φ ω (t) ∈ R[t] coincides with the polynomial Φ ω ′ (t) ∈ F [t]. The polynomial Φ ω ′ (t) is separable of degree 2n − 1 by property (iii) of 2.10. Hence, Φ ω (t) is separable of degree 2n − 1 (see 3.5).
3.10 Lemma. Let (V, q) be a quadratic space over R. Then the group of squares (R * ) 2 is contained in D q (R). In particular, a ∈ D q (R) if and only if a −1 ∈ D q (R).
Proof. For any b ∈ S * and q(u) ∈ R * we have b 2 = q(ub)/q(u) ∈ D q (R).
3.11 Proposition. Let α ∈ S be a primitive invertible element of the finiteétale extension S/R. In particular, the ring S can be written as S = R[t]/(f α (t)), where f α (t) is the minimal polynomial of α.
Proof. By Lemma 3.9 there exists ω ∈ V S such that (i) αq(ω) = 1;
(ii) the polynomial Φ ω (t) is separable of degree 2n − 1.
We have Φ ω (α) = αq(ω) − 1 = 0. This implies Φ ω (t) = c · h(t)f α (t), where c ∈ R * and h(t) is some monic polynomial of degree n − 1. The polynomial h(t) is separable, since Φ ω (t) is separable. Clearly, we have the relation
The proof proceeds by the induction on degree of the extension S/R. The case n = 1 is obvious. Assume that the proposition holds for all finiteétale extensions of degree strictly less than n.
Consider the finiteétale extension T = R[t]/(h(t)) over R, where h(t)
is the polynomial appearing in (1) . Observe that the degree of T /R is n − 1.
Let β be the image of t under the quotient map R[t] → R[t]/(h(t)).
Observe that β is a primitive element of the R-algebra T with the minimal polynomial h(t).
Consider the reduction modulo the ideal (h(t)) of the relation (1). We get 1 = βq(u) in T for some u ∈ V T . By Lemma 3.10 we get β ∈ D q (T ). Substituting t = 0 in (1) we get f α (0) = −1/(c · h(0)). Together with the fact that for the extension
deg(S/R) f α (0), this implies the following chain of relations in R:
Since c is the leading coefficient of the polynomial tq(ω(t)) of degree 2n − 1, it is represented by the form q. Namely, c = q(ω n−1,0 , . . . , ω n−1,m−1 ), where ω n−1,j ∈ R are the leading coefficients of polynomials ω j (t). By the induction hypothesis the norm
. This completes the proof of Proposition 3.11 3.12 Lemma. Consider the multiplicative group G m,S over the semi-local scheme Spec S. Let W be an open subset of G m,S such that for each closed point x ∈ Spec S the fiber W x over x is non-empty. Then there exists b ∈ S * such that b 2 ∈ W (S).
Proof. For each closed point x of Spec S there is an element a x in the residue field of x such that a 2 x ∈ W x . Since S is semi-local there is an element b ∈ S * such that b x = a x in the residue field of x, for each x. Clearly, b 2 ∈ W (S).
Proof of Theorem 3.2. Let a = q(u) ∈ S * for certain u ∈ V S . Consider the non-empty open subset P of R S/R (G m,S ) defined in 3.7. Clearly, each closed fiber of aP over Spec S is non-empty. By Lemma 3.12 there exists an element b ∈ S * such that b 2 ∈ aP (S). It means that α = a −1 b 2 is in P (S), i.e., primitive. Replacing a by α and u by v = u · b −1 , we get αq(v) = 1. Then, by Lemma 3.10 and Proposition 3.11, we get the desired inclusion
3.13. As before let R be a semi-local Noetherian domain with infinite residue fields of characteristic different from 2. Let S/R be a finiteétale R-algebra of degree n. Let (V, q) be a quadratic space over R of rank m. By D 0 q (S) (resp. D 1 q (S)) we denote the set of all even (resp. odd) products of invertible elements of S represented by q S , i.e.,
Observe that D 3.14 Theorem. Let N S R : S * → R * be the norm map. Then
Proof. For a positive integer n we set D 
Grothendieck's conjecture for the spinor group
Let R be a local domain with residue field of characteristic different from 2 and q be a quadratic space over R. Following [6, IV.6] we define the spinor group (scheme) Spin q to be Spin q (R) = {x ∈ SΓ q (R) | xσ(x) = 1}, where σ is the canonical involution, SΓ q (R) = {c ∈ C 0 (V, q) * | cV c −1 ⊂ V } is the special Clifford group and C 0 (V, q) is the even part of the Clifford algebra of the respective quadratic space (V, q) over R. The present section is devoted to the proof of the following result:
4.1 Theorem. Let R be a local regular ring containing an infinite field of characteristic different from 2. Let K be its quotient field. Let q be a quadratic space over R. Then the induced map on the sets of principal homogeneous spaces
has trivial kernel, where Spin q is the spinor group for the quadratic space q.
4.2.
Observe that the theorem is a particular case of Grothendieck's conjecture on principal homogeneous spaces [3] , which states that, for a smooth reductive group scheme G over R, the induced map
Proof. The proof is based on the results of [7] , [10] and [11] .
Assume R is a local regular ring containing a field of characteristic different from 2. Let K be its quotient field. We have the following commutative diagram (see [6, IV.8.2.7] ):
where SN :
2 is the spinor norm. The main result of [7] says that the vertical arrow on the right hand side has trivial kernel (see also [10, 3.4] ). Thus, in order to show that the middle one has trivial kernel, it is enough to check that the induced map on the cokernels coker(SN)(R) → coker(SN)(K) is injective. First, we prove the geometric case. To do that we use the following slight modification of the main result of section 2 of [10] .
4.3 Proposition. Let R be a local regular ring of geometric type over an infinite field. Let F be a presheaf from the category of affine schemes over R to abelian groups. Assume F satisfies the axioms C, E of [10] and the weak versions of the axioms TE, TA, TB of [10] (see 4.4) . Then the canonical map F (R) → F (K) is injective.
4.4.
The weak versions of the axioms TE, TA and TB state
• For a finiteétale R-algebra T (instead of finitely generated projective considered in [10] ) there is given a transfer map T r
• This transfer map is additive in the sense of TA of [10] .
• For a finitely generated projective R[t]-algebra S such that the algebras S/(t) and S/(t − 1) are finiteétale over R there is the commutative diagram of the axiom TB of [10]
The proof of 4.3 follows immediately after one replaces the Geometric Presentation Lemma [8, 10 .1] used in section 1.1 of [10] by its stronger (étale) version 4.5 Lemma (Étale Geometric Presentation Lemma). Let R be a local essentially smooth algebra over an infinite field k, m its maximal ideal and S an essentially smooth k-algebra which is an integral domain and finite over the polynomial algebra R[t ′ ]. Suppose that e : S → R is an R-augmentation and let I = ker e. Assume that S/mS is smooth over the residue field R/m at the maximal ideal e −1 (m)/mS. Then, given a regular function f ∈ S such that S/(f ) is finite over R, we can find a t ∈ I such that
• There is an ideal J comaximal with I and such that I ∩ J = (t);
• (f ) and J are comaximal; (f ) and (t − 1) are comaximal;
• S/(t) isétale over R; S/(t − 1) isétale over R.
Proof. See [11, 6.1] Consider the presheaf of abelian groups F : T → coker(SN)(T ). According to 4.3 to prove the mentioned injectivity we have to show that the functor F satisfies axioms C, E and the weak versions of axioms TE, TA, TB of [10] (see 4.4). Axioms C, E, TA and TB hold by the same arguments as in sections 3.2 and 3.4 of [10] .
Consider, for instance, the proof of axiom E. First, following the proof of E.(a) and E.(b) of [10, 3.2] for a given quadratic space q over R we construct the R-algebraS, two quadratic spaces q 1 = q ⊗ AS and q 2 = q ⊗ RS over S and the isomorphism Ψ between them such that the restrictions q 1 | R and q 2 | R coincide with q and the restriction Ψ| R is the identity. Then following the proof of E.(c) the isomorphism Ψ induces a commutative diagram
for anyS-algebra T . Taking the cokernels of the vertical arrows we obtain the desired functor transformation Φ : F 1 (T ) → F 2 (T ) of E.(c). Hence, in order to prove the injectivity, it remains to produce a welldefined transfer map T r S R : F (S) → F (R) for any finiteétale extension S/R of a local regular ring of geometric type over an infinite field.
To produce such a map it suffices to take the norm map N Finally, to extend our result to the case of a local regular ring R containing an infinite field of characteristic different from 2 we use Popescu's approximation theorem [11, 7.5] . We refer to the item 1 of section 5 of [10] for the precise arguments.
