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ABSTRACT
We present radiation hydrodynamic simulations of collapsing protostellar cores with initial masses
of 30, 100, and 200M⊙. We follow their gravitational collapse and the formation of a massive pro-
tostar and protostellar accretion disk. We employ a new hybrid radiative feedback method blending
raytracing techniques with flux-limited diffusion for a more accurate treatment of the temperature and
radiative force. In each case, the disk that forms becomes Toomre-unstable and develops spiral arms.
This occurs between 0.35 and 0.55 freefall times and is accompanied by an increase in the accretion
rate by a factor of 2–10. Although the disk becomes unstable, no other stars are formed. In the case of
our 100 and 200M⊙ simulation, the star becomes highly super-Eddington and begins to drive bipolar
outflow cavities that expand outwards. These radiatively-driven bubbles appear stable, and appear
to be channeling gas back onto the protostellar accretion disk. Accretion proceeds strongly through
the disk. After 81.4 kyr of evolution, our 30M⊙ simulation shows a star with a mass of 5.48M⊙ and
a disk of mass 3.3M⊙, while our 100M⊙ simulation forms a 28.8M⊙ mass star with a 15.8M⊙ disk
over the course of 41.6 kyr, and our 200M⊙ simulation forms a 43.7M⊙ star with an 18M⊙ disk in
21.9 kyr. In the absence of magnetic fields or other forms of feedback, the masses of the stars in our
simulation do not appear limited by their own luminosities.
Subject headings: accretion disks — hydrodynamics — methods: numerical — radiative transfer —
stars: formation
1. INTRODUCTION
The formation of high-mass stars (M & 8 M⊙) has
been a subject of intense study and considerable contro-
versy for several decades. Despite being slight in abun-
dance, with only 2 or 3 high-mass stars for every 100,
they exert enormous influence on the galaxies and host
clusters in which they reside (Zinnecker & Yorke 2007).
Their extreme nature demands attention because the
mechanisms of their formation are not immediately ob-
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vious. A defining feature of massive stars is that the
timescale for their gravitational contraction, the Kelvin-
Helmholtz time, is shorter than the timescale for accre-
tion. This implies that the star begins nuclear burning
before it has finished accreting to its final mass. During
this phase, powerful feedback mechanisms due to radia-
tion pressure and photoionization (Larson & Starrfield
1971) become important—mechanisms that are either
absent or insignificant for low-mass star formation.
Observations exist for stars in excess of 150M⊙
(Crowther et al. 2010). The 30 Doradus region inside the
Large Magellanic Cloud contains at least 10 stars with
initial masses in excess of 100 M⊙ (Doran et al. 2013).
There is no consensus on the precise upper mass limit for
stars, although it may lie somewhere within 150–300 M⊙
(Figer 2005; Crowther et al. 2010). Assuming that such
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masses can be reached by accretion, then we must ask
whether the accretion proceeds through a circumstellar
disk alone, or additionally through other mechanisms. In
addition, a large body of theoretical and numerical work
shows that it is essential to adopt a three-dimensional
treatment that includes a careful implementation of the
radiation field. Many different theoretical and observa-
tional approaches have been undertaken to address this.
Massive stars are expected to reach the main sequence
while still deeply embedded in the molecular envelopes
(Stahler et al. 2000). This makes observing high-mass
protostars and their circumstellar disks challenging, al-
though a growing number of candidates have been de-
tected in recent years. Beltran & de Wit (2015) summa-
rize the observations of accretion disks around luminous
young stellar objects (YSOs). Where observations of cir-
cumstellar disks are available, their rotation rates appear
consistent with Keplerian velocities. For massive proto-
stars (M∗ = 8–30 M⊙), accretion disks generally range in
size from a few hundred AU to a few thousand AU. These
sizes are consistent with the disks formed in simulations
presented in this paper.
Observations with the Atacama Large Millime-
ter/submillimeter Array (ALMA) are also revealing
the properties of disks around massive protostars.
Very recent observations highlighted the discovery of a
Keplerian-like disk around a forming O-type star, AFGL
4176 (Johnston et al. 2015). Model fits to line and con-
tinuum emission are consistent with a 25 M⊙ star sur-
rounded by 12 M⊙ disk with a radius of 2000 AU. The ve-
locity structure, as traced by CH3CN, is consistent with
Keplerian rotation. These observations are in excellent
agreement with the results of our simulations of a 100
M⊙ protostellar core.
Early 1D calculations sought to estimate the upper
mass limit for stars, given that the accretion flow onto
a star should be halted at some critical luminosity. The
Eddington Limit describes this maximal luminosity and
depends on the ratio of radiative to gravitational forces,
including the specific opacity of the gas and dust. Since
the luminosity scales with the mass of the star more
strongly than gravity, there should exist a natural up-
per mass limit for stars in the spherically-averaged case.
Studies such as Larson & Starrfield (1971); Kahn (1974);
Yorke & Kru¨gel (1977) found upper mass limits around
20–40 M⊙, although such calculations are always sensi-
tive to the choice of dust model. The interstellar medium
is about 1% dust by mass. Stellar radiation impinges on
dust particles, imparting momentum. This momentum
is transferred to the gas via drag forces. In 1D, a suffi-
ciently luminous star (roughly 20 M⊙ or more) should be
able to arrest and even reverse the accretion flow via ra-
diation pressure alone, thus setting an upper mass limit
for the star. How one chooses to model the dust opacity
will affect the upper mass limit that results from these
kinds of 1D calculations.
These theoretical 1D mass limits have been confirmed
by simulations (Yorke & Kru¨gel 1977; Kuiper et al.
2010a). Kahn (1974) suggested that the envelope of ma-
terial around the protostar would likely fragment, lead-
ing to anisotropic accretion. The importance of geometry
was later shown (Nakano 1989) and circumstellar disks
highlighted as an accretion channel. These disks form
easily in the presence of rotation. Yorke & Sonnhalter
(2002) studied slowly-rotating nonmagnetic cores in 2D
simulations that assumed axial symmetry. Their sim-
ulations modeled the collapse of high-mass cores and
included frequency-dependent radiation feedback han-
dled via flux-limited diffusion (FLD). The effect of
the disk is to channel radiation into the polar direc-
tions, a phenomenon known as the “flashlight effect”
(Yorke & Bodenheimer 1999). This radiation is also
most responsible for radiative accelerations. Even so,
Yorke & Sonnhalter (2002) still only formed stars with
masses . 43M⊙.
Radiatively-driven outflows are expected to form in the
vicinity of massive stars. Krumholz et al. (2009), using
a frequency-averaged flux-limited diffusion approach to
radiative transfer, proposed that as the stars become
more luminous, rather than blowing away all the gas en-
veloping the cavity, radiation would pierce through the
cavity wall. Meanwhile, dense fingers of material would
rain back down onto the massive protostar. This “ra-
diative Rayleigh-Taylor” instability is analogous to the
classical Rayleigh-Taylor instability, but with radiation
taking the place of the lighter fluid. These instabili-
ties may allow the star to continue accreting material.
Jacquet & Krumholz (2011) showed that these instabili-
ties can arise under the right circumstances even around
Hii regions.
This mechanism, however, may not be necessary to ex-
plain how massive stars achieve their prodigious masses.
Kuiper et al. (2010a) demonstrated that with a much
more accurate treatment of the radiation field, including
both FLD as well as ray-tracing of energy directly from
the star, disk accretion alone was sufficient to achieve
stellar masses larger than any previously achieved in a
simulation.
The question becomes whether a classically two-
dimensional fluid instability holds in a 3D environment,
and whether it is appropriate to model the stellar ra-
diation field as a fluid. Kuiper et al. (2010b) decom-
posed the radiation field into a direct component and
a diffuse component. The diffuse component, which con-
sisted entirely of thermal radiation re-emitted by dust,
was handled by an FLD solver. Meanwhile, the di-
rect component consisted of the stellar radiation and
was treated by a multifrequency raytracer. In simula-
tions using this “hybrid” technique for radiation trans-
fer, the radiative Rayleigh-Taylor instability was absent
(Kuiper et al. 2012). Kuiper et al. (2010a) found that it
was necessary to model and to resolve the dust subli-
mation front around the accreting protostar. With dust
sublimation, matter becomes transparent to radiation in
the extreme vicinity of the protostar. Rather than being
blown away, it can now be accreted by the protostar.
These and subsequent simulations have shown that
stars in excess of 100M⊙ may form by disk accretion
without the need for new fluid instabilities (Kuiper et al.
2010a, 2011, 2012). However, these simulation also have
their limitations. They were performed on grids with a
spherical geometry and a sink cell fixed at the center.
The advantage of this geometry is that it allowed for
extremely high resolution near to the source. The radial
grid resolution increases logarithmically towards the cen-
ter. Kuiper et al. (2010a) was able to resolve down to 1
AU in the vicinity of the star. Raytracing is also easy
to implement in this geometry as rays travel only along
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the radial dimension. The disadvantage of this setup
is that it only handles a single immovable source, fixed
at the center. Fragmentation of the pre-stellar core was
neglected, and the source cannot drift even as the disk
becomes gravitationally unstable. While the resolution
at small radii is very good, large-scale structure (partic-
ularly at large radii) are poorly resolved. These would
be better handled in an adaptive mesh framework.
The combined limitations of this body of work mo-
tivated our implementation of hybrid radiation trans-
port on an adaptive, 3D Cartesian grid in flash
(Klassen et al. 2014), first for the study of massive stars
and their outflow cavities, then more general problems
of star formation in clusters. In Klassen et al. (2014) we
demonstrated the accuracy of our method in solving the
radiative transfer problem with a battery of benchmark
tests, most of which were static. In this paper, we apply
our method to the dynamical problem of following the
gravitational collapse of a molecular cloud core to form
a massive protostar. We also describe improvements and
some necessary modifications that were made to the code
in order for us to simulate massive star formation.
We performed three different computationally-intense
simulations of protostellar cores collapsing gravitation-
ally. These cores were of three different initial masses,
30 M⊙, 100 M⊙, and 200 M⊙, respectively. Their ini-
tial conditions emulated earlier studies of massive star
formation, but that had different radiatively feedback
techniques or different grid geometries. In our case, we
formed only a single massive star in each simulation, with
final masses of 5.48M⊙, 28.8M⊙, and 43.7M⊙. The sim-
ulations were run for 81.4 kyr (0.85 tff), 41.6 kyr (0.79 tff),
and 21.9 kyr (0.59 tff), respectively. The formation of a
massive protostar was accompanied by the formation of
an accretion disk that grew in mass until becoming unsta-
ble, triggering a factor of 2–10 increase in the accretion
rate, but which did not undergo further fragmentation
into mutlpile stars. The strong radiative feedback from
the massive protostars did not halt accretion, which con-
tinued through the disk, but launched radiatively-driven
bubbles in the 100M⊙ and 200M⊙ simulations, in which
the stars had super-Eddington luminosities.
Below we describe the setup of these simulations and
their results in detail. Section 2 provides the background
to the physical and numerical models we employ. Section
3 details the simulation setup. The results of these simu-
lations is discussed in section 4, while some nuances and
caveats, as well as the direction of future simulations is
discussed in section 5. We summarize our results in sec-
tion 6.
2. PHYSICAL AND NUMERICAL MODEL
2.1. Radiation Transfer
The details of our radiative transfer method are cov-
ered in Klassen et al. (2014), but we summarize the ba-
sics of the method here. The code was further de-
veloped to handle dynamical star formation calcula-
tions. These improvements are described in sections
2.2 and 2.3. The radiation field is decomposed into a
direct, stellar component and a diffuse, thermal com-
ponent (Wolfire & Cassinelli 1986; Murray et al. 1994;
Edgar & Clarke 2003; Kuiper et al. 2010b), for which we
can apply different methods that are better suited to each
type of radiation:
F = F ∗ + F r (1)
The direct radiation flux from a protostar F∗(r) mea-
sured a distance r from the star is given by
F∗(r) = F∗(R∗)
(
R∗
r
)2
exp (−τ(r)) , (2)
where F∗(R∗) = σT
4
eff is the flux at the stellar surface R∗,
where σ is the Stefan-Boltzmann constant and Teff the ef-
fective surface temperature of the protostar. The stellar
flux is attenuated both geometrically with distance from
the source, and by intervening material that is scattering
or absorbing starlight. The latter effect is captured by
the exponential term in Eq. 2, where
τ(r) =
∫ r
R∗
κ(T∗, r
′)ρ(r′)dr′ (3)
is the optical depth.
Raytracing is a method that is well-suited for treat-
ing the direct radiation field, determining for each grid
cell the flux of photons arriving directly from the pho-
tosphere of any stars within the simulation. A ray-
tracer making use of the fast voxel traversal algorithm
(Amanatides et al. 1987) is used to calculate optical
depths to every cell in the computational domain, from
which we calculate the local stellar flux. This flux de-
pends on the integrated optical depth along the ray. The
amount of stellar radiation absorbed by a grid cell de-
pends on the local opacity,
∇ · F∗(r) ≈ −
1− e−κP (T∗)ρ∆r
∆r
F∗(r) (4)
where κ is the specific opacity and ρ is the matter density.
This absorbed energy enters the coupled energy equa-
tions as a source term:
∂(ρǫ)
∂t
=−κPρc
(
aRT
4 − Er
)
−∇ · F ∗ (5)
∂Er
∂t
+∇ · F r=+κPρc
(
aRT
4 − Er
)
(6)
Here Er is the radiation energy, κP is the Planck opac-
ity, and aR is the radiation constant. The temperature
in Equation 5 is solved for implicitly (see Section 2.3),
which is used in equation 6. Equation 6, in turn, is solved
implicitly using the flux-limited diffusion approximation
(Levermore & Pomraning 1981),
F r = −
(
λc
κRρ
)
∇Er , (7)
where κR is the Rosseland mean opacity, c is the speed
of light, and λ is the flux-limiter. Different choices for
the flux limiter have been made in the literature, and are
based on slightly different assumptions about the angular
distribution of the specific intensity of the radiation field.
The flux limiter always takes on values between 0 and 13
(Levermore & Pomraning 1981; Turner & Stone 2001).
We use the Levermore & Pomraning (1981) flux lim-
iter, one of the most commonly used,
λ =
2 +R
6 + 3R+R2
, (8)
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with
R =
|∇Er|
κRρEr
. (9)
Another popular choice of flux limiter is the one by
Minerbo (1978).
The advantage of FLD methods is their speed and rela-
tive accuracy in regions of high optical depth. And while
massive stars form in very dense envelopes of molecular
gas (Sridharan et al. 2002; Hill et al. 2005; Klein et al.
2005; Beltra´n et al. 2006), within the dust sublimation
front, or inside the radiatively-driven outflow cavities
that form around massive stars, the radiation field is
highly anisotropic. The FLD approximation, however,
assumes that flux is in the direction antiparallel to the
gradient of the radiation energy Er. FLD methods can
become less accurate in regions transitioning from op-
tically thin to optically thick, or in regions with highly
anisotropic radiation fields.
The addition of stellar sources of radiation in FLD-only
radiation transfer codes is often handled via an isotropic
source term that considers the luminosity of the star:
∂Er
∂t
+∇·
(
λc
κRρ
∇Er
)
= κPρc
(
aT 4 − Er
)
+
∑
n
LnW (x−xn)
(10)
The coupling of radiation energy from the stars to the
gas is mediated by a weighting function centered on the
stellar locations and appears as a source term in the radi-
ation energy diffusion equation. The weighting function
W , which might be a spherical Gaussian function, medi-
ates the radiation energy contributed by a sink particle
n, located at xn, which has a luminosity Ln. The lumi-
nosity may be computed via a model for protostellar evo-
lution or an estimate based on a zero-age main sequence
(ZAMS) star, but if the weighting function is symmet-
ric, then the radiation is still administered isotropically.
Unfortunately, these regions, if circumstellar disks are
present or assumed, are often the grid cells where the
radiation field can be very anisotropic.
Using solely a raytracer has major disadvantages as
well. For computational efficiency, scattering and non-
stellar source terms are often neglected, which im-
plies that this method is accurate only in optically
thin regions where the radiation field is dominated by
stellar sources. In reality, the presence of optically
thick regions means radiation is absorbed, re-emitted
at lower energy, or scattered by particles. This oc-
curs especially in the envelopes around massive proto-
stars, where the gas and radiation become tightly cou-
pled. For reasons of technical complexity or computa-
tional cost, raytracers have typically been avoided for
dynamical star formation calculations, though Monte
Carlo raytracers are sometimes used in post-hoc analy-
sis of data. In numerical simulations, diffusion codes are
popular, which perform well under conditions of tight
matter-radiation coupling. That said, Buntemeyer et al.
(2015) re-implemented a characteristics-based raytracer
in flash to calculate the mean radiation intensity at
each cell using the Accelerated Lambda Iteration (ALI)
approach (see Trujillo Bueno & Fabiani Bendicho 1995),
allowing for dynamical star formation simulations with-
out a major loss of accuracy.
Monte Carlo raytracers are another species of raytracer
worth mentioning because of their popularity and accu-
racy. These follow the path of many photon packets and
solve the full radiative transfer problem including many
generations of photon absorption, re-emission, and scat-
tering. With enough simulated photons, highly accu-
rate estimations of temperature may be made. How-
ever, these methods are so computationally expensive
that they are not typically implemented in dynamical
calculations. There are exceptions, however. Dynami-
cal simulations with Monte Carlo radiative transfer were
performed by Harries et al. (2014); Harries (2015).
By decomposing the radiation field into a direct com-
ponent and a diffuse component, and computing the first
via a raytracer and the second via the diffusion approxi-
mation, the worst flaws of each method are minimized. It
is not that different radiative transfer methods are active
in different parts of the grid. Rather, at each location in
the grid, the raytracer is computing the incident stellar
flux, though it may be extremely attenuated far from
any sources. Meanwhile, the FLD solver is also operat-
ing on the entire grid to diffuse the thermal radiation,
with the incident stellar flux appearing as a source term.
This is how the two methods are linked. As a result, we
compute a more accurate equilibrium gas temperature
and radiative force. The flashlight effect is enhanced and
circumstellar disks more effectively shield incoming ma-
terial from stellar radiation.
The validity of this hybrid radiative transfer approach
and its application to various problems of star formation
has been demonstrated by Kuiper et al. (2010b, 2012);
Kuiper & Klessen (2013); Klassen et al. (2014) and the
method has been implemented in other adaptive mesh
codes (Ramsey & Dullemond 2015).
2.2. Further developments of the hybrid radiation
transfer code
Since the publication of Klassen et al. (2014), we have
been applying our code to gravitational collapse calcu-
lations. One drawback of the previous implementation
was that our hydrodynamics solver was not taking into
account any dynamical effects resulting from gradients
in the radiation field. The only direct consequence of
the diffuse thermal radiation field was the addition of an
isotropic radiation pressure, Prad = Er/3, to the total
pressure.
We have now switched our hydro solver from a split
method to the unsplit hydro solver included in flash,
with modifications for handling radiation in the flux-
limited diffusion approximation that follow the equations
of Krumholz et al. (2007), which are similar to the im-
plementation described in Zhang et al. (2011). Our sim-
ulations were done with a pre-release version of this mod-
ified unsplit hydro solver. It has since been released as
part of flash version 4.3. Diffuse thermal radiation no
longer contributes an isotropic radiation pressure to the
total pressure. Instead, the gradient of the radiation en-
ergy density and the flux limiter are considered in the
momentum equation (see Equation 12 below).
Directionally split solvers sequentially consider rows of
cells in 1D and solve the Riemann problem at cell bound-
aries. The x, y, and z dimensions are solved in turn.
Unsplit solvers consider a larger kernel of cells and can
include more cross-terms in the solving of the hydrody-
namic equations. Unsplit solvers are better at minimiz-
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ing grid artifacts and preserving flow symmetries.
The relevant set of radiation hydrodynamic equations
follows the mixed-frame formulation of Krumholz et al.
(2007), keeping terms up to O(v/c) and dropping terms
insignificant in the streaming, static diffusion, and dy-
namic diffusion limits. Mixed-frame implies that the ra-
diation quantities are written in the lab frame, but fluid
quantities, in particular the fluid opacities, are written in
the comoving frame. The approach begins with writing
the radiation hydrodynamics equations in the lab frame,
applying the flux-limited diffusion approximation in the
comoving frame, and then transforming back into the lab
frame and retaining terms to order v/c. The mixed-frame
approach is advantageous because it conserves total en-
ergy and is well-suited for AMR codes. For a detailed
derivation, see Krumholz et al. (2007).
In practice, it is not exclusively the domain of the
hydro solver to operate on the set of equations below.
Rather, like most similar astrophysics codes, flash em-
ploys operator-splitting for handling diffusion and source
terms. The most important feature of the solver modi-
fications mentioned above consists in making the hydro
solver “flux-limiter aware”, rather than restricting the
effect of flux limiting to the diffusion solver.
flash solves the following equations for the mass, mo-
mentum, internal energy of the gas and radiation field
energy density:
∂ρ
∂t +∇ · (ρv) = 0 (11)
∂(ρv)
∂t +∇ · (ρvv) +∇p+ λ∇Er =
κP
c F ∗ − ρ∇Φ(12)
∂(ρe)
∂t +∇ · (ρev + Pv) = −κPρc
(
aRT
4 − Er
)
+λ
(
2κPκR − 1
)
v · ∇Er −∇ · F ∗ (13)
∂Er
∂t −∇ ·
(
cλ
κRρ
∇Er
)
= −∇ ·
(
3−f
2 Erv
)
+κPρc
(
aRT
4 − Er
)
− λ
(
2κPκR − 1
)
v · ∇Er (14)
In the above equations, ρ, v, p, e, and T are the gas
density, velocity, pressure, specific internal energy, and
temperature, while Er, λ, c, and aR are the radiation
energy density, the flux limiter, the speed of light, and
the radiation constant. Φ is the gravitational potential.
κP and κR are the Planck and Rosseland mean opacities.
f denotes the Eddington factor,
f = λ+ λ2R2. (15)
In the optically-thick limit, the flux limiter λ and the
Eddington factor f both approach 1/3, whereas in the
optically-thin limit these approach 0 and 1, respectively.
This set of equations becomes equivalent to the one
solved in Klassen et al. (2014) under the following sim-
plifications: first, replace all ocurrences of λ and f , ex-
cept in the diffusive term of (14), by the value appropri-
ate for the diffusion limit, 1/3; second, omit the Lorentz
transformation terms.
The Appendix of Klassen et al. (2014) also no longer
applies, since we have since switched to a two-
temperature model. flash ’s original flux-limited diffu-
sion solver was designed to handle separate electron and
ion matter species, and the Appendix to Klassen et al.
(2014) described how equilibrate their temperatures. We
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Fig. 1.— Temperature profile of a 1D subcritical radiating
shock with a gas velocity of v = 6 km/s at a time t = 5.8 × 104
s. The red solid line and green dashed line indicate the matter
and radiation temperatures, respectively. Gray horizontal dashed
lines were added to indicate the semi-analytic estimates for the
temperature in the preshock, shock, and postshock regions. Stated
temperatures are the semi-analytic estimates for the various
regions surrounding a subcritical shock.
have done away with this distinction and deal only with
a single matter species (molecular gas).
We tested the flux-limiter-aware hydro solver on a clas-
sic benchmark for the combined effects of radiation and
fluid motion, the 1-D critical radiation shock test. In this
setup, gas flows at a given speed to the left and strikes a
wall, which we implement as a reflecting boundary con-
dition. This creates a shock that travels upstream. The
compressed gas is heated and radiates energy upstream.
The radiation field is coupled to the gas, and so the in-
coming material is preheated before encountering the
shock. Semi-analytic estimates by Mihalas & Mihalas
(1984) allow for the comparison of measured tempera-
tures.
The test is described in greater detail in Klassen et al.
(2014). We use a ratio of specific heats γ = 5/3 and a
mean molecular weight µ = 0.5. In Klassen et al. (2014),
we obtained adequate results with our radiation code
on this benchmark, but our preshock temperature for
the subcritical case where overshooting the semi-analytic
value considerably (by ∼ 20%).
Figure 1 gives the revised calculation using the cur-
rent version of hydrodynamics and radiation modules.
The postshock temperature of T2 = 717 K agrees to
within 2% of the semi-analytic estimate. The temper-
ature (T+ = 792 K) inside the shock agrees with the an-
alytic value of 782 K to within 2%. Finally, the preshock
temperature, where our code previously had the most
difficulty matching semi-analytic estimates, is T− = 125
K, compared to an expected value of 111 K—a difference
of 13%.
In simulations of supercritical shocks, the revised
code showed no major improvements over the results of
Klassen et al. (2014).
2.3. Temperature Iteration
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In Klassen et al. (2014), equation 21, we expressed the
implicit temperature update as
T
n+1 =
3aRα (T
n)4 + ρcV T
n + αEn+1r −∆t∇ · F ∗
ρcV + 4aRα (Tn)
3
, (16)
where we have used α ≡ κnPρc∆t. The approach follows
Commerc¸on et al. (2011b) and involves a discretization
of the coupled energy evolution equations, followed by a
linearization of the temperature term, (T n+1)4. We have
now added a Newton-Raphson iteration to the temper-
ature update (Eq. 16), which was not previously neces-
sary because all of the benchmark tests in Klassen et al.
(2014) involved either very short timesteps or were static
irradiation tests. In a star formation simulation, the time
steps are much longer, and the temperature in a cell could
change by a significant amount (more than 10%) in a
single time step. The emission term scales as T 4 and
the opacities are also temperature-dependent. When the
equations of internal and radiation energy transport were
discretized, we retained the opacity κ from the previous
time index n because κ = κ(T (n)) is a function of tem-
perature T and the updated temperature T (n+1) had yet
to be determined. Provided the temperature does not
change dramatically, this approach is acceptable, but in
our later dynamical calculations involving star formation,
longer timesteps and strong irradiation from the massive
protostar meant that Equation (16) needed to be applied
via a Newton-Raphson iteration. We thus modified the
code to cycle the temperature update until the changes
fell within safe tolerances: a minimum of 3 iterations, a
minimum relative error of 10−5, and a minimum absolute
error of 1 K.
2.4. FLASH
We have implemented the above radiative trans-
fer method in the publicly available general-purpose
magnetohydrodynamics code flash (Fryxell et al. 2000;
Dubey et al. 2009), now in its fourth major version.
flash solves the equations of (magneto)hydrodynamics
using the high-order piecewise-parabolic method of
Colella & Woodward (1984) on an Eulerian grid with
adaptive mesh refinement (AMR) by way of the
PARAMESH library (MacNeice et al. 2000). Flux-
limited diffusion is handled via a general implicit diffu-
sion solver using a generalized minimum residual (GM-
RES) method (Saad & Schultz 1986) that is part of
the HYPRE libraries (Falgout & Yang 2002) for paral-
lel computation.
2.5. Pre-main sequence evolution and sink particles
flash has a modular code framework and can thus
be easily extended with new solvers and physics units. It
has been modified to handle Lagrangian sink particles for
representing stars (Federrath et al. 2010) or star clusters
(Howard et al. 2014). These particles exist within code
grid and interact with the gas in the grid via mutual grav-
itation. A sink particle represents a region in space that
is undergoing gravitational collapse. They were first im-
plemented in grid codes because it was computationally
infeasible to continue resolving the gravitational collapse
of gas down to stellar densities. Instead, regions of run-
away collapse are identified and sink particles created in
their place. We understand that at the center of a sink
particle resides a protostar that accretes from the gas
reservoir around it—any gas above a threshold density is
added to the mass of the particle (see details in section
3.1).
The pre-main sequence evolution of a protostar in-
volves changes in stellar structure that result in changes
in radius, effective surface temperature, and luminosity.
For massive stars, they continue to grow and accrete ma-
terial even after they have reached the main sequence.
When modeling the radiative feedback of stars, it is im-
portant to capture all of these transitions. The amount
of radiation injected into the simulation depends heavily
on how the stellar properties are modeled.
Klassen et al. (2012b) explored the pre-main-sequence
evolution of protostars and a protostellar model was im-
plemented in flash based on the one-zone model de-
scribed in Offner et al. (2009). The star is modeled as
a polytrope, and the stellar properties (mass, radius, lu-
minosity, effective surface temperature) are evolved self-
consistently as the star accretes material. The model
was designed with high accretion in mind and is ro-
bust even when accretion rates are highly variable or
episodic. We demonstrated in Klassen et al. (2012b)
that one-zone protostellar evolution models can han-
dle high and extremely variable accretion rates. We
compared our results to Hosokawa & Omukai (2009),
who had a more sophisticated treatment of the stel-
lar structure evolution for massive protostars with
high accretion rates and showed acceptable agreement
(but see Haemmerle´ & Peters 2016 for a critical assess-
ment of high-mass pre-main-sequence evolution models).
Krumholz et al. (2009) also use protostellar evolution
model. While not perfect, these models represent a more
accurate treatment of the protostellar evolution, espe-
cially the stellar radius and surface temperature, than
the traditional approach of fitting to a ZAMS model.
These stellar properties are of great importance when
calculating radiative feedback. The evolution of the sink
particles formed in our simulations is described in section
4.1.
In each simulation, we witnessed the sink particle form
at the center of the simulation volume. Given the compa-
rable disk and stellar masses during the early evolution
of the system, when the disk did become gravitationally
unstable, the sink particle was perturbed from its loca-
tion at the center of the simulation volume. The total
displacement over the course of the simulation was less
than 1000 AU in each simulation, almost all of which
was in the plane of the disk. The higher the mass of the
initial protostellar core, the less the sink particle moved.
2.6. Opacity and Dust Model
For radiative transfer calculations, we must consider
the properties of interstellar dust. In the typical in-
terstellar medium, the dust-to-gas ratio is about 1%
by mass. We use the opacity tables of Draine & Lee
(1984) that compute the optical properties of interstellar
dust composed of graphite and silicates. These opaci-
ties we average over frequency to compute temperature-
dependent dust opacities. In Figure 2 of Klassen et al.
(2014) we showed the matter temperature-dependent
Rosseland and Planck mean dust opacities. The former
is appropriate for treating radiation in the diffusion ap-
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proximation, whereas we use the latter when calculating
the absorption or emission of radiation by dust. We use
the same opacities in this paper.
We assume Tgas = Tdust = Tmatter, which is appro-
priate for most simulations of massive star formation,
and which most FLD simulations assume. We distin-
guish between matter and radiation (Tr = (Er/aR)
0.25)
temperatures, which exchange energy via emission and
absorption. A third temperature that we calculate is the
surface effective temperature of the star, which is used
to calculate the direct radiative flux from the star.
The opacities are calculated for temperatures ranging
between 0.1 K to 20000 K. However, in regions of hot
gas, especially surrounding the protostar, it is necessary
to consider dust sublimation, which modifies the opacity.
We account for this in the form of a correction factor
to the opacity, κ(x) = ǫ (ρ, Tgas)κ(T ). To estimate the
temperature at which dust begins sublimating, we use
the formula by Isella & Natta (2005),
Tevap = gρ
β , (17)
where g = 2000K, β = 0.0195, and ρ is the gas den-
sity. This formula is based on a power-law approximation
to the dust properties as determined by Pollack et al.
(1994). The correction factor we use is a smoothly-
varying function of density and gas temperature, as in
Kuiper et al. (2010a):
ǫ(ρ, T ) = 0.5−
1
π
(
T (x)− Tevap(x)
100
)
(18)
Figure 2 shows the form of this function for two differ-
ent gas densities, one high and one low. The vertical lines
in the figure show the sublimation temperature Tevap for
the two different densities, computed via equation 17 and
used in equation 18 to scale the dust opacity. Dust sub-
limation plays a crucial role in the inner regions of the
disk nearest to the star. It both allows material to con-
tinue accreting and radiation an escape channel into the
lower-density polar regions around the protostar.
One minor artifact of this method is that if gas temper-
atures drop, dust spontaneously reforms. More sophis-
ticated dust treatments, including dust formation times
or gas mixing, are theoretically possible, but would not
substantively change the results of our simulation. The
only regions affected by dust sublimation are the grid
cells immediately surrounding the star, where the gas is
sufficiently hot.
2.7. Radiation Pressure
The radiation field imparts momentum on the gas via
dust-coupling. Dust grains absorb radiation and receive
an impulse. Drag forces then transfer momentum to the
gas, and we assume that the coupling is strong enough
that we do not need to consider the dust and gas as
separate fluids, although there are some circumstances,
such as in champagne flows of Hii regions (Tenorio-Tagle
1979), where the dust and gas can begin decoupling (see,
e.g., Ochsendorf et al. 2014).
Because our radiation field is decomposed into direct
and diffuse components, so also does our radiation pres-
sure have direct and diffuse components. The implemen-
tation in flash and tests of accuracy are detailed in
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Fig. 2.— Dust opacity correction to account for dust sublimation
in regions of high gas temperature. Here we show the correction
as a function of gas temperature for two different gas densities,
ρ = 10−21 and 10−10 g/cm3. The vertical lines indicate the sub-
limation temperatures Tevap for the given gas densities. The ap-
proach is identical to Kuiper et al. (2010a).
(Klassen et al. 2014). To summarize, the body force ex-
erted by the direct radiation field is given by equation 31
from Klassen et al. (2014),
frad = ρκP (T∗)
F∗
c
= −
∇ · F ∗
c
, (19)
where T∗ is the temperature of the photosphere, which
is the characteristic temperature of the direct radiation
field. We see that the force is proportional to the ab-
sorbed radiation energy in a grid cell. The stellar flux,
also, depends on the optical depth (see Equation 2). In
the gray radiation approximation, the optical depth is
integrated using the stellar surface temperature for the
opacity calculation (see Equation 3). This is because
interstellar dust has a strong frequency dependence and
most of the energy and momentum is carried by the high-
frequency radiation. The result is that most of the energy
and momentum from the direct radiation is deposited in
an area close to the star. However, as the dust subli-
mates and an optically thin cavity begins to form, more
of the direct radiation is able to escape into the polar
direction.
For the diffuse (thermal) radiation field, the updated
hydrodynamics solver incorporates the effects of radia-
tion on the momentum of the gas.
While we currently use a frequency-averaged opacity
model, we do not expect there to be large deviations in
radiation pressure when compared to a multifrequency
approach. The reason for this is that while low frequency
radiation can penetrate further into the gas, it also car-
ries much less energy compared to the higher-frequency
components.
3. NUMERICAL SIMULATIONS
Our goal was to emulate the initial conditions of the
simulations of Krumholz et al. (2009) and Kuiper et al.
(2010a, 2011) to determine what effect our improved nu-
merical and physical treatment has on the massive star
formation problem. Each paper sought to address the
question of how massive stars continued to accrete de-
spite their enormous luminosities. As noted in the intro-
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duction, the main difference between their methods was
the type of radiative transfer code used, with the former
using an FLD-based scheme on a Cartesian AMR grid
in orion and the latter using a hybrid raytrace/FLD
scheme implemented in pluto on a fixed, spherical grid.
Krumholz et al. (2009) showed simulations in which a ra-
diative Rayleigh-Taylor instability fed material back onto
the star and disk, whereas Kuiper et al. (2012) argued
that dust sublimation and a more accurate treatment of
the radiation field in proximity to the star allows for a
stable radiatively-driven cavity to form around the star,
and for material to continue accreting through the disk.
In the latter radiation scheme, since the stellar radiation
is first carried by a raytracer, it is the optical depth along
each ray that determines the star’s impact. Pure FLD
schemes use a kernel centered on the star to mediate the
radiative energy injection, typically isotropically. In both
cases, it was found that radiation pressure did not imply
an upper mass limit for star formation.
As in the mentioned papers, the volume we simulate
has a side length of 0.4 pc, with an central core of ra-
dius 0.1 pc residing inside. The core is initially cold
(T0 = 20K) and the molecular gas and dust has a matter
density profile that follows a power-law,
ρ(r) ∝ r−p, (20)
with p = 1.5. The density is scaled by a multiplicative
constant to give the desired total core mass (30, 100, or
200 M⊙). To avoid a cusp, a quadratic smoothing func-
tion over the central 6 cells smooths out the singularity.
The core is initially in solid-body rotation. We
choose an angular rotation rate to match that used
in Kuiper et al. (2010a), Ω0 = 5 × 10
−13 s−1.
Krumholz et al. (2009) set their rotation so that the ra-
tio of rotational kinetic energy to gravitational binding
energy,
βrot=
1
2
IΩ2
Ugrav
=
( 3−p5−p )McoreR
2Ω2/3
( 3−p5−2p )GM2core/R
=
(
5−2p
5−p
)
R3Ω2
3GMcore
, (21)
is 2% for a core with a power-law profile with index
p. Our rotational energy ratios are higher (see Table
1). Higher rotation rates result in larger accretion disks,
which should be more prone to fragmentation at larger
radii. The rotation rates of disks eventually settle into
Keplerian motion around the central star.
3.1. Sink particles
Our simulations are initialized without any stars
present, but sink particles are allowed to form naturally
according to their formation criteria (Federrath et al.
2010) and act as the ray source location in the raytrac-
ing code. Sink particles interact with the gas via mutual
gravitation and are not held fixed at the center of the
simulation volume, a key difference between our simu-
lation and those of Kuiper et al. (2010a), wherein the
source was held fixed at the center of the spherical grid
and represented by a sink cell. Material crossing the
inner grid boundary at rmin = 10 AU was considered ac-
creted onto the star. In Krumholz et al. (2009) the sink
particles were allowed to form in regions that were Jeans-
unstable and undergoing gravitational collapse (as in our
case), according to the sink particle algorithm in orion
(Krumholz et al. 2004).
In order to form a star, gas must be Jeans unstable.
The Truelove et al. (1997) criterion states that the Jeans
length must be resolved by at least four grid cells, this
imposes a natural density threshold for sink particle for-
mation. If the sink radius, rsink, is equal to the Jean’s
length, λJ = (πc
2
s/(Gρ))
1/2, then the threshold density
becomes
ρthresh =
πc2s
4Gr2sink
, (22)
where the factor of 4 in the denominator comes from
the Truelove criterion and the sink radius is defined by
the grid scale, rsink = 2.5∆x. Given our grid resolution
of ∆x ≈ 10 AU, this results in a threshold density of
ρ ∼ 10−14 g/cm3 for all of the simulations described in
this paper.
The sink particles in Krumholz et al. (2009) followed
an implementation described in Krumholz et al. (2004),
with the threshold density and Jeans criterion determin-
ing sink particle creation. The sink particle algorithm of
Federrath et al. (2010) that we use is stricter, checking
also for convergent flow, a gravitational potential mini-
mum, and a negative total energy (Egrav+Eth+Ekin < 0)
within a control volume.
3.2. Resolution
In order to resolve the dust sublimation region around
the accreting star, we operate with 11 levels of refinement
on our Cartesian grid, resulting in a grid resolution of
∆xcell = L/2
lmax+2 = 10.07 AU. Krumholz et al. (2009)
used a similar resolution in their simulations.
For our refinement criterion we choose to resolve the
Jeans length with 8 grid cells, that is
λJ =
√
15kBT
4πGµρ
≥ 8∆xcell, (23)
where kB is Boltzmann’s constant, T is temperature, G
is Newton’s constant, µ = 2.33 is the mean molecular
weight in our simulation, and ρ is the gas density.
Additionally, any block containing the sink particle is
refined to the highest level.
3.3. Turbulence
Star-forming environments inside molecular clouds
are turbulent (Larson 1981; Evans 1999), and turbu-
lence plays a crucial role in regulating star forma-
tion (Mac Low & Klessen 2004; McKee & Ostriker 2007;
Federrath & Klessen 2012). However, in this paper we
are studying the role of radiation feedback in massive star
formation, revisiting important simulations in the scien-
tific literature, but without some of the previous limita-
tions. It is essential, then, that other complexities, such
as the inclusion of initial turbulence and magnetic fields,
be left out until the ‘basic case’ has been treated and
fully studied. In forthcoming papers, we aim to study
star formation in more realistic environments featuring
turbulence and magnetic fields.
3.4. Summary
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We performed a total of three supercomputer simu-
lations, varying the initial core mass across these. We
selected initial cores with masses of 30M⊙, 100M⊙, and
200M⊙. We kept all other parameters consistent be-
tween these simulations, including initial temperature,
rotation rate, resolution, etc.
The initial conditions and final sink particle properties
are summarized in Table 1. In addition to the simulations
listed, we performed supplementary simulations of the
30 M⊙ and 100 M⊙ protostellar core setups at lower
rotation rates so that βrot = 2% (see Equation 21). These
lower rotation results did not change our conclusions.
4. RESULTS
In this section we discuss the results from the three
simulations described in the section above and summa-
rized in Table 1.
4.1. General description: different phases of massive
star formation
The evolution of the protostellar core proceeds through
approximately four stages: (1) collapse, (2) disk forma-
tion, (3) disk instability, and (4) radiation feedback. The
gas is initially spherically symmetric in all our simula-
tions and begins to contract gravitationally. Before long,
a Jeans instability at the center of the volume results
in the creation of a sink particle representing the grav-
itational collapse to stellar densities. The sink particle
begins accreting material from the surrounding gas.
Figure 3 shows snapshots taken from our 100 M⊙ sim-
ulation at approximately 15, 25, 35, and 40 kyr of evo-
lution, as indicated. The left column shows the density
projected along the z-axis, giving a face-on view of the
protostellar disk. Each frame is centered on the loca-
tion of the sink particle. The column densities in the
first column are scaled from Σ = 100 g/cm2 to 102.5
g/cm2. The column on the right shows the edge-on view,
also centered on the sink particle, where a slice has been
taken and volume densities within the slice plotted. The
color of the indicated volume densities are scaled from
ρ = 10−18 g/cm3 to 10−14 g/cm2.
In this figure, each row shows the state of the simula-
tion at the indicated time, zoomed in to a (3000 AU)2
region around the sink particle. At 15 kyr (first row),
the core has undergone gravitational collapse and a small
protostellar disk has formed around the sink particle. In
the second row, at 25 kyr, the disk is just beginning to
undergo a gravitational instability. We see the forma-
tion of ripples at the edges of the disk, as well as a ring
of dense material in the outer region of the disk. After
a further 10 kyr of evolution, this disk shows clear spiral
density waves (third row, Figure 3) and two radiatively-
driven bubbles, one on either side of the accretion disk.
The final row of Figure 3 shows the end state of the sim-
ulation. The radiatively-driven bubble below the disk
has continued to expand and is now more than 2000 AU
across, while dense material flowing above the ray ori-
gin has momentarily quenched the direct radiation field
above the disk and caused the bubble to disappear. In
the face-on view, dramatic spiral density waves still swirl
around the protostar, which continues to accrete material
at a high rate (M˙ ∼ 10−3M⊙/yr).
When we compare this sequence of stages in each sim-
ulation, they all tell a similar story. In the 30 M⊙
15 kyr M∗ = 6.12 M⊙
25 kyr M∗ = 10.9 M⊙
35 kyr M∗ = 24.3 M⊙
40 kyr M∗ = 27.8 M⊙
0.0 0.8 1.6 2.4 −18 −17 −16 −15 −14
log10 Σ (g/cm
2) log10 ρ (g/cm
3)
Fig. 3.— A series of panels from our 100M⊙ simulation showing
the time evolution of the disk in face-on and edge-on views. The
times are indicated in the upper left corner of each row. The left
column shows the projected gas density of the disk within a (3000
AU)2 region. The colors indicating column densities are scaled
from Σ = 1 g/cm2 to 102.5 g/cm2. The right column is a slice of the
volume density taken to show the edge-on view of the protostellar
disk. The window is (3000 AU)2 and the colors are scaled from
ρ = 10−18 g/cm3 to 10−14 g/cm3. The mass of the star in each
pair of panels is indicated in the top-left of the second panel of
each row.
core simulation, the star does not become quite lumi-
nous enough to drive bubble formation, but we still wit-
ness disk instability and the formation spiral waves. In
the 200 M⊙ core simulation, the formation of star and
disk proceed through the same stages, except the star
is even more massive (reaching almost 44 M⊙) and so
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TABLE 1
Simulation parameters
Physical simulation parameters
Parameter M30 M100 M200
Cloud radius [pc] R0 0.1 0.1 0.1
Power law index p 1.5 1.5 1.5
Total cloud mass [M⊙] Mtot 30 100 200
Number of Jeans masses NJ 13.03 79.33 224.37
Peak (initial) mass density [g/cm3] ρc 2.58× 10−15 8.84× 10−15 1.77× 10−14
Peak (initial) number density [cm−3] nc 6.62× 108 2.27 × 109 4.54 × 109
Initial temperature [K] T 20 20 20
Mean freefall time [kyr] tff 95.8 52.4 37.0
Sound crossing time (core) [Myr] tsc 0.569 0.569 0.569
Rigid rotation angular frequency [s−1] Ωrot 5.0× 10−13 5.0× 10−13 5.0× 10−13
Rotational energy ratio βrot 35.1 % 10.5 % 5.3 %
Numerical simulation parameters
Simulation box size [pc] Lbox 0.40 0.40 0.40
Smallest cell size [AU] ∆x 10.071 10.071 10.071
Simulation outcomes
Final simulation time [kyr] tfinal 81.4 41.6 21.9
Number of sink particles formed nsinks 1 1 1
Final sink mass [M⊙] 5.48 28.84 43.65
luminous that large outflow bubbles are formed on both
sides of the disk and continue to grow until the end of
the simulation.
We run each simulation until the timestep becomes
too short to be practical. A strict upper limit on the
simulation timestep is set by the gas velocities and the
resolution. A highly luminous star will launch power-
ful outflows. These gas motions must be resolved. We
observe velocities exceeding 107 cm/s. With a grid res-
olution of ∼ 1014 cm, this gives an upper limit to the
timestep of ∆tsim ≤ 10
7 seconds, which is shorter than a
year.
At the time when we halted our simulations, each sim-
ulation had produced only a single sink particle. For an
initial core mass of 30M⊙, the resulting sink attained a
final mass of 5.48M⊙ after 81.4 kyr of evolution. The
simulation that began with a core mass of 100M⊙ pro-
duced a star of 28.84M⊙, whereas our 200M⊙ simulation
produced a star of 43.65M⊙.
The freefall time for a sphere of uniform density ρ is
given by
tff =
√
3π
32Gρ
, (24)
where G is Newton’s constant. It represents the charac-
teristic timescale for gravitational collapse. We estimate
the freefall for our protostellar cores using the mean den-
sity. More massive cores have shorter freefall times, re-
sulting in higher accretion rates onto the protostar. The
simulations ran for 0.85, 0.79, and 0.59 freefall times for
each of the initial 30 M⊙, 100 M⊙, and 200 M⊙ core
simulations, respectively.
We show the sink particle evolution in Figure 4 as a
function of time. In the upper left panel we show the
mass histories of the star formed in each simulation. One
interesting feature of these is that each possesses a ‘knee’,
where the rate of accretion shifts from one steady value
to another relatively steady value. The knee appears to
occur simultaneously with the disk instability, and we
explore this below.
The accretion rate is shown in the upper right panel
for Figure 4 and shows the same transition to higher ac-
cretion rates. This occurs between 0.35 and 0.55 freefall
times. The accretion rate increases by a factor of about
2–10, while also become more variable. We attribute
both the increase in accretion rate and its increased vari-
ability to a transition in the accretion disk, which we
discuss in detail below in section 4.2.
The bottom two panels of Figure 4 show the effec-
tive surface temperature (left) and luminosity (right) of
the star, respectively. The temperature is given by a
protostellar model that we introduced into the flash
code in Klassen et al. (2012b) and is based on a one-
zone model described in Offner et al. (2009). The drop
in temperature observed in the 100 M⊙ and 200 M⊙
runs is on account of a swelling of the stellar radius
at a time when the accreting protostar undergoes a
change in its internal structure, switching from a con-
vective to a radiative structure. The much larger stel-
lar radius is initally cooler. The luminosity shown in
the bottom right panel of Figure 4 shows the com-
bined stellar luminosity and accretion luminosity, Lacc ∝
GM∗M˙∗/R∗. This impact of protostellar evolution on
the radiative feedback is in general agreement with ear-
lier models of high-mass core collapse using 1D stellar
evolution modeling (Kuiper & Yorke 2013b, but compare
Haemmerle´ & Peters 2016).
We note that in each of our three main simulations,
only a single sink particle is formed. This is in contrast to
the similar calculation by Krumholz et al. (2009), which
formed a binary companion with an orbital semi-major
axis of 1280 AU. The secondary was about 1000 AU away
from the central star, which is similar to the radius of the
circumstellar accretion disks we form.
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Fig. 4.— The time-evolution of the sink particle formed in each of the three simulations (30, 100, and 200 M⊙ initial core mass). The
sink particle represents the accreting protostar and its internal evolution is governed by a protostellar model. The top-left panel shows
its mass. The top-right panel indicates the accretion rates onto the sink particles. The effective surfance temperature of the protostar is
estimated by a protostellar model and is indicated in the bottom-left panel. The star radiates both due to the high accretion rate and its
own intrinsic luminosity due to nuclear burning. The total luminosity of the sink is the sum of these two, and each sink particle’s total
luminosity is shown in the bottom-right panel.
In Figure 5 we plot the evolution of the mass accre-
tion rate as a function of the stellar mass for the sink
particle in each of our three simulations. We apply a
moving average filter of 1000 datapoints to smooth out
the accretion rate, which is highly variable, especially at
late times. We were unable to evolve the simulation to
the point were accretion shuts down onto the sink par-
ticle. The figure is similar to Figure 11 in Kuiper et al.
(2010a), but which featured simulation with axial and
midplane symmetries. The 2D axisymmetric geometry
of those simulations allowed for much longer runtimes.
At late times accretion is seen to shut down, on account
of both gas reservoir depletion and radiative feedback.
We were unable to run our 3D non-axisymmetric simu-
lations for the same duration, and so in Figure 5 we do
not yet see strong evidence of a shutdown in accretion
and the gas reservoir is still far from fully depleted.
In the corresponding 3D simulation of Kuiper et al.
(2011), the accretion disk also shows the formation of
spiral arms and highly variable accretion rates, but no
disk fragmentation. But the simulation could only be
performed up to 12 kyr of evolution, hence, further evo-
lution of the circumstellar disk, including binary forma-
tion, remains uncovered.
Before disk instability sets in, the accretion rate onto
the star is governed more by spherically symmetric col-
lapse of the initial core. Girichidis et al. (2011) exam-
ined the collapse of a singular isothermal sphere (Shu
1977) and the scaling of accretion rate with the num-
ber of Jeans masses NJ present in initial the protostellar
core. We therefore compare the maximal accretion rate
before disk instability sets in to the number of Jeans
masses, and find that there is a linear relationship be-
tween accretion and NJ . The Jeans mass is given by
MJ =
π5/2
6
c3s
G3/2ρ1/2
, (25)
where cs is the isothermal sound speed and ρ is the mean
density of the spherical protostellar core. Thus, the num-
ber of Jeans masses present is
NJ =
Mcore
MJ
(26)
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Fig. 5.— The accretion rate plotted as a function of stellar mass
for each of our three main simulations. The line thickness scales in
order of ascending initial mass for the protostellar core.
The linear scaling in accretion rate followed
M˙∗ = 9.638× 10
−6NJ M⊙ yr
−1. (27)
The 30, 100, 200 M⊙ simulations contained 13.0, 79.3,
and 224.4 Jeans masses, respectively, assuming isother-
mal 20 K gas. An approximately linear scaling is con-
sistent with the theoretical results of Girichidis et al.
(2011), although they were following the self-similar col-
lapse of a singular isothermal sphere (Shu 1977) with
power-law profiles ρ ∝ r−2.
4.2. Disk formation and evolution
The initial rotation results in the gradual formation
of a disk around the sink particle. The disk assumes a
flared profile and material continues to accrete onto both
the sink particle and the disk. In Figure 4, the slower,
steady accretion at the beginning of each simulation co-
incides with the growth phase of the disk around the sink
particle.
To measure the disk stability, we consider the Toomre
Q parameter,
Q =
csκ
πGΣ
, (28)
where cs is the sound speed, κ is the epicyclic frequency,
G is Newton’s constant and Σ is the column density. The
Toomre stability criterion (Toomre 1964) predicts a disk
instability for values of Q < 1. The epicyclic frequency
κ is equal to the angular velocity Ω for Keplerian disks.
In the case of rigid rotation, κ = 2Ω. The gas in our
simulation starts out in rigid body rotation, but the disk
then becomes Keplerian.
In Figure 6 we show the local Toomre Q value in our
100 M⊙ simulation at 22.5 kyr, the point in time just as
the circumstellar accretion disk is becoming marginally
unstable. Regions colored in blue show stable regions,
while regions colored are unstable. White regions have a
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Fig. 6.— The Toomre Q parameter, which quantifies the gravi-
tational stability of disks. Values of Q < 1 are unstable to grav-
itational fragmentation and are colored in red. Stable regions are
colored blue. Here we see the disk in our 100 M⊙ simulation be-
coming marginally unstable. The period of time immediately after
this marks a strong increase in the accretion rate of material onto
the star. The mass of the star is indicated in the top-left.
value for Q ≈ 1, and are marginally stable. Within 5 kyr,
the disk becomes highly asymmetric and the sink parti-
cle is perturbed from the center of the simulation vol-
ume. This event is accompanied by a marked increase in
the accretion rate onto the sink particle, reaching values
above 10−3M⊙/yr. The accretion rate is also far more
variable during this phase of evolution, as is clearly visi-
ble in Figure 4. Analysis of the Toomre Q parameter in
the other simulations tells the same story: material ac-
cretes onto the disk, trigging an eventual disk instability,
resulting in increased accretion onto the star.
We show a sequence of snapshots from the 200 M⊙
simulaion in Figure 7. This time, we have paired a mea-
surement of the local Toomre Q parameter (bottom row)
with a volume density slice through the midplane of the
disk (top row). The snapshots were taken at the same
times, with the times indicated. The panels have been
centered on the sink particle at show a (3000 AU)2 re-
gion. In the volume density slices we have overplotted
velocity streamlines that indicate the flow of material
onto and through the circumstellar disk. We see that
the flow merges with the spiral arms and that the spiral
arms appear to act as accretion channels for material.
In Figure 8, we show the simultaneous growth of the
star and disk masses in each of our three simulations.
The disk mass is measured by considering a cylindrical
volume, centered on the sink particle, and measuring the
total gas mass contained within this cylinder. We choose
a radius of 1000 AU, and a total height of 1000 AU. The
resulting volume is large enough to capture the main ex-
tent of the disk, including approximately 2 pressure scale
heights. The final disk masses of our three simulations
were 3.3, 15.8, and 18.0 M⊙ for our 30, 100, and 200 M⊙
simulations, respectively.
In the 100M⊙ and 200M⊙ simulations, the ‘knee’ in
the stellar mass evolution, corresponds to an instability
of the disk. It loses its axisymmetry and forms large spi-
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Fig. 7.— Sequence of snapshots from the 200 M⊙ simulation showing face-on volume density slices (top row) and the local Toomre
Q parameter (bottom row) in a (3000 AU)2 region centered on the location of the sink particle. Scale bars have been added to show
the volume density (in g/cm2) and the value of the Q parameter (see Equation 28). Values of Q < 1 indicate disk instability. Velocity
streamlines have been added to the volume density slice. The mass of the star is indicated in the bottom-left of each panel in the bottom
row.
ral arms. At this time, Figure 8 shows that the disk mass
ceases to grow monotonically and we measure a tempo-
rary decrease in the overall disk mass. This may, how-
ever, be due to spiral arms flinging material outside the
1000 AU radius of the cylinder we are using to measure
the disk mass.
The final disk masses were measured at 3.3 M⊙, 15.8
M⊙, and 18.0 M⊙ for our 30 M⊙, 100 M⊙, and 200 M⊙
simulations, respectively. The latter two are relatively
close in mass, but the disk accretes faster in the 200M⊙
case. It also has the highest time-averaged star mass to
disk mass ratio (1.96). The 30 M⊙ simulation had the
lowest time-averaged star-to-disk mass ratio (1.07), with
the 100 M⊙ falling in between with 1.45.
4.3. Disk Fragmentation
Contrary to a very similar calculation performed by
Krumholz et al. (2009), we do not form a binary star as
the disk goes unstable, or any additional sink particles.
Despite the instability of the disk, fragmentation is not
seen. This is a significant result given that spectroscopic
surveys show a high binary fraction among massive stars.
Chini et al. (2012) performed a high-resolution radial ve-
locity spectroscopic survey of massive stars within the
Milky Way galaxies that included about 250 O-type stars
and 540 B-type stars. Their results indicated that over
82% of stars with masses above 16 M⊙ form close bi-
naries. This fraction drops precipitously for lower-mass
stars.
How many stars are expected to form per protostel-
lar core? Goodwin & Kroupa (2005) argue from dy-
namical constraints and observations that protostellar
14 Klassen et al.
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Fig. 8.— The evolution of our three simulations, with initial core masses indicated above each frame. These show the simultaneous
growth of the star and disk masses in each simulation.
cores should produce only 2 or 3 stars. This con-
trasts with some numerical simulations, in which the
protostellar core fragments into a greater number of
stars, as in Goodwin et al. (2004) or the simulations of
Krumholz et al. (2009). It also contrasts with our sim-
ulations, which show a massive disk that does not frag-
ment into more stars.
We examine several approaches to the question
of fragmentation. First, we follow the analysis of
Rogers & Wadsley (2012), who studied the fragmenta-
tion of protostellar disks and derived a Hill criterion for
the spiral arms (although, see Takahashi et al. 2016).
These are the sites most likely to begin fragmenting.
They discovered that if the width of these spiral arms
is less than twice the Hill radius, then fragmentation of
the spiral arms is expected because the self-gravity of
that spiral arm segment dominates the tidal forces from
the star (manifested as rotational shear).
To quantify this, we look at the Hill radius, as defined
in Rogers & Wadsley (2012),
HHill =
[
GΣl2
3Ω2
]1/3
, (29)
where G is Newton’s constant, Σ is the column density
of the spiral arms segment, l is the width (thickness)
of the spiral arm, Ω is the angular velocity, assuming
a Keplerian disk. Here Σl2 is a measure of the mass
contained within the Hill sphere.
The Hill criterion for stability against fragmentation is
l
2HHill
> 1. (30)
Rogers & Wadsley (2012) demonstrate the validity of
this criterion through hydrodynamic simulations of pro-
tostellar disks, finding gravitational fragmentation occur-
ring when l/(2HHill) < 1. We test whether the spiral
arms present in our own calculation are indeed stable by
looking at snapshots from our simulations at an evolved
state. We then took a cross-section of the spiral arm
where column densities were greatest and measured the
mass along the cross section and the angular rotation
rate. In each case the spiral arms were 100 AU wide,
and the masses through a section of the spiral arms at
the cross section were 0.033 M⊙, 0.15 M⊙, and 0.29
M⊙ for the 30, 100, and 200 M⊙ simulations, respec-
tively. Meanwhile, the rotation rates at these locations
were Ω = 3 × 10−10, 6 × 10−10, and 6 × 10−10, respec-
tively. Finally, this resulted in Hill criterion values of
l/(2HHill) = 2.95, 2.82, 2.26, respectively, consistent with
the lack of fragmentation observed in our simulations.
This analysis nevertheless focuses on the role of shear
stabilization in spiral arms. We now turn to the role of
cooling and disk fragmentation across the entire disk.
Gammie (2001) and Johnson & Gammie (2003) inves-
tigated nonlinear gravitational instability in numerical
models of thin, Keplerian disks. By considering the cool-
ing time τc and the angular rotation rate Ω, a stability
parameter can be defined,
β = τcΩ, (31)
which must be greater than some critical value in or-
der for the disk to remain gravitationally stable. Gas
with short cooling times relative to the orbital period is
expected to cool rapidly—opening the way to fragmen-
tation if the gas is also sufficiently self-gravitating. The
critical value for β is established via numerical simula-
tions, but depends critically on which heating and cool-
ing mechanisms are present in the simulation. The cool-
ing time can be defined as the internal energy of the gas,
divided by its cooling rate. For optically thick disks,
Johnson & Gammie (2003) found fragmentation occurs
for values of β = 〈τc〉Ω ∼ 1, where 〈τc〉 is the disk-
averaged cooling time. It is important to note that the
β-criterion for stability does not replace the Toomre Q
stability criterion, but rather complements it. That is,
a disk must be both Toomre-unstable and have a Gam-
mie β less than some critical value for fragmentation to
occur.
We choose to look at the local cooling rate. Since we
possess information about the rate of radiative flux loss
from the disk, we define the cooling time as
τc =
E
〈|F rad,z|〉
, (32)
whereE is the column internal energy integrated through
the disk. Meanwhile, 〈|F rad,z|〉 is the mean radiative
flux in the vertical direction (away from the disk). Our
cooling time, therefore, is a direct function of the mean
density, temperature, and opacity of a vertical column
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through the circumstellar disk. Since we know the rota-
tion rate at each point, we then calculate a local β = τcΩ.
In Figure 9 we compare side-by-side the column den-
sity and disk stability for the circumstellar disk in our
100 M⊙ simulation, taking snapshots from the simula-
tion at the same times as in Figure 3. As in that earlier
figure, we show the column density in the left column.
The middle column shows the value for β throughout the
disk. We see that the cooling time is short relative to the
orbital period and the disk should be prone to rapid cool-
ing. Recall that Johnson & Gammie (2003) found that
fragmentation occurs for values of β ∼ 1.
However, if we consider only those regions which are
also Toomre-unstable, as we do in the right column of
Figure 9, we see that most parts of the disk remain stable.
In generating the panels for this column, we created an
image mask, i.e. we filter the pixels based on value of the
Toomre Q parameter at that location and then draw the
β parameter. Regions where Q > 1 are colored uniformly
in blue; these regions are stable regardless of the value of
β. Additionally, we draw a white contour in the panels
of the middle and right columns to indicate those regions
where the density exceeds the threshold for sink particle
formation, ρthresh = 1.4× 10
−14 g/cm3.
For our 100M⊙ simulation, the threshold density for
sink particles is ρthresh = 1.4 × 10
−14 g/cm3. We draw
a white contour in Figure 9 to indicate those regions
within a disk slice possessing densities greather than this
threshold value.
Taken together, the disk is largely stable across much
of its extent. Nevertheless, Figure 9 shows the disk is
not completely stable everywhere, at least predicted by
linear stability analysis. This can be seen especially in
the final set of panels at 40 kyr. There appears an island
of high density gas that is both Toomre-unstable and β-
unstable at about 1200 AU separation from the central
star. This is a candidate region for collapse. Given more
time it could indeed collapse to form a single wide bi-
nary companion to the central star. As pointed out in
Takahashi et al. (2016), fragmentation is a nonlinear out-
come of gravitational instability and highly dependent
on initial conditions. They demonstrate that the only
necesssary condition for the formation of spiral arms is
that Q < 1, and the only necessary condition for the frag-
mentation of these arms is Q < 0.6. Taken together with
our stricter sink particle criteria, as described in Section
3.1, this accounts for the lack of secondary fragmentation
over the timescales simulated.
The gravitational collapse that formed the first star
in our simulation, and the strong radiative accelerations
produced by the intense luminosity of that massive star,
conspire with the Courant condition to strongly limit the
timestep size of our simulation. The timestep is now so
small that the simulation has now effectively stalled.
4.4. Radiatively-Driven Bubbles
In the vicinity of a massive star, the radiative force can
exceed the force of its gravitational attraction, result-
ing in radiatively-driven winds or bubbles, and possibly
halting any further accretion. Radiation pressure is also
one of the main mechansism for the disruption of giant
molecular clouds (GMCs) and the cumulative radiation
pressure from star clusters may drive large-scale galactic
outflows (Murray et al. 2010, 2011).
The Eddington luminosity describes the force balance
between radiation and gravity:
Ledd =
4πGM∗c
κ
, (33)
where κ denotes the opacity of the absorbing medium.
We estimate the direct radiation pressure using
temperature-dependent gray opacity (see Klassen et al.
2014, Figure 1) for the dust. The body force on the dust
grains is given by
frad = ρκP (Teff)
F∗
c
, (34)
where κP = κP (Teff) is the Planck mean opacity, Teff is
the effective temperature of the star, estimated by pro-
tostellar model, and F∗ is the stellar flux.
In Figure 10, we show the evolution in each of our
three simulations the stellar radiative flux. It is plotted
here as a function time and compared, in each case, to
the star’s Eddington luminosity. We see that only in the
100M⊙ and 200M⊙ simulations does the star become
bright enough to exceed the Eddington limit. The ex-
cess radiation pressure in these two more massive simu-
lations results in the formation of radiatively-driven out-
flow bubbles that expand away from the star above and
below the accretion disk, sweeping up a shell of material
and leaving a low-density gas in their wake. Radiation
spills into these more optically thin regions via a kind
of ‘flashlight effect’ (Nakano 1989; Yorke & Bodenheimer
1999; Yorke & Sonnhalter 2002), helping to drive the
outward expansion of the bubble. The flashlight ef-
fect as described in Yorke & Bodenheimer (1999) is the
anisotropic distribution of radiative flux around a star
after the formation of a circumstellar disk. The disk in
effect channels the radiation along the polar axis, creat-
ing a ‘flashlight’.
We note also that in the low-mass 30M⊙ simulation,
the star’s luminosity remains sub-Eddington, but contin-
ues to creep steadily upward. At the time that we halted
the simulation, the star’s accretion rate, though not ex-
ceptionally high (10−4M⊙/yr), was showing no signs of
slowing down (see Figure 4). At this rate, the star might
yet have become radiant enough to drive an outflow bub-
ble.
Based purely on the above considerations, it might be
surprising that accretion continues unabated even after
the star goes super-Eddington. However, the above esti-
mation of the Eddington luminosity did not account for
dust sublimation, which occurs at the inner edge of the
disk. In our simulations, the dust sublimation was ap-
proximated by Eqs. (17) and (18), and this results in a
low opacity in regions where the gas has been heated to
high temperature. Radiative forces can no longer couple
to the gas via the dust, and the gas continues to move in-
ward and accrete onto the star. In Kuiper et al. (2010a);
Kuiper & Yorke (2013a) it was shown that the inclusion
of the dust sublimation front was a requirement for con-
tinued accretion via the protostellar disk and enhanced
the anisotropy of the radiation field, contributing to the
flashlight effect. Our resolution (10 AU) is not quite as
high as those (1.27 AU radially at the inner edge of the
disk) in Kuiper et al. (2010a), but we also show contin-
ued disk accretion and a strong flashlight effect.
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Fig. 11.— Volume density slice of a (400 AU)2 region through our
200 M⊙ simulation, showing an edge-on view of the circumstellar
disk. The slice is centered on the sink particle, representing a
39.8 M⊙ star. flash’s block structure is shown in the grid, with
each block containing 83 cells. Overplotted are contours showing
dust fraction. Nearest the star, the dust is completely sublimated.
Contours show dust sublimation correction factors of 0.2, 0.5, and
0.8.
Figure 11 shows the dust sublimation front at a snap-
shot in time from our most massive (200 M⊙) core sim-
ulation, after about 20 kyr of evolution. We plot an
edge-on volume density slice intersecting the sink parti-
cle and circumstellar disk and showing a region 400 AU
wide on a side. The flash block-grid structure is over-
plotted for reference. Each block contains 83 cells. The
sink particle, representing a 39.8M⊙ star, is located at
the center of the frame and is in the process of driving a
radiative bubble. The star has grown to almost 20% of
the initial mass of the protostellar core. Figure 11 shows
contours of dust fraction overplotted. A value of 0.0 im-
plies total dust destruction and a value of 1.0 implies no
sublimation. We show contours at values of 0.2, 0.5, and
Fig. 12.— Acceleration vectors showing the net acceleration (in
units of cm/s−2) of the gas due to radiative forces and gravity (both
the gravity of the star and the gas). Vectors are overplotted on a
background indicating volume density slice of an approximately
(6000 AU)2 region through our 200 M⊙ simulation after about
21.8 kyr of evolution, showing an edge-on view of the circumstellar
disk and radiatively-driven bubble. The slice is centered on the
sink particle, representing a 43.5 M⊙ star.
0.8. Dust sublimation regions are also optically thin, and
Figure 11 shows clearly how radiation is channeled in the
polar direction.
In the classical Rayleigh-Taylor instability, a heavy
fluid cannot be stably supported by a light fluid. In Fig-
ure 12, we plot the net acceleration based on the radia-
tive and gravitational forces present. The data is taken
from our 200 M⊙ simulation, after 21.8 kyr of evolution.
The radiative acceleration includes both the direct and
the diffuse radiation field, while the gravitational accel-
eration include the attractions of both the star and the
self-gravity of the gas. The figure shows the volume den-
sity of the gas in a slice centered on the sink particle
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so that an edge-on view of the disk is shown. Overplot-
ted are the acceleration vectors with magnitude coded in
the color. The direct radiation field exerts very power-
ful accelerations immediately surrounding the star. This
energy is absorbed and reprocessed so that the diffuse
radiation field dominates the radiative accelerations in
shadowed regions, the disk, and far away from the star.
The star has reached a mass of 43.5 M⊙ and has driven
a radiative bubble above and below the disk. While along
the edge of the lower bubble wall, there is a null surface in
the acceleration—the radiative and gravitational forces
roughly cancel, though momentum is likely still causing
the bubble to expand. On the upper edge, however, we
see that a net outward acceleration extends well beyond
the bubble wall, ensuring that the bubble will continue
to expand outward. It also means that the classic condi-
tion for the Rayleigh-Taylor instability (that of a heavy
fluid supported by a light fluid) is not met. The ac-
celeration vector is outwards, so that the “lighter” fluid
(FLD approximates the radiation field as a fluid) sits
atop the heaver fluid of the bubble wall. This is an-
other reason why our bubbles appear roughly uniform
and show no signs of the Rayleigh-Taylor instability. We
checked the bubble in the 100 M⊙ simulation and there,
too, there was net outward acceleration. We therefore
conclude that Rayleigh-Taylor instabilities are absent in
these early phases, which are instead dominated by net
outward acceleration driven by the radiation field.
In Krumholz et al. (2009), the Rayleigh-Taylor insta-
bility that was observed in their simulations served to
feed material back onto the disk and the star. If the disk
can be fed continually, either from the outer regions of
the simulation, or from material escaping the polar out-
flow, then the star should be able to continue accreting,
provided the thermal radiation pressure within the disk
itself is not so strong as to reverse the accretion flow.
In contrast, Kuiper et al. (2012) modeled the high-mass
pre-stellar core collapse comparing two different schemes
for radiative feedback, namely the hybrid scheme used
also in this investigation and the FLD-only scheme used
in Krumholz et al. (2009); as a result, only simulations
using the FLD approximation yield a radiative Rayleigh-
Taylor instability, simulations with the hybrid scheme
show stable outflows for stars in the super-Eddington
regime. Kuiper et al. (2010a) showed that the anisotropy
of the radiation field prevents the thermal radiation from
ever becoming strong enough to halt disk accretion. It
then becomes a question as to whether the disk can be
continually fed.
Figure 13 clearly shows that collapsing gas is deflected
along the walls of the bubble, and flows onto the disk.
Here we look at the gas density and velocities in a se-
ries of slices from our 200M⊙ simulation. We centered
individual slices on the position of the sink particle and
took an edge-on view of a (5000 AU)2 region. The slice
intersects the circumstellar accretion disk and shows a
radiatively-driven bubble forming. The second-to-last
panel was taken at the same time as Figure 11, which
is also near the end of our simulation. The star’s lumi-
nosity is super-Eddington in each of the panels shown
(compare Figure 10) and the outflow bubbles develop
into uniformly, both above and below the disk, and grow
to be over 2000 AU in diameter. Interior to these bubbles
is evidence of smaller bubbles, expanding in successive
waves and finally bursting their walls.
We overplot velocity vectors to show the gas motion.
Interior to the radiatively-driven bubbles, the gas is being
driven away from the star asymmetrically. The direct
radiation field from the star is highly sensitive to the gas
distribution: it is strongly attenuated in the disk plane,
whereas the polar direction is more optically thin. The
result is rarified gas being accelerated to high velocity
along the polar axis. The highest measured velocity can
be over 60 km/s. There is no evidence of Rayleigh-Taylor
instability.
Outside of the radiatively-driven bubble, we see gas
continuing to fall gravitationally towards the star. This
motion is deflected at the bubble wall and we observe
gas moving along the bubble walls and onto the accre-
tion disk. Material simply flows along the bubble wall
and in this way continues to supply the protostellar disk
with matter. We note that the details may depend on
opacity effects: while our work uses gray atmospheres,
long-wavelength radiation was seen to accelerate matter
outside the cavity walls in multifrequency simulations by
Kuiper et al. (2010a, 2011, 2012).
The motion of the star relative to its massive, asym-
metric disk results in the star becoming periodically
buried in disk material. This has the result of temporar-
ily reducing the direct irradiation of the polar cavities.
It is also the likely reason for the formation of successive
shells of outward-moving material visible in Figure 13.
It also contributes to the sometimes asymmetric appear-
ance of the radiatively-driven bubbles, as seen in Figure
3 for the 100 M⊙ simulation.
Given the symmetric nature of the initial conditions
of the simulation, one might expect the formation of
radiatively-driven bubbles with North-South symmetry.
The Cartesian grid structure easily introduces small nu-
merical perturbations that break axial symmetry and
trigger gravitational instability and spiral wave forma-
tion, but these do not explain the breaking of plane sym-
metry. Pringle (1996) showed analytically that even ini-
tially flat disks with a central radiation source are sub-
ject to a warping instability caused by radiative torques.
Also, small numerical perturbations can also be intro-
duced by the diffusion solver that iterates over grid cells
until specific global convergence criteria are met. If the
solution is converged, then the current iteration ceases
without needing to visit the remaining grid cells. This
then breaks North-South symmetry. Eventually, differ-
ential shadowing in each hemisphere by material spilling
onto the star then results in the asymmetric bubbles as
seen in our simulation.
4.5. Accretion Flows and Outflows
Finally, we analyzed the accretion flows in our simula-
tion at various times. To do this, we found it very helpful
to create a type of graph profiling the material moving
towards or away from our sink particle as a function of
the polar angle as measured from the ‘north’ vector at
the location of the star.
We used yt’s profiling tools to examine the radial ve-
locity at the location of the sink particle, being careful
to subtract the sink particle’s own motion from the gas
velocity. We then produced an azimuthally-averaged gas
velocity profile as a function of polar angle.
We show two examples of this in Figure 14, where we
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Fig. 13.— Edge-on volume density slices, centered on the sink particle, showing in a (5000 AU)2 region the evolution of a radiatively-
driven bubble in our 200 M⊙ simulation. Shown are six snapshots at different points in the simulation with the times indicated. Velocity
vectors have been overplotted. Volume densities have been scaled from ρ = 10−17 g/cm3 to 10−13 g/cm3. The mass of the star is indicated
in the top-left of each panel.
look at gas motions around the star formed in our 100M⊙
simulation. The first panel shows the state of the simu-
lation after 20.28 kyr. The star’s mass is about 8.9M⊙.
The panel has two inset frames, one showing a repre-
sentation of gas density, the other the magnitude of the
gas velocity, both within an edge-on slice centered on the
star. Colorbars have been omitted for the inset frames
so as not to overly complicate the figure. We profile the
gas motions within a spherical volume, centered on the
sink particle, with a radius of 1000 AU. The inset frames
show a slice through this volume, i.e. their width of 2000
AU matches the diameter of the profiling volume.
The main panel has been colored like a two-
dimensional histograph, where the color indicates the
amount of gas (in units of solar masses) measured at
a particular radial velocity and along a particular polar
angle, while averaging along the azimuthal angle. In the
left panel of Figure 14, we see steady inward gas mo-
tion across virtually all angles. This can be seen in the
horizontal line at vr = −4 km/s. Some of the fastest
inward gas motion happens along angles ±30◦ from the
rotation axis. This is seen in the gas components with
radial velocities from vr = −10 to −20 km/s.
At a polar angle of ∼ 90◦ (the plane of the protostellar
disk) we see a dense gas component with a radial veloc-
ity of vr ∼ 0 km/s. This is the gas that is within the
accretion disk and is orbiting the star in the plane of the
disk. We observe that this radially stationary component
is spread over a range of angles, from about 75◦ to about
105◦.
Within the disk plane is another velocity component
that indicates gas moving inward. At φ = 90◦ ± 5◦ is
some of the highest density gas, moving with a velocity
of about vr = −4 km/s. This we understand to be disk
accretion. At this time in our 100M⊙ simulation, the
star’s accretion rate is M˙ ≈ 3× 10−4M⊙/yr.
In the second panel of Figure 14, the 100M⊙ simula-
tion is shown at a later time, at almost 33 kyr of evo-
lution. The star has grown to about 21.7M⊙. The disk
has already gone Toomre-unstable and is no longer ax-
isymmetric. Gas orbiting the star inside the accretion
disk moves in elliptical orbits and the measured accre-
tion rates onto the particle are much higher (M˙ ≈ 1–
2× 10−3M⊙/yr).
The inset frames show the density and gas velocity
magnitude in a slice as before. The density slice shows a
swept-up shell of material that is being radially driven by
the star. It also shows the highly asymmetric accretion
disk. The radiatively-driven wind shows up in the angles
of 20◦–70◦, which is the region above the protostellar
disk, and 110◦–160◦, the region below the disk. Some of
these outflows reach 12 km/s.
What is also interesting about this panel is that the
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Fig. 14.— Azimuthal accretion and outflow profile at two different times during the 100M⊙ simulation within a 1000 AU radius centered
on the sink particle. In each of these we measure the azimuthally-averaged radial velocity of the gas relative to the star. This gives a
picture of how much gas is moving towards or away from the star as a function of the polar angle. The first panel shows the simulation
after the formation of a flared protostellar disk. The disk is even and hasn’t yet gone unstable. The second frame shows the state of the
simulation after the star has gone super-Eddington and a radiatively-driven bubble has formed. Gas is accelerated to around 10 km/s away
from the star in the regions above (20◦–70◦) and below (110◦–160◦) the disk.
inward gas motion at all polar angles has accelerated.
This is evidenced by the horizontal line at vr = −6 km/s.
This is gas outside the radiatively-driven bubble under-
going gravitational infall. Within the plane of the disk,
φ = 90◦ ± 10◦, an enormous amount of gas is seen mov-
ing radially inward, mostly with relatively low velocities
between 0 km/s and −6 km/s, but some with radial ve-
locities approaching −20 km/s. This is accretion flow
in the disk. There is also a gas component that has a
positive radial velocity within this spread of polar an-
gles with some gas even reaching 8–10 km/s. We expect
that the star’s own motion relative some component of
the gas would produce a positive radial velocity. As the
fairly massive disk becomes gravitationally unstable, it
also becomes asymmetric. Given that at this stage the
disk and stellar masses are still comparable (see Figure
8), gravitational interactions between star and disk will
displace the star from the center. However, we measure
the sink particle speed as only about 1 km/s in the frame
of the simulation volume. More likely, some gas orbiting
the star in an eccentric elliptical orbit reaches a high ra-
dial velocity.
Seifried et al. (2015) ran simulations of comparable
mass (100 M⊙) protostellar cores without radiation feed-
back and found that in both cases, provided that there
at least some initial turbulence present, accretion onto
the star proceeded along a relatively small number of fil-
amentary channels. Figure 7 suggests that spiral arms
arising from disk instability may aid in focusing accretion
along them. This occurs despite not having any initial
turbulence in our simulation. Figure 14 also suggests
that most accretion happens in the plane of the disk.
5. DISCUSSION
The purpose of this paper is to use our powerful
new hybrid radiative feedback technique introduced in
Klassen et al. (2014) to understand massive star forma-
tion: (1) how do they accrete so much material, (2) what
is the role of the disk, (3) does their radiation feedback
shut down accretion, and (4) what is the nature of the
radiatively-driven bubbles formed by massive stars once
they become super-Eddington. All of these questions
depend on having a highly accurate radiative feedback
method.
Our hybrid radiative transfer scheme is based on a sim-
ilar one that Kuiper et al. (2010b) implemented in spher-
ical geometry, also for the study of accretion onto massive
stars and their radiative feedback. Our main advance
over this scheme is its implementation in a Cartesian ge-
ometry with adaptive mesh refinement and its general-
ization to multiple source terms (stars). We believe that
the adoption of hybrid radiative transfer schemes will be-
come more common and it has already been implemented
in at least one other AMR code (Ramsey & Dullemond
2015).
After implementing this method in flash , we revis-
ited a problem central to the study of massive stars, but
where previous treatments had either left out a treat-
ment of the direct radiation field or were performed in a
constrained geometry. The problem focussed on a scaled-
up protostellar core with a power-law density profile in
slow rigid body rotation. While idealized, it has all the
necessary parts to show the role that radiation plays and
the relative importance of the disk.
Despite the absence of any initial turbulence, gravita-
tional instabilities within the protostellar accretion disk
eventually destroy the symmetry of the gas distribution.
Our analysis of the local Toomre Q parameter for the
disk shows how gravitational instability is inevitable as
the disk becomes more massive. In each of our three
main simulations, the disk went gravitationally unstable
in the same way, leading to the formation of spiral arms
and an increase in the accretion rate by a factor of 2–10.
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Had the simulations included initial turbulence, frag-
mentation might have present. Observations of giant
molecular clouds show supersonic turbulence down to
length scales l > λs = 0.05 pc (Ballesteros-Paredes et al.
2007), where λs is the sonic scale below which gas
motions are subsonic. While supersonic turbulence
is essential for providing the density enhancements
that result in clumps and cores within GMCs, below
the sonic scale subsonic turbulence is less important
than thermal pressure in resisting self-gravity and does
not contribute to further fragmentation (Padoan 1995;
Va´zquez-Semadeni et al. 2003). High-mass protostellar
objects show line widths in NH3 of about 2.0 km/s
(Sridharan et al. 2002), and molecular cores associated
with ultracompact Hii regions show linewidths of 3.1
km/s (Churchwell et al. 1990). Turbulence is thus as-
sociated with high-mass protostellar cores.
Turbulence will likely have an effect on the morphology
of radiatively-driven outflow bubble. In our simulations,
these bubbles showed a smooth, round morphology, likely
because they were expanding into a medium without any
local density enhancements. Had the medium been tur-
bulent, the expanding bubble would have engulfed the
filaments. Future simulations will explore the relation-
ship to turbulence and radiatively-driven bubbles.
The formation of massive stars is an interplay between
gravity and radiation, though with MHD and turbulence
playing comparably important roles. For practical rea-
sons, the gray atmosphere (frequency-averaged) approx-
imation is still often used in numerical simulations of
radiative feedback, although this is slowly changing as
codes become more sophisticated and supercomputers
faster. Presently our code uses the gray approximation
for both the direct radiation transfer (ray-tracer) and
diffusion (FLD). Compared to frequency-dependent ap-
proaches, gray radiative transfer will underestimate the
optical depth of UV radiation and overestimate the op-
tical depth of infrared radiation. UV radiation will be
absorbed closer to the star and infrared radiation will
penetrate deeper into the disk, resulting in warmer mid-
plane temperatures (Kuiper & Klessen 2013).
With magnetic fields, hydromagnetic outflows occur
very early (see Banerjee & Pudritz 2007, simulations of
a hydromagnetic disk wind). This occurs long before
a massive protostellar core even appears. Thus, in the
MHD case, the first outflow channel is not created by
a radiatively-driven bubble, but by the MHD outflow.
This significantly affects bubble evolution in the early
phases, and providing an even lower impediment to out-
flow as studied in Kuiper et al. (2015) using a sub-grid
module for early protostellar outflows. At the same time,
magnetic fields are known to suppress disk formation and
keep them sub-Keplerian (Seifried et al. 2011, 2012).
Our simulations do not show the formation of any
Rayleigh-Taylor type instabilities in the wall of the
radiatively-driven bubble. The bubble continues expand-
ing with the shell sweeping up material and deflecting
the gravitational infall of new material. Figure 13 shows
that material flows along the bubble walls and thus find
its way into the accretion disk. Simulations of massive
star formation including frequency-dependent irradiation
feedback (Kuiper et al. 2010a, 2011, 2012) show that the
mass on top of the cavity wall can already be acceler-
ated into an outflow by the long-wavelength radiation of
the stellar spectrum. As the bubble expands, its shell is
pushed into regions of lower resolution. We therefore rule
out radiative Rayleigh-Taylor instability contributing to
disk accretion or direct accretion onto the star.
As a caveat on our simulation, our grid refinement
was set using a Jeans length criterion, which resulted
in high-density regions being highly refined, and sav-
ing the computational cost elsewhere. This, however,
meant that as radiatively-driven bubbles expanded, they
were not always resolved at the highest level. It is con-
ceivable that the lower resolution suppressed the forma-
tion of Rayleigh-Taylor instabilities in the bubble wall.
Krumholz et al. (2009) also had no refinement criteria
that focussed explicitly on bubble walls, although they
do refine any grid cell where the gradient in the radia-
tion energy density exceeds a 15% relative value. We are
investigating approaches to selectively enhancing the res-
olution of the bubble wall. Nevertheless, given the fact
that the net gas acceleration at the bubble wall is often
outward or null, and that momentum appears to be car-
rying on the expansion even when acceleration is null, we
conclude that radiative Rayleigh-Taylor instabilities do
not form in the types of environments simulated in this
paper.
While radiation pressure may play the dominant
role in regulating star formation by disrupting GMCs
(Murray et al. 2010), other important feedback mecha-
nisms are also present and have been left out of the sim-
ulations presented in this paper. The other main ways
that massive stars disrupt their environments is through
the formation of Hii regions and jets.
Hii regions are formed around protostars when the flux
of UV photons from the star becomes great enough that
a bubble of ionized hydrogen forms. These expanding re-
gions of hot (104 K), ionized gas are formed around mas-
sive stars. Their impact has been studied in various nu-
merical simulations (Peters et al. 2010a; Dale et al. 2014;
Walch et al. 2015), which show that they do not halt ac-
cretion onto massive stars, but may act together with
stellar winds to reduce the final star formation efficiency.
We chose to study radiatively-driven outflows in isola-
tion, but have simulated ionizing feedback in the past
(Klassen et al. 2012b,a). Ionizing radiation has not yet
been fully tested in the most recent version of the flash
code, but forthcoming simulations will include ionization
feedback and we anticipate that the added thermal pres-
sure would accelerate bubble expansion, though leakage
would occur in turbulent environments. The extremely
high accretion rates would initially confine any Hii re-
gion to the star’s immediate vicinity. As optically thin
voids form inside the radiatively-driven bubbles, the ex-
treme UV radiation from the massive star would ionize
this gas. In our simulations, the sloshing of the high
mass disk around the star, as well as the high accretion
rates mean that the ionizing radiation is still relatively
trapped and the circumstellar disk is not at risk of being
photoevaporated (and thus limiting the final mass of the
star).
Newly formed protostars and their protostellar disks
launch powerful jets and outflows that can carry a
significant amount of mass and momentum. Obser-
vations show that even low-mass stars launch jets
(Dunham et al. 2014). The launching mechanism for
these jets is magnetic in nature (Blandford & Payne
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1982; Pudritz & Norman 1983; Lynden-Bell 2003;
Banerjee & Pudritz 2006; Pudritz et al. 2007), but can
be difficult to resolve in simulations of GMC evolution.
Subgrid feedback models have been developed that show
that jets can reduce the average star mass by a factor of
∼ 3 (Federrath et al. 2014). The removal of stellar mate-
rial limits the efficiency of star formation and influences
the initial mass function, with Hii regions inflated by
radiation pressure predominating in clusters of massive
protostars (Fall et al. 2010).
The launching of jets is fundamentally a magnetic phe-
nomenon and magnetic fields alter the star formation
process in important ways that we have not captured
in this paper. Magnetic fields suppress star formation
through added magnetic pressure support and radiation-
magnetohydrodynamic simulations show that magnetic
braking of protostellar disks increases radial infall and
the accretion luminosity (Commerc¸on et al. 2011a). The
addition of even subsonic turbulence, however, greatly
reduces the magnetic braking efficiency (Seifried et al.
2015).
Our results give an interesting twist to the idea that
the accretion of massive stars may be limited by the for-
mation of secondary stars in their gravitationally unsta-
ble accretion flows, the so-called fragmentation-induced
starvation scenario (Peters et al. 2010a,c,b, 2011). These
models naturally explain that massive stars tend to
form in clusters (Peters et al. 2010a), the observed
clustering and number statistics of ultracompact H
II regions (Peters et al. 2010c) as well as characteris-
tic properties of poorly collimated high-mass outflows
(Peters et al. 2014). This work is based on larger-
scale models compared to our present simulations, with
a simulation box of several pc size, a 1000 M⊙ ini-
tial core, and 98 AU grid resolution. Most impor-
tantly, the assumed initial condition is optically thin
in the infrared, and the highly optically thick accre-
tion flow around high-mass stars is beyond their reso-
lution limit. Therefore, the radiative heating in these
simulations could be treated using raytracing, which
gave comparable results to a more accurate Monte Carlo
computation (Peters et al. 2010b). Peters et al. (2011)
speculated that the gravitational fragmentation seen
in their radiation-magnetohydrodynamical simulations
might continue down to smaller scales, based on the ob-
servation that massive stars form with accretion rates
of the order 10−3M⊙/yr, which requires non-Keplerian
disks. Our present simulations show that this is indeed
the case. However, this gravitational instability does ap-
parently not lead to the formation of companion stars on
the smallest scales, so that fragmentation-induced star-
vation only occurs on scales larger than the disk scale.
Future simulations run from different initial conditions
will shed further light on this issue.
6. CONCLUSION
Numerical simulations of star formation is a truly rich
field with many outstanding challenges. Attempting to
capture all of the relevant physical processes and assess
their relative importance is an ongoing process, and here
we simulate some of the most important physical mech-
anisms that come into play to affect massive star forma-
tion.
We have made important strides in improving exist-
ing radiation feedback codes and implementing them in
a magnetohydrodynamics code with adaptive mesh re-
finement, building on the work done by many other au-
thors and collaborators. Klassen et al. (2014) introduced
our hybrid radiative feedback method, blending together
the accuracy of a raytracer with the efficiency of a flux-
limited diffusion method, as in Kuiper et al. (2010b) but
in a more general 3D Cartesian geometry.
In this paper we have made a major new advance in
the study of massive star formation by using this new
tool. By simulating protostellar cores of different masses
(30M⊙, 100M⊙, 200M⊙), we showed that even stars
with masses over 40M⊙ may continue to accrete despite
their high luminosity. Through radiation pressure they
succeed in driving expanding bubbles that sweep up ma-
terial and possibly channel gas over their shells back onto
the disk. Over the time periods and at the resolution
limits we tested, these shells do not show any signs of
breaking apart or becoming unstable, but this may still
change with the introduction of turbulence and greater
resolution in future simulations.
The results presented in this paper are in excellent
agreement with recent observations of massive, embed-
ded protostars (Beltran & de Wit 2015; Johnston et al.
2015), which show the presence of Keplerian accretion
disks of similar radius and mass to what we measure
in our simulations. In particular, ALMA observations
of AFGL 4176 by Johnston et al. (2015), which show a
25 M⊙ forming O7-type star surrounded by a 12 M⊙
Keplerian-like disk, strongly resemble the results of our
100 M⊙ simulation.
Protostellar disks grow rapidly and become Toomre
unstable. These instabilities do not result in further star
formation, but instead form spiral arms and an assymet-
ric disk that channels material onto the star at rates 2–10
times faster than before. The disk mass begins to level
out at around this same time while the stellar mass con-
tinues to grow.
We now summarize the results of our investigation as
follows:
• Each of our three simulated massive protostellar
cores produced only a single star, despite a Toomre
analysis showing their circumstellar disks to be un-
stable.
• After 81.4 kyr of evolution, our 30M⊙ simula-
tion showed a star with a mass of 5.48M⊙, while
our 100M⊙ simulation formed a 28.84M⊙ mass
star and our 200M⊙ simulation formed a 43.65M⊙
star. The latter two were about 30 and 100 times
super-Eddington in their luminosity, respectively,
and drove powerful winds occassionally achieving
speeds of greater than 50 km/s.
• Despite becoming locally Toomre Q unstable and
forming spiral arms, the accretion disks do not frag-
ment gravitationally to form more stars, at least for
the duration of our simulations. We use the Hill
criterion analysis of Rogers & Wadsley (2012) to
show that these spiral arms are still stable against
fragmentation. We also find that the combined
Gammie (2001) and Toomre conditions for frag-
mentation predict fragmentation of the disk to po-
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tentially form a binary companion at ∼ 1200 AU
radius, but this has not (at least, yet) occurred.
• Accretion onto massive protostars occurs very effi-
ciently through a protostellar disk, despite an ex-
tremely high flux of photons. Towards the ends
of our simulations, accretion rates were about 5 ×
10−5M⊙/yr, 6×10
−4M⊙/yr, and 1.5×10
−3M⊙/yr
for the 30, 100, and 200M⊙ simulations, respec-
tively. These showed no signs of slowing down
significantly and we speculate that our stars could
have gone on to accrete a significant fraction of the
total core mass.
• Optically-thick circumstellar disks are responsible
for the flashlight effect, i.e. the channeling of flux
along the polar axis and into the polar cavities.
Dust sublimation reduces the optical depth, but
also allows radiation to more easily escape into the
polar cavities.
• After the stars luminosities exceeded the Edding-
ton limit, they drove radiative bubbles, sometimes
in successive shells that could appear pierced by
stellar winds.
• Material was observed flowing along the outer shell
of these bubbles back onto the circumstellar disk,
but the outer shell itself did not show signs of a
Rayleigh-Taylor instability. Net gas acceleration
at the bubble wall is outward or close to zero. We
conclude that radiative Rayleigh-Taylor instabili-
ties do not form in the types of environments sim-
ulated in this paper.
Future simulations will explore the effects of turbu-
lence, ionizing feedback, and magnetic fields, each of
which contributes to the star formation efficiency and
cloud lifetime in important ways. Although our model is
idealized, it allows us to investigate several key processes
in great detail that would have been difficult to tease
apart if more physics had been included in our model.
The way forward will be to look at each in turn.
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