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ABSTRACT

Linguistic Abstractions in Children’s Very Early Utterances
by
Qihui Xu

Advisor: Virginia Valian, Ph.D.
Martin Chodorow, Ph.D.

How early do children produce multiword utterances? Do children's early utterances
reflect abstract syntactic knowledge or are they the result of data-driven learning? We examine
this issue through corpus analysis, computational modeling, and adult simulation experiments.
Chapter 1 investigates when children start producing multiword utterances; we use corpora to
establish the development of multiword utterances and a probabilistic computational model to
account for the quantitative change of early multiword utterances. We find that multiword
utterances of different lengths appear early in acquisition and increase together, and the length
growth pattern can be viewed as a probabilistic and dynamic process.
Chapter 2 asks whether very early combinatorial speech reflects abstract syntactic
knowledge or simply item-based learning driven by linguistic input. We use different language
models (LMs) to track syntactic and lexical development separately. The results show that the
syntactic structure behind children’s early combinatorial speech may exceed the development of
word combinations acquired from the learning input. Chapter 3 investigates whether the
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ungrammatical utterances produced by children at an early age (such as 'key-open-door') have
adult-like syntactic structure despite their incorrect word choices or missing words, or whether
those sequences come from data-driven learning of words without syntactic knowledge. We ask
a) adult native speakers, b) statistical LMs, and c) deep neural LMs to produce intelligible
utterances from scrambled children's multiword utterances (e.g., 'door-key-open'). We found that
the statistical LMs involving local statistical learning trained on child-directed speech can
account for the production of those early multiword utterances. The predictive fit of a simple
statistical model is as good as or even better than human subjects and the neural model which
assumes more complex learning mechanisms and was trained on larger size data. Taken together,
the three chapters provide a new, systematic account of when and how children's very early
combinatorial speech develops.
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INTRODUCTION
Human language and thought are characterized by their productivity (Fodor & Pylyshyn,
1988), capacities to comprehend, say, and generate an infinite number of things, including
sentences that the speaker has never heard before. As of today, such capacities can only be
achieved by humans, but not machine (Baroni, 2019; Lake & Baroni, 2018) or other species
(Fitch & Hauser, 2004; Yang, 2013; Zaccarella & Friederici, 2017), revealing the fact that
acquiring language seems to involve more sophisticated processes.
Nevertheless, it is miraculous that children acquire language so effortlessly and exhibit
competence of linguistic productivity often at a very early age (Bencini & Valian, 2008; Meylan
et al., 2017; Yang, 2013). Newborn babies have already started showing sensitivity to their
native language (Mehler et al., 1988). Between birth and the first birthday, they show knowledge
of or sensitivity to word meanings (Bergelson & Swingley, 2012), word segmentation
(Christophe et al., 1994), syntactic rules (Shi et al., 1999), and word order (Gervain et al., 2008).
When they start talking, they are observed to produce word combinations that they have never
heard before, but the production closely follows the linguistic rules of their native language
(Bloom, 1976/2013). How do children solve this complex learning problem that often eludes
machines and non-human species?
One process that is believed necessary for linguistic productivity is linguistic abstraction
(Chomsky, 1965/2014; Schuler et al., 2020), which serves as the skeleton for forming infinite
linguistic combinations. Regardless of when such representation emerges, it is wellacknowledged that it is, or will ultimately become, abstract to some degree in the human mind;
that is, adult knowledge of language structure includes stored abstractions of syntactic categories,
such as verb and noun. There is an objection against the abstract linguistic representation
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account, claiming that the knowledge of syntax is no more than stored exemplars of various
concrete components (Ambridge, 2017, 2020b). However, this account soon received many
criticisms from aspects of adult, child, brain, and machine studies (Brooks & Kempe, 2020;
Demuth & Johnson, 2020; MacWhinney, 2020; Mahowald et al., 2020; Schuler et al., 2020).
Even Ambridge (2020a) later admitted that abstractions could be made of exemplars. This debate
thus further strengthens the existence and the necessity of abstractions for linguistic productivity.
Given that, language acquisition either employs some already-existing abstractions or goes
toward those abstractions. Given that abstract linguistic knowledge is the key to achieve
linguistic productivity, how do children acquire those abstractions?
There are different theories attempting to account for language acquisition. We first
review those theories within the framework laid out by three developmental states. Although
there are often disagreements among theories in detail, most theories attempt to address the
questions within the same scope and framework. The disagreements primarily lie in what the
content is at a particular state and how the child goes from one state to another.
Three important states
Child language is developing every day, but there are three most important states building
the research outline of language development. The initial state is at birth. Research questions
regarding this state are whether the child has an innate endowment and, if so, what the
endowment is (Goldin-Meadow, 2020; Valian, 2014; Yang, 2004). It is also frequently asked
whether any innate endowment itself is necessary for learning a productive language.
The second important state corresponds to the time when children start combinatorial
speech. It is commonly believed that children produce their first words between 10 and 15
months (Bloom, 1976/2013; R. Brown, 1973/2013). At around 18 months, word combinations,
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with two words being the most common ones, have been reported in many studies (R. Brown,
1973/2013). Early speech can provide straightforward clues to the syntactic knowledge children
potentially have. Studies have observed that the word orders used by children mirror the word
orders provided by their caregivers (Gervain et al., 2008). On the other hand, early speech still
largely deviates from adult language (R. Brown, 1973/2013) in that child utterances are often
made up of main content words while being void of function words or grammatical morphemes
(e.g., “mommy sit”, “more milk”, etc.).
But do children have abstract syntactic structure when combining words? This question
has become the focus of debate between researchers who believe that young children map their
early language input onto already existing abstract syntactic structure (e.g., Valian, 1986), and
others who believe that children at this time point develop limited-scope formulae from the input
(patterns of fixed and variable words), and only later acquire syntactic knowledge (Ambridge et
al., 2015; Braine & Bowerman, 1976; Tomasello, 2000).
The final state is reached when the child has achieved adult-like linguistic competence of
a specific language in both comprehension and production. Adults can comprehend, say, and
generate an infinite number of sentences, including ones that the speaker has never heard before
or are semantically nonsensical such as Chomsky’s sentence “Colorless green ideas sleep
furiously” (Chomsky, 1957, p. 15). Regardless of the debate over whether language is innate, it
is agreed that a particular language is learned. Therefore, the final state of syntactic development
is to fully acquire the syntactic rules of a particular language. The present paper will not review
research on the final state in detail, but instead focuses more on the developmental process
occurring earlier this state.
From one state to another
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Between the first two states, there is a preverbal and a single-word period, where
syntactic knowledge cannot be revealed through production. Research on syntactic development
during those two periods mainly focuses on children’s syntactic competence in comprehension.
Children between birth and the first birthday were found to have knowledge of or sensitivity to
word segmentation (Christophe et al., 1994), syntactic rules (Shi et al., 1999), and word order
(Gervain et al., 2008). Those findings seemingly indicate that advanced syntactic knowledge
already exists, even though the child has not yet begun to produce complex utterances. However,
alternative accounts argue that it is statistical information that the child has been acquiring, rather
than syntactic knowledge, that enables linguistic sensitivity in comprehension.
Between the state of making combinatorial speech and the final state, children quickly
build and elaborate their sentences with increasingly adult-like regularities and grammar.
Regardless of whether children have any abstract syntactic knowledge from the get-go of the
combinatorial speech, researchers all agree that children will keep learning syntactic rules until
reaching the final state of language development (Huttenlocher et al., 2002; Legate & Yang,
2007; Tomasello, 2000; Yang, 2002). For example, young children often make errors in
inversion for wh-questions and only later consistently and correctly invert the subject and the
auxiliary in questions (Rowland & Pine, 2000). Since it is evident that learning plays an essential
role in elaborating children’s sentences, people frequently ask what role the endowment (if there
is any) plays in learning syntactic rules.
Answers from different accounts
Following the review of research questions about endowment and learning in syntactic
development, this section reviews answers provided by two major accounts - nativist and
empiricist. In addition, we review connectionist and social/cognitive learning theories for more
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perspectives on endowment and learning. Table 1 presents a summary of research questions and
answers or views provided by each account.
Nativist accounts
The nativist accounts posit that, at the initial state, there is a priori knowledge about
syntax that constrains language acquisition; syntactic knowledge is at least partially innate
(Chomsky, 1965/2014). The endowment is called Universal Grammar (UG), which provides a
framework with fixed properties of language plus several free parameters that can be tuned by
the specific language the child learns. For example, null subject is considered a free parameter
and is set differently in different languages (e.g., English requires overt subjects, but Chinese
does not). The priori knowledge is necessary for learning a language and cannot be compensated
for by postnatal learning. Otherwise, the learner might fail to learn the language due to the
Poverty of the Stimulus (POTS), an argument that the linguistic environment children are
exposed to is not rich enough to allow them to acquire every feature of language (Chomsky,
1980; Kam et al., 2008).
Nativist accounts assume that the abstract syntactic knowledge precedes and constrains
the learning of language-specific knowledge such as words, phonology, and language-specific
syntactic rules. However, the accounts do not deny the contribution of learning to syntactic
development. As a matter of fact, nativists also embrace the contributions of statistical learning
and social/cognitive learning in language acquisition (Yang, 2004). While using statistics or
social/cognitive cues to learn language-specific knowledge, children need UG to decide what
kind of cues to pay attention to and how to learn it efficiently, as there are often an infinite range
of statistical correlations existing in the environment.
Empiricist accounts
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Empiricist accounts are proposed in particular to argue against nativist accounts. They
deny the existence of an endowment for language, claiming that postnatal acquisition is
sufficient for learning a language (Lieven et al., 2003; Tomasello, 2000). Children initially copy
adult language and only later develop abstract syntactic knowledge, which means that their
linguistic productivity is initially weak and gradually emerges when they are older. The
empiricist position entails two primary rationales: one is to argue that any endowed properties
assumed by nativists can be learned; the other is to show that learning from adult input can
sufficiently account for the learning outcome children obtain.
For the former rationale, empiricists have used a technique known as the “traceback
method” to trace the source of children’s word combinations during their second year. They
found that most multiword utterances could be explained by limited-scope formulae (patterns of
fixed and variable words), suggesting limited productivity in the child’s early language use
(Lieven et al., 2003). However, the traceback method has been criticized for its validity and its
limited commitment to explicitly discovering mechanisms that allow linguistic productivity to
emerge from input-driven learning (Kol et al., 2014; McCauley & Christiansen, 2019a).
To remedy the limitation of the “traceback” idea, the other rationale was to provide
computationally explicit formulation, which usually involves the learning mechanisms without
any language-related priori knowledge. McCauley and Christiansen (2014, 2019a, 2019b)
constructed the chunk-based learner (CBL), an item-based model that could learn chunks and
statistics from adult input and generate speech output. By comparing how similar the model
output is to the actual child speech, one claim is that a model without any innate syntactic
knowledge can already simulate a significant portion (~70%; McCauley & Christiansen, 2019b)
of the actual child speech.
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Connectionist accounts
The premise of connectionism in syntactic development is that one can obtain abstract
syntactic knowledge through certain complex and deep processing in the mind without the need
to learn the symbolic system. A connectionist model, whose architecture is inspired by neural
networks in the human brain, is usually a network containing large numbers of interconnected
units. According to the connectionist view, language development is a process of continuously
adjusting the parameters of the connections in the network until they produce an output that
resembles the gold standard answer.
Depending on whether there are human-annotated features in the input, such as part-ofspeech (POS) tags, a connectionist model can either be considered in favor of the nativist (with
human-annotated features) or the empiricist account (without any human-annotated features).
Therefore, the connectionist position, in general, is not particularly relevant to the debate about
the endowment, although either empiricists or nativists can potentially use its architecture.
Instead, connectionism primarily focuses on the learning mechanisms and assumes that learning
involves deep and complex computations done through a set of biologically plausible neurons.
Social-Cognitive accounts
At the time when language is developing, the child’s non-linguistic abilities are also
developing. Social-Cognitive accounts believe that multiple developing systems often interact
and pave the way for each other (Iverson, 2021; Thelen & Smith, 1994), thus bridging the gap
between learning theories in various domains that are often isolated from each other. For
example, as infants explore the social environment through looking, holding, mouthing, and
transferring objects, the knowledge learned from those social interactions could also be
transferred to learn the semantic properties and syntactic categories foundational for language

7

(see Iverson, 2021 for a review). The content of the language input has long been known to
affect language learning, yet other factors such as pitch, speech rate, and attention expressed by
caregivers are also shown to be related to the language learning outcome (Nelson et al., 1989;
Nencheva et al., 2021; Suarez-Rivera et al., 2019).
Most social-cognitive theories do not get involved in the debate about endowment or
attempt to resolve whether early child grammar is limited in syntactic productivity. However,
they have a potential of challenging the POTS assumption raised by nativists by arguing that
domain-general resources can also support language learning and therefore work together with
the domain-specific resources to ensure the richness of stimulus (Iverson, 2021; Thelen & Smith,
1994).
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Table 0.1
Q&A at a glance.
Research scope

FAQ

Nativist accounts

Empiricist
accounts

Initial state

1. Do children have an
innate endowment?
2. What is the
endowment?
3. Is the endowment
necessary for learning a
language?

Preverbal period

Do children have syntactic Yes.
knowledge during the
preverbal period?

The onset of
Combinatorial
speech

Do children already have
abstract syntactic
knowledge that guides
their combinatorial
speech?

Verbal period

What is the role of
endowment for acquiring
syntactic rules of a
specific language?

Final state

-

Additional
perspectives
Connectionist
accounts

Main arguments

Social/Cognitive
learning

1. Yes.
2. Universal Grammar
(UG).
3. Yes.

Yes, children map
words to alreadyexisting syntactic
knowledge from the
onset of the
combinatorial speech.
UG is a prerequisite
for learning.
Meanwhile, UG
constrains the learning
outcome and makes
learning efficient.
Abstract syntactic
knowledge

1. No, at least there
is no languagespecific endowment.
2. NA.
3. No, at least the
language-specific
endowment is not
necessary.
No specific answers.
At least children
start statistical
learning during this
period.
Children imitate
adult input and only
later develop
abstract syntactic
knowledge.
Statistics and the
learning input, rather
than the languagespecific endowment,
support language
acquisition.
Abstract syntactic
knowledge to some
degree

one can obtain abstract syntactic knowledge through certain
complex and deep processing in a set of biologically plausible
neurons without explicitly learning the symbolic system.
Linguistic and nonlinguistic developing systems often interact and
pave the way for each other.
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In this dissertation, we investigate the linguistic abstraction underlying child very early
combinatorial speech and its development over time, using corpus analysis, computational
modeling, and human-subject experiments to track syntactic and lexical development from the
earliest combinatorial speech. Chapter 1 investigates when children start producing multiword
utterances, in which we use corpora to establish the development of multiword utterances. To
account for the quantitative development of early multiword utterances, we develop a
probabilistic computational model, VIRTUAL, that posits an interaction between a) varying,
increasing resources from various developmental domains and b) target utterance lengths
mirroring the input. Chapter 2 asks whether very early combinatorial speech reflects abstract
syntactic knowledge or simply item-based learning driven by linguistic input. More specifically,
we use a word-based LM and a POS-based LM to track syntactic and lexical development
separately. Adult-like POS sequences indicate syntactic knowledge, but they cannot be acquired
directly from the input because words do not arrive pre-labeled. If children's early utterances are
merely learned from the input, then stable adult-like POS sequences will not be present earlier
than adult-like word sequences because the data-driven view posits that knowledge of syntactic
structure is a generalization from words. Conversely, if children's POS sequences are adult-like
before word sequences, that means that children have abstract syntactic knowledge that is at least
partially independent of the input.
Chapter 3 investigates whether the ungrammatical utterances produced by children at an
early age (such as 'key-open-door') have adult-like syntactic structure despite their incorrect
word choices or missing words, or whether those sequences come from data-driven learning of
words without syntactic knowledge. We pilot a novel method, in which we ask a) adult native
speakers, b) statistical LMs, and c) deep neural LMs to produce intelligible utterances from
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scrambled children's multiword utterances (e.g., 'door-key-open'). Thus, adults and LMs will
apply their linguistic knowledge to limited word sequences. If children's early utterances, with
their limited vocabulary, result from input-driven learning, there will be a higher resemblance
between their utterances and the sequences models produced. If the resemblance between
children's utterances and the sequences adults produced is higher, we can infer that children have
adult-like syntactic knowledge early in acquisition.
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CHAPTER 1 – HOW INFANTS’ UTTERANCES GROW
This chapter documents the distribution of early utterance lengths and examines their
trajectories of change over time. we analyze speech samples from 25 children between the ages
of 14 and 43 months; we construct distributions of their utterances of lengths one to five by age.
Our novel findings are that multiword utterances of different lengths appear early in acquisition
and increase together until they reach relatively stable proportions similar to those found in
parents’ input. To explain such patterns, we develop a probabilistic computational model,
VIRTUAL, that posits an interaction between a) varying, increasing resources from various
developmental domains and b) target utterance lengths mirroring the input. VIRTUAL
successfully accounts for most of the empirical patterns, suggesting a probabilistic and dynamic
process that is nonetheless compatible with apparent distinct milestones in development. We
provide a new, systematic way of showing how developmental cascade theories could work in
language development. Our findings and model also suggest insights into syntactic, semantic,
and cognitive development.
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1.1

Introduction
Children’s first utterances are short and often have omission errors, such as “key open

door” and “blue car broken down”; they gradually lengthen as children get older. Utterance
length has been considered a general indicator of language development and is frequently used to
describe developmental changes in linguistic competence. Previous work suggests strong
relations between utterance length and the development of syntax, semantics, and vocabulary
(Blake et al., 1993; R. Brown, 1973/2013; Devescovi et al., 2005; Rollins et al., 1996;
Scarborough et al., 1991). For example, utterance length is correlated with a variety of syntactic
milestones (Blake et al., 1993; R. Brown, 1973/2013; Valian, 1991) and linguistic complexity
(Ambridge et al., 2015; Le Normand et al., 2013). The determinants of utterance length also bear
on the roles that various systems external to language, such as cognitive and motor systems, play
in development (Berk & Lillo-Martin, 2012; Moore & Maassen, 2004). Yet the trajectory of
children’s development of utterance length as children move beyond single words is unknown. In
the present work we a) characterize the developmental changes in utterance lengths starting very
early in acquisition, and b) model the underlying processes that could produce such changes.
The literature is replete with references to a one-word, a two-word, and a later multiword
stage in language development, stages that are often considered as qualitatively different from
each other (Bloom, 1976/2013; R. Brown, 1973/2013; Butcher & Goldin-Meadow, 2000; HerrIsrael & McCune, 2011; Leopold, 1949). But the data are inconsistent with respect to what very
early combinations look like (are they limited to two words or a mixture of different lengths?),
how early in development word combinations occur (two years old or earlier?), and how they
change over time (in distinct stages or continuously?). If the development of utterance length
over time is continuous, will it be compatible with apparent milestones as observed in the
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previous literature on the one-word and the two-word stages (Bloom, 1976/2013; R. Brown,
1973/2013; Butcher & Goldin-Meadow, 2000; Herr-Israel & McCune, 2011; Leopold, 1949)?
Without knowledge of the trajectory, it will be difficult to understand the mechanisms governing
the development of combinatorial speech.
In contrast to stage theories, a variety of theories view change as a developmental cascade
shaped by various resources (Iverson, 2021; Oakes & Rakison, 2019). Rather than abrupt
qualitative changes, development is a gradual and cumulative consequence of the dynamic
interactions between many domain-general and domain-specific developing resources or
systems. Consistent with the idea of cascades, we propose a continuity and a nonlinearity in the
development of utterances of different lengths. For the continuity, we expect that utterances of
different lengths co-occur during the earliest period of combinatorial speech, reflecting a
fluctuating process in which less advanced and more advanced productions coexist and develop
simultaneously. For the nonlinearity, we expect that the development of utterance length can be
better described by a nonlinear trajectory, as opposed to a straight one. Observed milestones are
compatible with underlying gradual changes in development. Note that while the term –
nonlinearity - may be used differently in different fields, we use nonlinear to refer to patterns of
change that are different from straight-line trajectories.
We highlight two possible sources of change. One is the growth of various resources over
time including, among others, working memory (Newbury et al., 2016), lexical knowledge (Nóro
& Mota, 2019), and articulatory capacity (Moore & Maassen, 2004). Children’s utterances are
thus initially short due to limited cognitive and/or linguistic resources, gradually becoming
longer and more complete over time as those resources increase (Moore & Maassen, 2004;
Newbury et al., 2016; Nóro & Mota, 2019).
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A second source is adult language input, which provides target utterances of different
lengths for children to aim for. Adult input affects many aspects of language development in the
first year, including word meanings (Bergelson & Swingley, 2012), word segmentation
(Christophe et al., 1994), syntactic rules (Shi et al., 1999), and word order (Gervain et al., 2008).
The presence of different utterance lengths in the input potentially provides children with
examples of lengths to model.
The two sources – increasing resources and an input distribution of model lengths –
suggest a dynamic interaction between what children intend to say and what they can actually
produce. Although children's early short and ungrammatical utterances, such as those missing
obvious grammatical constructions, might be evidence of a lack of linguistic competence (Braine
& Bowerman, 1976; Pine et al., 1997), they might instead reflect limitations in the resources
necessary for combinatorial speech (Valian, 1991). In tests of comprehension, children appear to
have more advanced linguistic knowledge than their productions indicate (Goldin-Meadow et al.,
1976; Santelmann & Jusczyk, 1998; Shipley et al., 1969; Valian et al., 1996). Even within
production, utterances conveying the same information can vary in length under different
conditions; for example, Valian and Aubry (2005) showed that children produced more elements
when given a second chance to repeat the same utterance, suggesting that they can produce
longer utterances when their resources are augmented by prior lexical look-up and overall
semantic analysis.
Given that both the increasing resources and an input distribution of model lengths have
been shown to affect utterance development (Braine & Bowerman, 1976; Christophe et al., 1994;
Newbury et al., 2016; Shi et al., 1999; Valian & Aubry, 2005), it is likely that utterance length
development is a cumulative developmental cascade and reflects the interactive effects of those
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systems. We propose a model, which we call VIRTUAL (varying, increasing resources and
target utterance (adult) lengths), of how the two sources interact to influence the development of
utterance length. Without a resource limitation, children's utterance lengths would resemble the
length distribution we see in adults; since two-year-olds are resource-limited in linguistic,
cognitive, and/or biological domains, their utterances will often be shorter than they intend. In
effect, the child reduces the intended utterance to the length that her resources can support.
Because of the way the sources interact, the distribution of child utterance lengths is the product
of probabilistic rather than an all-or-none processes. Similar to the cascade account for
developmental change (Oakes & Rakison, 2019), VIRTUAL portrays underlying development as
a gradual, continuous process that is nonetheless compatible with apparent distinct milestones.
In Study 1, we document the developmental trajectories of utterances of different lengths
by examining early multiword utterances in spontaneous speech samples from 25 children
(MacWhinney, 2000). If the development of utterance length is a gradual and cumulative
consequence of many other developing resources and systems that is nonetheless compatible
with apparent distinct milestones in observed behaviors, then, in Study 1, we should see the
continuous and nonlinear development, rather than discrete stages, of utterances of various
lengths even during the earliest period of combinatorial speech. In Study 2, we use VIRTUAL, a
probabilistic model that embraces the underlying change with continuity and dynamic
interactions, to simulate the behavioral patterns characterized in Study 1.
1.2

Study 1
Study 1 documents the distribution of early utterance lengths and examines their

trajectories of change over time. We establish when combinations begin and how many words
children combine to determine whether the development of different utterance lengths is
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continuous and simultaneous or in separate stages. We then track with regression analysis how
that number changes across development. To determine whether the development of different
utterance lengths is linear or nonlinear, we contrast a linear and a nonlinear regression model.
1.2.1

Method

1.2.1.1 Data
We screened all the longitudinal English corpora in CHILDES (MacWhinney, 2000),
selecting 24 children whose data fit the following criteria: a) their recordings started no later than
23 months, b) their corpus contained at least one hour-long recording per month, and c) the
interval between consecutive sessions was no greater than 2 months (Bloom, 1970; Braunwald,
1971; Brown, 1973/2013; Demuth & McCULLOUGH, 2009; Higginson, 1986; Jones &
Rowland, 2017; MacWhinney, 2014; Parsons, 2006; Post, 1992; Theakston et al., 2001). Due to
sparse samples at some age points, we focused on the range between 14 and 43 months; each age
point consisted of data from at least four children. We similarly tracked the adult productions for
each child.
Among the 24 children, recordings of eight children – the earlier group – started no later
than 16 months. The remaining 16 children – the later group – started no later than 23 months
(Figure 1.1). Figure 1.2 shows the number of word tokens produced by each child in the earlier
group from 14 to 43 months of age (for children in the later group, see Appendix A).
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Figure 1.1. Number of children contributing data at each age point. The darker blue bars on the
bottom represent the children in the earlier group and the lighter ones on the top represent the
children in the later group.

Figure 1.2. Number of word tokens by age for children in the earlier group. See Appendix A for
children in the later group.
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1.2.1.2 Procedure
Utterances that are counting or routines were excluded. Imitations were excluded if they
immediately repeated a parent’s whole utterance or a subset of it. Utterances with repetitive
words at adjacent positions, unintelligible markers, or filler words without specific meanings
were shortened. See Table 1.1 for statistics and examples. To identify filler words without
specific meanings, we first used the POS tags provided by CHILDES (MacWhinney, 2000) to
retrieve words tagged as ‘co’ (i.e., communicators). Next, we asked seven annotators to judge
whether the words have meaning. A word was considered a filler word without specific meaning
if at least one annotator judged it to be.
We focused on utterances of one, two, three, four, and five words, which account
respectively for 35%, 20%, 17%, 12% and 7% of children’s utterances (a total of 91%) and a
total of 70% of adults’ utterances. We extracted utterances of those lengths from the data of each
child and adult, and constructed proportional distributions of length as a function of age.
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Table 1.1
Count of utterances excluded or used and examples for each filtering criterion.

Utterances
excluded

Utterances
used

N (%)

Criterion

Criterion-wise
N (%)
-

Example

Utterances
only
containing
illegal
elements

93,011
(19%)

-

Utterances of
lengths 1-5

26,835
(5%)

Immediate
imitations

21,133 (4%)

Counting

3,565 (1%)

MOT: “I see the
red car.”
CHI: “Red car.”
“One two three.”

Routine

2,078 (0.4%)

“a c a d.”

“xxx.”;
“Ah.”

Utterances of
lengths 6 or
more

31,466
(6%)

-

-

“Sunny to go fire
it’s sunny.”

Utterances
not shortened

293,407
(59%)

-

-

“Key open door.”

Utterances
shortened

56,384
(11%)

Repetitions

20,209 (4%)

“Mommy mommy
eat.”
-> “Mommy eat.”
“xxx yyy bee.”
-> “bee.”

Unintelligible 34,957 (7%)
markers
Filler words

7,582 (2%)

“ah open wide”
-> “open wide”
Note. N (%): count of the utterances excluded or used and the percentage of those utterances out
of all utterances before cleaning; Criterion-wise N (%): count of the utterances of each criterion
and the percentage of those utterances out of all utterances before cleaning. Percentages under
Criterion-wise N (%) do not add up to the percentage under N (%), because a given utterance
may meet more than one criterion for exclusion or shortening. The utterances only containing
illegal elements are the ones with only unintelligible markers or filler words, as shown in the
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example. The example for immediate imitations includes the child’s (CHI) utterance and its
immediately preceding adult’s (MOT) utterance. The examples for shortening include both the
original and the reduced utterances.
Capturing early word combinations. We analyzed and compared the distributions for
children in the earlier and the later groups, examining data aggregated across all children and
data from each individual child. To ensure that each point for each group still consisted of data
from at least four children, the age range for the later group was narrowed down to 20-35 months
but only in this analysis (i.e., the analysis based on the two groups combined still focused on the
age range between 14 and 43 months).
Tracking developmental changes. This analysis used combined data of the earlier and the
later groups for a larger sample size. The linear segmented regression model consists of two
linear segments separated by one inflection point. Note that the two linear segments and an
inflection point are a simplified description of a nonlinear shape rather than an indication of
abrupt switch in behavior. We use the term “inflection point”, also referred to as “breakpoint” or
“changepoint” in other literature (Muggeo, 2016; Muggeo et al., 2014), to avoid a possible
misinterpretation that the change at this point indicates any abrupt switch. Compared with other
models that propose a nonlinear change, such as polynomial or exponential regression,
segmented linear regression retains the advantages of linear regression such as simplicity and
interpretability. It is also more in line with our theoretical interest because it can find the
inflection point where the most apparent change occurs, allowing it to model not only
developmental changes but also the steady, adult-like state that the child ultimately attains
(Bloom, 1976/2013; R. Brown, 1973/2013; Butcher & Goldin-Meadow, 2000; Herr-Israel &
McCune, 2011; Leopold, 1949; Oakes & Rakison, 2019). Alternative models, such as
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polynomial regression, will continue to change as a function of age and never converge on a
steady state.
For each utterance length, we fitted a mixed-effects segmented regression (V. Muggeo,
2016; V. M. Muggeo et al., 2014) to the proportion of utterances by age to determine whether a
single linear regression line or two linear regression lines with an inflection point between them
fitted the data significantly better. The fixed effects are intercept and age for a single linear
regression, and intercept, inflection point, age before the inflection point, and age after the
inflection point for a segmented regression. The random effect is all the individual children from
both the earlier and the later group with random intercepts and slopes. If the proportion of
utterances of a certain length increases rapidly until an age (the inflection point) at which the
slope changes significantly (e.g., stops increasing and then remains constant or flattens), a
segmented regression will identify the inflection point and the slopes before and after the
inflection point. If there is an inflection point, a model with two linear regression lines will fit the
data significantly better than a model with a single linear regression line. The slopes of the two
regression lines represent the developmental rates by age before and after the inflection point.
We use the inflection points estimated on each individual child’s data from the mixedeffects regression model, and then compare the inflection points of each utterance length to
determine where the most apparent developmental transitions occur.
1.2.2

Results

1.2.2.1 Capturing early word combinations
At the age of 14 months, 19% of utterances produced by children in the earlier group
ranged from two to four words (an average of 5 multiword utterances per child with five children
(N = 5) contributing to the data; examples are “back on” and “truckie went by”), and one-word
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utterances account for 81% (78 one-word utterances per child; N = 5). At 15 months, two-,
three-, four, and five-word utterances accounted for, respectively, 15%, 6%, 2%, and 1% of
utterances (69 multiword utterances per child; N = 6; examples are “key open door” and “a
microphone mommy microphone”), increasing at 20 months to 22%, 12%, 7%, and 2% (311
multiword utterances per child; N = 8; examples are “keep that open for Lucy” and “see baby in
there”) (Figure 1.3A). Most of the individual children followed the overall pattern (Figure 1.4).
For example, for six of the eight children with data at 15 months of age, two used utterances of
lengths two-to-five, two used lengths two-to-four, and one used length three; one child used only
single word utterances. When children produce shorter utterances, they produce longer utterances
as well. Appendix B presents examples of multiword utterances produced by the earlier children
before 20 months.
At 20 months, the children in the later group produced utterances with lengths two,
three, four, and five words, respectively accounting for 34%, 14%, 5%, and 1% of the total (217
multiword utterances per child; N = 4). Their percentages were higher than those for the earlier
children because even their early recordings occur at a later age (Figure 1.3C). At 23 months,
where more children’s data were available, the comparable percentages were 25, 10, 4, and 1
(384 multiword utterances per child; N = 15). The proportion of longer utterances increased after
that point. For the 15 individual children’s data at 23 months, ten used two- to five-word
utterances, four used two- to four-word utterances, and the remaining one used two- and threeword utterances. Adults from the earlier and the later groups were similar to each other, with
relatively constant proportions of utterances of different lengths (Figure 1.3B and 1.3D). At an
older age, children’s utterance length distributions became similar to those of adults’.
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Figure 1.3. Proportional distributions of utterances by length and age aggregated across children
(A) and parents (B) in the earlier group, and children (C) and parents (D) in the later group. Xaxis indicates children’s age in months when being recorded. Y-axis indicates proportions of
utterances of different lengths (i.e., one to five words) out of all utterances of one to five words.
Error bars are standard errors of the means. Parents in each group are the parents of the children
in that group. To ensure that each point for each group still consisted of data from at least four
children, the age range for the later group was narrowed down to 20 – 35 months.
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Figure 1.4. Proportions of utterances by length and age of individual children in the earlier
group. Y-axis indicates proportions of utterances of different lengths (i.e., one to five words) out
of all utterances of one to five words. The grey area indicates the ages between 14 and 20
months.
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1.2.2.2 Tracking developmental changes
Significant inflection points occurred for each utterance length, as shown by segmented
regressions (Table 1.2 and Figure 1.5). For example, before 25.4 months of age, one-word
utterances as a proportion of one-to five-word utterances decreased by 4.5% for each additional
month (b = -.045, 95% CI [-.049, -.040]). At 25.4 months (95% CI [24.0, 26.9]), the inflection
point occurred: one-word utterances now decrease only 0.9 % per month (b = -.009, 95% CI
[-.021, .003]). The segmented regression fitted the data significantly better than did a linear
regression (likelihood ratio test, χ2(2) = 165.77, p < .001). Each multi-word utterance length first
increased and then either decreased or increased at a much slower rate than before (Figure 1.5).
Figure 1.6 shows developmental changes of one-word utterances for individual children. In sum,
the proportions of early utterance lengths by age display significant nonlinear transitions.
Inflection point timing varied as a function of utterance length, as shown by repeated
measures ANOVA using the inflection points estimated for each individual child’s data (F (2,
46) = 246.09, p < .001, ηp2 = .92); with Greenhouse-Geisser correction). Pairwise post-hoc
comparisons with Bonferroni corrections found significant inflection point differences between
utterances of two and three words (t (23) = -6.50, p < .001, d = -1.33, 95% CI [-4.66, -1.79]),
between three and four words (t (23) = -10.70, p < .001, d = -2.19, 95% CI [-6.95, -4.00]), and
between four and five words (t (23) = -17.81, p < .001, d = -3.64, 95% CI [-4.20, -3.03]). The
longer the multi-word utterance, the later the inflection point.
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Table 1.2
Mixed-effects segmented regressions for one- to five-word utterances.
Utterance length
(words)

IP

CIIP

b Before
b After

CIb_Before
CIb_After

χ2

One

25.42

[23.96, 26.88]

-.045
-.009

[-.049, -.040]
[-.021, .003]

165.77***

Two

21.38

[19.86, 22.90]

.012
-.004

[.009, .016]
[-.012, .003]

71.00***

Three

24.95

[22.81, 27.09]

.014
.003

[.012, .016]
[-.002, .009]

90.26***

Four

30.91

[29.65, 32.17]

.012
.000

[.011, .013]
[-.005, .005]

117.69***

Five

34.83

[33.40, 36.26]

.008
-.004

[.008, .009]
[-.010,.002]

111.37***

Notes. IP represents the inflection point. CIIP represents the lower and upper limits of the 95%
confidence interval of IP. b is the unstandardized regression coefficient, i.e., the change in
proportion per month (slope) of utterances of the given length. For each utterance length, the b
Before is estimated when the predictor is the ages before the inflection point, whereas the b After
is estimated when the predictor is the ages after the inflection point. CIb_Before and CIb_After
represent the 95% confidence intervals of b Before and b After, respectively. χ2 indicates the chisquare of the difference between the segmented regression model and the linear model.
*** p < .001
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Figure 1.5. Mixed effects segmented regressions of the proportions of one to five-word
utterances by age. The dots represent individual children’s data at each age point.
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Figure 1.6. Individual children’s development of one-word utterances, predicted by the mixedeffects segmented regression model. The triangle on the x axis denotes the segmented regression
inflection point for each child.
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1.2.3

Discussion
We have two notable and novel findings. First, combinatorial speech appears very early –

around 14-15 months. Previous research concentrates on older children, starting at around 19
months or later. Although the data are sparse at the earliest ages, at no period did children
produce only one- and two-word utterances. Instead, they produce two-, three-, four-, and even
some five-word utterances. Children consistently used shorter utterances but tried longer ones,
until the production of the next longer utterance became more stable. That pattern has not
previously been described (Bloom, 1970, 2013; Brown, 1973/2013; Butcher & Goldin-Meadow,
2000; Herr-Israel & McCune, 2011; Scollon, 1976).
One might wonder if the eight children in the earlier group were precocious, rather than
simply having been recorded earlier. What suggests that the children in the earlier group were of
a piece with the children in the later group is that all of the children in the later group had
numerous multiword utterances. That suggests that earlier recordings of the older children would
have revealed the same early onset of multiword productions that we see in the earlier children.
The second notable finding is that the development of utterances of different lengths is
nonlinear. The development of one-word utterances is characterized by a rapid decrease and
finally a plateau. Longer utterances increase (more gradually) and then plateau. The longer the
utterance, the more time it takes to plateau. By hypothesis, that is because longer utterances
require more resources than shorter utterances, and those resources both fluctuate during the
short term and gradually increase over the long term. When children’s utterance proportions
plateau, we also observed a similarity of the utterance length distributions between children and
parents. By hypothesis, that is showing that child utterance length development is influenced by
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parents’ input. Our findings are consistent with the two resources we proposed - increasing
resources and an input distribution of model lengths.
We use segmented regression as a simple tool for testing the nonlinear change and the
average rates of change before and after the point of maximum change. Alternatively, one could
try other nonlinear models without proposing two linear segments and use local minima for
locating nonlinear shifts, but that attempt could complicate the model and weaken the
interpretability. The current study analyzed utterances of each length separately while ignoring
their interdependence – they all represent proportions of the same pool of utterances. However,
we do not think that this will affect our findings that multiword utterances appear early and
develop continuously and nonlinearly. The fact that they plateau at different time points rules out
the possibility that the change in utterances of one length was solely an artifact caused by the
change in utterances of another length; utterances of different lengths are interdependent in their
proportions, but their development is at least partially independent.
The nonlinear shifts where the utterance proportions plateau would seem to provide a
challenge to a continuous underlying process. We also see age differences for the nonlinear shifts
of different utterance lengths. In Study 2 we ask whether an underlying continuous process is
compatible with the nonlinearity of development. We also investigate formally what roles
varying resources (e.g., cognitive, linguistic, or motor resources) and adult input play in shaping
such a developmental trajectory of utterance length that we observe in Study 1. Our aim in
Study 2 is to model the data of Study 1 to understand the underlying mechanisms.
1.3

Study 2
In Study 2 we model the underlying changes that may give rise to a) the early appearance

of utterances longer than two words, b) the gradual increase of utterances by length, and c) the

31

nonlinear transitions to more stable proportions of utterance length. We take a first step to
provide a formal model, VIRTUAL, of the hypothesis that children's increases in utterance
lengths are a function of a distribution of target lengths given by the input and continuously
varying and developing resources which may involve multiple domains such as linguistic,
cognitive, and biological constraints. We also test the theoretical and empirical adequacy of those
two underlying assumptions.
1.3.1

Method

1.3.1.1 Data
We used the data from Study 1, including both the children’s and their parents’
utterances.
1.3.1.2 Model
We propose VIRTUAL for modeling the data. VIRTUAL is a probabilistic computational
model that posits only two sources: continuously varying and developing cognitive or linguistic
resources and a probability distribution of target utterance lengths obtained from the input. The
idea underlying the first source is that the probability of success in producing a given length
depends on the level of available resources (R). R varies from moment to moment and is
normally distributed around a mean that increases as the child’s age increases, as illustrated in
Figure 1.7. For an utterance to be produced, R must be sufficient to produce at least one word;
larger values of R make longer utterances possible.
The idea underlying the second source is that each time a child generates an utterance, the
child “intends” to produce an utterance of some target length (T). The distribution of target
lengths is determined by the distribution of lengths in the adult input, shown in Figure 1.8A. For
consistency with Study 1, we set the range of lengths from 1 to 5. Note that the parents' length
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distribution is roughly constant across a wide range of ages, as shown in Figure 1.8B. Since
resources increase with age, longer utterance lengths will also increase until the child's
distribution matches the parent's.
We propose that the probability of the child producing an utterance of length N at each
timestep, P(N), is as shown in Eq. 1.1. There are two ways in which this can happen: (a) The
target utterance length is equal to N, P(T =N ), and the resource level is adequate to support
producing N words, P(R≥ N); (b) The target length is longer than N, P(T > N), but the maximum
length that R can support is N, P(RMAX = N ), in which case the child will reduce the utterance
length from T to N. P(RMAX = N ) equates to P(N ≤ R < N+1) in the probability calculation,
representing resources that can maximally support length N and are not adequate for length N+1.
The denominator in the equation, Z, is a normalizing constant to guarantee that the P(N) values
are probabilities. Z is equal to the sum of the numerators in P(N), for N = 1 to 5.
$

𝑃(𝑁) = ([𝑃(𝑇 = 𝑁) ∗ 𝑃(𝑅 ≥ 𝑁)] + [𝑃(𝑇 > 𝑁) ∗ 𝑃(𝑅!"# = 𝑁)]) ∗ .%/
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(1.1)

Figure 1.7. The R distribution mean increases as age increases, shown here in timesteps of one
month. At each timestep, the R distribution provides the probability of having resources for
supporting the production of the utterances of each length. The shaded area illustrates the
probability of having resources for supporting the production of three-word or longer utterances,
which increases by age.
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A.

B.

Figure 1.8. (A) distribution of "target" utterance lengths, and (B) plot of parents’ utterance
lengths by child age. The distribution of “target” utterance lengths (A) consists of the mean
proportions of the utterance lengths in the parents’ distribution (B), which remains relatively
stable over time.
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1.3.1.3 Procedure
Using Eq. 1.1, we calculate the probabilities of producing utterances of lengths one to
five words at each age point (month). Similar to Study 1, we construct proportional distributions
of length as a function of age. Simple segmented regressions (Muggeo, 2003) are fitted to the
distributions by age to locate inflection points and to measure the slopes of the regression lines
before and after the inflection points. Finally, we compare the model predictions to the empirical
results from Study 1. Model predictions of proportions less than .001 (one per thousand
utterances) are excluded from the analysis due to the unreliability of empirical evidence for such
rare events. As a result, agepoints of five-word utterances in the model output start from 17
months.
The standard deviation of the R distribution is fixed at 1.5. The initial mean value of R at
14 months (the earliest time point in Study 1) is set to 0 and is increased by 0.35 for each
successive month. Those parameters are tuned empirically to provide the best overall fit of the
data (i.e., the number of predicted coefficients that fall within the 95% confidence interval of the
empirical results). The parameter values do not affect the fundamental framework of the model,
and they are open to fine tuning (see Discussion for more details). We show in Appendix C that
the change in parameters will only produce quantitative rather than qualitative differences in
VIRTUALs predictions; the greater the initial mean, the lower the proportion of one-word
utterances at 14 months (Fig.C.1). The smaller the SD, the sharper the change in utterances of
different lengths (Fig.C.2). The greater the incremental value, the earlier the development
reaches a stable, adult-like state (Fig.C.3).
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We test the model against the children's empirical distribution. We also separately test the
adequacy of the two sources, target lengths and increasing resources, of VIRTUAL and the
interaction between them.
1.3.2

Results
Figure 1.9 compares the empirical pattern from Study 1 (A and C) to the probabilistic

model (B and D). The model qualitatively captured the four dominant features of the empirical
pattern. The model simulated 1) the early dominance of utterances of length 1, and 2) the early
appearance of utterances of lengths 2-5. 3) Each length has an inflection point, and 4) longer
utterances have later inflection points.
Table 1.3 quantitatively compares the segmented regressions of the model and the
empirical data. Most of the inflection points and slopes predicted by VIRTUAL fell within the
95% confidence interval of the empirical results. For example, one-word utterances as a
proportion of one-to five-word utterances first decreased significantly by age, b = -.036, reached
an inflection point at 26.6 months, and remained almost constant after the inflection point, b =
-.003. The predicted inflection point and the slope before the inflection point fell within the 95%
confidence intervals of those from the empirical data for the inflection point (25.4, 95% CI [24.0,
26.9]) and the slope after the inflection point (b = -.009, 95% CI [-.021, .003]).
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Figure 1.9. A) Empirical and B) VIRTUAL distributions of utterance lengths, and segmented
regressions fitted to the C) empirical and D) VIRTUAL distributions.
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Table 1.3
Segmented regression results for the model predictions and for the empirical data
Utterance length
(words)
One

Model predictions
IP
b Before IP
(months)
b After IP
26.58‡
-.036
-.003‡

Empirical results
IP
b Before IP
(months)
b After IP
25.42
-.045
-.009

Two

19.36

.017
-.005‡

21.38

.012
-.004

Three

25.35‡

.017
-.002‡

24.95

.014
.003

Four

31.86‡

.011‡
.000‡

30.91

.012
.000

Five

35.28‡

.009‡
34.83
.008
.001‡
-.004
Notes. IP represents the inflection point. b is the unstandardized regression weight, i.e., the
change in proportion (slope) of utterances of the given length per month. For each utterance
length, the b Before is estimated when the predictor is the ages before the inflection point,
whereas the b After is estimated when the predictor is the ages after the inflection point.
‡ Parameter falls within the 95% confidence interval of the corresponding empirical results.
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1.3.3

Testing VIRTUAL’s assumptions
We test the adequacy of the two sources – target lengths and increasing resources – of

VIRTUAL and the interaction between them.
1.3.3.1 Target lengths
In VIRTUAL, the target distribution is determined by the distribution of lengths in the
input. To test the necessity to posit a target distribution, we removed the target length terms from
VIRTUAL so that the probability of producing an utterance of length N is based solely on the
probability that RMAX is equal to N, as in Figure 1.10A.
Methods. We applied the same proportional distribution analysis that we used for
VIRTUAL, with the same parameters of R for the initial mean, standard deviation, and
increment size. Similar to VIRTUAL, parameter values for the no-target-distribution model were
tuned empirically.
Results. The no-target-distribution model (Figure 1.10B) shows that as age increases,
each length becomes dominant for a period of time and then declines in prominence only to be
replaced by the next (higher) length. This is strikingly different from the empirical pattern of
children’s length distributions (see Figure 1.10C). Parameter tuning does not qualitatively
change its predictions. This test thus confirms the necessity for VIRTUAL to include a target
utterance length distribution in explaining children’s utterance length development.

A.

The VIRTUAL model

1
𝑃(𝑁) = ([𝑃(𝑇 = 𝑁) ∗ 𝑃(𝑅 ≥ 𝑁)] + [𝑃(𝑇 > 𝑁) ∗ 𝑃(𝑅!"# = 𝑁)]) ∗ 0 3
𝑍
The no-target-distribution model
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$

𝑃(𝑁) = ([𝑃(𝑅!"# = 𝑁)]) ∗ .%/
B.

C.

Figure 1.10. Testing the distribution of target utterance lengths. A) The formulae of the
VIRTUAL model and the no-target-distribution model, where the terms in blue represent the
parts relevant to the target-distribution assumption; B) The utterance length distributions
predicted by VIRTUAL and the no-target-distribution model. C) The children’s empirical
utterance length distribution by age.
1.3.3.2 Resource distribution
To test the source of increasing developmental resources, we could not compare the
model without the resource distribution to the children’s data since the development of speech
production is known to be at least partially driven by the growth of resources such as working
memory, lexical knowledge, or articulatory capacity (Moore & Maassen, 2004; Newberry et al.,
2016; Noro & Mota, 2019). Instead, we test the plausibility of the idea that resources are
continuously varying, normally distributed, and increasing. Since R must be sufficient to produce
at least one word, P(R ≥ 1), for any utterances to be produced, the change in R predicts the rate
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of increase in the total number of utterances children will produce. Therefore, we counted the
total number of utterances that children produce and compared it to the model’s prediction that
the probability of an utterance of any length, P(R ≥ 1), first rapidly increases and then levels off.
We expect to see a correspondence between the change in P(R ≥ 1), an increase and then a
leveling off, and the development of the total number of utterances that children produce.
Methods. We used the empirical data to analyze the mean frequency of all the utterances
by age. Since utterance frequency is an unstandardized measurement and is susceptible to noise,
we focus on the Providence data: that database has sessions of fixed duration and contains many
early recordings before 20 months. To ensure that each age point consists of data from at least
four children in the corpus, we focus on the range between 14 and 41 months.
Data were standardized to make the model prediction and the empirical data comparable.
For the model prediction, Z scores were calculated at each timestep based on the mean and
standard deviation across the whole age range. For the empirical data, Z scores were separately
calculated for each child based on the child’s mean and standard deviation across the age range.
To quantify the change, we again applied segmented regressions for the empirical data (Muggeo,
2016; Muggeo et al., 2014).
Results. The change in the frequency of utterances predicted by VIRTUAL is similar to
the development of the children’s utterance production (Figure 1.11). Segmented regressions
show the inflection point of VIRTUAL’s predictions (22.6) to be within the 95% confidence
interval ([16.6, 23.9]) of the empirical results. The results are consistent with the idea that
resources are continuously varying, normally distributed, and increasing.
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Figure. 1.11. Testing the developmental resources. Empirical data by child: standardized average
frequency of utterances as a function of age, based on the empirical data. Fit line: standardized
utterance frequency predicted by mixed-effects segmented regression. VIRTUAL prediction:
standardized probability of having resources for producing utterances of any length.
1.3.3.3 Interaction between the two sources
VIRTUAL posits an interaction between the two sources: a target utterance is shortened
in production when the available resources that the child has are not adequate to support its
length. To examine this parameter, we created a no-reduction model. That is, the target
utterances are either successfully produced when the resource level is adequate, or no utterance
is produced when resources are not adequate. This no-reduction model omits the lengthreduction term (the second term) in the numerator in Eq. 1 (See Figure. 1.12).
The equations of the two models differ in their numerators, which are analogous to the
count of one-to-five-word utterances in the empirical data. In the empirical data, the proportion
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of N-word utterances is the frequency of N-word utterances divided by the total frequency of all
the one- to five-word utterances. Likewise, the numerator in the formula for P(N) in the two
models is divided by the probability that an utterance of any length between one and five will be
produced (i.e., the denominator).
With the length reduction term in its equation, VIRTUAL predicts an increase in the
frequency of short utterances followed by a slight decrease in frequency before a leveling off,
whereas the no-reduction model predicts monotonically increasing frequencies (Figure 1.12B).
This is because, in VIRTUAL, the reduction mechanism assigns extra utterances to the short
lengths at early ages, but as children increase their resources for producing longer utterances, the
number of short utterances declines since the children do not need to perform as many reductions
as before. In contrast, the numerator of the no-reduction model relies only on the available
developmental resources, which can only increase and do not decrease.
Methods. To test which of the two models fits the data better, we constructed utterance
frequency distributions of the empirical data and of the numerators of the two models. Similar to
the test of the resource distribution, we focused on children’s data from the Providence corpus
with the same age range, and the data were standardized to make the model predictions and the
empirical data comparable. Since the reduction process primarily affects the short utterances, we
focused on one-and-two-word utterances. Similar to VIRTUAL, parameter values for the noreduction models were tuned empirically.
Results. As shown in Fig. 12C, all children’s data, except for William’s, clearly show an
increase, a slight decrease, and finally a leveling off. Such a pattern in the empirical data is
consistent with VIRTUAL’s prediction as opposed to that of the no-reduction model. Parameter
tuning does not qualitatively change the predictions of the no-reduction model. This test thus
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confirms the necessity for VIRTUAL to assume a reduction of the target utterance in production
when the available resources that the child has are not adequate to support its length.
A.

VIRTUAL

1
𝑃(𝑁) = ([𝑃(𝑇 = 𝑁) ∗ 𝑃(𝑅 ≥ 𝑁)] + [𝑃(𝑇 > 𝑁) ∗ 𝑃(𝑅!"# = 𝑁)]) ∗ 0 3
𝑍
The no-reduction model
$

𝑃(𝑁) = ([𝑃(𝑇 = 𝑁) ∗ 𝑃(𝑅 ≥ 𝑁)]) ∗ .%/
B.

C.

Figure 1.12. Testing the reduction process. A) The formulae of VIRTUAL and the no-reduction
model, where the term in blue represents the length reduction process; B) The standardized
numerator values by length and age, predicted by VIRTUAL and the no-reduction model. The
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standardized numerator value is analogous to the standardized utterance frequency in the
empirical data; C) Standardized average frequency of utterances by length and age, based on the
empirical data of the individual children from the Providence corpus.
1.3.4

Discussion
VIRTUAL, our probabilistic model of the developmental increase in the length of

children's utterances, simulates most of the qualitative characteristics of the empirical data. It
correctly shows the early dominance of one-word utterances and the simultaneous presence of
multi-word utterances. It shows nonlinear changes in the development of utterance length, with
longer utterances taking more time to plateau. Most of the quantitative comparisons fall within
the confidence intervals of the empirical data. We show that the assumptions in the model – a)
continuously varying and growing resources, b) a target distribution, and c) the interaction
between the two sources – are necessary to account for the data. The alternative models without
the target distribution of utterance lengths or the length-reduction process fail to predict the
empirical patterns. The varying and increasing resources of VIRTUAL align well with a central
feature of the empirical data it is analogous to, the change of utterance frequency with age.
VIRTUAL is not perfect. Some of the predicted inflection points and slopes in the
segmented regression analyses do not fit the confidence intervals of the empirical data. We might
improve the fit by changing or adding model parameters, such as providing a different shape of
the resource distribution or dynamically varying developmental rates, but that improvement
would complicate the model. Since VIRTUAL allows a fine-tuning of the parameter values,
future studies could tune the parameters to better understand language development of different
populations. For example, different children may have different starting points, developmental
rates, and variance of the resource distribution. We show that VIRTUAL’s success owes to its
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assumptions rather than to artifacts of tailoring parameters; changing parameter values results in
quantitative rather than qualitative differences, and tailoring an alternative model that lacks one
of VIRTUAL’s components does not lead to success, no matter how the parameter values are
tweaked. That gets to the second point, which is that VIRTUAL is falsifiable despite its
flexibility in parameter tuning. Where the data’s qualitative patterns are different from
VIRTUAL’s predictions, VIRTUAL will fail. Indeed, there are individual children (e.g., “Lew”
as shown in Fig. 6) whose data and overall pattern look very different from other children’s.
Such a disparity may be because of sampling bias or language acquisition factors that VIRTUAL
does not account for. Future studies should validate VIRTUAL’s predictive power and gain more
insights on the commonality and variability among individuals in language development.
The model is silent on the nature of the resources that are involved in early utterance
production. We view utterance length as a general index of language development, and a
cumulative consequence of a dynamic interaction between many different resources. In early
long utterances, in particular, there may be many processes occurring simultaneously. (See, for
example, in Appendix B, “lock door key lock door” at 18 months). An increase in length can
simultaneously reflect syntactic development (e.g., ability to produce subject-verb-object
sequences, such as in “key lock door”), pragmatics (e.g., topicalization of a verb phrase, perhaps
for emphasis), and biological capacity (e.g., breath and motor control that allows production of
more words in a single utterance). Only experimental work can detail the nature of the cognitive
and linguistic resources that are likely to constrain production during language acquisition (Berk
& Lillo-Martin, 2012; Moore & Maassen, 2004; Valian et al., 1996). Further, we cannot rule out
the possibility that resources are not normally distributed: there are unlimited possible alternative
distributions of the developmental resources. We show, however, that the assumption of a
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normal distribution of resources yields a correspondence between the model and the empirical
data. Such a benchmark could benefit future studies on the developmental of cognitive and
linguistic resources for speech production.
Despite its limitations, VIRTUAL is a psychologically plausible model linking theories
of developmental cascades with behavioral change. First, it instantiates the correlation seen in
experimental work between a growth in working memory and vocabulary size and the
development of speech production (Newbury et al., 2016; Nóro & Mota, 2019). Second, it
represents one aspect of that sensitivity in the component specifying the perception of spoken
utterance lengths in adult language, which extends the previous findings that infants show
sensitivity to their native language at prosodic, lexical, and syntactic levels (Bergelson &
Swingley, 2012; Christophe et al., 1994; Gervain et al., 2008; Shi et al., 1999). Future studies
could investigate why the target distribution of utterance lengths that mirror parents’ language
contributes to child utterance length development and where it comes from. Learning or
imitating adult utterances could lead to adult-like utterance length distributions. On the other
hand, the target utterance length distributions may reflect some intrinsic linguistic properties
such as communication efficiency, when a short utterance suffices for a simple event, and
intelligibility, when more words are needed for a more complex event (Gibson et al., 2019).
Third, VIRTUAL attributes the disparity between what children might intend to say and
what they do say to restricted developmental resources, which corresponds to claims that
children's comprehension is broader and deeper than their production, and that their productions
are limited by resources (Goldin-Meadow et al., 1976, p.; Santelmann & Jusczyk, 1998; Shi et
al., 1999; Shipley et al., 1969; Valian et al., 1996; Valian & Aubry, 2005).
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1.4 General Discussion
The present research provides the first systematic documentation of children’s very early
combinatorial speech, and offers a simple, but novel, probabilistic account of the developmental
process underlying the behavioral changes in utterance length. Our empirical data demonstrate
previously unnoticed developmental patterns. Our computational model captures the dominant
features of the empirical data and highlights possible mechanisms that drive utterance length
development. The findings support a cascade account of development: the change in utterances
of various lengths resembles a continuous and simultaneous process more than a sequence of
discrete stages (Iverson, 2021; Oakes & Rakison, 2019).
Taken together, the findings from the empirical data and the computational modeling
support three main points. First, as soon as children produce two-word utterances, they also
produce longer utterances. Although the development of utterances of different lengths is not
linear, it also cannot be neatly divided into a one-word, a two-word, and a multi-word stage as
many previous studies have done (R. Brown, 1973/2013; Herr-Israel & McCune, 2011). All
lengths are present simultaneously.
VIRTUAL, which incorporates a continuously varying and increasing resource
distribution, successfully models the coexistence of shorter and longer utterances. The shape of
the resource distribution makes the probability of producing longer utterances always present to
some degree, and the increment of the mean increases the probabilities as development proceeds.
That explains why there is no period where children exclusively produce short utterances:
resource availability during language production is probabilistic rather than all-or-none.
Second, the development of utterance length is nonlinear. For lengths from two to five
words, the proportions in the child's output increase and then plateau, with longer utterances
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showing later inflection points. VIRTUAL models the nonlinear change without relying on
underlying discrete qualitative changes. Rather, changes arise from an interaction between
continuously varying, developmentally increasing resources and a probability distribution of
target utterance lengths in discrete units (words).
The growth of multiword utterances reflects the effect of increasing resources on a
resource-limited process: with increasing resources, the proportion of multiword utterances rises.
A shorter utterance length will have its inflection point earlier in development because its
resource requirement is satisfied sooner than that of a longer utterance. The plateaus, on the other
hand, reflect a data-limited process; increasing the resource does not affect the proportion
because it is limited by the target distribution.
Third, VIRTUAL represents an interaction of two sources, increasing developmental
resources and adult input, over time. With adequate resources, the production of an utterance of a
given length is primarily determined by the distribution of utterance lengths in the parent's input.
When resources are low, as they are early in development, children have to exclude some of the
elements from the utterance that they would otherwise have produced, yielding an
ungrammatical and shorter utterance. This account is consistent with the evidence cited above
(Shi et al., 1999; Valian & Aubry, 2005) that children know more than they say.
Our findings and model can be used in future research to probe more aspects of language
development. For example, the finding that multiword utterances of different lengths appear
early and increase together may provide insights on child syntactic development. Unlike
suggestions that syntactic acquisition begins around 24 months, plus or minus two (Radford,
1990), our data show that one hallmark of syntax – word combinations (e.g., “key open door”
and “blue car broken down”) – occurs considerably earlier and more dynamically. Moreover,
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VIRTUAL suggests that children know more than they say, which implies that syntactic skills
develop faster and are more advanced than previously thought. We propose more attention to the
syntactic competence behind the very first word combinations. On the other hand, because
utterance length is an indirect measure of syntactic development, similar MLUs can reflect
different degrees and types of development (Leonard & Finneran, 2003; Rollins et al., 1996).
Future study should chart the appearance of various kinds of constituents and syntactic structures
as length increases.
According to VIRTUAL, longer utterances are reduced to shorter ones due to limited
developmental resources. Future studies could examine which elements are most likely to be
omitted in this process, and why. In addition, the parameters in VIRTUAL might be tuned to
reflect differences between typical and atypical development, and to model individual
differences in language acquisition.
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CHAPTER 2 – SYNTACTIC AND LEXICAL DEVELOPMENT UNDERLYING EARLY
WORD COMBINATIONS
This chapter examines whether very early combinatorial speech reflects abstract syntactic
knowledge or simply item-based learning driven by linguistic input. We use different LMs to
track syntactic and lexical development separately.
2.1

Introduction
A central question for language development is whether very combinatorial speech

reflects adult-like abstract syntactic knowledge or is instead the result of statistical learning. As
shown in Chapter 1 and also in Appendix C, children's first word combinations are often
ungrammatical but intelligible, such as "key open door" and "blue car broken down". Early
combinatorial speech, also called telegraphic speech, is characterized by abbreviated speech
forms, lack of function words or obvious grammatical constructions, and the capability of getting
the message across (R. Brown, 1973/2013). What learning mechanism and linguistic knowledge
allow the child to express herself with limited words but, often, with a high level of information?
One interpretation posits that children have adult-like linguistic competence, such as
abstract syntactic structure (Chomsky, 1965/2014), but have not developed the ability to produce
the full structures due to cognitive or biological restrictions. Studies have shown that children
can comprehend linguistic structures they do not yet produce (Petretic & Tweney, 1977; Shi et
al., 1999; Valian et al., 1996; Yuan et al., 2012). The interpretation accounts for why telegraphic
speech always seems to follow the correct word order despite its missing pieces. For example,
the utterance "key open door" could be guided by the syntactic abstraction of the correct form
"the key opens the door". The child knew the correct form and then picked the most central
words to convey the information.
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An alternative possibility challenges the reliance on built-in abstract knowledge and
relies instead on statistical learning (Chater et al., 2016; McCauley & Christiansen, 2019a,
2019c). Children use simple statistical regularities found in linguistic input to guide their early
language production and only later develop abstract syntactic representation. Numerous studies
have shown that children, including very young infants, are competent learners of local statistical
patterns (Kidd, 2012; Saffran et al., 1996). According to the Now-or-Never bottleneck theory
(Christiansen & Chater, 2016), processing local regularities is particularly important in child
language learning given the sensory and memory limitations imposed on children.
The third account embraces both sides (Pearl, 2021; Yang, 2004). For example, Yang
(2004) argues that children use statistics to learn language-specific knowledge and built-in
abstract syntactic knowledge to decide what statistical cues to pay attention to and how to learn it
efficiently, as there is often an infinite range of statistical correlations existing in the
environment. The importance of statistical learning in many domains, including L1 acquisition,
is well established (Kidd, 2012; Saffran et al., 1996). The debate has been gradually shifted to
whether the statistics alone in the data that children are exposed to is rich enough to support the
successful acquisition of language, or if, instead, children must be biased by knowledge of
abstract syntactic structure in order to acquire language.
Our Chapter 1 findings may echo the third account that at least the very early
combinatorial speech requires both the statistics of the input and some more advanced linguistic
knowledge children have that precedes what they say. According to Chapter 1, with adequate
resources, the production of an utterance of a given length is primarily determined by the
distribution of utterance lengths in the parent's input. When resources are low, as they are early
in development, children have to exclude some elements from the utterance they would
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otherwise have produced, yielding an ungrammatical and shorter utterance. That may reflect a
co-existence of statistical learning and abstract syntactic knowledge. Children use different levels
of knowledge and strategies when making productions in different situations.
However, Chapter 1 only indirectly hints at the third account due to a lack of analysis of the
content of those early utterances. In Chapter 2, we probe into the content of the very early word
combinations observed in Chapter 1. Using different models to track lexical and syntactic
development separately, we ask whether statistical knowledge about word combinations learned
from the input precedes the development of abstract syntactic knowledge, or if the opposite is the
case, that the development of abstract syntactic knowledge precedes the knowledge gained from
statistical learning. Previous attempts to address those questions have yielded inconclusive or
inconsistent results (Kam et al., 2008; McCauley & Christiansen, 2014; Reali & Christiansen,
2003; Yang, 2013). We discuss two possible reasons for this – incorrectly locating the onset of
word combinations and being unable to tease apart lexical and syntactic development.

Over the past fifty years, numerous studies have examined early combinatorial speech.
For example, R. Brown (1973/2013) described the developmental change of a child from uttering
one word at a time to combining two words. R. Brown (1973/2013) proposed several
developmental stages based on three children's early word combinations: In the first stage, the
productions largely involve telegraphic speech, while in the second stage, children begin to apply
grammatical morphemes to make the utterances more complete. Syntactic empiricists posited
that the structures of first word combinations are limited-scope formulae with a fixed and a
variable word (Braine & Bowerman, 1976; Pine et al., 1998; Pine & Lieven, 1997). In contrast to
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this, nativist theories argue that abstract syntactic knowledge precedes semantic knowledge by
analyzing speech samples from two-year-olds (Radford, 1990; Valian, 1986, 1991).
Children's early combinatorial speech and how much syntactic and lexical knowledge it
requires has been a focus of study for decades, and classical studies in the last century laid
critical foundations for modern studies (Coppola & Newport, 2005; Le Normand et al., 2013;
Lieven et al., 2009; McCauley & Christiansen, 2019a; Senghas et al., 2004; Valian et al., 2009;
Yang, 2013). Abstract syntactic knowledge accounts focused on the early productivity of
children's multiword utterances. Even 2-year-old children has been reported to use determinernoun combinations as productively as their parents (Valian et al., 2009). Yang (2013) developed
a full-productivity model and a memory-based model. By showing that the six children's data in
his study were precisely predicted by a full-productivity model but not by a memory-based
model, he argued that the former provided a better account of children's productions. Le
Normand et al. (2013) applied multiple regression analyses to the productions of 2–4-year-old
children. They found that the diversity (types) of grammatical categories, compared with the
diversity of lexical words, was a better predictor of children’s development of the mean length of
their utterances (MLU measured in morphemes) across age. Therefore, they argued that early
language development is guided by syntactic knowledge rather than lexical items.
On the other hand, syntactic empiricists have claimed that linguistic productivity is
merely due to slot-filler formulae. Lieven et al. (2009) found that most multiword utterances
produced at later stages of development could be matched to preceding stages. McCauley and
Christiansen (2019a) challenged the POTS claim (Chomsky, 1965/2014) by showing that the
CBL could simulate a significant proportion of children's early speech production.
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Previous attempts to address these issues have yielded inconclusive or inconsistent results
(Kam et al., 2008; McCauley & Christiansen, 2014; Reali & Christiansen, 2003; Yang, 2013).
One possible reason for the inconsistency may be that almost all the attempts failed to locate the
real onset of combinatorial speech (R. Brown, 1973/2013; Le Normand et al., 2013; McCauley &
Christiansen, 2019a; Valian, 1986; Yang, 2013). In Chapter 1, we reported a more dynamic and
continuous process of development of child combinatorial speech; children's multiword
utterances of different lengths appear as early as 15 months and develop simultaneously. If the
children previously studied were too old to provide evidence for early acquisition, those findings
would fail to account for the earliest stages of language acquisition. The concern that a
potentially earlier onset time for multiword utterances may reveal different syntactic
developmental patterns was raised once before. Meylan et al. (2017) found that noun phrase
linguistic productivity reflected in children's combinatorial speech increases first but then
slightly decreases after 20 months; the peak at around 20 months may indicate a period where
children are more likely to make overgeneralization errors. It is difficult, however, to evaluate
the data because their corpus of early recordings (Roy et al., 2015) is not publicly available.
Many previous attempts to resolve the debate on early linguistic productivity have been
unable to tease apart syntactic knowledge from the use of limited-scope formulae. Yang (2013)
showed that children's linguistic productivity was better predicted by the full-productivity model
than the memory-based model but the memory-based model, in which the determiner-noun pairs
from child-directed speech are memorized, is likely to be too simple to simulate the real
memory-based learning mechanism. McCauley and Christiansen (2014, 2019b, 2019a)
constructed the CBL, an item-based model that generates utterances with the same chunks and
statistics extracted from adult input. While CBL was able to capture most of children's linguistic

56

productivity (70% of the utterances produced by children according to their most recent report),
it is hard to tell whether the remaining 30% of utterances that were not simulated are due to the
model itself or a lack of innate syntactic structure. Other quantitative analyses only focus on
children's utterances to define whether they are productive, without considering lexical and
syntactic knowledge separately (Meylan et al., 2017; Pine & Martindale, 1996; Valian et al.,
2009).

In this chapter, we used a word-based LM and a POS-based LM to track syntactic and
lexical development separately with the very early word combinations observed in Chapter 1.
More specifically, we used word sequences (e.g., "what is that") to represent lexical knowledge
and POS sequences (e.g., "question_word verb pronoun") to represent syntactic knowledge.
Adult-like POS sequences indicate syntactic knowledge but cannot be acquired directly from the
input because words do not arrive pre-labeled. Suppose children's early utterances are merely
slot-filler formulae. In that case, stable adult-like POS sequences will not be present earlier than
adult-like word sequences because the formula view posits that knowledge of syntactic structure
is a generalization from words. Conversely, if children's POS sequences are productive before
word sequences become numerous, that means that children have abstract syntactic knowledge
that is at least partially independent of the input.
We also distinguish between content and function words during the investigation of child
lexical and syntactic development, given the possibility that the development of children's lexical
knowledge is as advanced as their syntactic knowledge – and they skip function words in
production simply because function words are less meaningful. Since Chapter 1 showed that
children might shorten an utterance when the available linguistic and/or cognitive resources are
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not adequate for the production of a longer utterance, here we ask whether it is the function
words that children primarily drop and, if so, whether the lexical and syntactic developmental
patterns will be different if we control for children's omission of function words. That is, we
track lexical and syntactic development when ignoring possible issues with function words.
2.2

Language models
LMs calculate a probability for an utterance based on the frequencies of elements and

sequences in a training corpus. Suppose that “what” is the first word in 1% of training corpus
utterances, that “is” is the next word in 25% of utterances beginning with “what”, and that “that”
follows “is” 20% of the time. The word-based LM would calculate a probability (P) of P(“what
is that”) = .01 x .25 x .20 = .0005. Similarly, a POS-based LM uses the frequencies of the POS
tags in the training corpus to calculate a probability of an utterance. For “what is that”, the POSbased LM would calculate a probability of P(“question_word verb pronoun”). If an LM is
trained on parents’ utterances, then the probability that it calculates for a child’s utterances will
be larger when the child’s utterances are more similar to the adults’. For example, the child
sequence “what is that” is more likely to appear in adults’ speech than “key open door” and
therefore has greater probability.
2.2.1

LM training
To better represent the relationship of lexical and syntactic properties between children’s

and parents’ speech, we varied training data to control for words in parents’ speech that the child
may not know and for possible omission of function words in early speech. As a result, multiple
versions of word-based and POS-based LMs were developed. Table 2.1 summarizes basic
information for each version of the model.
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Table 2.1
Basic information for each version of the model.
Condition

Model

No control

LMbase

Controlling
unknown words

LMvocab-unk

Replace unknown
words with the symbol
“UNK”; POS tags for
unknown words were
also changed to
“UNK”.

“Do you want the UNK”

Lmvocab-sentence

Exclude the whole
training utterance if
the utterance contains
any unknown word;
The utterance
containing POS tags
for unknown words
were removed.

“” [DELETED]

LMfunction+base

Remove function
words; POS tags for
function words were
also removed.

“want armadillo”

LMfunction+vocab-unk

Changes made to
LMfunction+base plus
changes made to
LMvocab-unk.

“want UNK”

LMfunction+vocab-

Changes made to
LMfunction+base plus
changes made to
LMvocab-sentence.

“” [DELETE]

Controlling
function words

sentence

Changes made in the Example:
original training data “Do you want the armadillo”
No change
“Do you want the armadillo”
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LM base. To train LMs, we used parents’ child-directed speech from all CHILDES
North-American English corpora (MacWhinney, 2000). To avoid a high overlap between the
training data and the child utterances, we excluded the parents of the children being analyzed
(see Section 2.3). The training data were generally prepared in a word-sequence form and a POSsequence form. On the primary condition (see below for other conditions), we trained LMs with
all the word sequences or POS sequences in the training corpora. In total, the word-sequence
form contains 1,019,351 utterances with 4,635,310 tokens and 31,407 unique word types, and the
POS-sequence form contains the same number of utterances and tokens but 167 unique POS
types. The LMs trained in this condition will be referred to as LMbase.
Controlling unknown words. Because some words used by parents may not yet have been
acquired by children, we also trained LMs with possibly unknown words controlled. We first
established child cumulative vocabulary by age. Cumulative vocabulary was measured by
augmenting the number of new words in each consecutive age session; specifically, the number
of word types (including inflected forms) at a certain age is the number of word types occurring
in the previous age sessions plus the number of new word types in the current age session.
Cumulative vocabulary is a standard measure to estimate children’s vocabulary growth in
longitudinal, spontaneous data (Ganger & Brent, 2004; Rowe et al., 2012). Because of sparsity of
the individual child’s data, we estimated cumulative vocabulary based on data aggregated across
the 14 children (Figure 2.1).
We define unknown words as words appearing in parents’ speech (i.e., the training data)
but not yet in child vocabulary. We tried two methods to control unknown words. The first
method replaces unknown words with the symbol “UNK”, and the second method excludes the
whole training utterance if it contains any unknown word. For example, if the word “armadillo”
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in the training utterance “where is the armadillo” is not in the child’s vocabulary, then that
training utterance will be revised to “where is the UNK” following the first method or
completely deleted following the second method. The LMs trained in the condition with
unknown words controlled will be referred to as LMvocab-unk for the first method and LMvocabsentence

for the second method. Because child vocabulary varies by age, which ranges from 15 to

43 months, we trained 40 LMsvocab for each method; the training data of each LM vocab was
controlled using child vocabulary at each age session. For LMvocab-unk, the training data size was
always the same as for LMbase, except that the number of word types was reduced to match the
child’s cumulative vocabulary size. For LMvocab-sentence, the size of the training data varies by the
age of the child’s data in terms of the number of utterances, word tokens, and word types (see
Figure 2.2A). As for the training data in the POS form, POS tags for unknown words were also
changed to “UNK”, or the whole utterance they appear in was removed.
Controlling function words. As indicated in previous research (R. Brown, 1973/2013),
children tend to omit function words in early speech production. Children’s and parents’ speech
will likely differ less after removing the function words from the training data. For example, the
lexical and syntactic properties of the child utterance, “I want apple”, might be consistent with
the parents’ utterance “I want an apple” if disregarding the function word “an”. Therefore, we
trained LMs on the training data with function words removed. We used a list of 176 function
words published in Dang and Webb (2016)1. For the training data in the POS form, POS tags for
function words were also removed.
LMs in this condition will be referred to as LMfunction. More specifically, we trained
LMfunction without controlling unknown words (i.e., henceforth called LMfunction+base) and

1

The complete list can be found on https://www.edu.uwo.ca/faculty-profiles/docs/other/webb/essential-word-list.pdf
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LMfunction with unknown words controlled in two different ways (i.e., henceforth called
LMfunction+vocab-unk and LMfunction+vocab-sentence). The word-sequence form for LMfunction+base has
964,806 utterances, 2,497,220 word tokens, and 31,336 word types, and the POS-sequence form
has the same number of utterances and tokens but 101 unique POS types. For LMfunction+vocab-unk,
the training data size is always the same as that for LMfunction+base, except that the number of word
types is reduced to match the child vocabulary size. For LMfunction+vocab-sentence, training data varies
by the age of the children’s data in terms of the number of utterances, word tokens, and word
types (see Figure 2.2B).
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Figure 2.1. Estimated cumulative vocabulary of the 14 children.
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A. LMvocab-sentence

B. LMfunction+vocab-sentence

Figure 2.2. Number of types, tokens, and sentences in the training data for LMvocab-sentence (A) and
LMfunction+vocabu-sentence (B) in the form of word-or POS-sequences. Y-axis range varies across
different measurements.
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2.3

Children’s data
We used utterances of lengths two to five analyzed in Chapter 1, except that the ten

children speaking British English were excluded. We excluded British English data from the
current analysis because here we focus on the lexical and syntactic properties of speech while the
potential differences of those properties between North American and British English may
confound the analysis. Meanwhile, the recordings of the British English children in Chapter 1 all
started later than 20 months, so a separate analysis of the British English data itself may not be
able to provide the very early word combinations that the current study focuses on. Because there
are only 25 multiword utterances at 14 months (an average of five multiword utterances per child
with five children) that may cause biased results, the current analysis looks at data between 15
and 43 months (see Figure 2.3 for the number of multiword utterances by age per child).
The children’s data were prepared in a word-sequence form and a POS-sequence form.
The word-sequence data was directly retrieved from the text. The POS-sequence data consists of
POS sequences tagged by the CLAN MOR tagger (MacWhinney, 2012, 2014), whose accuracy
is about 97% as reported in MacWhinney (2012). In conditions without controlling function
words, utterances containing words used by children but not the parents in the training data,
although rare were excluded. In conditions where function words were controlled, child
utterances containing function words were removed. For purposes of comparison to the analysis
of the child data, each LM was also used to analyze the multiword utterances of the children’s
own parents as a representation of adult-level lexical or syntactic knowledge.
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Figure 2.3. Number of multiword utterances by age per child.
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2.4

Analysis
As introduced in Section 2.2, LMs calculate a probability for an utterance based on the

frequencies of elements and sequences in a training corpus. We converted utterance probability
to perplexity, a commonly used metric for normalizing a probability distribution over a sentenceby-sentence length. For a probability distribution of a sentence with N words, P(w1, w2, ..., wN),
perplexity can be defined as Eq. 2.1. Perplexity can be understood as the normalized inverse
probability; the smaller the perplexity, the more probable the sentence is given the training data.
!

𝑃𝑃(𝑊) = 2&(() = 2*" +,-# .(/$,/1,…,/" )

Eq. 2.1

Perplexity scores for children’s and parents’ multiword utterances were calculated based
on different versions of word-based and POS-based LMs. We then established the trajectory of
word-based perplexity and POS-based perplexity as a function of age for children’s and parents’
data, respectively. As there is a smaller number of POS tags than word types, the POS-based LM
perplexity will always be on a smaller scale than the word-based LM perplexity. Given that, we
conducted a set of conversions to make the POS-based and the word-based LM perplexity
comparable. First, Cohen’s d2 was calculated by age to measure the distance between the
children’s and the parents’ word-or POS-based LM perplexity. Cohen’s d indicates the
standardized difference between two means; therefore, it can reflect the distance of the POS or
word sequences between the child and the adult level on the same scale. The closer d is to zero,
the closer the children’s speech data is to their parents' level. Next, we constructed regression

2

Cohen’s d here is calculated by dividing the mean difference between the two paired samples

by the standard deviation of the paired differences between the two samples.
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models for the calculated d as a function of age for both the word-based and the POS-based LM
perplexity.
Linear regression was used for the statistical analysis with age and sequence type (i.e.,
word vs. POS) as predictors, and d as the outcome. To capture the difference between word-and
POS-based d over development, we measured the difference at the median, initial, and final ages
by shifting the reference level of age in the regressions to 29, 15, and 43 months, respectively.
We conducted separate analyses for data based on main LMs (LMbase), LMs after controlling
unknown words (LMvocab-unk and LMvocab-sentence), and LMs after controlling function words
(LMfunction+based, LMfunction+vocab-unk, and LMfunction+vocab-sentence).
2.5

Results
Table 2.2 summarizes comparisons of d between word and POS sequences in each

condition. Figure 2.4 presents the perplexity of children’s and parents’ word/POS sequences by
age in each condition. In general, we found that the perplexity of children’s word sequences,
compared to the perplexity of their POS sequences, differed more from their parents’ at the age
of 15 months. The pattern remained consistent across different conditions at 15 months but not
29 or 43 months. After controlling function words, the difference in d values between word and
POS sequences was no longer significant. Detailed results are reported in the subsections below.
Figure 2.5 presents the results of the regression analysis in each condition.
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Table 2.2
Comparisons of Cohen’s d (Child – Parent) between word and POS sequences in different
conditions.
Condition

Model

No control
Controlling
unknown words

Controlling
function words

LMbase

Cohen’s d (word vs. POS)
15 months
29 months
word > POS*** Not significant

43 months
word < POS**

LMvocab-unk

word > POS***

word > POS***

word > POS***

LMvocab-sentence

word > POS***

word > POS***

word > POS***

LMfunction+base
LMfunction+vocab-

Not significant
Word > POS***

Not significant
Not significant

Not significant
Not significant

Word > POS**

Not significant

Not significant

unk

LMfunction+vocabsentence

Note. The greater the value of Cohen’s d here, the higher the perplexity of children’s word or
POS sequences compared to their parents’ values.
*** p < .001; ** p < .01; * p < .05.
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A. LMbase

B. LMvocab-unk

C. LMvocab-sentence
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D. LMfunction+base

E. LMfunction+vocab-unk

F. LMfunction+vocab-sentence

Figure 2.4. Average perplexity scores of children’s and parents’ word/POS sequences by age in
each condition. To better illustrate the data, the range of the y-axis of each condition and
word/POS group is different.
71

2.5.1

Base LM
As shown in Figure 2.4, the perplexity of children’s word sequences at the outset was

much higher than the perplexity of parents’ word sequences; only later did it reach the parents’
level. In contrast, the perplexity of children’s POS sequences was more similar to parents’ POS
sequences across all age points.
The linear regression showed a significant interaction between age and sequence type
(word or POS) on d (t = -4.50, p < .001). More specifically, d scores of word sequences
significantly decreased with age (t = -5.19, p < .001), which suggests that children’s word-based
LMbase perplexity became more similar to their parents’ as they grew older. However, age was
not a significant predictor for d of POS sequences (t = 1.96, p = .060), which suggests that
children’s POS-based LMbase perplexity remained constant over development as compared to
their parents’.
A comparison of standardized scores, Cohen’s d, between the development of word
sequences and POS sequences (Figure 2.5) showed that, at an earlier age period, the similarity
between the LMbase perplexity of children’s and parents’ POS sequences was greater than that of
children’s and parents’ word sequences (at 15 months, t = 4.67, p < .001), which suggests that
the POS-based LMbase perplexity of children’s early speech, compared with their word-based
LMbase perplexity, was more similar to their parents. However, the d of word sequences became
not significantly different from that of POS sequences at 29 months (t = -1.14, p = .260), and was
significantly smaller than that of POS sequences at 43 months (t = -3.06, p = .003), suggesting
that children’s word-based LMbase perplexity is more adult-like than their POS-based LMbase
perplexity at later age points.
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2.5.2

LMs controlling for unknown words
LMvocab-unk. According to the Figure 2.4, the change of word sequences and POS

sequences by age was similar to the one from main LMs (see Section 2.5.1), except that the
perplexity of children’s word sequences still did not reach the parents’ level even at the later age
points. In contrast, the perplexity of children’s POS sequences was more similar to parents’ POS
sequences across all age points.
There was no significant interaction between age and sequence type on d scores,
according to the linear regression. Age was not a significant predictor for word or POS
sequences.
A comparison of d between the development of word sequences and POS sequences
showed that, at an earlier age period, the similarity between the perplexity of children’s and
parents’ POS sequences was consistently greater than that of children’s and parents’ word
sequences (at 15 months, t = 4.34, p < .001; at 29 months, t = 4,72, p < .001; at 43 months, t =
3.89, p < .001), which suggests that, after controlling vocabulary of the training data, the
perplexity of children’s POS sequences was more similar to adults’ than their word sequences
throughout the age range between 15 and 43 months.
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LMvocab-sentence. The results based on LMvocab-sentence showed similar patterns to those found
for LMvocab-unk. The interaction between age and sequence type on d was not significant. Age was
not a significant predictor to d of word or POS sequences. Similarly, d between children’s and
their parents’ word-based LMvocab-sentence perplexity was consistently greater than their POS-based
perplexity (at 15 months, t = 4.38, p < .001; when at 29 months, t = 4.82, p < .001; at 43 months,
t = 4.51, p < .001).
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2.5.3

LMs controlling for function words
LMfunction+base. Unlike the analyses without controlling function words, we do not observe

any apparent qualitative difference between the change of word and POS sequences based on
Figure 2.4.
The linear regression showed no significant interaction between age and sequence type
on d scores. Age was a significant, negative predictor for the d of word sequences but not for the
d of POS sequences. More specifically, d scores of word sequences significantly decreased (t = 3.20, p = .003) with age, which suggests that children’s word-based LMfunction+base perplexity
became more like their parents’ as they grew older. However, d scores of POS sequences did not
change significantly by age (t = -0.28, p = .783), suggesting that the difference in the POS-based
LMbase perplexity between children and their parents may remain constant across age.
A comparison of d between word sequences and POS sequences (Figure 2.5) showed a
significant difference at the beginning of the age range such that the d of word sequences was
numerically but not significantly higher than the d of POS sequences (at 15 months, t = 1.99, p
= .052). No significant difference was found between word sequences and POS sequences at 29
months (t = 0.62, p = .539) and at 43 months (t = -0.97, p = .339).
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LMfunction+vocab-unk. We did not observe any apparent qualitative difference between the
change of word and POS sequences based on Figure 2.4.
The linear regression showed a significant interaction between age and sequence type on
d scores, t = -2.62, p = .011. Age was a significant, negative predictor for the d of word
sequences (t = -3.64, p = .001) but not for the d of POS sequences (t = 0.24, p = .816).
A comparison of d between word sequences and POS sequences showed a significant
difference at the beginning of the age range such that d of word sequences was significantly
higher than of POS sequences (at 15 months, t = 3.53, p < .001), suggesting that the word-based
LMfunction+vocab-unk perplexity of children’s early utterances was less similar to their parents’ than
the POS-based LMfunction+vocab-unk perplexity. However, no significant difference was found
between word sequences and POS sequences during the middle and at the end of the age period
(at 29 months, t = 1.09, p = .280; at 43 months, t = -0.97, p = .336), suggesting that children’s
word-based and POS-based LMfunction+vocab-unk perplexity are not significantly different from their
parents’ perplexity at later age points.
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LMfunction+vocab-sentence. We did not observe any apparent qualitative difference between the
change of word and POS sequences based on Figure 2.4.
The linear regression showed a significant interaction between age and sequence type on
d scores, t = -2.05, p = .045. Age was a significant, negative predictor for the d of word
sequences (t = -3.70, p < .001) but not for the d of POS sequences (t = -0.35, p = .731).
A comparison of d between word sequences and POS sequences showed a significant
difference at the beginning of the age range such that d of word sequences was significantly
higher than of POS sequences (at 15 months, t = 2.96, p = .005), suggesting that the Word-based
LMfunction+vocab-sentence perplexity of children’s early utterances was less similar to their parents’
than the POS-based LMfunction+vocab-sentence perplexity. However, no significant difference was
found between word sequences and POS sequences during the middle and at the end of the age
period (at 29 months, t = 1.49, p = .143; at 43 months, t = -0.57, p = .573), suggesting that
children’s word-based and POS-based LMfunction+vocab-sentence perplexity are not significantly
different from their parents’ perplexity at later age points.
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Figure 2.5. Regressions of d by age in each condition. The dots represent actual d between
children’s and parents’ perplexities at each age point.
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2.6

Discussion
We provide a novel way to tease apart knowledge of syntactic structure vs. knowledge of

word combinations, namely, by comparing a word-based LM and a POS-based LM. The benefits
of comparing word-versus-POS LMs are evident not only through the ability to separate abstract
and concrete learning, but also because the method allows better control of possible confounds
by using the same approach to directly compare and contrast those two levels of linguistic
representation. Previous studies have either failed to separate them (McCauley & Christiansen,
2019b) or used different approaches to measure abstract knowledge and concrete word learning
(Yang, 2013), making the two aspects hard to compare.
One primary finding of this chapter is that children’s POS sequences are close to adult
levels at a very early age, about 15 months, when their word sequences are still not adult-like.
The finding may suggest that, from the get-go of combinatorial speech, children have abstract
syntactic knowledge at least partially independent of their statistical learning of word
combinations from the input. The results remain consistent across most conditions, including
when controlling for words unknown to children and for function words (but see Sections 2.6.1
and 2.6.2 for a discussion about the exception of LMfunction+base).
When looking at results of LMfunction+base and results at older ages, the comparison
between lexical and syntactic development becomes more complicated after controlling for
unknown or function words, which may indicate that vocabulary knowledge and the use of
function words play an important role in lexical and syntactic development.
2.6.1 Vocabulary size
The primary difference between the results of the base condition (i.e., LMbase and
LMfunction+base) and the condition controlling for unknown words (i.e., LMvocab-unk, LMvocab-sentence,
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LMfunction+vocab-unk, and LMfunction+vocab-sentence) is whether lexical development a) is as advanced as
syntactic development at an earlier age (~15 months) and during the middle (~29 months) and b)
could quickly exceed syntactic development at a later age (~43 months). Without vocabulary
controls, children’s lexical sequences quickly became adult-like and were even more advanced
than their syntactic knowledge. However, having unlimited vocabulary knowledge from a very
early age is not psychologically plausible since children need time to build up their vocabulary
(Frank et al., 2017).
When limited vocabulary size is considered, we see a clear pattern that syntactic
development precedes lexical development. The contrast between the no-control condition and
the condition controlling for unknown words, where a gradual development of child vocabulary
is modeled, can further highlight the essential role of syntactic knowledge when other linguistic
resources are not yet fully acquired by children. Such impact from vocabulary size may provide
insights into the POTS question (Chomsky, 1965/2014). Studies assessing the POTS assumption
have attempted to find richness in statistical cues from the learning input that can fully support
language acquisition (Kidd, 2012; Reali & Christiansen, 2003). However, few of those studies
have considered how many statistical cues children are able to process at one time, given limited
cognitive and/or linguistic resources. Another aspect of the POTS may arise from how much
information children can take in, rather than how much statistical information is available in the
learning input; statistical information may still need support from syntactic knowledge to account
for combinatorial speech.
While cumulative vocabulary is a widely used measure of child vocabulary knowledge
over development, we acknowledge that our estimates are likely to be imprecise. That lack of
precision may have affected the results. We estimate the vocabulary that children can
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comprehend by aggregating words produced by all 14 children, but that may not accurately
represent the vocabulary each child knows. Assessing child vocabulary in comprehension has
long been challenging, given that such information is less straightforward than in production, and
more accurate measurements such as eye movements (Bergelson & Swingley, 2012) are difficult
to collect on a large scale. However, future studies should improve the understanding of child
vocabulary in comprehension to better capture the association between vocabulary knowledge
and its impact on lexical and syntactic development.
2.6.2 Function words
Our results indicate that lexical development is equally advanced as (LMfunction+base) or
quickly catches up with (LMfunction+vocab-unk and LMfunction+vocab-sentence) syntactic development if
differences due to omission of function words are ignored, which remains true even when
vocabulary is controlled. This finding may suggest that the development of content word
production is more advanced than the production of function words; such a pattern is consistent
with previous literature that content words precede function words in speech production (R.
Brown, 1973/2013). However, our finding does not change our primary conclusion that
children’s POS sequences are closer to the adult level at a very early age than their word
sequences are, as a significant difference is still detected in early data when a more plausible
vocabulary size (see Section 2.6.1) has been considered (i.e., results of LMfunction+vocab-unk and
LMfunction+vocab-sentence).
In our study, the POS category types are much fewer than the word types. To adjust for
that difference we used standardized measurements, d. However, future studies should validate
this method to ensure that d is not biased by the huge difference between the measurement scales
of word-based LM and POS-based LM perplexities. An alternative way to overcome this issue
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might be to replace the POS-based LM with a model involving both word and POS categories.
For example, a Hidden Markov Model (HMM), a statistical model originally developed for POS
tagging, might be an option. HMMs include the transition probability of POS sequences, which
is similar to what the POS-based LM calculates, and emission probability, which calculates the
probability of a word given a POS category, such as the probability of having the word “key”
given the POS noun. However, since our aim is to track children's syntactic development, the
emission probability introduces another variable that may confound the results. For example,
children may have adult-like POS sequences but different probability distributions of noun
words. Future studies could examine other statistical algorithms to improve the POS-based LM.
The current findings, together with the findings in Chapter 1, suggest that children tend to
omit function words when shortening utterances. A further question is whether children, at a
considerably older age, ignore function words at a semantic or a syntactic level. One possibility
is that children ignore function words when processing child-directed speech, since they are less
meaningful; statistical learning can happen by skipping them while maintaining statistical cues
solely from content words. In that case, semantic knowledge plays a role in determining how to
skip function words during statistical learning. Another possibility is that abstract syntactic
knowledge about an utterance guides children through leaving out function words without
disrupting the remaining structure of content words. Chapter 2 is not able to distinguish between
the two possibilities, as the methods describe the features embedded in early utterances rather
than explain the mechanism underlying learning and speech production. In Chapter 3, we will
directly simulate the production of each of those very early utterances, including ungrammatical
ones, to test whether early telegraphic speech can be explained solely by statistical learning.
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CHAPTER 3 – SIMULATING EARLY WORD COMBINATIONS
This chapter investigates whether the ungrammatical utterances produced by children at
an early age, such as 'key-open-door', have adult-like syntactic structure despite their incorrect
word choices or missing words, or whether those sequences come from data-driven learning of
words without syntactic knowledge. We asked a) adult native speakers, b) statistical LMs, and c)
deep neural LMs to produce intelligible utterances from scrambled children's multiword
utterances (e.g., 'door-key-open').
3.1

Introduction
We earlier introduced the three frequently discussed – competing or compatible –

language learning theories in Chapter 2: statistical learning, abstract linguistic knowledge, or
both. In Chapter 2, we also demonstrated that the POS sequences underlying children’s early
speech are adult-like at a very early age, when their word sequences are still not adult-like.
Unlike Chapter 2, where we used LMs to describe the developmental pattern, here we extend the
investigation of early child utterances by using human subjects and statistical and neural LMs to
directly simulate child early speech production. We ask what learning mechanism is required for
child early speech, which is often ungrammatical but intelligible.
In addition to theories positing local statistical learning or abstract syntactic
representation, a recently emerging account is language learning through deep connectionist
models (LeCun et al., 2015). Connectionist models utilizing deep learning mechanisms have
become the predominant learning models in natural language processing (NLP). Recent studies
suggest that some neural LMs not only achieve human-level performance at certain NLP tasks,
but also capture human-like language representations such as long-distance dependency and
hierarchical processing.
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Like traditional statistical learning, deep learning allows learning to be data-driven
without any reliance on built-in abstract knowledge. There are arguments that deep learning is
another form of statistical learning. However, deep learning can capture not only local statistics
but also long-distance information embedded in the learning input. A deep neural network
(DNN) model is characterized by the following features: a) distributed representations, in which
knowledge is represented by activations spread over a large set of neurons, and different
concepts are functionally represented by different but overlapping and distributed neurons, b) a
data-driven implicit learning mechanism, with which a DNN can automatically discover the
representations and intricate structures in the raw data, with little help from human engineering,
and c) multiple levels, each transforming the representation from a lower level to a higher and
more abstract level, in many ways resembling information processing in the human brain
(Christophel et al., 2017; LeCun et al., 2015).
Modeling work using DNNs has had broad implications for L1 learning theories.
Contemporary DNNs have been shown to acquire a surprising amount of linguistic knowledge at
both surface and abstract levels, such as the representations of lexical semantics (Bojanowski et
al., 2017) and abstract sentence structure (Gulordava et al., 2018). However, such linguistic
results are susceptible to variability due to training and testing parameters, and still significantly
fall short of human competence in linguistic productivity (Lake et al., 2017). The challenge
DNNs are facing and the attempts being made have ignited a broader and deeper discussion
about what mechanisms underlie human language processing and learning. McCoy et al. (2020)
found that a tree-based DNN, relative to the traditional sequence-based one, displayed a stronger
and more human-like ability to generalize, which may indicate that a hierarchical representation
of language structure is necessary for linguistic productivity.
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The present study takes a simple route to start investigating deep learning mechanisms in
child early combinatorial speech. We focused on a transformer model, GPT-2 (Radford et al.,
2019), which has excelled in many language processing tasks and shown competence in handling
both local word sequences and long-range dependencies and was one of the best publicly
available ones at the time the study was conducted. We compare the power to simulate child
early utterances between the neural model and human, and between the neural model and n-gram
LMs that learn local statistics.
The theoretical interest of the comparison between human and the neural model is to
investigate whether child early utterances reflect adult-like linguistic competence through deep
learning. The theoretical interest of the comparison between the neural model and the n-gram
model is to test whether nonlinear, sophisticated deep learning and processing are necessary for
characterizing early language learning or if, instead, a “shallower” local statistical learning
mechanism suffices. There are theories positing that, unlike “shallower” n-gram learning, deep
learning allows the emergence of human-level linguistic abstractions, which are considered key
requirements of successful language learning (Christiansen & Chater, 2001; Linzen & Baroni,
2021). On the other hand, some theories argue that young children primarily process local
statistics due to their cognitive constraints (Christiansen & Chater, 2016).

The present chapter provides an account that offers insights into different language
acquisition theories, including a theory positing adult-like linguistic competence, a theory of
local statistical learning, and a theory of the emergence of adult-like linguistic competence
through global context-aware deep learning and processing. To capture very early combinatorial
speech, we retrieved child utterances of lengths three, four, and five from data recorded between
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15 and 19 months. To investigate which language learning theory best accounts for those early
utterances, we piloted a novel simulation paradigm: we asked adult native speakers and statistical
and deep learning LMs to produce intelligible/probable utterances from scrambled early child
multiword utterances (e.g., “open”, “key”, “door”).
During the simulation task, human adults and computational LMs must apply their
syntactic, semantic, and pragmatic knowledge to these limited word choices. If adults produce
sequences that are more similar to children’s utterances than LMs do, it will suggest that very
early combinatorial speech is more consistent with adult-like linguistic competence than to the
output of LMs. A better fit of statistical LMs instead would suggest that very early combinatorial
speech is more guided by local statistical properties of language input. A better fit of neural
models would support the emergence of adult-like linguistic competence through global contextaware deep learning and processing. A comparison between statistical and neural LMs can
further illuminate which learning mechanism children use for early speech.
3.2

Methods

3.2.1

Child utterances
Among the multiword utterances analyzed in Chapter 2, we focus on utterances of

lengths three to five produced between 15 and 19 months by the eight earlier group of children.
We chose those lengths because they are long enough to show sentential properties yet short
enough to frequently appear in child speech.
To create experimental items, we randomly sampled a) 540 child utterances and 360 adult
utterances for testing three-word utterances, b) 300 child utterances and 200 adult utterances for
testing four-word utterances, and c) 180 child utterances and 120 adult utterances for testing
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five-word utterances. Table 3.1 presents the number of three-to five-word utterances produced by
each child and the number of utterances sampled.
Among the sampled child utterances, there are utterances whose words are all unique
(regular utterances, the major category in child utterances and 99% of our adult utterances are in
this category; such as “key open door”) and utterances with repetitive words at nonadjacent
positions (ABA-style utterances, such as “juice mommy juice”, “air up in air”, “forget it forget
it”, “lie down sue lie down”, and “mommy tower help Naima help”; See Appendix D for more
examples). ABA-style utterances account for 21% of all three-word utterances, 35% of all fourword utterances, and 44% of all five-word utterances. We analyzed those two types of utterances
separately, because they may involve additional mechanisms. For example, the utterance “air up
in air” may reflect topicalization of the word “air”, perhaps for emphasis. The children’s parents
produced few ABA-style utterances – 10 for three words and 0 for four and five words.
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Table 3.1
Number of three-to five-word utterances produced by each child and number of utterances
sampled
Child

All utterances

Sample utterances

by length (words)

by length (words)

3

4

5

3

4

5

Ethan

310

135

37

131

71

31

Naima

735

416

157

284

250

98

William

44

20

5

20

14

3

Violet

4

12

0

3

11

0

Lily

7

2

1

4

2

0

Laura

853

385

114

187

60

24

Mark

17

7

1

6

3

1

June

72

6

0

50

6

0
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3.2.2

Simulation subjects
We included four types of “subjects”: adult human subjects, statistical trigram LMs, a

neural LM, and a chance-level “subject”. Adult humans test whether child multiword utterances
are consistent with adult-like linguistic competence. Statistical LMs test the statistical
regularities in early child utterances. The neural LM tests whether early three-word utterances
involve sophisticated deep learning mechanisms. A chance-level subject represents baseline
performance. Figure 3.1 illustrates different learning mechanisms and knowledge representations
for each specific type of subject. Table 3.2 summarizes the information about each subject.
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Fig. 3.1. Different learning mechanisms and knowledge representations for human adults, the
trigram LM, and GPT-2.
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Table 3.2
A summary of subject information.
Subjects

Notes

Human subjects
(N = 327)

English monolingual speakers living in the United States, age 26 to
59 years old.

Trigram LM

Includes LMbase and LMfunction+base; Refer to Chapter 2 for more
information

Pretrained GPT-2

Pretrained GPT-2-XL;
48-layer, 1600-hidden, 25-heads, 1558M parameters

Chance-level subject

Only produces random responses during the task.
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Human adults. We collected data from master-level participants through Amazon
Mechanical Turk. Participants were English monolingual speakers living in the United States,
aged 26 to 59 years. For utterances of lengths three and four, we divided child utterances into
lists of 100 utterances (60 child utterances and 40 adult utterances). There were nine lists of
three-word utterances, and 207 participants’ data (i.e., 9 × 23) were collected. Similarly, 75
participants’ data (i.e., 5 × 15) were collected for testing four-word utterances. We reduced the
number of trials from 100 to 80 for the experiment with five-word utterances so that the duration
of the task with five words would be about the same as with three and four words. As a result,
there were 50 child and 30 adult utterances per list. Data from 45 participants (i.e., 3 × 15) were
collected.
Statistical LM. We developed a trigram LM. Similar to Chapter 2, the training data were
the word sequences of all parents’ utterances from CHILDES (MacWhinney, 2000) except the
eight children’s own parents.
Neural LM. We focused on a state-of-the-art and commonly studied transformer family,
GPT (Radford et al., 2019). A transformer is a type of deep learning LM with a self-attention
mechanism in its architecture. The learning task for GPT is to predict the next word given all
previous words within a sentence (See Figure 3.1). Transformer models from the GPT family
have excelled in many language processing tasks and shown competence in handling both local
word sequences and long-range dependencies (T. Brown et al., 2020; Radford et al., 2019);
among them, we chose GPT-2 as GPT-2 was, at the time, the most recent model among all
publicly accessible GPT models.
Chance-level subject. The chance-level subject has no linguistic knowledge and only
produces random permutations of the words in each utterance.

92

3.2.3

Human experimental/ computer simulation task
On each trial, human adults saw a scrambled child utterance and were asked to produce

an intelligible utterance using those words (e.g., “door”, “key”, “open” can be reorganized into
“key open door”; Figure 3.2). All words were displayed in uppercase to prevent human subjects
from using strategies relying on case. Words from a scrambled utterance were vertically
displayed, in which the order of the words was random. A post-experiment analysis ruled out any
potential effect of the displayed words’ positions on subjects’ decisions (see results in Section
3.3).
LMs scored the sentence perplexity for all permutations (e.g., “key open door”, “key door
open”, “door open key”, etc.) and selected the most likely permutation (i.e., the one with lowest
perplexity). Because there are cases where multiple permutations are tied for the lowest
perplexity scores, each LM performed the task for 15 rounds, each time randomly selecting from
those with the lowest perplexity. Therefore, each LM generated 15 sets of varying output, which
could be considered as a distribution of 15 samples. The chance-level subject also performed the
task for 15 rounds, except that its output was random each time.
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Figure 3.2. One trial human adults saw during the experiment.
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3.2.4 Performance evaluation
We evaluated how well humans and the LMs conform to the actual child utterances using
two types of scoring methods. One is continuous scoring, in which the number of bigram
overlaps was used to evaluate the resemblance between the children’s utterances and the
sequences the human or simulation subjects produced. For example, responses of “key open
door”, “open door key”, and “door open key” would have a score of 2, 1, and 0, respectively,
given the child utterance “key open door”. The other is an accuracy score. If the response
matched the child’s actual utterance, it was counted as accurate, otherwise as inaccurate. The
continuous scoring captures the similarity between children’s utterances and the simulation
subjects’ output at a more granular level; that is, two utterances may have overlapping bigrams
while not matching in their entirety (e.g., “Lie down nursie Mom” and “Nursie Mom lie down”).
On the other hand, the accuracy rate is a more conservative evaluation standard for assessing the
results.
3.2.5 Analysis plan
We start with a post-experiment analysis to test whether there is any potential effect of the
displaying word positions on human subjects’ decisions. Next, our analysis plan includes a)
agreement analysis for analyzing the extent to which two humans agree with each other (humanhuman agreement) on their responses as compared to human-statistical LMs, and human-neural
LM agreement, b) performance comparisons among different simulation subjects to test which
type of subject produces the best prediction power, with regular and ABA-style utterances
separately analyzed, and c) analysis without function words in the training for testing statistical
LMs trained with function words skipped, as a follow-up of Chapter 2 to further investigate the
role of function words. Because of the different measurement scales, we carried out steps b) and
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c) separately for the continuous scoring and the accuracy rate. Details of the statistical
implementations are described in Section 3.3.
3.3

Results
A Fisher’s exact test showed that there was no significant association between the

sequences human subjects produced and the order in which word sequences were displayed (p
= .818), suggesting that human subjects’ decisions were not affected by the displaying word
positions.
3.3.1

Agreement analysis
We calculated the percentage of overlap responses for each human-human, human-

statistical LMs, and human-neural LM pair. For example, if two human subjects have 40
identical responses out of 60 responses to children’s three-word utterances, then the agreement
between the two human subjects is 67% (40/60). We then used pairwise comparisons with HolmBonferroni corrections to determine if the agreements among human subjects were greater than
those between humans and LMs. Separate analyses were performed for children’s and parents’
utterances of lengths three, four, and five words.
Table 3.3 presents descriptive statistics of the agreement analysis. Agreement among
human subjects was significantly greater than between humans and LMs, for both children’s and
parents’ utterances of all lengths (p < .001), suggesting that human subjects’ responses have
considerably high agreement and regularities. The difference between human-human and humanLMs agreement was greater for children’s than parents’ utterances. For children’s utterances of
all lengths, the agreement between humans and GPT-2 was significantly greater than the
agreements between humans and statistical LMs (p < .01). For parents’ utterances, the agreement
between humans and GPT-2 was significantly less than the human-statistical LMs agreement on
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utterance lengths three and four (p < .001), but there was no significant difference on five-word
utterances.
Table 3.3
Descriptive statistics for human-human, human-statistical LMs, and human-neural LM
agreement.
Length
Three

Four

Five

Children

Parents

Comparison
pair: Human vs.

Mean

SD

N

Mean

SD

N

human
trigram LM

0.66
0.54

0.07
0.07

2,277
4,761

0.78
0.74

0.11
0.09

2,277
4,761

GPT-2

0.55

0.07

4761

0.70

0.09

4,761

human
trigram LM

0.58
0.41

0.10
0.06

525
1,125

0.76
0.74

0.07
0.06

525
1,125

GPT-2

0.49

0.10

1,125

0.69

0.06

1,125

human
trigram LM
GPT-2

0.40
0.29
0.31

0.09
0.10
0.08

302
648
648

0.58
0.50
0.51

0.10
0.11
0.12

302
648
648

Note. Comparison pairs that have the first and the second highest agreement are bolded.
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3.3.2

Performance comparisons

3.3.2.1 Similarity scoring
We ran separate mixed-design ANOVAs for utterance lengths three, four, and five. The
speaker of the utterances, children or their parents, was a within-subject variable. Type of
simulation subject, either human adults or different LMs, was a between-subject variable. The
simulation score is the dependent variable; it was averaged across all the utterances predicted by
each human subject or one of the 15 LM samples.
3.3.2.1.1 Regular utterances
Table 3.4 and Figure 3.3 present descriptives for the simulation scores on regular
utterances. The main effects of speaker were significant for utterances of all lengths (p < .001).
Utterances produced by parents had significantly higher scores than those by children (for three
words, F(1, 782) = 22.58, p < .001, η2p = 0.03; for four words, F(1, 392) = 46.13, p < .001, η2p =
0.11; for five words, F(1, 172) = 7.50, p = .007, η2p = 0.04). All simulation subjects performed
significantly better than the chance-level subject (p < .001). We report post hoc comparisons
made with Holm-Bonferroni correction (15 pairs) by each length below.
For children’s three-word utterances, the trigram LM scored significantly better than
human subjects (t = 2.93, p = .024) and the pretrained GPT-2 (t = 4.76, p < .001). There was no
significant difference between the scores of human subjects and the pretrained GPT-2 (t = 1.83, p
= .240). For parents’ three-word utterances, the scores of the trigram LM and human subjects
were not significantly different, t = 1.88, p = .240. The GPT-2 scored significantly lower than
human subjects (t = -3.62, p = .002) and the trigram (t = -5.50, p < .001).
For children’s four-word utterances, there was no significant difference of the scores
among the three simulation subjects. For parents’ four-word utterances, the only significant
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difference was between the trigram LM and the GPT-2, with GPT-2 having lower scores (t =
3.77, p = .001). For children’s and parents’ five-word utterances, no significant differences were
observed in any pair comparison.
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Table 3.4
Descriptive statistics of the number of overlapping bigrams between the original child regular
utterances and simulation subjects’ output
Children
Length

Parents

Subject
Human
Trigram LM
Pretrained GPT-2
Chance-level

Mean
1.57
1.65
1.52
1.00

SD
0.42
0.56
0.63
0.16

Mean
1.73
1.79
1.63
1.01

SD
0.36
0.46
0.58
0.16

Four
(Nchildren = 194;
Nparents = 200)

Human
Trigram LM
Pretrained GPT-2
Chance-level

2.38
2.44
2.36
1.43

0.73
0.73
0.76
0.16

2.72
2.82
2.63
1.43

0.35
0.45
0.64
0.18

Five
(Nchildren = 90;
Nparents = 84)

Human
Word-based LM
Pretrained GPT-2
Chance-level

3.25
3.25
3.27
1.79

0.75
0.83
0.90
0.20

3.45
3.49
3.53
1.78

0.51
0.71
0.69
0.18

Three
(Nchildren = 434;
Nparents = 350)

Note. The simulation subjects with the first highest scores are bolded. For each length, the
number of children’s (Nchildren) and parents’ (Nparents) utterances was reported.
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Figure 3.3. Descriptive plots of average number of overlapping bigrams by simulation subject,
utterance length, and speaker on regular utterances. The grey line represents the chance-level
performance. The range of Y-axis differs due to different scales among utterances of lengths
three, four, and five words.
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3.3.2.1.2 ABA-style utterances
Table 3.5 and Figure 3.4 present descriptives for the simulation scores on ABA-style
utterances. For children’s three-word utterances, human subjects scored significantly higher than
the trigram LM (t = 17.53, p < .001) and the pretrained GPT-2 (t = 9.79, p < .001). GPT-2
scored significantly higher than the trigram LM (t = 7.48, p < .001) but was not significantly
different from chance level performance (t = 1.21, p = 1.00). The trigram LM scored
significantly worse than chance level, t = -6.54, p < .001. For parents’ 10 three-word utterances,
there was no significant difference among human subjects, the trigram LM, the GPT-2, and the
chance level.
For children’s four-word utterances, human subjects and the GPT-2 scored significantly
higher than the trigram LM (p < .001) and the chance level (p < .001); their scores were not
significantly different from each other. The trigram LM scored significantly higher than the
chance level (t = 2.77, p = .012, d = 0.27). For children’s five-word utterances, we observed
similar results: the scores of human subjects and the GPT-2 did not significantly differ (p
= .870), and they both outperformed other subjects (p < .01). The trigram LM scored
significantly higher than the chance level, t = 2.63, d = 0.32, p = .019.
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Table 3.5
Descriptive statistics of the number of overlapping bigrams between the original child ABA-style
utterances and simulation subjects’ output
Children
Length

Parents

Subject
Human
Trigram LM
Pretrained GPT-2
Chance level

Mean
1.78
1.08
1.39
1.34

SD
0.16
0.27
0.49
0.12

Mean
1.77
1.40
1.70
1.43

Four
(Nchildren = 105;
Nparents = 0)

Human
Trigram LM
Pretrained GPT-2
Chance level

2.50
2.09
2.53
1.92

0.53
0.64
0.62
0.19

-

Five
(Nchildren = 66;
Nparents = 0)

Human
Word-based LM
Pretrained GPT-2
Chance level

3.02
3.00
2.67
2.40

0.46
0.84
0.87
0.27

-

Three
(Nchildren = 106;
Nparents = 10)

SD
0.10
0.52
0.48
0.11

Note. The simulation subjects with the first highest scores are bolded. For each length, the
number of children’s (Nchildren) and parents’ (Nparents) utterances was reported.
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Figure 3.4. Descriptive plots of average number of overlapping bigrams by simulation subject,
utterance length, and speaker on ABA-style utterances. The grey line represents the chance-level
performance. The range of Y-axis differs among different utterance lengths due to different
scales that different lengths have.
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3.3.2.2 Accuracy rate
The independent variables were the same as in similarity analysis. However, the
dependent variable for the binary scoring analysis is changed to the accuracy rate, that is, the
percentage of responses that were identical to the original utterances children or parents
produced.
3.3.2.2.1 regular utterances
Table 3.6 and Figure 3.5 present descriptives for the accuracy rate on regular utterances.
The observed patterns were the same as the results based on similarity scoring.
3.3.2.2.2 ABA-style utterances
Table 3.7 and Figure 3.6 present descriptives for the accuracy rate on ABA-style
utterances. The observed patterns were the same as the results based on similarity scoring, except
that, for five-word child utterances, the difference of accuracy rates between human subjects, the
trigram LM, and the GPT-2 was no longer significant.
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Table 3.6
Descriptive statistics of the accuracy rate of simulation subjects’ output given the original child
regular utterances
Children

Parents

Length
Three

Subject
Human
Trigram LM
Pretrained GPT-2
Chance level

Mean
0.62
0.69
0.60
0.17

SD
0.35
0.46
0.49
0.10

Mean
0.76
0.81
0.68
0.17

SD
0.31
0.39
0.47
0.09

Four

Human
Trigram LM
Pretrained GPT-2
Chance level

0.58
0.58
0.53
0.04

0.37
0.50
0.50
0.05

0.77
0.84
0.71
0.04

0.29
0.37
0.46
0.05

Human
Trigram LM
Pretrained GPT-2
Chance level

0.51
0.46
0.52
0.01

0.36
0.50
0.50
0.03

0.62
0.61
0.63
0.00

0.30
0.49
0.49
0.02

Five

Note. The simulation subjects with the first highest scores are bolded.
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Table 3.7
Descriptive statistics of the accuracy rate of simulation subjects’ output given the original child
ABA-style utterances
Children

Parents

Length
Three

Subject
Human
Trigram LM
Pretrained GPT-2
Chance level

Mean
0.78
0.08
0.39
0.34

SD
0.16
0.27
0.49
0.12

Mean
0.77
0.40
0.70
0.43

Four

Human
Trigram LM
Pretrained GPT-2
Chance level

0.59
0.26
0.60
0.13

0.31
0.43
0.50
0.09

-

Human
Trigram LM
Pretrained GPT-2
Chance level

0.28
0.21
0.33
0.04

0.25
0.41
0.48
0.05

-

Five
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SD
0.10
0.52
0.48
0.11

Figure 3.5. The average accuracy rate of regular utterances by subject, utterance length, and
speaker. The error bar represents the 95% confidence interval. The grey line represents the
chance-level performance.
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Figure 3.6. The average accuracy rate of ABA-style utterances by subject, utterance length, and
speaker. The error bar represents the 95% confidence interval. The grey line represents the
chance-level performance.
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3.3.4

Analysis without function words in the training
For regular utterances where the trigram LM showed success, training a trigram LM

without function words significantly worsened the number of overlapping bigrams and the
accuracy rate as compared to the original trigram LM (p < .001 with Holm-Bonferroni
corrections). For ABA-style utterances, a trigram LM trained without function words either did
not improve the performance of the original trigram LM (for three-word utterances; t = 0.96, p =
1.00) or significantly worsened the performance (for four-and five-word utterances; p < .001).
3.4

Discussion

3.4.1

Model performance of simulating regular utterances
Overall, we found different performance patters of simulation subjects. For regular

utterances, the predictive fit of the statistical LM is as good as or even better than human subjects
and the neural LM. Unlike human subjects and the pretrained GPT-2, both of which have learned
a larger scale of data and obtained much more advanced linguistic knowledge, the statistical
trigram LM is a simpler model that only learned local statistical regularities from language input.
The results may highlight an essential role for local statistical regularities even for
ungrammatical telegraphic speech. Based on the now-or-never bottleneck account (Christiansen
& Chater, 2001), which assumes that early language learning process must be simple and quick
in dealing with fleeting memory, it is likely that children before 20 months are constrained by
cognitive limitations and may therefore primarily use local statistical regularities rather than
global syntactic structure or deep learning mechanisms.
One argument challenging the above interpretation could be that such a different was due
to the language input the statistical LM received: it has been trained on adult speech to children,
whereas human adults have not been so exposed. We believe that the argument is less likely to
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challenge our interpretation, because a) we did not include the eight children’s own parents, so
any potential factor that may inflate the performance of the trigram LM, such as children’s
imitation, parents’ repetition, and exposure to the same context, has already been controlled, and
b) learning from the input is by itself an important part for language acquisition; if a simpler
learning mechanism plus learning input could well predict early child utterances, that might
highlight an essential role for data-driven local statistical learning.
We acknowledge the limitation that the current study is not able to tease apart the
influences of learning mechanism and learning input. The trigram LM differs from other
simulation subjects not only in the learning mechanism it assumes but also in the training data. It
is not clear whether the success of the trigram LM on regular utterances is due to the local
statistical learning mechanism it assumes, the learning information available in child-directed
speech, or both. Future studies should control one factor while manipulating the other. To
examine the role of learning input, one could compare the performance between statistical LMs
trained on child-directed speech and adult-directed speech. To examine the role of learning
mechanism, one could compare different models trained on the same child-directed speech.
3.4.2

Model performance of simulating ABA-style utterances
Despite its success with regular speech, the trigram LM failed to predict ABA-style

utterances; its performance when simulating three-word ABA-style utterances was even worse
than chance level. We speculate that ABA-style utterances (Appendix D) may additionally
require pragmatic knowledge that the trigram LM could not learn. For example, the utterance
“lock door key lock door” may reflect topicalization of “lock door”, perhaps for emphasis.
Human subjects and perhaps also the pretrained large-scale GPT-2 have pragmatic knowledge
and therefore could achieve a better fit than the statistical LM. The statistical LM probably failed
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because ABA-style utterances are less likely to be acquired through simple statistical learning,
since adults seldom produce ABA-style utterances. On the other hand, the result that the trigram
LM could succeeded in regular but not ABA-style utterances may indicate that the trigram LM’s
failure primarily arises from linguistic knowledge, such as pragmatics, other than syntactic or
lexical knowledge, since the trigram LM would have no problem with telegraphic speech (e.g.,
“key open door”) as long as the utterance does not involve word repetitions.
Our study showed that ABA-style utterances account for a substantial portion of
children’s early multiword utterances (e.g., ~40% of five-word utterances). Studies of language
disorders reported similar repetitions (Belser & Sudhalter, 2001; van Santen et al., 2013), yet
there is little study of such utterances in typically developing children. Van Santen and
colleagues (2013) found no significant difference between the frequency of self-repetition
between children with autism spectrum disorders (ASD) and typically developing children,
suggesting that the production of ABA-style utterances may be a ubiquitous phenomenon in
language development. Given that ABA-style utterances may involve potentially different
learning mechanisms, such as ones integrating pragmatic knowledge and communication
strategy, future studies should look into ABA-style utterances to better understand why young
children frequently produce ABA-style utterances, what learning mechanisms those utterances
reflect, and how ABA-style utterances change over time.
3.4.3 Children’s utterances vs. parents’ utterances
We observed consistently better performance in simulating parents’ utterances than
children’s, regardless of subject and condition. One possible reason is that parents’ utterances are
qualitatively more advanced than children’s utterances in terms of their semantic and syntactic
structure, reflecting a fundamental difference in semantic/syntactic knowledge between children
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and adults. One concern regarding the speaker effect could be that human subjects may treat
children’s and parents’ utterances differently. Adults’ utterances might have a very different
structure from children's, such as fewer ABA structures and more function words. However,
since LMs also performed better in simulating parents’ utterances and their algorithms remain
constant no matter what utterance they encountered, the observed difference between children
and parents is not likely to be artificial.
3.4.4 Statistical LMs trained with or without function words
Child telegraphic speech tends to ignore function words in production while maintaining
the intelligibility of the whole utterance. Our analysis showed that statistical learning omitting
function words could not explain the ability to generate telegraphic speech. As discussed in
Section 2.6.2, Chapter 2, two possible learning mechanisms may lead to the omission of function
words in production. One involves omitting function words while maintaining statistical cues
solely from content words, as function words are less meaningful. The other is that abstract
linguistic knowledge about an utterance guides children to leave out function words without
disrupting the remaining structure of the content words. Given that training statistical LMs
without function words degrades rather than improves the simulation performance, and human
subjects and the neural LM can handle child telegraphic speech much better, it is likely that
telegraphic speech reflects more advanced linguistic structure rather than simply skipping
function words in statistical learning. However, we are cautious about this interpretation since
models other than n-gram models have not yet been tested.

Future research should examine the validity of our simulation paradigm. We follow
previous research (McCauley & Christiansen, 2019a; 2019b) for designing the paradigm, which
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rests on the simplifying assumption that the overall message the child wishes to convey can be –
very roughly – approximated by treating the utterance as an unordered bag-of-words. When the
child intends to produce a multiword utterance, their task is to sequence the unordered words to
get the message across. However, that is not necessarily the actual process the child takes.
Furthermore, the child may use rich linguistic and nonlinguistic context in real-life conversations
(Golinkoff, Can, Soderstrom, & Hirsh-Pasek, 2015) when producing combinatorial speech.
Future studies could include context information to improve the paradigm’s validity.
Our work also provides a benchmark for future research on child combinatorial speech.
While we investigated only three-to five-word utterances that children produced before 20
months of age, it would be interesting to consider utterances with longer lengths and their
potential longitudinal change over development. Our paradigm and data can be used to test
various models. Although n-gram learning based on transitional probability is a commonly
studied learning mechanism and has been observed in many aspects of language acquisition such
as word learning and speech segmentation, transitional probability itself may have relatively
poor explanatory power when it comes to learning linguistic structure (Reali & Christiansen,
2003; Saffran et al., 1996). Future studies should explore more advanced statistical learning or
syntactic learning models, such as the Chunk-based Learner (McCauley & Christiansen, 2019b),
MOSAIC (Freudenthal et al., 2007), and the sequence2sequence model with syntactic tree
representations in its encoder and decoder (McCoy et al., 2020).
For example, testing models incorporating a syntactic parser (McCoy et al., 2020) is an
alternative way to test the role of syntactic structure underlying child utterances. To better
understand what statistical learning mechanism accounts for child utterances, one could try
statistical models with different frameworks, such as the Chunk-based Learner (McCauley &
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Christiansen, 2019b). For the neural LMs, a simpler neural model, such as a simple recurrent
neural network (Reali & Christiansen, 2003) may be capable of predicting the data.
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GENERAL DISCUSSION
In this dissertation, we have investigated the development of child early combinatorial
speech and the underlying linguistic abstractions and competence. Chapter 1 found evidence that
multiword utterances of different lengths appear early in acquisition and increase together, and
the length growth pattern can be viewed as a probabilistic and dynamic process. Chapter 2
showed that the syntactic structure behind children’s early combinatorial speech may exceed the
development of word combinations acquired from the learning input. Chapter 3 showed that a
model involving local statistical learning trained on child-directed speech can account for the
production of those early multiword utterances. The predictive fit of a simple statistical model is
as good as or even better than human subjects and the neural model which assumes more
complex learning mechanisms and was trained on larger size data.
Combining Chapters 1 and 2, we show that children may omit function words when
developmental resources are limited. Combining Chapters 1 and 3, the different patterns of child
ABA-style utterances may suggest that there may be many processes occurring simultaneously.
We view language development as a cumulative consequence of the dynamic interaction
between domain-specific (e.g., lexical, syntactic, semantic, and pragmatic knowledge) and
domain-general resources (e.g., memory, motor, and social emotional development). An ABAstyle long utterance, “lock door key lock door”, may simultaneously reflect syntactic knowledge
(e.g., ability to produce subject-verb-object sequences, such as in “key lock door”), pragmatics
(e.g., topicalization of a verb phrase, perhaps for emphasis), and biological capacity (e.g., breath
and motor control that allows production of more words in a single utterance).
Chapter 2 and Chapter 3 yielded seemingly inconsistent results. Chapter 2 showed that
the early development of word combinations, as revealed by the word-based LM, falls behind the
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development of underlying syntactic structure, whereas Chapter 3 showed that the word-based
LM can account for the production of early multiword utterances. One possible explanation is
that the same tool, the word-based statistical LM, measures different aspects of child language in
the two Chapters. The word-based LM in Chapter2 describes how adult-like child early word
combinations are, in which we observed an obvious difference between child word combinations
and adult word combinations. Unlike Chapter 2, Chapter 3 uses the statistical LM to simulate the
production of child early word combinations and ask whether the learning mechanism and
training data the LM uses can support the production of those (not quite adult-like) utterances. It
is likely that the local statistical information in the learning input cannot support fast lexical
development, but does allow children to determine the right word sequence (e.g., “key open
door”) when only limited words (“key”, “open”, “door”) are accessible at the moment of
production due to resource constraints. Chapter 2 did not distinguish between regular utterances
and ABA-style utterances. Since Chapter 3 showed significantly different patterns between those
two types of utterances, future research for describing the syntactic and the lexical development
of child speech production should consider different types of utterances.
The dissertation work investigates linguistic abstractions underlying child early speech.
However, the studies do not argue for or against a domain-specific syntactic endowment; they
cannot test what the endowment is since the children being studied already have had more than
one year to learn language. Moreover, our results cannot tell whether the linguistic abstraction, if
there is any, come from domain-specific or domain-general abilities. Early child combinatorial
speech has been frequently used as evidence in the domain-specific endowment vs. learning
debate. Here we argue that using early child speech to choose one side over the other might not
be theoretically or methodologically feasible.
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Quite a few studies have suggested that prenatal experience with speech might already
start shaping perceptual and learning abilities and paving the way for the language development
in newborn babies (Christophe et al., 1994; Gervain et al., 2008; Shi et al., 1999). Any
knowledge observed posterior to the initial state might potentially be learned. On the other hand,
any evidence against the existence of domain-specific innate knowledge would have to rule out
abstractions of every syntactic rule in child combinatorial speech. But how theoretically feasible
is that? Children’s first words appear between 10 and 15 months, and word combinations are
reported at around 18 months (R. Brown, 1973/2013) or even earlier, as observed in Chapter 1,
meaning that children have received language input for about 20 months before combinatorial
speech is produced. It is hard to believe that children would know or learn nothing about syntax
when starting to produce word combinations. Moreover, research focusing on newborns or
infants within the preverbal period has already found some syntactic competence in those
children (Shi et al., 1999). Infants at 15 months were found to use syntactic cues to interpret
novel transitive and intransitive verbs, supporting syntactic bootstrapping in word learning at
early ages (Gleitman, 1990; Gleitman et al., 2005). Therefore, the empiricist assumption that
children know little at the onset of combinatorial speech (Lieven et al., 2009; McCauley &
Christiansen, 2019b) is not likely to be theoretically plausible.
Although our findings are not about whether there is a domain-specific endowment, we
do show that two-year-olds’ language acquisition may simultaneously involve linguistic
abstractions, local statistical learning, and the support from domain-general developmental
resources. We propose that a more advanced and dynamic learning account is needed. Current
learning theories are often isolated, which either assume oversimplified learning device (i.e.,
domain-specific or domain-general endowment) and overreliance on data, or overreliance on
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domain-specific learning device but oversimplified support available in the learning input and
environment. Child development studies in other domains have shown that children are active
learners exploring and exploiting efficient learning strategies to cope with the challenges that the
early learning poses. They learn not only through receiving and processing the information, but
also show explorative and playful behaviors to actively interact with the learning environment
(Thelen & Smith, 1994).
Many early utterances observed in our studies are typical telegraphic speech; the
utterances produced often miss function words or obvious grammatical constructions, yet they
could still be understood and therefore are considerably effective in communication. Besides the
possibility of having endowed linguistic knowledge or deep learning mechanisms, the production
of telegraphic speech is also likely to be driven by the motivation of being understood. For
example, the telegraphic speech “key open door” may reflect a motivation that the child
attempted to maximize communication efficacy given limited developmental resources; learning
happens through explore-exploit behaviors such that the child might gradually figure out which
form of utterance could better facilitate the conversation. We also observed variations of “key
open door”, such as “key opens”, “open door”, “key open car door”, which may suggest that the
child is navigating and practicing a better way to get the message across. In that case, pragmatic
cues such as parents’ responses or conversation move-on could also serve as a learning support.
Currently, we have little understanding about what pragmatic cues are available in childparent communication and to what extent such cues help child syntactic development, except for
some early small-sample analyses (Bohannon & Stanowicz, 1988; Demetras et al., 1986). Future
studies could take advantage of modern computational tools to provide systematic
documentation of this account. To better understand children’s potential for language
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acquisition, a shift needs to be made from isolated learning theories to a more pluralist and
ecologically valid learning framework, to develop insights into a mixture of endowed bias, datadriven learning, and motivation-driven active learning through interdisciplinary approaches.
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Appendix A

Fig. A.1. Number of word tokens by age for children in the later group. Note that the range of
the y-axis is greater than in the graphs of the earlier group due to the particularly large amount of
data for some of these children (e.g., Lara and Peter).
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Appendix B
Table B.1.
Examples of multiword utterances produced by the earlier children before 20 months. Sampling
was balanced by age such that each age contains 10 utterances.
Age
14

15

Child
Ethan

Utterances
“Hi tape.”
“Back on.”
“A byebye.”

Naima

“Truckie went by.”
“Baby clothes.”
“Water mommy.”

Violet
Mark

“Dada nana.”
“Nice kitty.”
“Hi Tee.”
“That my bottle.”

Ethan

“Open shut.”
“People here.”
“Gate down.”

Naima

“Water dirty water.”
“Meow mommy.”
“Catch mommy.”
“Deedee Joann.”
“Hi baby.”
“Say puppy.”
“It’s a party.”

L
Mark
June
16

Ethan

William

“Eat cereal.”
“Big bird.”
“That hole.”
“Doggy yogurt.”
“Truckie noisy truckie.”
“Mommy yogurt.”
“A worm.”

L

“Out go.”

June

“It’s a ball.”
“It’s a duck.”

Naima
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17

18

19

Naima

“Somebody hiding somebody.”
“Book yankee doodle book.”

Lily

“Bumble bee.”
“Pooh Bear.”

William

“Go quack.”
“This book.”

L

“I want.”
“Ride it round here.”

Mark

“I wanna get down.”

June

“It’s a shoe.”

Ethan

“Lock door key lock door.”
“What is that car motorcycle.”

Naima

“Sweeping them.”

Lily

“Poohbie Pooh.”

Violet

“Daddy’s guitar.”

William

“Alright is Sarah what.”

L

“Mama bit.”
“Den then den then swimming.”

Mark

“Me a uppie.”

June

“And then it’s time for.”

Ethan

“Not for me.”

Naima

“Mom blowing on it.”
“Mommy having a sit.”

Lily

“I’ve got your tummy tum.”

Violet

“Piggy and me.”

William

“Have a day.”

L

“Bike Sue.”
“Yeah dump jump Baura Laura.”

Mark

“Pee_pee say pee_pee.”

June

“There’s Potatohead’s nose.”
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Appendix C

Fig. C.1. Varying Mean, SD = 1.5, Incremental value = 0.35. The greater the initial mean, the
lower the proportion of one-word utterances at 14 months.

Fig. C.2. Mean = 0, Varying SD, Incremental value = 0.35. The smaller the SD, the sharper the
change of utterances of different lengths
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Fig. C.3. Mean = 0, SD = 1.5, Varying Incremental Value. The greater the incremental value, the
earlier the development reaches a stable, adult-like state.
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Appendix D
Examples of ABA-style utterances.
Length
Three

Four

Five

ABA-style utterances
“Bath hot bath.”
“Bee a bee.”
“Car Daddy’s car.”
“Cut pear cut.”
“Done it’s done.”
“Fox see fox.”
“Go team go.”
“Pizza eat pizza.”
“Squish it squish.”
“Tool toobox tool.”
“Knead it mark it.”
“Blue car blue car.”
“Kitty the kitty cat.”
“And down and up.”
“Clean mommy clean mommy.”
“Lie down lie down.”
“Friend he’s a friend.”
“Naima folding Naima folding.”
“Air up in air.”
“Ditch dig a ditch.”
“Bad girl mommy bad girl.”
“Cheese Naima cheese Naima cheese.”
“Up and down up down.”
“Blocks new blocks snow toys.”
“In a in a tree.”
“Naima packed some packed some.”
“Mommy tower help Naima help.”
“Done now it’s done now.”
“Mommy sleeping mommy sleeping on.”
“Lie down Sue lie down.”
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