ABSTRACT
Introduction 23
Predicting concentrations of particulate matter in the air is important for control and reduction of airborne pollution.
24
Particulate matter refers to small particles consisting of dust, dirt, soot, smoke, and liquid droplets suspended in the air.
25
These particles vary widely in size (aerodynamic diameter). Particles with an aerodynamic diameter less than 2.5μm 26 (PM2.5) are known as fine particulates, which are seriously harmful to human health because of its absorption of toxic 
110
clustering method to divide the dataset into several clusters and built an ANN for individual cluster. However, the 111 output was ignored when using clustering algorithm to split the dataset, which was unreasonable. Moreover, Bettenburg 112 et al. (2012) found that balancing thinking locally and acting globally is important for local models. Normally global 113 models have the risk of underfitting due to multiple patterns, while local models tend to suffer from the overfitting 114 problem. Furthermore, a global model may be beneficial for learning some patterns. Consequently, air pollutant 115 prediction based on local models needs to address the global-local duality.
116
This study develops a framework based on CART and EELM to deal with the global-local duality. Through 117 constructing a shallow regression tree by using CART, the whole dataset is divided into subsets in a hierarchical manner.
118
For each node of the tree, the EELMs are trained using the samples belonging to the node, and hidden node numbers are 119 selected to minimize validation errors respectively on the leaves of a sub-tree that takes the node as the root. For each 120 leaf, there are a global and several local EELMs on the path from the root node to the leaf, and the EELM with the 2. Methodology 129
Selection of input variables using RF 130
In Poggi and Portier (2011), input variables were selected for PM10 prediction through the analysis of the RF variable importance. In this study, the RF model is also employed to provide variable importance ranking, but the 
134
Step1: Assess the OOB error of the RF model, compute the importance scores of input variable candidates, and rank
135
the candidates in a descending order of importance. To minimize sampling effects, we run the RF ten times on the 136 training set, and the importance score of each candidate is the mean of the scores observed from ten RF models.
137
Step 2: Invoke the most important k variables at the beginning, implement sequential introduction, and use the 
140
Step 3: Return to Step 1 until no further candidates can be rejected. 
147
node contains all the training samples. The next step is calculating the first split. For a regression problem, the split is to 148 minimize the expected sum variances for two resulting subsets:
where SL and SR are the sets of training indices going to left child node and right child node, L y and R y are the mean 151 values of the outputs of samples in two subsets. The optimal j and c can be easily determined by discrete search over the 152 m input dimensions and l samples. The children of the root node are recursively split in the same manner until some 153 stop criterion is satisfied.
154
CART has low computational complexity because of its recursive computation. By moving from the root node to Normally, the mean value of the outputs of samples fallen into the leaf is chosen as the predicted value. So CART is 157 nonparametric and can find complex relationships between input and output variables. Therefore, CART also has the 158 advantage of discovering nonlinear structures and variables interactions in the training samples (Brezigar-Masten and Since the split in CART aims to minimize the diversity of outputs, the model is a natural fit for pattern segmentation.
161
In this study, the results of CART are used to replace k-means clustering, where CART is used to segment the change 
EELM 165
In ELM, the hidden layer parameters are randomly initialized. ELM is mathematically modelled by 
174
Ensemble algorithm is one of methods to improve the generalization performance of ELM. Several practical works
175
showed that the performance of a single ELM can be improved by using properly ensemble techniques, which develop a 176 population of ELM-based learners and then combine them to create improved results (Xue et al., 2014 
CART-EELM model 185
For prediction of hourly PM2.5 concentration, a novel method on training local models based on combination of
186
CART and EELM is developed, which aims at addressing the global-local duality and improving the prediction 187 accuracy. The algorithm developed includes the following steps:
188
Step 1: Construct the CART tree using the training set. The deeper branches in the tree may be affected by outliers.
189
Moreover, local models are trained at each non-root node of the tree in our algorithm. Thus, a shallow tree is 190 constructed to capture concentration change patterns and to ensure that each leaf has enough training samples for its 191 local model. To generate a shallow tree, a large value of the minimum number of samples in a leaf is set. Furthermore,
192
considering the fact that samples with the low-value outputs may take the most of the dataset, the maximum depth of 193 the tree is also set to prevent these samples from being excessively split. A CART tree is constructed using the total 194 training samples, and is then applied for splitting the validation samples. So each node has its own training and 195 validation samples.
196
Step 2: Train EELMs using the associated samples. Each node in the hierarchical tree trains EELMs using the 
202
Step 3: Compare a global and local EELMs associated to the leaf. For each leaf of the tree, a global and several
203
local EELMs on the path from the root node to the leaf are compared, and the one with the minimum validation error on 204 the leaf is chosen.
205
Given a testing sample, it is assigned into a unique leaf where its prediction model is determined. The testing 206 procedure consists of two steps:
207
Step1: Assign the testing sample to a unique leaf using the splitting rules of the developed tree.
208
Step2: Make a predicted value for the testing sample using the prediction model chosen for the assigned leaf.
209
Local models at deep levels (e.g., at the leaves) may suffer from the overfitting problem. A global model trained on 8 prediction model for a leaf is chosen based on the comparison of a global model and local models on the path from the 212 root node to the leaf, which can address the global-local duality. For the testing samples in a leaf (an input subspace), 
Data 221
The experiments on a real-world air pollution dataset are made to prove the effectiveness of the proposed model.
222
The dataset is from Yancheng city, which is one of the 13 cities under the direct administration of Jiangsu Province,
223
China. Yancheng city spans between northern latitude 32°34'-34°28', eastern longitude 119°27'-120°54'. As shown in 
242
Some values in the air quality and meteorological data are missing for the studied period. The missing values are 243 interpolated by using cubic spline interpolation when the missing gap is less than 3 hours and there is no missing value 244 in 3 hours before and after. Let the observed PM2.5 value at time t+1, denoted as PM2.5(t+1), be the output of a sample.
245
The corresponding input candidates include air pollutants at times t-2, t-1 and t, and the meteorological data at time t.
246
Moreover, the meteorological data at time t+1 is also included as input candidates, since the predicted meteorological 247 data for the next hour can be used in practical implementation. The -sine and cosine transformations are employed for 
253
Input candidate names Input candidate vector XC0,…,XC17 CO(t-2),CO(t-1),CO(t),NO2(t-2),NO2(t-1),NO2(t), O3(t-2),O3(t-1),O3(t),SO2(t-2),SO2(t-1),SO2(t), PM10(t-2),PM10(t-1),PM10(t),PM2.5(t-2),PM2.5(t-1),PM2.5(t) XC18,…, XC29
T(t) , T(t+1), cos(WD(t)), cos(WD(t+1)) ,-sin(WD(t)), -sin(WD(t+1)), WS(t), WS(t+1),R(t), R(t+1), H(t), H(t+1) XC30 WEI (t+1)
Selection of input variables using RF 254
variable X16 (the wind speed of the next hour). Let us remark that both XC26 and XC27 are rejected due to the small 262 importance. Similarly in Poggi and Portier (2011), the daily total rainfall was not retained in the prediction model of the 263 daily mean PM10 concentration.
264
Table 2: The selected input variables corresponding to the output PM2.5(t+1).
265

Input variable names
Input vector X0,…,X10 CO(t), NO2(t-1),NO2(t),O3(t-2),O3(t-1),O3(t), SO2(t),PM10(t-2), PM2.5(t-2),PM2.5(t-1),PM2.5(t) X11,…, X18
T(t) , T(t+1), -sin(WD(t)), -sin(WD(t+1)), WS(t), WS( 
CART-EELM model 269
Splitting the dataset by using CART 270
This study constructs a shallow tree to capture concentration change patterns and ensure that each leaf has 271 enough samples for its local model. To train a shallow regression tree, the minimum number of samples in a leaf 272 and the maximum depth of the tree are set to 1000 and 3, respectively. In Fig. 3 , the results of splitting the training 273 set by using CART are given. The serial number for the root node is 0, and all the nodes choose X10 (the lagged 274 1-hour PM2.5 concentration) to split its own dataset, since X10 contains the most information on next hour 275 prediction (Lyu, et al, 2017 ). The persistence model is the simplest one, whose prediction for a given hour is the 276 observed value of the previous hour.
277
The number of samples in nodes #3 and #4 reaches 10209, accounting for 52.02% of the total training set.
fallen into the node. There are significantly different MSE values for different leaves, which sharply increase as the serial numbers of the leaves increase. 
Prediction model based on the CART-EELM 285
Each node in Fig. 3 has its own dataset. The hidden neuron numbers of EELM models are selected from 
293
The root node has 7 leaves. In order to show the selection procedure clearly, an example of training a global 294 model at node #0 for node #3 is given. The total training set (the training set that belongs to node #0) is first 
297
is evaluated for each model, utilizing the subset of the data that are not used in training and belongs to node #3.
298
Then the validation error is determined by averaging over all 5 validation subsets. The root mean square error
299
(RMSE) is used as the error criterion, which is calculated by
301
where ˆi y is the predicted value. 302
The first subplot in Fig. 4 demonstrates the average validation error on node #3 when using different 303 candidates of hidden neurons numbers. The same selection procedure is implemented for other 6 leaves at node #0.
304
The top first 7 subplots in Fig.3 show the validation errors of all global models at node #0. For the global models 305 trained at node #0 for 7 leaf nodes, the optimal numbers of hidden nodes are 105, 255, 120, 90, 210, 300 and 135, 
317
The models at all the nodes are organized in a hierarchical fashion, as shown in Fig. 6 
Local models based on season and k-means 346
The seasonal models split the training set into three subsets based on prevailing weather patterns that may 347 influence the PM2.5 buildup. 
368 where i µ is the mean of points in Si. Unfortunately, such optimization by complete enumeration is feasible only for 369 very small data sets. The strategy based on iterative greedy descent is the most popular method to obtain a good 370 suboptimal partition. In general, there are three steps involved in the strategy. Namely, 1. initialize k cluster centroids; 2. 
Prediction results and discussion 391
The training times required by different models are given in Table 3 
396
The testing errors from different models are also given in Table 3 . The testing set is split by the CART in Fig.   397 3. The errors in seven input regions, corresponding to the seven leaves, are also included in Table 3 . The increases the performance of the EELM, but the k-means-EELM is slightly inferior to the EELM in terms of 401 accuracy on the total testing set. 
402
407
CART-EELM with other models, the mean absolute error (MAE), the mean absolute percentage error (MAPE) and 408 correlation coefficient the on the total testing set are given in Table 4 . The MAE and the MAPE are calculated by 
411
The CART-EELM model has the lowest testing MAE and MAPE on the total testing set. It is found that the 
Conclusions 438
The multiple change patterns of PM2.5 concentrations increase the difficulty of hourly PM2.5 prediction. As 439 local models show great potential to improve the prediction accuracy, local prediction models based on the
440
CART-EELM is proposed, which uses the CART to split the training set into subsets in the fashion of a 
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