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Abstract Given a finitely supported probability measure μ on a connected graph G, we
construct a family of probability measures interpolating the Dirac measure at some given
point o ∈ G and μ. Inspired by Sturm-Lott-Villani theory of Ricci curvature bounds on
measured length spaces, we then study the convexity of the entropy functional along such
interpolations. Explicit results are given in three canonical cases, when the graph G is either
Z
n
, a cube or a tree.
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1 Introduction
On a metric space (X, d) the W2-Wasserstein distance between two probability measures
having finite second moments is defined by
W2(μ, ν)
2 := inf
π∈(μ,ν)
∫
X×X
d(x, y)2dπ(x, y), (1)
where (μ, ν) is the set of couplings of μ and ν, i.e. the set of probability measures on
X×X having μ and ν as first and second marginals. Under weak assumptions, it is possible
to prove the existence of a minimizer in Eq. 1, called optimal coupling between μ and ν.
The theory of optimal transportation is thoroughly studied in the textbooks [10] and [11] by
Villani.
It is possible to go further in the theory of optimal transportation if one makes the
assumption that the metric space (X, d) is a length space, i.e. that the distance between two
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points x, y ∈ X is the infimum of lengths of continuous curves joining x to y, where the
length of a curve γ : [0, 1] → X is defined by
L(γ ) := sup
N≥1,0=t0<...<tN=1
N−1∑
i=0
d(γ (ti), γ (ti+1)).
If this infimum is attained by a certain (possibly non-unique) curve γ , this curve is called a
geodesic between x and y. If there exist geodesics between every couple of points x, y ∈ X,
the metric space (X, d) is called a geodesic space.
An important result asserts that if (X, d) is a geodesic space, so is the metric space
(P2(X),W2) of probability measures on (X, d) with the W2 distance. It is thus possible
to define W2-geodesics in this setting. In [8, 9] and [5], Sturm, and independently Lott
and Villani, study the behaviour of the entropy functional along W2 geodesics and use its
convexity properties to define a notion of Ricci curvature bounds on the underlying geodesic
space (X, d).
For example, a compact geodesic space (X, d) endowed with a reference Borel posi-
tive measure ν is said to satisfy the curvature bound Ric ≥ K if, for every W2 geodesic
(μt )t∈[0,1], we have
Entν(μt ) ≤ (1 − t) Entν(μ0) + t Entν(μ1) + Kt(1 − t)2 W2(μ0, μ1)
2, (2)
where the entropy functional Entν is defined by
Entν(μ) :=
∫
X
ρ log(ρ)dν
when μ = ρν is absolutely continuous with respect to ν and Entν(μ) := ∞ elsewhere, and
using the convention 0 log(0) = 0. If regularity issues are put aside, Eq. 2 is equivalent to
∂2
∂t2
Entν(μt ) ≥ KW2(μ0, μ1)2. (3)
On a Riemannian manifold, Sturm-Lott-Villani Ricci curvature bounds are equivalent to the
classical definition of Ricci curvature bounds. Furthermore, many interesting geometric and
analytic properties, such as Poincare´ or log-Sobolev inequalities, hold on a geodesic space
satisfying Eq. 2, especially when K > 0.
Sturm-Lott-Villani theory does not directly apply when the metric space (X, d) is a graph
because, although optimal couplings still exist, the W2 Wasserstein space associated to a
graph is not a geodesic space: in fact, any non-trivial curve in (P2(G),W2) has an infinite
length.
It is still an interesting open question to construct, given two probabilty measures μ0 and
μ1 on a graph, an interpolating family of measures (μt )t∈[0,1] (seen as a generalization, or
a substitute, for a W2 geodesic) for which the behaviour of the entropy functional reflects
geometric properties of the underlying graph.
The purpose of this article is to construct and study such an interpolation in the special
case where the initial measure μ0 is a Dirac measure at a given fixed point o ∈ G. The
resulting family (μt )t∈[0,1] thus describes how the final measure μ = μ1 is contracted to a
Dirac mass. The behaviour of the entropy functional along this contraction can be seen as a
discrete version of the measure contraction property studied by Ohta in [6].
The question of using the methods introduced here in order to generalize the results of
this article to the case where the initial measure μ0 is not necessarily a Dirac measure is
still open. An answer to this question would provide an interseting generalization of the
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Sturm-Lott-Villani theory to the settings of graphs. The main difficulty in this general case
is the fact that there could exist more than one coupling between each couple of probability
measures. In a work in preparation by the current author, it is shown that, between a couple
of finitely supported measures μ0, μ1 on Z, there exists an interpolating family (μt )t∈[0,1]
which can be expressed as a mixture of binomial measures along a certain coupling π ∈
(μ0, μ1), which in some sense can be seen as discrete version of a Wasserstein geodesic,
and along which the entropy functional is convex.
The rest of the article goes as follows. In Section 2 we construct explicitly the contraction
(μt )t∈[0,1] given a final measure μ and a base point o on G, which turns out to be expressed
as mixture of binomial measures. Section 3 is devoted to the particular case where the
graph G is Z and where μ is supported on Z+. The study of this particular case allows
us to introduce some technical tools, in particular a f, g-type decomposition which will
be studied in a more general setting in Section 4. Section 5 is about the behaviour of the
entropy functional when the graph G is Zn (resp. a discrete cube, a tree). It will turn out
that the convexity properties of the entropy are similar to those expected in geodesic spaces
satisfying a Ricci curvature bound of the type Ric ≥ 0 (resp. Ric ≥ K for K > 0, Ric ≥ K
for K < 0).
Remark During the redaction of this article, the author has been made aware of a similar
work, see [1]. In this paper, the authors use another type of binomial interpolation of mea-
sures on graphs, based on the family of Knothe-Rosenblatt coupling of measures. The study
of the entropy along their interpolating families provides interesting non-trivial geomet-
ric and analytic results for product spaces. In particular their geometric study of the cube
implies Theorem 5.5 of the present article. However, it does not seem possible to use the
methods and results of [1] to deduce the Theorems 5.4 and 5.6 of the present article.
2 Construction of the Contraction Family
In this article a graph consists of a collection of points (or vertices) G, and a set of edges
E which is a subset of the set of non-ordered couples x = y ∈ G × G. If (x, y) ∈ E, we
say that x and y are neighbours and we write x ∼ y. We assume that each point has a finite
number of neighbours.
A curve γ of length l between two points x, y ∈ G is an application γ : {0, . . . l} → G
such that γ (i) ∼ γ (i+1) for all i ∈ {0, . . . l−1}. We assume that every graph considered is
connected, i.e. that each couple of points x, y ∈ G is joined by at least one curve. A geodesic
between x and y is a curve of minimal length l =: d(x, y) joining x and y. Geodesics
always exist on a connected graph, and the application (x, y) 	→ d(x, y) defines a distance
on G, called the graph distance. We denote by x,y the set of geodesics between x and y
and by |x,y | its cardinality.
Proposition 2.1 Let a and c be two points of G and p ∈ {0, . . . d(a, c)}. Then
|a,c| =
∑
b∈G:d(a,b)=p
ι(a, b, c)|a,b||b,c|,
where ι(a, b, c) = 1 if d(a, b) + d(b, c) = d(a, c) and ι(a, b, c) = 0 eleswhere.
The function ι can be seen as an indicator function of b being on some geodesic joining
a to c.
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Proof of Proposition 2.1 For every b ∈ G we define S(b) := a,b × b,c. It is clear that
these sets are pairwise disjoint. Moreover, we have |S(b)| = |a,b||b,c|. To prove the
proposition, it thus suffices to show that there exists a bijection φ between the set a,c and
the disjoint union unionsqb∈G(a,c,p)S(b) where G(a, c, p) :={b ∈ G : ι(a, b, c)=1, d(a, b)=p}.
A natural bijection is φ(γ ) := (γ (p), γ1, γ2) with γ1(k) = γ (k) and γ2(k) = γ (k − p).
Its inverse is given by the concatenation map φ−1(b, γ1, γ2) = γ with γ (k) = γ1(k) for
k ≤ p and γ (k) = γ2(k − p) for k ≥ p. The fact that b ∈ G(a, c, p) guarantees that γ is
well-defined (especially at k = p) and is a geodesic.
We now fix a point o ∈ G, called the base point of the graph, and a finitely supported
measure μ = μ1. Let μ0 be the Dirac probability measure at o. There is only one coupling
between μ0 and μ1, defined by π(o, x) = μ(x) and by π(z, x) = 0 if z = o. Consequently,
the W2 distance is equal to
W2(μ0, μ1) =
√∑
x∈G
d(o, x)2μ(x).
Definition 2.2 The contraction of a finitely supported measure μ on G is the family of
probabilty measures (μt )t∈[0,1] defined by
μt(x) :=
∑
z∈G
⎛
⎝ 1|o,z|
∑
γ∈o,z
binγ,t (x)
⎞
⎠μ(z)
where for each geodesic γ of G of length p and each parameter t ∈ [0, 1], the probability
measure binγ,t on G defined by
binγ,t (x) := binp,t (k) =
(
p
k
)
tk(1 − t)p−k
if x = γ (k) and binγ,t (x) := 0 elsewhere.
Using Proposition 2.1, we can give another formula defining the contraction family:
μt (x) =
∑
z∈G
ι(o, x, z)
|o,x||x,z|
|o,z| bind(o,z),t (d(o, x))μ(z). (4)
The first steps of the construction of the contraction family are quite natural: we first
chose a point z ∈ G with respect to the measure μ. Then we chose uniformly a geodesic γ
between o and z.
The last step of the construction is a bit tricky: in order to interpolate the Dirac measures
between o and z along the geodesic γ , we use the binomial family (binγ,t )t∈[0,1], which can
thus be seen as the discrete version of the interpolating family (δx=γ (t))t∈[0,1] which is used
in continuous settings.
Several reasons justify the choice of the binomial family:
(i) We first can see the binomial family as describing the behaviour of a low-temperature
random walk on Z conditionned at t = 0 and t = 1. In other terms, if (Xt )t≥0 is the
law of the simple random walk on Z with X0 ∼ μ, then
binn,1−t (k) = lim
ε→0P(Xε t = k|Xε = 0).
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Similarly, if (Xt )t≥0 is a Markov chain on a finite graph G admitting the normalized
counting measure as reversible measure, and such that X0 ∼ μ, we have
μ1−t (k) = lim
ε→0 P(Xε t = k|Xε = 0).
This low-temperature behaviour can be linked to recent work by Leonard (see [4]),
which constructs optimal couplings and W2 geodesics from solutions to the so-called
Schro¨dinger problem.
(ii) Another reason for chosing the binomial family is that it is solution to a discrete
version of the transport equation: more precisely, for n ≥ 0, the family of measures
(μt )t∈[0,1] := (binn,t )t∈[0,1] satisfies:
∀f : {0, . . . n} → R , ∂
∂t
(
n∑
k=0
f (k)μt(k)
)
=
n∑
k=0
(∇[0,n]f )(k)μt(k),
where the operator ∇[0,n] is the “spatial derivation on {0, . . . n}” defined by
∇[0,n]f (k) = k
n
(f (k) − f (k − 1)) + n − k
n
(f (k + 1) − f (k)).
This can be seen as a generalization of the transport equation ∂
∂t
μ(x, t) =
−n ∂
∂x
μ(x, t) satisfied in the continuous setting by the family (δ(x = nt))t∈[0,1] inter-
polating the Dirac measures at x = 0 and x = n. A discussion about this discrete
transport equation and some properties of the operator ∇[0,n] can be found in [3].
Although it is not a geodesic for the W2 distance, the family (μt )t∈[0,1] behaves inter-
estingly for other distances on P(G). For instance, it is a geodesic for the W1 distance, as
shown by the following:
Proposition 2.3 The W1 Wassertein distance W1(μ0, μt ) defined by
W1(μ0, μt ) :=
∑
x∈G
d(o, x)μt(x)
is a linear function of t:
W1(μ0, μt ) = tW1(μ0, μ1).
Proof If γ ∈ o,z for some z ∈ G, then∑
x∈G
d(o, x) binγ,t (x) = Ebin(d(o,z),t)[|X|] = td(o, z).
We thus have
∑
x∈G
d(o, x)μt (x) =
∑
z∈G
⎛
⎝ 1|o,z|
∑
γ∈z
(∑
x∈G
d(o, x) binγ,t (x)
)⎞
⎠μ(z)
= t
∑
z∈G
d(o, z)μ(z) = tW1(μ0, μ1).
Actually, Proposition 2.3 almost holds for the W2 distance, especially when μ1 is far
from μ0. More precisely,
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Proposition 2.4
W2(μ0, μt )
2 =
∑
x∈G
d(o, x)2μt(x) = t2W2(μ0, μ1)2 + t (1 − t)W1(μ0, μ1).
Proof The proof follows the same lines as the proof of Proposition 2.3. We first compute:∑
x∈G
binγ,t (x)d(o,x)2 = Ebin(d(o,z),t)[|X|2]
= t2d(o, z)2 + t (1 − t)d(o, z),
which implies ∑
x∈G
d(o, x)2μt(x) = t2W2(μ0, μ1)2 + t (1 − t)W1(μ0, μ1).
3 The One-Dimensional Case
In this paragraph we focus on the particular case where the graph G is Z, the base point is
o = 0 and the final measure μ = μ1 is supported on Z+. In this case the contraction family
is defined by
∀t ∈ [0, 1],∀k ∈ Z, μt (k) :=
∑
p≥0
binp,t (k)μ(p). (5)
The family (μt )t∈[0,1] is called the thinning of μ and has already been widely studied.
Interesting references about thinning of measures are Renyi’s article [7] where thinning is
defined, [2] where thinning is used to state a “law of small numbers” for measures supported
on Z+, and [12] where thinning is used to obtain discrete versions of the entropy power
inequality.
We are interested in the behaviour of the function H(t) when the parameter t moves,
where
H(t) := Entν(μt ) :=
∑
x∈G
μt (x) log(μt (x))
is the entropy of μt with respect to the counting measure on G.
It is easy to see that H ′′(t) = At + Bt , where
At :=
∑
x∈G
∂2μt(x)
∂t2
log(μt (x)) , Bt :=
∑
x∈G
(
∂μt (x)
∂t
)2 1
μt(x)
.
We will keep the notations At and Bt in the rest of the article.
In this paragraph we give a new proof of the following result due to Johnson and Yu (see
[12]):
Theorem 3.1 Given a contraction family (μt )t∈[0,1] on Z+, the associated entropy function
t 	→ H(t) is convex on [0, 1].
Proof of Theorem 3.1 We define the families of functions (ft )t∈[0,1], (gt )t∈[0,1] by
∀k ≥ 0 , ft (k) := t
k
k! , gt (k) :=
∑
p≥k
p!
(p − k)! (1 − t)
p−kμ(p)
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It is clear from Eq. 5 that μt(k) = ft (k)gt(k). Moreover (with ft (−1) = 0), we have the
following differential equations
∂ft (k)
∂t
= ft (k − 1) , ∂gt (k)
∂t
= −gt (k + 1). (6)
From these two equations we deduce
∂μt (k)
∂t
= ft (k − 1)gt(k) − ft (k)gt(k + 1),
∂2μt(k)
∂t2
= ft (k − 2)gt(k) − 2ft (k − 1)gt (k + 1) + ft (k)gt(k + 2),
thus:
At =
∑
k≥0
∂2μt (k)
∂t2
log(μt (k))
=
∑
k≥0
[ft (k − 2)gt(k) − 2ft (k − 1)gt(k + 1) + ft (k)gt (k + 2)] log(μt (k))
=
∑
k≥0
ft (k)gt(k + 2) log
(
μt (k)μt(k + 2)
μt (k + 1)2
)
=
∑
k≥0
ft (k)gt(k + 2) log
(
gt (k)gt (k + 2)
gt (k + 1)2
)
+
∑
k≥0
ft (k − 2)gt (k) log
(
ft (k)ft(k − 2)
ft (k − 1)2
)
.
We now apply the elementary inequality
∀x > 0 , log(x) ≥ 1 − 1
x
(7)
to obtain
At ≥
∑
k≥0
ft (k)gt(k + 2) − gt (k + 1)
2ft (k)
gt (k)
+
∑
k≥0
ft (k − 2)gt (k) − ft (k − 1)
2gt (k)
ft (k)
= 2
∑
k≥0
ft (k − 1)gt(k + 1) −
∑
k≥0
ft (k)
2gt (k + 1)2 + ft (k − 1)2gt (k)2
μt(k)
= −
∑
k≥0
[ft (k)gt(k + 1) − ft (k − 1)gt(k)]2
ft (k)gt (k)
= −Bt .
We thus have proved that H ′′(t) = At + Bt ≥ 0.
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4 f, g Decomposition of the Contraction Family
The key to the proof of Theorem 3.1 is the decomposition of μt as the product of two
functions satisfying simple differential equations. In this section we show that, in the general
case, such a decomposition is always possible. More precisely:
Definition 4.1 For every x ∈ G we define
ft (x) := t
d(o,x)
d(o, x)! |o,x | , gt (x) :=
μt(x)
ft (x)
.
It is interesting to notice that (ft )t∈[0,1] depends only on the graph G and the base point
o.
Given some x ∈ G, the function t 	→ ft (x) satisfies
∂ft (x)
∂t
= d(o, x)
t
ft (x). (8)
Moreover:
Proposition 4.2 The family of functions (ft )t∈[0,1] satisfies
∂ft (x)
∂t
=
∑
y∈E(x)
ft (y), (9)
where the set E(x) is defined by
E(x) := {y ∼ x | d(o, y) = d(o, x) − 1}.
Proof If x = o, Proposition 4.2 is true because E(o) is empty and ft (o) is constant. If
x = o, we use Proposition 2.1 with a = o, c = x and p = d(o, x) − 1 to find
|o,x | =
∑
y∈G:
d(o,y)=d(o,x)−1
ι(o, y, x)|o,y||y,x|.
But if ι(o, y, x) = 1 and d(o, y) = d(o, x) − 1 then d(y, x) = 1 and |y,x | = 1.
Furthermore, {y ∈ G : ι(o, y, x) = 1, d(o, y) = d(o, x) − 1} = E(x), so we can write
|o,x | =
∑
y∈E(x)
|o,y |
and Proposition 4.2 follows easily.
It is a bit more complicated to study the family (gt )t∈[0,1] because it depends on the
measure μ. It is however possible to express it as a mixture of functions similar to ft :
Proposition 4.3 The family of functions (gt )t∈[0,1] can be written
gt (x) =
∑
w
|x,w|
|0,w| ι(o, x,w)
d(o,w)!
d(x,w)! (1 − t)
d(x,w)μ(w).
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Proof By linearity it suffices to consider the case where μ is a Dirac measure at some point
w ∈ G. In this case,
gt (x) =
⎛
⎜⎜⎝ 1|0,w|
∑
γ∈w :
γ (d(o,x))=x
bind(o,w),t (d(o, x))
⎞
⎟⎟⎠ /
(
td(o,x)|o,x |
d(o, x)!
)
= ι(o, x,w)
( |o,x ||x,w|
|o,w|
d(o,w)!
d(o, x)!d(x,w)! t
d(o,x)(1 − t)d(x,w)
)
/
(
td(o,x)|o,x |
d(o, x)!
)
= ι(o, x,w) |x,w||o,w|
d(o,w)!
d(x,w)! (1 − t)
d(x,w).
It is then possible to state a differential equation satisfied by (gt )t∈[0,1]:
Proposition 4.4 The family of functions (gt )t∈[0,1] satisfies
∂gt (x)
∂t
= −
∑
z∈F(x)
gt (z), (10)
where the set F(x) is defined by
F(x) := {z ∼ x | d(o, z) = d(o, x) + 1}.
Remark There is a duality formula between the collection of sets (E(x))x∈G and
(F(x))x∈G:
F(x) = {z ∼ x | x ∈ E(z)}. (11)
Proof Proposition 4.4 By linearity again, we can suppose that μ is a Dirac measure at some
point w ∈ G, and in this case it is sufficient to show that
∀x ∈ Supp(gt ) , |x,w| =
∑
z∈F(x)∩Supp gt
|z,w|.
By Proposition 2.1 we have
|x,w| =
∑
z∈G:
d(x,z)=1
ι(x, z, w)|x,z||z,w|,
and we know that |x,z| = 1 if d(x, z) = 1. Proposition 4.4 will thus be proven if we show
that ∀x ∈ Supp(gt ),
{z ∈ G : z ∈ F(x) ∩ Supp gt } = {z ∈ G : d(x, z) = 1, ι(x, z, w) = 1}.
But μ being a Dirac measure at w implies that x ∈ Supp(gt ) ⇔ ι(o, x,w) = 1. Similarly,
we have z ∈ Supp(gt ) ⇔ ι(o, z, w) = 1. Moreover, we have z ∈ F(x) ⇔ x ∈ E(z) ⇔
(ι(o, x, z) = 1, d(x, z) = 1).
This shows that Proposition 4.4 is true if, for every couple (x, z) such that d(x, z) = 1,
we have
ι(o, x, z)ι(o, z,w) = ι(x, z,w)ι(o, x,w),
and this functional equality is actually true for every couple (x, z) ∈ G × G: the triangle
inequality shows that both sides are equal to 1 if and only if d(o,w) = d(o, x) + d(x, z) +
d(z,w).
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We can use the duality in Eq. 11 to state an integration by parts formula:
Proposition 4.5 Given two finitely supported functions u and v on G,
∑
x∈G
⎛
⎝ ∑
y∈E(x)
u(y)
⎞
⎠ v(x) = ∑
s0,s1:
s0→s1
u(s0)v(s1)
=
∑
x∈G
u(x)
⎛
⎝ ∑
z∈F(x)
v(z)
⎞
⎠ ,
where the notation “s0 → s1” stands for “s0 ∈ E(s1)” (or equivalently “s1 ∈ F(s0)”).
We can similarly state a second-order integration by parts formula:
Proposition 4.6 Given two finitely supported functions u and v on G,
∑
(s0,s1,s2):
s0→s1→s2
u(s0)v(s2) =
∑
x∈G
⎛
⎜⎜⎜⎝
∑
(y ′,y):
y ′→y→x
u(y ′)
⎞
⎟⎟⎟⎠ v(x)
=
∑
x∈G
⎛
⎜⎝∑
y:
y→x
u(y)
⎞
⎟⎠
⎛
⎜⎝∑
z:
x→z
v(z)
⎞
⎟⎠
=
∑
x∈G
u(x)
⎛
⎜⎜⎝
∑
(z,z′):
x→z→z′
v(z′)
⎞
⎟⎟⎠ .
We now use the decomposition μt(x) = ft (x)gt(x) to study the behaviour of the entropy
functional along the contraction of a probability measure μ on G. Let us recall:
H ′′(t) =
∑
x∈G
∂2μt(x)
∂t2
log(μt (x) +
∑
x∈G
(
∂μt (x)
∂t
)2 1
μt (x)
(12)
=: At + Bt . (13)
Proposition 4.7 The first sum in Eq. 12 can be written
At =
∑
(s0,s1,s2):
s0→s1→s2
ft (s0)gt (s2) log
(
ft (s0)ft (s2)
ft (s1)2
)
+
∑
(s0,s1,s2):
s0→s1→s2
ft (s0)gt (s2) log
(
gt (s0)gt (s2)
gt (s1)2
)
.
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Proof Applying twice Proposition 4.2 (resp. Proposition 4.4) yields
∂2ft (x)
∂t2
=
∑
y∈E(x)
∑
y ′∈E(y)
ft (y
′) =
∑
(y ′,y):
y ′→y→x
ft (y
′), (14)
∂2gt (x)
∂t2
=
∑
z∈F(x)
∑
z′∈F(z)
gt (z
′) =
∑
(z,z′):
x→z→z′
gt (z
′). (15)
Set h(x) := log(μt (x)). Using Eqs. 14, 15 and the first point of Proposition 4.6 we can
write:
∑
x∈G
∂2ft (x)
∂t2
gt (x)h(x) =
∑
x∈G
⎛
⎜⎜⎜⎝
∑
(y ′,y):
y ′→y→x
ft (y
′)
⎞
⎟⎟⎟⎠ gt (x)h(x)
=
∑
(s0,s1,s2):
s0→s1→s2
ft (s0)gt (s2)h(s2).
Similarly,
∑
x∈G
∂ft (x)
∂t
∂gt (x)
∂t
h(x) = −
∑
(s0,s1,s2):
s0→s1→s2
ft (s0)gt (s2)h(s1)
and
∑
x∈G
∂2gt (x)
∂t2
ft (x)h(x) =
∑
(s0,s1,s2):
s0→s1→s2
ft (s0)gt (s2)h(s0).
We deduce
∑
x∈G
∂2μt (x)
∂t2
h(x) =
∑
(s0,s1,s2):
s0→s1→s2
ft (s0)gt (s2)[h(s0) − 2h(s1) + h(s2)]
and Proposition 4.7 follows easily.
It will be convenient to reformulate Proposition 4.7 in the following form:
At =
∑
x∈G
∑
(y ′,y):
y ′→y→x
ft (y
′)gt (x) log
(
ft (x)ft(y
′)
ft (y)2
)
+
∑
x∈G
∑
(z,z′):
x→z→z′
ft (x)gt(z
′) log
(
gt (x)gt(z
′)
gt (z)2
)
=:
∑
x∈G
A1,t (x) +
∑
x∈G
A2,t (x) =: A1,t + A2,t .
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We now turn to the second sum in Eq. 12. We first decompose it by writing:
Bt =
∑
x∈G
(
∂μt (x)
∂t
)2 1
μt(x)
=
∑
x∈G
(
∂ft (x)
∂t
)2
gt (x)
ft (x)
+ 2
∑
x∈G
∂ft (x)
∂t
∂gt (x)
∂t
+
∑
x∈G
(
∂gt (x)
∂t
)2
ft (x)
gt (x)
=:
∑
x∈G
B1,t (x) + 2
∑
x∈G
B2,t (x) +
∑
x∈G
B3,t (x)
=: B1,t + 2B2,t + B3,t .
The simple form taken by the family (ft )t∈[0,1] allows us to find simple expressions for
B1,t and B2,t :
Proposition 4.8 The first two terms B1,t and B2,t can be expressed in terms of Wasserstein
distances:
B1,t = 1 − t
t
W1(μ0, μ1) + W2(μ0, μ1)2 , B2,t = W1(μ0, μ1) − W2(μ0, μ1)2.
Proof We use Eq. 8 to write:
∑
x∈G
(
∂ft (x)
∂t
)2
gt (x)
ft (x)
=
∑
x∈G
(
d(o, x)
t
ft (x)
)2
gt (x)
ft (x)
= 1
t2
∑
x∈G
d(o, x)2μt(x)
= 1
t2
W2(μ0, μt )
2
= W2(μ0, μ1)2 + 1 − t
t
W1(μ0, μ1)
and
∑
x∈G
∂ft (x)
∂t
∂gt (x)
∂t
= 1
t
∑
x∈G
d(o, x)ft(x)
∂gt(x)
∂t
= 1
t
∑
x∈G
d(o, x)
[
∂μt (x)
∂t
− ∂ft (x)
∂t
gt (x)
]
= 1
t
∂
∂t
(∑
x∈G
d(o, x)μt (x)
)
− 1
t2
∑
x∈G
d(o, x)2μt(x)
= W1(μ0, μ1)
t
− 1
t2
(
t2W2(μ0, μ1)
2 + t (1 − t)W1(μ0, μ1)
)
= W1(μ0, μ1) − W2(μ0, μ1)2.
Remark It is also possible, using Cauchy-Schwarz inequality, to evaluate the third term B3,t
in terms of Wasserstein distances:
B3,t ≤ t1 − t W1(μ0, μ1) + W2(μ0, μ1)
2.
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5 Canonical Examples
In this section we focus on three particular families of graphs: the grid Zn, the cube {0, 1}n
and trees. For each of these cases, we want to generalize Eq. 3 and we try to find concavity
inequalities of the form
H ′′(t) = ∂
2 Ent(μt )
∂t2
≥ KW(μ0, μ1),
where W is a distance on the space of probabilty measures on G, which will be either the
W1 or the W2 Wasserstein distance, and where the constant K does not depend neither on
the final measure μ nor on the parameter t .
In each of these examples we keep the notation introduced hitherto.
5.1 The Grid Zn
The first example we study is the graph Zn: each point of the graph is a n-uple (x1, . . . xn) ∈
Z
n and has got 2n neighbours. In order to have simpler notations, it is convenient to chose
the origin o as the point o = (0, . . . , 0); it is however easy to convince oneself that, because
of the invariance of counting measure by translation, the bound on H ′′(t) does not depend
on the choice of the origin.
The graph distance is the L1 distance:
d(x, y) =
n∑
i=1
|xi − yi |
and simple combinatorial arguments give
|x,y | =
(∑n
i=1 |xi − yi |
)!
n
i=1|xi − yi |!
.
This implies
ft (x) = t
d(x,o)
d(x, o)!
(∑n
i=1 |xi |
)!
n
i=1|xi |!
= t
d(x,o)
n
i=1|xi |!
.
We now describe, for a given x ∈ G, the sets E(x) and F(x). It turns out that these sets
depend on the number of non-zeros coordinates of x. More precisely:
Definition 5.1 For x = {x1, ...xn} ∈ Zn we define the subsets Ix and Jx by
Ix := {i ∈ {1, . . . n} : xi = 0},
Jx := {i ∈ {1, . . . n} : xi /∈ {−1, 0, 1}}.
For i ∈ Ix we denote by ui(x) the vector (0, . . . , 0, sgn(xi), 0, . . . 0).
It follows from the definitions that:
Proposition 5.2 Given a point x ∈ G , the sets E(x) and F(x) are described by
E(x) = {x − ui(x) : i ∈ Ix} and F(x) = {x + ui(x) : i ∈ Ix}.
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Furthermore:
Proposition 5.3 If z ∈ F(x) then
F(z) = {x + ui(x) + uj (x) : i, j ∈ Ix}.
If y ∈ E(x) then
E(y) = {x − ui(x) − uj (x) : i = j ∈ Ix} unionsq {x − 2ui(x) : i ∈ Jx}
where unionsq denotes a disjoint union.
Theorem 5.4 On Zn, the entropy functional is convex along contractions of measures. In
other terms, we have
H ′′(t) ≥ 0.
Proof From Proposition 5.3 we have
A1,t (x) =
∑
i =j∈Ix
ft (x − ui(x) − uj (x))gt(x) log
(
ft (x − ui(x) − uj (x))ft(x)
ft (x − ui(x))2
)
+
∑
i∈Jx
ft (x − 2ui(x))gt(x) log
(
ft (x − 2ui(x))ft(x)
ft (x − ui(x))2
)
Using the commutativity relation ui(x)+ uj(x) = uj (x)+ ui(x) we can transform the first
sum:
A1,t (x) = 2
∑
i<j∈Ix
ft (x − ui(x) − uj (x))gt(x) log
(
ft (x − ui(x) − uj (x))ft(x)
ft (x − ui(x))ft(x − uj (x))
)
+
∑
i∈Jx
ft (x − 2ui(x))gt(x) log
(
ft (x − 2ui(x))ft(x)
ft (x − ui(x))2
)
We now remark that if i = j ∈ Ix then
ft (x)ft(x − ui(x) − uj (x)) = ft (x − ui(x))ft(x − uj (x))
and if i ∈ Jx then
ft (x − 2ui(x))ft(x)
ft (x − ui(x))2 =
|xi| − 1
|xi | .
Using these formulas and the elementary inequality (7) gives
A1,t (x) =
∑
i∈Jx
ft (x − 2ui(x))gt(x) log
( |xi | − 1
|xi |
)
≥ 1
t2
∑
i∈Jx
μt (x)|xi|(|xi| − 1)
(
1 − |xi||xi| − 1
)
= − 1
t2
∑
i∈Jx
μt (x)|xi|.
Noticing that Jx ⊂ Ix we have:
A1,t (x) ≥ − 1
t2
∑
i∈Ix
μt (x)|xi| = − 1
t2
d(o, x)μt (x).
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Summing over x and using Proposition 4.8 gives
A1,t ≥ −1
t
W1(μ0, μ1) = −(B1,t + B2,t ).
Using again the fact that ui(x) + uj (x) = uj (x) + ui(x) and the elementary inequality
(7), we can give a lower bound on A2,t (x):
A2,t (x) =
∑
i,j∈Ix
ft (x)gt(x + ui(x) + uj (x)) log
(
gt (x)gt(x + ui(x) + uj (x))
gt (x + ui(x))gt(x + uj (x))
)
= 2
∑
i<j∈Ix
ft (x)gt(x + ui(x) + uj (x)) log
(
gt (x)gt(x + ui(x) + uj (x))
gt (x + ui(x))gt(x + uj (x))
)
+
∑
i∈Ix
ft (x)gt(x + 2ui(x)) log
(
gt (x)gt(x + 2ui(x))
gt (x + ui(x))2
)
≥ 2
∑
i<j∈Ix
ft (x)gt(x + ui(x) + uj (x)) − gt (x + ui(x))gt(x + uj (x))ft(x)
gt(x)
+
∑
i∈Ix
ft (x)gt(x + 2ui(x)) − gt (x + ui(x))2 ft (x)
gt (x)
.
But we have:
∑
x∈G
⎡
⎣2 ∑
i<j∈Ix
gt (x + ui(x))gt(x + uj (x))ft(x)
gt(x)
+
∑
i∈Ix
gt (x + ui(x))2 ft (x)
gt (x)
⎤
⎦
=
∑
x∈G
⎡
⎢⎣
⎛
⎝∑
i∈Ix
gt (x + ui(x))
⎞
⎠
2
ft (x)
gt (x)
⎤
⎥⎦
=
∑
x∈G
[(
∂gt (x)
∂t
)2
ft (x)
gt (x)
]
= B3,t .
On the other hand, using Proposition 4.6, we find
∑
x∈G
⎡
⎣2 ∑
i<j∈Ix
ft (x)gt(x + ui(x) + uj (x)) +
∑
i∈Ix
ft (x)gt(x + 2ui(x))
⎤
⎦
=
∑
x∈G
⎡
⎣ft (x) ∑
(z,z′):x→z→z′
gt (z
′)
⎤
⎦
=
∑
x∈G
( ∑
y:y→x
ft (y)
)( ∑
z:x→z
gt (z)
)
= −B2,t .
Combining everything finally gives
H ′′(t) = (A1,t + A2,t ) + (B1,t + 2B2,t + B3,t )
≥ −(B1,t + B2,t ) + (−B3,t − B2,t ) + (B1,t + 2B2,t + B3,t )
= 0.
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5.2 The Cube
The n-dimensional cube can be seen as the vector space {0, 1}n on the field Z/2Z. We
denote by (e1, . . . en) its canonical basis. The application φ : I 	→ ∑i∈I ei is a bijection
between the family of subsets of {1, . . . n} and {0, 1}n. We will write i ∈ x for i ∈ φ−1(x).
The set {0, 1}n is turned into a graph G by defining the neighbours of a given x ∈ G as
the n points x + ei, i ∈ {1 . . . n}. It is then easy to compute the distance between two points:
d(x, y) = |{i ∈ {1, . . . n} : i ∈ x, i /∈ y}| + |{i ∈ {1, . . . n} : i /∈ x, i ∈ y}|
and the number of geodesics between them:
|x,y | = |d(x, y)|!.
Consequently the function ft takes the simple form:
ft (x) = td(x,o). (16)
Theorem 5.5 The entropy of a contraction family (μt )t∈[0,1] on a cube satisfies the
concavity inequality
H ′′(t) ≤ − 1
n
W1(μ0, μ1)
2
Proof Equation 16 implies
A1,t =
∑
y ′→y→x
ft (y
′)gt (x) log
(
ft (y
′)ft (x)
ft (y)2
)
= 0.
In order to bound A2,t we use the fact that, for every x ∈ G,
E(x) = {x + ei : i ∈ x} and F(x) = {x + ej : j /∈ x}.
We use the description of F(x) to write
A2,t (x) =
∑
i,j /∈x
ft (x)gt(x + ei + ej ) log
(
gt (x)gt(x + ei + ej )
gt (x + ei)2
)
.
As in Zn, we use the property ei + ej = ej + ei to reorganize the sum and then apply
inequality (7) to write
A2,t (x) = 2
∑
i<j /∈x
ft (x)gt(x + ei + ej ) log
(
gt (x)gt(x + ei + ej )
gt (x + ei )gt (x + ej )
)
≥ 2
∑
i<j /∈x
ft (x)gt(x + ei + ej ) − 2
∑
i<j /∈x
gt (x + ei )gt (x + ej )ft (x)
gt (x)
= 2
∑
i<j /∈x
ft (x)gt(x + ei + ej ) −
⎡
⎣
(∑
i /∈x
gt (z)
)2
−
∑
i /∈x
gt (z)
2
⎤
⎦ ft (x)
gt (x)
.
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We now use Proposition 4.6 to write
∑
x∈G
⎡
⎣2 ∑
i<j /∈x
ft (x)gt(x + ei + ej )
⎤
⎦ = ∑
x∈G
ft (x)
⎡
⎣ ∑
(z,z′):x→z→z′
gt (z
′)
⎤
⎦
=
∑
x∈G
( ∑
y:y→x
ft (y)
)( ∑
z:x→z
gt (z)
)
= −B2,t .
Similarly,
∑
x∈G
(∑
i /∈x
gt (z)
)2
ft (x)
gt (x)
=
∑
x∈G
(
∂gt (x)
∂t
)2
ft (x)
gt (x)
= B3,t .
We bound the remaining term using Cauchy-Schwarz inequality:
∑
x∈G
∑
z∈F(x)
μt (x)
(
gt (z)
gt (x)
)2
≥ 1∑
x∈G μt (x)|F(x)|
⎛
⎝∑
x∈G
∑
z∈F(x)
gt (z)
gt (x)
μt (x)
⎞
⎠
2
.
We have the rough bound
1∑
x∈G μt (x)|F(x)|
≥ 1
n
, (17)
and using Proposition 8 we can calculate
∑
x∈G
∑
z∈F(x)
gt (z)
gt (x)
μt (x) = −
∑
x∈G
ft (x)
∂gt(x)
∂t
= − ∂
∂t
(∑
x∈G
μt(x)
)
+
∑
x∈G
gt (x)
∂ft (x)
∂t
= 0 + 1
t
∑
x∈G
d(x, o)μt (x)
= W1(μ0, μ1).
We finally have:
H ′′(t) = (A1,t + A2,t ) + (B1,t + 2B2,t + B3,t )
≥ 0 +
(
−B3,t − B2,t + W1(μ0, μ1)
2
n
)
+ (B1,t + 2B2,t + B3,t )
= (B1,t + B2,t ) + W1(μ0, μ1)
2
n
≥ W1(μ0, μ1)
2
n
.
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5.3 Trees
In this paragraph we suppose that the graph G is a connected tree, i.e. that every couple of
points on G is joined by a unique geodesic. In this case, for any point x ∈ G, we have
ft (x) = t
d(x,o)
d(x, o)!
and
|E(x)| = 1.
Theorem 5.6 The entropy of a contraction family on a tree G satisfies the concavity
inequality
H ′′(t) ≥ log
(
sup
z∈G:z =o
|F(z)|
)
W2(μ0, μ1)
2.
We can remark that if z = o, then |F(z)| = dG(z) − 1, where dG(z) is the degree of the
point z in G, i.e. the number of neighbours of z in G. In particular, if G = Z, we find again
that H ′′(t) ≤ 0.
Proof of Theorem 5.6 The simple form taken by ft (x) allows us to bound by below the term
A1,t :
A1,t =
∑
x∈G
ft (x)
t2
d(o, x)(d(o,x) − 1)gt(x) log
(
((d(o, x) − 1)!)2
d(o, x)!(d(o,x) − 2)!
)
= 1
t2
∑
x∈G
μt (x)d(o,x)(d(o,x) − 1) log
(
d(o, x) − 1
d(o, x)
)
≥ 1
t2
∑
x∈G
μt (x)d(o,x)(d(o,x) − 1)
(
1 − d(o, x)
d(o, x) − 1
)
= −W1(μ0, μ1)
t
= −(B1,t + B2,t ).
We now want to bound A2,t . Given some x ∈ G and z ∈ F(x), we set
A2,t (x, z) :=
∑
z′∈F(z)
gt (z
′) log
(
gt (x)
gt (z)2
gt (z
′)
)
.
We apply Jensen’s inequality to find
A2,t (x, z) ≥
⎛
⎝ ∑
z′∈F(z)
gt (z
′)
⎞
⎠ log
(
gt (x)
gt (z)2
∑
z′∈F(z) gt (z′)
|F(z)|
)
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We then separate the term |F(z)| from the terms in gt (x), gt (z), gt (z′) in the logarithm
and apply inequality (7):
A2,t (x, z) ≥ −
⎛
⎝ ∑
z′∈F(z)
gt (z
′)
⎞
⎠ log(|F(z)|) +
⎛
⎝ ∑
z′∈F(z)
gt (z
′)
⎞
⎠ − gt (z)2
gt (x)
= (1 − log(|F(z)|))
⎛
⎝ ∑
z′∈F(z)
gt (z
′)
⎞
⎠ − gt (z)2
gt (x)
.
Summing over x and z, we thus have
A2,t =
∑
x,z,z′:
x→z→z′
ft (x)A2,t (x, z)
≥
∑
x,z,z′:
x→z→z′
(1 − log(|F(z)|))ft(x)gt(z′) −
∑
x∈G
( ∑
z:x→z
(
gt (z)
gt (x)
)2)
μt (x)
≥
(
1 − log
(
sup
z∈G:z =o
|F(z)|
)) ∑
x,z,z′:
x→z→z′
ft (x)gt(z
′)
−
∑
x∈G
( ∑
z:x→z
(
gt (z)
gt (x)
)2)
μt (x).
Using again Proposition 4.6 yields:
∑
x,z,z′:
x→z→z′
ft (x)gt(z
′) = −B2,t .
The remaining term can be studied as follows:
∑
x∈G
μt (x)
( ∑
z:x→z
(
gt (z)
gt (x)
)2)
≤
∑
(x,z):x→z
(
gt (z)
gt (x)
)2
μt (x)
≤
∑
x∈G
( ∑
z:x→z
gt (z)
gt (x)
)2
μt(x)
=
∑
x∈G
(
∂gt (x)
∂t
)2
ft (x)
gt (x)
= B3,t .
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We used the elementary fact that, for a1, . . . am ≥ 0, ∑mi=1 a2i ≤
(∑m
i=1 ai
)2
.
Putting everything together gives:
−H ′′(t) = A1,t + A2,t + B1,t + 2B2,t + B3,t
≥ −(B1,t + B2,t ) − (1 − log
(
sup
z∈G:z =o
|F(z)|)
)
B2,t − B3,t
+ B1,t + 2B2,t + B3,t
= log
(
sup
z∈G:z =o
|F(z)|
)
B2,t
≥ log
(
sup
z∈G:z =o
|F(z)|
)
W2(μ0, μ1)
2.
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