























ア CPU システムや GPU に代表されるアクセラレータを搭載したスーパコンピュータ，システムが広
く用いられており，2018年 6月の TOP500リストでは上位 10件のうち 9件がメニーコア CPUまたは














の最新メニーコア CPUである Knights Landingにおいて，HPL性能比でおよそ 38%の実行効率を獲
得した．世界最大規模の Knights Landingクラスタである Oakforest-PACSでは，核となるハミルトニ
アン計算で 4 PFLOPS，HPL比で約 30%の実行効率を達成し，高いスケーリング性能を示した．GPU
はアプリケーション全体をディレクティブベース言語である OpenACC で実装することで，開発コス
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今日の高性能計算 (HPC, High-Performance Computing) システムではメニーコア CPUと GPUが
広く用いられており，2018年 6月の TOP500リストでは，上位 10システムのうち 9システムでメニー
コア CPUまたは GPUが利用されている [1]．これらのアーキテクチャは，消費電力に対する演算性能
(以下，“電力効率”) が従来の CPUに対して優れていることが知られており [2]，消費電力 [Watt] あた


















と電子動力学を組み合わせたマルチスケール電子動力学シミュレータ ARTED (Ab-initio Real-Time




















Intel Xeon Phiは汎用 CPUとして，高性能計算でのデファクトスタンダードである OpenMP+MPI
並列アプリケーションを直接実行可能で，実アプリケーションの可搬性の確保が容易と考えられる．実ア
プリケーション開発の観点では，アクセラレータを用いる場合は専用 APIやディレクティブベース言語














3 第 1章 序論
コデザインに従った実装と最適化の指針を述べる．





5 第 2章 メニーコア CPUと GPU
第 2章
メニーコア CPU と GPU
本章では，メニーコア CPUと GPUのアーキテクチャ概要と，その特性について述べる．
2.1 今日のスーパーコンピュータ開発
今日の高性能計算システムでは，メニーコア CPU と GPU が広く用いられている．2018 年 6 月の




演算コア単体の逐次演算性能は一般的な CPUに比べて非常に低く，Intel Xeon CPUがベースクロッ














ア CPUとして Xeon Phiを，NVIDIAはアクセラレータとして Tesla P100, V100 GPUを提供してい
る．しかしながら，2018 年 6 月の時点で世界最高の電力効率を持つシステムでも約 18.4 GFLOPS/W
しか達成できておらず，設定されている目標は極めて困難である [2]．
2.2 メニーコア CPU 6
運用コストの観点からも，電力効率は非常に重要視されている．例えば，東京電力の法人契約中，工場
向けの “高圧電力”契約から概算すると，システムで 4 MWの電力を必要とする JCAHPC (最先端共同





中国の Sunway TaihuLightは，プロセッサあたり 256個の演算コアを搭載したメニーコア CPUシス
テムで，2018年 6月時点で，世界第 2位の性能を持つ．消費電力は約 15 MWと日本の「京」コンピュー
タに対し約 1.2 倍しか増加していないにもかかわらず，9 倍以上の実効性能を達成している. ORNL
(Oak Ridge National Lab.) では 2018年 6月に IBM Power9 CPUと V100 GPUによる GPUクラス
タ “Summit” の運用を開始し，100 PFLOPS を超える実効性能を世界で初めて達成した [6]．Summit
は約 8.8 MWと Sunway TaihuLightの約半分の消費電力でありながら，約 1.3倍の実効性能を達成して
おり，アクセラレータ型システムが高い電力効率を持っていることがわかる．アメリカエネルギー省で
はエクサスケールシステムとして Intel Xeon Phiを用いた “Aurora (A21)”システムが計画され，2018
年には 180 PFLOPS，2021 年には 1 ExaFLOPS の到達を目標としている．日本においても，PEZY













SW26010プロセッサは，2018年 6月現在で世界第 2位の計算性能を持つ Sunway TaihuLightに用い
られている [8]．SW26010プロセッサのアーキテクチャを，図 2.1に示す [9]．
プロセッサは，管理コアにあたる MPE (Management Processing Element) と計算コアにあたる
CPE (Compute Processing Element) に分かれており，どちらも 64-bit RISC (Reduced Instruction
Set Computer) コアとして実装されている．CPEは二次元のメッシュネットワークで 64コアが接続さ


































れており，CPEのメッシュネットワーク外に 1個のMPEを配置し，1 MPE + 64 CPEsで 1つの CG
(Core Group) を構成する．CG はダイ上に 4 つ，4 MPEs + 256 CPEs で 1 個のプロセッサが構成さ
れ，1.45 GHzで動作し約 3.062 TFLOPSの理論性能を持つ．
MPE はメモリや通信の制御，タスクスケジューリングなどの計算以外の処理を行い，メインの計算
は CPEで行う．各 CPEは 256-bit幅の SIMD演算器を持ち，各サイクルで 1回の積和演算を実行，8
FLOP/cycleの処理が可能である．また，各 CPEは 32本の浮動小数点数レジスタと，“スクラッチパッ
ドキャッシュ”として 64 KiBの LDM (Local Data Memory) を持つ．スクラッチパッドキャッシュは，
通常の CPU が提供するキャッシュとは異なり，ユーザがデータ管理を行うキャッシュメモリである．
LDMは，スクラッチパッドキャッシュまたはソフトウェア制御の LLC (Last-Level Cache) として利用
できる．
メインメモリは，各 CG に対して 8 GiB の DDR3 メモリが一枚しか接続されておらず，総メモリバ
ンド幅はノードあたり 136.5 GB/s と，後述する Intel Xeon Phi や NVIDIA GPU に比べ極めて低い．
[8, 9] でも述べられている通り，SW26010プロセッサでは data localityを上げて LDMを有効活用でき
るかが重要となる．
2.2.2 Intel Xeon Phi
Xeon Phiは，Intelが開発した x86互換のメニーコアプロセッサのプロダクトである．HPC用途にお
いては，第 1世代の KNC (Knights Corner) と第 2世代の KNL (Knights Landing) の 2つのアーキテ
クチャが提供されている．
KNCは第 1世代 Xeon Phiプロセッサとして提供された，最大 61コアのプロセッサである．KNCプ
ロセッサのアーキテクチャを，図 2.2に示す [10]．各演算コアは 512-bit SIMD演算機が 1つ用意され，
サイクル辺り 1回の倍精度浮動小数点数の積和演算を実行，16 FLOP/cycleで処理できる．コアあたり
















図 2.2 Knights Cornerアーキテクチャ
32 KiBの L1キャッシュと 512 KiBの L2キャッシュメモリを持ち，各演算コアはメモリアクセスのレ
イテンシを隠蔽するために 4つのハードウェアスレッドを処理できる．演算コアあたり 4つのハードウェ
アスレッドを処理する場合，スレッドあたり最低 128 KiBの L2キャッシュが割り当てられる．最大 61
コアがリングバスで接続され，最大 244 スレッドを同時実行可能である．各演算コアは約 1.1–1.2 GHz
で動作し，プロセッサ単体の理論演算性能は 1 TFLOPSを超える．
Intel Xeonなどの汎用 CPUに対し，KNCはプロセッサカードとして PCIe (PCI-Express) で接続さ
れ，起動や通信などの一部制御を CPUに委任している．しかし，KNC上にはマイクロ Linuxカーネル
が動作し，KNC自体が 1個の計算ノードとして振る舞うことが可能で，これは CPUの下位デバイスと
して扱われる GPU には不可能である．KNC が計算ノードとして振る舞えることで，x86 CPU で実装
された実アプリケーションをほぼそのまま実行できるだけではなく，ポスト「京」コンピュータといっ
たメニーコア CPUを唯一の計算資源として提供するシステムを想定した実アプリケーションの最適化や
性能評価が可能となっている．GPU のようにアクセラレータとしても利用可能で，Intel MKL (Math
Kernel Library) では，Level3 BLAS や LAPACK など計算コストの高いカーネルを KNC にオフロー
ド可能である [11]．
KNL は，第 2 世代 Xeon Phi プロセッサとして提供されている，最大 72 コアのプロセッサである．
KNCと異なり通常のソケット型 CPUとして提供され，KNCは Xeon CPUを組み合わせたヘテロジニ
アスシステムを構築する必要があったのに対し，KNLを唯一の計算資源とするメニーコアシステムの構
築が可能となった．KNLのアーキテクチャを，図 2.3に示す [12]．
KNLは 2つの演算コアをまとめて “Tile”と呼び，最大 36枚の Tileを 2次元のメッシュネットワーク
で接続することで，最大 72コアをプロセッサダイ上に収めている．各演算コアは 32 KiBの L1キャッ
シュと 512-bit SIMD演算機を 2つ持ち，サイクル辺り 2回の倍精度浮動小数点数の積和演算を実行可能
で，KNCの倍となる 32 FLOP/cycleを提供する．各演算コアが同時実行可能なハードウェアスレッド












































図 2.3 Knights Landingアーキテクチャ
の数は変わらず，プロセッサは最大 288スレッドを同時処理可能である．L2キャッシュは 512 KiB/core
から 1 MiB/tileとなるが，スレッドあたりの L2キャッシュサイズは最低 128 KiBで，条件は KNCと
変わらない．
チップ内には高バンド幅メモリとして MCDRAM が提供され，実測値で 490+ GB/s のメモリバン
ド幅を提供する*1．メモリコントローラを介してチップ外に最大 6枚の DDR4メモリが接続され，合計









2.3 GPU (Graphics Processing Unit)
代表的な GPU には NVIDIA の Telsa や AMD の RadeonPro などがあるが，本章では HPC 用途に
おけるデファクトスタンダードとなっている NVIDIA GPUについて述べる．図 2.4に最新アーキテク
チャである “Volta” における，GPU の演算コアである SM (Streaming Multiprocessor) の構成を示す
[14]．NVIDIA GPUは Xeonに代表される x86 CPUに対し PCIeで接続され，カーネルの実行制御や
*1 Intelは現在までにMCDRAMの理論メモリバンド幅を公開していない．
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図 2.4 Voltaアーキテクチャ (SM構造)
計算データの初期化など，計算以外の制御をすべて CPUに委任する．したがって，NVIDIA GPU単体
での動作は不可能である．
NVIDIA が提供する GPGPU (General Purpose on GPU) コンピューティングのためのプラット
フォームである CUDA (Compute Unified Device Architecture) では，計算の最小単位を “スレッド”
と呼び，32スレッドを “Warp”という単位にまとめ，Warp単位での計算，メモリアクセスを行う [15]．
複数のスレッドをまとめたものを “ブロック”と呼び，複数のブロックをまとめて “グリッド”と呼ぶ．グ
リッドは GPUに対し 1個しか存在せず，グリッド内のブロックとブロック内のスレッドは 3次元配置が
可能である．NVIDIAはこの実行モデルを SIMT (Single Instruction Multiple Threads) と呼んでいる
が，幅が 32の SIMDと捉えることが可能である．
Voltaアーキテクチャでは最大 84個の SMが接続され，プロダクトの Tesla V100ではうち 4個が歩
留まり改善のために利用され 80 個の SM が有効化される．各 SM は 64 個の 32-bit 浮動小数点数演算
機, 32-bit 整数演算機と，32 個の 64-bit 浮動小数点数演算機を持つ*2．Warp 単位での命令スケジュー
リングを行うWarpスケジューラは，各 SMに 4個が接続され，クロックあたり 1 Warpを制御できる．
Warpスケジューラあたりで見ると，16個の 32-bit浮動小数点数演算機，32-bit整数演算機と，8個の
64-bit浮動小数点数演算機が用意される．
メモリアクセスは，Volta アーキテクチャでは 1 Warp がまとめて実行されるが，以前のアーキテク
チャでは Half-Warp (16スレッド) 単位で処理される．Voltaアーキテクチャを採用する Tesla V100は
高バンド幅メモリとして HBM2を 16 GiBまたは 32 GiB提供し，キャッシュメモリには SM内で共有さ
*2 他に機械学習用の “Tensor-core”が実装されているが，本研究では使用しないため説明を省略する．
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表 2.1 理論性能 [PFLOPS] と実性能 (HPLと HPCG) [PFLOPS] の比較
システム Rank システム分類 理論性能 HPL HPCG
Summit #1 アクセラレータ (GPU) 187.66 122.30 2.926
Sunway TaihuLight #2 メニーコア CPU 125.44 93.01 0.481
Sierra #3 アクセラレータ (GPU) 119.19 71.61 1.796
Piz Daint #6 アクセラレータ (GPU) 25.33 19.59 0.486
Sequoia #8 マルチコア CPU 20.13 17.17 0.330
Trinity #9 メニーコア CPU 43.90 14.14 0.546
Cori #10 メニーコア CPU 27.88 14.01 0.355
Oakforest-PACS #12 メニーコア CPU 24.91 13.55 0.385
K computer #16 マルチコア CPU 11.28 10.51 0.603






















(High-Performance Linpack) および HPCG (High-Performance Conjugate Gradient) ベンチマークの
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表 2.2 本研究のターゲットアーキテクチャにおける HPL性能 [GFLOPS]
システム アーキテクチャ プロセッサ 理論性能 HPL性能
QURIOSITY Skylake-SP Xeon Gold 6148 1,024 992.1
Oakforest-PACS Knights Landing Xeon Phi 7250 3,046 1,993.3
DGX Saturn V Pascal Tesla P100 4,800 3,333.6
DGX Saturn V Volta Volta Tesla V100 7,000 4,053.0
性能を併記する [1, 16]．ここではシステム分類を簡便化し，メニーコアまたはマルチコア CPU，アクセ
ラレータ型システムとだけ記載する．マルチコア CPUを持つ Sequoiaおよび「京」コンピュータが理論




りやすい．Summit は 4608 ノードのシステムを Full-bisection Fat-tree network で接続し，PCIe gen
3.0 よりも高速なノード内インターコネクトである NVLink によって CPU と GPU 全てが接続されな
がらも，理論性能比に対して 65%しか得られていない．メニーコア CPUでは，Sunway TaihuLightが
理論性能比で 74%と，他のメニーコア CPUシステムと比べれば高い効率を示しているものの，およそ
30 PFLOPS の理論性能を活かしきれていない．ネットワーク的に最も有利な Full-bisection Fat-tree
network である Oakforest-PACS でも理論性能比で高々 54% 程度の実性能しか得られておらず，KNL
システムにおける乖離はより深刻になっている．
現在の最先端アーキテクチャ，特に Intelと NVIDIAに代表されるコモディティのプロセッサは TDP
を維持しつつ高い性能を達成するため，多くが動的なクロック調整機構を持っている．例えば KNL プ
ロセッサでは，動的なクロック調整によって 100% の速度を保ったまま AVX-512 命令を処理できず，
SIMD幅やコア数を増加させることで向上させてきた理論性能は，その多くが達成困難なカタログスペッ











反復法 (CG法，Conjugate Gradient method) を用い，O (N2) まで計算量が低下する．反復法は，メ
モリバンド幅ボトルネックとなる疎行列ベクトル積や，MPI Allreduce や MPI Allgather などの通信
レイテンシがボトルネックとなる集団通信によって構成され，データ移動に関わる性能に実効性能が律速
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プロセッサ 1 台あたりの HPL 性能を表 2.2 に示す．同表は TOP500 における各システムの HPL 性能
より，CPUまたは GPUあたりの HPL性能を算出している．GPUクラスタでは，HPLの主要計算で
ある行列積が GPUで計算されるため，GPUクラスタの HPL性能を GPU性能と捉えることができる．
“DGX Saturn V”, “DGX Saturn V Volta”は NVIDIAが運用するプライベートスーパーコンピュータ
だが，GPUベンダである NVIDIAが運用するため，HPLの結果は非常によく最適化されていると期待
される．
Skylake-SPや Broadwell-EPなど近年の Intel CPUのアーキテクチャでは，SIMD命令である AVX,
AVX2, AVX-512を使用する場合に，基本とする動作周波数から約 0.3 GHz低下した周波数での動作を
最低限保証する，“AVX base clock”が定義されている．したがって，理論ピーク性能は基本的に AVX
base clockから求めることが自然と考えられるが，TOP500に記載されている理論性能 (“Rpeak”) は計
算すると基本動作周波数から算出されており，注意が必要である．同機構は Turboboostと同じく，TDP
制約の中で最高性能を達成するための仕組みと言えるが，これにより理論性能は最早カタログスペック以
上の意味を持たない．表 2.2では，AVX base clockから理論性能を算出している．
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ハードウェアである．1989年に開発された GRAPE-1 [18] は，天文学における重力多体計算は非常にマ
クロなスケールで実施されることから，大部分を 8-bitの浮動小数点数で保持し，加算や積算回数により
精度が必要な計算は 16-bitまたは 48-bitの固定小数点数で計算することで，計算コストを削減している．






され，最大 64-bit幅で計算上必要となる精度に圧縮した 38-bit, 32-bit，29-bit幅の浮動小数点数演算に
より高精度化と高速化が行われた [19]．GRAPE-4 はプロセッサ単体で 523 MFLOPS の理論性能を持
ち，合計 1692台を接続した最高 884 GFLOPSのシステムにより，1995年および 1996年のゴードン・
ベル賞を受賞した [20, 21]．
3.1 コデザインの実例 16
その後も，現在までに GRAPE-9 までが開発され，第 7 世代にあたる GRAPE-7 以降は再構成可能




PEACH2 (PCI Express Adaptive Communication Hub version 2) は，GPUなどのアクセラレータ
技術の要素技術におけるノード間アクセラレータの直接結合による直接通信，通信性能向上を目指した
TCA (Tightly Coupled Accelerators) 機構のためのハードウェアである [24]．PEACH2 は特に GPU
クラスタにおける GPU直接通信をターゲットとした通信専用ハードウェアだが，TCA機構のコンセプ
トそのものは GPUに限らずアクセラレータ全般としている．
PEACH2ボードは FPGAを用いて実装されており，PCIe gen 2デバイスとして GPUとともに接続
され，PCIe 外部接続ケーブルを用いて隣接ノードを接続，ノード間直接通信を実現する．FPGA から
GPUが持つメモリへの直接アクセスには，NVIDIAが提供するGDR (GPU Direct for RDMA) 機構が
用いられる．InfiniBandを通じたノード間の GPU通信にも GDRが用いられるが，PEACH2は PCIe
のプロトコルで通信できるため InfiniBandが必要とするプロトコル変換が不要で，より低レイテンシな
通信が実現されている．しかしながら，PCIe外部接続ケーブルの通信可能距離 (ケーブル長) や，当時の






る [27, 28, 29] が，GRAPEや PEACH2はその先駆者と言える．







のことではない．このことは，HPLと HPCGで得られる演算性能からも一目瞭然である．しかし [8] で
は，同システムにおいて FD (Finite Diﬀerence) 法による地震シミュレーションを最適化し，最高で 18.9
PFLOPS，HPL性能比で約 20%の効率を達成し，2017年のゴードン・ベル賞を受賞した．
計算においては，SW26010の各演算コアに 64 KiBしかない LDM (スクラッチパッドキャッシュ) に
DDR3 メモリから如何にデータを供給するか，また書き戻すかが重要となる．最適化の多くは，システ
ムの低い Byte/FLOPの克服を目的としており，線形方程式を解く CG法における LDMブロッキング，





より，計算性能を 15.2 PFLOPSから 18.9 PFLOPSに引き上げている．on-the-flyのアルゴリズムは，
16-bit浮動小数点数として LDMにコピーしたデータを 32-bit浮動小数点数としてレジスタに展開しな
がら計算し，16-bitに圧縮しながら LDMに書き戻すことで実現するが，16-bitの圧縮フォーマットは，
実際の値を 1–2の範囲で正規化することで指数部を持たずに符号 1-bit，残り 15-bitをすべて仮数部に割
り当てている．
[30] では第一原理計算による実時間密度汎関数法 (RSDFT, Real-Space Density Functional Theory)
について，「京」コンピュータ上での最適化を行い，当時としては最大規模の 10万原子を超えるシリコン
ナノワイヤの電子状態計算を達成し，2011年のゴードン・ベル賞を受賞した．
「京」コンピュータの CPU である SPARC64 VIIIfx プロセッサは，8 の物理コアを持つマルチコア
CPUで，各コアは 128-bit幅の SIMD演算を提供している．メインメモリがプロセッサあたり 16 GiB
と，「京」コンピュータ以前のシステムに比べるとコアあたりのメモリサイズは小さく，OpenMPを用い
たスレッド並列化と，data localityへの最適化が要求されている．RSDFTは，CG法，グラムシュミッ
ト法による正規直交化，部分対角化の 3つの計算が大部分を占めており，特に O (n3) の計算量を持つグ
ラムシュミット法と部分対角化に焦点を当てて最適化が行われている．ノード内並列について，グラム
シュミット法と部分対角化はどちらも三角行列計算になるため，スレッド並列化による最適化が困難であ









ジェクトが進行し，文部科学省の推進事業として “FLAGSHIP 2020”プロジェクトを展開している [7]．
FLAGSHIP 2020では，理化学研究所計算科学研究センター (R-CCS, 旧計算科学研究機構) 主導のシス





















る．CPUは ARM v8による 64-bitアーキテクチャを採用し，48 core (12 core × 4 NUMA) + 2 or 4
assistant core構成で，ARM SVE (Scalable Vector Extension) を用いた 512-bit SIMD命令の提供が
予定されている．また，倍精度浮動小数点数演算に対する Byte/FLOPは，高バンド幅メモリを用いて約
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表 3.2 Exascale Computing Project stack
Application Development
Chemistry and Materials Applications Lattice-QCD，分子動力学等
Energy Applications 風力発電，原子炉，粒子加速器シミュレーション等
Earth and Space Science Applications 超新星爆発，地震，気候モデルシミュレーション等
Data Analytics and Optimization Applications 都市モデル，Deep Learningによるガン解析等
Co-Design 数値アルゴリズム，ソフトウェアフレームワーク開発
Software Technology
Programming Models and Runtimes プログラミングフレームワーク開発
Development Tools 性能最適化ツール，コンパイラ開発等
Mathematical Libraries 数値計算ライブラリ開発
Data and Visualization 可視化，ファイル I/Oミドルウェア開発等
Software Ecosystem and Delivery OS開発
理化学研究所ではポスト「京」コンピュータだけでなく広範に使えるソフトウェアスタックとして，
“McKernel” や “XcalableMP” などのシステムソフトウェアや開発環境を提供している．メニーコア
CPU に向けた軽量カーネル “McKernel” は，高性能計算システムで用いられる Linux カーネルと実ア
プリケーションの間に挟まれる，軽量 OS である．McKernel によって，実アプリケーションはシステ
ムコールや通信，割り込み処理などの OS ノイズの影響を低減し，実アプリケーションの本来の性能を
引き出すことが可能である [32]．“XcalableMP (XMP)” は，高並列システムにおける高性能高生産性
プログラミング環境のために開発されている，ディレクティブベースのプログラミング言語である [33]．
XMP は従来 MPI で記述していた分散並列環境をディレクティブベース言語に置き換えるもので，ス
レッド並列 APIである OpenMPとの連携が可能である．アクセラレータ用である OpenACCと連携し
た “XcalableACC”も提案され，アクセラレータ用通信機構やディレクティブベース言語間の連携につい
ても議論されている [34]．
3.2.2 Exascale Computing Project
アメリカでは，ORNL (Oak Ridge National Lab.) の Titanと LLNL (Lawrence Livermore National
Lab.) の Sequoia に対し 50 倍以上の性能を達成できるエクサスケールシステムを持続可能なエコシス
テムとして 2021年に実現することを目標として，ECP (Exascale Computing Project) を進めている．
ECPは FLAGSHIP 2020と同様に，複数の分野でアプリケーションの開発とコデザインを推進し，人材
育成にも主眼を置いている．
ECPは大きく “Application Development”，“Software Technology”，“Hardware and Integration”
の 3 分野に分かれ，各分野で複数の開発チームが研究開発を進めている．“Application Development”
と “Software Technology”の 2分野で行われている研究開発について，表 3.2に示す [35]．ECPの一貫
として，多くのプログラミングフレームワークやコンパイラなどのソフトウェアスタックの開発が進めら
れており，軽量スレッドライブラリの Argobots [36]，PGAS (Partitioned Global Address Space) 言語




サスケールシステムへの移行が計画されている FLAGSHIP 2020 とは対照的である．現在，ORNL と
LLNLが IBM Power9 + Volta GPUクラスタとしてそれぞれ Summitと Sierraの運用を開始したが，
今後 Lawrence Berkeley National Lab.の NERSC-9や Los Alamos National Lab.と Sandia National
Lab. の Crossroads などの “Pre-exascale system” の導入を計画している．エクサスケールシステムに
は，Argonne National Lab.の Aurora (A21) を初めとした 3システムが計画されており，Auroraでは
Intelと協力しメニーコア CPUシステムの構築を計画している．LLNLでは，エクサスケールシステム













































































本研究では，第 5章および第 6章でメニーコア CPUと GPUに対し，実アプリケーションの最適化と
性能評価を行う．最適化と性能評価を踏まえ，第 7章でコデザインに必要な要素，また各最先端アーキテ
クチャがコデザインにどう影響するか，などの議論を展開する．










(TDKS, Time-Dependent Kohn-Sham) 方程式において，実時間・実空間法を用いて電子の波動関数
の記述及び求解を行い，光電磁場では，電磁気学の基礎方程式であるマクスウェル方程式を時間領域差
分 (FDTD, Finite Diﬀerence Time-Domain) 法により解く．図 4.1 に，3 次元マクスウェル方程式と
TDKS方程式を解く際に用いる空間格子について示す．








BlueGene/Q など大規模システムを利用しても数万原子を持つ電子状態計算が限度 [4, 5] で，時間ス
ケールでは非常に短い時間 (ピコ秒, 10−12) でのシミュレーションが現実的に可能な範囲にとどまってい
る．電子動力学では高い計算性能を持つスーパーコンピュータが依然として求められており，ARTEDは




Electron dynamics field (k-points and orbitals, NKxNB)
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マクスウェル方程式では FDTD 法による隣接格子間の通信のみを行うため，相対的に TDKS方程式が
高い通信コストを持つ．TDKS方程式が持つ 3次元実空間の 1個あたりのサイズは RSDFTに対し非常






を離散化したときの空間格子を “マクロ格子点 (NZ)” と呼び，TDKS方程式は下記の 3つのパラメータ
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(1) One-stage parallelization
(2) Two-stage parallelization
Process: nProcess: n-1 Process: n+1
Macro-grid: nMacro-grid: n-1 Macro-grid: n+1







































• 1個のマクロ格子点に対し，複数のMPIプロセスで 1個の TDKS方程式を解く
図 4.2に，2つの並列化方法を図示する．この図では 2個のマクロ格子点を 1 MPIプロセスで解く場合
を (1)，2 MPIプロセスで 1個の TDKS方程式を解く場合を (2) に示している．マクロ格子点 1つあた
りのデータサイズが小さい場合，複数のマクロ点を束ねて計算することで，より広い物理空間・より大
きい物質でのシミュレーションを実行できる．マクロ格子点を 1つのMPIプロセスが複数持つため，各
MPIプロセスは複数の閉じた系 (TDKS方程式) を独立に計算する．(1) の場合，TDKS方程式を計算
している間，各MPIプロセスは通信なしに計算を行えるが，マクスウェル方程式の計算時に TDKS方程
式のデータを全 MPI プロセス間で共有するための通信がどちらのパターンにおいても必要となる．(1)








TDKS 方程式において，1 個の式を計算する MPI プロセス数を NP とすると，各 MPI プロセスでは
(NK/NP)×NB個の電子の波動関数（3次元実空間格子点: NL）を，OpenMPを用いてスレッド並列化する．
各 3次元実空間は独立に存在しており，ステンシル計算は各OpenMPスレッドが独立かつ逐次的に行う．
時間発展計算中の通信は，1 個の TDKS 方程式を計算する MPI プロセス間と，マクスウェル方程式の
全格子点 (全MPIプロセス) 間の 2つが必要となる．どちらも MPI Allreduceで，最大でサイズ NLの
倍精度浮動小数点ベクトルの総和を行う．前者は TDKS方程式の波数空間を束ねる通信，後者はマクス
ウェル方程式の袖領域に相当する通信である．袖領域交換は通常 1対 1通信が用いられるが，1対 1通信
にすることによって起こる計算の煩雑化を防ぐため，MPI Allgatherに該当する通信を MPI Allreduce
で行っている (各プロセスが担当する領域以外をゼロクリアしておくことで結果的に MPI Allgatherと
等価になる)．したがって通信サイズはマクロ格子点数に相当する．しかし，マクロ格子点数は大規模シ











まず，各スレッドの一時計算領域 (tmp in) に，計算する実空間をコピーする．コピーした一時計算領
域上でステンシル計算と擬ポテンシャル計算を行い，計算結果を格納した配列 (tmp out) を用いて電子
軌道配列 Zuを更新する，これを 4回繰り返す．前述の通り，波数空間並列で，各実空間を逐次的に計算
するため OpenMPを用いて波数空間およびバンドのループ両方を並列化する．































図 4.4に 25点ステンシル計算のメモリアクセスパターンを示し，図 4.5に ARTEDのステンシル計算
のオリジナル実装を示す．図 4.5に示す計算は，図 4.3の “25-point stencil computation”で行われる．
ただし，Fortranでは一般的に配列のインデックスが 1で始まる 1-originだが，最適化のため 0始まりの
0-originで受け取っている．






integer ,intent(in) :: NL
integer ,intent(in) :: IDX(-4:4,0:NL -1)
integer ,intent(in) :: IDY(-4:4,0:NL -1)
integer ,intent(in) :: IDZ(-4:4,0:NL -1)
real(8), intent(in) :: A,B(0:NL -1)
real(8), intent(in) :: Cx(4),Cy(4),Cz(4)
real(8), intent(in) :: Dx(4),Dy(4),Dz(4)
complex (8), intent(in) :: E(0:NL -1)
complex (8), intent(out ):: F(0:NL -1)
complex (8), parameter :: zI = (0.d0, 1.d0)
integer :: i
complex (8) :: v(3),w(3)
do i=0,NL -1
! x computation
v(1)=Cx (1)*(E(IDX(1,i))+E(IDX(-1,i))) + Cx (2)*(E(IDX(2,i))+E(IDX(-2,i)))&
& +Cx (3)*(E(IDX(3,i))+E(IDX(-3,i))) + Cx (4)*(E(IDX(4,i))+E(IDX(-4,i)))
w(1)=Dx (1)*(E(IDX(1,i))-E(IDX(-1,i))) + Dx (2)*(E(IDX(2,i))-E(IDX(-2,i)))&






F(i) = B(i)*E(i) + A*E(i) - 0.5d0*(v(1)+v(2)+v(3)) - zI*(w(1)+w(2)+w(3))
end do
図 4.5 ステンシル計算のオリジナル実装
が計算結果になり，図 4.3中の tmp inおよび tmp outに相当する．実空間格子のメモリ配置は，Z次元
が連続，Y次元が Z-stride，X次元が ZY-strideとなっている．配列 v, wに係数が異なる近傍点の加減
算結果が格納されており，2種類のベクトル演算が混在し，各次元で長さ 4のベクトル演算が計 6回行わ
れる．周期境界を考慮したインデックス計算を省略するため，間接参照配列 IDX, IDY, IDZに予め計算
した近傍点のインデックスを格納している．必要な演算をまとめると，複素数の加減乗算，複素数のスカ
ラ倍が必要となり，演算数は格子 1点の更新に対し 158 FLOP，約 2.68 Byte/FLOPである．
既に述べたように，サイズ (NLx, NLy, NLz) のステンシル計算を各 OpenMPスレッドが独立で行うた
め，ステンシル計算は 1個のタスクと見なすことができ，各タスクのワーキングセットは 1 MiB未満と
非常に規模が小さい．すなわち，現行のプロセッサが持つ L2キャッシュに 1個のタスクが，L3キャッ






































いても分散並列化を行い，[45] では 4,096ノード (16,384演算コア) で構成された BlueGene/Pシステム
における性能評価を報告している．また，OpenCL/C + Fortranのハイブリッドプログラミングにより，
NVIDIA GPUのみならず AMD GPUにも対応した GPU実装が行われている [46]．しかしながら，現
在の最新アーキテクチャにおける性能評価は報告されていない.
別の実時間実空間法に基づくシミュレーションとして，“GCEED”が開発されており，「京」コンピュー
タを用いた 7,920ノード (63,360演算コア) の大規模計算の性能評価が報告されている [5]．大規模シミュ
レーションにおける性能評価では，LLNL (Lawrence Livermore National Laboratory) に設置された
Sequoia BlueGene/Qを用いた大規模計算において，98,304ノード (1,572,864演算コア) を用いて 8.75
PFLOPSの実効性能を達成している [4]．しかしながら，これらの先行研究は最大 16コアのマルチコア
CPUシステムでの評価にとどまっており，メニーコア CPUでの大規模性能評価は行われていない．




している．TACC (Texas Advanced Computing Center) では，2つのアプリケーションベンチマークお
よび 2つの実アプリケーションを通して KNLの性能評価を行った [13]．KNLはメモリモードだけでは
なく，チップ内の 2次元メッシュネットワークについて 4種類のネットワークモードを提供するが，ネッ
トワークモードの違いは僅かな性能差しか生まないことを報告している．
[48]では，Lattice-QCD (格子量子色力学) 計算における主要計算であるWilson-Dslash operatorで表
れる 4次元ステンシル計算の性能評価を行った．この研究では，MCDRAMだけを用いて 4 threads/core
の実行で 505 GFLOPSを達成し，約 221 GB/sの実効メモリバンド幅が得られている．[49]はステンシ
ル計算において，temporal blockingをさらに発展させた temporal wave-front tilingを提案し，3次元
ステンシル計算において Cache-modeにおいてMCDRAMの容量を超えた場合でも約 800 GFLOPSの
性能を達成した．
GPUにおけるステンシル計算の最適化は高い性能が得られることが知られており，現在では新しいア




場合でも高い性能を達成するために GPU (MPI+CUDA) 用のステンシル計算フレームワークが提案さ
れており，メモリ容量制約を克服するための手法も議論されている [53]．









初めて KNCを採用した PCクラスタとして 2014年に稼働を開始し，同センターでは最初のペタスケー
ルシステムとして運用され，後述する Oakforest-PACSなどメニーコア CPUシステムへの準備環境とし
ても注目された．COMAの諸元について，表 5.1に示す．
システムは 393 台の計算ノードで構成され，各ノードには 2 台の KNC が PCIe で接続されている．
KNCの理論ピーク演算性能は 1,074 GFLOPSで，理論演算性能は計算ノードあたり約 2.5 TFLOPSと
なる．PCIeデバイス間通信では，NUMA構成でXeon CPU間を接続するための Intel QPI (QuickPath
Interconnect) を経由した場合に通信性能が大幅に低下することが知られている [55]. この問題を解決す
るために，COMAの計算ノードは KNCと InfiniBand FDRがすべて片側の CPUに接続されている．
本研究では，CPU のみの実行 (以下，CPU 実行)，Native 実行，Symmetric 実行の 3 つについて性
能評価を行う．CPU 実行では，CPU の各ソケットに対し MPI プロセスを 1 個割り当て，各ノードあ
たり 2個のMPIプロセスが割り当てられる．COMAの Xeon CPUは Intel Hyper Threading (SMT,
Simultaneous Multi-Threading) が無効になっているため，各プロセスの OpenMPスレッド数は物理コ
ア数に等しい．Native実行では，各 KNCに対し 1個のMPIプロセスを割り当て，CPU実行と同じく
各ノードあたり 2個のMPIプロセスが割り当てられる．Symmetric実行では CPU実行及び Native実
行を組み合わせ，各ノードに 4個のMPIプロセスが割り当て，計算ノード単位では Symmetric実行は
CPU実行に対して 2倍以上の計算資源を持つことになる．
COMAに接続されている Xeon Phi 7110Pは 61個の物理コアを持ち，最大で 244スレッドでの並列
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表 5.1 COMA諸元
CPU Intel E5-2670v2 with 10 cores, 2.5 GHz ×2
+ Intel Xeon Phi 7110P with 61 cores, 1.1 GHz ×2
# of nodes 393 (use up to 128)
Memory 64 GiB of CPU DDR3 and 8 GiB ×2 of Xeon Phi GDDR5
Interconnect Mellanox Connect-X3, InfiniBand FDR
Topology Full bisection bandwidth of Fat-Tree
Compiler & MPI Intel compiler 16.0.2 andIntel MPI 5.1.3
表 5.2 Oakforest-PACS諸元
CPU Intel Xeon Phi 7250 with 68 cores, 1.4 GHz base clock
# of nodes 8208 (use up to 8192)
Memory 16 GB of MCDRAM and 96 GB of DDR4-2400
Interconnect Intel Omni Path Architecture with 100 Gbps link
Network topology Full bisection bandwidth of Fat-Tree
File system 26 PB Lustre by DDN SFA7700X, 500 GB/s bandwidth
File cache 940 TB Burst Buﬀer by DDN IME14K, 1560 GB/s bandwidth
Cooling Water colling for CPU and Air cooling for others
Operating system CentOS 7 and McKernel (developed by RIKEN)




KNL の性能評価には，筑波大学と東京大学が共同設置する JCAHPC で運用されている Oakforest-
PACSを用いる [56]．Oakforest-PACSは 2016年 11月の TOP500リストにおいて，ピーク理論性能 25
PFLOPS，HPL性能 13.55 PFLOPSを達成し，世界第 6位にランクしたスーパーコンピュータである
[1]．表 5.2に，システムの基本性能について示す．
同じく KNLを採用した LBNLに設置されている Coriや，LANLに設置されている Trinityが Cray
社が提供するMPP (Massively Parallel Processing) システムであるのに対し，Oakforest-PACSはコモ
ディティ PCクラスタとして世界最大規模のシステムである．各計算ノードは約 3 PFLOPSのピーク演
算性能を持つ Xeon Phi 7250を唯一の計算リソースとして持ち，8,208台の計算ノードで構成される．通
信デバイスとして Intel OPA (Omni-Path Architecture) [57] が採用され，8,208ノードは Full bisection
の Fat-tree networkを構成する．
本研究では，扱いやすい 2 の冪乗ノード数での評価が合理的であるとして 8,192 ノード，システム全
体の 99.8%を用いた性能評価を行う．同システムは Burst Buﬀerが利用できるが，ARTEDはファイル
IOが一般的なシミュレーションに比べて非常に少ないため，本研究では用いていない．上述の理由より，
アプリケーションはファイルへのデータの書き出しを時間発展計算の終了後に一括処理する．したがっ
33 第 5章 メニーコア CPUにおける最適化と性能評価
表 5.3 SPARC64 VIIIfx諸元
Core 8
L1 Data Cache/Core 32 KB
L2 Cache 6 MB (shared)
GFLOPS 128
Memory Bandwidth 64 GB/s
Byte/FLOP 0.5
Compiler Fujitsu K 1.2.0-19




同等に扱う Flatモードと，MCDRAMを DDR4メモリのキャッシュとして扱う Cacheモードの 2種類




が行われている [58]．このため，Xeon Phi 7250が持つ 68コアのうち 64コアの利用を推奨しており，本
研究でも 64コア・最大 256スレッドで性能評価を実施する．また，KNLでは 2つのコアが 1つの Tile








ル計算領域である実空間格子のサイズ (NL=NLx×NLy×NLz) が (NLx, NLy, NLz)= (16, 16, 16) となる．
MPIと OpenMPによって並列化される波数空間格子は，実アプリケーションでは 43 から 243 程度，バ
ンドは 16と設定するが，ここでは KNCのメモリ制限の関係でそれぞれ 83，16と設定する．すなわち，




元実装 最適化実装 + パディング
ミス率 [%] 7.7 4.23 2.02
プリフェッチ数 1.48× 107 1.41× 1011 1.41× 1011
ロードストア数 1.13× 1012 1.09× 1012 1.09× 1012
5.2.1 マルチコアプロセッサでのコンパイラベクトル最適化の促進
はじめに，図 4.5の元実装をベースに，「京」コンピュータ (SPARC64 VIIIfxプロセッサ) への最適化






る．近傍点のアクセスに用いている 4 Byte整数の間接参照配列 IDX, IDY, IDZにより，コンパイラは
メモリアクセスパターンを把握できず，メモリアクセスが非常に非効率的となっている．また，24個の近
傍点にアクセスするため，メモリから 96×NL Byteのインデックス値のロードが必要となり，メモリ帯域
を非常に圧迫してしまう．性能評価に用いる空間格子のサイズは 163 で，データサイズにすると 64 KiB
となり，各点に対する係数 Bも合わせて，各スレッドで 96 KiBのデータをメモリからロードする．











テーブル modx, mody, modzを用意し，剰余計算を省略した．剰余テーブルは次元のサイズを N，被除
数を m とすると，[0, N × 2 + 4 − 1] の範囲で m mod N の結果が保存されている．本研究では，剰余
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real(8), intent(in) :: B(0:NLz -1,0:NLy -1,0:NLx -1)
complex (8), intent(in) :: E(0:NLz -1,0:NLy -1,0:NLx -1)
complex (8), intent(out ):: F(0:NLz -1,0:NLy -1,0:NLx -1)
integer ,intent(in) :: modx (0:NLx *2+4 -1)
integer ,intent(in) :: mody (0:NLy *2+4 -1)
integer ,intent(in) :: modz (0:NLz *2+4 -1)
integer :: ix,iy,iz
complex (8) :: v,w
#define IDX(dt) iz ,iy,modx(ix+(dt)+NLx)
#define IDY(dt) iz ,mody(iy+(dt)+NLy),ix





v=(Cz(1)*(E(IDZ (1))+E(IDZ( -1))) + Cz (2)*(E(IDZ (2))+E(IDZ (-2))) &
& +Cz (3)*(E(IDZ (3))+E(IDZ (-3))) + Cz (4)*(E(IDZ (4))+E(IDZ ( -4))))
...
! y computation










表 5.5 100反復時のキャッシュメモリアクセス待ち時間 [sec]
実装 浮動小数点数 整数 トータル
元実装 50.67 40.11 90.78
最適化実装 43.86 4.63 48.49
+ パディング 8.71 4.80 13.51
表 5.6 100反復時の演算待ち時間 [sec]
実装 浮動小数点数 整数 トータル
元実装 9.03 0.57 9.60
最適化実装 8.05 1.55 9.60








表 5.7 SPARC64 VIIIfxでのステンシル計算性能
実装 GFLOPS ピーク比 [%]
元実装 14.94 11.67
最適化実装 17.88 13.97
+ パディング 27.20 21.25
表 5.8 コア内スレッド数による性能への影響
OpenMP Threads Relative performance
60 (1 Thread/core) 57.43
120 (2 Threads/core) 83.55
180 (3 Threads/core) 99.99
240 (4 Threads/core) 109.17
減が重要となっている．ロードストア命令比での L1Dキャッシュミスを表 5.4に示す．ここでは，図 4.5
の元実装，図 5.1の最適化実装，最適化実装に対しパディングを行った際の結果を示している．最適化実
装は元実装に対し，ロードストア命令数と L1Dキャッシュミスを削減できている．また，プリフェッチ














最後に，演算性能について表 5.7に示す．元実装では 14.94 GFLOPSだったが，最適化およびパディ
ングを行うことで 27.20 GFLOPS，ピーク性能比約 21 %まで改善した．本研究では，図 5.1の最適化し
た自動ベクトル化実装を用いて，KNCへの最適化を行う．
5.2.2 KNCプロセッサへのさらなる最適化
前述の SPARC64 VIIIfxプロセッサへの最適化を踏まえて，図 5.1のコードにさらなる最適化を行い，
KNC におけるコンパイラベクトル最適化の性能を評価する．[60] や [61] といった先行研究を参照する
と，高レベル最適化を行ったとしてもピーク性能比 10% と，KNC において高い演算性能を得るのは非
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表 5.9 Knights Cornerでのコンパイラベクトル化性能




non-temporal store 129.00 12.01
L1Dブロッキング 129.48 12.06
メモリパディング 130.44 12.15





実装 ミス数 ヒット率 [%]
元実装 1.67× 1011 88.7
コンパイラベクトル化 7.83× 1010 85.8
近傍点ロード最適化 5.21× 1010 88.5
non-temporal store 4.76× 1010 89.6
L1Dブロッキング 4.79× 1010 89.0
メモリパディング 4.55× 1010 89.3
常に困難が予測される．KNCでのメモリのアラインメントは，実空間格子配列 E(0:NLz-1, 0:NLy-1,






表 5.9に，KNCでのステンシル計算性能を示す．図 4.5の元実装は，ピーク性能比で 2.8%しか得られ
ておらず，KNCでも間接参照のコストが非常に高いことがわかる．“コンパイラベクトル化”は，図 5.1





ロードした後に，ベクトル演算を行うように変更した．アセンブラコードから，load および gather 命
令の出現数を表 5.10 に示す．KNC では，メモリのアラインが取られていない状態でのロードに対して
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プに vector nontemporalディレクティブを記述し，キャッシュを経由しない non-temporal store [62]
とすることで，キャッシュメモリをさらに有効利用し 129 GFLOPS となった．vector nontemporal
は Intel コンパイラで提供されるディレクティブで，指定された変数またはループにおける書き込みを
キャッシュ非経由の streaming store命令で行う．
SPARC64 VIIIfxでは効果がなかったが，L1Dに対して YX次元に 2次元ブロッキングを行うと，若
干ながら性能が改善し 129.48 GFLOPS となった．スラッシングを回避するために，SPARC64 VIIIfx
と同様に Y次元に対しメモリパディングを行ったが 130.44 GFLOPSと小さな改善にとどまった．Z次
元のパディングを行った場合，KNCではベクトル化時にループサイズがベクトル長で割り切れなくなっ
てしまい，アドレスが 64 Byte境界からずれてしまうため，効率的なベクトル化が困難となる．











い．KNC から SIMD 命令の bit 幅が 512-bit になり，従来の Xeon プロセッサが提供する SIMD 幅に
対して倍のデータ量となった．Intel コンパイラは，256-bit 幅のベクトル演算には強力な最適化機構を
提供しているが，512-bit幅へのノウハウ蓄積ができておらず，ベクトル最適化が成熟していない可能性





う．まず，Fに対して non-temporal storeを用いるが，ストア先のアドレスが 64 Byteでアラインされ
ていなければならない．演算ベクトル長はサイズが 128-bitの倍精度複素数のため 4となり，4つの格子
点を同時更新する．前提条件として，先に述べたアラインメントの問題を踏まえ，連続なメモリアクセス
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inline __m512d dcomplex_mul_c(__m512d a) {
__m512i b, c, d = (__m512i)a;
b = _mm512_set4_epi64 (1LL <<63,0,1LL <<63,0);
c = _mm512_shuffle_epi32(d,_MM_PERM_BADC );
return (__m512d) _mm512_xor_si512(c,b);
}
図 5.2 倍精度複素数積 (a, bi)(0,−i) を展開した実装










難と考えられる．図 4.5では，配列 wと定数 zIで積が必要となるが，定数積のため，式展開により演算
を省略できる．複素数積 (a, bi)(0,−i)を展開すると (b,−ai)となり，(1) 実部と虚部を入れ替え，(2) 虚
部の符号を反転させる，の 2ステップで計算可能となる．図 5.2に，式展開を行った IMCI実装を示す．
bは定数として扱われ，XORを用いて虚部の実数の符号ビットを反転する．
近傍点は各方向に ± 4 点にアクセスし，各次元で 8 点，計 24 点となる．Z 次元は後述するメモリア
クセスの最適化によりインデックスの計算は不要で，Y および X 次元の 16 点のインデックスを求める
必要がある．インデックスは 4 Byte 整数で表現可能な範囲で十分足りるため，16 点のインデックスを
512-bitベクトル演算でまとめて求めることが可能で，スカラでのインデックス計算を最小限にできる．Z




クとなっている可能性が高い [65]．そこで，本研究では alignr 命令 (concatenate shift 命令) を用い
て gather 命令を用いずに Z 次元の近傍点を集める．alignr 命令は 2 つの 512-bit ベクトルを連結して
1024-bitベクトルとし，32-bit単位で右論理シフトを行った後，下位 512-bitを返す命令である．この最
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たイメージが図 5.3となる．(1) まず，aligned load命令を用いて更新対象の前の 4点，更新対象の 4点，
その次の 4点をそれぞれベクトル v0, v1, v2としてロードし，(2) alignr命令を用いて，v0, v1, v2
から各点の更新に必要な近傍点ベクトルを生成する．この時，更新点 ± 4でそれぞれ 1つの行ベクトル
が 1個のベクトルレジスタに収まり，負方向と正方向の近傍点で 8× 4の行列を生成する．例えば，更新
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/* Stencil computation loop */
for(ix = 0 ; ix < NLx ; ++ix) {
for(iy = 0 ; iy < NLy ; ++iy) {
double complex const* e = E[ix*NLy*NLz + iy*NLz];
...
for(iz = 0 ; iz < NLz ; iz += 4) {
__m512i v0 , v1 , v2; __m512d m[4], p[4];
/* Load to register memory */
v0 = _mm512_load_epi64(e + modz[iz -4+NLz ]);
v1 = _mm512_load_epi64(e + iz);
v2 = _mm512_load_epi64(e + modz[iz+4+NLz ]);
/* Transform register data */
m[3] = (__m512d) v0;
m[2] = (__m512d) _mm512_alignr_epi32(v1 , v0 , 4);
m[1] = (__m512d) _mm512_alignr_epi32(v1 , v0 , 8);
m[0] = (__m512d) _mm512_alignr_epi32(v1 , v0 , 12);
p[0] = (__m512d) _mm512_alignr_epi32(v2 , v1 , 4);
p[1] = (__m512d) _mm512_alignr_epi32(v2 , v1 , 8);
p[2] = (__m512d) _mm512_alignr_epi32(v2 , v1 , 12);
p[3] = (__m512d) v2;
/* Z-dir. computation */
for(n = 0 ; n < 4 ; ++n) {
__m512d a = _mm512_add_pd(p[n], m[n]);
__m512d b = _mm512_sub_pd(p[n], m[n]);
v = _mm512_fmadd_pd(C[n], a, v);
w = _mm512_fmadd_pd(D[n], b, w);
}
/* Y-dir. and X-dir. computation */
/* non -temporal store to F */
} } }
図 5.4 Z次元のメモリアクセスの IMCI実装
表 5.12 手動ベクトル最適化の効果
実装 GFLOPS ピーク比 [%]
初期実装 113.65 10.58
複素数積最適化 114.89 10.70
インデックス計算ベクトル化 (A) 142.74 13.29
非アラインアクセス最適化 (B) 179.39 16.70
(A) + (B) 221.38 20.61
全最適化適用時 224.45 20.90
い．L1Dキャッシュミス数は全ての最適化で約 3.75× 1010，ヒット率は 92%程度となり，コンパイラに
よる最適化に対し良好な結果となっている．
初期実装に対し複素数積展開を行うと 114.89 GFLOPS と若干ながら性能が向上し，メモリバンド幅
に律速され，複素数積を計算するコストが非常に小さいといえる．本研究のコードでは各点の更新に対し
複素数積を一度しか行わず，演算数が少ないため，複素数積が非常に多く必要となる計算では考慮が必要





実装 Compiler Vec. Explicit Vec.
従来 [GFLOPS] 130.44 224.45




221.38 GFLOPSを達成した．初期実装に対し約 107 GFLOPSの性能向上が得られており，2つの性能
の増分からさらに 10 GFLOPSほど追加の性能向上が得られている．命令数は変わっておらず，組み合
わせによってレジスタの有効利用や計算の待ち時間が減少しさらなる性能向上に繋がったと考えられる．
これらの最適化全てを適用することで，初期実装に対し 1.97倍の 224.45 GFLOPS とピーク性能比 20.9







本研究のステンシル計算は，1 個の実空間格子に対し 4 回行われるため，各スレッドが計算用の一
時領域にコピーした状態で，ステンシル計算を行っている．ここでは，この一時領域のサイズを元の
E(0:NLz-1, 0:NLy-1, 0:NLx-1) から，E(-4:NLz+4-1, 0:NLy-1, 0:NLx-1) と拡張し，連続方向の
次元を線形アクセス化した．この最適化によって，各ステンシル計算の直前に E(-4:-1, :, :) と
E(NLz:NLz+4-1, :, :) の領域に対しデータコピーが必要となる．
コンパイラベクトル最適化および手動ベクトル最適化実装に対し，周期境界領域拡張の効果につい
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拡張の効果は低かったが，一般的なステンシル計算ではキャッシュミスなどのペナルティが大きくなるた
め，一考の余地があると言える．





KNC では SIMD 命令として IMCI が提供されているのに対し，KNL は AVX-512 を提供するため，
















AVX-512実装の違いは，図 5.5に示したコードだけである． AVX512F マクロは，AVX-512をサポー










/* AVX -512 codes */
#define _mm512_permute4f128_epi32(a, p) _mm512_shuffle_i32x4(a, a, p)
#define _mm512_storenrngo_pd _mm512_stream_pd
inline __m512d dcast_to_dcmplx(double const *v) {
__m512d w = _mm512_maskz_expandloadu_pd (0x55 , v);
return _mm512_movedup_pd(w);
}
inline __m512d dcomplex_mul(__m512d a, __m512d b) {
__m512d ar = _mm512_movedup_pd(a);
__m512d ai = _mm512_unpackhi_pd(a, a);
__m512d bs = _mm512_shuffle_pd(b, b, 0x55);
ai = _mm512_mul_pd(ai , bs);
return _mm512_fmaddsub_pd(b, ar, ai);
}
#elif __MIC_
/* IMCI codes */
inline __m512i _mm512_loadu_si512(int const* v) {
__m512i w = _mm512_loadunpacklo_epi32(w, v + 0);
return _mm512_loadunpackhi_epi32(w, v + 16);
}
inline __m512d dcast_to_dcmplx(double const *v) {
const __m512i perm = _mm512_set_epi32 (7, 6, 7, 6, 5, 4, 5, 4, 3, 2, 3, 2, 1, 0, 1, 0);
__m512d w = _mm512_loadunpacklo_pd(_mm512_setzero_pd (), v);
return (__m512d) _mm512_permutevar_epi32(perm , (__m512i) w);
}
inline __m512d dcomplex_mul(__m512d a, __m512d b) {
__m512d ze = _mm512_setzero_pd ();
__m512d s0 = _mm512_swizzle_pd(a, _MM_SWIZ_REG_CDAB ); /* s0 = [a.i a.r] */
__m512d re = _mm512_mask_blend_pd (0xAA , a, s0); /* re = [a.r a.r] */
__m512d im = _mm512_mask_sub_pd(a, 0x55 , ze, s0); /* im = [-a.i a.i] */
__m512d t0 = _mm512_mul_pd(re , b); /* t0 = [a.r*b.r a.r*b.i] */
__m512d s1 = _mm512_swizzle_pd(b, _MM_SWIZ_REG_CDAB ); /* s1 = [b.i b.r] */
return _mm512_fmadd_pd(im , s1, t0); /* [-a.i*b.i+a.r*b.r a.i*b.r+a.r*b.i] */
}
#endif





とができる．また，現行アーキテクチャの KNLは PCIeデバイスではなく Xeon CPUと同じソケット
タイプが主流となっており，KNLや他のメニーコア CPUへの移植を考えると性能評価は極めて重要で
ある．本節では，KNC+CPUのヘテロジニアス環境におけるクラスタレベルの最適化を示す．
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図 5.6 (a) InfiniBand FDR を用いたノードをまたぐ PingPong通信性能，(b) Symmetric 実行に
おける倍精度浮動小数点数ベクトルの MPI Allreduce通信性能
5.3.1 通信アルゴリズム
Native と Symmetric 実行の場合，KNC を 1 台の計算ノードとして，同じく PCIe で接続された
InfiniBand を用いてノード間通信を行う．本研究の評価環境である COMA では，KNC と InfiniBand
は全て同一ソケットに接続され，各計算ノードに接続された 2 台の KNC は Intel QPI (Quick-Path
Interconnect) をまたがずに通信可能である．図 5.6-(a) に，InfiniBand FDRを用いたノードをまたぐ場
合の PingPong通信について，それぞれ CPU間と KNC間の測定結果を示す．CPU–KNC間は，PCIe
の通信バンド幅を意味する．CPU間，KNC間はどちらも InfiniBand FDRを用いているが，KNCの通







通信アルゴリズムが実装されている．通常は Intel MPI 側で最適と思われるアルゴリズムが自動選択さ
れるが，本研究ではアルゴリズムを手動変更して通信性能を最適化する．
時間発展計算中で発生する通信は MPI Allreduceによる倍精度浮動小数点数，および小領域のサイズ
NL と同じ長さの倍精度浮動小数点数ベクトルの総和演算のみである．したがって，MPI Allreduce の
通信アルゴリズムを最適化する必要がある．図 5.6-(a) から，計算ノード間の KNCによる通信はバンド
幅が低く，PCIeによる CPU–KNC間通信の最高性能は CPU間通信より高い．つまり，最初に計算ノー
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ド内で通信を行い，CPUで計算ノード間の通信を行えれば良く，基数を 4とした 4-d treeのアルゴリズ
ムが最適と考えられる [69]．同アルゴリズムでは，N を基数，P をMPIプロセス数として，2logNP 回
で通信が行われる．N を 4とすると，まずノード内の 4 MPIプロセス (2 CPUプロセス，2 KNCプロ
セス) で通信が行われ，あとは計算ノード 4台単位で通信が行われる．このとき，計算ノード間の通信は
4の倍数のランクのMPIプロセスで行われるが，COMAの Symmetric実行においてMPIプロセスは
(CPU0, 1, KNC0, 1) の順序で割り当てられるため，計算ノード間の通信は必ず CPUで行われる．
サイズ NL での MPI Allreduce の通信性能を図 5.6-(b) に示す．このとき，メッセージサイズは 64
KiBのため，ノードをまたぐ KNC間通信より，PCIe経由の CPU–KNC間は高い通信性能を持つこと
が図 5.6-(a) からわかる．Intel MPIのデフォルトではミリ秒オーダまで通信性能が悪化しているが，4-d








メータである NK を MPI で分散されている．同並列化により各 MPI プロセスは袖領域の交換ではな
く，MPI Allreduceを用いた総和計算を行うため，通信は粗粒度かつ簡単化されている．以上より，NK
の割当量を調整することで，極めて容易に負荷分散を実現可能である．性能評価では，性能に合わせて














この計算式は，NK×NB (波数空間のサイズ) 本の長さ NL (実空間格子のサイズ) のベクトルを束ねるこ
とを意味する．計算式における OpenMPの並列化方法を考えると，この計算式は非常に単純な計算ルー
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図 5.7 ベクトル和の並列化における各実装の性能
プで表されるが，最内ループに依存性があり単純な並列化が困難である．
ここで，ベクトル和計算の OpenMP 並列化実装について，図 5.8 に示す．最内ループに依存性があ
るため，最も単純化した実装の場合，omp parallel句は最外に配置できるが，omp do句は最内ループ
に必要となり，暗黙の同期によるオーバーヘッドが大きなコストとなる (“First-approach”)．しかし，









うに修正することで，高い性能は得られるが，128 スレッド (2 threads/core) で性能は飽和状態にあ





本最適化によって，ベクトル和の計算コストは 100 [msec]から 1 [msec]のオーダへ削減されたが，以
降の章で示すとおり計算全体の性能は 10–100 [msec] オーダである．これらの結果は，メニーコア CPU
で効率的にアプリケーションを実行するためにはコードの全体に渡る十分な最適化が必要であること，
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! First -approach (Poor performance) ============
!$omp parallel






end do; end do
!$omp end parallel
! OpenMP -suitable ==============================
!$omp parallel do collapse (2) reduction (+: rho)
do ik=1,NK; do ib=1,NB; do il=1,NL
rho(il)=rho(il)+c(ib,ik)*abs(Zu(il,ib ,ik ))**2
end do; end do; end do
!$omp end parallel do
! Manual -reduction =============================
!$omp parallel
tid=omp_get_thread_num (); tmp(:,tid )=0.d0
!$omp do collapse (2)
do ik=1,NK; do ib=1,NB; do il=1,NL
tmp(il ,tid)=tmp(il ,tid)+c(ib,ik)*abs(Zu(il,ib ,ik ))**2
end do; end do; end do
!$omp end do
i=ceiling_pow2(omp_get_num_threads ())/2
do while(i > 0)













KNL は MCDRAM と DDR4 の異なるバンド幅を持つ 2 つのメモリを提供するが，多くの実アプリ
ケーションがメモリバンド幅ボトルネックであることから，性能を最大化するにはアプリケーションが














の使い方は図 4.3 で説明したハミルトニアン計算のワークフローに非常に適している．DDR4 メモリに
電子の波動関数 (アプリケーションの計算領域) を確保し，各スレッドのワーキングメモリと計算に使用















表 5.8 に示したように，ARTED の核となるステンシル計算はスレッド並列数が重要で，どちらのプ
ロセッサでもコアあたり 4スレッド，KNCは 240 OpenMP threads/processor，KNLは 256 OpenMP
threads/processor で性能評価を行う．KNL の性能評価は，特に断りがない場合 Flat-MCDRAM で性
能評価を行い，DDR4メモリは全てシステムサービスに割り当てられる．
5.5.1 ステンシル計算の性能評価
はじめに，KNL のメモリモードによる性能の違いについて図 5.10-(a) に示す．スクラッチパッド
キャッシュの性能評価で，既にMCDRAMを用いた性能が最良であることは述べているが，全てのデー
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図 5.11 KNC/KNLクラスタ間における強スケーリングの性能比較











最後に，図 5.10-(c) に，KNCと KNLにおけるステンシル計算の性能比較を示す．KNCは，ソフト
ウェアプリフェッチによりさらなる性能向上を達成し約 300 GFLOPS，理論性能に対して約 28%の効率






う．本評価では，シミュレーションのサイズについて比較的大規模な計算 (NK, NB, NL) = (243, 16,




MPI procs. / Macro-grid – 8
Macro-grid / MPI procs. 1, 2, 4 –
Total # of macro-grid (NZ) 32768 1024
# of wave count (NK×NB) 83 × 16 7928× 16
Size of 3-D real space (NL) 163 26× 16× 16
COMA は 2 台の Ivy-Bridge Xeon CPU をホストプロセッサとして，2 台の KNC をアクセラレー
タとして搭載しており，本評価では 2-IVB (CPU-only)，2-KNC (KNC-only, Native 実行)，2-IVB +
2-KNC (Symmetric実行) の 3つについて性能評価を行った．Symmetric実行はヘテロジニアス実行で
あることから静的負荷分散を適用したが，32ノード以下の比較的小規模なノード数でしか効果が得られ




低下しているが，KNLは 2-IVB + 2-KNCの Symmetric実行よりも高い性能を達成した．逐次演算性能
の違いから，KNCが高い並列性を要求するのに対し，KNLは比較的低い並列性においても高い性能を達
成しやすくなり，アプリケーションの移植コストが削減可能と考えられる．KNLは Flat-MCDRAMの
実行ではMCDRAMの実効バンド幅 490+ GB/sが利用できるが，COMAでは CPUと KNCの 4台を
総計すると 430+ GB/sの実効バンド幅が利用できる．アプリケーションの性能はメモリバンド幅に律速





ションのパラメータをそのまま用いている．シリコンは TDKS方程式のサイズが 83× 16× 163 と小さい

































のようなアーキテクチャで理論性能を達成することはほぼ不可能である．また Oakforest-PACS では 2
ノードペアでプロセッサを冷却する水冷却システムを導入しているため，1番目に冷却されるノードと 2
番目に冷却されるノードでは，プロセッサ温度が異なったとしても不思議ではない．
シリコンとグラファイトでは強スケーリング時の性能が異なっており，上述の Turbo Boost による
ノード間性能差だけでは説明できていない．これは，図 4.2に示すようにMPIの並列化方法の違いによ
るものと考えられる．シリコンでは計算コストの大部分を占める TDKS方程式において MPIでの分割
を行っておらず，各 MPI プロセスが独立して複数の閉じた系を計算するため，MPI Allreduce による
MPI プロセス間同期が一切発生しない．したがって，シリコンは全 MPI プロセスでの全体同期だけが
唯一必要となり，上述の性能ギャップはハミルトニアン計算を行ったあと，各時間ステップで行われる
MPI Allreduceによって即座に是正されると考えられる．
TDKS方程式もMPIで分散並列化するグラファイトでは，同じ TDKS方程式 (ここでは系とする) を







AVX-512 命令をサポートした最初の Xeon CPU として，現在 Intel Skylake-SP (SKL) アーキテク
チャが提供されており，本研究で実装した KNCおよび KNL向けのステンシル計算の手動ベクトル最適
化実装を，一切のコード変更なしに移植することが可能である．Xeon CPUとの比較用に，本研究では東
京大学物性研究所 (ISSP) にて試験稼働中の System Cを用いる [72]．ISSP System Cの諸元を表 5.15
に示す．同システムは，計算ノード 252台で構成された SKL Xeon CPUを唯一の計算リソースとして
持つ一般的な CPUクラスタである．
SKL はプロダクトが 6100 番台以降の場合，AVX-512 の演算ユニットが各コアに 2 個用意されるた
め，FLOP/Cycleは KNLと SKLで等価である．図 5.14に，シングルソケットの Xeon Gold 6148の
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表 5.15 ISSP System C諸元
CPU Xeon Gold 6148×2
2.4 GHz base clock with 20 cores
Memory 192 GB DDR4-2666
Network Mellanox InfiniBand EDR 4x
OS Red Hat Enterprise Linux 7
Software Intel Compiler 18.0.1,
Intel MPI 2018 update 1
図 5.14 Skylake-SPプロセッサにおけるステンシル計算性能の評価






現在開発が進められているポスト「京」コンピュータでは，ARM プロセッサベースで 512-bit 幅で
SIMD命令セット ARM SVE (Scalable Vector Extension) を実装し，メニーコア CPUクラスタを実現
する予定となっている．ポスト「京」コンピュータで採用される ARMプロセッサは，RISCプロセッサ
に分類され，ARM SVE も AVX-512 に比べてプリミティブな命令しか提供されない．これまで富士通
が開発してきたシステムで提供された SIMD 命令，HPC-ACE/HPC-ACE2 は，HPC 用途では同じく
256-bit幅の AVX/AVX2命令に近い機能を提供してきたが，規格で定義される ARM SVEの範囲では，
本研究の最適化を移植することは非常に困難である．例えば，本研究の最適化で重要な役割を持ってい
た alignr命令も ARM SVEには存在しないため，複数の SVE命令を組み合わせて実装する必要がある．
そこで，富士通は HPC向けの ARM SVE拡張をポスト「京」コンピュータのプロセッサに追加するこ
とを予定しており，HPC-ACEに近い機能の提供が期待される．
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X) を用いる [54]．PPXは，同センターが長年開発している PACSシリーズの次世代機に向けた評価環
境として運用されている小規模クラスタで，GPU として P100 と V100 を 2 枚搭載したノードがそれ
ぞれ提供されている．PPX の諸元を表 6.1 に示す．PPX では，Intel Hyper Threading をオフにした
Broadwell-EP Xeon CPUが 2ソケット，P100または V100が各ソケットに PCIeで 1台接続されてお








アプリケーションを NVIDIA GPU へ対応させる場合，OpenACC または OpenMP によるディレク
ティブベース言語での開発か，CUDAまたはOpenCLによる SDK (Software Development Kit) を用い
た開発が考えられる．NVIDIAは OpenACCでの開発を推奨しており，本節では OpenACCと CUDA
による開発を考える．CUDAは NVIDIAによる GPUコンピューティング用の統合開発環境で，当初は
C/C++言語での提供にとどまっていた [15] が，現在では Fortranの開発環境が NVIDIA傘下の PGI
が提供する PGI コンパイラの機能として提供されている [74]．OpenACC は OpenMP に代表される
ディレクティブベースのプログラミング言語で，OpenMP 4.0から導入されたアクセラレータ拡張に先
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表 6.1 Pre-PACS-X (PPX) 諸元
CPU Xeon E5-2690 v4×2 2.6 GHz with 14 cores
GPU NVIDIA Tesla P100×2 or V100×2 (PCIe card version)
Memory 64 GB DDR4-2400, 16 GB HBM2 / GPU
HBM2 Actual Bandwidth P100: 551.3 GB/s, V100: 839.1 GB/s
Network Mellanox InfiniBand EDR 16x with Mellanox OFED 3.4-2.0.0
OS CentOS 7.3.1611 (Compute node)























OpenACC version 2.0からは，Native API (CUDA) との相互運用性が確保され，OpenACCで確保
したメモリを Native API で利用できるポインタとして取得する host data ディレクティブが追加さ
れている．この仕様により，OpenACCと CUDAを共存させることが可能となった．Level1 BLASの
daxpy 計算を例として，host data ディレクティブを用いた OpenACC+CUDA 実装を図 6.1 と図 6.2
に示す．アプリケーションが OpenACC/Fortran による実装の場合，図 6.1 の通り，まず host data
use device(X)で OpenACCの APIで確保したデバイスメモリを Nativeポインタに変換し，C言語で
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integer , intent(in) :: N
real(8), intent(in) :: A, X(N)






図 6.1 OpenACC+CUDA実装の例: OpenACC/Fortranで記述されたアプリケーション本体
__global__
void cuda_kernel(int n, double a, double* x, double* y) {
for(int i = ...; i < n ; i += ...)
y[i] = a * x[i] + y[i];
}
extern "C"
void launch_cuda_daxpy(int *n, double *a, double *x, double *y) {
cuda_kernel <<<128,((*n)+128 -1)/128 > > >(*n, *a, x, y);
}




行い，OpenACC 実装に対しボトルネックとなるコードのみを CUDA 化する OpenACC+CUDA 実装
を行う．














る．本研究のステンシル計算は，先述の通り 25 点の倍精度複素数計算で，格子点 1 点の更新に必要な





かを考える．Warpスケジューラは， P100では 32 CUDAコアあたり 1個が用意され，各スケジューラ
はクロックあたり 2 Warpの命令をディスパッチできる．V100は 1 SM (Streaming Multiprocessor) あ
たり 4つのWarpスケジューラを持ち，各スケジューラは 32スレッドの命令のディスパッチを 1クロッ
クで行う．また， P100と V100は SMあたり 64× 210 個の 32-bitレジスタを持つ．スレッドあたりの
最大レジスタ本数を 128に設定すると，128スレッドのブロック 4つを 1個の SMで実行可能な状態にで
きる．以上より，各 SMが持つ 32-bitレジスタをすべて活用し，かつ効率的なスケジューリングを行う
ためには，両 GPUともに 128スレッド/ブロックが最適なスレッド数と考えられる．しかしながら，ス
レッドあたりの 32-bitレジスタの数を 128に制限すると，我々が対象とする倍精度複素数の 25点ステン
シル計算ではレジスタスピルが発生してしまう．
CUDAでは，レジスタスピルが発生すると，SMのローカルメモリにデータを退避させる．ローカル
























A(iz ,iy ,ix ,ikb) = ...














図 6.4 ステンシル計算における通常のメモリアクセス (X次元の差分計算のみ)
に割り当て，各スレッドブロックで 1個の実空間を計算するのが最適な粒度と考えられる．CUDA GPU
で動作させるコードを OpenACC で実装するが，この場合スレッドブロックは gang ループ，スレッド
は vectorループと呼ばれる．OpenACCで，上記の並列化を行う場合図 6.3のように実装する．ここで，
NX, NY, NZはそれぞれ 3次元実空間のサイズ，NKBは波数空間のインデックスを示す．!$acc kernels
は並列実行領域を示し，CUDAに変換される場合，単一また複数のカーネルが生成される．collapseで
ループを融合し，X-Y平面を 1つのループとして並列化する．これは，3次元実空間が (16, 16, 16) など
比較的小さなブロックのため，ループ融合により並列性を確保している．最内の連続方向にあたる Z次元
は，!$acc loop seqを指定し 1スレッドで逐次計算する．これをベースとして，メモリアクセスの最適
化を考える．
本節では，NVIDIA との共同研究による実装の概要を述べる．CUDA 実装はループ分割を行い，3



















g = A(iz ,iy ,ix ,ikb)
B(iz ,iy ,mod(ix -1,NLx),ikb) = B(iz ,iy,mod(ix -1,NLx),ikb) - Cx * g
B(iz ,iy ,ix ,ikb) = B(iz ,iy ,ix ,ikb) + g





図 6.5 グローバルメモリへのリードアクセスを削減した場合 (X次元の差分計算のみ)




!$acc loop vector (128) collapse (2)
do ix=1,NX
do iy=1,NY
cache_y (1) = A(iz ,NLy ,ix,ikb)
cache_y (2) = A(iz , 0,ix ,ikb)
!$acc loop seq
do iz=1,NZ
cache_y (3) = A(iz ,mod(iy+1,NLy),ix,ikb)
B(iz ,iy ,ix ,ikb) = B(iz ,iy,ix ,ikb) &
+ Cy * (cache_y (3) - cache_y (1)) &
+ Cz * (A(mod(iz+1,NLz),iy ,ix ,ikb) - A(mod(iz -1,NLz),iy ,ix ,ikb))
cache_y (1) = cache_y (2)





























GPUクラスタは一般的な構成としてノードあたり CPUが 2ソケット，GPUが各ソケットに 1台以
上接続されることが多く，MPI プロセスの CPU と GPU への割当方法は性能に大きく影響する．また
CPU実装の並列性の問題から，MPIによる問題の細分化と複数MPIプロセスによる GPUが共有 (非
同期的な GPUへのタスク割当) される場合もある．そこで，GPUの計算資源の利用効率を最大化する
仕組みとして，CUDA MPS (Multi-Process Service) が提供されている．
CUDA MPSは，ユーザまたはシステムレベルで GPUへの実行キュー (CUDAカーネル) の制御を行
うデーモンを立ち上げ，SMに余裕があり依存関係のないキューが投入されている場合に，同時に複数の
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CUDA MPS を経由して複数の CUDA カーネルが絶えず投入されることで，計算資源を常に最大限
活用できることが期待される．PPXでは GPUが各ソケットに 1台接続されているため，ソケットに複
数のMPIプロセスを割り当て，1 MPIプロセスで各 GPUを専有した場合との性能比較を行う．図 6.7
には，ソケットあたり 2 MPIプロセスで GPUを共有したときの CPUと GPUのアフィニティ設定例
を示す．PPXではソケットあたり 14物理コアを持つため，ソケットあたり 2 MPIプロセスの場合，各
MPIプロセスは 7 OpenMPスレッドでプロセス内 CPU並列を行う．MPIプロセスの割当数によって
は，OpenMPの合計スレッド数は CPUが提供するコア数よりも少なくなる．
CUDA MPSの効果について図 6.8に示す．このグラフでは CUDA MPSを無効にした状態で，GPU
あたり 1 MPIプロセスで得られる実性能を基準とした相対性能を示す．グラフ横軸は，GPUを共有する
MPIプロセス数を示し，1 MPIプロセスの場合は専有状態を意味する．1 MPIプロセスで 1個の GPU
を専有した場合，CUDA MPSはそのままオーバーヘッドとなり，1%と無視できる程度の性能低下が見




まず，4 MPI プロセスで GPU を共有実行した場合のステンシル計算の性能を図 6.9 に示す．比較用
に，PGI OpenACCの最適化メッセージを参照し，OpenACC実装とほぼ同じ動作を想定した CUDA実
装 (シングルカーネル) を “CUDA”として評価した．CUDAは OpenACCと同一性能が期待されるが，
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表 6.2 OpenACCと CUDAのレジスタ使用数
OpenACC CUDA
Max # of registers 255 128 255 128
Used # of 32-bit registers 198 128 180 128
Spill stores+loads [B] 0 104+112 0 0
実際には OpenACCよりも高い性能が得られている．“CUDA/divide kernel”は，前述したメモリアク
セス最適化やレジスタ数削減などの最適化が行われた実装である．
表 6.2 に，PTX の出力情報から P100 における OpenACC と CUDA 実装のレジスタ使用数を示す．
V100 においても，ほぼ同じ傾向を示している．各スレッドが利用できる 32-bit レジスタ数は最大 255





上でレジスタ数を制限するが，CUDAではカーネルに launch bounds (128,4)を付与し 128スレッ
ド 4ブロックで最低限動作する，つまりレジスタ数を 128に抑えてコンパイルして PTXコードが出力さ







メモリへのアクセスは，P100では常に L2キャッシュを経由するため，4 MiBしかない L2キャッシュ
に GPU上の全スレッドがデータを退避させることになり，性能低下に繋がると推察される．P100では
CUDA実装のようにカーネルを 2つに分割して，レジスタスピルの発生を回避したほうが高い性能を得




ノード数はこの半分であり，計算資源上の制約から P100は 8台，V100は 2台までの評価となる．計算
全体であることから，MPIによる通信や最小限の GPU-CPU間のメモリコピーなどが発生していること
に注意されたい．

















また図 6.9の通り，V100は P100に対して約 2.5倍の性能をステンシル計算で達成している．それぞ
れの GPU が持つ HBM2 のメモリバンド幅で比較すると，表 6.1 の通り V100 は P100 に対して約 1.5
倍のメモリバンド幅を持ち，ステンシル計算の性能が HBM2のメモリバンド幅の差よりも広がっている．
メモリバンド幅律速なアプリケーションにおいて，V100での実効性能が単純なメモリバンド幅の差より




82 cyclesから 28 cycles，L1キャッシュの転送スループットは 31.3 Bytes/cycleから 108.3 Bytes/cycle
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と実測値で約 3.4倍ほどの向上が報告されている [80]．本研究における性能評価では，スレッドブロック
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本研究で対象としている Intel Xeon Phi 7250 (KNL) と NVIDIA Tesla P100 (Pascal), Tesla V100




メモリバンド幅を示す [81, 73]．SKL の実効メモリバンド幅は NUMA を適切に制御して 1 ソケットの
値を記載し，理論性能は AVX-512動作時の周波数から求めている．Pascalと Voltaの各理論値は，すべ
て PCIeカードのプロダクトでの値を記載している．
ステンシル計算は，KNLが HPL性能比で約 38%に対して，Voltaは約 54.9%の実行効率を達成して
いる．KNLでの計算はMCDRAMで閉じており，Byte/FLOPが最も高いが，MCDRAMのメモリア
クセスレイテンシが DDR4 メモリに比べて高いことが一因と考えられる．Volta は Pascal に対しステ










Skylake-SP Knights Landing Pascal Volta
プロダクト名 Xeon Gold 6148 Xeon Phi 7250 Tesla P100 Tesla V100
理論性能 [GFLOPS] 1,024 3,046 4,800 7,000
HPL性能 [GFLOPS] 992.1 1,993.3 3,333.6 4,053.0
理論メモリバンド幅 [GB/s] 127.8 none 732 900
実効メモリバンド幅 [GB/s] 98.5 490.4 551.3 839.1
Byte/FLOP 0.096 0.160 0.114 0.119
TDP [W] 150 215 250 250
GFLOPS/W 6.82 14.16 19.2 28
ステンシル計算性能 [GFLOPS] 419.8 758.4 864.0 2,226.0
理論性能比 41.0% 24.9% 18.0% 31.8%
HPL性能比 42.3% 38.0% 25.9% 54.9%
ARTED相対性能 1.0 1.6 1.6 3.3
表 7.2 想定される計算ノード構成
Skylake-SP node Pascal node Volta node
CPU Xeon Gold 6148 ×2 Xeon Gold 6148 ×2 Xeon Gold 6148 ×2
GPU – Tesla P100 ×2 Tesla V100 ×2
総理論性能 [GFLOPS] 2,048 11,648 16,048
総実効メモリバンド幅 [GB/s] 197 1,299.6 1,875.2
総 TDP [W] 300 800 800













GPUはどちらも 250 Wと比較的高い TDPを持つが，電力効率は KNLに比べて高い．対して SKL
の電力効率は最も低く，動作周波数が演算コア数の増加と反比例せずに維持されていることが要因と考え
られる．各プロセッサは単独で用いられることは少なく，複数台で計算ノードが構築される．表 7.2に，
同水準の CPUを GPUのホストプロセッサとした場合の，現実的な CPUクラスタと GPUクラスタに
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表 7.3 GPUに要した追加実装 (SLOC: source lines of code)
SLOC 関数定義数 OpenACCディレクティブ行数
OpenACC/Fortranの追加実装 844 17 152
+ CUDA/Cの追加実装 + 406 + 15 + 2
おける計算ノードの性能と電力効率について示す．Xeon Phiノードは Oakforest-PACSや Coriなどが
プロセッサ 1台で計算ノードを構成しているため，値は表 7.1と同一である．同表では，SKLプロセッサ
が 2台で，GPUは InfiniBandといった通信デバイスとの共存 (PCIeレーン数の制限) から各 CPUに 1
台接続される構成を想定した．SKLの電力効率の低さが影響し，P100や V100の電力効率はプロセッサ








Xeon Phiや Xeon CPUの性能評価では，すべて同じ OpenMP+MPI実装が使われている．ステンシル









発することは非常に稀である．結局 “GPU 実装” は，既存の CPU 実装に対し，GPU への最適化と制
御コードを追加して GPU に対応することを意味し，ソフトウェア規模を増加させる．OpenMP 4.0 の
アクセラレータ拡張による実装も考えられるが，OpenACC と同様に並列化モデルに合わせた最適化
が必要となるため，ソフトウェア規模の増加を解決できない．本研究でコデザインのターゲットとした
ARTEDも，もとより OpenMP+MPIで実装され，本研究遂行の過程で OpenMP+MPI実装 (CPU) ，
OpenMP+MPI+OpenACC/CUDA 実装 (GPU) をひとつのソフトウェアパッケージとして提供した．
本研究で最適化した OpenMP+MPI実装に対して，GPU実装によるソフトウェア規模の増加を評価す
ることで，GPU実装コストを数値化する一助となる．






























と Xeon Phiが何らかの NOC (Network on Chip) で接続され，アプリケーションの制御を Xeon CPU，
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に応じた計算の最適化であるため，どの命令セットにおいても最適化で考慮するべき内容はほぼ同一と考
えられる．2020年以降に実現される予定のポスト「京」コンピュータでは，512-bit長の SIMD命令と


















されているものの，OpenACC/Cしかサポートしていない．GCCは OpenACCと OpenMP 4.0のアク

















Many-core CPU GPU Accelerator 評価方法
実性能 ⃝ ⃝ HPL性能より
協調開発 ! △ 保守性と拡張性より
可搬性 △ ⃝ 将来のシステム予測より
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表 7.5 アーキテクチャ間評価
Traditional CPU Many-core CPU GPU Accelerator
逐次処理性能 ! △ ×
並列処理性能 ⃝ ! !
理論性能 ⃝ ! !
実行効率 ! ⃝ ⃝
電力効率 × ⃝ !
アプリケーション OpenMP+MPI OpenMP+MPI OpenMP+MPI+OpenACC
開発コスト 従来実装を維持可能 積極的な並列化が必要 並列構造の変更が必要
システム 理論性能と電力効率の 理論性能と電力効率の 別途ホスト CPUが必要
開発コスト トレードオフ のトレードオフ
メリット 電力効率を考慮しなければ 最適化ができれば 開発コストを考慮しなければ
高い実行効率を達成可能 電力効率と性能を両立可能 性能と電力効率を両立可能

























的に高い．東京工業大学の TSUBAME 3.0や筑波大学の HA-PACSなど，ノードあたり GPU 4台など
の高集積クラスタが多く実装され，ノードあたりの性能と価格が上昇傾向にある．例えば 2018年 6月の



























また，同最適化で 8× 4の正方行列を生成したが差分の深さが 4でない場合，深さ N とすると，2N ×N
の行列を生成するように修正し，深さ 4以外のステンシル計算に対応可能である．
周期境界条件を含む複雑な近傍点インデックス計算のベクトル化は，非常に問題依存の最適化で，各次






































































である Knights Landingにおいて，HPL性能比でおよそ 38%の実行効率を獲得した．メニースレッド
への最適化や，ヘテロジニアス環境におけるロードバランスなどの最適化を行い，Ivy-Bridge + Knights
Corner クラスタと Knights Landing クラスタの性能を引き出した．世界最大規模の Knights Landing
クラスタである Oakforest-PACSでは，核となるハミルトニアン計算で 4 PFLOPS，HPL比で約 30%
の実行効率を達成し，高いスケーリング性能を示した．



































題が発生しうる可能性が大いにあり，東京工業大学の TSUBAME 3.0や産業技術総合研究所の ABCIシ
ステムなど，大規模 GPUシステムでの性能評価が必要である．
現在は，ARTEDをベースとした光科学アプリケーション SALMON (Scalable Ab-initio Light-Matter
simulator for Optics and Nanoscience) の開発がオープンソースソフトウェアとして進められており，
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