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Phase diagram of exciton condensate in doped two-band Hubbard model
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Using the dynamical mean-field approximation we investigate formation of excitonic condensate
in the two-band Hubbard model in the vicinity of the spin-state transition. With temperature
and band filling as the control parameters we realize all symmetry allowed spin-triplet excitonic
phases, some exhibiting a ferromagnetic polarization. While the transitions are first-order at low
temperatures, at elevated temperatures continuous transitions are found that give rise to a multi-
critical point. Rapid but continuous transition between ferromagnetic and non-magnetic excitonic
phases allows switching of uniform magnetization by small changes of chemical potential.
PACS numbers: 71.35.Lk,71.27.+a,05.30.Jp,75.45+j
I. INTRODUCTION
Strongly correlated fermions attract interest for their
strong response to various external perturbations. This
feature is often connected to existence of competing
phases which can be switched by small changes of phys-
ical parameters. One way to materials with rich phase
diagrams is to look for ordered states characterized by or-
der parameters with complex structure. A prototypical
example is superfluidity of 3He where the order param-
eter is a complex 3 × 3 matrix, resulting in numerous
thermodynamic phases1. Common types of order such
as charge and spin density waves or s-wave supercon-
ductivity usually support only a single phase for a given
translational symmetry. Ordered states that allow mul-
tiple phases such as p-wave superconductor or excitonic
condensate (EC) are more exotic.
The idea of excitonic instability at the semiconductor-
semimetal transition was introduced by Mott in 19612
and the early developments on the topic were summa-
rized by Halperin and Rice3,4. More recently the EC
concept was used to study hexaborides5–8 and bi-layer
systems9–11, where the EC is driven by inter-atomic
Coulomb interaction. A possibility of EC driven by intra-
atomic Coulomb interaction was proposed recently for
5d4 and 3d6 perovskites.12,13
A minimal model of EC consists of two electronic
bands with a small gap/overlap close to half filling and
an inter-band Coulomb interaction providing the pair-
ing glue. The theory of EC is formally similar to the
theory of superconductivity. However, since the EC or-
der parameter is orbital off-diagonal it may possess both
the spin-singlet and spin-triplet components even when
being local (s-wave). For weak exchange, typical of
inter-atomic interaction, the singlet and triplet excitons
are of comparable energy and the order parameter has
four complex components4, allowing numerous thermo-
dynamic phases. In particular, excitonic ferromagnetism
may arise from mixing of the singlet and triplet pairing
states14. Strong ferromagnetic exchange, materialized in
intra-atomic Hund’s coupling, suppresses the singlet pair-
ing state. While the number of the permissible phases is
thus reduced it remains larger than one.
Starting with the early theoretical studies, the weak-
coupling approach leading to a BCS-like mean-field the-
ory has been used to describe the EC 5,8,15,16. The
strong-coupling approach was taken by Balents6. A spe-
cial instance of the strong-coupling EC theory is ob-
tained for bi-layer Heisenberg model treated in bond-
basis.17–19 Heavier numerical methods that do not rely
on expansions in the interaction strength have only re-
cently been employed. Rademaker et al.10,11 used quan-
tum Monte-Carlo and Kaneko et al.20 used variational
cluster approximation to investigate the EC in two-band
Hubbard model without the exchange interaction. Kunesˇ
and Augustinsky´ performed a dynamical mean-field cal-
culations on the two-band Hubbard model with strong
Hund’s exchange and found an excitonic instability close
to the spin-state crossover21. Subsequently the calcula-
tions were extended to study the physics of the ordered
phase below the excitonic Tc.
13 The role of Hund’s ex-
change in selecting the singlet and triplet EC order was
addressed in variational cluster study by Kaneko and
Ohta22.
The work reported in this Article is a continuation of
our effort to map the instabilities occurring in systems
close to the spin-state crossover as described by the two-
band Hubbard model. Close to the half-filling the physics
of the model is governed by the competition between the
crystal field and Hund’s exchange.23,24 In the vicinity
of the high-spin–low-spin crossover the degeneracy of the
corresponding atomic states leads to long-range ordering.
For strongly asymmetric bands, the system behaves as
the classical Blume-Emery-Griffiths model25 with high-
spin–low-spin order when on bipartite lattice.26 For less
asymmetric bands, the quantum effects gain on impor-
tance and the system becomes unstable towards excitonic
condensation.21 Due to its complex nature the excitonic
pairing allows several distinct thermodynamic phases. In
this work, we map out the EC phase diagram as a func-
tion of temperature and band filling. Going beyond the
previously studied doping levels we are able to observe
all the symmetry allowed phases. In particular, in ad-
2dition to the spin-density-wave phase observed close to
half-filling13,22 we observe two ferromagnetic phases.
II. COMPUTATIONAL PROCEDURE
We consider the two-band Hubbard model with
nearest-neighbor (nn) hopping on a bipartite (square)
lattice with the kinetic Ht and the interaction Hint =
Hddint +H
′
int terms given by
Ht =
∆
2
∑
i,σ
(
naiσ − n
b
iσ
)
+
∑
i,j,σ
(
taa
†
iσajσ + tbb
†
iσbjσ
)
+
∑
〈ij〉,σ
(
V1a
†
iσbjσ + V2b
†
iσajσ + c.c.
)
Hddint = U
∑
i
(
nai↑n
a
i↓ + n
b
i↑n
b
i↓
)
+ (U − 2J)
∑
i,σ
naiσn
b
i−σ
+ (U − 3J)
∑
iσ
naiσn
b
iσ
H ′int = J
∑
iσ
a†iσb
†
i−σai−σbiσ + J
′
∑
i
(
a†i↑a
†
i↓bi↓bi↑ + c.c.
)
.
(1)
Here a†iσ , b
†
iσ are the creation operators of fermions with
spin σ =↑, ↓ and nciσ = c
†
iσciσ. The parameters of the
Hamiltonian are the same as in Refs. 13,21: U=4, J=1,
∆ = 3.40, V1,2 = 0, ta = 0.4118, and tb = −0.1882. We
assume eV to be the unit of energy and express temper-
ature in Kelvin. The choice tatb < 0 ensures a ferro EC
order21 allowing us to work with a one-site unit cell.
The numerical calculations were performed in the dy-
namical mean-field approximation27,28 with the density-
density interaction Hddint only. The effect of adding
H ′int is considered in Section III F. The auxiliary impu-
rity problem is solved using the hybridization-expansion
continuous-time quantumMonte Carlo (CT-HYB)29,30 in
the so called segment implementation, modified to allow
off-diagonal hybridization. The spectral functions were
obtained with maximum entropy method.31
The convergence of the DMFT loop for parameters
close to the phase boundaries required several thousands
of iterations (typical value far from the boundaries was
20-40 iterations) and was usually checked by starting the
iterative procedure in both phases.
III. NUMERICAL RESULTS
In this section we present the DMFT results obtained
for the Hamiltonian Ht +H
dd
int. The variable parameters
are the temperature T and the hole doping nh. The
excitonic condensate can be characterized by a complex
2-component local order parameter φ = (φx, φy)
φγ =
∑
αβ
σγαβ〈a
i†
α b
i
β 〉, (2)
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FIG. 1: (color online) Dependence of the order parame-
ters |φ+| and |φ−| (top row) and the net magnetization (bot-
tom row) on the the doping nh (left) and chemical poten-
tial µ (right) for several temperatures. We point out that
nh-dependences for (nh, T ) falling into the phase separation
regime, which correspond to an unphysical (unstable) phase,
are not distinguished in the plot.
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FIG. 2: (color online) The temperature dependence of the
order parameters |φ+| and |φ−| (top) and the net magneti-
zation (bottom) at fixed doping. We point out that results
for (nh, T ) falling into the phase separation regime, which
correspond to an unphysical (unstable) phase, are not distin-
guished in the plot.
where σγ (γ = x, y) are the Pauli matrices. Through-
out the paper we will use the representation (φ+, φ−) =
(φx+iφy, φx−iφy)/2, which is more practical for our pur-
poses. Due to the symmetry of Hamiltonian (1) a varia-
tion of the phase of either φ+ or φ− generates degenerate
states. Different thermodynamic phases are, therefore,
distinguished by the amplitudes |φ+| and |φ−|.
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FIG. 3: (color online) The n(µ) dependence of the charge
density on the chemical potential for various temperatures.
The line are guides to the eye connecting the points linearly.
A. Order parameter and magnetization
In Figs. 1a, 2a we show the evolution of |φ+| and
|φ−| along several constant–nh and constant–T scans.
Four distinct phases can be identified: i) the normal (N)
phase |φ+| = |φ−| = 0, ii) the linear (L) excitonic phase
|φ+| = |φ−| 6= 0, iii) the circular (C) excitonic phase
|φ+| = 0, |φ−| 6= 0 and iv) the elliptic (E) excitonic phase
0 6= |φ+| 6= |φ−| 6= 0. For each (nh, T ) pair we found a
unique solution. This is, however, not the case for fixed
chemical potential µ at low temperatures. In Fig. 3 we
show the electron density per atom N as a function of
µ. The plot reveals that some solutions obtained at con-
stant nh are unstable (negative compressibility). Using
the Maxwell construction we can identify the charge sep-
aration regions and the first-order transition lines. The
order parameter as a function of µ is shown in Fig. 2b.
The C and E phases exhibit a finite uniform magneti-
zation 〈mz〉 shown in Figs. 1c,d and Fig. 2b. The ordered
magnetization exhibits several unusual features. While φ
follows the square root (1− TTc )
1/2 dependence expected
of a mean-field order parameter, 〈mz〉 ∼ 1 −
T
Tc
be-
haves linearly in the vicinity of the C/N boundary (black
line in Fig. 2b). Below the L/E boundary the 〈mz〉 ap-
pears to follow the square root dependence (orange line
in Fig. 2b). While these observations based on a few data
points are somewhat speculative we present supporting
physical arguments in the discussion. Another feature
we want to mention is the great sensitivity of 〈mz〉 to
variations of the chemical potential in the vicinity of the
E phase. This property could be used in construction
of devices where magnetization is controlled by a gate
voltage.
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FIG. 4: (color online) The evolution of one-particle spec-
tra with temperature at fixed doping of 0.12 holes/site. The
panels show the diagonal spectral functions Aαα(ω) (α = a↑,
a↓, b↑, b↓) at various temperatures (offset for clarity). The
temperature increases from the top (223.1 K) to the bot-
tom (828.6 K), the colors distinguish the different phases: N
(black; 828.6 K, 725 K, 594.9 K), L (red; 527.3 K, 464 K,
386.7 K), E (blue; 362.5 K), and C (green; 341.2 K, 290 K,
252.2 K, 223.1 K).
B. Spectral density
In Fig. 4 we show the evolution of the one-particle
spectral density as a function of T for fixed doping nh =
0.12. All the four phases are traversed as the temperature
is varied. Similar to the behavior of the undoped system,
reported in Ref. 21, the appearance of the off-diagonal
self-energy in the EC phase causes a dip in the spectral
function, a precursor of a gap. In the L phase the doping
prevents the chemical potential from being inside the gap.
In the C phase, the system approaches a half-metal-like
state where the condensed channel (a↓ and b↑ for |φ
−| 6=
0) is gapped and hosts one electron per site32, while the
uncondensed channel (a↑ and b↓) serves as an electron
reservoir. Note, nevertheless, that the changes to the
a↑ and b↓ spectral densities in the C phase go beyond a
simple rigid band shift of the corresponding normal phase
spectra. For non-zero cross-hopping V1,2 the condensed
and uncondensed channels cannot be strictly defined and
this picture applies only approximately.
C. Phase diagram
In Fig. 5 we summarize our main result, the phase
diagrams in the nh − T and µ − T planes. The un-
doped system undergoes a continuous transition to the
L phase where it stays down to the lowest studied tem-
perature (145 K). The instability of the normal phase
shifts to lower Tc with doping and excitonic phase disap-
pears completely above 0.17 holes/site. The continuous
N/L transition changes into a continuous N/C transition
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FIG. 5: (color online) Top: the phase diagram in the density-
temperature (nh − T ) plane. The symbols correspond to the
parameters where actual calculations were performed. The
circles mark stable solutions while the crosses the thermody-
namically unstable ones. The colors code the thermodynamic
phases: N (open circles), L (red), E (blue), and C (green) The
lines mark the estimated phase boundaries corresponding to
continuous transitions (solid) and the phase separation region
(dotted). Bottom: the corresponding phase diagram in the
µ− T plane. The solid lines mark the continuous transitions,
while the dotted lines the first order ones.
around the doping of 0.145 holes/site. At even higher
dopings the N/C transition becomes first-order. The E
phase is found in a narrow wedge between the L and C
phases. Below approximately 190 K the E phase disap-
pears and the system evolves between L and C phases
through a first-order transition.
All four phases appear to come together at a multi-
critical point (nh, T ) ≈(0.145,430 K). It is not possible
for our numerical method to capture details of this re-
gion, e.g., to exclude a short but finite E/N boundary.
Nevertheless, we present an analysis based on the Lan-
dau theory, which supports the phase diagram as drawn
in Fig. 5.
(a) (b)
FIG. 6: The two possible shapes of the phase boundaries in
the vicinity of the multi-critical point. (a) A first-order transi-
tion between C and L phases, (b) two second-order transitions
with E phase in between. The second-order transition lines
(or the boundaries of the co-existence region) approach the
multi critical point with the same slope.
D. Landau functional
The symmetry of our model restricts the form of the
Landau functional to
F (|φ+|, |φ−|) = α
(
|φ+|2 + |φ−|2
)
+ β0
(
|φ+|2 + |φ−|2
)2
+ β1
(
|φ+|2 − |φ−|2
)2
+ . . . ,
(3)
where the higher oder terms contain all powers of |φ+|2+
|φ−|2 and even powers of |φ+|2 − |φ−|2. The terms up
to 4th order in φ are sufficient to show that for a finite
β1 a continuous transition to either C phase (for β1 <
0 and β0 > −β1) or L phase (for β1 > 0 and β0 >
0) is obtained. The L/N and C/N second-order phase
boundaries, therefore, meet at a single point (β1 = 0).
The critical end point of the C/N boundary corresponds
to β0 = −β1.
The analysis of the phase diagram in the vicinity of
the multi-critical point β1 = 0 is more complicated and
involves the terms up to order φ8. We postpone the de-
tails to the Appendix and here present only the main
result. The functional form (3) restricts the behavior
in the vicinity of the multi-critical point to two possi-
bilities shown in Fig. 6: i) a first-order transition be-
tween the C and L phases, ii) two continuous transitions
with an intermediate E phase. Moreover, the C/E and
L/E boundaries approach the multi-critical point with
the same slope. The terms up to the 8th order decide
which of the two scenarios is realized. In our model the
numerical data show a clear preference for the scenario
(ii).
E. Symmetry considerations
Another way to gain insight into the possible phases of
the studied model is to analyze the transformation prop-
erties of the order parameter φ under the symmetries of
the Hamiltonian (1). We will also consider the qualitative
changes to the phase diagram when external magnetic
field or cross-hopping V1,2 is added. The Hamiltonian
5(1) is invariant under a phase change in any of the four
spin-orbit flavors. In addition there is a discrete Z2 sym-
metry with respect to a pi-spin-rotation (simultaneous in
the a and b orbitals) about an arbitrary axis perpendicu-
lar to z-axis. Taken together the symmetry group can be
written as Γ = Uca(1)×Ucb(1)×{[Usa(1)×Usb(1)]⋊Z2},
where the first two factors correspond to conservation of
charge in the a and b-channels, the latter two U(1) factors
correspond to conservation of the z-component of spin in
the a and b-channels and form a semi-direct product with
the Z2 group containing the pi-spin-rotation, e.g., {I, σx}.
The order parameter transforms as
R(ϕ)
(
φ+
φ−
)
= ei(ϕca−ϕcb)
(
ei(ϕsa+ϕsb)φ+
e−i(ϕsa+ϕsb)φ−
)
σx
(
φ+
φ−
)
=
(
φ−
φ+
) (4)
under the rotations (phase variation) R and the pi-spin-
rotation about the x-axis.
Distinct phases can be found by inspecting the opera-
tions which leave the order parameter φ invariant. Be-
sides the trivial solution corresponding to the normal
phase there are three distinct solutions: (i) 0 6= φ+ 6=
φ− 6= 0, implying ϕca = ϕcb and ϕsa = −ϕsb , yields
the E phase with residual symmetry U(1) × U(1); (ii)
φ− 6= φ+ = 0, implying ϕca − ϕcb − ϕsa − ϕsb = 0,
yields the C phase with residual symmetry U(1)×U(1)×
U(1); (iii) |φ+| = |φ−| 6= 0, implying ϕca = ϕcb and
ϕsa = −ϕsb , yields the L phase with residual symmetry
U(1) × [U(1) ⋊ Z2]. The Z2 symmetry of the L phase
arises from a pi-spin-rotation along the axis parallel to
φ. While ’direction of φ’ is not well defined in general
as one needs two real vectors to capture the information
contained in φ, the property |φ+| = |φ−| of the L phase
implies that φ can be written as a real vector times a
phase factor.
The effects of an external magnetic field along the z-
axis and the cross-hopping are easily seen. With non-zero
external field the Z2 factor in Γ disappears and thus the
L and E phase are not distinguished anymore. With non-
zero cross-hopping the symmetry of the Hamiltonian Γ
reduces to U(1)× [U(1)⋊Z2] (corresponding to applying
a condition ϕca = ϕcb and ϕsa = ϕsb). As a result the C
and E phases are not distinguished any more.
F. Rotationally invariant interaction
While the presented calculations were performed with
density-density interaction Hddint only, real materials usu-
ally possess the full spin rotational invariance, which
is restored by the first term of H ′int. It is therefore
important to show that including H ′int does not lead
to qualitatively different results. Considering H ′int we
have to distinguish the case with (J ′ 6= 0) and without
(J ′ = 0) pair-hopping, which breaks the separate conser-
vations of a and b charge. The symmetry of Hamiltonian
(1) with H ′int is U(1) × SU(2) in the former case and
U(1)× U(1)× SU(2) in the latter one. We will consider
the latter case and show that it leads to the same phases
as the density-density interaction with no cross-hopping.
First, we discuss the Landau functional. Treating φ as
a 3-dimensional complex vector the Landau functional
must be a rotationally invariant function of two vectors
F (φ¯,φ), which implies that its Taylor expansion must be
a polynomial in φ¯·φ¯, φ·φ and φ¯·φ.33 Moreover, F (φ¯,φ)
must be invariant with respect to the overall phase of φ
(due to V1,2 = 0 and J
′ = 0). This reduces the expansion
of F (φ¯,φ) to a polynomial in φ¯ · φ and |φ¯ ∧ φ|2. With
the z-axis parallel to i(φ¯ ∧ φ) (or any normal to φ in
case the wedge product is zero) the two terms yield the
|φ+|2+ |φ−|2 and (|φ+|2−|φ−|2)2 and the equivalence to
(3) becomes explicit.
Using the same choice of the coordinates we can repeat
the discussion from the previous section. For |φ+| 6= |φ−|
only rotations about the z-axis can preserve φ and thus
we can use expression (4). However, since the spin-flip
term does not allow independent spin rotations about the
z-axis we have to assume ϕsa = ϕsb ≡ ϕs from the be-
ginning. The symmetries of the E phase thus must fulfill
ϕs = 0 and ϕca = ϕcb , i.e., only U(1) symmetry corre-
sponding to the conservation of total charge is preserved.
The invariance of φ in the C phase is less restrictive. The
condition ϕca − ϕcb − ϕs = 0 leads to residual symme-
try U(1)×U(1) allowing also spin rotations accompanied
by change of the relative phase of the a and b orbitals.
As in the density-density case, non-zero cross-hopping or
pair-hopping removes the distinction between the C and
E phases. Finally, if φ¯ ∧ φ = 0 we can choose the z-
axis parallel to φ¯ + φ, in which case the only non-zero
component of φ, φz ∼ a
†
↑b↑ − a
†
↓b↓, is invariant under
U(1)×U(1) corresponding to z− axis spin rotation (be-
sides the overall phase change), which correspond to the
Z2 symmetry of the L phase in the density-density case.
Note, that the non-trivial U(1) symmetries of the C and
L phase are different. While the former one contains
spin-rotations about an axis perpendicular to φ com-
bined with orbital phase transformations, the latter one
consists of pure spin-rotations about an axis ’parallel’ to
φ.
While the same excitonic phases exist in the model
with and without H ′int the space of low-energy fluctua-
tions of the order parameter, which reflects the broken
symmetries, will be quite different in the two cases. Since
our numerical method does not treat these fluctuations
we do not discuss them here.
IV. DISCUSSION
The above numerical results have demonstrated the
rich phase diagram of the excitonic condensate. The
key feature allowing the various phases is the orbital-off-
diagonal character, which renders the order parameter
complex. Were the order parameter real, such as the
6usual spontaneous magnetization, only one phase would
have been possible since all real magnetization vectors of
the same magnitude can be connected by some spin ro-
tation (This does exclude multiple phases with different
translational symmetry, e.g., ferro and antiferro). This
is not true for complex vectors. To see this, one can con-
sider the vector product φ¯ ∧ φ, which is invariant under
rotations as well as overall phase transformation. Two
states characterized by order parameters with the same
magnitude |φ|2 but different φ¯∧φ cannot be transformed
into one another by a symmetry operation of the Hamil-
tonian. It is easy to see that the L phase corresponds to
φ¯ ∧φ = 0, while for the C phase |φ¯ ∧φ| = |φ|2.
How do the different EC states look like in the direct
space? Halperin and Rice4 have shown that exciton con-
densation in the spin-triplet channel gives rise either to
a spin-density or a spin-current-density wave. Assuming
real Wannier orbitals ψa(r) and ψb(r), and neglecting
(although this is not essential) the overlap density of or-
bitals on different sites, the exciton condensation gives
rise to the spin-density Sα(r) and the spin-current den-
sity Jαβ(r)6
Sα(r) = 2ψa(r)ψb(r)Reφ
α
Jαβ(r) = (ψa(r)∂βψb(r) − ψa(r)∂βψb(r)) Imφ
α.
(5)
on each lattice site. In our model with Hddint only, the
spin polarization is confined to x–y plane. Note that the
total integrated spin moment or integrated spin current
in (5) are zero. Real φ thus gives rise to magnetic mul-
tipoles, precise form of which depends on the shapes of
orbital ψa(r) and ψb(r). However, since the low lying
excitations in general do not correspond to direct space
rotations of these multipoles, we do not find it useful to
speak about multipole order. In fact, in the present case
with V1,2 = 0 a spin-density state can be continuously
’rotated’ into a spin-current state, by varying the phase
of φ, without any energy cost. In the L phase, all Carte-
sian components of φ can be made simultaneously real
or imaginary, thus corresponding to a purely spin-density
or a spin-current state. Non-zero cross hopping V1,2 re-
moves the degeneracy of spin-density and spin-current
states.5,21
In the C and E phases, on the other hand, a finite
phase difference between the Cartesian components of φ
implies that both the spin density and spin current must
be simultaneously present. In these phases, breaking of
the Z2 symmetry in the Hamiltonian with H
dd
int only gives
rise to a net spin moment along the z-axis. In case with
SU(2) symmetry of the Coulomb interaction, φ can point
in arbitrary direction and the net spin moment is paral-
lel to iφ¯ ∧ φ. As discussed in detail by Balents5 this
ferromagnetic phase is distinct from the excitonic ferro-
magnetism proposed by Volkov et al.14 which arises from
mixing of spin-singlet and spin-triplet orders. Such mix-
ing is possible only for small exchange J .
The present ferromagnetic order is induced by the ex-
citon condensation in the sense that the normal phase
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FIG. 7: The magnitude of the order parameter√
|φ+|2 + |φ−|2. Along the same constant T (right) and con-
stant nh (left) scans as in Figs. 1 and 2. The arrows mark the
narrow region of the E phase.
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FIG. 8: The internal energy per site as a function of temper-
ature along the nh = 0.12 scan through the phase diagram.
The colors of the error bars code the phases as in Fig. 5. The
lines represent quadratic fits to the N, L and C phases.
is not close to a ferromagnetic instability. The magni-
tude of the ordered moment is very small compared to
the transition temperature, given there is no geometric
frustration in the system. The magnetization close to the
N/C boundary follows a linear 1− TTc dependence rather
than the square root (1− TTc )
1/2 behavior expected of the
mean-field order parameter, obeyed by φ−. This behav-
ior is easily understood in both weak and strong coupling
mean-field theories which give 〈mz〉 ∼ |φ
−|2 in the lead-
ing order of the perturbation theory in φ−.
The fundamental nature of φ as an order parameter
can be also seen in Fig. 7 where we plot the magni-
tude |φ|2. Both the constant–nh and constant–T scans
show that the L–E–C transition can be viewed as a rota-
tion of the vector (|φ+|, |φ−|). This is particularly so in
the vicinity of the multi-critical point. This observation
shows that our numerical data are consistent with the
Landau theory and that at the multi-critical point the
system has higher symmetry than the Hamiltonian (1).
What determines the stability of the different phases
7on the microscopic level? Close to the multi-critical point
one can expect separation of energy scales responsible for
the condensation itself and for selecting of a particular
phase. This separation is clearly visible in Fig. 8 where
the internal energy across all the phases is shown along a
constant–nh = 0.12 scan. While there is a distinct kink
at 790 K where the exciton condensation takes place, the
L/E and E/C transitions are hardly discernible within
our numerical accuracy.
It is not possible to link the different excitonic phases
to particular terms in Hamiltonian (1) in general. It is,
nevertheless, instructive to discuss the strong and the
weak coupling limits even though, given we are dealing
with doped systems, they may provide only a qualitative
insight. The strong-coupling Hamiltonian of Ref. 21
Hddeff =
∑
i
µni +K⊥
∑
ij,s
d†i,sdj,s +
∑
〈ij〉
(
K‖ninj +K0S
z
i S
z
j
)
+K1
∑
〈ij〉,s
(
d†i,sd
†
j,−s + di,sdj,−s
)
(6)
describes two flavors s = ±1 of bosons with the hard-
core constraint ni =
∑
s d
†
i,sdi,s ≤ 1, corresponding to
HS states created by d†1 = a
†
↑b↓ and d
†
−1 = a
†
↓b↑ out of the
LS vacuum. Responsible for condensation of the excitons
is the hopping term proportional to K⊥. This term, how-
ever, has a higher symmetry than Hamiltonian (1) and
does not distinguish between excitonic phases. The sta-
ble phase is therefore selected by theK0 andK1 terms. If
negative the spin exchange term K0 favors the ferromag-
netic C phase, while positive34 K0 favors the unpolarized
L phase. The K1 term, present only for V1,2 6= 0, yields
zero contribution to 〈di,s〉〈dj,−s〉 in the C phase, while in
the L phase this contribution can be made negative by
proper choice of the phase of 〈di,s〉. The K1 term thus
favors the L phase. Strong coupling analysis of the case
J ≪ K0,K⊥, which requires inclustion of the spin-singlet
bosons, can be found in Ref. 5.
In the weak coupling limit the excitonic condensation
is driven by the (U − 2J)naiσn
b
i−σ term in (1). The repul-
sion between electrons in the same orbital Unai↑n
a
i↓ favors
the polarized C phase over L phase since the expectation
value 〈nai↑n
a
i↓〉 vanishes in the former.
We close the discussion by a technical remark. While
the exciton condensation is obtained also in a static
Hartree theory, the full treatment of the local dynamics is
crucial to obtain the different excitonic phases. Our brief
experimenting with Hartree theory revealed a strong bias
towards the polarized C phase, which can be traced back
to the minimization of 〈nai↑n
a
i↓〉. In a static theory this is
achieved by polarizing the system while in the dynamic
theory these terms are strongly suppressed already in the
normal phase.
V. CONCLUSIONS
Using dynamical mean-field theory we have investi-
gated phase diagram of two-band Hubbard model with
strong Hund’s coupling in the regime of excitonic insta-
bility. The spin-triplet orbital-off-diagonal order param-
eter allows several thermodynamic phases. Varying tem-
perature and the chemical potential of the system we
have observed all the symmetry allowed phases includ-
ing those with induced ferromagnetic polarization. The
transitions at low temperatures are of the first order ac-
companied by a charge separation. At intermediate tem-
peratures, however, the transitions become continuous.
The ferromagnetic polarization exhibits a large reversible
response to small changes of the chemical potential in
this regime. This effect can be used to construct devices
where magnetization is switched reversibly by means of
a gate voltage.
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Appendix A
In order to analyze the behavior of (3) in the vicinity
of the multi-critical point we write the functional to the
8th order in φ and use polar coordinates in the |φ+|–|φ−|
plane:
F (η, t) = αη + β0η
2 + γ0η
3 + δ0η
4+(
β1η
2 + γ1η
3 + δ1η
4
)
C(t)2 + δ2η
4C(t)4
|φ+| = η
1
2 cos(t), |φ−| = η
1
2 sin(t),
(A1)
where C(t) = cos(2t). For sufficiently small α and β1,
F (η, t) has approximately the form of a Mexican hat with
the radial minima η˜(t) on a circle η˜(t) = − α2β0 . The terms
containing C(t) cause a deformation of η˜(t) from the cir-
cular shape and lift the degeneracy of F along η˜(t). Our
strategy will be to analyze this effect in different orders of
α. Behavior of the stationary points of F (η, t) depends
on the direction in which the limit β1 → 0, α → 0
− is
taken. We specify the limit by introducing a parameter
Λ: β1 = Λα.
The variation of Landau functional along the contour
of radial minima η˜(t) is given by F˜ (t) ≡ F (η˜(t), t). The
η˜(t) itself fulfills the equation
∂ηF (η˜(t), t) = 0. (A2)
8Solving (A2) in the form of a power series η˜(t) = K(t)α+
L(t)α2 +M(t)α3 we get
K(t) = −
1
2β0
L(t) =
1
8β30
(
−3γ0 + 4Λβ0C(t)
2 − 3γ1C(t)
2
)
M(t) =
1
16β50
(
−9γ0 + 4β0δ0 + 18Λβ0γ0C(t)
218γ0γ1C(t)
2+
+4β0δ1C(t)
2 − 4Λ2β20C(t)
4 − 9γ21C(t)
4 + 4β0δ2C(t)
4
)
.
(A3)
Substituting this expansion into (A1) we arrive at the
expansion of F˜ (t)
F˜ (t) =
2Λβ0 − γ1
8β30
α3C(t)2
+
2β0 (6Λγ0 + δ1)− 9γ0γ1
32β50
α4C(t)2
−
16Λ2β20 + 9γ
2
1 − 4β0 (6Λγ1 + δ2)
64β50
α4C(t)4 + o(α5),
(A4)
where we have dropped the t-constant terms. For a gen-
eral Λ, C(t)2 appears in the order α3 while C(t)4 appears
first in the order α4. Therefore, with the exception of
Λ = γ02β0 where the α
3 term in (A4) vanishes, the C(t)2
term is dominant for a sufficiently small α. C(t)2 has a
unique minimum either at t = 0 or at t = pi/4, depend-
ing on the sign of the prefactor. The functional (A1) in
this limit thus yields a single stable phase - the C phase
(t = 0) for 2Λβ0− γ1 < 0 and L phase for 2Λβ0− γ1 > 0.
Varying Λ across the Λ = γ02β0 the minimum and maxi-
mum of F˜ (t) switch and there is a transition between the
C and L phases.
This transition can happen in one of two distinct ways,
see Fig. 6. To see this we keep α fixed (and sufficiently
small so that all o(α5) terms in F˜ (t) are irrelevant). In
a narrow interval of Λ (of the width of order α) in the
vicinity of Λ = γ02β0 the α
3 contribution to F˜ (t) vanishes
and F˜ (t) has the form aC(t)2+bC(t)4 with coefficients a
and b of comparable sizes. This angular form offers only
three possibilities for its stationary points: i) the only
stationary points are at t = 0 and pi/4, in which case one
of them must be maximum and the other one minimum
corresponding to a single stable phase, either L or C,
ii) there is a single local maximum between 0 and pi/4,
in which case there must be local minima at 0 and pi/4
corresponding to L and C phases being simultaneously
stable, iii) there is a single local minimum between 0 and
pi/4 corresponding to the E phase, in which case there
must be local maxima at 0 and pi/4 and thus E being the
only stable phase. While (i) includes the case where the
C(t)2 term is dominant, the transition between the C and
L can only take place by passing through (ii), i.e., a first
order transition, or (iii), i.e., two continuous transitions
with an intermediate E phase.
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