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Abstract    Case-Based Reasoning is a methodology that uses information that has 
been considered as valid in previous situations to solve new problems. That use of 
the information allows CBR systems to be applied to different fields where the re-
utilization of past good solutions is a key factor.  In this paper some of the most 
modern applications of the CBR methodology are revised in order to obtain a 
global vision of the techniques used to develop functional systems. In order to 
analyze the systems, the four main phases of the CBR cycled are considered as the 
key elements to organize an application based on CBR.  
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1   Introduction 
Case-Based reasoning (CBR) is one of the paradigms developed by artificial intel-
ligence in order to build intelligent knowledge-based systems. CBR has received a 
great deal of attention in recent years and has been successfully used in a great va-
riety of areas. 
CBR systems are normally structured following the classic CBR cycle. That 
structure is composed of four main phases: retrieval, reuse, revision and retention. 
Those four phases are a way of organize the process used to solve problems by 
human beings. This paper follows the CBR cycle structure with the aim of explain 
the modern approaches to the methodology used to face different problems, and 
concentrates in problems with big amount of data or distributed applications. 
2   Case Based Reasoning Systems 
CBR system requires efficient techniques for several important subtasks, such as 
organizing and maintaining the case base, retrieving cases (which are maximally 
similar to the problem) from the case base, and adapting stored cases to the prob-
lem at hand. The basic inference mechanism underlying CBR, where the concept 
of similarity plays a major role, is built upon the principle of instance based learn-
ing and nearest neighbor classification.  
2.1   Case definition and case base creation 
The first steps in the design of a CBR application must consist in a transformation 
of the information available into a structure, into cases. In textual case bases, it is 
sometimes necessary to extract knowledge from the data before creating the case 
base [1]. Once the knowledge is obtained, it can be structured into the case base. 
Every new element is part of one or more of the pieces of knowledge previously 
identified, and then, the case is formed by the separated pieces that has inside it.  
In medical applications, the case must include values referred to the patient, but 
also associated with the clinical evolution of the patient [2]. It is also interesting to 
include a reputation value, which is increased every time a case is recovered from 
the case base and used, every time the expert considers that the case is useful. 
When the information to be transformed into cases contains a great amount of 
words, it is necessary to parse the original data [3] in order to obtain the list of 
terms used to create the cases. In some occasions, the information can be consid-
ered as hard to model, but after an analysis, it can be transformed into numerical 
variables [4] with what is quite easier to generate cases. 
2.2   Recovering the data from the case base 
When a new problem appears, a selection of cases are recovered from the case 
based and will be used to solve that new problem. If the amount of variables is 
quite big, it is necessary to select which ones will be used to select the similar cas-
es from the case base [2]. A two steps procedure occurs so first the interesting va-
riables must be chosen, and then, the search in the case base of the most similar 
cases according to those variables. If different features are considered when defin-
ing the case base, they must all be considered when obtaining similar cases from 
the case base. In this kind of situations different metrics can be done to calculate 
the similarity of the different features [4], and then create a combined similarity 
metric that integrates all the metrics used. 
In some circumstances, a previous search of context is done [5], to obtain a va-
riety of cases that are used to perform a second and more specific search.  
If the problem introduce in the system implies considering different scenarios, 
multiple retrievals can be done [6]. In this kind of situations the original problem 
introduced in the system defines the start point of the search and from that point 
and looking for in different directions, different sets of cases are recovered from 
the case base, in order to generate a complete perspective of the problem. 
2.3   Adaptation of the retrieved cases 
Transforming the recovered cases from the case base is the solution generator for 
the CBR systems. From the collection of cases retrieved from the cases base, a 
new solution must be generated in order to solve the proposed problem. Numeric 
situations, like those used in microarray problems, can be reused thru neural net-
works like Growing Cells Structures [7], where the aim is to cluster the retrieved 
information. Another way to use neural networks to adapt the retrieved informa-
tion is to change the weight of the connection between the neurons depending on 
the retrieved cases [8]. Changing the weights allows the system to adapt the solu-
tion to the problem, as the retrieved cases will depend directly on the proposed 
problem. 
If the problem to be solved may belong to more than one field of knowledge, 
and there may be more than one case base, a good solution can be to adapt the re-
trieved cases, from the different case bases, according to the characteristics of the 
problem [9]. In this case, neural networks were used to recover the data from the 
different case bases, and machine learning algorithms combined the retrieved cas-
es in order to adapt those cases to the proposed problem. 
When using genetic algorithms, the reuse may help to reduce convergence time 
if considering previously working solutions [10]. This approach may be applied to 
different fields where evolutionary algorithms are useful but slow. 
2.4   Review of the proposed solution 
When a solution is generated by a CBR system, it is necessary to validate the cor-
rection of that solution. This may be the most complicated phase of the cycle. In 
crucial fields, such as medical applications, it is normal to trust an expert in order 
to finally accept a solution [11]. Then, after being accepted by the corresponding 
expert, next time it will be considered as a better solution, being chosen from the 
case base with a higher probability. 
Changing the values proposed by the system to others similar but not equal is a 
technique also used to revise the correction of a solution [12]. If the solution gen-
erated by the similar values is not better than the proposed one, then the chosen 
one is a good solution for the problem. Genetic algorithms are also used to revise 
the correction of the solutions [13]. After running those algorithms, the solutions 
can be accepted, and added to the case base. 
2.5   Storage of the solution and maintenance of the case base  
In most cases there a big amount of information is stored in the case base and it is 
not necessary to store every valid case, thus the information could be too redun-
dant. In those situations a conditional retention is performed [14], keeping the new 
solution only if it is different enough to the closest existing case. 
Even when the proposed solution is considered as an eventually good solution 
to be stored in the case base, the growth of the case base can be counterproductive. 
In some case, where the amount of stored information is huge and when there 
must be an economy of resources in order to manage a reasonable case base, case 
base editing is necessary [15].  
When the case base grows to thousands of elements, it may be difficult to 
maintain it. Then dividing the case base in different parts with certain inner simi-
larity [16] can help to structure the store information and also to make future re-
trievals. Another strategy used to control the growth of the case base is to group 
cases into prototypes that include the common characteristics of a series of cases 
with no plenty of variability.  
Table 1.  Resume of strategies used in the four main phases of the CBR cycle.  
3   Resume of solutions 
After analyzing the main phases of the CBR cycle, it is necessary to clearly 
resume the various techniques used to improve the capabilities of each one, de-
Phase Strategies 
Case Definition 
o Numerical list of parameters 
o List of abstract concepts extracted from textual information 
Retrieval 
o Metrics 
o Two steps search 
Reuse 
o Collaboration between algorithms 
o Transforming neural networks 
Revision 
o Experts 
o Alternative structures 
Retention 
o Eliminate redundant data 
o Division of the case base 
pending, in most of the cases, on the problem to be solved or on the type of data 
managed. Retrieval and reuse are the two phases where more improving efforts 
have been expended. Those are the phases where the quality of the information is 
checked. Table 1 shows a resume of the solutions used in every phase.   
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