In this paper we develop a coupled analytical model for salinity and tidal propagation in estuaries where the cross-sectional area varies exponentially. A simple analytical model for tidal dynamics has been used to estimate the tidal excursion, which has an important influence on the salt intrusion process since it determines the extreme salinities (i.e. salinity distribution for high water slack and low water slack). The objective of the coupling is to reduce the number of calibration parameters, which subsequently strengthens the reliability of the salt intrusion model. Moreover, the coupling enables us to assess the potential impacts of external changes, both human-induced interventions (e.g. dredging) and natural changes (e.g. global sea level rise), on the salt intrusion process. In addition, the fully analytical solution for hydrodynamics allows immediate estimation of the tidally averaged depth and friction coefficient for given water level recordings and salinity measurements. This is particularly useful when a geometric survey is not available. The coupled model has been applied to six previously unsurveyed estuaries in Malaysia and the results show that the correspondence between analytical estimations and observations is very good. Thus, the coupled model proves to be a useful tool to obtain estimates of salt intrusion in estuaries based on a minimum amount of information required and for assessing the effect of human-induced or natural changes.
Introduction
The longitudinal distribution of salinity and the maximum salt intrusion length in an estuary are important environmental concerns for policy makers and managers since they influence water quality, water utilization and agricultural development in estuarine environments and the potential use of water resources in general. To assess the effects of geometry, freshwater discharge and tide on the salinity distribution in an estuary, predictive analytical models can be useful, as they do not require as much data as numerical models and the parameters used are relatively easy to obtain. Such analytical models have been proposed by many researchers, such as Prandle (1981) , Savenije (1986 Savenije ( , 1989 Savenije ( , 1993b Savenije ( , 2005 Savenije ( , 2012 , Lewis and Uncles (2003) , O'Donnell (2007, 2009 ) and Kuijper and Van Rijn (2011) . These solutions are based on the steady-state conservation of mass equation, which indicates that the dispersive and advective transports of salt are in equilibrium and the effective longitudinal dispersion coefficient incorporates all mixing mechanisms, where the dispersion coefficient along the estuary axis is either constant (e.g. Gay and O'Donnell, 2007) or variable (e.g. Van der Burgh 1972 , Savenije 1986 . In this paper, we build on the salt intrusion theory developed by Savenije (1986 Savenije ( , 1989 Savenije ( , 1993b Savenije ( , 2005 Savenije ( , 2012 , which has been applied successfully to 17 different estuaries worldwide (Savenije 2005 (Savenije , 2012 . In addition, this theory was tested in the Mekong Delta branches in Vietnam (Nguyen and Savenije 2006) , the New York-New Jersey Harbor estuary in New York (Eaton 2007) , the Pungue estuary in Mozambique (Graas and Savenije 2008) , the Sumjin estuary in Korea (Shaha and Cho 2009) , the Yangtze estuary in China (Zhang et al. 2011) , and the Red River Delta branches in Vietnam (Nguyen et al. 2012) . Recently, this method has been tested in six previously un-surveyed Malaysian estuaries and the analytical results show good agreement with observations (Gisen et al. 2015) . Although the tidal dynamics has a substantial influence on the salt intrusion process, none of the above papers made the connection to the hydrodynamics.
It should be noted that many predictive analytical models are derived under tidal average (TA) conditions, while the salt intrusion reaches its maximum and minimum at high water slack (HWS) and low water slack (LWS), respectively. Hence, the salinity distribution curve for the TA situation should be shifted landward or seaward over half of the tidal excursion (i.e. the distance travelled by a moving particle between LWS and HWS) to obtain the curves for the HWS and LWS (e.g. Savenije 2005) . Unlike previous studies that generally assumed the tidal excursion to be independent of distance and requiring calibration, we propose coupling the salt intrusion model developed by Savenije (1986 Savenije ( , 1989 Savenije ( , 1993b Savenije ( , 2005 Savenije ( , 2012 to the hydrodynamic model proposed by Cai et al. (2012) and Cai and Savenije (2013) , where a simple analytical solution for the tidal dynamics can be used to predict the velocity amplitude and, hence, the longitudinal tidal excursion for given estuary shape, friction and tidal amplitude at the seaward boundary. The coupled analytical model proposed herein is an important extension of the original theory developed by Savenije (1986 Savenije ( , 1989 Savenije ( , 1993b Savenije ( , 2005 Savenije ( , 2012 .
This study aims to provide an analytical instrument that can be used to understand the influence of external changes, both human-induced interventions (e.g. dredging for navigational channels) and natural changes (e.g. global sea-level rise), on the salt intrusion process. We note that previous impact studies mainly focused on tidal dynamics (e.g. Van Rijn 2011 , Cai et al. 2012 , Cai and Savenije 2013 . With the coupled analytical model proposed herein, it is also possible to assess the effect of these external changes on the salt intrusion, which is particularly useful for the protection and management of the estuarine environment. Although most assessment studies have used numerical models (due to their convenience and high resolution), these models require intensive geometric information and detailed observations for calibration, which often makes them expensive and time-consuming. More importantly, they fail to provide insight into the underlying mechanisms, since they can only provide responses to input, even though sensitivity analysis can help explore the solution space. Conversely, analytical solutions are easy and quick to implement and, moreover, provide direct understanding of the basic mechanisms and direct insight into the influence of model forcing (e.g. tide and freshwater discharge) and geometry (e.g. deepening) on system performance. Of course, we should recognize the limitations of analytical approaches to describe a real complex estuarine system, since they generally require certain assumptions with regard to the geometry of the estuary shape (e.g. convergent estuarine cross-section) and the flow characteristics (e.g. well-mixed water column).
It is important to note that, for given friction, geometry and tidal forcing at the seaward boundary, the hydrodynamics model proposed by Cai et al. (2012) can be used to reproduce the main tidal dynamics (i.e. tidal damping, velocity amplitude, wave celerity and phase lag) along the estuary by solving a set of four dimensionless equations. On the contrary, if the observed tidal damping (estimated from water-level recordings) and velocity amplitude (estimated from salinity measurements at HWS and LWS) are known, it is possible to predict some important hydraulic parameters (e.g. the tidally averaged depth and friction) by rewriting the set of hydraulic equations.
The paper is organized as follows. In the next section, we briefly introduce the theory for the salt intrusion model in a convergent estuary for the TA situation. The coupled model for predicting salt intrusion at HWS and LWS is described in Section 3. Section 4 presents the comparison of analytically computed axial salinity distribution with salt intrusion measurements from six estuaries in Malaysia. The coupled model is subsequently used to assess the potential influence of global sea-level rise and fall on the salt intrusion process. Meanwhile, we also propose a new inverse analytical approach for predicting tidally averaged depth and friction based on the observed water levels and salinity measurements. Final conclusions are drawn in Section 5.
Salt intrusion model
The tidally averaged cross-sectional mass flux of salt F can be expressed as (e.g. Savenije 2005 Savenije , 2012 :
where x is the longitudinal coordinate measured in the landward direction, Q f is the freshwater discharge, S the tidally averaged salinity, A the tidally averaged cross-sectional area, and D the longitudinal dispersion coefficient. The first term on the right-hand side of equation (1) represents the advective flux, which is always negative (since x points in the upstream direction), while the second term represents the dispersive flux, which flows from regions of high salinity to low salinity (note ∂S/∂x is negative in the upstream direction). We seek the solution for the concentration of longitudinal salinity in a convergent estuary, where the cross-sectional area can be described by an exponential function:
where A 0 is the cross-sectional area at the estuary mouth and a is the convergence length. Similarly, the tidally averaged width B and depth h can be described as:
where B 0 and h 0 are the tidally averaged width and depth at the estuary mouth, and b and d are the convergence lengths of width and depth, respectively (hereafter the subscript 0 relates to the value at the estuary mouth).
In a steady-state situation where there is no net mass flux of salt (i.e. F = 0), equation (1) can be rearranged as:
It should be noted that the longitudinal dispersion coefficient D is, in principle, variable. Different assumptions for D as a function of x can be made (see Prandle 1981) . Savenije (1986 Savenije ( , 1989 Savenije ( , 1993b Savenije ( , 2005 Savenije ( , 2012 adopted the Van der Burgh relation to account for the variable dispersion coefficient along the estuary axis:
which in combination with (4) yields the following equation (Savenije 2005 (Savenije , 2012 :
where K is the dimensionless Van der Burgh coefficient. Integration of equation (5) in combination with equations (2) and (6) leads to the averaged salinity along an estuary (Savenije 2005 (Savenije , 2012 :
Making use of the dimensionless parameters
equation (7) can be scaled as:
where S* is salinity that is normalized by the salinity at the estuary mouth, γ is the estuary shape number representing the convergence of an estuary, D* is the dispersion at the downstream boundary condition, ω is the tidal frequency, x* is the longitudinal coordinate that is scaled by the frictionless wavelength in prismatic channels and c 0 is the classical wave celerity of a frictionless progressive wave defined as:
in which g is the acceleration due to gravity and r S the storage width ratio (e.g. Savenije et al. 2008) . In equation (9), the asterisk denotes a dimensionless variable. The salt intrusion length (i.e. the distance from the estuary mouth to the location where the water is totally fresh) can be determined by setting S* = 0 in equation (9): (12) 3 Coupled model for salt intrusion
Analytical solution for tidal excursion, E
Since tidal dynamics in convergent estuaries can be reproduced reasonably well by one-dimensional analytical solutions, in principle all analytical models for tidal hydrodynamics can be used to predict the longitudinal tidal excursion E, defined as (Savenije 2005 (Savenije , 2012 :
where υ is the velocity amplitude. The most simple analytical solution is a linear solution where the tidal amplitude and velocity amplitude (and hence E) are damped or amplified exponentially along the estuary axis (e.g. Van Rijn 2011, Winterwerp and Wang 2013) . However, such a linear model is based on linearized friction and usually assumes a constant depth and friction without considering along-channel variations of the estuarine sections. In this paper, we adopted the hybrid model proposed by Cai et al. (2012) for estimating the velocity amplitude υ (hence E), which is based on non-linearized friction and makes use of a multireach approach, so that the model can well reproduce the longitudinal tidal excursion, even when the water depth varies significantly along the estuary axis. It can be demonstrated that tidal hydrodynamics is controlled by three dimensionless parameters that depend on localized geometry and external forcing (e.g. Toffolon et al. 2006 , i.e. ζ the dimensionless tidal amplitude (indicating the seaward boundary condition), γ the estuary shape number (representing the effect of cross-sectional area convergence) and χ the friction number (describing the role of frictional dissipation). These parameters are defined in Table 1 , where η is the tidal amplitude and K S is the Manning-Strickler friction coefficient. Note that the friction number reflects the nonlinear effect of the varying depth (see Savenije 2012) .
Utilizing these dimensionless parameters, Cai et al. (2012) , building on the previous work by Savenije et al. (2008) , showed that the analytical solution of the tidal hydraulic equations can be obtained by solving a set of four implicit equations, i.e. the phase lag equation, the scaling equation, the damping equation and the celerity equation. In Table 2 we present these equations for the general case as well as the special case of the ideal estuary (δ = 0). The definitions of the four dimensionless variables in these equations are presented in Table 1 , where δ is the damping number (a dimensionless description of the increase, δ > 0, or decrease, δ < 0, of the tidal wave amplitude along the estuary), μ the velocity number (the actual velocity scaled with the frictionless value in a prismatic channel), and λ the celerity number (the ratio between the theoretical frictionless celerity in a prismatic channel and the actual wave celerity). Another important dependent dimensionless parameter is the phase lag ε between HW and HWS (or between LW and LWS). For a simple harmonic wave, the phase lag ε ¼ π=2 À φ Z À φ U À Á , where φ Z and φ U are the phase of water level and velocity, respectively .
In particular, the damping equation (T3) reflects the hybrid solution by Cai et al. (2012) , which has been derived by the "envelope method" (see Savenije 2012) and uses an accurate nonlinear approximation of the friction term. It shows the relative balance between the convergence of banks and friction, and can be rewritten as:
which is greater than 0 for any convergent estuary (γ > 0), reflecting that the tidal wave amplification (δ) cannot be larger than the estuary shape number γ. The phase lag equation (T1) was derived by Savenije (1992 Savenije ( , 1993a ) from the conservation of water mass using a Lagrangian approach. It suggests that a standing wave (ε = 0) is characterized by an infinite wave celerity (λ = 0) and that friction tends to move the system far from this asymptotic condition. However, a progressive wave (ε = π/2) is obtained only when the difference between γ and δ is vanishingly small, i.e. when both friction and convergence are negligible. The scaling equation (T2), first derived by Savenije (1993a) , indicates that the velocity amplitude υ can be related to the ratio between the phase lag ε and the combined effect of convergence and friction as expressed in equation (14). The celerity equation (T4) was derived by Savenije and Veling (2005) through the method of characteristics. It shows that tidal wave propagation is closely related to the longitudinal amplitude variation (amplification or damping): recalling the positive value of equation (14), it is easy to see that the actual celerity c is larger than the reference value of c 0 for amplified conditions, while it decreases with damping. Figure 1 illustrates the variation of the four dimensionless parameters with χ and γ obtained by solving equations (T1)-(T4) presented in Table 2 . The red line indicates the values for an ideal estuary (with no damping or amplification), of which the solutions are also presented in Table 2 .
It is important to note that the analytical solutions of the hybrid model are local due to the fact that they depend only on local (fixed position) quantities (i.e. the local tidal amplitude to depth ratio ζ, the local estuary shape number γ and the local friction number χ) . In order to follow along-channel variations of these local variables, a multi-reach approach (subdividing the Table 1 . Definition of the dimensionless parameters used. Table 2 . Hybrid solution of tidal wave propagation in convergent estuaries.
whole estuary into short reaches) has been used, in which the damping number δ is integrated in short reaches over which we assume the estuary shape number γ and the friction number χ are constant. This is done by using simple explicit integration of the linear differential equation :
where η 0 is the tidal amplitude at the origin of the axis for every short reach, while η 1 is the tidal amplitude at a distance Δx (e.g. 1 km) upstream. For an estuary with almost constant depth along the estuary axis, we can use the analytical solution proposed by Cai and Savenije (2013) , who derived a fully explicit equation for the tidal amplitude (as a function of distance), which can be expressed as:
where η Ã inf is the asymptotic solution of tidal amplitude when the distance approaches infinity:
in which the three unknown parameters χ 0 , μ 0 and λ 0 are estimated by the hybrid model at the estuary mouth.
Subsequently, the solutions of tidal amplitude η and velocity amplitude υ are given by:
where the equation for υ has been obtained from the definition of velocity number μ in Table 1 .
Coupled equations for salt intrusion at HWS and LWS
The assumption that the salt intrusion curves for the HWS and LWS situations can be obtained by shifting the curve for the TA situation upstream or downstream over half the tidal excursion was first proposed by Van der Burgh (1972) and subsequently demonstrated by Savenije (1986 Savenije ( , 1989 Savenije ( , 1993b Savenije ( , 2005 Savenije ( , 2012 . Hence, the envelope curves for HWS and LWS are given by:
where E* is the dimensionless tidal excursion scaled by the frictionless tidal wave length, defined as: Figure 2 shows the locations and sketches of the six estuaries in Peninsular Malaysia to which the coupled analytical model has been applied. Most of the estuaries are located on the west coast with only one on the east coast. The tidal behaviour differs between the west and east, where it is semi-diurnal on the west and a combination of diurnal and semi-diurnal on the east. The topography of the catchments draining into the estuaries also varies, with more mountainous areas in the Perak and Kurau, and more flat land in the others. Data collection was carried out from June to August 2012 and February to March 2013 during the dry period at spring tide. The data were water level, river cross-section and salinity collected by a moving-boat method. The detailed field measurements of these data are presented in Section 4 of Gisen et al. (2015) . Here, we used the same data. In Fig. 3 the variations of the tidally averaged cross-sectional area, width and averaged depth along the axis of the studied estuaries are shown. We see that the geometric parameters can be well fitted by the exponential functions (2) and (3). The importance of geometric characteristics under different tidal conditions (e.g. spring-neap and LWS-HWS variations) were examined by Nguyen et al. (2012) . However, it is important to note that most salt intrusion models aim to identify the maximum salt intrusion length, which usually occurs at HWS condition. Thus the longitudinal salinity distribution at HWS is more crucial than that at LWS condition (where the salt intrusion length is shorter). Since the geometric parameters used in tidally averaged conditions are not very different from those at HWS condition (both with shorter cross-sectional area convergence length), the error caused by variable geometric parameters is minor for HWS condition. Moreover, in this article we adopted an analytical hydrodynamic model to estimate the tidal excursion, which is a function of tidal amplitude at the estuary mouth. This suggests that the proposed coupled model is able to account for the effect of springneap variation on salt intrusion.
Results

Application to Malaysian estuaries
In general, it can be seen from Fig. 3 that each estuary can be divided into two reaches. The first reach near the estuary mouth is mainly wave-dominated and has a shorter convergence length (indicated by a 0 and b 0 ), while the second reach, in general a few kilometres inland, is mainly tide-dominated and has a longer convergence length (indicated by a 1 and b 1 ) . The point where the geometry changes is the inflection point indicated by x 1 (see also Fig. 2) , where the subscript 1 indicates values at the inflection point. In this case, the geometry of the estuary is given by:
The characteristic geometrical values of the six studied estuaries are summarized in Table 3 , where h hi represents the spatially averaged depth. Figure 4 shows the computed tidal amplitude against the available tidal observations obtained with a hybrid model using a variable depth along the estuary. Since the first reach of the estuaries studied is usually short (a few kilometres inland) and no observed tidal data are available in this reach, we assumed that tidal propagation in this reach is in the ideal condition. Hence, the main tidal dynamics in this short distance are uniform and identical to the values at the inflection point x 1 . It is worth noting that the tidal excursion tends to decrease landward while the tidal amplitude increases in Bernam (Fig. 4(a) ) and Perak (Fig. 4(e) ). This is mainly due to the depth divergence in the landward direction. In fact, there are two mechanisms that could cause a depth increase along the estuary axis. The first one relates to the density difference between saline and fresh water, which results in a residual water level amounting to 1.25% of the estuary depth over the salt intrusion length (see Savenije 2005, p. 37) . The other one has to do with the residual water level due to nonlinear friction, which is even larger with the increase of river discharge (see Cai et al. 2014 ). Since we adopted the tidally averaged depth along the estuary axis, the residual water level has been implicitly taken into account.
In Fig. 5 we present the variation of the estuary shape number with depth, defined as γ d = c 0 /(ωd), and the phase lag ε along the estuary. As the depth Table 3 . Geometric characteristics of studied estuaries. increases, we see that in these two estuaries the phase lag approaches 0 asymptotically, which suggests that the estuary tends to become a frictionless standing wave system (Cai and Savenije 2013) . In fact, according to the dimensional scaling equation (identical to (T2) in Table 2 
we can derive a formula that determines the damping for the velocity amplitude:
with
where Δ is the error made if we assume that
(which is in fact an assumption made for open-ended estuaries in the envelope method, see Savenije 2012) . The last term on the right-hand side relates to the depth gradient, which is equal to −1/d (considered constant). This term is implicitly taken into account by using the cross-sectional area convergence a rather than the width convergence b (see Savenije 2012, pp. 59-62) . So, if the method uses the cross-sectional area convergence, then the error made in the envelope method is Δ′, while if the width convergence is used the error is Δ. We see that the error Δ depends on the depth gradient, which we often do not know beforehand. Our observations, however, show that there is a significant depth increase in all estuaries (see Table 3 ). It is worth examining the potential error Δ′ caused by the assumption
dx made in the envelope method. In Fig. 6 we compare the error term Δ′ and the convergence term 1/a 1 (i.e. À 1 A dA dx ) along the estuary. We see that the error term Δ′ can be negligible compared with 1/a 1 in Selangor (Fig. 6(b) ), while in other estuaries it is comparable with 1/a 1 . In particular, Δ′ is even bigger than 1/a 1 in Muar and Kurau. As a result, the potential error Δ′ could be considerable. However, this error is usually compensated by calibrating the friction coefficient K S in the analytical model (see Savenije 2012, pp. 59-62) .
Making use of the computed longitudinal velocity amplitude from equation (18), the tidal excursion can be estimated from equation (13) (also presented in Fig. 4 on the right-hand vertical scale). Subsequently, the tidal excursion can be applied in the salt intrusion model in order to simulate the longitudinal salinity distribution in the studied estuaries. Table 4 presents the calibrated parameters for the hydrodynamics model (i.e. the Manning-Strickler friction coefficient K S and storage width ratio r S ) and salt intrusion model (the Van der Burgh coefficient K and tidal dispersion coefficient at the estuary mouth D 0 ). As can be seen from Fig. 7 , the results show that the analytically computed salinity distribution at HWS and LWS is in good agreement with the observed values. This suggests that the proposed coupled analytical model is applicable and useful. The tidal excursion is no longer a calibration parameter but is determined on the basis of observed water levels. The reduced degrees of freedom strengthen the reliability and performance of the salt intrusion model. We also examine the performance of the explicit analytical model (i.e. equation (18)) using a spatially averaged depth h hi presented in Table 3 . The results also show good agreement with the observed tidal amplitude in the six estuaries while exploiting the same Manning-Strickler friction coefficient as the hybrid model using a variable depth. For further details on the comparison between computed tidal amplitude and observations and the resulting salt intrusion for TA, HWS and LWS, readers are referred to the Supplementary material. To illustrate the process of calculation, two examples of Matlab scripts are also provided as Supplementary material.
Influence of sea-level rise and dredging on salt intrusion
The coupled analytical model was subsequently used to explore the potential effects of global sea-level rise and dredging on salt intrusion in the six estuaries studied, since these interventions would potentially increase the salt intrusion length and thus affect freshwater supply and estuarine ecosystems. We assumed that all calibrated parameters (e.g. K S , r S and K), the river discharge and the estuary shape (i.e. a 0 and a 1 ) remain the same. For the fully analytical analysis we further assumed that the river bed is horizontal. Based on the empirical relation for the tidal dispersion coefficient at the mouth, obtained by Savenije (2005, p. 166) , D 0 is proportional to the spatially averaged depth multiplied by the square of velocity amplitude at the mouth,
It is observed that global mean sea level has been rising steadily for the last centuries (see the fifth IPCC assessment report by Church et al. 2013) . According to Ercan et al. (2013) , a rise in mean sea level of 0.25 and 0.5 m by 2100 around the Peninsular Malaysia coastlines is predicted based on analyses of satellite altimeter observations. Recent studies by Pickering et al. (2012) and Mudersbach et al. (2013) suggest that a rise in global mean sea level is likely to increase the tidal amplitude at the estuary mouth. For instance, they predicted an increase of 0.35 m at Cuxhaven (estuary mouth of the Elbe River, Germany) for the M2 tidal constituent for a rise of global mean sea level of 2 m. As a result, we investigated the potential effect of global sea-level rise on salt intrusion length in six Malaysian estuaries by varying the tidal amplitude at the estuary mouth in a range of 1 to 2.5 m.
Further, we considered that in really alluvial estuaries there is enough river sediment available to follow the sea-level rise, so that estuary depth does not increase due to sea-level rise; or, in other words, we assumed that the morphological time scale of estuary bed adjustment was within the time scale of sea-level rise.
In Fig. 8 we see that the tidal average salt intrusion length was only slightly increased with the tidal amplitude imposed at the estuary mouth, suggesting that L is not very sensitive to the rise of global mean sea level.
This can be clearly seen from equation (12), which indicates that the connection between tidal forcing and salt intrusion length lies in the dispersion coefficient at the estuary mouth D 0 (in this case D 0 / ffiffiffiffi ffi υ 0 p ).
For small tidal amplitude-to-depth ratio, the velocity amplitude is directly proportional to the tidal amplitude at the estuary mouth (see equation (23)). The slightly decreased salt intrusion length for a high value of the tidal amplitude in Selangor (see Fig. 8(b) ) has to do with the large tidal amplitude-to-depth ratio, which intensifies the effect of friction and thus reduces the velocity amplitude. Although the tidal average salt intrusion length only increases marginally with sealevel rise, the intrusion at HWS may increase substantially in estuaries where the tidal wave is amplified, as is the case in the Perak and Endau estuaries.
To evaluate the potential impact of dredging on salt intrusion length (TA, HWS and LWS), we applied the coupled analytical model to the six Malaysian estuaries for a range of depth between 3 and 15 m (see Fig. 9 ). Here we assumed that the tidal amplitude at the estuary mouth is unchanged by the deepening. It can be seen from Fig. 9 that the salt intrusion length increased with increasing depth, since it is a monotonically increasing function of depth, through both D 0 and h hi (see equation (12)). Consequently, intensive dredging along the estuary would have a substantial impact on the salt intrusion process. In Fig. 9 we see that the Muar, Kurau and Endau estuaries show a stronger than linear increase of L with h hi, while the others show a less than linear reaction. This can be explained by equation (12) . For large values of a (a → ∞), equation (12) simplifies to: h hi, which is quadratic in h hi (since D 0 is linear in h hi). But for small values of a, the logarithmic function dampens the effect of the argument. As can be seen from Table 3 , the Muar, Kurau and Endau estuaries indeed have a large convergence length as opposed to the other three.
We also note that the effect of depth increase on the salt intrusion length is not linear: the influence on the TA situation is different from those in the HWS and LWS situations, which is closely related to the nonlinear effect of depth on the tidal dynamics.
In particular, we note that a maximum tidal excursion (the vertical distance between HWS and LWS in Fig. 9 ) is reached at a critical depth in Bernam, Selangor and Perak. Specifically, maximum amplification occurs for a depth of 7 m in Bernam, 4.5 m in Selangor, and 5 m in Perak. A further increase of depth reduces the tidal excursion. We termed this "over-amplification" in Cai et al. (2012) . This is mainly due to the nonlinear effect of the depth on the velocity amplitude (hence tidal excursion) in the hydraulic system (T1-T4). As can be seen from Fig. 10 , in these three estuaries the velocity amplitude reaches its maximum value at a critical depth beyond which the velocity amplitude is reduced. A similar phenomenon can be observed for the influence of depth on tidal amplitude (see Fig. 10 ). Both the damping of the velocity amplitude and tidal amplitude follow equation (24) . The fact that the amplification patterns of Bernam, Selangor and Perak are substantially different is an indication that Δ (equation (25)) has a significant value in these estuaries. For more detailed information about overamplification, readers are referred to Cai et al. (2012) and Cai and Savenije (2013) .
Estimation of tidally averaged depth and friction coefficient in an estuary with (near) constant depth
Observations of tidal damping and salt intrusion are usually done independently. In Section 3 we showed that the computed tidal excursion E from an analytical hydrodynamics model can be used to reduce the number of calibration parameters in a salt intrusion model. Inversely, if observed salinity (or tidal excursion) and tidal damping (or water levels) are known, we can use equations (T1)-(T4) to estimate the unknown tidally averaged depth and Manning-Strickler coefficient (for detailed derivation, refer to Appendix A). In this case the average depth and the depth convergence are assumed to be unknown, so we have to assume that a ≈ b. Figure 11 shows the process of estimating tidal excursion. We first fixed the salt intrusion curve at TA by calibrating the parameters K and D 0 since they determine the general shape of the salt intrusion curve. To obtain the curves at HWS and LWS, the TA curve was shifted upstream or downstream over half of the tidal excursion (E/2), where here we assumed that E is independent of x. The tidal excursion E was calibrated until the best fit was obtained (i.e. with maximum coefficient of determination R 2 ). Such a calibration method was also adopted by Gisen et al. (2015) to calibrate the salt intrusion model in the six Malaysian estuaries.
We adopted the width convergence for the second reach (i.e. longer convergence length b 1 in Table 3 ) and estimated the damping factor δ H from equation (32). Combining these parameters with predicted velocity from salinity measurements, explicit equations (36), (37), (38) and (41) can be exploited to obtain a firstorder estimate of tidally averaged depth h hi, wave celerity c, phase lag ε and Manning-Strickler friction coefficient K S if we assume Δ ≈ 0.
The results for the depth and friction coefficient estimations are presented in Figs 12 and 13. The spatially averaged values of these predictive hydraulic parameters are presented in Table 5 . In Fig. 12 we see that the estimated results correspond well with the observed depth in Bernam, Selangor, Perak and Endau estuaries. On the other hand, the model apparently underestimated the tidally averaged depth in the Muar and Kurau estuaries. For the estimated friction coefficient, we can see from Fig. 13 that the predicted values are in reasonable agreement with the corresponding values by calibration. The underestimation of depth in Muar and Kurau could be caused by assuming Δ ≈ 0. Since the depth convergence in equation (25) can be combined with the width convergence into the cross-sectional area convergence (see Savenije 2012, pp. 59-62) , we also present the estimated depth based on the cross-sectional area convergence a 1 presented in Table 3 (see Figs 12 and 13) . The remaining deviation from the observed depth may be caused by the error term Δ″ in equation (25) or observational errors. As can be seen from Fig. 12(c) , the performance of equation (36) in Muar is much better when including the depth convergence, which suggests that the underestimation of depth is mainly due to the significant increase of depth along the estuary. On the other hand, we see that the correspondence between estimated and observed depth in Kurau (see Fig. 12(d) ) becomes only slightly better when accounting for the depth convergence. This indicates that the error term Δ″ could have substantial influence on the estimated depth in Kurau. To explore the sensitivity of the estimated depth h to the error Δ′, we derive the gradient:
In Fig. 14 we show how the estimated depth h develops as a function of Δ′ and the corresponding gradient according to equation (26) for given spatially averaged parameters δ H , η and υ presented in Table 5 . It can be clearly seen from Fig. 13 that in Bernam and Selangor the estimated h is insensitive to the error term Δ′ (small values of jdh=dΔ 0 j), while in other estuaries the sensitivity to Δ′ could be rather high (high values of jdh=dΔ 0 j). The Δ′ that corresponds to the observed h hi is also shown in Fig. 14, where we see that the corresponding values of jdh=dΔ 0 j in Muar and Kurau are actually high. Further study to reduce the influence of Δ′ should be explored in the future.
It is worth noting that even if observed water level data are not available, it is still possible to have a first estimate of these hydraulic parameters by performing the explicit equations presented in this section. This is made possible by assuming that the estuary functions more or less as an ideal estuary with constant properties (e.g. tidal amplitude, tidal excursion, friction, etc.). The predictive hydraulic equations in an ideal estuary are given in Appendix B.
Conclusions
In this paper, we proposed a coupled model for tidal propagation and salt intrusion. The fully analytical hydrodynamics models proposed by Cai et al. (2012) and Cai and Savenije (2013) were used to estimate the tidal excursion along the salt intrusion length. Subsequently, the salt intrusion curve at TA could be shifted both ways by half a tidal excursion to reproduce the curves at HWS and LWS. Such a coupling approach reduces the number of calibration parameters (i.e. the tidal excursion E), which reduces the degree of freedom and subsequently strengthens the reliability of the salt intrusion model. The application of the coupled analytical model in six estuaries in Malaysia shows good correspondence against measurements, which suggests that the proposed model can be a useful method for analysing salt intrusion with minimum information available. Moreover, coupling with the hydrodynamics model enables us to investigate the potential influence of climate change (such as sealevel rise) and deepening (such as dredging) on the maximum salt intrusion length, which is particularly useful for improving the sustainable management of the water resources in an estuarine environment. For given tidal water-level recordings and observed salinity at both HWS and LWS situations, it is even possible to obtain a first estimate of the average depth and the friction coefficient by manipulating the set of hydraulic equations (T1)-(T4) in Table 2 . This method could be very useful in situations where there are not sufficient data (e.g. detailed geometry) available to set up a hydraulic model, or as a first-order estimate of estuary depth and friction.
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