In distributed evolutionary algorithms, migration interval is used to decide migration moments. Nevertheless, migration moments predetermined by intervals cannot match the dynamic situation of evolution. In this paper, a scheme of setting the success rate of migration based on subpopulation diversity at each interval is proposed. With the scheme, migration still occurs at intervals, but the probability of immigrants entering the target subpopulation will be determined by the diversity of this subpopulation according to a proposed formula. An analysis shows that the time consumption of our scheme is acceptable. In our experiments, the basement of parallelism is an evolutionary algorithm for the travelling salesman problem. Under different value combinations of parameters for the formula, outcomes for eight benchmark instances of the distributed evolutionary algorithm with the proposed scheme are compared with those of a traditional one, respectively. Results show that the distributed evolutionary algorithm based on our scheme has a significant advantage on solutions especially for high difficulty instances. Moreover, it can be seen that the algorithm with the scheme has the most outstanding performance under three value combinations of above-mentioned parameters for the formula.
II. RELATED RESEARCHES A. Distributed Evolutionary Algorithms
A DEA can be considered as the upgrade of a EA to enhance solving ability. In [4] , it is expressed as the Algorithm 1 whose italic part is the migration operation. Main parallel parameters in DEAs are introduced as below:
Algorithm 1 Traditional DEA 1: Generate at random a population, P , of individuals 2: Divide P into SP 1 , . . . , SP n subpopulations 3: Define a neighborhood structure for SP x , x = 1, . . . , n 4: repeat {Execute in parallel the next steps for SP x , x = 1, . . . , n}
5:
Apply, during i generations, stochastic operators of EA 6: Send s individuals to neighboring subpopulations
7:
Receive s individuals from neighboring subpopulations 8: until the stop criterion is not fulfilled
• Migration topology ("neighborhood structure"in Algorithm 1), it describes which subpopulations send individuals to which subpopulations [16] .
• Migration strategy, it defines how to select emigrants and choice replaced individuals in each subpopulation.
• Migration rate ("r"in Algorithm 1), it specifies the quantity of individuals which emigrate from each subpopulation in one migration round.
• Migration interval ("i"in Algorithm 1), it is the every certain number of generations between a migration round and the next one [16] .
• Subpopulation size, it is the quantity of individuals in each subpopulation.
• Quantity of subpopulation ("n"in Algorithm 1), it is the number of subpopulations. On one hand, semi-isolation can maintain difference among subpopulations. On the other hand, for subpopulations, at intervals, migration is expected to afford individuals whose fitness are close to that of local ones but have some different building blocks [17] . After migration, immigrants participating in variation operations can help to resist premature convergence if they do have some new building blocks. In this way, stagnation is postponed.
B. Diversity Based Migration in DEAs
Diversity refers to differences among individuals, which can be measured at the genotype or phenotype levels [18] . Thus, diversity of a colony shows the its convergence degree. Though diversity measures at the latter level often demands much less time consumption, they are not as accurate as ones at the former one because the difference on fitness is not equivalent to that on chromosome structure. Some instances on diversity based migration from literature are listed as below. Their diversity measures are all at the genotype level. In [11] , a weighted sum of fitness and diversity measure is used in a DEA for selecting emigrants and replaced individuals. Results showed a reduction in the time taken to find the optimal solution across a range of benchmark problems. In the DEA presented by [12] , the subpopulation representative what is an individual having the lowest average of distance to other all individuals in this subpopulation is found by calculation. Then, it is selected to be the emigrant. Furthermore, if migration rate is set more than one, some other individuals are chosen as emigrants based on the distance from it. This strategy has been tested on a number of problems and has consistently outperformed the standard migration strategy. The scheme in [13] only allows different enough individuals migrate to a subpopulation in order to keeping diversity of this subpopulation. To realize this scheme, a method for evaluating the similarity of two subpopulations is presented. More recently, multikulti methods, are proposed in [14] for selecting individuals in source subpopulation different enough to ones in target subpopulation . In order to do this, information on the composition of source subpopulation is required when emigrants are selected. Different ways of providing this information in a concise manner are considered. The results of experiments prove the usefulness of the multikulti strategies. Besides, The success of this kind of strategies is explained via the measurement of entropy as a representation of population diversity. In conclusion, existing schemes for diversity based migration concentrate on selecting individuals for migration with the guide of diversity.
III. PROPOSED SCHEME DESCRIPTION A. Preliminary
Migration may bring new building blocks for target subpopulation, while increases the similarity between source subpopulation and target one inevitably. Hence, there are many occasions not fit for migration during a run. For instance, in a subpopulation, migration may not be required when getting better individuals by variation operators is easy. In such a case, migration have little positive influence but still decreases the difference between subpopulations. Anyhow, migration moments predetermined by intervals cannot match the dynamic situation of evolution. Consequently, inappropriate migration cannot be avoided effectively.
B. Scheme to Solve Existing Problem
Our thinking is that more migration chances should be provided when subpopulation diversity is low. In general, the computation for subpopulation diversity is time-consuming in most EAs. Consequently, it is not fit to decide migration moments only based on subpopulation diversity since, in such a plan, the computation for subpopulation diversity has to be executed frequently. Also, setting a value of subpopulation diversity as the threshold for migration is not adopted by us. Two of reasons are listed below. Firstly, the fitting value is difficult to find and may vary much from one occasion to another. Besides, migration may not occur at all in some periods, such as the initial stage.
In our scheme, the attempt of migration still occurs at intervals, but the probability of immigrants entering the target subpopulation, p, will be computed according to the formula that builds the relationship between subpopulation diversity, d, and the probability, p. At first, the simplest formula to describe the relationship between p and d, Formula 1, is designed by us.
In the initial stage of a run, the value of d is close to the maximum, 1. According to Formula 1, p is near to 0 at this time. Then, d decreasing monotonically makes p increasing monotonically. In the end, p approaches 1 since d has come to the minimum, 0. Then, Formula 2, where α ∈ [0, +∞], and Formula 3, β ∈ [0, +∞] are considered.
Finally, Formula 4 is adopted since the three former ones can be regarded as special cases of it.
Essentially, α and β are just used to adjust the relationship between p and d.
The flowchart of a DEA with our scheme is shown as Algorithm 2. The scheme is in the underlined and italic text of Algorithm 2. Essentially, our scheme devotes to control the probability of completing migration according to subpopulation Algorithm 2 DEA with proposed scheme 1: Generate at random a population, P , of individuals 2: Divide P into SP 1 , . . . , SP n subpopulations 3: Define a neighborhood structure for SP x , x = 1, . . . , n 4: repeat {Execute in parallel the next steps for SP x , x = 1, . . . , n} 5: Apply, during i generations, stochastic operators of EA 6: Send s individuals to neighboring subpopulations 7: Receive s individuals from neighboring subpopulations Compute p according to the formula
10:
Generate a random number, r ∈ [0, 1]
11:
if r < p then
12:
Put received individuals into the subpopulation end if 16: until the stop criterion is not fulfilled diversity at intervals rather than to improve subpopulation diversity.
C. Analysis of Our Scheme on Running Time
Provided that all supopulations in DEAs remains in exact synchronization, the consuming time for the two algorithms can be expressed as below, respectively. Let ∆t e be the consuming time of all evolutionary operations in one generation, ∆t d be that of once diversity computation, ∆t m be that of a migration round, i be interval and g be total generations. In a DEA based on the proposed scheme, the total consuming time in a run, t w , can be computed as follow:
In a DEA without the proposed scheme, ∆t m be the consuming time of a migration round. Then, the total consuming time in a run, t n can be computed as follow:
If above two types of DEA are based on the same EA and same in settings of common parameters, comparisons can be done as follow: Firstly,
mainly because, in the DEA with the scheme, a migration round requires the maximum time, ∆t m , only when p is satisfied. Moreover, the total consuming time of the former algorithm have a peculiar part,
Therefore, the difference of these two algorithms on total consuming time in a run can be measured as below:
The total consuming time of the former is larger than that of the latter because
That is, consuming time of once diversity computation is much more than the difference in that of a migration round for different algorithms.
In the scheme, subpopulation diversity is computed only at intervals. Although the diversity measure may vary according to chromosome coding, the extra consuming time in a DEA for the proposed scheme will always be acceptable if migration interval, i, is large enough. In fact, to maintain the difference between subpopulations, i is always large in the majority of DEAs. Therefore, this scheme can be widely used in DEAs.
IV. EXPERIMENT STUDIES A. Selected Problem and EA for It
The famous NP-hard problem, TSP, is selected for our experiment. [15] has its benchmark instances. Some EA for the TSP have remarkable performance. For instance, the one presented in [19] outperforms state-of-the-art heuristic algorithms in finding very high-quality solutions on instances with up to 200,000 cities.
It should be stressed that the purpose of our experiments is not to find better solutions of any problem than ever but to test our scheme by comparing the performance of a DEA with it and that of a traditional one. For this purpose, the more powerful a EA is, the larger instances, which demand much more on resource, should be used. In consideration of this, the EA in [20] proposed for years is used in our experiment. It is based on the inver-over operator [21] , the selection method that each individual competes with its offspring only and so-called mapping operator [20] . The flow of mapping is as follow. Firstly, two individuals are selected at random. Then, a segment of chromosome in the individual having worse fitness is selected at random. After that, a segment which has the same number of cities and the same first city is searched in the other individual. As soon as it is found, the former segment in the worse individual is replaced by it. Finally, in the worse individual, the other part of the chromosome is adjusted according to the latter steps of partially mapped crossover [22] which is a traditional operator used in EAs for the TSP. It can be seen from the flow that mapping belongs to crossover. In this EA, evolutionary velocity, v, which is calculated as the Formula 11, decides whether the mapping operator should be executed.
In this formula, f b is the fitness of the current best individual, f b is the that of the previous one and ∆g denotes the generations between the appearance of the previous best individual and that of the current one. Mapping is carried out only when v is lower than a threshold value.
B. Diversity Measure in Our DEA
Matrix M in Formula 12 is connection matrix of TSP tour [23] .
In the matrix, k is the number of cities and a lm ∈ {0, 1}, (0
. a lm = 1 represents that there is a connection from city (l + 1) to city (m + 1) in tour, while a lm = 0 denotes that such a connection does not exist. Let I x and I y be two individuals. Then, each of them has a k × k connection matrix. Let k be the number of rows which are same in the two matrixes. Then, the difference between I x and I y can be defined as Formula 13 [23] .
Then, in [23] , subpopulation diversity is defined as Formula 14, where ni is subpopulation size and C means combination.
In this paper, Formula 14 is replaced by Formula 15 in order to decrease computation complexity.
In Formula 15, I b is the best individual in subpopulation. I n represents each individual in it other than I b . For once computation of subpopulation diversity, this change makes that total times of the calculation for the difference between two individuals greatly reduce from C 2 ni to ni − 1 in each subpopulation. Although the average of distance between pairwise individuals is replaced by that from the best individual to another one may lead to some error in the resulting value of subpopulation diversity, convergence degree can still be reflected with much less computation. As the steps shown in Algorithm 2, d of each subpopulation is computed at intervals to obtain each p.
C. Experiment to Compare Result
Our experiment is carried on a Drawing TC5000A computing platform. It has 1264 2.6 GHz cores. Its memory capacity is 1.5 TB. In our experiment, α and β are set different value combinations to find the fit relationship between p and d. In detail, their values are both get from the set, {0.5, 1.0, 2.0}. In total, there are nine value combinations. Fig. 1-9 are graphs of the function expressed by Formula 4 under different value combination of α and β, respectively. Then, the outcomes under each value combination are compared with those of a traditional DEA, respectively. The algorithms in the experiment are both based on the EA introduced in Subsection 4.1 and are the same in setting of common parameters. The thinking of setting for these common parameters comes from [24] . In detail, common parameters except migration interval are set the same value in both algorithms. Then, for each instance, the traditional algorithm runs thirty times independently under five equal difference intervals, respectively. Under each of the nine value combinations of α and β, so does the DEA with our scheme. The value of common parameters except migration interval is listed in Table I . This table shows that mutation rate, p mu , and mapping 
In Formula 16, p mu0 is the initial p mu . Similarly, p ma0 is the initial p ma in Formula 17. In both formulas, g n denotes current generations and g represents the maximal ones.
Since the EA used in our experiment can find the optimum solution of many TSP instances smaller than a280, eight much larger instances in [15] from pcb442 to vm1084 are chosen in our experiment. The results of the traditional algorithm are listed in Table II . Those of the DEA based on our scheme under different value combinations of α and β are listed in Table III-XI, respectively. In these tables, each instance corresponds to five migration intervals. Under each interval, the average of outcomes and the standard deviation of them is given. Besides, the optimal solution of each instance provided by [15] Based on the results in Table II -XI, the difficulty of a instance to the two algorithms, DF, can be expressed according to Formula 18, where f ave denotes the average of all solutions for one instance obtained in our experiment and f o represents the optimal solution provided by [15] .
The value of difficulty is listed in Table XII. According to Table XII , the difficulty of each instance can be classified into Table II -XI that, for the lowest difficulty instance, p654, significant difference between solutions of the DEA based on our scheme and those of the traditional one can be found in no case. For the intermediate difficulty instances, the DEA with the proposed scheme significantly wins in forty-five cases out of one hundred and thirty-five ones (45/135) and statistically loses in two cases (2/135). It should be noted that, for high difficulty instances, the DEA with our scheme yields significantly better outcomes than its peer in ninety cases out of one hundred and eighty ones (90/180). Meanwhile, there are no significant differences in all the rest cases. Also, the tables show that the solutions' standard deviation of the DEA with our scheme is less than that of the traditional one in two hundred and twenty-six cases out of the all ones (226/360).
Moreover, it can been seen that, under different value combinations of α and β, the performance of the algorithm with our scheme is significant different. When α = 0.5, β = 1.0 or α = 0.5, β = 2.0, for the all eight instances, the algorithm significantly wins in the most cases (27/40) and never statistically loses. When α = 1.0, β = 2.0, the DEA with our scheme also has a good behavior. In detail, it significantly wins in twenty-six cases (26/40) and never statistically loses. On the whole, the winning rate is 135/360, while the losing rate is 2/360. Besides, under the three outstanding value combinations, solutions of the DEA with our scheme have a better standard deviation in eighty-two cases out of one hundred and twenty ones (82/120). This rate is better than that on the whole (226/360). Fig. 1-9 show that, under the three outstanding value combinations, the graph of the function in Formula 4 have the same characteristic which is distinguished from that under the other six ones.
In conclusion, results shows that the DEA based on our scheme has an advantage on solutions. Moreover, a value combination of α and β which makes the graphing slope of the function in Formula 4 increase monotonically from −∞ to zero when d ∈ [0, 1] is fit for our scheme.
V. CONCLUSION
In this paper, we have presented the scheme of setting the success rate of migration based on subpopulation diversity at each interval for DEAs. Under the control of the scheme, immigrants enter the target subpopulation at a probability, which is the function of subpopulation diversity according to Formula 4, at intervals. In our experiment, eight instances of the TSP are used to test algorithms. In detail, under nine different value combinations of parameters required for Formula 4, outcomes of the algorithm with the scheme are compared with those of the traditional DEA, respectively. The experimental results show that, especially for high difficulty instances, the DEA based on our scheme has a significant advantage on solutions. Moreover, under three value combinations of the parameters making graphing slope of the function in Formula 4 increase monotonically from −∞ to zero when d ∈ [0, 1], the algorithm with the scheme has most outstanding performance.
Based on the key factor in the behavior of evolutionary computation, diversity, we propose this scheme and discuss its parameters setting. This scheme can be used to improve solutions of DEAs for diversified problems. To apply the scheme, first of all, finding the diversity measure of a certain chromosome coding is necessary. In future, how to use this scheme together with some other diversity based methods should be studied to further improve DEAs. Also, the simplified calculation method for subpopulation diversity to reduce the time complexity used in our scheme should be discussed in theory.
