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Abstract
A molecular motor is made of either a single macromolecule or a macro-
molecular complex. Just like their macroscopic counterparts, molecular
motors “transduce” input energy into mechanical work. All the nano-
motors considered here operate under isothermal conditions far from equi-
librium. Moreover, one of the possible mechanisms of energy transduction,
called Brownian ratchet, does not even have any macroscopic counterpart.
But, molecular motor is not synonymous with Brownian ratchet; a large
number of molecular motors execute a noisy power stroke, rather than
operating as Brownian ratchet. We review not only the structural design
and stochastic kinetics of individual single motors, but also their coor-
dination, cooperation and competition as well as the assembly of multi-
module motors in various intracellular kinetic processes. Although all
the motors considered here execute mechanical movements, efficiency and
power output are not necessarily good measures of performance of some
motors. Among the intracellular nano-motors, we consider the porters,
sliders and rowers, pistons and hooks, exporters, importers, packers and
movers as well as those that also synthesize, manipulate and degrade
“macromolecules of life”. We review mostly the quantitative models for
the kinetics of these motors. We also describe several of those motor-
driven intracellular stochastic processes for which quantitative models are
yet to be developed. In part I, we discuss mainly the methodology and
the generic models of various important classes of molecular motors. In
part II, we review many specific examples emphasizing the unity of the
basic mechanisms as well as diversity of operations arising from the differ-
ences in their detailed structure and kinetics. Multi-disciplinary research
is presented here from the perspective of physicists.
Keywords: Motor protein, enzyme, ATP, ion-motive force, myosin, ki-
nesin, dynein, microtubule, F-actin, helicase, translocase, polymerase, ri-
bosome, ATP synthase, bacterial flagellar motor.
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1 Introduction
All living systems are made of cells. A single cell itself can be an uni-cellular
organism whereas multi-cellular organisms consist of different types of cells that
communicate and interact with each other, and perform specialized functions.
Cells are not only basic structural units but also basic functional units of life
[1, 2].
•Cell is an “open system”: homeostasis of the “milieux interieur”
The typical size of a cell can very between approximately 1 micron to 10 mi-
crons. As the name suggests, a cell is a small compartment that is bounded by
a membrane and is filled with an inhomogeneous concentrated aqueous medium
containing wide varieties of chemicals. However, a cell is not a bag of “passive”
mixture of chemicals. It is an open system that not only exchanges materi-
als with its external environment, but also continues the opposite activities of
breaking down and synthesis of its own molecular constituents [3]. In spite of
the non-vanishing flux of matter and energy, the internal environment maintains
homeostasis (i.e., non-equilibrium stationary state or dynamic equilibrium), a
concept which originated in the works of Claude Bernard and William B. Can-
non [4, 5].
•Molecular motors: “nano-machines” in a “micro-factory”
In this review, we view a cell as a “micro-factory” [7] where operation of
the participating nano-machines are well coordinated in space and time. An
intracellular nano-machine is either a single macromolecule or a macromolecular
complex [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18] Just like their macroscopic
counterparts, molecular machines have an “engine”, an input and an output.
All the great thinkers from Aristotle to Descartes and Leibnitz compared
the whole organism with a machine, the organs being the coordinated parts of
that machine. Cell was unknown; even micro-organisms became visible only af-
ter the invention of the optical microscope in the seventeenth century. Marcelo
Malpighi, father of microscopic anatomy, speculated in the 17th century about
the existence molecular machines in living systems. He wrote (as quoted in
english by Marco Piccolino [6]) that the organized bodies of animals and plants
been constructed with “ very large number of machines”. He went on to char-
acterize these as “extremely minute parts so shaped and situated, such as to
form a marvelous organ”. Unfortunately, the molecular machines were invisible
not only to the naked eye, but even under the optical microscopes available
in his time. In fact, individual molecular machines could be “caught in the
act” only in the last quarter of the 20th century. A strong impact across dis-
ciplinary boundaries was made by the influential paper of Bruce Alberts [7],
then the president of the National Academy of Sciences (USA). He wrote that
“the entire cell can be viewed as a factory that contains an elaborate network of
interlocking assembly lines, each of which is composed of a set of large protein
machines” [7].
If the output of the machine involves mechanical movement, the machine is
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usually referred to as a motor [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32].
Input energy→ Machine Output energy→
Input energy→ Motor Mechanical output→
However, we’ll use the terms machine and motor interchangeably in this review.
The processes driven by molecular motors include not only intracellular mo-
tor transport (as the name might suggest), but also manipulation, polymeriza-
tion and degradation of the bio-molecules [12, 13, 14]. Molecular motors also
drive complex processes like cell motility, mitosis (cell division) and morpho-
genesis (development of an entire organism). In this review we study the roles
of molecular motors in several “vectorial” processes [33] where molecules move,
on the average, in a “directed” manner [34, 35, 36, 37].
•Beyond inventory; structure, energetics and kinetics
To gain insight into the functions of the molecular motors, it is not enough to
prepare just an inventory of their parts or a catalogue of their structural design
[38]. In between two successive mechanical steps, a motor transits through a
number of chemical states; typical chemical transitions being attachment to and
detachment from the track, binding to a fuel molecule, breakdown of the fuel
molecule and releasing the resulting product molecules, etc. Besides, a single
motor can be capable of performing several different functions. Therefore, to
understand the mechanisms of molecular motors one has to study their dynam-
ics during various physico-chemical processes in which they are involved [39].
A comprehensive overview of the operational mechanisms of molecular motors
would ultimately emerge from a thorough study of the correlation between their
structural design, energetics and stochastic kinetics. However, the major empha-
sis of this review, which is written from the perspective of statistical physicists,
are the energetics and stochastic kinetics of molecular motors. Nevertheless, the
prototypical structural designs of motors are sketched at the beginning of our
discussion of different types of motors.
•Top-down, bottom-up, proximate, ultimate causation: design opti-
mization by tinkering:
To describe the operation of a motor, we may need to use objects at different
levels of biological organization, starting from a single molecule to giant supra-
molecular aggregates to the entire cell. Therefore, explanation of the operational
mechanism of a motor may raise questions of “top-down” and “bottom-up”
causation [40]. However, in this review, we’ll not address such philosophical
questions.
Explaining the operational mechanism of a motor requires finding the causes
of the observed phenomena associated with its operation. Cause and effect can
be correlated in biology at different temporal scales [41, 42, 43] Explaining
the observed motor-driven “vectorial processes” in terms of the present-day
structure and kinetics of the corresponding motor(s) exposes what Ernst Mayr
[41] would identify as the “proximate” cause of these phenomena. However,
explaining the present-day structure and kinetics of the motors in terms of the
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evolutionary tinkerings in its design over millions of years reveals what, in Ernst
Mayr’s terminology, would qualify as the “ultimate” cause [41]. I believe that
the response of a motor to input and its assembly-disassembly can provide us
clues as the “proximate” cause of the vectorial processes driven by these motors.
In contrast, the evolutionary tinkering of their design thereby, possibly, leading
to the adaptive alteration of their function fall in the category of “ultimate”
cause of the observed features of vectorial processes that they drive [44, 45].
Unlike man-made macroscopic motors, molecular motors are products of
Nature’s evolutionary design over billions of years by tinkering [46]. “Nothing
in biology makes sense except in the light of evolution” [47]. In fact, cell has
been compared to an “archeological excavation site” [191], the oldest modules
of functional devices are the analogs of the most ancient layer of the exposed
site of excavation. Does evolution tend to optimize the design of the molecular
motors [49]? However, in this review we’ll restrict our discussions mostly to
proximate cause at the level of single molecule and supra-molecular assemblies.
Occasionally, we’ll mention the names of the evolutionary ancestors of some of
the motors.
•Wet lab and dry lab: complementary approaches of experiment,
theory and computer simulation
Laboratory experiment, theoretical analysis and computer simulations are
the three complementary approaches of investigation in physical sciences.
Theory
↙↗ ↖↘
Laboratory experiment ←→ Computer simulations
In biological sciences the divide between the “wet labs” (where experiments
are performed) and “dry labs” (where theoretical or computational biologists
work) is gradually falling apart and the two communities are meeting at a
“moist” zone [50].
Although both theory and experiment are needed to make progress, in this
article we critically review mainly the theoretical understanding of the mecha-
nisms of molecular motors. Theory provides understanding and insight. These
allow us to formulate hypotheses, systematically organize and interpret the em-
pirical observations, recognize the importance of the various ingredients. Theory
also makes it possible to generalize from observations and to create a framework
for addressing the next level of question and to make predictions which can be
tested by carrying out new experiments. However, as far as possible, we have
tried to strike a balance between theory, experiments and computer simulations.
•Modeling: deterministic and stochastic, forward and inverse, top-
down and bottom-up
Theorization requires a model of the system. A theoretical model is an ab-
stract representation of the real system which helps in understanding the real
system [51, 52, 53, 54, 55, 56, 57, 58]. This representation can be pictorial (for
example, in terms of cartoons or graphs) or symbolical (e.g., a mathematical
model). Qualitative predictions may be adequate for understanding some com-
plex phenomena or for ruling out some plausible scenarios. But, a desirable
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feature of any theoretical model is that it should make quantitative predictions
[56, 59, 54, 55, 60, 61]. Models can be formulated at several levels of biological
organization [62, 236, 64, 65], but it should be possible to derive a higher level
model by integrating details of a lower level model. Results for a given model
can be obtained analytically by mathematical manipulations. But, most often
even approximate analytical treatment of realistic models becomes extremely
difficult. Results are then obtained by numerical computation [66, 67]. The
model can be individual-based or population-based. It can be deterministic or
stochastic [68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79]
The “forward problem” of process modeling [80] starts with a model that is
formulated on the basis of apriori hypotheses which are, essentially, educated
guess as to the mechano-chemical kinetics of the motor. Standard theoretical
treatments of the model yields data on various aspects on the modeled motor;
this approach is expressed below schematically.
Theoretical model → Experimental data
Consistency between theoretical prediction and experimental data validates the
model. However, any inconsistency between the two indicates a need to modify
the model.
The “inverse problem” of inferring the model from empirical data has to
be based on the theory of probability. Such “statistical inference” [81] can be
drawn by following methods developed by statisticians over the last one century.
This inverse problem is expressed below schematically.
Theoretical model ← Experimental data
Inferring the complete network of mechano-chemical states and kinetic scheme
of a molecular motor from its observed properties is reminiscent of inferring the
operational mechanism of a given functioning macroscopic motor by “reverse
engineering” [82, 83]. It would be desirable to follow Platt’s [84] principle of
“strong inference” [85] which is an extension of Chamberlin’s [86] “method of
multiple working hypothesis” [55]. The relative scores of the competing models
(and the corresponding underlying hypotheses) would be a true reflection of
their merits. Both the directions of investigations, i.e. the forward problem and
the inverse problem are equally important and complementary to each other
[87].
Although, because of the usual perspective of statistical physicists, most of
the theories reviewed here are based on modeling the kinetic processes, we also
explain and review statistical modeling of the experimental data on molecular
motors. In the concluding section, we shall summarize our assessment of the
achievements and limitations of both these approaches to theoretical studies of
molecular motors.
•From motor molecules to functional modules: systems biology of
molecular motors?
In a living cell, several motors cooperate or coordinate with each other
thereby forming “functional modules” [88]. Some functional modules consist
of a single assembly whereas the components of other functional modules are
dispersed spatially [89]. Thus, each module may be viewed as a “network” of mo-
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tors and the physiology of an organism may be regarded as a network of networks
[90, 91]. Modularity can also increase the robustness of motor [94, 92]. The na-
ture of the forward-inverse problems and the bottom-up, top-down modeling
strategies needed for integrating motors at different levels have some similari-
ties, at least in spirit, with those followed in systems biology [94, 95, 96, 97, 98]
and in the more ambitious physisome project [99]. However, we’ll consider only
a couple of modules, formed by the integration of motors [93], in the part II of
this review.
•A multidisciplinary enterprise from a physicist’s perspective
(Something there is that doesn’t love a wall, That wants it down. - Robert
Frost, in:Mending Wall.)
As a system of scientific investigation, molecular motors are of current inter-
est in several disciplines, e.g., biophysics, biochemistry, molecular cell biology,
nanotechnology, etc. Therefore, many papers cited in this review appeared in
journals that are not part of the usual list of core journals in physics. Bold
and adventurous readers who do not mind browsing journals of other disciplines
may find a treasure house of phenomena related to molecular motors that are
begging for modeling and explanation.
•Organization of this review: parts I and II, appendices
I am fully aware of the challenges of reviewing a multi-disciplinary research
topic like molecular motors [100]. As far as possible, I have tried to “provide
fresh scientific insight” by carrying out a “novel synthesis” of the results scat-
tered in the primary literature of several different disciplines. However, the
presentation has been made from the perspective of a statistical physicist. The
review is divided into two parts. In part I we develop the general conceptual
foundation and the essential technical framework that are essential for under-
standing the basic physical principles which govern the operation of molecular
motors. In this part the applications of the formalism are restricted to only
simple generic models of molecular motors. However, the motivation for these
models can be appreciated by browsing the catalogue of the real molecular mo-
tors that we present in the beginning of the part I in the form of tables and a
brief description.
“The world of life can be studied from two points of view- that of its unity and
that of its diversity” [101]. Therefore, in part II we review more detailed models
of specific motors and the corresponding kinetic processes. From the catalogues
provided in part I, readers may pick and choose motors of their interest and
find the corresponding details in the part II. The results summarized in module
I emphasize the generic features of molecular motors while the distinct features
of different types of motors are presented in module II.
Not all the readers of this review are expected to be familiar with the bio-
logical pre-requisites. Therefore, very brief summary of some of the biological
facts that are essential for appreciating molecular motors and their functions
are presented in the appendices.
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2 Why should physicists study molecular mo-
tors?
Biomolecular motors operate in a domain where the appropriate units of length,
time, force and energy are, nano-meter, milli-second, pico-Newton and kBT ,
respectively (kB being the Boltzmann constant and T is the absolute temper-
ature). Aren’t the operational mechanism of molecular motors similar to their
macroscopic counterparts except, perhaps, the difference of scale? NO. In spite
of the striking similarities, it is the differences between molecular motors and
their macroscopic counterparts that makes the studies of these systems so in-
teresting from the perspective of physicists.
•Nature of the dominant forces: viscous drag and Brownian force
Force is one of the most fundamental quantities in physics. The forces which
dominate the dynamics of molecular motors have negligible effect on macro-
scopic motors. Consider a solid object of linear size L moving through a fluid
of density ρ at a speed v. The Reynolds number Re is a dimensionless number
that measures the ratio of the inertial and viscous forces acting on the object.
On the basis of elementary arguments one can derive [104]
Re = ρLv/η = Lv/ν (1)
where η is the viscosity and ν = η/ρ is the kinematic viscosity of the fluid. At
room temperature, for water ν = 10−6m2/s. Therefore for a fish [103, 104] of
length L = 0.1m moving at a speed of 1 m/s, Re = 105. In sharp contrast,
for a globular protein [19] of radius L = 10nm moving at the same speed of
v = 1 m/s in the same medium, Re = 10−2; it would be even smaller at slower
speeds. For a human swimmer, a Reynold’s number of 10−2 would arise if
(s)he tried to swim, for example, in honey! Thus, the dynamics of molecular
motors is expected to be dominated by hydrodynamics at low Reynold’s number
[105, 106].
The dominant forces acting on a typical Brownian particle are listed below.
Forces on a Brownian particle
↙ ↓ ↘
Conservative Dissipative Random
↓ ↓ ↓
electrostatic force viscous drag thermal force
Already in the first half of the twentieth century D’Arcy Thompson, a pi-
oneer in bio-mechanics, realized the importance of viscous drag and Brownian
forces in this domain. He pointed out that in the microscopic world of cells,
“gravitation is forgotten” [107] (i.e., inertia is negligible), and “the viscosity of
the liquid” and the “molecular shocks of the Brownian movement” as well as the
“electric charges of the ionized medium”, have the strongest influence. Thus, the
kinetics of molecular motors are dominated by fluctuations and irreversibilities;
besides, these exhibit some counter-intuitive phenomena which are characteris-
tics of hydrodynamics at low Reynold’s number.
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•Energy transduction: isothermal engine far from equilibrium
Molecular motors are made of soft matter whereas macroscopic motors are
normally made of hard matter to withstand wear and tear. Nature seems to
exploit the high deformability of the “active” soft material [108], of which a
molecular motor is made, for its biological function. The special characteris-
tics which make the energy transduction by molecular motors interesting from
the perspective of physics are as follows [109]: (i) these motors are isothermal,
in contrast to the heat engines of the macroscopic motors [110], (ii) the cycle
times of these cyclic motors are finite and the power output is non-zero; the
formalisms of neither equilibrium thermodynamics nor endo-reversible thermo-
dynamics [111] are applicable for reasons that we’ll explain later. (iii) Molecular
motors operate, in general, under conditions far from thermodynamic equilib-
rium and, therefore, the formalism of non-equilibrium thermodynamics [112] for
coupled mechano-chemical processes is also not applicable. (iv) The energy re-
leased by the a single “fuel” molecule is about 10−21J . Interestingly, the mean
thermal energy kBT associated with a molecule at a temperature of the order
of T ∼ 100K, is also kBT ∼ 10−21J . Moreover, equating this thermal energy
with the work done by the thermal force Ft in causing a displacement of 1nm
we get Ft ∼ 1pN . This is comparable to the elastic force experienced by a
typical motor protein when stretched by 1nm. Thus, a motor protein that gets
bombarded from all sides by random thermal forces is similar to a tiny creature
getting bombarded randomly from all sides by hailstones! Therefore, the posi-
tion of its center of mass as well as the positions of its atomic constituents with
respect to its center of mass fluctuate. Furthermore, because of the low con-
centrations of the other molecular species involved in its operation, fluctuations
of the cycle time is also another unavoidable intrinsic features of the kinetics
of molecular motors. Consequently, in contrast to the deterministic dynam-
ics of the macroscopic motors, the dynamics of molecular motors is stochastic
(i.e., probabilistic). Therefore, one has to use the more sophisticated toolbox
of stochastic processes and non-equilibrium statistical mechanics for theoretical
treatment of molecular motors.
Noise [113] need not be a nuisance for a motor [114]; instead, a motor can
move forward by gainfully exploiting this noise. A noise-driven mechanism of
molecular motor transport, which does not have any counterpart in the macro-
scopic world of man-made motors, is closely related to fundamental questions
on the foundations of statistical physics.
•Spatial symmetry breaking: polar track, directed motility, asym-
metric cells
Molecular motors and their respective filamentous tracks not only exhibit
intrinsic spatial asymmetries in their key properties, but are also responsible
for the spatial organization, including the spatial asymmetries of the emergent
patterns, that are observed at the subcellular as well as cellular levels of orga-
nization [115].
The cause and effects of broken symmetry of molecular motors can be exam-
ined in the broader context of the fundamental principles of symmetry breaking
in physics and biology (see the articles in the special “Perspectives on Symme-
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try Breaking in Biology” [116]). For macroscopic systems in thermodynamic
equilibrium, symmetry breaking is explained in terms of the form of the free
energy. However, since living cells are far from thermodynamic equilibrium, the
theory of symmetry breaking in those systems cannot be based on thermody-
namic free energy. As we’ll see repeatedly, kinetics cannot be ignored in the
study of symmetry breaking in living systems.
•Directed motility of a single motor on a polar track
Energy is a scalar quantity whereas velocity is a vector. How does consump-
tion of energy give rise to a non-zero average velocity of a molecular motor?
Moreover, a directed movement that a motor exhibits on the average, requires
breaking the forward-backward symmetry on its track. What are the possible
cause and effects of this broken symmetry at the molecular level?
As far as the cause of this asymmetry is concerned, the asymmetry of the
tracks alone cannot explain the “directed” movement of the motors, because
on the same track members of different families of motors can, on the average,
move in opposite directions. Obviously, the structural design of the motors and
their interactions with the respective tracks also play crucial roles in determining
their direction of motion along a track.
•Coordination, cooperation and competition of motors: intra-cellular
self-organization
Collective dynamics of molecular motors can be viewed at several different
levels [117]: (i) coordination of the different subunits of a single motor; (ii)
cooperation and competition of a few motors in moving either a single cargo (if
they walk on a immobilized filamentous track) or a single filament (if the motors
are immobilized and the filament can move); (iii) traffic of a large population
of motors on a fibrous network of many filaments; (iv) integration of different
types of motors [118] and other energy-transducing force generators within a
single modular machinery that performs a specific function.
The size, shape, location and number of intracellular compartments [119,
120, 121, 122, 123] as well as modular intracellular machineries are self-organized
[124, 125, 126, 127, 128, 129], rather than self-assembled. Dissipation takes
place in “self-organization” and distinguishes it from “self-assembly” [130, 131];
the latter corresponds to the minimum of thermodynamic free energy whereas
self-organized system does not attain thermodynamic equilibrium. The coor-
dination, cooperation and/or competition of the “directed” movements of the
individual motors on their respective tracks and the push / pull of the other force
generators are necessary for the intracellular self-organization process [124, 125].
•Cell motility, morphogenesis and development: pattern formation
The broken symmetry at the molecular level, e.g., asymmetric growth ki-
netics of the polar filaments and the “directed” movement of molecular motors,
generate forces required for the motility of a cell as a whole. Moreover, the
interplay of the kinetics of motors and the filaments play crucially important
roles in cell morphogenesis as well as in the development of an organism, both
of which are essentially pattern formation phenomena.
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Part I:
General concepts, essential techniques,
generic models and results
“Science is nothing without generalisations. Detached and ill-assorted facts are
only raw material, and in the absence of a theoretical solvent, have but little
nutritive value. ”- Lord Rayleigh, Presidential address (1884), British
Association for the Advancement of Science.
17
3 Motoring on a “landscape”: conformation and
structure
The terms “conformation” and “structure” are used extensively to describe the
kinetics of molecular motors. The main aim of this section is to clarify the
subtle differences between these two concepts.
The energy landscape of a chemical reaction is a graphical way of showing
how the energy of the reacting system depends on the degrees of freedom of
the system which include the positions (and orientations) of all the atoms of
the reactant and product molecules. For any single event of the occurrence of
the reaction, the trajectory in this landscape does not necessarily proceed along
the bottom of the valley, but occasionally also makes excursions up the walls of
the valley. However, when averaged over large number of such trajectories, the
reaction process can be described as an effective route in this landscape that cor-
responds to the lowest energy from the entrance to the exit over a saddle point.
This average route in the multidimensional energy landscape is called the reac-
tion coordinate which we’ll denote by the symbol ξ. Moving along this pathway
alters the coordinates of all the atoms involved in the reaction; therefore, this
reaction coordinate is actually a composite coordinate. The magnitude of this
reaction coordinate expresses how far the reaction has progressed. Often the en-
ergy of the system is plotted against the reaction coordinate; the reactants and
the products correspond to two local minima separated by a maximum which
corresponds to the saddle point on the multi-dimensional energy landscape. The
state of maximum energy along the reaction coordinate, is called the transition
state. The energy landscape can be surveyed by a detailed quantum chemical
calculation [132].
The abundant materials available to nature for designing and manufacturing
molecular motors in living cells were proteins and nucleic acids both of which
are linear polymers. The individual monomeric residues that form proteins
and nucleic acids are amino acids and nucleotides, respectively. Although the
monomeric subunits are covalently bonded along the linear chain, the secondary
and tertiary structures (and, therefore, the three-dimensional shape) of proteins
are determined by much weaker non-covalent bonds (e.g., hydrogen bonds, Van
der Waals interactions, etc.) between these chains. Since the strengths of these
non-covalent bonds are comparable to the thermal energy kBT , the high-order
structures exhibit significant thermal fluctuations even when such “soft” mate-
rials are neither subjected to any external force nor participate in any chemical
reaction. Thus, proteins are dynamic intrinsically [133].
According to our convention, a conformational state (or, simply, conforma-
tion) of a protein is given by the coordinates of all the constituent atoms. In
thermodynamic equilibrium, a protein persistently goes through a large number
of conformational states which are typically within kBT of the conformation
that has the lowest free-energy. If the fluctuations in the positions of the atoms
are not too large, we can regard the different conformations as small devia-
tions about a state which is the time-average of these conformations. Such a
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time-averaged conformational state is called a structural state.
We now explain the relations between conformations and structure more
quantitatively [19]. Suppose a protein can exist in any of the N different con-
formational states each with the corresponding potential energy Ui (i = 1, .., N).
Since the conformations are assumed to be canonically distributed in thermody-
namic equilibrium, the probability of finding the protein in the i-th conformation
is
pi =
exp(−βUi)
Z
(2)
where the partition function Z is given by
Z =
N∑
i=1
exp(−βUi). (3)
For simplicity, suppose the conformational states segregate into two ensem-
bles where the first is associated with the structural state E1 while the second
ensemble is associated with the structural state E2. For example, E1 and E2
may correspond to the “pre-stroke” and “post-stroke” states of a motor pro-
tein. Suppose the first ensemble consists of the n conformational states with
energies U1, U2, ..., Un while the remaining N − n conformational states with
energies Un+1, Un+2, ..., UN belong the second ensemble. Then, the probability
of finding the protein in the structural state E1 is given by
P1 =
n∑
i=1
pi = Z1/Z (4)
where
Z1 =
n∑
i=1
exp(−βUi). (5)
is the restricted partition function. Similarly, the probability of finding the
protein in the structural state E2 is given by
P2 =
N∑
i=n+1
pi = Z2/Z (6)
where
Z2 =
N∑
i=n+1
exp(−βUi). (7)
Thus, P2/P1 = Z2/Z1. But, Z1 = exp(−βF1), Z2 = exp(−βF2) where F1 and
F2 are the free energies of the structures E1 and E2, respectively. Hence,
P2/P1 = exp(−β∆F ) (8)
where
∆F = F2 − F1 (9)
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Thus, the probability of finding a protein in a conformational state with energy
Uc is proportional to exp(−βUc) whereas that of finding the protein in a struc-
tural state with free energy Fs is proportional to exp(−βFs). Most of the bio-
logical processes, in which molecular motors participate, take place at constant
temperature and constant pressure. Therefore, the most appropriate thermo-
dynamic potential (i.e., free energy) is the Gibbs free energy G = U−TS+PV .
Therefore, any change ∆G of the Gibbs free energy can be expressed as the
sum of the contributions from the changes in the enthalpy H and entropy S:
∆G = ∆H − T∆S.
For reactions involving two small molecules, for example, the dimension and
complexity of the energy landscape are still small enough and the description
of the dynamics in this landscape is useful. However, for reactions catalyzed by
enzymes (i.e., proteins), manyfold increase in the dimension and complexity of
the landscape makes its use cumbersome, if not impractical. However, even for
such reactions, a simpler landscape can be constructed by averaging over the
fast degrees of freedom which are not important for describing the mechanism of
the reaction that takes place on much longer time scales [132, 134, 135]. Such an
averaging over a subset of the degrees of freedom yields a “free energy” that still
depends on the remaining degrees of freedom; such a “free energy” landscape
may be viewed as a projection of the energy landscape onto a much lower-
dimensional space. Usually the reaction coordinate is one of the coordinates
which span the low-dimensional “free energy landscape”. The cross-section of
the free energy landscape along the reaction coordinate is usually plotted as
shown in Fig.1 where the deeper of the two local minima corresponds to the
products while the other local minimum corresponds to the reactants. The
landscape picture and reaction coordinate diagrams are used also to describe
the thermodynamics and kinetics of molecular motors [136, 137].
Figure 1: The free energy of a chemically reacting system is plotted schemat-
ically against the reaction coordinate. The symbols R and P correspond to the
reactant(s) and the product(s), respectively, while TS represents the transition
state. The free energy barrier for this reaction is denoted by B while ∆G is the
free energy difference between the reactant(s) and the product(s).
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Motor superfamily Filamentous track Minimum step size Appendix, Section
Myosin F-actin 36 nm K, 17
Kinesin Microtubule 8 nm K,17
Dynein Microtubule 8 nm K,17
Table 1: Superfamilies of motor proteins, corresponding tracks, minimum step
size and section number in module II where further details can be found.
4 Molecular motors and fuels: classification, cat-
alogue and some basic concepts
4.1 Classification of molecular machines
Molecular machines can be classified in many different ways depending on
the characteristic property used for classification. From the perspective of
(mechanical-) engineers, the biomolecular machines can be classified accord-
ing to their similarities with their macroscopic counterparts. Cyclic machines
operate in repetitive cycles and are very similar to the cyclic engines which run
our cars. In contrast, some other molecular machines are one-shot machines
that exhaust an internal source of free energy in a single round. The most com-
mon type of cyclic machines that we’ll consider here are motors [19, 22, 23, 24,
25, 26, 27, 28, 29, 32] and pumps. In this review we focus exclusively on motors.
So far as the intracellular transport system system is concerned, its components
are as follows:
Intracellular motor transport system = motor + fuel + external regulation & control
motor = engine + transmission system (gear, clutch,etc.)
Therefore, for understanding the intracellular motor transport system, it is
not enough to understand the individual motors in isolation. One also needs to
pay attention to the regulation of motor transport [138]. However, a detailed
discussion of the mechanisms of regulation of molecular motors is beyond the
scope of this review.
During its life time, a cell goes through a sequence of different phases before
it gets divided into two daughter cells thereby completing one cell cycle. In this
review we discuss the energetics and kinetics of molecular motors and motor
assemblies which drive key processes during the successive phases of cell cycle.
4.1.1 Cytoskeletal motors and filaments
The cytoskeleton of a cell is the analogue of the human skeleton [19]. However,
it not only provides mechanical strength to the cell, but its filamentous proteins
also form the networks of “highways” (or, “tracks”) on which cytoskeletal motor
proteins [19, 22] can move. Filamentous actin (F-actin) and microtubules (MT)
which serve as tracks are “polar” in the sense that the structure and kinetics of
the two ends of each filament are dissimilar.
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Motor Sliding filaments Function (example) Section
Myosin “Thin filaments” of muscle fibers Muscle contraction 19.1
Myosin “Stress fibers” of non-muscle cells Cell contraction 19.2
Myosin Cytokinetic “contractile ring” in eukaryotes Cell division 29
Kinesin Interpolar microtubules in mitotic spindle Mitosis 21.1
Dynein Microtubules of axoneme Beating of eukaryotic flagella 19.3
Dynein Microtubules of megakaryocytes Blood platelet formation 19.4
Table 2: Few example of cytoskeletal rowers and sliders as well as their biological
functions.
The superfamilies of cytoskeletal motors and the corresponding filamentous
tracks are listed in table 1. These are linear molecular motors because they
move along special filamentous linear tracks, performing mechanical work, while
consuming some form of (free-) energy input. These are analogs of trains which
move on railway tracks. Every superfamily can be further divided into families.
Members of every family move always in a particular direction on its track; for
example, kinesin-1 and cytoplasmic dynein move towards + and - end of MT,
respectively. Similarly, myosin-V and myosin-VI move towards the + and - ends
of F-actin, respectively.
For their operation, each motor must have a track-binding site and another
site that binds and “burns” a “fuel” molecule (usually hydrolyzes a molecule
of Adenosine triphosphate, abbreviated ATP). Both these sites are located, for
example, in the head domain of myosins and kinesins. The motor-binding sites
on the tracks are equispaced; the actual step size of a motor can be, in principle,
an integral multiple of the minimum step size which is the separation between
two neighboring motor-binding sites on the corresponding track.
•Porters: intracellular cargo transport
Some linear motors are cargo transporters. Such a motor “walks” ‘ for a
significant distance on its track carrying the cargo. For obvious reasons, such
motors are referred to as porters [139]. The distinct possible stepping patterns
of the motor proteins will be discussed in section 11.
•Depolymerases: chipping of filamentous tracks
A MT depolymerase is a kinesin motor that chips away its own track from
one end [140]. Members of the kinesin-13 family can reach either end of the MT
diffusively (without ATP hydrolysis) and, then, start chipping the track from
the end where it reaches. In contrast, members of the kinesin-8 family walk
towards the plus end of the MT track hydrolyzing ATP and after reaching that
end starts chipping it from there. Chipping by both families of depolymerase
kinesins are energized by ATP hydrolysis.
•Sliders and rowers: motor-filament crossbridge in motility and con-
tractility
Some motors are capable of sliding two different filaments with respect to
each other by stepping simultaneously on these two filaments [141]. Some sliders
work in groups and each detaches from the filament after every single stroke;
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Polymer mode of force generation Function (example) Section
MT polymerization organizing cell interior 20
F-actin polymerization cell motility 20
FtsZ polymerization bacterial cytokinesis 20
MSP polymerization motility of nematode sperm cells 20
Type-IV pili polymerization bacterial motility 20
MT de-polymerization Eukaryotic chromosome segregation 20
spasmin spring-like vorticellid spasmoneme
Coiled actin spring-like egg fertilization by sperm cells
Table 3: Force generation by polymerizing/depolymerizing, coiling/uncoiling
filaments: pistons, hooks and springs.
these are often referred to as rowers because of the analogy with rowing with
oars [139, 142]. The oars of rowers come in contact with water for a very brief
period, giving a stroke and then comes out of water, completing one cycle.
Similarly, “rower” molecular motors also remain attached to their track for a
small fraction of their ATPase cycle, i.e., the duty ratio of these nonprocessive
motors is usually small. However, the collective stroke of a very large number
of such tiny motor molecules can generate forces large enough to slide filaments
over a significant distance. Contractility, rather than motility, at the subcellular
and cellular level are driven by the sliders and rowers. Some examples of this
category are listed in the table 2.
•Cytoskeletal polymerizing/depolymerizing filaments: pistons, hooks
and springs
Motor proteins are not the only force generators in a cell. In fact, no ho-
molog of motpr proteins have been found so far in prokaryotic cells. Dynamic
filamentous proteins also generate forces. Elongation of a filamentous biopoly-
mer that presses against a light object (e.g., a membrane) can result in a “push”
[143]. Similarly, a depolymerizing tubular filament can “pull” a light ring-like
object by inserting its hook-like outwardly curled depolymerizing tip into the
ring [144]. The interplay of the pushing and pulling forces dominate the dynamic
organization of the cell interior [145]. A flexible filament, upon compression by
input energy, can store energy that can perform mechanical work when the fil-
ament springs back to its original relaxed shape [146]. Some typical examples
are given in table 3.
The architecture of the diverse MT-based intracellular superstructures are
determined by a combined operation of the MT-based motor proteins and other
non-motor MT-associated proteins (MAPs) [147, 148, 149, 150, 151, 152, 153,
154]. Similarly, actin-based motor proteins and the non-motor actin-related
proteins (ARPs) [155, 156, 157, 158, 159, 160, 161, 162, 163, 164, 165, 166, 167]
determine the overall architecture of the actin-based intracellular superstruc-
tures. Some of the superstructures self-organized in an in-vitro motor-filament
system, in the absence of MAPs and ARPs, will be mentioned in section 21.
Microtubule plus-end tracking proteins (+TIPs) [168, 169, 170, 171, 172] are
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Membrane Polymer Section
Nuclear envelope RNA/Protein 22
Membrane of endoplasmic reticulum Protein 22
Membranes of mitochondria/chloroplasts Protein 22
Membrane of peroxisome Protein 22
Table 4: Membrane-bound translocases.
Polymer Examples of Machines Section/reference
DNA (polynucleotide) RM enzyme [177]
RNA (polynucleotide) Exosome 23
Protein (polypeptide) Proteasome 23
Cellulose (polysachharide) Cellulosome [179]
Starch (polysachharide) Starch degrad. enzyme [180]
Chitin (polysachharide) Chitinase [181]
Table 5: Machines for degradation of macromolecules of life.
special MAPs that accumulate at the plus end of microtubules; depolymerase
motors proteins that target the plus-end of MT filaments are also +TIPs.
4.1.2 Machines for synthesis, manipulation and degradation of macro-
molecules of life
•Membrane-associated motors for translocation of macromolecules
across membranes
In many situations, the motor remains immobile and pulls a macromolecule;
the latter are often called translocase. Some translocases export (or, import)
either a protein [173] or a nucleic acid strand [174, 175] across the plasma
membrane of the cell or, in case of eukaryotes, across internal membranes. A
list is provided in table 4.
The genome of many viruses are packaged into a pre-fabricated empty con-
tainer, called viral capsid, by a powerful motor attached to the entrance of the
capsid [176].
•Machines for degrading macromolecules of life
Restriction-modification (RM) enzyme defend bacterial hosts against bac-
teriophage infection by cleaving the phage genome while the DNA of the host
bacteria are not cleaved [177]. Exosome and proteasome are nano-cages into
which RNA and proteins are translocated and shredded into smaller fragments
[178]. Similarly, there are machines for degrading polysachharides, e.g., cellu-
losome (a cellulose degrading machine) [179], starch degrading enzymes [180],
chitinase (chitin degrading enzyme) [181], etc. These machines are listed in
table 5.
•Machines for template-dictated polymerization
Two classes of biopolymers, namely, polynucleotides and polypeptides per-
form wide range of important functions in a living cell. DNA and RNA are
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Machine Template Product Function Section
DdRP DNA RNA Transcription 24
DdDP DNA DNA DNA replication 24
RdRP RNA RNA RNA replication 24
RdDP RNA DNA Reverse transcription 24
Ribosome mRNA Protein Translation 25
Table 6: Types of polymerizing machines, the templates they use and the cor-
responding product of polymerization.
examples of polynucleotides while proteins are polypeptides. Both polynu-
cleotides and polypeptides are made from a limited number of different species
of monomeric building blocks, namely, nucleotides and amino acids,respectively.
The sequence of the monomeric subunits to be used for synthesis of each of these
are dictated by that of the corresponding template. These polymers are elon-
gated, step-by-step, during their birth by successive addition of monomers, one
at a time. The template itself also serves as the track for the polymerizer ma-
chine that takes chemical energy as input to polymerize the biopolymer as well
as for its own forward movement. Therefore, these machines are also referred
to as motors.
Depending on the nature of the template and product nucleic acid strands,
polymerases can be classified as DNA-dependent DNA polymerase (DdDP),
DNA-dependent RNA polymerase (DdRP), etc. as listed in the table 6.
•Unwrappers, unzippers and untanglers of DNA: chromatin remod-
ellers, Helicases and topoiomerases
In an eukaryotic cell DNA is packaged in a hierarchical structure called chro-
matin. In order to use a single strand of the DNA as a template for transcription
or replication, it has to be unpackaged either locally or globally. ATP-dependent
chromatin remodelers [182] are motors that perform this unpackaging. However,
only one of the strands of the unpackaged duplex DNA serves as a template;
the duplex DNA is unzipped by a DNA helicase motor [183]. Similarly, a RNA
helicase motor unwinds a RNA secondary structure. During DNA replication,
a helicase moves ahead of the polymerase, like a mine sweeper, unzipping the
duplex DNA and dislodging other DNA-bound proteins. However, the tran-
scriptional and translational machineries do not need assistance of any helicase
because these are capable of unzipping DNA and unwinding RNA, respectively,
on their own.
In order to control and modulate the DNA topology, a cell uses a class of
machines designed specifically for this purpose. These machines, called topoi-
somerase, can untangle DNA by passing one DNA through a transient cut in
another [185].
•Quality control: a delicate balance in an unreliable factory
The molecular machines that synthesize the macromolecules in a cell are
far from perfect. Therefore, template-directed polymerization is an error-prone
process. Any defective protein is likely to misfold and, therefore, would be un-
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Motor Function Section
ATP-synthase Synthesis of ATP 27
Bacterial flagellar motor Rotating bacterial flagella 28
Table 7: Two major rotary motors.
suitable for its biological function. Misincorporation of a nucleotide during the
polymerization of a mRNA would produce an erroneous template for protein
synthesis. Error in DNA replication would produce defective genome for the
daughter cells. In order to maintain macromolecular integrity, each cell has a
“quality-control system” [184]. In the context of molecular machines for syn-
thesis and degradation of macromolecular machines, the following questions are
of fundamental interest: (i) does the quality control system detect the perfect
product or the defective product? (ii) Does this detection take place during the
ongoing polymerization process (e.g, immediately after committing an error) or
after the product molecule is released by the machinery at the end of synthesis
of the complete product? (iii) Is the detection mechanism based on the princi-
ples of equilibrium thermodynamics or kinetics? (iv) Once an error is detected,
is the error corrected or is the defective product degraded? (v) What are the
possible short-term and long-term consequences of an error if the error escapes
detection or/and correction/degradation process of the quality control system?
Although in this review we focus exclusively on the machines and mechanisms
that ensure high quality of the macromolecular products, the quality-control
system of a normal eukaryotic cell acts on multiple levels- molecular, organellar
as well as cellular levels [184].
4.1.3 Rotary motors
Rotary molecular motors [186] (see table 7) are, at least superficially, very sim-
ilar to the motor of a hair dryer. Two rotary motors have been studied most
extensively. (i) A rotary motor embedded in the membrane of bacteria drive the
bacterial flagella which, the bacteria use for their swimming in aqueous media.
(ii) A rotary motor, called ATP synthase is embedded on the membrane of mi-
tochondria, the powerhouses of a cell. A synthase drives a chemical reaction,
typically the synthesis of some product; the ATP synthase produces ATP, the
“energy currency” of the cell, from ADP.
4.2 Fuels for molecular motors
Energy sources available not only explain the differences in the “lifestyles” of
prokaryotes and eukaryotes [187] but also provides an alternative perspective
on the fundamental question of the origin of life [188]. It is thermodynamics
and kinetics which ultimately decided the allowed processes that led to the
emergence of life from inanimate matter. Throughout the subsequent evolution
of life, energy has fuelled the machineries in living systems [189]. Therefore,
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this aspect of the investigations on molecular machines is intimately related to
the subject of bioenergetics [190, 191, 192].
Several polymerase motors are capable of extracting the required input
energy directly from the substrates that they use for polymerizing a macro-
molecule. On the other hand, some motors that degrade nucleic acids are pow-
ered by the free energy released by the degrading nucleic acid strand. However,
motors that use filamentous polymers as track use a separate fuel molecule; in
most cases the fuel molecule is adenosine tri-phosphate (ATP). Contributions to
the input energy for a motor come from (a) the binding of ATP, (b) hydrolysis
of the bound ATP molecule, as well as (c) release of the products of hydrolysis.
4.2.1 Chemical fuel generates generalized chemical force
Before considering any specific chemical reaction that provides the input chem-
ical energy for a specific motor, let us keep the discussion as general as possible.
We consider the reaction
C1
kf

kr
C2 (10)
where higher energy compound C1 gets converted to the lower energy compound
C2 spontaneously. The forward and reverse fluxes are given by Jf = kf [C1] and
Jr = kr[C2], respectively. In thermodynamic equilibrium of this system,
kf
kr
=
[C2]eq
[C1]eq
= P2/P1 = exp(−β∆G0), (11)
i.e.,
∆G0 + kBT ln
(
[C2]eq
[C1]eq
)
= 0 (12)
where ∆G0 = G2−G1, and hence Jf = Jr. What happens if the concentrations
of C1 and C2 deviate slightly from the equilibrium concentrations? The popula-
tions of the two molecular species keep changing by conversion from one species
to the other till the new concentrations again satisfy the equilibrium condition
(11). What drives the system towards equilibrium and which way does this
proceed- forward or reverse?
In order to address the question posed at the end of the last paragraph,
suppose, there are n1 molecules of C1 (each of free energy G1) and n2 molecules
of C2 (each of free energy G2). The corresponding free energy of the entire
system is given by
Gi = n1G1 + n2G2 + (n1 + n2)kBT
[(
n1
n1 + n2
)
ln
(
n1
n1 + n2
)
+
(
n2
n1 + n2
)
ln
(
n2
n1 + n2
)]
(13)
If one molecule of C1 now gets converted to one molecule of C2 by the reaction
(10), the new free energy of the system can be obtained from (13) by replacing
n1 and n2 by n1 − 1 and n2 + 1, respectively. Let us denote the corresponding
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change in the free energy of the entire system by ∆G. When n1 and n2 are
sufficiently large, it is straightforward to show that
∆G ' ∆G0 + kBT ln
(
[C2]
[C1]
)
(14)
Comparing eqn.(14) with eqn.(12), we find that ∆G vanishes in equilibrium.
Moreover, ∆G0 indicates merely the direction of spontaneous conversion of a
molecule with high free energy into a molecule of low free energy. But, when
the concentrations of the molecules deviate from equilibrium, it is X = ∆G that
drives the chemical system towards equilibrium. Furthermore, change in the free
energy caused by the conversion of one molecule is identical to the change in
the chemical potential ∆µ. Therefore, we define ∆µ = ∆G as the “generalized
chemical force” X.
Example 1: ATP hydrolysis vs. ATP synthesis
The most common way of supplying energy to a natural nano-motor is to uti-
lize the chemical energy (or, more appropriately, free energy) released by a chem-
ical reaction. Most of the motors use the so-called “high-energy compounds”-
particularly, nucleoside triphosphates (NTPs)- as an energy source to generate
the mechanical energy required for their directed movement. However, the term
“high-energy compound”, although widely used colloquially, is confusing. Here
“high-energy” or “energy-rich” merely means that the free energy change ∆G0
associated with the chemical reaction, that the compound undergoes to supply
input (free-)energy for the motor, is strongly negative [194]. The most common
chemical reaction is the hydrolysis of ATP to ADP ATP → ADP + Pi (see
fig.2). ATP analogoues [195] are very useful substitutes for normal ATP for
exploring the role of ATP in the operational mechanism of a molecular motor.
Some other high-energy compounds can also supply input energy; one typi-
cal example being the hydrolysis of Guanosine Triphosphate (GTP) to Guano-
sine Diphosphate (GDP). Inorganic pyrophosphate (PPi), which forms natu-
rally during the hydrolysis of ATP into Adenosine mono-phosphate (AMP) by
the reaction ATP → AMP + PPi, is also used as fuel in some living systems
[196, 197]. Interestingly, PPi is a member of the family of inorganic polyphos-
phates [198, 199] which are believed to be an ancient energy source in living
systems.
Figure 2: Schematic representation of hydrolysis of adenosine triphosphate
(ATP) to adenosine diphosphate (ADP).
For the reaction (see fig.2)
ATP 
 ADP + Pi, (15)
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X = ∆G = ∆G0 − kBT ln [ATP ]c
[ADP ]c[Pi]c
(16)
where ∆G0 = −54× 10−21J .
A curiosity in the choice of phosphates as the energy currency of the cell:
why did Nature choose phosphates? This question can be answered only by ex-
amining its relative stability and its enhanced rate of hydrolysis by the enzymes
as compared to alternative compounds which might have been available to Na-
ture during the course of evolution. It has been argued [200] that phosphates
were the best choice for Nature but, perhaps, not for the present-day organic
chemists.
If a cyclic machine runs on a specific chemical fuel then the spent fuel must
be removed as waste products and fresh fuel must be supplied to the machine.
Fortunately, normal cells have machineries for recycling waste products to man-
ufacture fresh fuel, e.g., synthesizing ATP from ADP. This raises an impor-
tant question: since ATP is a higher-energy compound than ADP, how are the
ATP-synthesizing machines driven to perform this energetically “uphill” task?
Fortunately, chemical fuel is not the only means by which input energy can
be supplied to intracellular molecular machines; ATP synthesis is driven by
ion-motive force (IMF) that we discuss in the next subsubsection.
4.2.2 Electro-chemical gradient of ions generates ion-motive force
During Darwinian evolution, cells seem to have selected only two atomic species
of ions for the electro-chemical gradient- hydrogen ion H+ (which is is essentially
a single proton) and sodium ion Na+. The evolutionary advantages of these
two ionic species over all other possible candidates and the sequence in which
these might have been selected in the course of evolution are still debated but
will not be discussed here [201, 202, 203, 204, 205, 206, 207].
An electro-chemical gradient of protons across the membrane of a cell or that
of an organelles of an eukaryotic cell generates the proton-motive force (PMF).
The strength of the PMF is generally expressed in terms of the free energy ∆G
required to create it. Suppose V denotes the electric potential and [H] is the
concentration of the protons (hydrogen ions). Traditionally, in the literature on
active transport across membranes [192, 193] ∆G is expressed as
∆G = RTln
[H]in
[H]out
+ F (Vin − Vout). (17)
where the subscripts in and out refers to inside and outside of the membrane-
bound compartment, F is the Faraday constant and R is the gas constant (R =
NAkB where NA is the Avogadro number). The first and second terms on the
right hand side of (17) correspond to the concentration (chemical) gradient and
electrical potential gradient, respectively. Since pH = log10(1/[H]) and since
lnex = 2.303log10x equation (17) can also be recast in terms of the pH values
on the two sides of the membrane. A similar expression describes the sodium-
motive force (SMF) generated by the electro-chemical gradient of sodium ions
[208].
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4.2.3 Some uncommon energy sources for powering mechanical work
The spring-like action of spasmoneme is powered neither by any NTP nor by
any IMF. Instead, binding of Ca2+ ions causes contraction of the spring thereby
storing elastic energy that is later released when the spring rapidly extends to
its full length because of the unbinding of the calcium ions [146]. Similarly,
the switching of a forisome from a spindle-like elongated shape to a balloon-like
swollen plug is energized also by the binding of calcium ions [209, 210, 211, 212].
In living plants movements can be caused by the variation of internal pressure
(also called turgor) of cells that arise from uptake or loss of water [213]. However,
we’ll not discuss these mechanisms of force generation in this review.
For designing artificial nanomotors, light is often the preferred choice as the
input energy. The advantages of using light, instead of chemical reaction, as the
input energy for a molecular motor are as follows: (i) light can be switched on
and off easily and rapidly, (ii) usually, no waste product, which would require
disposal or recycling, is generated.
4.2.4 Manufacturing energy currency from external energy supply
A cell gets its energy from external sources. It has special machines to convert
the input energy into some “energy currency”. For example, chemical energy
supplied by the food we consume is converted into an electro-chemical potential
∆µ that not only can be used to synthesize ATP, but can also directly run
some other machines. In plants similar proton-motive forces are generated by
machines which are driven by the input sunlight.
Thus, study of molecular machines deals with two complementary aspects of
bioenergetics: (a) conversion of energy input from the external sources into the
energy currency of the cell, and (b) utilization of the energy currency to drive
various other active processes [194].
ATP was discovered by Lohmann and, independently, by Fiske and Sub-
barow [214, 215, 216]. As we will discuss in section 27, synthesis of ATP from
ADP is driven by a PMF (or, SMF). But, the mechanism of generating the
PMF (and, SMF) from metabolic energy was discovered by Peter Mitchell
[217, 218, 219, 220, 221, 222]. For the history of the discoveries of the reac-
tion chains that convert other forms of input energy into the standard energy
currencies of the cell, see ref.[223, 224]).
4.3 Some basic concepts
4.3.1 Directionality, processivity and duty ratio
All the members of a distinct family of motor protein moves in a specific direc-
tion on its track which is a polar filament, i.e, whose two ends are not equivalent.
One of the key features of the kinetics of molecular motors is their ability to at-
tach to and detach from the corresponding track. A motor is said to be attached
to a track if at least one of its domains remains bound to the corresponding track.
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One can define processivity in three different ways:
(i) Average number of chemical cycles in between attachment and the next
detachment from the filament;
(ii) attachment lifetime, i.e., the average time in between an attachment and
the next detachment of the motor from the filament;
(iii) mean distance spanned by the motor on the filament in a single run.
The first definition is intrinsic to the process arising from the mechano-chemical
coupling. But, it is extremely difficult to measure experimentally. The other
two quantities, on the other hand, are accessible to experimental measurements.
Leibler and Huse [139] presented a unified scenario for the function of the
cytoskeletal motor proteins and argued that the different processivities of the
motors arise from the different rate limiting processes in their mechano-chemical
cycle. The details of their arguments will be examined in part II. To translocate
processively, a motor may utilize one of the three following strategies:
Strategy I: the motor may have more than one track-binding domain (oligomeric
structure can give rise to such a possibility quite naturally). Most of the cy-
toskeletal motors, like conventional two-headed kinesin, use such a strategy. One
of the track-binding sites remains bound to the track while the other searches
for its next binding site.
Strategy II: A motor may possess non-motor extra domains or some accessory
protein(s) bound to it which can bind to the track even when none of the motor
domains of the motor is directly attached to the track.
Strategy III: it can use a “clamp-like” device to remain attached to the track;
opening of the clamp will be required before the motor detaches from the track.
Many motors utilize this strategy for moving along the corresponding nucleic
acid tracks.
During one cycle, suppose a motor spends an average time τb bound (at-
tached) to the filament, and the remaining time τu unbound (detached) from
the filament. Clearly, the period during which it exerts its working stroke is τb
and its recovery stroke takes time τu. The duty ratio, r, is defined as the fraction
of the time that each head spends in its attached phase, i.e.,
r = τb/(τb + τu) (18)
4.3.2 Force-velocity relation and stall force
An external force that opposes the natural directed movement of a motor is
called a load force. As the strength of the load force is increased, the average
velocity V of the motor decreases. The force-velocity relation V (F ) is one of the
most important characteristics of a molecular motor; its status in the studies of
molecular motors is comparable to that of the I-V characteristics of a device in
the studies of semiconductors. The minimum load force Fs which just stalls the
motor is called the stall force and it is the true measure of the maximum force
that a motor can generate.
The force-velocity relation can have the general form [225]
V (F ) = V (0)[1− (F/Fs)α] (19)
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where V (F ) is the average velocity of the motor in the presence of a load force
F and Fs is the stall force. Both the unloaded velocity V (0) and the stall force
Fs are important measurable characteristics of a motor. The magnitude of α
determines the curvature of the plot. For example, α = 1 corresponds to a linear
force-velocity relation. In contrast, sub-linear and super-linear force-velocity
relations, which arise for α < 1 and α > 1, respectively, appear convex-up and
concave-up when plotted graphically.
What happens to the motor if it is subjected to a load force that is stronger
than the stall force? Clearly, there are three possibilities:
(a) the motor may simply detach from the track; (b) the motor may walk
backward (i.e., in a direction that is opposite to its natural direction of motion
in the absence of any load force), but this motion is driven by the load force alone
because the motor no longer hydrolyzes any “fuel” molecule; (c) the motor walks
backward, but is hydrolyzes “fuel” molecules exactly the same way as it does
while moving forward for load forces F < Fs. Can a motor synthesize, instead of
hydrolyzing, ATP while walking under the action of load force F > Fs opposite
to its natural direction of motion? We shall see in part II that, different families
of motors exercise different options among (a), (b) and (c) above. The load force
need not be directed exactly parallel to the filament. Consequences of vectorial
loading of molecular motors have also been investigated [226, 639]
4.3.3 Mechano-chemical Coupling: slippage and futile cycles
A molecular motor has to coordinate its three cycles: (a) enzymatic cycle in
which it hydrolyzes one molecule of the “fuel” (ATP or GTP); (ii) cycle of
attachment to- and detachment from the track; and (iii) stepping cycle in which
it moves forward or backward on the track by one mechanical step.
In this context, some of the fundamental questions on the nature and strength
of the mechano-chemical coupling are as follows:
(i) how many cycles of hydrolysis of ATP (or GTP) occurs during a single cycle
of mechanical stepping of the motor?
(ii) Is “slippage” between the chemical cycle of ATP (or GTP) hydrolysis and
the mechanical cycle of stepping possible? In other words, is it possible that
hydrolysis of fuel turns out to be “futile” in the sense that it does not lead to
any stepping of the motor? For such motors, the output is loosely coupled to
the input; the output work extracted from the same amount of input energy
(e.g., hydrolysis of a single ATP molecule) fluctuates from one cycle to another
[228].
This is in sharp contrast the output of macroscopic motors are usually tightly
coupled to the corresponding input; the chemical energy is converted into me-
chanical work via a strictly scheduled sequence of stages where in each stage
there is one-to-one correspondence between the movements of the parts of the
motor and the work done. We define the strength of the coupling by
κ =
(average velocity of motor)
(average rate of reaction)× ` (20)
32
where ` is the step size. Note that κ is the probability that the motor takes a
mechanical step in space per chemical reaction. Tight coupling corresponds to
κ = 1 whereas all κ < 1 if the coupling is loose. Moreover, κ > 1 if the motor
can take more than one mechanical step per cycle of chemical reaction.
5 Experimental methods for molecular motors:
ensemble-averaged and single-molecule tech-
niques
Most of the traditional experimental techniques of biophysics and biochemistry
relied on collection of data for a large collection of molecules and thereby getting
their ensemble-averaged properties. The amplification of the signals caused by
the presence of large number of such molecules makes it easier to detect and col-
lect the data. However, there are practical limitations of the bulk measurements
in the specific context of understanding the operational mechanisms of cyclic
molecular machines because it is practically impossible to synchronize their cy-
cles. That’s why single-molecule techniques are required. The single molecule
of interest also acts like a reporter of the local “nano-environment” because
its own properties are influenced by those of the molecules in its immediate
surroundings [229].
Thus, experimental techniques for probing the operational mechanisms of
molecular motors can be divided broadly into two groups [230]:
Experimental techniques
↙ ↘
Ensemble-averaged Single-molecule
The advantages of single-molecule techniques are as follows: (a) Single molecule
imaging exposes the inhomogeneity and disorder in a sample even when the dy-
namic inhomogeneities average out over longer period of time, (b) enable the
observer to monitor a molecule as it moves in a complex fluid medium, (c) probe
the kinetics of the molecule and reveal even the rare pathways which would not
be detected in the ensemble-averaged measurements over bulk systems, while
the single-molecule techniques of manipulation, in addition, yield (d) quantita-
tive measures of forces, distances and velocities. The basic principles of some
of the most useful techniques are summarized in appendix H.
6 Chemical physics of enzymatic activities of
molecular motors: concepts and techniques
The input (free-) energy of chemo-mechanical molecular motors is derived from
chemical reactions. Therefore, in order to understand the mechanisms of bio-
molecular motors, it is necessary to understand not only how these move in
response to the mechanical forces but also how these are affected by generalized
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“chemical forces”. Enzymes and ribozymes constitute two classes of biological
catalysts; enzymes are proteins whereas ribozymes are RNA molecules. As
we’ll illustrate in parts II, most of the molecular motors considered here are
either enzymes or consist of ribozymes. Therefore, it is desirable to have some
background knowledge in the theory of enzymatic reactions before embarking
on a study of bio-molecular motors.
For any motor that doesn’t step backwards, the position of its center of mass
advances in the forward direction by one step at a time. Similarly, if a single
enzyme molecule catalyzes a chemical reaction that is practically irreversible, the
population of the product molecules increases by one in each enzymatic cycle.
In recent years this formal analogy between mechanical stepping and enzymatic
reaction has enriched the fields of biophysics and chemical biology by exchange
of novel ideas. Molecular motors have the unique distinction of involving both
these phenomena in its core mechanism of operation. The main aim of this
section is to provide a brief summary of the essential concepts and techniques for
studying enzymatic reactions, particularly in the context of molecular motors.
Figure 3: A biochemical cycle, consisting of four states, of a typical ATPase
enzyme. Binding of ATP with the enzyme E leads to the formation the complex
E.ATP. Hydrolysis of ATP, catalyzed by E, produces ADP and P. The enzyme
returns to its original state, and is ready for the next cycle, after releasing
sequentially the products of hydrolysis, namely P and ADP.
Two classes of enzymes that are most relevant in the context of molecular
motors are the (i) ATPases (which hydrolyze ATP), and (ii) GTPases (which
hydrolyze GTP) [231]. For obvious reasons, proposals have been made to include
these NTPases in one single class and to name the class an “energases” [232]
although this proposal has been criticised [232].
Even for a given single motor domain, a large number of chemical states are
involved in each enzymatic cycle. In principle, there are, many pathways for
the hydrolysis of ATP, i.e., there are several different sequences of states that
defines a complete hydrolysis cycle. Although, all these pathways are allowed,
some paths are more likely than others. The most likely path is identified as
the hydrolysis cycle. Let us consider an ATPase, an enzyme that hydrolyzes
ATP (see Fig.3). Under normal conditions, the spontaneous rate of hydrolysis
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of ATP extremely low. However, ATPases are enzymes which specifically speed
up this reaction.
6.1 Enzymatic reaction in a cell: special features and lev-
els of theoretical description
All chemical reactions are intrinsically reversible and have the general form
Reactants
 Products. However, if the rate of the reverse reaction is very small
compared to that of the forward reaction, or if the products are continuously
removed from the reaction chamber as soon as thes are formed, the reaction
becomes, effectively, irreversible and takes the form Reactants → Products.
Chemical kinetics is a framework for studying how fast the amounts of reactants
and products change with time.
•Special features of enzymatic reactions in-vivo
How do chemical reactions within cells differ from those occuring in-vitro?
(i) First, because of the dense crowd of molecules in a solution, the reactions
take place in the presence of a “background” that occupies a large fraction
of the cell itself. Consequently, even if this background does not participate
actively in the reaction, it can (a) shift the equilibrium concentrations of the
reactants and the products, and (b) change the reaction rates [233, 234, 235].
For example, the reactant and/or product molecules may be adsorbed reversibly
and non-specifically on a nearby fiber or membrane that is a constituent of this
“background”; such adsorption can influence the course of the reaction. A
concrete example is that of a molecular motor that hydrolyzes ATP; the rate
of ATP hydrolysis depends on whether or not the motor is interacting with
a filamentous track. (ii) Second, interior of a cell is so inhomogeneous that
the rate of the same biochemical reaction may vary significantly depending on
the location of the reaction. (iii) Third, for many reactions inside a cell, the
population of the reactants can be so low that rate of the reaction may fluctuate
strongly from one instant to another, even at the same spatial location. For
example, the duration of the ATPase cycle of a molecular motor is a fluctuating
quantity.
•Levels of description in theories of chemical reactions
Rate equations: deterministic ODEs; no spatial fluctuation- well-stirred approximation
↓
Reaction-diffusion equations: deterministic PDEs; spatial variations captured
↓
Chemical master- or chemical Fokker-Planck/Langevin equations: stochastic description
↓
Quantum-mechanical theories (quantum chemistry)
Modelling the electronic processes through which chemical bonds are made
and broken would require a quantum mechanical formalism. However, our in-
terest in this article is restricted to phenomena which occur on length scales
longer than the spatial extent of the molecules and on time scales longer than
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those of electron dynamics. The effects of the electronic degrees of freedom get
averaged out on the length and time scales of our interest. Therefore, we do not
present here the quantum mechanical formalisms of chemical reaction kinetics.
Theory of chemical reactions can be developed at several different levels
depending on the purpose of the investigation [236, 75, 237]. Moreover, at a
given level, the equations can be formulated at least in two different ways: (i)
equations which govern the time evolution of the populations of the molecular
species involved in the reaction, (ii) equations which describe the motion of
individual molecules [238]. Furthermore, equations for chemical kinetics are
often developed ignoring the possibility of spatial variations. However, spatial
variations in the populations of the reactants and products can be taken into
account, for example, by replacing the ordinary differential equations by partial
differential equations. Finally, depending on the physical situation and the level
of description, the equations of chemical kinetics can be either deterministic
or stochastic. (A brief technical summary of these alternative formulations of
chemical reaction kinetics is presented in appendix I).
6.2 Enzyme as a chemo-chemical cyclic machine: free en-
ergy transduction
A general cyclic reaction can be written as
E1
E2
......
En
E1 (21)
In this section we show how cyclic chemical reaction can be exploited to design a
chemo-chemical machine for which both input and output are chemical energies
[239, 240]. Such machines are chemical analogues of simple mechano-mechanical
machines like a simple lever.
In order to motivate the design of a chemo-chemical machine, consider a
reaction
A→ C (22)
which is strongly favored as the corresponding change of free energy ∆G =
GC −GA  0. On the other hand, the reaction
B → D (23)
is weakly unfavored as the corresponding ∆G = GD −GB > 0. So, given an op-
portunity, A molecules will spontaneously transform to C whereas D molecules
will spontaneously transform into B. Is it possible to utilize the large change of
free energy of the first reaction (22) to drive the second reaction (23)? If this
is possible, this would be an example of “free energy transduction” and system
would operate as a chemo-chemical machine. Some of the free energy released
in the reaction (22) is, then, used to pay the free energy cost required to drive
the unfavorable reaction (23).
On many occasions it is hard to see how the two reaction would couple
together to transduce the free energy on their own. On the other hand, free
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energy transduction is quite common in living cells; in these processes, usually, a
large protein molecule or a macromolecular complex plays the role of a “broker”
or a “middleman”. In fact, most of the molecular motors we consider here fall
in this category of “brokers”.
•Example of a chemo-chemical machine
Figure 4: The kinetic states and transitions of a chemo-chemical machine
that drives the free-energetically unfavorable reaction (23) by coupling it to
a highly favorable reaction (22). The six distinct states on the left panel are
labelled by the integers 1-6 on the right panel. E and E∗ are two distinct ligand-
free conformational states of the same enzyme. The straight arrows denote
transitions whereas the curved arrows indicate binding of substrates and release
of products. The semicirclar arrow shows the overall direction of the enzymatic
process.
To illustrate the mechanism let us consider a hypothetical (but, in principle,
possible) model shown in fig.4 where E is the enzyme. Note that E exists in
this model in two different conformational states, denoted by E and E∗, which
are interconvertible. There is one binding site for A and another for B on the
same conformation E of the enzyme. On the other hand, in the conformational
state E∗ of the enzyme, these binding sites are accessible only to the molecules
C and D. Therefore, once A and B bind to their respective binding sites on E,
the enzyme makes a transition to the state E∗ forcing A and B to make the
corresponding transitions to C and D, respectively.
Thus, in this model, the enzyme exists in six states numbered by the sequence
of integers shown in fig.4. If one enzyme completes one cycle in the clockwise
(CW) diretion, the net effect is to convert one A molecule and one B molecule
into one C molecule and one D molecule; the enzyme itself is not altered by the
complete cycle.
With the use of only one cycle, as shown in fig.4, there is tight coupling
between the two reactions (22) and (23), i.e., the stoichiometry is exactly one-
to-one: each complete cycle coverts exactly one A and one B into exactly one
C and one D molecule.
Fig.5 is a generalization of the model where possible transitions between
EA and E ∗ C are now also included. This small extension has non-trivial
consequences as we shall explain below. Note that now there are three possible
cycles as shown in the figure 6. The possible directions are chosen arbitrarily in
the CW direction in all three cycles. As explained above, cycle (a) transduces
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Figure 5: A generalization of the cycle shown in fig.4 by allowing direct tran-
sition between EA and E ∗ C.
free energy. The cycle (b) runs spontaneously; but, from the point of view of
free energy transduction, this cycle does not contribute and it simply dissipates
some of the free energy of A. The cycle (c), which runs opposite to the direction
of spontaneous progress of the reaction, is an wasteful cycle from the perspective
of free energetics. Only the cycle (a) transduces free energy. However, if all the
cycles (a), (b) and (c) occur, the cycles (b) and (c) spoil the exact stoichiometry
thereby reducing the overall efficiency of the free energy transduction. More
precisely, if the transitions between EA and E ∗ C occur, the tight coupling
of the model is lost because of the “slippage” caused by the cycles (b) and
(c) converting the model into a “weak-coupling” model. Thus, for free energy
transduction, the kinetic diagram must have at least one cycle that involves
both free energy supply and free-energy demanding transitions.
An appropriate measure of the efficiency of the free energy transduction in
any chemo-chemical machine is given by
ηch =
(∆G)out
−(∆G)in (24)
For the abstract chemo-chemical machine designed above,
ηch =
(∆G)B→D
−(∆G)A→C (25)
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2 5 
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3 4 
(a) 
(b) 
(c) 
Figure 6: Three elementary cycles that are possible in the kinetic model shown
in fig.5.
6.3 Enzymatic activities of molecular motors
Although, for appreciating the mechanisms of molecular motors, one has to be
familiar with the enzymatic activities of only the motors, we present the basic
principles from a much broader perspective [241, 242, 243]. Implications of the
rate of the enzymatic activities of a motor for its mechanical movements will
be examined repeatedly in this review for the generic models as well as for the
models of specific motors.
6.3.1 Average rate of enzymatic reaction: Michaelis-Menten equa-
tion
It has been felt for a long time that the scenario depicted in fig.1 is an oversim-
plified description of chemical reactions, particularly those which are catalyzed
by enzymes. A specific reactant molecule, after diffusing in the medium, comes
sufficiently close to the enzyme E to bind reversibly forming an enzyme-reactant
complex ER. Then, ER converts to the enzyme-product complex EP catalyti-
cally and thereafter EP dissociates whereby the product P is released; the free
enzyme E is available again for the next cycle. This scheme can be represented
as follows:
E +R 
 ER
 EP 
 E + P
(26)
For such a simple scheme, the counterpart of the fig.1 would be as shown in
fig.7 which exhibits more maxima and minima than those in Fig.1.
In a more general situation, the conformation of the enzyme E∗ immediately
after releasing the bound ligands may not be identical to its original relaxed
ligand-free conformation E . Such situations can be captured by generalizing the
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Figure 7: Detailed counterpart of the fig.1. The formation of the enzyme-
substrate complex ER, by the association of the enzyme E and substrate R, as
well as that of the free enzyme E and product P , by dissociation of the complex
EP , are shown explicitly.
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scheme (26) to
E +R 
 ER
 E∗P 
 E∗ + P
E∗ → E (27)
If the rate of conversion E∗ → E is sufficiently rapid, E∗ can be approximated by
E and the scheme (27) would reduce to the form (26). Often a simpler reaction
scheme of the type [244]
E +R k1

k−1
I1
k2→E∗ + P
E∗ δ→ E (28)
is adeqate where the symbol I1 represents an intermediate molecular complex
and it is assumed to yield E∗ and P irreversibly. For the sake of simplicity, we
have assumed only a single intermediate state I1, the treatment can be easily
extended if more than one intermediate states are involved in the reaction, for
example,
E +R k1

k−1
I1
k2→ I2 k3→ .... kn→ In kn+1→ E∗ + P
E∗ δ→ E (29)
•A derivation of MM equation under steady-state assumption
For the enzymatic reaction
E +R k1

k−1
I1
k2

k−2
E + P, (30)
which does not distinguish between E and E∗, the rate equations are
d[R]
dt
= −k1[E ][R] + k−1[I1] (31)
d[I1]
dt
= k1[E ][R]− (k−1 + k2)[I1] (32)
d[P ]
dt
= k2[I1]− k−2[E ][P ] (33)
Moreover, as the total amount of enzyme [E ]0 is, by definition, conserved, we
must have
[E ] + [I1] = [E ]0 = constant. (34)
We now make two simplifying assumptions.
Assumption 1: k−2 ' 0, i.e., the second step is practically irreversible; this con-
dition can be implemented by removing the products from the reaction chamber
as soon as these are released by the enzyme in each enzymatic cycle. Then, the
equation (33) simplifies to
d[P ]
dt
= k2[I1] (35)
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Eliminating [E ] from (32) and (34) we get
d[I1]
dt
= k1([E ]0−[I1])[R]−(k−1+k2)[I1] = k1[E ]0[R]−(k−1+k2+k1[R])[I1] (36)
Assumption 2: (steady-state approximation) for the intermediate complex I1,
i.e., d[I1]/dt = 0. This situation arises if, for example, [R] >> [E ]0, i.e., the
reactants are in large excess, compared to the total initial amount of enzyme.
We can now envisage a situation where, during a very brief initial period, the
intermediate complex I1 is formed and soon its concentration attains a steady
(i.e., time-independent) value. For all successive times, the rate of conversion of
I1 into the product P and free enzyme can exactly balance the rate of formation
of I1 thereby maintaining the steady concentration of I1
[I1] =
k1[E ]0[R]
(k−1 + k2 + k1[R])
. (37)
Moreover, assuming [R] to be practically constant (because there is so much
excess of R), [I1], indeed, reaches the above mentioned steady state with a
relaxation time
τ =
1
k−1 + k2 + k1[R]
(38)
starting from [I1](t = 0) = 0.
Under these assumptions, the speed of the reaction is
V =
d[P ]
dt
= k2[I1] =
k1k2[E ]0[R]
k−1 + k2 + k1[R]
(39)
which is conventionally expressed in the form
V =
k2[E ]0[R]
KM + [R]
(40)
where the so-called Michaelis constant
KM =
k−1 + k2
k1
=
(
[E ][R]
[I1]
)
ss
(41)
is the ratio of the total rates of reactions out of I1 and that into I1.
We’ll now explore the physical meaning and significance of the Michaelis con-
stant KM . Writing V = k2[E ]0/[1+(KM/[R])], we find that V → Vmax = k2[E ]0
as [R]→∞, where Vmax is the maximum possible reaction rate. Therefore, the
equation (40) can be recast as
1
V
=
KM
Vmax
(
1
[R]
)
+
1
Vmax
(42)
From (42) we see that for KM = [R], V = Vmax/2, i.e., KM is the reactant
concentration at which the reaction rate is half of its maximum possible value.
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•A derivation of MM equation under quasi-equilibrium approxima-
tion
In order to get further insight into the MM equation, let us make a “quasi-
equilibrium” (i.e., near equilibrium) approximation where the first step
E +R k1

k−1
I1
is assumed to attain equilibrium whereas the rate k2 of the second step
I1
k2→E + P
is assumed to be very small (infinitesimal). Then, for the first step (note that
from the consideration of free energetics, I1 is the reactant and E and R are the
products),
K1eq =
(
[E ][R]
[I1]
)
eq
=
(
([E0]− [I1])[R]
[I1]
)
eq
=
k−1
k1
(43)
No product formation is possible if this equilibrium is strictly maintained. How-
ever, suppose the deviation from equilibrium is extremely small so that the
equation (43) still holds approximately. Then the rate of product formation is
given by
V = d[P ]/dt =
k2[E ]0[R]
K1eq + [R]
(44)
which, formally, appears similar to (40) except that K1eq =
k−1
k1
=
(
[E][R]
[I1]
)
eq
replaces KM =
k−1+k2
k1
=
(
[E][R]
[I1]
)
ss
; the difference between the two can be
made as small as one wishes by reducing k2 accordingly.
•Analysis of experimental data and testing validity of MM scheme
Two important parameters which characterize the MM equation are Vmax
and KM . Several different methods of curve plotting has been followed in the
literature to extract these two parameters from the experimental data. (i) Ac-
cording to the equation (42), which is also called Lineweaver-Burk equation,
plotting experimentally measured values of 1/V against 1/[R], one should get a
straight line with slope KM/Vmax and intercept 1/Vmax from which both Vmax
and KM can be extracted.
(ii) Alternatively, equation (42) can be recast as
V
[R]
= − V
KM
+
Vmax
KM
(Eadie−Hofstee plot) (45)
Therefore, plotting V/[R] against V , one can get KM and Vmax using the slope
and intercept of the straight line.
(iii) A third alternative is to use the form
[R]
V
= − [R]
Vmax
+
KM
Vmax
(Hanes plot) (46)
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of the same equation (42) to extract Vmax and KM from the slope and in-
tercept of the straight line obtained by plotting [R]/V against [R]. Critical
analysis of the available experimental data indicate that the rates of a large
class of enzymatic reactions do not follow the MM equation [245]. For a crit-
ical evaluation of the assumptions made in deriving the MM equation and
the reliability of the methods of estimating Vmax and KM from the experi-
mental data using the above scenario, see ref.[246, 78]. The validity of the
steady-state assumption and the possibility of extending the domain of its va-
lidity have been examined critically over the last few decades (see, for example,
ref.[247, 248, 249, 250, 251, 252, 253]).
6.3.2 Specificity amplification by energy dissipation: kinetic proof-
reading
Enzymes are specific in the sense that every reaction is catalyzed by a specific
enzyme. Machines for template-directed polymerization, that also qualify as
molecular motors (reviewed in sections 15, 24, 25), select monomeric subunits
of the growing polymer at every step as directed by the corresponding template.
The fidelity of the polymerization process depends, at least in part, on the
accuracy of this selection of the substrate that is then enzymatically bonded
to the growing polymer. In this section we discuss a particular mechanism of
specificity amplification, called kinetic proofreading [254, 255], that enhances
accuracy beyond what would be normally allowed from purely thermodynamic
considerations.
Suppose an enzyme E catalyzes specifically both the reactions Rc → Pc and
Rw → Pw. Now consider a situation where, Pc is the desired product of the
reaction catalyzed by E because Pc is needed for some specific biological func-
tion. However, both Rc and Rw are present so that the enzyme molecules can
catalyze both the reactions thereby producing both the correct product Pc and
the wrong product Pw. The lowest free energy of the enzyme-reactant complex
E−Rc along the reaction pathway is expected to be lower than that of the E−Rw
complex by an amount ∆G. Therefore, the smallest ratio of the populations of
the wrong and correct products is expected to be φ0 = exp[−∆G/(kBT )]. If
the two reactants are very similar, ∆G may not be sufficiently large to keep φ0
below a certain pre-determined tolerance level of error.
Kinetic proofreading is a kinetic mechanism designed for specificity amplifi-
cation, e.g., for decreasing the fraction of population of the erroneous product
to φ20 (or, in general, to φ
n
0 with n > 2). Let us assume that the catalytic reac-
tions with both the correct and incorrect substrates follow the Michaelis-Menten
scheme 27. For simplicity, we also assume that all the rate constants, except
k−1, are identical for both the substrate species, i.e., the substrate discrimi-
nation arises only from the differences between k
(c)
−1 and k
(w)
−1 . For simplicity,
we also present the arguments under the quasi-equilibrium approximation al-
though the general conclusions are valid also for the more realistic steady-state
approximation. Then, the average rates of the corresponding reactions, in the
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quasi-equilibrium approximation, are
Vc =
k2[E ]0[R]c
K
(c)
eq + [R]c
Vw =
k2[E ]0[R]w
K
(w)
eq + [R]w
(47)
where K
(c)
eq = (k
(c)
−1/k1) and K
(w)
eq = (k
(w)
−1 /k1). We define f0 = Vw/Vc to be
the ratio of the rates of formation of the wrong and correct products. For
the same initial concentrations of the two substrates, i.e., [R]c = [R]w, we get
f0 ' k(c)−1/k(w)−1 = K(c)eq /K(w)eq = exp(−∆G). So, with pure MM-scheme of the
enzymatic reaction the substrate discrimination is limited by the free energy
different between the two.
Next, let us consider the kinetic scheme shown below
E +R
 I1 → I2 → E + P
↓
E + R (48)
which is an extension of the MM scheme; in this extended version an extra
intermediate state I2 and a branched path from I2 have been added. This
scheme is one of the simplest possible implementations of kinetic proofreading
[254, 255]. In this assuming that the rate of the transition I2 → E + P to be
extremely small compared to that for the transition along the branched pathway
I2 → E + R, one gets f ' f20 where f is the ratio of the rates of formation of
wrong and correct products according to the scheme (48).
Kinetic proofreading amplifies substrate specificity beyond what is allowed
purely on the basis of equilibrium thermodynamics. The two features are essen-
tial for kinetic proofreading are as follows [256, 257, 258]: (i) a strongly forward
driven step that results in a high-energy intermediate complex, and
(ii) one or more branched pathways along which dissociation of the enzyme-
reactant complex, and rejection of the reactant, can take place before the com-
plex gets an opportunity to make the final transition to yield the product.
Many other mechanisms of specificity amplification have been proposed. One
of these, based on “energy relay” will be discussed later in this section. Another
kinetic proofreading scheme [259] is based on “inter-molecular frustration”.
6.3.3 Effect of external force on enzymatic reactions catalyzed by
motors
External force affect not only mechanical movements over significant distances,
but also alter the rates of chemical reactions in each cycle of a molecular mo-
tor. The effects of force on enzymatic reactions catalyzed by motor proteins
have been investigated extensively [260, 261], particularly after single-molecule
techniques were developed [262, 263, 264, 265].
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The free energy landscape is altered by an external force; it affects not only
the equilibrium populations of the various structural states, but also the rates
of transitions among these states. [260, 261, 262, 264, 265] For the purpose of
explaining these phenomena, let us again consider the reaction (270). Suppose
an external force F is applied on the protein and the force is directed from E1
to E2. Then
∆G = ∆G0 − F (∆x) (49)
where ∆G0 is the free energy difference between E2 and E1 in the absence of the
external force F . Obviously, in equilibrium,
kf (F )
kr(F )
=
[E2]eq
[E1]eq = exp(−β∆G) = K
0
eqexp(βF∆x), (50)
i.e., the structural state E2 is more probable than the state E1.
The equation (50) implies that we can write the individual rate constants
for the forward and reverse transitions as [260, 261, 262, 264]
kf (F ) = kf (0)e
θβF (∆x) (51)
and
kr(f) = kr(0)e
−(1−θ)βf(∆x) (52)
where θ is a fraction of the distance ∆x and determines how the external load
is shared by the forward and reverse transitions. The forms of F -dependence
assumed in (51) and (52) is used routinely for molecular motors while deriving
their force-velocity relations which are among the fundamental characteristics
of each family of motors.
6.3.4 Effects of multiple ligand-binding sites: spatial cooperativity
and allosterism in molecular motors
The term “cooperativity” is used to describe wide variety of biochemical phe-
nomena. Cooperative interactions involving proteins can take place at various
levels of organization [266]: (a) intra-molecular interaction between different
regions of the same protein (e.g., in a monomeric enzyme), (b) inter-molecular
interaction between the different protein molecules of an oligomeric single en-
zyme, (c) inter-enzyme interactions in a multi-enzyme complex, etc.
In the context of enzymes and motors, the term “cooperativity” refers to a
process in which one event affects another event of similar type (e.g., binding of
a ligand) by means of intra-molecular (in a single protein) or inter-molecular (in
a multi-protein macromolecular complex) communication. For example, several
types of motors have more than one binding sites for ATP. Almost all motors
have multiple binding sites also for other ligands. Linear motors must also have
a binding site for attaching to the track. The emergent properties of such motors
are results of the “cooperative” effects.
46
Cooperativity in enzymatic kinetics has been studied extensively over several
decades [267, 268, 269, 270, 271, 272, 273]. Quantitative measure of coopera-
tivity can be defined both in terms of thermodynamic equilibrium and kinetics.
The increase (or decrease) of binding of one ligand following that of another
can be quantified in terms of free energies of binding. If the binding of the
first ligand helps (inhibits) the binds of the second, the cooperativity is called
positive (negative) If the two ligands are of the same type, the cooperativity
is homotropic whereas heterotropic cooperativity involves two different types of
ligands. Both homotropic and heterotropic cooperativity can be either positive
or negative.
In the context of enzymatic reaction kinetics, usually non-Michaelis-Menten
behavior of an enzyme is identified as the signature of cooperativity. However,
more objective quantitative measures of the extent of cooperativity have been
used in the literature [271]. What is the reason for identifying MM kinetics as
a non-cooperative phenomenon? Note that for N independent trials of a biased
coin, for which head and tail occur with probabilities p and q, respectively, the
expected number of heads is Np/(p+ q). Comparing this form with the average
rate k2[E ]0[R]/(kM + [R]) of MM reaction, we conclude that the form (40) is a
signature of non-cooperativity.
When plotted graphically, the crucial difference between the MM-type equa-
tion y = x/(K + x) and the Hill-type equation y = xn/(Kn + xn) is that the
curvature of the former is negative for all x ≥ 0 whereas, for all n > 1 that of
the latter changes sign from positive to negative with gradual increase of x. A
Hill-type form would be an indicator of cooperativity; n > 1 and n < 1 indicate
positive and negative cooperativities, respectively (see fig.8).
Figure 8: Graphical sketch of the deviations from the MM form (40), which
indicate positive and negative cooperativities in enzymatic kinetics depending
on the sign of the curvature.
The interaction between the ligands is not direct. Instead, conformational
changes in the enzyme following the binding of one ligand influences the binding
of another ligand to the same enzyme. Past history of occupation of a ligand-
binding site can propagate temporally, and affect the binding of ligands to the
same enzyme in future, if conformation of the enzyme does not relax to the
original conformation of free enzyme before the next round of ligand-binding
[269, 270, 271]. We’ll consider temporal cooperativity in the context of molecular
motors later in this section. Alternatively, information on the occupational
47
status of one binding site can be transmitted spatially to the other binding
site(s).
For an enzyme with at least two binding sites the phenomenon of spatial
cooperativity leads to the interesting cooperative phenomenon of allosterism
[274]. Allostery is a mechanism for regulation of the structure, dynamics and
function of an enzyme by the binding of another molecule, called effector, which
can be a small molecule (a ligand) or another macromolecule [275, 276, 277,
278, 279, 280, 281, 282]. The three defining characteristics of allostery are [283]:
(i) the effector is chemically distinct from the substrate, (ii) the binding site
for the effector is spatially well separated from that of the substrate, and (iii)
binding of an effector molecule affects at least one of the functional properties
of the enzyme; the functional property could be either (a) the binding affinity
for its specific substrate or (b) the rate of the reaction it catalyzes.
The models of allosteric control were originally analyzed within the frame-
work of equilibrium thermodynamics [275, 276]. Over the last decade, a more
general mathematical formulation of this phenomenon has been reported [284,
285, 286, 287]. Unlike deterministic picture of the thermodynamic formulation,
this statistical mechanical theory allows spontaneous fluctuations and introduces
the concept of conformational spread (CS). The CS model postulates that each
subunit of the enzyme can be in either an active or an inactive conformation
and can make rapid transitions between these states. In this model, an indi-
vidual subunit can also bind a ligand present in the surrounding solution. The
probability of a subunit being active or inactive depends on (i) whether or not
it is bound to a ligand, and (ii) the conformational state of its neighbors. This
model may be regarded as an extension of the Ising model which is one one of
the simplest models in equilibrium statistical mechanics [288]. The properties of
this CS model have been derived using the formal techniques which are widely
used for analyzing the Ising model. The CS model reduces to the two pioneering
models [275, 276] of allosteric control in two different special limits.
Allosterism is not restricted only to proteins; allosteric ribozymes are also
receiving attention in recent years [289]. A motor protein has separate sites for
binding the fuel molecule and the track. Therefore, the mechano-chemical cycle
of a motor can be analyzed from the perspective of allosterism [290, 286, 291].
The cycles of molecular motors can be represented as a sequence of allosteric
transitions which are caused by the binding or release of fuel molecules (e.g.,
ATP) and the spent fuel (e.g., ADP and Pi) as well as attachment and detach-
ment of the filamentous track. Typical generic cycles in the absence and in
the presence of the corresponding track are shown in fig.9. Presence of track
has very significant effects on the ATP binding and hydrolysis. There are some
common features of the enzymatic cycle of cytoskeletal motors, in spite of some
crucial differences [292].
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Figure 9: A schematic representation of the generic scenario of hydrolysis
of ATP by a motor enzyme in the presence of the corresponding cytoskeletal
filament.
6.3.5 ATPase rate and velocity of motors: evidence for tight cou-
pling?
If ATP hydrolysis fuels the mechanical movement of a molecular motor, is there a
direct relation between this ATPase rate and the average velocity of the motor on
its track? For example, is the ATP-dependence of the average velocity governed
by a MM-like equation when the average rate of ATP hydrolysis, by the same
motor, follows MM-equation? If so, does this MM-like form survive even when
the motor is subjected to a load force F? If it does, then the MM-like form of
the force-dependent average velocity V (F ) of a motor would be [608, 293, 294]
V (F ) =
κ`Vmax(F )[ATP ]
KM (F ) + [ATP ]
(53)
where κ is the strength of mechano-chemical coupling (defined by eqn.(20)) and
` is the step size of the motor. The F -dependence of both the characteristic
parameters Vmax and KM are mentioned explicitly in (53). Since, apriori, the
mechano-chemical coupling of molecular motors is expected to be weak, one
curiosity is to find out whether any motor displays tight-coupling (i.e., κ = 1).
All these fundamental questions have been addressed in the last decades by
many careful experiments and sophisticated analysis of the data; in part II we’ll
find answers to these questions in the context of specific molecular motors.
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6.4 Sources of fluctuations in enzymatic reactions and their
effects
Apart from drawing input energy from enzymatic reactions, some motors also
catalyze other types of chemical reactions. For example, a DdDP, whose main
function is template directed polymerization of a DNA molecule, also catalyzes
DNA cleavage for error correction. Therefore, understanding the causes and
consequences of the fluctuations in enzymatic reactions is required for getting a
broader picture of the performance of some motors.
To my knowledge, a stochastic treatment of the MM scheme of enzymatic re-
actions was published already in 1962 by Bartholamay [2197]. In this pioneering
work, he made clear distinction between “two types of irreproducibilities”: those
arising from experimental noise and those caused by intrinsic fluctuations. He
also emphasized that “even in the total absence of experimental irregularities a
concentration time course has an independent existence as a statistical entity”
[2197]. With remarkable clarity, Bartholomay [2197] identified the sources of
these fluctuations to be the “Brownian-like motions of the reactant molecules”,
the “random intermolecular collisions”, and the accompanying intramolecular
(i.e., conformational) transitions.
• Sources of fluctuations in enzymatic reactions
Let us now summarize the sources of fluctuations in enzymatic reactions.
There are at least three different sources which might contribute to the fluctu-
ations in the turnover times [295]:
(i) intrinsic stochasticity arising from the reservoir that provides the thermal
energy required for barrier crossing;
(ii) low concentration of the reactants makes the arrival of the substrate molecules
to the enzyme stochastic; and
(iii) Conformational fluctuations of the enzyme can introduce novel features
which are absent when the catalyst is a rigid molecule.
6.4.1 Fluctuations caused by low-concentration of reactants
•Micro-macro correspondence: MM equation in thermodynamic limit
Let us consider an enzymatic reaction which is given by the scheme
E +R k1

k−1
I1
k2→E + P (54)
Suppose there is a single enzyme molecule and NR substrate molecules in a reac-
tion volume. If NR can be maintained strictly constant at all times by inserting
a substrate molecule whenever one gets converted to product, the MM equation
describes the average rate of the reaction. But, if the substrate concentration
is allowed to fluctuate around a constant mean, i.e., < NR >=constant, devi-
ation of the average rate of the reaction from the corresponding MM equation
is found [296]. Not surprisingly, the average rate of the reaction approaches the
MM equation in the “thermodynamic limit” < NR >→∞ (see fig.10).
•Single-molecule enzymology: turnover time and average rate
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Figure 10: Schematic illustration of the three distinct scenarios considered in
ref.[296]. The large ellipse represents the single enzyme while the smaller ellipses
represent the substrate molecules; NR is the number of substrate molecules in
the reaction volume. (a) The reaction volume is perfectly isolated and, therefore
NR → 0 as t → ∞. (b) A counter keeps track of the number of molecules and
the depletion of substrate population is exactly compensated by fresh addition
so as to maintain NR=constant. V ([R]) satisfy MM equation exactly. (c) A
counter ensures that the substrate concentration remains constant only on the
average. Deviation from MM equation, observed in this case, are caused by the
fluctuations in NR; the smaller the number of molecules, the stronger are the
fluctuations. Therefore, the deviation from the MM equation decreases with
increasing < NR > and vanishes in the limit < NR >→∞ (figure adapted from
ref. [296]).
Single-molecule enzymology [297] is relevant also for understanding single-
motor mechanism. The time needed to complete one catalytic cycle of an enzyme
is called its turnover time. The inverse of the mean turnover time gives the
average rate of the reaction. Each turnover consists of the following stages:
Substrate selection → product formation → release of product & enzyme relaxation
Therefore, the turnover time should be the sum of the times taken for each
of these stages.
Let us compare and contrast various types of assays that can be used for en-
zymology [298, 299]. Suppose the numbers of enzymes and reactant molecules
are denoted by Ne and Nr, respectively. In biochemical experiments on en-
zymatic reactions using bulk samples, usually, Nr  Ne  1; for example
reactants can be in micro-molar range while the enzyme may be in nano-molar
range. This scenario can be described as “multiple enzyme, multiple turnover”
because each of the enzyme molecule goes through multiple rounds of enzymatic
cycle. In general, the cycles of different enzyme molecules are not synchronized
and the population of the product molecules increases smoothly, and linearly,
with time.
However, if Nr = Ne  1, and if the reaction is not too fast, each enzyme
molecule will catalyze the reaction only once; this scenario may be described as
“multiple enzyme, single turnover”. In this case, the population of the product
molecules increases smoothly within a period of time and, then, saturates as all
the reactants are exhausted and fully converted to the product.
In contrast, if Nr  Ne = 1, the enzyme goes through many rounds of enzy-
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matic cycle in this “single enzyme, multiple turnover” scenario. The population
of the product molecules increases by unity in each cycle of the enzyme and the
turnover time fluctuates randomly.
We now show that, in spite of the fluctuations of the turnover times [300]
the average rate may still satisfy MM equation [301, 302, 305, 303, 304, 306].
Consider the MM reaction scheme [301]
E +R
k1

k−1
I1
k2→E∗ + P
E∗ δ→E (55)
where R is the reactant and P is the product of the reaction catalyzed by E
while E∗ is the same enzyme in an excited state. In the limit δ → ∞ the
reaction scheme (55) reduces to the original reaction scheme (27) for which we
derived the MM equation (42) using reaction rate equation approach.
dPE(t)
dt
= −k01PE(t) + k−1PI1(t) (56)
dPI1(t)
dt
= k01PE(t)− (k−1 + k2)PI1(t) (57)
dPE∗(t)
dt
= k2PI1(t) (58)
where
k01 = k1[R] (59)
We assume that R is independent of time t; this is a good approximation be-
cause the reaction is driven by one single enzyme molecule whereas the initial
amount of the reactant is sufficiently large. Note that f(t)∆t = probability that
one reaction has been completed in the time interval between t and t + ∆t =
probability that the enzyme molecule was not in the state E∗ upto time t and
is in the state E∗ between t and t+ ∆t = probability that at time t the enzyme
molecule was in state I1 and made a transition to E
∗ in the next time interval
∆t = k2PI1(t)∆t. Thus,
f(t) = k2PI1(t) (60)
Moreover, as the total amount of enzyme is, by definition, conserved, we must
have
PE(t) + PE∗(t) + PI1(t) = 1 (61)
We solve the equations (56)-(58), with the constraint (61), using the initial
conditions
PE(0) = 1, PI1(0) = 0 = PE∗(0) (62)
Hence,
f(t) =
(
k1k2[R]
2B
){
e−(A−B)t − e−(A+B)t
}
(63)
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where
A =
(k1[R] + k−1 + k2)
2
(64)
B =
(
(k1[R] + k−1 + k2)2
4
− k1k2[R]
)1/2
(65)
•Distribution of turnover times: generic features of first and second
moments
Substituting (63) into the definition
〈t〉 =
∫ ∞
0
tf(t)dt, (66)
of the mean turnover time 〈t〉 and relating it with the average rate V of the
reaction by V = 1/〈t〉, we recover the MM equation (42) for V .
Next, let us begin with the oversimplified linear enzymatic reaction scheme,
with N distinct kinetic states, where all the transitions (i) are completely irre-
versible, and (ii) take place with the same rate ω. For this scheme the distribu-
tion of the turnover times is the Gamma-distribution
f(t) =
ωN tN−1e−ωt
Γ(N)
(67)
where Γ(N) is the gamma function. Interestingly, for the Gamma-distribution,
the randomness parameter [307] (also called the Fano factor [308])
r = (< τ2 > − < τ >2)1/2/ < τ > (68)
is exactly given by r = 1/N . Therefore,
nmin =< τ >
2 /(< τ2 > − < τ >2) (69)
provides a strict lower bound on the number of kinetic states [310].
For a very general class of kinetic schemes, which can be interpreted either
as that of an enzymatic reaction or as that of a molecular motor, Moffitt et
al.[310] derived a very general expression for nmin that has a status similar to
the MM-expression for < τ >. Their derivation was based on the assumptions
that (i) the scheme is a linear chain without branching or parallel pathways,
(ii) the last step of the transitions is irreversible, and (iii) < τ > obeys the MM
equation. Under these assumptions, they derived [310]
nmin =
NLNS
(
1 + [S]KM
)2
NS + 2α
(
[S]
KM
)
+NL
(
[S]
KM
)2 (70)
which involves, in addition to the Michaelis constant KM , three dimensionless
parameters NL, NS and α. In spite of the difference in the details of the kinetic
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schemes, all of which satisfy the assumptions made in the derivation of eqn.(70),
the corresponding nmin can be expressed in terms of KM , NL, NS and α exactly
as in (70). However, the actual functional dependence of these parameters on
the rate constants depends on the details of the kinetic scheme. Note that
NL = lim[S]/KM→0nmin and NS = lim[S]/KM→∞nmin. Moreover, occurrence
of a maximum or minimum in nmin at some intermediate concentration of the
substrate depends on the magnitude of α as compared to those of NL and NS .
For reactions that are more complex than MM scheme, a perturbative tech-
nique has been developed by de Ronde et al.[311]. Bel et al.[312] and Munsky
et al.[313] calculated the distribution of the completion times of a specific class
of models for kinetic proofreading process.
6.4.2 Fluctuations caused by conformational kinetics of the enzyme:
“dynamic disorder”
While dealing with fluctuations of enzymatic reactions, so far we have not paid
any attention to the conformational kinetics of the enzymes. In general, the
conformational dynamics of proteins [133] span a wide range of length and time
scales- from a fraction of nanometer to tens of nanometers and from femtosec-
onds to seconds, or even longer [314]. What makes the study of this dynamics
so challenging is the coupling between the motions that occur on a hierarchy of
time scales which, in turn, is a consequence of a hierarchy of energy barriers.
Conformational fluctuations of a enzyme gives rise to temporal fluctuations in
the reaction rates of an enzyme molecule; this randomness is called “dynamic
disorder” [315, 316].
•Irreversible decay as an example:
In order to get an intuitive analytical understanding of the effects of inter-
conversion of motor (or, enzyme) conformations, one can begin, alternatively,
with a discrete formulation of the reaction [317]
E1 k1→
k  k
E2 k2→
(71)
where E1 and E2 are two distinct conformations of the same motor (or, enzyme).
The reaction considered here could be, for example, the decay of the fluorescent
state to a non-fluorescent state. The rate of the decay, however, is assumed to
depend on the conformation of the fluorescent state, i.e., in general k1 6= k2.
Initially, the protein can be either in E1 or in E2 with the probabilities C and
1− C, respectively. Let P1(t) and P2(t) denote the probabilities of finding the
protein in the conformations E1 and E2, respectively, at any arbitrary time t.
First consider the special case where no interconversion of the conformations
E1 and E2 is allowed on the time scale of the decay. Solving the corresponding
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master equations
dP1(t)
dt
= −k1P1(t)
dP2(t)
dt
= −k2P2(t) (72)
under the initial conditions P1(0) = C and P2(0) = 1 − C, we get P1(t) =
Cexp(−k1t) and P2(t) = (1− C)exp(−k2t). Hence, the survival probability
P (t) = P1(t) + P2(t) = [Cexp(−k1t) + (1− C)exp(−k2t)] (73)
Now let us allow reversible interconversion of the conformations E1 and E2
with the same rates k for the forward and backward transitions, as shown in
eqn(71) [317, 318]. The equations (72) are modified to
dP1(t)
dt
= kP2 − (k + k1)P1(t)
dP2(t)
dt
= kP1 − (k + k2)P2(t) (74)
In this case f(t) is still a sum of two terms each of which decays exponentially
with t but, in contrast to the decay rates k1 and k2 in (73), the decay rates of
the two exponentials are k± = [(k1 + k2 + 2k) ±
√
(k1 − k2)2 + 4k2]/2. In the
limit k  k1 and k  k2, k+ ' 2k and k− ' (k1 + k2)/2.
In this and the next few subsections, we explore the roles of the confor-
mational kinetics of enzymes [319] (i) on the turnover times; (ii) in generating
temporal correlations, if any, between the times taken for its catalytic cycles
in a multiple turnover and enzymatic hysteresis, (iii) in the selection of specific
substrates and specificity amplification. Conformational kinetics of enzymes
have been studied following two alternative mathematical approaches. One of
these visualizes the kinetics as wandering in an energy landscape whereas the
other represents kinetics in terms of jumps on a discrete network of states. This
classification of the approaches is summarized below emphasizing that the two
are related to each other.
Mathematical formalisms for conformational kinetics of enzymatic reactions
↙ ↘
Wandering in an energy landscape ←→ jumping around on a discrete network
•Conformational dynamics as wandering in an energy landscape
Let us portray the reaction on a two-dimensional landscape where the two
axes quantify the “reaction coordinate” and “conformational coordinate” while
the height at each point is a measure of the corresponding free energy [320, 321]
(see fig.11) This free energy diagram resembles a model of a mountain range
and is obtained by averaging over all the other degrees of freedom which cor-
respond to faster dynamics. Each local minimum in the two-dimensional free
energy landscape corresponds to a distinct conformational state. Fluctuations
of length scales much shorter than inter-minima separation and on time scales
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much shorter than the time required for hopping from one local minimum to
a neighboring one manifest as vibrations around the corresponding local min-
imum [322]. Usually, the barriers separating the successive minima along the
conformational coordinate are relatively low and, therefore, can be overcome by
thermal activation on relatively short time scales. In contrast, the barriers to
be crossed along the reaction coordinate are usually much higher and, therefore,
the reaction proceeds at a slower rate.
As discussed earlier, in the older picture, a catalytic cycle consists of a se-
quence of intermediate enzyme-substrate or enzyme-product complexes along
the reaction coordinate. In the current scenario, the free enzyme, as well as
these intermediate complexes, exist as an ensemble of conformations along the
conformational coordinate [319]. Thus, what appears as an effectively unique
transition state in fig.1 turns out to be the “transition state ensemble” [323]
on this two-dimensional landscape. This ensemble of transition states forms a
plane, which resembles a stretch of high “mountain peaks” and runs perpen-
dicular to the reaction coordinate, bisects the diagram. Reactants (and the
enzyme-reactant complexes) are on one side of this plane while the products
(and enzyme-product complexes) are on the other side [320, 324].
If the conformational dynamics are much faster than the reaction, then for a
given value of the reaction coordinate, an ensemble-average over the conforma-
tional coordinate yields projection of the free-energy landscape onto the reaction
coordinate. However, for many enzymatic reactions, barriers in both the direc-
tions are of comparable height. For such reactions, multiple pathways on this
two-dimensional landscape are available for the reaction to occur.
Let us first consider two extreme limiting cases. (a) First consider the sce-
nario where the “mountain peak range” running perpendicular to the reaction
coordinate are much higher than small “hills” on the two sides of this range. In
this limit, because of the fast conformational transitions, the enzyme-reactant
complex explores all possible conformations before its conversion to enzyme-
product complex. Consequently, the one-dimensional free energy profile ob-
tained by the projection of the two-dimensional free energy landscape onto the
reaction coordinate provides an adequate description of the reaction. Classical
treatment of enzymatic reactions in terms of the MM scheme (or similar scenar-
ios) is sufficient for quantitative estimation of the average rate of the reaction.
(b) In the opposite limit, where conformational transitions are much slower
than the rates of interconversion of the intermediate complexes, each complex
remains essentially “frozen” in a particular conformation, before its conversion
to the next complex along the reaction coordinate. Different enzymes may re-
main frozen in different conformations during individual enzymatic cycle. In
such a situation, the molecule-to-molecule random variation of the reaction rate
in a population of the same species of molecules is called “static disorder”.
More interesting phenomena are expected in the intermediate situations
where the rates of transitions along the conformational coordinate are compa-
rable to those along the reaction coordinate. In this case, the random temporal
fluctuations in the reaction rates of an enzyme molecule is called “dynamic
disorder” [315].
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Figure NOT displayed for copyright reasons.
Figure 11: (a) A discrete “catalytic network” formed by the conformational
states of the enzyme and enzyme-substrate complex. (b) A schematic contin-
uum representation of the conformational states on a energy landscape where
the two mutually perpendicular directions on the planar “land” correspond to
the reaction coordinate and conformational coordinate, respectively. Reprinted
from Biochemistry (ref.[321]), with permission from American Chemical Society
c©(2011).
•Conformational dynamics as a jump process on discrete network
Let us consider the reaction
R+ E
 I1
 I2
 ...
 Im
 E + P (75)
catalyzed by the enzyme E in a bulk biochemical reactor. The m distinct
intermediate complexes I1, I2, ...Im can form on the pathway leading to the
product P , starting from the reactant R. However, because of conformational
fluctuations, each complex may exist in n different conformations. For the
sake of simplicity and for the convenience of sketching this intuitive picture,
we assume that the number of conformational states corresponding to all the
intermediate complexes is the same. We use the symbol Icµ to denote the c-th
conformation of the µ-th intermediate complex as shown in eqn.76 [301, 325].
Thus, the conformational states form of a “catalytic network” [326, 320, 324,
327, 328] (see fig.11). From the perspective biochemical reaction networks,
each horizontal row can be interpreted as a reaction channel whereas different
channels interconvert because of the conformational dynamics. Depending on
the rates of the individual transitions on a specific realization of the catalytic
network, some pathways may dominate over others.
R+ E(1) 
 I(1)1 
 I(1)2 
 ...
 I(1)m 
 E(1) + P
↓↑ ↓↑ ↓↑ ↓↑ ↓↑
R+ E(2) 
 I(2)1 
 I(2)2 
 ...
 I(2)m 
 E(2) + P
↓↑ ↓↑ ↓↑ ↓↑ ↓↑
... ..... ...................................................................
↓↑ ↓↑ ↓↑ ↓↑ ↓↑
R+ E(c) 
 I(c)1 
 I(c)2 
 ...
 I(c)m 
 E(c) + P
↓↑ ↓↑ ↓↑ ↓↑ ↓↑
... ..... ...................................................................
↓↑ ↓↑ ↓↑ ↓↑ ↓↑
R+ E(n) 
 I(n)1 
 I(n)2 
 ...
 I(n)m 
 E(n) + P
(76)
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•Enzymatic reactions with dynamic disorder: GLE-based approach
Information on the structure of the landscape or the topology of the network,
which are required for the above mentioned approaches to the conformational
kinetics of the enzymes, are usually not available. Therefore, there is a need for
an alternative approach.
Kramers modelled the reaction as the Brownian motion of a fictitious particle-
the rate at which the particle permanently escaped a metastable potential
minimum was identified with the average rate of the corresponding reaction
[329]. The motion of this fictitious Brownian particle is described in terms of
a Langevin (or, equivalent Fokker-Planck) equation. In order to capture the
memory effects arising from dynamic disorder, an extended version of Kramers
theory, based on the generalized Langevin equation (GLE) with a power-law
memory kernel, has been adopted [330, 331, 332, 333, 334].
In the overdamped limit, the GLE for the particle subjected to an external
U(x) is given by
− ζ
∫ t
0
dt′K(t− t′)v(t′)− dU(x)/dx+ η(t) = 0 (77)
where ζ is a measure of dissipation and η is a random force. The memory
kernel K is related to the noise through the fluctuation- dissipation relation
ζkBTK(|t − t′|) =< η(t)η(t′) >. The success of this approach depends on the
appropriate choice of the form of the kernel K. A power-law kernel K(t −
t′) ∼ |t− t′|−1/2 can account for the experimental observations [332]. It can be
argued [330, 331] that a more general form for the memory kernel K would be
K(|t − t′|) = 2H(2H − 1)|t − t′|2H−2 where H (1/2 ≤ H ≤ 1) is a measure of
the degree of temporal correlation in the noise.
What is the physical original of the power-law kernel? In the original treat-
ment of reaction rate, Kramers assumed a clear separation of the times scales:
the short time scales of fluctuations in the bath and much longer time scale of
the reaction that requires hopping over barrier assisted by these fluctuations.
This scenario may be valid for reactions involving small molecules. But, for
enzymatic reactions such a clear separation of the time scales is not possible.
Even if Kramers’ assumption of infinitely fast relaxation of bath (i.e., white
noise) is replaced by colored noise with finite relaxation time, the corresponding
GLE [335] cannot account for the memory effects that arise from the dynamic
disorder in enzymatic reactions. The power-law kernel, which corresponds to
fractional Gaussian noise [330, 334], is as essential as the GLE to account for
the observed memory effects.
•Enzymatic reactions with dynamic disorder: FP-based approach
Let us assume that the number of conformations is so large that these can be
described by a continuous variable q. The kinetics of the conformations along
the q coordinate includes a diffusion term and a drift term as well as a term
that represents a simple reaction which could be, for example, the decay of the
fluorescent state of the protein to a non-fluorescent state. The Smoluchowski
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equation can be written as [336]
− ∂P (q, t)/∂t = ∂J(q, t)/∂q + k(q)P (q, t), (78)
where the probability flux J is given by
J(q, t) = −D
(
∂
∂q
+
1
kBT
∂V
∂q
)
P (q, t) (79)
If no reaction takes place, i.e., k(q) = 0, this Smoluchowski equation provides an
equilibrium solution P eq(q) = exp[−V (q)/(kBT )]/Z where Z =
∫
exp[−V (q)/(kBT )]dq
is the partition function. In the opposite special situation where no diffusion
takes place, i.e., D = 0, the probability P (q, t) decays exponentially with time
t as
P (q, t) = P (q, 0)exp[−k(q)t] D → 0, (80)
purely because of the reaction at a fixed q. But, if k 6= 0 and D →∞, one can
show that [336]
P (q, t) = P (q, 0)exp[− < k >eq t], D →∞ (81)
where < k >eq=
∫
k(q)P eq(q)dq. Thus, in both the extreme cases D → 0 and
D →∞, P (q, t) decays with a single exponential.
The main difficulty with this formulation of the problem is that the general
case can be solved only numerically if V (q) has a nontrivial q-dependence. Since
any numerical solution requires discretization in any case, it is more convenient
to reformulate the problem as a discrete jump process along q coordinate from
one potential minimum to a neighboring one and describe it in terms of a master
equation:
∂Pj(t)/∂t = Pj−1W (j−1→ j)+Pj+1W (j+1→ j)−Pj [W (j → j−1)+W (j → j+1)]−kjPj
(82)
where the integer index j labels the successive discrete positions along the coor-
dinate q. As a simple illustrative example, one can consider a two-state system,
i.e., a system which has only two conformational states, labelled by j = 1, 2
along q coordinate. In this case, for the initial condition P1(0) = P2(0) = 1/2,
the “survival probability” Q(t) =
∫
P (q, t)dq is given by [336]
Q(t) = [exp(−k1t) + exp(−k2t)]/2, D → 0,
Q(t) = exp[−(k1t+−k2t)/2], D →∞. (83)
The forms of Q(t) in equation (83) obtained in the two special cases D → 0 and
D → ∞ are identical to the survival probabilities calculated earlier earlier for
the model (71) in the special limits k → 0 and k →∞.
A generalization of the MM scheme was proposed many years ago [337] to
capture the effects of conformational variations. In this model (see Fig.12) the
enzyme can exist in two discrete forms: “free” and “bound”. The conformations
are described by a continuous variable q and its range is 0 ≤ q ≤ 1. The value
59
Figure 12: Agmon’s model [337] of Michaelis-Menten scheme for enzymatic
reactions with purely diffusive conformational fluctuations. See the text for
explanations.
q = 0 represents the “inactive” conformation in which it can bind reversibly
with the reactant but cannot catalyze the reaction; the reactant can unbind.
q = 1 represents the “active” form which can catalyze the reaction. Suppose
Pf and Pb denote the probabilities of finding the enzyme in the free and bound
states, respectively. Assuming that the variations of the conformations is purely
unbiased diffusive motion along the coordinate q,
∂Pf/∂t = Df (∂
2Pf/∂q
2)
∂Pb/∂t = Db(∂
2Pb/∂q
2) (84)
where the corresponding diffusion constants Df and Db are measures of the ra-
pidity of conformational dynamics. Moreover, assumption of steady state along
q yields the equations
∂2Pf/∂q
2 = 0 and ∂2Pb/∂q
2 = 0. (85)
while the assumption of steady state along the reaction coordinate ξ provides
the boundary conditions
−Df [∂Pf/∂q](q = 0) = k−1Pb(q = 0)− k1Pf (q = 0)[R] = Db[∂Pb/∂q](q = 0) (86)
and
−Df [∂Pf/∂q](q = 1) = −k2Pb(q = 1) = Db[∂Pb/∂q](q = 1) (87)
The rate of the reaction, under the steady-state conditions, is given by [337]
V =
k2[R]
KeffM + {1 + (k2/2)(D−1f +D−1b )}[R]
(88)
where
KeffM =
k−1 + k2 + (k1k2/Db)
k1
(89)
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In the special limit Df →∞ and Db →∞, in which the effects of fast conforma-
tional dynamics gets averaged out, we recover the original MM expression (40)
for the average rate of the reaction, along with the form (41) of the Michaelis
constant KM .
Note that in the Agmon model [337] the two kinetic steps of the MM reaction
scheme are incorporated as boundary conditions of the diffusion equation that
describes conformational dynamics in a direction perpendicular to the reaction
coordinate.
A more realistic description of the conformational transitions as “diffusive”
motion along the coordinate q should incorporate the fact that the potential
energy exhibits many “wells” separated by small barriers. In principle, one
should formulate a FP-like equation for the probability density P (q, ξ, t) in
the two-dimensional space spanned by the conformational coordinate q and
the reaction coordinate ξ [338]. In the special situations where the chemical
reaction proceeds slowly and conformational transitions are faster, P (q, ξ, t) can
be simplified to the form Pi(q, t) where the discrete index i labels the distinct
chemical states along ξ [306]. One can then develop a hybrid equation where
a FP-like part describe diffusive motion along continuous coordinate q and a
master equation-like part accounts for the discrete jumps along the discretized
reaction coordinate. Those transitions which involve simultaneous change of q
and the reaction coordinate ξ cannot be captured by this model [339]. But,
such mixed transitions which couple reaction with conformational transition(s),
have important implications [340, 341].
The MM-like form holds under all the following three conditions [303]:
(i) quasi-static condition when the conformational fluctuations of the free en-
zyme as well as the enzyme bound to reactant or product are much slower than
the other steps, e.g., the substrate-binding, catalytic step of the reaction, and
release of the product.
(ii) quasi-equilibrium condition when the reactant dissociation is much faster
than all the other steps, e.g., catalytic conversion of the reactant(s) to prod-
uct(s), irrespective of the amplitude or the time scales of the conformational
fluctuations.
(iii) conformational equilibrium condition when the rate constants for the steps
of the reaction depend on the same way on the conformational coordinate q,
i.e., k2(q)/k1(q) = c independent of q.
•Enzymatic reactions with dynamic disorder: master equation-based
approach
Example 1: a model with 2 conformational states
In order to get an indication of the possible complexities arising from such
dynamic disorder let us consider the MM reaction (55) in the special limit-
ing situation k−1  k1 so that the both the steps of the two-step reactionare
irreversible, i.e.,
E +R
k1→ I1 k2→E∗ + P,
E∗ δ→E (90)
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Now suppose k2 is given by the Arrhenius equation k2 = k0exp[−Ea/(kBT )]
where Ea is the activation barrier. Dynamic disorder is incorporated in this
model in the following way [342]: for each round of the reaction catalyzed by
the same individual single enzyme, the magnitude of the barrier Ea is obtained
by drawing a normally distributed random variable. The width w(k2) of the
distribution of k2 is, thus, determined by that of Ea. In order to make both the
steps rate limiting, the mean 〈k2〉 was kept fixed at a value that is identical to the
numerical value of k1 which is non-random. From numerical simulation of this
model [342], it was observed that as the width of the distribution w(k2) increases,
f(t) not only becomes wider, but also approaches a single exponential. Moreover
1/r also approaches unity with the increase of the width of w(k2). Although both
these observations are mutually consistent, these contradict the expectation
that r = 2 and f(t) should be a sum of two exponentials because this reaction
involves two equally rate-limiting steps. This simple example demonstrates that,
because of dynamic disorder, a multi-step reaction with N intermediate steps
may appear to involve fewer steps.
Example 2: general model with n conformational states: a cat-
alytic network
Some of the experimental observations in single-molecule enzymology cannot
be explained by the simple stochastic formulation of the kinetics of the MM
reaction without incorporating the effects of dynamic disorder. Extension of
that stochastic model into a stochastic reaction network model [301, 325] can
account for the experimental observations.
Thus, the apparent memory reflected in the correlation function does not
result from any intrinsic memory of the enzyme- it does not remember its past.
The apparent memory effect is caused by the inability of the experimental set up
to detect individual conformational states of the enzyme and enzyme-substrate
complexes. A single-enzyme experiment does not observe the conformational
states directly. Instead, it goes through a relatively “dark” period interrupted
by a fluorescence pulse followed by another “dark” period.
Why was these memory effects not picked up in bulk measurements? The
answer is that such slow turnovers were not tracked in bulk measurements. A
unified description of fluctuating enzyme kinetics has been presented by Min
et al.[343]. The phase diagram of this model depicts distinct behaviors of the
enzymatic kinetics (i.e., distinct kinetic phases) in different parameter regimes.
6.5 Substrate specificity and specificity amplification
Although we have already discussed one of the mechanisms of specificity amplifi-
cation, namely kinetic proofreading, so far we have not explained the mechanism
of substrate specificity itself. In this section, we summarize the current under-
standing of how specificity arises. We also discuss an alternative mechanism
of specificity amplification, called energy relay, that is closely related to the
phenomenon of temporal cooperativity.
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6.5.1 Role of conformational kinetics in selecting specific substrate
Investigations on the role of protein fluctuations in enzyme kinetics has a long
history [344].
•Substrate specificity: from lock-and-key to induced fit
Substrate specificity is a concrete example of a general phenomenon, called
“molecular recognition”, which plays important roles not only in catalysis, but
also, for example, in (a) immune response [345, 346], (b) signal transduction
[347], etc.
According to the oldest hypothesis of “lock-and-key” mechanism, originally
proposed by Emil Fischer, the specificity arises from the complementarity of the
shape of the substrate and that of the catalytic pocket of the enzyme. However,
this picture cannot explain why the same enzyme does not catalyze all those
smaller substrates which would fit into the active site that is specifically com-
plimentary to a much larger substrate. It also fails to account for the observed
fact that some enzymes are highly selective whereas others can catalyze several
substrates of quite different shapes.
Later the rigid lock-and-key picture was replaced by the “induced-fit mecha-
nism” [348, 349] according to which the substrate, upon binding to the enzyme,
induces conformational changes so as to fit it. In other words, lock-and-key
fitting is like fitting the pieces of a jigsaw puzzle whereas the induced fit is like
the fitting of a hand in a glove.
•substrate specificity: induced fit versus conformation selection
Figure 13: Induced fit versus conformational selection mechanism of substrate
specificity of enzymes.
In more recent times, an alternative scenario has been proposed. In this
“conformation selection” scenario, [350, 351, 352, 353, 354, 356, 355, 357, 358,
359, 360, 361] populations of the enzyme pre-exist in different conformations
because of thermal fluctuations; a substrate merely “selects” the one that fits it
best. The difference between the induced-fit mechanism and the conformation
selection mechanism can be elucidated in terms of (i) a dynamic landscape
[350, 351, 354, 355] and (ii) kinetic pathways through discrete states [356, 357]
(see fig.13).
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Mechanism of substrate specificity of an enzyme can be viewed as a pro-
cess of “conformational proofreading” [362]. Specificity is a manifestation of an
enzyme’s ability to discrminate between competing substrates. In spite of the
similarities, there are also important differences between the concepts of confor-
mational proofreading and kinetic proofreading. For example, a coupling of an
enzymatic reaction to ATP hydrolysis inserts a temporal delay in the main path-
way. The couterpart of this in conformational proofreading is a spatial mismatch
[362]. Moreover, recall that kinetic proofreading drives the reaction away from
equilibrium by the coupling to the energy-consuming reaction (e.g., ATP hydrol-
ysis). In contrast, conformational proofreading requires only a quasi-equilibrium
scenario.
6.5.2 Temporal cooperativity in enzymes: hysteretic, mnemonic en-
zymes and energy relay
Temporal cooperativity can occur even in those enzymes which are monomeric
and has only a single binding site which is the catalytic site of the enzyme. Co-
operativity in such enzymes arise from slow conformational dynamics. Concepts
of hysteretic and mnemonic enzymes as well as the related concept of enzyme
memory, which also arise from slow conformational dynamics, were formalized
in the nineteen sixties and seventies [267, 363, 364, 365, 366, 367] to account
for some kinetic phenomena in biochemical experiments. In the recent years
these concepts are again at the focus of attention because of the feasibility of
single-enzyme experiments.
Figure 14: Temporal cooperativity of enzymes (see the text for explanations).
Consider an enzyme which can exist in two different conformations E1 and
E2 in the ligand-free state. As emphasized by the symmetrical figure 14, if
the interconversions E2 → E1 and E2R  E1R are extremely slow compared to
the other transitions, the enzymatic reaction will proceed either through the
pathway E1 + R → E1R → E1P → E1 + P or through the pathway E2 + R →
E2R → E2P → E2 + P ; the actual pathway followed by a given enzyme would
depend on whether it was in E1 or E2 initially.
However, if interconversions are possible the kinetics can be quite complex.
Suppose, E1 is thermodynamically more stable than E2. Therefore, let it be
initially in the conformation E1. Then, following the binding of a reactant R to
E1, a complex E1R is formed. This complex can lead to the formation of the
product P either by direct transition to E1P or indirectly by getting converted
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to the complex E2R which, in turn, produces P following the step E2R→ E2P .
Releasing the product, the free enzyme is recovered in the conformation E1
and E2 in these alternative pathways. The possibilities of the interconversion
E2 → E1 and the transition E2 
 E2R add further complexities to the kinetics.
For simplicity, let us assume k2 = k3 ' 0; in this special case, multiple
turnovers by E1 is possible only if both δ1 and δ2 are nonzero. In addition, let
us make the following assumptions: (i) among the sequence of steps starting
with the combination of E1 and R the rate limiting (i.e., the slowest) step is
E1R → E2R. Therefore, in the pathway E1 + R → E1R → E2P → E2 + P i.e.,
δ2 << k
′
2. (ii) δ−2 << k
′
2, so that the conversion E2R→ E1R is highly unlikely.
(iii) Note that k′1 = k
′0
1 [R]. Therefore, if the numerical values of δ1 and k
′0
1 are
such that k′1 << δ1 for small [R] and k
′
1 >> δ1 at sufficiently large [R], then
direct conversion E2 → E1 is almost certain at low [R] and practically impossible
at high [R]. (iv) Suppose, k01 << k
′0
1 so that the reactant is more likely to bind
E2 than E1 [267, 368].
How does cooperativity arise in such a system? Note that the conformation
E2 is a byproduct of the first turnover of the enzyme that was initially in E1. Sub-
sequently, E2 can convert substrate molecules into products bypassing the slow
step (corresponding to δ2) in the reaction that starts with the enzyme in confor-
mation E1. At low substrate concentration, the free enzyme gets enough time
to relax from the conformation E2 to E1 before the encounter with a substrate
molecule. Thus, at sufficiently low concentrations, the substrate molecules are
converted to product by the route E1 +R→ E2 +P whereas at sufficiently high
concentration, the more frequent route is E2 + R → E2 + P ; a crossover from
the first (slower) to the second (faster) route takes place at some intermediate
concentration of substrates.
The effective S-shape of the resultant curve also explains the Hill-like, rather
than MM-like, behavior of the kinetics observed in such systems. Hopfield
[369, 368] proposed a formal scheme for specificity amplification based on the
concept of “energy relay” that exploits temporal cooperativity of enzymes.
7 Thermodynamics of energy transduction: equi-
librium and beyond
•Defining efficiency: from Carnot to Stokes
The performance of macroscopic motors are characterized by a combination
of its efficiency, power output, maximum force or torque that it can generate.
Just like the performance of their macroscopic counterparts with finite cycle
time, that of molecular motors [370] have also been characterized in terms of
efficiency at maximum power, rather than maximum efficiency. However, the
efficiency of molecular motors can be defined in several different ways [371].
The efficiency of a motor, with finite cycle time, is generally defined by
η = Pout/Pin (91)
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where Pin and Pout are the input and output powers, respectively. The usual
definition of thermodynamic efficiency ηT is based on the assumption that, like
its macroscopic counterpart, a molecular motor has an output power [372]
Pout = −FextV. (92)
where Fext is the externally applied opposing (load) force. Although this defini-
tion is unambiguous, it is unsatisfactory for practical use in characterizing the
performance of molecular motors. As explained earlier, a molecular motor has
to work against the omnipresent viscous drag in the intra-celluar medium even
when no other force opposes its movement (i.e., even if Fext = 0).
A generalized efficiency ηG is also represented by the same expression (91)
where, instead of (92), the output power is assumed to be [373]
Pout = FextV + γV 2. (93)
where the viscous drag force has been assumed to have the usual form −γv.
This definition treats the load force and viscous drag on equal footing.
In contrast, the “Stokes efficiency” ηS for a molecular motor driven by a
chemical reaction is defined as [374]
ηS =
γV 2
(∆G)〈r〉+ FextV (94)
where 〈r〉 is the average rate of the chemical reaction and ∆G is the chemical
free energy consumed in each reaction cycle. This efficiency is named after
Stokes because the viscous drag is calculated from Stokes law.
Power output is one of the standard measures of performance of a motor.
Power output itself gets contributions from both force and velocity, the two key
features of the motors whose output is mechanical work. However, higher output
of larger motors may arise from a trivial dependence on its volume (or weight); in
such cases larger power output may merely reflect contributions of larger number
of force generators. Therefore, the specific power output, i.e., maximum power
output per unit volume (or, weight) of the engine, is an intrinsic characteristic
that should be used to compare the performance of motors irrespective of the
difference in their volume (or, weight) [375].
7.1 Phenomenological linear response theory for molecu-
lar motors: modes of operation
As we explained earlier with the example of a chemo-chemical machine, en-
ergy transduction by a molecular machine involves a direct coupling between
a process favored by free energetics (i.e., a spontaneous process) and a unfa-
vored process [376]. In this subsection we present a general treatment of the
phenomenological linear response theory for such coupled processes within the
framework of thermodynamics of irreversible processes [112, 377]. For introduc-
ing the key concepts of of this formalism, we follow mostly the classic papers
[378, 379, 380, 381] and a few recent works [382].
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For simplicity, as well as for the realistic situation of most motors, we con-
sider only two coupled processes. The generalized currents Jµ (µ = 1, 2) are
assumed to be related to the two generalized forces Xµ (µ = 12) by(
J1
J2
)
=
(
L11 L12
L21 L22
)(
X1
X2
)
(95)
L12 = L21 is the well known Onsager reciprocity relation.
Inverting the equations (95), the linear response relations can also be ex-
pressed as (
X1
X2
)
=
(
R11 R12
R21 R22
)(
J1
J2
)
(96)
where R = L−1. Thus, the elements of the matrix R are related to those of the
matrix L by
R11 =
L22
L11L22 − L212
R22 =
L11
L11L22 − L212
R12 =
−L12
L11L22 − L212
= R21. (97)
The rate of (internal) entropy production diσ/dt is diσ/dt =
∑
kXkJk
which, in the case of two coupled processes of the type (95) takes the simple
form
diσ/dt = J1X1 + J2X2 (98)
From the second law of thermodynamics, diσ/dt > 0 in any irreversible
process. Consequently, if one of the two terms on the right hand side of (98) is
negative, the other term has to more than compensate it so as to make the sum
positive. Suppose J2X2 > 0 and J1X1 < 0 while J1X1 + J2X2 > 0. In this case
the process 2 is a “natural” (or, spontaneous) process. In contrast, the process
1 “unnatural” for which the flux J1 flows against the corresponding generalized
force X1. In this case, the “natural” process 2 plays the role of an energy source
that drives the “unnatural” process 1 by coupling with it.
Substituting the expressions (95) for J1 and J2 into the equation (98) we get
diσ/dt = L11X
2
1 + (L12 + L21)X1X2 + L22X
2
2 > 0. (99)
Since either X1 or X2 can be switched off, and we must still have diσ/dt > 0,
L11 > 0, L22 > 0. Moreover, the positive definite property of the quadratic form
on the right hand side of (99) is guaranteed if and only if the determinant of the
matrix L is non-negative, i.e., (L11L22 − L12L21) ≥ 0 which, in turn, implies
L11L22 ≥ L212 (100)
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because of the Onsager reciprocity relation. Using the relations between the
elements of the matrix L and R, it is straightforward to verify that R11 > 0,
R22 > 0 and R11R22 ≥ R212.
It is often convenient [378] to define the force-ratio x and flux-ratio j by
x = X1/X2, j = J1/J2. (101)
For later convenience, we introduce the notation
Zx = x˜ and j/Z = j˜ (102)
where the “phenomenological stoichiometry” Z is defined by
Z = (L11/L22)
1/2 = (R22/R11)
1/2. (103)
Note that Z is not to be confused with stoichiometry of chemical reactions.
The degree of coupling q between the two processes is defined as q = L12/
√
(L11L22) =
R12/
√
(R11R22). Note that 0 ≤ |q| ≤ 1 (more precisely, −1 ≤ q ≤ 1). The linear
response relations (95) can be recast as a single equation in terms of the dimen-
sionless force x˜ and dimensionless flux j˜, using the dimensionless parameter q
as follows [378]:
j˜ =
q + x˜
1 + qx˜
. (104)
In the special limit X1 → 0, and X2 6= 0, i.e., x˜ → 0, j˜ → q. In the opposite
limit X2 → 0 and X1 6= 0, i.e., x˜→ ±∞, j˜ → 1/q. In the special limit where the
two processes 1 and 2 become uncoupled from each other, j˜ = x˜. In the opposite
limit q2 = 1, i.e., complete coupling of the two processes, j˜ = 1, irrespective of
the value of x˜. In fact, in the limit q2 → 1, the determinant of the 2×2 matrix L
vanishes; consequently, in this limit the two equations (95) are not independent
of each other.
The efficiency of transduction is defined by
η = −J1X1
J2X2
(105)
Within the linear response formalism the efficiency can be expressed in terms
of x˜ and q as
η(x˜, q) = − x˜+ q
x˜−1 + q
(106)
and in terms of j˜ and q as
η(j˜, q) = − j˜ − q
j˜−1 − q (107)
For a given q, the maximum of efficiency η(x˜, q) is attained at x˜max = −q/(1 +√
1− q2) and the corresponding value of the efficiency is ηmax(q) = q2/(1 +√
1− q2)2
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The output power P is defined as P = −J1X1. In terms of x˜, P = −x˜(x˜ +
q)L22X
2
2 . The efficiency at maximum power output is given by (η)Pmax =
q2/(4 − 2q2). Thus, in the limit q = 0, both ηmax and ηPmax vanish. But, in
the opposite limit q = 1, ηmax = 1, whereas (η)Pmax = 1/2.
•Modes of operation of a nano-motor
Figure 15: Various modes of operation in the general coupled transport model
of a energy converter in the 2d plane spanned by the two generalized forces X1
and X2. The sectors II, IV, VI and VIII are crossed out and marked in black
to emphasize the fact that in these four sectors, no energy transduction takes
place.
Let us identify the different modes of operation of the molecular motors
on the X1 − X2 diagram. The lines J1 = 0 and J2 = 0 are given by X2 =
−(L11/L12)X1 and X2 = −(L21/L22)X1, respectively. The slope of the line
J1 = 0 is higher than that of the line J2 = 0, i.e., L11/L12 > L21/L22 because
of the general condition that L11L22 > L
2
12. The line J1 = 0 divides the plane
into two halves in one of which J1 is positive while in the other J1 is negative.
Similarly J2 also changes sign on crossing the line J2 = 0. In the regions II,
IV, VI and VIII both the processes 1 and 2 are spontaneous and, consequently,
energy is merely dissipated. In contrast, in the regions labelled by I, III, V and
VII energy transduction take place; in I and V, the motor the process 2 drives
the process 1 whereas in III and VII the process 1 drives the process 2.
8 Modeling stochastic chemo-mechanical kinet-
ics: continuous landscapes vs. discrete net-
works
In general for modeling molecular motors four key choices need to be made
[383]: (i) choice of the degrees of freedom, or dynamical variables, consistent
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Markov model: master equation for jump processes on “network” of states
↑
Mechano-chemical model: Langevin/FP equation for BD on a “landscape”
↑
Coarse-grained model: NMA for elastic “bead-spring networks”
↑
Atomistic model: Classical MD; NMA of collective dynamics
Table 8: Hierarchy of the levels of description in modeling kinetics of molecular
motors.
with the intended level of spatio-temporal resolution, (ii) choice of the form of
the interactions between the variables, (iii) choice of the dynamical equations
depending on the nature of the dynamical variables, and (iv) choice of the
methods of solution suitable for calculating the quantities of interest under the
given initial and/or boundary conditions.
The hierarchy of the different levels of description used so far in modeling
mechanics of molecular motors is shown in table 8 (MD ≡ molecular dynamics,
NMA ≡ normal mode analysis).
In the following subsections, we mention a few alternative formalisms that
model molecular motors at different levels of spatio-temporal resolution. We
also explore the possible relations between them. Moreover, whereever possible,
we mention a few alternative formalisms at the same level of spatio-temporal res-
olution and explain their relative advantages and disadvantages. In most of the
approaches that we particularly emphasize below, we combine the fundamental
principles of (stochastic) chemical kinetics with those of structural (Brownian)
dynamics to formulate the general theoretical framework of mechano-chemistry
or chemo-mechanics. The generic models of molecular motors as well as those
for specific examples, which we review in the subsequent sections, are based on
these formalisms.
8.1 Fully atomistic model, limitations of MD and normal
mode analysis
Since we are interested neither in the making or breaking of covalent bonds nor in
the very fast processes governed by quantum dynamics, solving time-dependent
Schro¨dinger equation is not required. Therefore, in principle, classical molecular
dynamins would be ideally suited to model the mechano-chemical dynamics of
molecular motors. Unfortunately, in practice, the relevant time scales for the
kinetics of molecular motors are too long to be accessed by MD simulation
of fully atomistic models with the currently available computational resources.
But, conceptually dividing these processes into shorter sub-processes, it has
been possible to study the sub-processes independently by carrying out MD
simulations of the corresponding atomistic models [384, 385].
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However, some insight into the conformational dynamics of the motor can be
gained by carying out the standard normal mode analysis (NMA) [386] of a fully
atomistic model. The key idea behind NMA is the diagonalization of the Hessian
matrix whose elements are the second derivatives of the potential energy in the
harmonic appoximation. Obviously, starting with the fully atomistic force fields,
the minimum energy configuration has to be found before studying the collective
dynamics about such a configuration. The spectrum of the normal modes of
these collective dynamics can be obtained numerically provided the 3N × 3N
Hessian matrix can be diagonalized using an efficient algorithm where N is the
number of atoms. In practice, huge computational resources are required for
the energy minimization and the Hessian diagonalization for such fully atomistic
models because N is quite large for all molecular motors.
Because of the technical difficulties in structural measurements based on
X-ray crystallography, high-resolution atomic structures of many motors are
yet to be determined. Instead, structural information at lower resolution are
often available from other probes, e.g., cryo-electron microscopy. Therefore, it
is desirable to follow modeling strategy for which the low-resolution strutural
information and limited computational resources are adequate to study the key
dynamical processes theoretically. We discuss such modeling strategies in the
next few subsections.
8.2 Coarse-grained model, elastic networks and normal
mode analysis
If one is interested in developing a “structural” model that captures the intra-
motor movements and conformational changes of the motor in each cycle, then
the most convenient approximation would be a coarse-grained description [387,
388, 389, 390, 391]. Usually, a group of atoms is clustered together to be repre-
sented as a “site”, or “point particle”, of the coarse-grained model [391]. These
“sites” are assumed to interact through an appropriate effective potentials. Such
a coarse-grained model can be formulated, for example, by assigning a “point
mass” (a bead) to each amino acid and postulating that these beads are con-
nected by harmonic springs [392]. A more detailed model can be developed by
assigning more than one bead per amino acid [388].
Insight into the actual kinetics of the motor can be gained by carrying normal
mode analysis (NMA) which yields the spectrum of collective modes of the
elastic network [393, 394, 395, 396, 397, 398, 399, 400]. A class of arbitrary
deviations of the network from equilibrium, caused by small displacement of
the individual bead positions, can be expressed as a linear combination of the
normal modes [400].
The advantages and the limitations of this approach has been reviewed [401,
402]. From a theorists perspective, one of the limitations of the coarse-grained
models is that even the minimal version is too complex to be treated analytically;
only numerical results can be obtained. Even with the numerical techniques, in
the absence of additional experimental information, it is very difficult to identify
unambiguously which of the normal modes is functionally relevant for the given
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motor. Moreover, NMA considers small excursions from equilibrium whereas
the deviations are quite large in many biological processes [400]. Nonlinear
elastic effects, which are important for situations far from equilibrium, can be
treated within the general framework of conformational relaxation of an elastic
network [404]. Obviously, NMA is not a suitable technique for studying those
dynamical features of the system that involve low degree of collectivity [403].
Coarse-grained approach cannot resolve chemical details, e.g., ATP-binding
and hydrolysis. The effect of ATP binding is mimicked by establishment of
new elastic links between the ATP-binding region of the motor and the coarse-
grained domain where the ATP-binding site is located. Release of ADP and Pi
is captured by the breaking of these elastic links. The free energy change caused
by the hydrolysis is implicitly incorporated by the relaxation of the elastic strain
following elastic link formation and breaking. Clearly, such descriptions of ATP
binding and hydrolysis are not suitable for elucidating how the ATPase activity
of a motor is coupled to its mechanical movement.
8.3 Stochastic mechano-chemical model: wandering on
landscapes
The collective oscillations are expected to be strongly damped by the surround-
ing aqueous medium. Interactions of the motor with this aqueous medium, in-
cluding the effects of thermal fluctuations, can be captured within the framework
of coarse-grained models discussed in the preceeding subsection provided appro-
priate effective interactions between the elastic network and a coarse-grained
representation of the aqueous medium can be prescribed [405]. In this subsec-
tion, we discuss an alternative approach that captures the effects of the aqueous
medium indirectly in way that is standard practice in non-equilibrium statis-
tical mechanics. Moreover, the coarse-grained models of this type involve far
fewer dynamical variables and are capable to capturing non-collective dynamical
features.
8.3.1 Motor kinetics as wandering in a time-independent mechano-
chemical free-energy landscape
This formulation is useful for an intuitive physical explanation of the coupled
mechano-chemical kinetics of molecular motors [406].
Being a protein or a macromolecular complex, a motor has a large number
of degrees of freedom. At the microscopic level, a conformation of a motor
is described by specifying the positions of all the constituent atoms in the 3-
dimensional space. In the coarse-grained description that we discuss in this
subsubsection, we retain only a few variables X1, X2, ..., XN that are required
for describing the most important dynamical processes of the motor on the rela-
tively long relevant time scales. The remaining degrees of freedom Y1, Y2, ..., Yr
are assumed to equilibrate so rapidly that they are treated as part of the reser-
voir that also includes the degrees of freedom associated with the surrounding
aqueous medium.
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Suppose V (X1, X2, ..., XN ;Y1, Y2, ..., Yr) is the full potential that depends
on all the microscopic degrees of freedom. Based on the assumption mentioned
above, the free energy of the motor (also called the potential of mean force) in
the reduced N -dimensional state space spanned by X1, X2, ...XN is obtained
from
U(X1, X2, ..., XN ) = −kBT ln
[∫ ∫
...
∫
exp
(
−V (X1, X2, ..., XN ;Y1, Y2, ..., Yr)
kBT
)
dY1dY2...dYr
]
(108)
The potential U gets contribution from (i) intra-motor interactions and inter-
action of the motor with its track, (ii) interaction of the motor with the fuel
molecule, and (iii) interactions of the motor, track and fuel molecules with the
molecules of the surrounding aqueous medium [407, 409].
Let us now divide the dynamical variables X1, X2, ..., XN into two clases:
“mechanical” variables x1, x2, ..., xn and “chemical” variables σ1, σ2, ..., σm, where
n+m = N . At least one of the N variables must be “mechanical” variable that
gives the position of the motor. For a porter on a linear track, the position is its
actual location on the track. In case of a rotary motor, the position variable is
actually an angle. Thus the “mechanical velocity” in this case would be either
the linear or the angular velocity of the motor in real space. Additional me-
chanical variables may be used to denote, for example, the angle between two
subunits of the motor, angles made by each of the subunits with the track, etc.
Similarly, at least one of the N variables must be a “chemical” variable that
accounts for the progress of the chemical reaction which supplies the chemical
input energy of the motor. In this case, the “chemical velocity” corresponds to
the rate of the chemical reaction. For a motor driven by an electro-chemical
gradient the chemical variable, in principle, can be redefined accordingly.
Figure 16: A sketch of a landscape where the height denotes the potential of
mean force (free eenrgy) of a hypothetical molecular motor that is described by
a single “mechanical” variable and a single “chemical” variable (adapted from
ref.[406]; courtesy Ajeet K. Sharma)
For the minimal case with a single mechanical variable and a single chem-
ical variable the state space is essentially a 2-dimensional “land”, as shown
schematically in fig16. Suppose x1 ≡ x and σ1 ≡ σ denote the mechanical and
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Figure 17: Cross sections of the landscape shown in fig.16 parallel to (a) the
mechanical coordinate (i.e., for a few constant values of the chemical variable),
and (b) the chemical variable (i.e., for a few constant value of the mechanical
variable) (courtesy Ajeet K. Sharma).
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chemical variables, respectively. Then, the potential U(x, σ) can be represented
by the “height” at each point on the “land”. Since a track has equi-spaced
binding sites for the motor, a cross-section of this landscape parallel to x (i.e.,
for σ=constant) is periodic (see fig.17); all the local minima are equally deep
and coincide with the location of the motor-binding sites on the track. On the
other hand, as shown in fig.17, a cross-section of this landscape parallel to σ
(i.e., for x=constant) looks like a typical free energy diagram for a chemical
reaction plotted against the reaction coordinate- two local minima, that cor-
respond to the reactants and products, are separated by a free energy barrier.
Since a molecular motor is a cyclic machine, the local minima parallel to µ also
exhibit periodicity, except that the profile is tilted forward along the chemical
direction, i.e.,
U(x+ `, σ) = U(x, σ)
U(x, σ + δ) = U(x, σ)− |∆G| (109)
where ∆G is a constant and δ is the periodicity along σ. Because of the forward
tilt of the profile along σ the bottom of the successive minima are deeper by
|∆G| which accounts for the lowering of free energy caused, for example, by
ATP hydrolysis.
Using this scenario, Magnasco [408] argued how a coupling between the
mechanical and chemical cycles in this space would give rise a chemically-driven
mechanical motor. This would be the chemo-mechanical analog of the chemo-
chemical machine of the kind that we discussed in section 6.
It is well known that for a classical system coupled to a reservoir, the deter-
ministic time evolution of the system as well as the constituents of the reservoir
is governed by a set of coupled Newton’s equations which exhibit the time-
reversal symmetry. However, when the degrees of freedom associated with the
reservoir are projected out, the dynamics of the system appears stochastic and ir-
reversible; such time evolution of the system is described by a Langevin equation
[410]. Therefore, in the minimal case of a 2-dimensional free-energy landscape,
the Langevin equations are of the form
γm(dx/dt) = −(∂U/∂x) + Fm + ηm
γc(dσ/dt) = −(∂U/∂σ) + Fc + ηc (110)
where γm and γc are the phenomenological damping coefficients for the me-
chanical and chemical variables, respectively; Fm and Fc are the correspond-
ing external generalized forces, ηm and ηc being the corresponding generalized
Brownian (noise) forces. Although the degrees of freedom associated with the
reservoir do not appear as dynamical variables, their effects on the system en-
ter the Langevin equation through the viscous damping term and random force
term. Most often, for simplicity, the random generalized forces are assumed to
be Gaussian white noise. The inertial terms have been neglected; this assump-
tion is well justified for nano-motors whose motions are, in general, overdamped
on the time scales relevant for motor movements.
75
An alternative, but equivalent, formulation is based on the Fokker-Planck
equation [411] which, in the general case of N -dimensional mechano-chemical
state space, has the form
∂P(X1, X2, ..., XN , t)
∂t
=
N∑
i=1
[
kT
γi
∂2P
∂X2i
− 1
γi
∂
∂Xi
{(
− ∂U
∂Xi
+ Fi
)
P
}]
(111)
where P(X1, X2, ..., XN , t) is the probability that the motor protein is in the
state X1, X2, ..., XN at time t. The two terms on the right hand side of eq.(111)
account for the diffusion and drift of the motor in the free-energy landscape.
8.3.2 Motor kinetics as wandering in the time-dependent mechanical
(real-space) free-energy landscape
In this subsection we consider those special situations where the chemical states
of the motor are long lived and change in fast discrete jumps. Consequently, the
mechanical variables of the motor can continue to change without alteration in
its chemical states, except during chemical transitions when the mechanical vari-
ables remains frozen and at least one of the chemical variables changes abruptly.
Because of this clear separation of the time scales of variation of the mechanical
and chemical variables, no mixed mechano-chemical transition is allowed in this
scenario.
In this formulation we assume that each of the mechanical variables is con-
tinuous whereas all the chemical variables are discrete. We now use the symbols
~x ≡ (x1, x2, ..., xn) and ~σ ≡ (σ1, σ2, ..., σm) to denote the mechanical and chem-
ical variables. As before, the free energy of the system is given by U(~x, ~σ).
Although, in principle, U(~x, ~σ) can be derived from the microscopic potential
using eq.(108), in practice, its explicit form is most often postulated based on
physical arguments.
The minimal model in this case also requiresm = 1 = n where the continuous
variable x denotes the position of the motor while the discrete variable σ (σ =
1, 2, ..., µ) labels the µ chemical states. For example, if µ = 4, the four distinct
values of σ may correspond to the following chemical states of the motor: (a)
ligand-free state, (b) ATP-bound state, (c) ADP-Pi-bound state, and (d) ADP-
bound state. The free energy U(x, σ) is plotted as a function of x for a given
discrete value of σ; in general, different profiles correspond to different values
of σ. A sequence of transitions of the chemical state is accompanied by the
corresponding sequential change of the profile.
For the simplicity of explanation of this modeling strategy, let us consider
the minimal case m = 1 = n. In this case, the actual 2-dimensional potential
landscape can be replaced by a sequence of µ one-dimensional potentials where
µ is the number of discrete values allowed for the chemical state variable σ.
Because of the discrete nature of the chemical state variables, the eq.(111)
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is replaced by the equation
∂P(~x, ~σ, t)
∂t
=
n∑
i=1
[
kT
γi
∂2P
∂x2i
− 1
γi
∂
∂xi
{(
− ∂U
∂xi
+ Fi
)
P
}]
+
∑
j
P(~x, σ1, ..., σ′j , .., σm)Wσ′j ,{σ}j→σj ,{σ}j (~x)
−
∑
j
P(~x, σ1, ..., σj , .., σm)Wσj ,{σ}j→σ′j ,{σ}j (~x)
(112)
where Wσj ,{σ}j→σ′j ,{σ}j (~x) is the transition probability per unit time for the
transition from σj to σ
′
j while the mechanical variables ~x remain frozen at the
current instantaneous values; the symbol {σ}j denotes values of all the chemical
variables except the i-th chemical variable. The condition of detailed balance
imposes restrictions on the choice of these transition probabilities. Note that
there is no term in this equation which would correspond to a mixed mechano-
chemical transition.
•Brownian ratchet
Let us assume the special values m = 1 = n. Moreover, suppose µ = 2, i.e.,
the chemical variable σ is allowed to take one of the only two allowed values so
that only two different profiles of the free-energy landscape are possible. Let
one of these be the flat form U(x) = 0 for all x whereas the other be the
sawtooth form shown in fig.18. Note the two key features of the sawtooth: (i)
it is periodic, (ii) within each period, it has a spatial asymmetry.
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Figure 18: Two forms of the time-dependent potential used for implementing
the Brownian ratchet mechanism. The spreading of the Gaussian profile of the
probability density with time is shown in the inset. (Reprinted from Physical
Review E (ref.[681])). Copyright 2007, American Physical Society.
Suppose, initially the potential has the sawtooth shape and the motor is lo-
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cated at a point that corresponds to a minimum of the potential. As long as the
potential remains unchanged, in spite of its spatial asymmetry, the average force
on the motor (averaged over a single spatial period) < f >= [
∫
F (x)dx]/`s = 0
because F = −∂U/∂x and U(x) = U(x+ `s). Thus, even if the motor position
initially does not coincide with a minimum of the potential, given enough time,
it will settle to the location of the nearest minimum of the free energy because
of the energy dissipation by viscous drag against it. From then onwards, its
position will exhibit only small amplitude thermal fluctuations around the po-
tential minimum provided the thermal energy is much smaller compared to the
height of the walls separating the successive wells of the potential profile. In
addition, it will execute thermally-assisted occasional jumps to the neighboring
wells symmetrically in both the forward and backward directions that, in the
absence of any other processes, would result in only diffusion.
Let the chemical state σ of the motor make a transition to its other allowed
state so that the potential profile makes a transition from its sawtooth form
to its flat form. Immediately, the free particle begins to execute a Brownian
motion and the corresponding Gaussian profile of the probability distribution
begins to spread with the passage of time. If the potential is again switched on
before the Gaussian profile gets enough time for spreading beyond the original
well, the particle will return to its original initial position. But, if the period
during which the potential remains off is sufficiently long, so that the Gaussian
probability distribution has a non-vanishing tail overlapping with the neighbor-
ing well on the right side of the original well, then there is a small non-vanishing
probability that the particle will move forward towards right by one period when
the potential is switched on. Furthermore, the Gaussian profile may have a non-
vanishing overlap with the well to the left of the original well that gives rise to
the possibility of also moving backward in a cycle. But, because of the asym-
metric shape of each period of the sawtooth, the overlap with the well on the
right is larger than that with the well on the left; consequently, on the average,
the particle would move to the right.
Thus, stochastic switching of the chemical variable σ back and forth between
its two allowed discrete values can give rise to a “directed” movement of the
motor, on the average, because of the asymmetric shape of each of the periods
of the periodic sawtooth shaped potential profile. The resulting probability
current is given by [414, 415]
J = J+ − J− (113)
with
J+ =
(
ωf
4
)
erf(
α
2
√
ωf )
J− =
(
ωf
4
)
erf(
1− α
2
√
ωf ) (114)
where erf(x) is the error function, the parameter 0 < α < 1 is a measure of the
spatial asymmetry of the sawtooth potential (symmetric sawtooth corresponds
to α = 1/2) and ωf is the rate of flipping of the time-dependent potential.
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Note that in this mechanism, the particle moves forward not because of
any force imposed on it but because of its Brownian motion. The system is,
however, not in equilibrium because energy is pumped into it during every period
in switching the potential between the two forms. In other words, the system
works as a rectifier where the Brownian motion, in principle, could have given
rise to both forward and backward movements of the particle in the multiples of
`, but the backward motion of the particle is suppressed by a combination of (a)
the time dependence and (b) spatial asymmetry of the potential. In fact, the
direction of motion of the particle can be reversed by reversing the asymmetry in
each period of the potential. The mechanism of directional movement discussed
above is called a Brownian ratchet [418, 419, 420, 421, 422, 423, 424] The concept
of Brownian ratchet was popularized by Feynman through his lectures [425]
although, historically, it was introduced by Smoluchowski.
For a class of porters, for example, the switching of the chemical state is
caused by ATP hydrolysis. The asymmetric periodic potential (whose shape is,
at least qualitatively, somewhat similar to the sawtooth form) arises from the
effect of the polarity of the filament on the motor-track interaction [412, 413]
The rectification of the noise required for Brownian ratchet mechanism can
also be achieved by, for example, the binding of a ligand that stabilizes confor-
mations in the “forward” direction [416]. This process has strong similarity with
the conformational selection mechanism for substrate specificity of enzymes that
we have discussed in section 6. The main difference between this mechanism of
Brownian ratchet and the power stroke has been explained by Howard (see fig.1
of ref. [416]) with a simple illustration.
•Efficiency of Brownian motors
Suppose, W is the work done against a load force F . The input energy Ein
for a Brownian motor can be calculated from
Ein =<
∫ Ton
0
dU(x(t))
dx
dx(t) > (115)
assuming a specific x- and t-dependence of the potential U , where the angular
bracket < . > denotes average over many ratchet cycles. Hence the efficiency of
a Brownian motor can be obtained from the definition
η =
W
Ein
=
F v
˙Ein
(116)
The directional movement of Brownian motors arises from the rectification of
random thermal noise. For such motors, an alternative measure of performance
is the rectification efficiency [426].
8.4 Markov model: motor kinetics as a jump process in a
network of fully discrete mechano-chemical states
In this subsection we simplify the continuum landscape-based scenario developed
in the preceeding subsection to formulate a fully discrete scheme making well-
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motivated approximations [406, 417]. With each local minimum of the free-
energy landscape we associate a discrete state. The probability Pi of finding
the system in the i-th discrete state is given by [406]
Pi(t) =
∫
i−th zone
P( ~X, t)d ~X (117)
where i-th zone is the immediate surrounding of the i-th local minimum of
the free energy landscape. Thus, the continuum of states ~X is replaced by set
of discrete states identified by the above procedure. Moreover, instead of the
probability densities P( ~X) defined on the free energy landscape we now deal
with the probabilities Pi.
The local minima in the free-energy landscape are separated by low-energy
passes so that thermal fluctuations occasionally cause the system to leave the
neighbourhood of one local minimum and arrive at that of a neighboring one;
such wanderings on the free energy landscape are identified as transitions from
one discrete state to another in the fully discrete formulation. The corresponding
rate constants (i.e., the probabilities of transition per unit time) can also be
obtained from an analysis of the probability fluxes on the continuous landscape
[406, 417]. Obviously, the rate constants depend on the shape of the free energy
landscape; the dependence of the rate constants on the external force arise from
that of the landscape shape on the external force.
The discrete state space of this formulation can be regarded as a network
[427, 428, 429, 430]. Just like the continuum formulation, the minimal model
must have one mechanical variable and a chemical variable both of which are
discrete. Let Pµ(i, t) be the probability of finding the motor at the discrete
position labelled by i and in the “chemical” state µ at time t. Then, the master
equation for Pµ(i, t) is given by
∂Pµ(i, t)
∂t
= [
∑
j 6=i
Pµ(j, t)kµ(j → i)−
∑
j 6=i
Pµ(i, t)kµ(i→ j)]
+ [
∑
µ′
Pµ′(i, t)Wµ′→µ(i)−
∑
µ′
Pµ(i, t)Wµ→µ′(i)]
+ [
∑
j 6=i
∑
µ′
Pµ′(j, t)ωµ′→µ(j → i)
−
∑
j 6=i
∑
µ′
Pµ(i, t)ωµ→µ′(i→ j)] (118)
where the terms enclosed by the three different brackets [.] correspond to the
purely mechanical, purely chemical and mechano-chemical transitions, respec-
tively. For obvious reasons, these equations are sometimes referred to as the
stochastic rate equations.
As a concrete example, which will be used also for on several other occasions
later in this review, consider a 2-state motor that, at any site j, can exist in one
of the only two possible chemical states labelled by the symbols 1j and 2j . We
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assume the mechano-chemical cycle of this motor to be
1j
ω1

ω−1
2j
ω2→ 1j+1 (119)
where the rates of the allowed transitions are shown explicitly above or below
the corresponding arrow. Note that the transition 1j 
 2j is purely chemical
whereas the transition 2j → 1j+1 is a mixed mechano-chemical transition. The
corresponding master equations are given by
dP1(i)
dt
= ω2P2(i− 1) + ω−1P2(i)− ω1P1(i)
dP2(i)
dt
= ω1P1(i)− ω−1P2(i)− ω2P2(i)
(120)
We’ll see some implications of these equations in several specific contexts later
in this article.
•Microscopic reversibility and balance conditions for mechano-chemical
kinetics: cycles, and flux
The principle of microscopic reversibility [431] has important implications
in the free energy transduction by molecular motors [432].
On a discrete mechano-chemical state space, each state is denoted by a
vertex and the direct transition from one state (denoted by, say, the vertex i)
to another (denoted by, say, the vertex j) is represented by a directed edge
|ij >. The opposite transition from j to i is denoted by the directed edge |ji >.
A transition flux can be defined along any edge of this diagram. The forward
transition flux J|ij> from the vertex i to the vertex j is given by WjiPi while the
reverse flux, i.e., transition flux J|ji> from j to i is given by WijPj . Therefore,
the net transition flux in the direction from the vertex i to the vertex j is given
by Jji = WjiPi −WijPj .
A cycle in the kinetic diagram consists of at least three vertices. Each cycle
Cµ can be decomposed into two directed cycles (or, dicycles) [433] C
d
µ where d =
± corresponds the clockwise and counter-clockwise cycles. The net cycle flux
J(Cµ) in the cycle Cµ, in the CW direction, is given by J(Cµ) = J(C
+
µ )−J(C−µ ).
For each arbitrary dicycle Cdµ, let us define the dicycle ratio
R(Cdµ) = Π<ij>C+dµ Wji/Π<ij>C−dµ Wij = Π
µ,d
<ij>(Wji/Wij). (121)
where the superscript µ, d on the product sign denote a product evaluated over
the directed edges of the cycle. So, by definition, R(C−µ ) = 1/R(C+µ ).
It has been proved rigorously [435] that, for detailed balance to hold, the
necessary and sufficient condition to be satisfied by the transition probabilities
is
R(Cdµ) = 1 for all dicycles Cdµ (122)
For a non-equilibrium steady state (NESS), one can define [433] the dicycle
frequency Ωss(Cdµ) which is the number of dicycles C
d
µ completed per unit time
81
in the NESS of the system. Then,
Ωss(C+µ )/Ω
ss(C−µ ) = Π
µ,d
<ij>(Wji/Wij) = R(Cdµ) (123)
Clearly, R(Cdµ) 6= 1, in general, for any NESS. There are close relations between
this network formalism of energy transduction by molecular motors and a master
equation based general network theory for microscopic dynamics [434] which
is the microscopic counterpart of Kirchoff’s macroscopic theory of electrical
networks.
Detailed balance is believed to be a property of systems in equilibrium
whereas the conditions under which molecular motors operate are far from equi-
librium. Does it imply that detailed balance breaks down for molecular motors?
The correct answer this subtle question needs a careful analysis [436, 437, 438].
If one naively assumes that the entire system returns to its original initial
state at the end of each cycle one would get the erroneous result that the detailed
balance breaks down. But, strictly speaking, the free energy of the full system
gets lowered by |δG| (e.g., because of the hydrolysis of ATP) in each cycle
although the cyclic machine itself comes back to the same state. When the
latter fact is incorporated correctly in the analysis [436, 437, 438], one finds
that detailed balance is not violated by molecular motors. This should not
sound surprising- the transition rates “do not know” whether or not the system
has been driven out of equilibrium by pumping energy into it.
9 Solving forward problem by stochastic process
modeling: from model to data
9.1 Average speed and load-velocity relation
For simplicity, let us consider the kinetic scheme shown in fig. (19(a)). In terms
of the Fourier transform
P¯µ(k, t) =
∞∑
j=−∞
Pµ(xj , t)e
−ikxj (124)
of Pµ(xj , t), the master equations can be written as a matrix equation
∂P¯(k, t)
∂t
= W(k)P¯(k, t) (125)
where P¯ is a column vector of M components Pµ(k, t) (µ = 1, ...M) and W(k)
is the transition matrix in the k-space (i.e., Fourier space). Other than the rate
constants, W(k) also involves the k-dependent factors
ρ+(k) = e
−ik` and ρ−(k) = eik` (126)
Summing over the hidden chemical states, we get the position probability density
P¯ (k, t) =
M∑
µ=1
P¯µ(k, t) =
M∑
µ=1
∞∑
j=−∞
Pµ(xj , t)e
−ikxj . (127)
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(a)
(b)
(c)
Figure 19: Three examples of different types of networks of discrete mechano-
chemical states. The bullets represent the distinct states and the arrows denote
the allowed transitions between the two corresponding states. The scheme is (a)
is unbrached whereas that in (b) has branched pathways connecting the same
pair of states. The mechanical step size is unique in both (a) and (b) whereas
steps of more than one size are possible in (c). (Adapted from fig.1 of ref.[439]).
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Taking derivatives of both sides of (127) with respect to k we get [440, 441]
i
(
∂P¯ (k, t)
∂k
)
k=0
= < x(t) >
−
(
∂2P¯
∂k2
)
k=0
+
(
∂P
∂k
)2
k=0
= < x2(t) > − < x(t) >2
(128)
where < x(t) >=
∑
j xj
∑
µ Pµ(xj , t). Evaluating P¯ (k, t), in principle, the sta-
tionary drift velocity (i.e., asymptotic mean velocity) V and the corresponsding
diffusion constant D can be obtained from
V = limt→∞i
∂
∂t
[(
∂P¯ (k, t)
∂k
)
k=0
]
D = limt→∞
1
2
∂
∂t
[(
−∂
2P¯ (k, t)
∂k2
)
k=0
+
(
∂P¯ (k, t)
∂k
)2
k=0
]
(129)
It may be tempting to attempt a direct utilization of the general form
P¯ (k, t) =
∑
µ
Bµe
λµ(k)t (130)
where the coefficients Bµ are fixed by the initial conditions and λµ(k) are the
eigenvalues of W(k). However, for the practical implementation of this method
analytically the main hurdle would be to get all the eigenvalues of W(k). For-
tunately, only the smallest eigenvalue λmin, which dominates P¯ (k) in the limit
t→∞, is required for evaluating V and D [440, 441]:
V = i
(
∂λmin(k, t)
∂k
)
k=0
D = −1
2
(
∂2λmin(k, t)
∂k2
)
k=0
(131)
Even the forms (131) are not convenient for evaluating V and D. Most conve-
nient approach is based on the characteristic polynomial Q(k) associated with
the matrix W(k), i.e., Q(k;λ) = det[λI −W(k)]. Therefore, λmin(k) is a root
of the polynomial Q(k;λ), i.e., solution of the equation
Q(k;λ) =
M∑
µ=0
Cµ(k)[λ(k)]
µ = 0. (132)
Hence [440, 441]
V = −i C
′
0
C1(0)
D =
C ′′0 − 2iC ′1(0)V − 2C2(0)V 2
2C1(0)
(133)
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where C ′µ = [∂Cµ(k)/∂k]k=0.
For a postulated kinetic scheme, W is given. Then the expressions (133) are
adequate for analytical derivation of V and D for the given model. However, in
order to calculate the distributions of the dwell times of the motors, it is more
convenient to work with the Fourier-Laplace transform, rather than the Fourier
transform, of the probability densities. Therefore, we now derive alternative
expressions for V and D in terms of the full Fourier-Laplace transform of the
probability density.
Taking Laplace transform of (124) with respect to time
P˜µ(k, s) =
∫ ∞
0
P¯µ(k, t)e
−st, (134)
and inverting the matrix form of the master equation leads to the solution
P˜(k, s) = R(k, s)−1P(0) (135)
where
R(k, s) = sI−W(k) (136)
and P(0) is the column vector of initial probability densities.
Applying the defnition of inverse of a matrix to the matrix R expressed in
eqn.(136), the eqn.(135) takes the form
P˜ (k, s) =
M∑
µ,ν=1
Coν,µPν(0)
|R(k, s)| (137)
where Coν,µ are the cofactors of the R(k,s).
Now the determinant of R(k, s), i.e., the characteristic polynomial has the
general form which can be expressed as [439]
|R(k, s)| =
M∑
µ=0
cµ(k)s
µ (138)
where, for reasons that will be clear as we proceed, the coefficients for only the
three lowest order terms will be relevant for calculating the quantities of our
interest.
Equation (138) is formally similar to (132). As expected, we get [439]
V = −i c
′
0(0)
c1(0)
D =
c′′0(0)− 2ic′1(0)V − 2c2(0)V 2
2c1(0)
(139)
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9.2 Beyond average: dwell time distribution (DTD)
Two motors with identical average velocities may exhibits widely different types
of fluctuations. Suppose the successive mechanical steps are taken by the motor
at times t1, t2, ..., tn−1, tn, tn+1, .... Then, the time of dwell before the k-th step
is defined by τk = tk − tk−1. In between successive steps, the motor may visit
several “chemical” states and each state may be visited more than once. But, the
purely chemical transitions would not be visible in a mechanical experimental
set up that records only its position. The number of visits to a given state and
the duration of stay in a state in a given visit are random quantities.
In order to appreciate the origin of the fluctuations in the dwell times, let
us consider the simple N -step kinetics:
M1 
M2 
M3...
Mj 
 ...
MN (140)
Suppose tµ,ν is the duration of stay of the motor in the µ-th state during its
ν-th visit to this state. If τ is the dwell time, then
τ =
N∑
µ=1
nµ∑
ν=1
tµ,ν (141)
where nµ is the number of visits to the µ-th state. It is straightforward to check
that
< τ > =
N∑
µ=1
< nµ >< tµ >
(142)
where < nµ > is the average number of visits to the µ-th state and < tµ > is the
average time of dwell in the µ-th state is a single visit to it. More interestingly
[309],
< τ2 > − < τ >2=
N∑
µ=1
(< t2µ > − < tµ >2) < nµ >
+
N∑
µ=1
(< n2µ > − < nµ >2) < tµ >2
+ 2
∑
µ>ν
(< nµnν > − < nµ >< nν >) < tµ >< tν >
(143)
The first and second terms on the right hand side of (143) capture, respectively,
the fluctuations in the lifetimes of the individual states and that in the number
of visits to a kinetic state. Note that the number of visits to a particular state
depends on the number of visits to the neighboring states on the kinetic diagram;
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this interstate correlation is captured by the third term on the right hand side
of (143).
Several different analytical and numerical techniques have been developed for
calculation of the dwell time distribution [442, 443, 444, 439]. Since the dwell
time is essentially a first passage time [445], an absorbing boundary method
[443] has been used.
An example: DTD for an irreversible motor with linear chain of ststes
As an example, we consider again the simple scheme (119). In this case, the
DTD is
f(t) =
(
ω1ω2
ω− − ω+
)
(e−ω+t − e−ω−t) (144)
where
ω± =
ω1 + ω−1 + ω2
2
±
[√
(ω1 + ω−1 + ω2)2
4
− ω1ω2
]
(145)
In the special case ω−1 = 0, ω+ = ω1 and ω− = ω2 and, hence,
f(t) =
(
ω1ω2
ω2 − ω1
)
(e−ω1t − e−ω2t) (146)
Similar sum of exponentials for DTD have been derived also for machines with
more complex mechano-chemical kinetics (see, for example, refs.[446, 447, 448]).
9.2.1 A matrix-based formalism for the DTD
The matrix-based formalism that we have discussed above [439], for the cal-
culation of V and D, has been extended to formulate general prescriptions for
calculating the dwell time distribution ψ(t). Let the Laplace transform of the
DTD be denoted by ψ˜(s). The general strategy, developed by Chemla et al.[439],
for the calculation of ψ(t) is based three main steps: (i) obtaining P˜ (k, s) by
solving the master equation for P (xj , t) in the Fourier-Laplace space; (ii) deriv-
ing a relation between P˜ (k, s) and ψ˜(s) and using it, together with the solution
P˜ (k, s) obtained in step (i), to get ψ˜(s); and (iii) obtaining either ψ(t) from
ψ˜(s) by inverse Laplace transform or, extracting at least the first few moments
of ψ(t) from ψ˜(s).
•DTD for a motor that never steps backward
We now illustrate the method with the simple example
1j
k1

k−1
2j
k2

k−2
....Mj−1
k(j−1)


k−(j−1)
Mj
kM→ 1j+1 (147)
where the integer subscripts j and j+ 1 label the discrete positions xj and xj+1
of the motor on its track. The total number of “chemical” states of a motor at
each position is M . Note that the “chemical” transitions are reversible, but the
“mechanical step” is irreversible; the latter rules out any possibility of backward
stepping of the motor.
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Suppose the initial condition is Pµ(0) = δµ1, i.e., the motor is certainly in
the chemical state 1 at t = 0. For the kinetic scheme (147) under this initial
condition, eqn.(137) becomes
P˜ (k, s) =
1
s
|R(0, s)|
|R(k, s)| =
sM−1 + ...+ c2s+ c1
sM + ...+ c2s2 + c1s+ c0(k)
(148)
Moreover, in this case, the relation between P˜ (k, s) and ψ˜(s) is [439]
P˜ (k, s) =
1− ψ˜(s)
s[1− ρ+(k)ψ˜(s)]
(149)
Equating the right hand sides of the eqns.(148) and (149), we get
ψ˜(s) =
|R(k, s)| − |R(0, s)|
|R(k, s)| − ρ+(k)|R(0, s)| (150)
•DTD for a motor that steps both forward and backward
If n+ and n− are the numbers of forward and backward steps, respectively,
then for large n = n+ + n−, the corresponding step splitting probabilities are
Π+ = n+/n and Π− = n−/n. The dwell times before a forward step and before
a backward step can be measured separately. Hence, the prior dwell times τ←+
and τ←− can be obtained by restricting the summations in
τ←± =
1
n±
±∑
τk (151)
to just forward (+) or just backward (-) steps, respectively. In terms of splitting
probabilities and prior dwell times, the mean dwell time 〈τ〉 can be expressed
as
〈τ〉 = Π+τ←+ + Π−τ←− (152)
Compared to the prior dwell times, more detailed information on the step-
ping statistics is contained in the four conditional dwell times, which are defined
as follows:
τ++ = dwell time between a + step followed by a + step
τ+− = dwell time between a + step followed by a − step
τ−+ = dwell time between a − step followed by a + step
τ−− = dwell time between a − step followed by a − step
(153)
It is helpful to introduce pairwise step probabilities Π++,Π+−,Π−+,Π−−. Note
that Π++ + Π+− = 1, and Π−+ + Π−− = 1. Neglecting finite time corrections,
Π++ = n++/(n++ + n+−), Π+− = n+−/(n++ + n+−)
Π−+ = n−+/(n−+ + n−−), Π−− = n−−/(n−+ + n−−)
(154)
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Hence
τ←+ = Π++τ++ + Π+−τ−+
τ←− = Π−+τ+− + Π−−τ−− (155)
Defining the post dwell times τ→± in a fashion similar to that used for defining
the prior dwell times, we get
τ→+ = Π++τ++ + Π+−τ+−
τ→− = Π−+τ−+ + Π−−τ−− (156)
and
〈τ〉 = Π+τ→+ + Π−τ→− (157)
For motors which can step both forward and backward, more relevant infor-
mation on the kinetics of a motor are contained in the conditional dwell time
distributions [449, 439]. We illustrate the concepts and the matrix-based for-
malisms for such motors with the simple linear chain of states where all the
transitions, including the mechanical transition, are reversible.
1j
k1

k−1
2j
k2

k−2
....Mj−1
k(j−1)


k−(j−1)
Mj
kM

k−M
1j+1 (158)
We define the conditional branching probabilities p±± as the probability of tak-
ing a forward (+) or backward (-) step, given the previous step being forward
(+) or bakward (-). Similarly, instead of one single DTD ψ(t), we now have
four conditional dwell time distributions (cDTD) ψ±±(t). For convenience of
calculation, we define the 2× 2 matrix
ψ(s) =
[
p++ψ++(s) p+−ψ+−(s)
p−+ψ−+(s) p−−ψ−−(s)
]
(159)
the diagonal matrix
ρ(q) =
[
ρ+(q) 0
0 ρ−(q)
]
(160)
and the column vector
Ψ(s) =
1
s
[
1− p++ψ++(s)− p+−ψ+−
1− p−+ψ−+(s)− p−−ψ−−(s)
]
(161)
In this case the relation between P˜ (k, s) and the cDTDs is [439]
P˜ (q, s) = pT0 (I− ψ(s)ρ(q))−1Ψ(s) (162)
where p0 is the vector of initial conditions. For example, p
T
0 = (10) corresponds
to the given condition that the motor has taken the initial step in the forward
(+) direction.
Extracting the cDTDs exploiting the relation (162) and the solution for
P˜ (k, s) is more complicated than the procedure we followed in the case of a
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single DTD. Let us begin with the case pT0 = (10) (i.e., given initial forward
stepping) and the initial condition Pµ(0) = δµ1. For this case [439]
1
sP˜+(q, s)
∣∣∣∣
{ρ−(q)=0}
=
1− ρ+(q)p++ψ˜++(s)
1− p++ψ˜++(s)− p+−ψ˜+−(s)
(163)
Equation (163) can be re expressed as
1
sP˜+(q, s)
∣∣∣∣
{ρ−(q)=0}
= a0 + a+ρ+(q) (164)
where
a0 =
1
1− p++ψ˜++(s)− p+−ψ˜+−(s)
a+ = − p++ψ˜++(s)
1− p++ψ˜++(s)− p+−ψ˜+−(s)
(165)
Hence,
p++ψ˜++(s) = −a+
a0
(166)
and
p+−ψ˜+−(s) =
a0 + a+ − 1
a0
(167)
Next we need to obtain
1
sP˜+(q, s)
∣∣∣∣
{ρ−(q)=0}
directly from (137) and, by compar-
ing it with eqn.(164), find out the expressions for a0 and a+; substituting these
expressions for a0 and a+ into equations (166) and (167) we get p++ψ˜++(s) and
p+−ψ˜+−(s), respectively.
Similarly, for the case pT0 = (01) (i.e., given initial backward stepping)
and the initial condition Pµ(0) = δµM , one can derive the relation between
1
sP˜−(q, s)
∣∣∣∣
{ρ+(q)=0}
and p−+ψ˜−+(s) and p−−ψ˜−−(s). Obtaining the solution
1
sP˜−(q, s)
∣∣∣∣
{ρ+(q)=0}
directly from (137) and, by utilizing its relation with p−+ψ˜−+(s)
and p−−ψ˜−−(s) we can get the cDTDs p−±ψ˜−±(s) in the Laplace space.
9.2.2 Extracting kinetic information from DTD
It is possible to establish on general grounds that, for a motor with N mechano-
chemical kinetic states like (140), the DTD is a sum of N exponentials of the
form [309]
f(t) =
N∑
j=1
Cje
−ωjt (168)
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where N − 1 of the N coefficients Cj (1 ≤ j ≤ N) are independent of each
other because of the constraint imposed by the normalization condition for the
distribution f(t). Also note that the prefactors Cj can be both positive or
negative while ωj > 0 for all j.
Recall that for the Gamma distribution, the randomness parameter r = 1/N .
Can the experimentally measured DTD be used to determine the number of
states N? Unfortunately, for real motors, (i) not each step of a cycle is fully
irreversible, (ii) the rate constants for different steps are not necessarily identical,
(iii) branched pathways are quite common. Consequently, 1/r may provide just
a bound on the rough estimate of N .
Can one use the general form (168) of DTD to extract all the rate constants
for the kinetic model by fitting it with the experimentally measured DTD? The
answer is: NO. First, even if a good estimate of N is available, the number
of parameters that can be extracted by fitting the experimental DTD data to
(168) is 2N − 1 (n values of ωj and N − 1 values of Cj). On the other hand,
the number of possible rate constants may be much higher [309]. For example,
if transitions from every kinetic state to every other kinetic state is allowed,
the total number of rate constants would be N(N − 1). In other words, in
general, the kinetic rate constants are underspecified by the DTD. Second, as
the expression (144) for the DTD of the example (119) shows explicitly, the
ω’s that appear in the exponentials may be combinations of the rate constants
for the distinct transitions in the kinetic model. It is practically impossible to
extract the individual rate constants from the estimated ω’s unless any explicit
relation like (145) between the estimated ω’s and actual rate constants is apriori
available.
The systematic method for extracting all the kinetic informations from ex-
perimental data are described in the next section where the utility of the DTD
will be shown again.
10 Solving inverse problem by probabilistic re-
verse engineering: from data to model
A discrete kinetic model of a molecular motor can be regarded as a network
where each node represents a distinct mechano-chemical state. The directed
links denote the allowed transitions. Therefore, such a model is unambiguously
specified in terms of the following parameters: (i) the total number N of the
nodes, (ii) the N × N matrix whose elements are the rates of the transitions
among these states; a vanishing rate indicates a forbidden direct transition.
In the preceding sections we handled the “forward problem” by starting with
a model assuming the structure of the network and the transition rates. In this
section we discuss the inverse problem for molecular motors after introducing the
methodology. In most real situations the numerical values of the rate constants
of the kinetic model are not known apriori. In principle, these can be extracted
by analyzing the experimental data in the light of the model.
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10.1 Frequentist versus Bayesian approach
Suppose, ~m be a column vector whose M components are the M parameters
of the model, i.e., the transpose of ~m is ~mT = (m1,m2, ...,mM ) Let the data
obtained in N observations of this model are represented by the N -component
column vector ~d whose transpose is ~dT = (d1, d2, ..., dN ). Our “inverse problem”
is to infer information on ~m from the observed ~d. The philosophy underlying the
frequentist approach, i.e., approaches based on maximum-likelihood (ML) esti-
mation and the Bayesian approach for extracting these information are different
in spirit, as we explain in the next two subsubsections [450].
For simplicity, let us assume that a device has only two possible distinct
states denoted by E1 and E2.
E1
kf

kr
E2 (169)
Let us imagine that we are given the actual sequence of the states, over the time
interval 0 ≤ t ≤ T , generated by the Markovian kinetics of the device. But,
the magnitudes of the rate constants kf and kr are not supplied. We’ll now
formulate a method, based on ML analysis [451] to extract the numerical values
of the parameters kf and kr.
Suppose t
(1)
j and t
(2)
j denote the time interval of the j-th residence of the
device in states E1 and E2, respectively. Moreover, suppose that the device
makes N1 and N2 visits to the states E1 and E2, respectively, and N = N1 +N2
is the total number of states in the sequence. Therefore, total time of dwell in
the two states are T1 =
∑N1
j=1 t
(1)
j and T2 =
∑N2
j=1 t
(2)
j where T1 + T2 = T .
Since the dwell times are exponentially distributed for a Poisson process, the
likelihood of any state trajectory S is the conditional probability density
P (S|kf , kr) =
(
ΠN1j=1kfe
−kf t(1)j
)
(
ΠN2j=1kre
−krt(2)j
)
=
(
kN1f e
−kfT1
)(
kN2r e
−krT2
)
(170)
10.1.1 Maximum-likelihood estimate
ML approach [452] is based on finding the estimates of the set of model param-
eters that corresponds to the maximum of the likelihood P (~d|~m) for a fixed set
of data ~d. For the kinetic scheme shown in equation (169), the the ML esti-
mates of kf and kr are obtained by using (170) in d[lnP (S|kf , kr)]/dkf = 0 =
d[lnP (S|kf , kr)]/dkr. It is straightforward to see [451] that these estimates are
kf = N1/T1 and kr = N2/T2.
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10.1.2 Bayesian estimate
For drawing statistical inference regarding a kinetic model, the Bayesian ap-
proach has gained increasing popularity in recent years [453, 454, 455, 456, 457,
458]. The areas of research where this has been applied successfully include
various biological processes in, for example, genetics [459, 460], biochemistry
[461], cognitive sciences [462], ecology [463], etc.
In the Bayesian method there is no logical distinction between the model
parameters and the experimental data; in fact, both are regarded as random.
The only distinction between these two types of random variables is that the
data are observed variables whereas the model parameters are unobserved. The
problem is to estimate the probability distribution of the model parameters from
the distributions of the observed data.
The Bayes theorem states that
P (~m|~d) = P (
~d|~m)P (~m)
P (~d)
(171)
where P (~d) can be expressed as
P (~d) =
∫
P (~d|~m)P (~m)d~m (172)
The likelihood P (~d|~m) is the conditional probability for the observed data, given
a set of particular values of the model parameters, that is predicted by the ki-
netic model. However, implementation of this scheme also requires P (~m) as
input. In Bayesian terminology P (~m) is called the prior because this probabil-
ity is assumed apriori by the analyzer before the outcomes of the experiments
have been analyzed. In contrast, the left hand side of equation (171) gives the
posterior probability, i.e., after analyzing the data.
Thus, an experimenter learns from the Bayesian analysis of the data. Such
a learning begins with an input in the form of a prior probability; the choice
of the prior can be based on physical intuition, or general arguments based, for
example, on symmetries. Prior choice can become simple if some experience
have been gained from previous measurements. Often an uniform distribution
of the model parameter(s) is assumed over its allowed range if no additional
information is available to bias its choice. To summarize, Bayesian analysis
needs not just the likelihood P (~d|~m) but also the prior P (~m).
For the kinetic scheme shown in equation (169), the Bayes’ theorem (171)
takes the form
P (kf , kr|S) =
P (S|kf , kr)P (kf , kr)
P (S)
=
P (S|kf , kr)P (kf , kr)∑
k′f ,k
′
r
P (S|k′f , k′r)P (k′f , k′r)
(173)
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We now assume a uniform prior, i.e., constant for positive kf and kr, but
zero otherwise. Then, P (kf , kr|S) is proportional to the likelihood function
P (S|kf , kr) (within a normalization factor). Normalizing, we get
P (kf , kr|S) =
[
TN1+11
Γ(N1 + 1)
kN1f e
−kfT1
][
TN2+12
Γ(N2 + 1)
kN2r e
−krT2
]
(174)
The mean of kf obtained from the posterior distribution is (N1 +1)/T1 whereas
the corresponding ML estimate is N1/T1. Similarly, the mean obtained from
the posterior distribution and the ML estimate of kr are obtained by replacing
the subscripts 1 by subscripts 2. Moreover, the variance of kf and kr calculated
from the posterior distribution are (N1 + 1)/T
2
1 and (N2 + 1)/T
2
2 , respectively.
10.2 Hidden Markov Models
The actual sequence of states of the motor, generated by the underlying Marko-
vian kinetics, is not directly visible. For example, a sequence of states that differ
“chemically” but not mechanically do not appear as distinct on the recording of
the position of the motor in a single motor experiment. This problem is similar
to an older problem in cell biology: ion-channel kinetics [464, 465]. Current
passes through the channel only when it is in the “open” state. However, if
the channel has more than one distinct closed states, the recordings of the cur-
rent reveals neither the actual closed state in which the channel was nor the
transitions between those closed states when no current was recorded.
Hidden Markov Model (HMM) [466, 467, 468, 469, 470] has been applied to
analyze FRET trajectories [471, 472], stepping recordings of molecular motors
[473, 474], and actomyosin contractile system [475] to extract kinetic informa-
tion.
For a pedagogical presentation of the main ideas behind HMM, we start with
the kinetic scheme shown in (171) and a simple, albeit unrealistic, situation and
then by gradually adding more and more realistic features, explain the main
concepts in a transparent manner [451]. First, suppose that the actual sequence
of states (trajectory) itself is visible; this case can be analyzed either by the
ML-analysis of by Bayesian approach both of which we have presented above.
We now relax the strong assumption about the trajectory and proceed as below.
•If state trajectory is hidden and visible trajectory is noise-free
The sequence of states of the device is, as before, generated by a Markov
processes which is hidden. Suppose the device emits photons from time to time
that are detected by appropriate photo-detectors. For simplicity, we assume just
two detection channels labelled by 1 and 2. For the time being, we also assume a
perfect one-to-one correspondence between the state of the light emitting device
and the channel that detects the photon. If the channel 1 (2) clicks then the
light emitting device was in the state E1 (E2) at the time of emission. The
interval ∆tj = tj+1 − tj between the arrival of the j-th and j + 1-th photons
(1 ≤ j ≤ N) is random.
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Thus, from the photo-detectors we get a visible sequence of the channel
index (a sequence made of a binary alphabet) which we call “noiseless photon
trajectory” [451]. The sequence of states in the noiseless photo trajectory is
also another Markov chain that is conventionally referred to as the “random
telegraph process”. Note that the photon detected by channel 1 (or, channel 2)
can take place at any instant during the dwell of the device in state 1 (or, state
2). Therefore, the sequence of states in the noiseless photon trajectory does not
reveal the actual instants of transition from one state of the device to another.
Since the noiseless phton trajectory corresponds to a random telegraph pro-
cess, the transition probabilities for this process are
P (E1|E1; kf , kr,∆tj) = kr
kf + kr
+
kf
kf + kr
e−(kf+kr)∆tj
P (E1|E2; kf , kr,∆tj) = kr
kf + kr
[1− e−(kf+kr)∆tj ]
P (E2|E1; kf , kr,∆tj) = kf
kf + kr
[1− e−(kf+kr)∆tj ]
P (E2|E2; kf , kr,∆tj) = kf
kf + kr
+
kr
kf + kr
e−(kf+kr)∆tj
(175)
where P (Eµ|Eν ; kf , kr,∆tj) is the conditional probability that state of the device
is Eµ given that it was in the state Eν at a time ∆t earlier.
The likelihood of the visible data sequence {V } is now given by
P ({V }|kf , kr) = P (V1|kf , kr)ΠN−1j=1 P (Vj+1|Vj ; kf , kr,∆tj) (176)
where the first factor on the right hand side is the initial probability (usually
assumed to be the equilibrium probability). The transition probabilities on
the right hand side of equation (176) are the conditional probabilities given
in equation (175). Unlike the previous simpler case, where the state sequence
itself was visible, no analytical closed-form solution is possible in this case.
Nevertheless, analysis can be carried out numerically.
•If state trajectory is hidden and visible trajectory is noisy
In the preceeding case of a noise-free photon trajectory, we assumed that
from the channel index we could get perfect knowledge of the state of the emit-
ting device. More precisely, the conditional probabilities were
P (1|E1) = 1
P (1|E2) = 0
P (2|E1) = 0
P (2|E2) = 1
(177)
However, in reality, background noise is unavoidable. Therefore, if a photon
is detected by the channel 1, it could have been emitted by the device in its state
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E1 (i.e., it is, indeed, a signal photon) or it could have come from the background
(i.e., it is a noise photon). Suppose ps is the probability that the detected photon
is really a signal that has come from the emitting device. Suppose pb1 is the
probability of arrival of a background photon in the channel 1. The probability
that a background photon arrives in channel 2 is 1− pb1. Then [451],
E(1|E1) = ps + (1− ps)pb1
E(2|E1) = 1− P (1|E1) = (1− ps)(1− pb1)
E(1|E2) = (1− ps)pb1
E(2|E2) = 1− P (1|E2) = ps + (1− ps)(1− pb)
(178)
Thus, in this case, the relation between the states of the hidden and visible
states is not one-to-one, but one-to-many.Therefore, given a hidden state of
the device, a set of “emission probabilities” determine the probability of each
possible observable state; these are listed in equations (178) for the device (169).
10.2.1 HMM: formulation for a generic model of molecular motor
On the basis of the simple example of a 2-state system presented above, we
conclude that, for data analysis based on a HMM four key ingredients have to
be specified:
(i) the alphabet of the “visible” sequence {µ} (1 ≤ µ ≤ N), i.e., N possible
distinct visible states; (ii) the alphabet of the “hidden” Markov sequence {j}
(1 ≤ j ≤ M), i.e., M allowed distinct hidden states, (iii) the hidden-to-hidden
transition probabilities W (j → k), and (iv) hidden-to-visible emission prob-
abilities E(j → µ). In addition to the transition probabilities and emission
probabilities, which are the parameters of the model, the HMM also needs the
initial state of the hidden variable(s) as input parameters.
Visible: V0 V1 ... Vt VT
⇑ ⇑ ⇑ ⇑
Hidden: H0 → H1 → ...→ Ht → HT
Suppose P ({V }|HMM, {λ}) denotes the probability that an HMM with
parameters {λ} generates a visible sequence {V }. Then,
P ({V }|HMM, {λ}) =
∑
{H}
P ({V }|{H}; {λ})P ({H}|{λ}) (179)
where P ({H}|{λ}) is the conditional probability that the HMM generates a
hidden sequence {H} for the given parameters {λ} and P ({V }|{H}; {λ}) is the
conditional probability that, given the hidden sequence {H} (for parameters
{λ}) the visible sequence {V } would be obtained.
Once P ({V }|HMM, {λ}) is computed, the parameter set {λ} are varied to
maximize P ({V }|HMM, {λ}) (for the convenience of numerical computation,
often lnP ({V }|HMM, {λ}) is maximized. The total number of possible hidden
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sequences of length T is TMN . In order to carry out the summation in equation
(179) one has to enumerate all possible hidden sequences and the corresponding
probabilities of occurrences. A successful implementation of the HMM requires
use of an efficient numerical algorithm; the Viterbi algorithm [476, 477] is one
such candidate.
In case of a molecular motor, the “chemical states” are not visible in a single
molecule experiment. Moreover, even its mechanical state that is “visible” in the
recordings may not be its true position because of (a) measurement noise, and
(b) steps missed by the detector. Let us denote the “visible” sequence by the
recorded positions {Y } whereas the hidden sequence is the composite mechano-
chemical states {X,C} where X and C denote the true position and chemical
state, respectively. The transition probabilities are denoted by W (Xt−1, Ct−1 →
Xt, Ct) One possible choice for the emission probabilities E is [473]
E(Xt → Yt) =
√
1
(2piσ2t )
exp[− (Yt −Xt)
2
(2σ2t )
] (180)
In this case,
P ({Y }|HMM, {λ}) =
∑
{X,C}
P ({Y }|{X,C}; {λ})P ({X,C}|{λ}) (181)
where
P ({X,C}|{λ}) = PX0,C0W (X0, C0 → X1, C1)W (X1, C1 → X2, C2).....W (XT−1, CT−1 → XT , CT )
(182)
and
P ({Y }|{X,C}; {λ}) = E(X0 → Y0)E(X1 → Y1)...E(Xt → Yt)...E(XT → YT )
(183)
The usual strategy [471, 473] consists of the following steps: Step I: Initial-
ization of the parameter values for iteration. Step II: Iterative re-estimation of
parameters for maximum likelihood: the parameters {W (Xt−1, Ct−1 → Xt, Ct)},
{E(Xt → Yt)} and PX0,C0 are re-estimated iteratively till P ({Y }|HMM, {λ})
saturates to a maximum.
Step III: Construction of “idealized” trace: using the final estimation of the
model parameters, the position of the motor as a function of time is recon-
structed; naturally, this trace is noise-free.
Step IV: Extraction of the distributions of step sizes and dwell times: the
distributions of the steps sizes and dwell times are obtained by constructing
the distributions of the vertical and horizontal segments, respectively, of the
idealized trace. These distributions can be compared with the corresponding
theoretical predictions.
The strategy developed above turns out to be very successful in extract-
ing the parameters for a well-defined model. However, in the case of specific
molecular motors, not only the rate constants but also the number of states and
the overall architecture of the mechano-chemical network as well as the kinetic
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scheme postulated by the model may be uncertain. In that case, the exper-
imental data should be utilized to “select” the most appropriate model from
among the plausible ones. In fact, more than one model, based on different hy-
potheses, may appear to be consistent with the same set of experimental data
within a level of accuracy. The experimental data can be exploited at least to
“rank” the models in the order of their success in accounting for the same data
set. Unfortunately, as we’ll summarize later in this review, very little effort has
been made so far in this direction for inferring and ranking models of molecular
motors based on empirical data.
11 Motoring along filamentous tracks: generic
models of porters
So far as intracellular transport is concerned, the two basic mechanisms are: (i)
passive diffusion, and (ii) active transport driven by molecular motors. Stochas-
tic models of these two processes have been reviewed very recently from the per-
spective of applied mathematicians [478]. Here we focus on the molecular motors
and motor-driven active processes from the perspective of statistical physicists.
The generic models ignore the details of the composition and structure of the
track as well as those of the architectural design of the motors.
11.1 Phenomenological linear response theory and modes
of operation
We identify the external load force Fext opposing the movement of the motor
and the chemical potential difference ∆µ = µATP − µADP+P as the two gener-
alized forces X1 and X2. The corresponding generalized fluxes J1 and J2 are,
respectively, the average spatial velocity < V > of the motor and the average
rate < r > of ATP hydrolysis, measured in terms of the average number of
ATP molecules hydrolyzed per unit time [372]. The modes of operation on the
Fext −∆µ plane is identical to the generic ones sketched on the X1 −X2 plane
in fig.15.
The above scenario is deterministic and holds only in the linear response
regime. In order to go beyond [479, 480], let us consider the concrete case
of cytoskeletal motors. A motor can step forward (F) or backward (B) both
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Figure 20: Possible changes in the position and the number of ATP molecules
in a cycle (adapted from ref.[480]; see text for details).
Figure NOT displayed for copyright reasons.
Figure 21: Modes of operation of the molecular motors and the corresponding
regimes on the F − ∆µ space Reprinted from Biophysical Journal (ref.[480]),
with permission from Elsevier c©(2010) [Biophysical Society].
by hydrolyzing one molecule of ATP (see fig.20). The corresponding reverse
processes (Fr and Br) synthesize one molecule of ATP. The processM and the
corresponding reverse processMr are purely mechanical processes which do not
change the number of ATP molecules. Similarly, C and Cr are purely chemical
processes which do not change the position of the motor. Let the instantaneous
state of the system at any arbitrary instant of time be denoted by the posi-
tion of the motor and the number of ATP molecules (see fig.20). The symbols
W (F),W (Fr),W (B),W (Br),W (M),W (Mr),W (C),W (Cr) denote the proba-
bilities of the respective processes defined above. These probabilities must sat-
isfy the relations [479, 480]
W (Fr)
W (F) = exp
(−∆µ− FL
kBT
)
W (Br)
W (B) = exp
(−∆µ+ FL
kBT
)
W (Mr)
W (M) = exp
(−FL
kBT
)
W (Cr)
W (C) = exp
(−∆µ
kBT
)
(184)
where L is the step size of the motor. If τcyc is the time of a cycle, the velocity
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v of the motor is then given by
v = [LW (F)−LW (Fr)−LW (B)+LW (Br)+LW (M)−LW (Mr)]/τcyc (185)
Hence, rearragning the terms, and using (184), we get [480]
v =
[(
1−e(−∆µ−FL)/(kBT )
)
−
(
1−e(−∆µ+FL)/(kBT )
)
W (B)
W (F)+
(
1−e(−FL)/(kBT )
)
W (M)
W (F)
]
LW (F)
τcyc
(186)
Similarly, the reaction rate r is given by [480]
r =
[(
1−e(−∆µ−FL)/(kBT )
)
+
(
1−e(−∆µ+FL)/(kBT )
)
W (B)
W (F)+
(
1−e(−∆µ)/(kBT )
)
W (C)
W (F)
]
W (F)
τcyc
(187)
Using the equations (186) and (187), instead of linear response relations between
v, r and F,∆µ, the modes of operation of the molecular motor in this scenario
can be analyzed. The resulting modes and the corresponding sectors on the
F − ∆µ space are shown in fig.21. A similar analysis was reported also by
Liepelt and Lipowsky [481].
However, it has been argued [433] that, for motors at a fixed temperature
T and driven by ATP hydrolysis, the 2-dimensional space spanned by the load
force F and the chemical potential diference ∆µ = µATP −µADP −µP is only a
sub-space of the full 4-dimensional space spanned by F , µATP , µADP and µP .
Thermal reservoir (T ) Work reservoir (F )
↖ ↗
Molecular motor
↙ ↓ ↘
ATP reservoir (µATP ) ADP reservoir (µADP ) P reservoir (µP )
Figure 22: The reservoirs with which a molecular motor, fuelled by ATP
hydrolysis, can exchange matter and energy.
11.2 A generic model of a motor: kinetics on a discrete
mechano-chemical network
To my knowledge, a generic 3-state stochastic model, with unbranched cyclic
kinetics, was proposed first by Qian [482, 483] for the mechano-chemistry of
molecular motors. As an illustrative example, let us consider the unbranched
mechano-chemical cycle [26] with M = 4, as shown in fig.23. This special value
of M is motivated by the typical example of a kinesin motor for which the four
essential steps in each cycle are as follows: (i) a substrate-binding step (e.g.,
binding of an ATP molecule), (ii) a chemical reaction step (e.g., hydrolysis of
ATP), (iii) a product-release step (e.g., release of ADP), and (iv) a mechanical
step (e.g., power stroke).
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Figure 23: An unbranched mechano-chemical cycle of the molecular motor
with M = 4. The horizontal dashed line shows the lattice which represents
the track; j and j + 1 represent two successive binding sites of the motor. The
circles labelled by integers denote different “chemical” states in between j and
j + 1. (Adapted from fig.7 of ref.[446]).
Suppose, The forward transitions take place at rates uj whereas the back-
ward transitions occur with the rates wj . The average velocity V of the motor
is given by [26]
V =
1
RM
[
1−
M−1∏
j=0
(
wj
uj
)]
(188)
where
RM =
M−1∑
j=0
rj (189)
with
rj =
(
1
uj
)[
1 +
M−1∑
k=1
k∏
i=1
(
wj+i
uj+i
)]
(190)
while D is given by
D =
[
(V SM + dUM )
R2M
− (M + 2)V
2
]
d
M
(191)
where
SM =
M−1∑
j=0
sj
M−1∑
k=0
(k + 1)rk+j+1 (192)
and
UM =
M−1∑
j=0
ujrjsj (193)
while,
sj =
1
uj
(
1 +
M−1∑
k=1
k∏
i=1
wj+1−i
uj−i
)
. (194)
For various extensions of this scheme see ref.[26].
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In the simpler case shown in (119), where M = 2, and the second step is
purely irreversible, using the step size ` explicitly (to make the dimensions of
the expressions explicitly clear), we get
V = `
[
ω1ω2
ω1 + ω−1 + ω2
]
D =
`2
2
[
(ω1ω2)− 2(V/`)2
ω1 + ω−1 + ω2
]
(195)
Note that if, in addition, ω−1 vanishes, i.e., if both the steps are fully irreversible,
then d/V = ω−11 +ω
−1
2 , i.e., the average time taken to move forward by one site
is the sum of the mean residence time in the two steps of the cycle.
11.3 2-headed motor: generic models of hand-over-hand
and inchworm stepping patterns
The stepping pattern of a 2-headed motor can be either “hand-over-hand” or
“inchworm” (see figs.24 and 25). In the HoH stepping pattern, each head al-
ternates between leading and lagging position as the motor steps forward. In
contrast, in the inchworm pattern, the leading head always leads while the lag-
ging head always lags.
Figure 24: A schematic representation of the hand-over-hand stepping pattern
of a 2-headed motor. Each disc denotes a “head”; one is filled and the other is
not filled just to label the heads distinctly.
One of the approaches for modeling 2-headed motors is based on Brownian
ratchets. In this approach one begins with two identical heads each of which, at
least for part of each cycle, is subjected to a periodic potential which represents
its interaction with the periodic track. Then the two heads are coupled by an
elastic spring to construct a 2-headed motor. One writes Langevin equations
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Figure 25: A schematic representation of the inchworm stepping pattern of a
2-headed motor. Each disc denotes a “head”; one is filled and the other is not
filled just to label the heads distinctly.
for each head which are coupled because of the spring. In some models (see,
for example, Dan et al.[484]) the potential seen by each head is time-dependent
so that each head is effectively a flashing ratchet, e.g., potential switching al-
ternately between a sawtooth (V1(x)) and a flat form (V2(x)). The potential
felt by the two heads are out of phase so that when one feels V1(x), the other
feels V2(x) and vice-versa (see ref.[485] for a slightly different formulation in
terms of two sawtooth potentials that are shifted with respect to each other by
half the spatial period). In an alternative formulation Derenyi and Vicsek [486]
assumed the potential to be time-independent whereas the relaxed length of the
spring was assumed to alternate between 0 and 8 nm in each cycle. Mogilner et
al.[487] modelled a generic 2-headed motor where the conformational changes
induced by ATP binding and/or hydrolysis gives rise to asymmetric internal
velocity fluctuations. They showed that (noisy) directed motion of the motor
is a consequence of the rectification of these velocity fluctuations by “protein
friction” [488].
Kumar et al.[489] modeled the inchworm stepping of 2-headed motors by a
generic Brownian “active elastic dimer”. In this model the two heads, whose
positions are given by the coordinates are x1 and x2, are coupled by a elastic
spring. The damping coefficient of the heads are assumed to depend on the
relative coordinate x = x1−x2, i.e., on the elastic strain. The Langevin equation
for the individual monomers include not only a strain-dependent damping, but
also two noise terms one of which is thermal noise while the other is a non-
equilibrium (or, active) noise. The model displays a counterintuitive reversal
of the velocity of the center of mass with the variation of characteristics of
damping. The key ingredient is the strain-dependent damping. As argued by
the authors [489], the stretch-dependent damping in this model is “encoded”
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in the fact that the ATP-bound (free) first head encounters a higher (lower)
barrier against motion than that faced by the second head.
Next we study a generic model for the hand-over-hand stepping pattern of
a 2-headed motor. As before, the track is represented by a linear chain with
equispaced binding sites that are labelled by the integer index j (−∞ ≤ j ≤ ∞).
We first sketch the strategy adopted by Kolomeisky and Phillips [490] who
extended the Fisher-Kolomeisky model [608, 26] described above. There are N
discrete biochemical states on the pathway in between two successive sites j
and j+ 1. The separation between the successive binding sites is `. In the HoH
stepping pattern, the two heads are assumed to move alternately: the trailing
head, labelled as 1, goes through transitions among the N intermediate states
while the other head, labelled as 2, remains anchored to its own position; in this
process the head 1 becomes the leading head and the head 2 becomes the trailing
head. Next, head 1 remains static while head 2 executes its transitions among its
own N intermediate states to regain its leading position ahead of head 1. Thus,
in a single cycle each head moves ahead by a distance 2` and, the center of mass
moves forward by `. Consequently, for the purpose of quantitative calculations,
the overall translocation of the motor can be represented as a motion of two
particles on two parallel periodic lattices; the distance between two neighboring
sites on each lattice is 2`. In this case, the average velocity and the diffusion
constant are given by the expressions (195).
An alternative approach was developed earlier by Peskin and Oster [491].
The two heads of the motor are connected at a hinge. The angle made by
the two heads at the hinge can increase up to a maximum that corresponds
to the separation ` between the two heads. For simplicity, we assume that
each head of the 2-headed motor can exist in one of the two allowed states
which are designated as “strongly” attached state (labelled by index 1) and
“weakly” attached (labelled by index 0) [491]. The transition 1→ 0 corresponds
to detachment of the head from the track whereas the next transition 0 → 1
corresponds to its re-attachment.
When both the heads are attached to the track, the rates of detachment
of the front head and that of the back head are denoted by the symbols βf
and βb, respectively. If only one head is attached to the track, α is the rate of
reattachment of the unattached head. The unattached head attaches in front
of the already attached head with probability p (the unattached head attaches
behind the already attached head with probability 1−p). Since we are interested
in the average velocity of the motors during a single run, both the heads can
be detached only before, and after, each run. We now make the following
assumptions [491]: (I) βb > βf , and (II) p > (1/2).
The state of the motor, as a whole, is specified by specifying the correspond-
ing states of the two heads. In principle, there are three state, namely (1,1),
(1,0), (0,1) because, for reasons explained above, the state (0,0) is not allowed.
We simply the description even further by noting that the states (1,0) and (0,1)
describe the same state. Thus, the motor has two states, namely, (1,1) in which
both the heads are attached and (1,0)=(0,1) in which only one head is attached
while the other is detached. According our convention, the motor position xm is
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obtained by the following rule: if both the heads are attached then xm coincides
with the mid-point which is also the position of the hinge. However, if only one
head is attached, then xm is identified as the position of the bound head. Thus,
xm can change by ±(`/2). Denoting the positions of the states (1,1) by integer
index j and those of the states (1,0)=(0,1) by half-integer indices j + 1/2, we
can represent the hand-over-hand stepping pattern of the motor by the Markov
chain shown in the fig.26.
Figure 26: A Markov chain representation of the movement of a 2-headed mo-
tor in the generic model developed by Peskin and Oster (adapted from ref.[491]).
The probabilities that the motor position is j and j+ 1/2 are denotes by Pj
and Pj+1/2, respectively. The corresponding master equations are
dPj
dt
= αpPj−1/2 + α(1− p)Pj+1/2 − (βb + βf )Pj
dPj+1/2
dt
= βbPj + βfPj+1 − αPj+1/2 (196)
We define the k-th moments Mk =
∑∞
j=−∞ j
kPj and Nk =
∑∞
j=−∞(j +
1/2)kPj+1/2. It follows from (196), in the steady state,
M0 =
α
α+ βb + βf
N0 =
βb + βf
α+ βb + βf
(197)
105
and the average velocity
< V >= `
d(M1 +N1)
dt
=
α`
2(α+ γ)
[
δ + 2
(
p− 1
2
)
γ
]
(198)
where δ = βb − βf and γ = βb + βf . Note that the asymmetries of both
detachment and reattachment inherent in the assumptions (I) and (II) give rise
to the two positive terms within the square bracket of eqn.(198). This generic
model of 2-headed motor assumes these asymmetries; we’ll explain the physical
origin of such asymmetries of real two-headed motors when we study specific
examples in part II of this review.
•Traffic-like collective movement of motors: totally asymmetric sim-
ple exclusion process
So far we have discussed mostly a single isolated porter walking on its track.
Now we present a generic model of traffic-like collective movements of many
porters simultaneously on the same filamentous track. The model developed by
Aghababaie et al.[492] for this purpose is based on an abstract formulation of
Brownian ratchet. However, most of the subsequent works have been based on
the asymmetric simple exclusion process (ASEP) [493].
An ASEP is a simple particle-hopping model where “particles” can hop, with
some probability per unit time, from one lattice site to a neighboring site if,
and only if, the target site is not already occupied by another “particle”. Thus,
simultaneous occupation of any site by more than one particle is ruled out in
this model; this fact is expressed by the term “simple exclusion”. The terms
“asymmetric” expresses the fact that the particles have a preferred direction of
motion. If the particles move only in one direction, and never in the opposite
direction, the model is further specialized to totally asymmetric simple exclusion
process (TASEP). In the general case, a particle hops forward with a rate q if
the target site is empty. So far as the kinetics is concerned, random sequential
updating of the states of the system is implemented in discrete time steps. The
number of particles passing through a given site per unit time is defined as the
flux; in the steady state, because of the equation of continuity, the flux J is
independent of the lattice site.
For a finite lattice boundary conditions have to be imposed. Although peri-
odic boundary conditions are imposed often for the simplicity of calculation or
as an intermediate step, the open boundary conditions capture the molecular
motor traffic more realistically. In the latter case, particles enter from one end
at a rate α and exit from the opposite end at the rate β. At any instant of
time, the number density ρ of the particles is defined by ρ = N/L where N is
the total number of particles distributed over the lattice that consists of a total
of L sites. Obviously, under the periodic boundary conditions, ρ is independent
of time and the steady-state flux J depends on ρ and q. The plot of J against
ρ is called the fundamental diagram. As expected, at sufficiently low number
density of the particles, the flux increases with ρ, although the rate of increase
decreases with increasing ρ because of the stronger hindrance effects. After
attaining a maximum at a certain density ρm, the flux keeps decreasing with
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Figure 27: (a) The totally asymmetric simple exclusion process (TASEP) un-
der open boundary condition (OBC), and (b) the corresponding phase diagram
(see the text for the details).
further increase of ρ, eventually vanishing at ρ = 1. In contrast, under open
boundary conditions, the number density ρ fluctuates. This version of TASEP
serves as the prototype for the non-equilibrium systems that exhibit boundary-
induced phase transitions [494]. On a plane spanned by the parameters α and
β, the system exhibits an interesting phase diagram [493]. The three phases are
identified as (see fig.27) the (i) low-density (LD) phase, (ii) high-density (HD)
phase, and (iii) maximal current (MC) phase; the rate limiting process for the
three phases correspond to the rate constants α, β and q respectively.
TASEP and its various extensions have been used extensively for model-
ing vehicular traffic and many similar systems [495, 496, 497]. In the context
of molecular motors, the “particle” represents a motor while the lattice repre-
sents its track, the lattice sites being the binding sites for the motor. A one-
dimensional TASEP is adequate for generic models of molecular motor traffic
[498]. In the generic models of molecular motor traffic, one should also include
the possibility of attachment of a motor at any vacant binding site and detach-
ment from any occupied site of the lattice. Almost all the models of molecular
motor traffic reported in the physics literature [499, 500, 501, 502, 503, 504, 505,
506, 507, 508, 509] are essentially extensions of TASEP that incorporates, in ad-
dition, a Langmuir-like kinetics of adsorption and desorption of the particles.
Analyzing their model, Parmeggiani et al.[506] demonstrated a novel phase of
the system in which the low- and high-desity regions, separated by a domain
wall, co-exist [507, 508]. This spatial organization can be interpreted as a traffic
jam of molecular motors.
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12 Sliders and rowers: generic models of fila-
ment alignment, bundling and contractility
Flexible parallel filaments are known to form bundles in the presence of passive
cross-linking molecules with two adhesive end groups [510]. Effects of cross-
linking by active cross-linkers can be more dramatic. For example, molecular
motors can align two filaments that are initially not parallel to each other;
such “zipping” of two polar filaments is a cooperative effect of multiple motors
[511, 512]. Alignment of more than two such filaments by the collective effort
of multiple motors can lead to the formation of filament bundles. Suppose φ
denotes the angle between the two polar filaments. Then, in the kinetic model
of motor-induced alignments of these two filaments [512], the time-evolution of
φ is described by a torque balance equation. Alignment of the two filaments
involves not only rotation about the point of intersection of the two filaments,
but also movement of the intersection point itself. Moreover, these two as-
pects of the dynamics are driven collectively by cross-linking molecular motors.
Therefore, in addition to the equation for φ, a separate equation accounts for
the movement of the point of intersection (crossing point) of the two filaments.
Furthermore, these two equations are coupled to the appropriate equations for
the stepping kinetics of the motors that describe their diffusion, drift as well as
their attachment to and detachment from the filaments. The mean time needed
for such motor-driven alignment of two polar filaments is at least an order of
magnitude faster than that required for alignment by passive cross-linkers.
Continuum models for the generic situation of relative sliding of active fil-
aments by active linkers were developed by Kruse, Ju¨licher and collaborators
[513, 514, 515, 516]. Suppose c+(x, t) and c−(x, t) denote the number densi-
ties (i.e., number per unit length) of the filaments whose plus ends are ori-
ented in the +X and −X directions, respectively. The total number den-
sity c(x, t) and the polarization density p(x, t) of the filaments are given by
c(x, t) = c+(x, t) + c−(x, t) and p(x, t) = c+(x, t) − c−(x, t), respectively. If
all the filaments are oriented in the same direction, p = ±c. The dynamics of
the system is described by the two equations of continuity, with the respective
source terms, s and sp [516]
∂c
∂t
+
∂j
∂x
= s
∂p
∂t
+
∂jp
∂x
= sp (199)
where the currents j and jp arise from the change of relative positions and
orientations of the filaments induced by the active cross linkers. These currents
include, in addition to drift, also diffusion currents caused by the fluctuations in
c and p. In the absence of polymerization and depolymerization of the filaments,
s = 0 = sp. This model has been extended by Peter et al.[517] incorporating
effects of its coupling to a visco-elastic network.
Kruse and Sekimoto [514] proposed a discrete model for motor-induced rela-
tive sliding of two filamentary motor tracks (see Fig.28). Each of the two-headed
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Figure 28: Schematic illustration of the discrete model proposed by Kruse and
Sekimoto [514] for motor-induced sliding of two polar cytoskeletal filaments.
The cylinders represent the two polar filaments. The black discs represent the
two head domains of a motor that are capable of attaching to the two motor-
binding sites on the two filaments provided the two binding sites are closest
neighbors of each other. Stepping of the motor on the filaments gives rise to the
sliding of one filament with respect to the other. (Adapted from ref.[498]).
motors is assumed to consist of two particles that are connected to a common
neck and are capable of binding with two filaments provided the two corre-
sponding binding sites are closest neighbours. Each particle can move forward
following a TASEP-like rule and every step of this type causes sliding of the two
filaments by one single unit. The average relative velocity of the filaments was
found to be a non-monotonic function of the concentration of the motors [514].
Zemel and Mogilner [141] studied a generic discrete model of motor-driven
sliding and bundling of filaments by computer simulations (see fig.29). In this
model the equation of motion of the j-th filament is assumed to have the form
γ~Vj = ~Fj (j = 1, .., N), where the actual form of the force F depends on the
force-velocity relations postulated for the filament-sliding motors. Suppose M
is the total number of potential crossbridges between pairs of filaments in the
bundle. Then, fb = Mb/M is the fraction of active overlaps in the bundle if Mb
is the actual number of crossbridged formed by the sliding motors. fb and the
number density ρb of the motors (i.e., number of motors per unit length) bound
to the filaments are the two important model parameters that, in turn, depend
on the concentration of the motors. The model can simulate wide varieties of
situations. For example, in general, a fraction fL of the filaments can have
left-polarity while the remaining fraction fR = 1 − fL has right-polarity. Both
unipolar and bipolar sliding motors were modeled. Unipolar motors, which
have motor domain at one end and the cargo-binding domain at the other,
mimic kinesin-1 or cytoplasmic dynein. In contrast, bipolar motors have mo-
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Figure 29: A schematic depiction of the MT bundle crossbridged by sliders in
the generic model developed by Zemel and Mogilner [141]. The arrow of each
filament indicates the direction of the gliding of the motor on that filament.
The cargo-binding domain at the end a motor is marked with a small disc while
the motor domain is represented by an ellipse. (Adapted from ref.[141]).
tor domains at both ends and mimic, for example, kinesin-5. Moreover, the
results depend on the choice of the boundary conditions; both period and open
boundary conditions were imposed in different sets of simulations. Although,
for simplicity, it was formulated as a one-dimensional model, its simulation pro-
vided interesting insight into physics of filament sorting and pattern formation
[141].
The Brownian ratchet mechanism of free energy transduction by molecular
motors for sliding of filaments have been discussed in the literature for many
years [518, 519, 520]. A Brownian ratchet model for the kinetics of “cross-
bridge” of a single motor and a filament was developed by Cordova et al. [521].
It can also account for N (> 1) cross-bridges formed by multiple motors simulta-
neously with the same filament. Physically motivated forms of the probabilities
of attachment and detachment of the motors (i.e., probabilities for the forma-
tion and break-up of cross-bridges) were postulated. The sliding of the filament
by the intact cross-bridges is taken into account by equating the velocity of the
fiber with the collective velocity of the cross-bridges. The overdamped Langevin
equation describing the one-dimensional dynamics of the filament includes not
only the viscous drag and random Brownian force, but also the elastic restoring
force of the stretched cross-bridge and the external load force. The force-velocity
relation for this model can be obtained by solving this equation numerically.
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13 Nano-pistons, nano-hooks and nano-springs:
generic models
So far the cytoskeletal filaments have played a secondary role as tracks for the re-
spective motors whose mechanisms of energy transduction and force generation
were of primary interest to us. In this section we review the generic mechanisms
of force generation by polymerizing and depolymerizing filaments which work,
effectively, as nano-pistons and nano-hooks, respectively. Since the elastic stiff-
ness of these filaments are crucial for force generation, a brief introduction to
their elastic properties, particularly their stretching and bending stiffnesses, is
given in the appendix J.
Operation as nano-piston and nano-hook are not the only possible modes
of motor-independent force generation by filamentous polymers. Spring-like ac-
tions of filamentous structures are known to drive fast motility of some biological
systems [146]. One well known example of such biological spring is the vorti-
cellid spasmoneme whose major protein component is spasmin [522, 523]. The
sperm cell of the horse-shoe crab Limulus polyphemus also utilizes the spring-like
action of a coiled bundle, which consists mainly of actin filaments, to penetrate
into an egg for its fertilization [524, 525]. The cytoskeleton of the red blood cell
has also been proposed to be a form of active nano-spring [526]. However, in this
review we’ll neither review these mechanisms nor the mechanisms of force gen-
eration by a jet of oozing gel through a nozzle [527, 528, 529, 530, 531, 532, 533]
and that by shrinking gels resulting from crosslinking and bundling of filaments
[534]. The effects of the distinct structural and kinetic features of the differ-
ent types of polymerizing filaments on the force generation will be discussed in
section 20.
13.1 Push of polymerization: generic model of a nano-
piston
13.1.1 Phenomenological linear response theory for chemo-mechanical
nano-piston: modes of operation
Suppose c denotes the concentration of the monomeric subunits of the filamen-
tous polymer in solution and F denotes the load force. Then, F and lnc can be
treated as the two relevant “generalized forces” for a phenomenological linear
response theory for nano-pistons [535]. The possible modes of operation of the
nano-piston and the corresponding parameters regimes on the 2d plane spanned
by these two generalized forces [535] are shown schematically in fig.30.
13.1.2 Stochastic kinetics of chemo-mechanical nano-piston
Suppose the rates of attachment (on-rate) and detachment (off-rate) of the α−β
tubulin dimers to the MT are denoted by kon(0) and koff (0), respectively, in
the absence of load force. Let ∆G be the free energy difference between the on
and off states. Obviously, kon/koff = exp(∆G/kBT ). However, in the presence
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Figure 30: Various modes of operation of a polymerizing-depolymerizing fil-
ament, in the linear response theory, depicted schematically in the 2d plane
spanned by the two corresponding generalized forces. Adapted from ref.[535]
of a load force opposing the filament growth, we get
kon(F )
koff (F )
= e(∆G−F`)/kBT =
kon(0)
koff (0)
e−F`/kBT (200)
based on purely thermodynamic arguments (see, for example, ref.[536]) where
` is the monomer length. Hence, the force-velocity relation for the nano-piston
is given by
V (F ) = `[kone
−F`δ/kBT − koffe−F`(1−δ)/kBT ] (201)
where the parameter 0 < δ < 1 accounts for the load distribution [540]. There-
fore, the corresponding stall force is [538]
Fs = kBT ln
(
kon(F )
koff (F )
)
= ∆G/`. (202)
This final result is not surprising because the entire chemical free energy input
is spent in stalling the nano-piston.
A statistical mechanical treatment that takes into account fluctuations, was
formulated by Peskin et al.[538] in terms of a Fokker-Planck equation. Let us
put the origin of the coordinate system on the tip of the polymerizing filament.
We represent the position of the membrane by a “particle”; thus, the position
of the particle (x) is also the gap between the tip of the MT and the membrane.
We define the density c(x, t) such that
∫ x2
x1
c(x, t)dx is the number of filaments
(in an ensemble) that has x value lying between x1 and x2 at time t. The FP
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equations for c(x, t) are [538]
∂c(x, t)
∂t
= D
(
∂2c(x, t)
∂x2
)
+
(
DF
KBT
)(
∂c(x, t)
∂x
)
+ α[c(x+ `, t)−H(x− `)c(x, t)]
+ β[H(x− `)x(x− `, t)− c(x, t)]
(203)
where α = kon× the concentration of α−β dimers in the solution, β = koff and
H(x − `) is the Heaviside step function. In the steady-state the force-velocity
relation is obtained from
V (F ) =
[
α
∫∞
`
c(x)dx− β ∫∞
0
c(x)dx∫∞
0
c(x)dx
]
` (204)
13.2 Pull of de-polymerization: generic model of a nano-
hook
The force generated by a depolymerizing filament was originally developed in the
context of chromosome segregation. Therefore, we defer a detailed discussion to
the section 21. In this subsection we study force generation by depolymerizing
filaments in a similar in-vitro experiment [539]. In this experiment a micron-size
bead diffuses on a filament that is simultaneously depolymerizing.
The filament is represented by a one-dimensional lattice of lattice constant
`. The right end of the lattice corresponds to the depolymerizing tip. Therefore,
the lattice shortens, from the right to left, by a length `, at the rate β per unit
time. Unless located on the tip of the filament, the bead hops towards right and
left with rates γ+ and γ−, respectively, per unit time. When the bead is located
exactly on the tip of the filament and hops to the left, it has a probability p
of “peeling off” the terminal subunit from the filament. Solving the kinetic
equations in the steady-state, one gets the force-velocity relation [491]
V (F ) = γe−f/2
[
pγ(ef/2 − e−f/2) + β
γ(ef/2 − pe−f/2) + β
]
` (205)
where γ = γ+ = γ− and f = F`/kBT .
14 Exporters and importers of macromolecules:
generic models
The cell membrane separates the interior of the cell from its surroundings. It
is essential for maintaining the integrity of the cell. At the same time, the cell
cannot survive without exchange of matter and energy with its surroundings.
Therefore, the cell membrane must be capable of performing a remarkable task:
on the one hand, it must allow export/import of molecules across itself that
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are necessary for sustaining the life of the cell and, on the other, it should
prevent all those transport processes which can threaten the survival of the cell.
The same properties are also shared by internal membranes of eukaryotic cells
which maintain the integrity of various compartments that perform specialized
functions.
Macromolecules to be translocated across the pore may be hydrophobic or
may be electrically charged. Therefore, it is not surprising if it encounters an
energy barrier while trying to translocate across the pore. However, what makes
macromolecule translocation even more interesting from statistical physics per-
spective is that the macromolecule also encounters an entropic barrier [541].
The number of allowed conformations of the macromolecular chain, and hence
its entropy, is drastically reduced when it translocates across a narrow pore.
Therefore, in general, the barrier encountered by the translocating macromolec-
ular chain is a free energy barrier. Naturally, in order to overcome the free
energy barrier against its passage across a membrane a macromolecule, in gen-
eral, requires energy supply which is provided, most often, by the action of the
corresponding translocation motor [542, 543].
In this section we review the generic models of “translocators” [544], i.e.,
motors that translocate linear polymers across a narrow passage on a surface.
The process of macromolecule translocation can be divided into two steps. Step
I: The tip of the macromolecule just enters the pore; step II: the entire length
of the chain crosses the pore. The first process is analogous to putting the tip
of a thread through the hole of a needle whereas the second is the analogue of
pulling a length L of that thread through the same hole after successful insertion
of the tip. We focus exclusively on the latter aspect of the phenomenon.
For simplicity, let us model the translocating linear polymer as a rigid rod
on which there are equispaced binding sites for a class of large molecules called
chaperonins [545]. The separation between the successive chaperonin binding
sites is `. We model the membrane as a flat thin rigid wall with a “pore” in
it. Initially, the entire length of the polymer is on one side of the wall and is
oriented perpendicular to the surface of the wall with one of its tips located just
on the “pore”. The size of the pore is just enough for the rod to pass through
it. We designate this side of the wall as the initial side and the opposite side as
the target side of the wall.
The model can be formulated as a one dimensional diffusion of the rod along
an axis, passing through the pore, that is perpendicular to the wall. As soon as a
binding site crosses the wall and enters the target side, a chaperonin binds with
this site irreversibly. Since the chaperonin cannot pass through the pore, the rod
essentially works as a Brownian ratchet. It is then straightforward to see that
the average velocity of translocation of the rod would be < V >= 2D/` where
D is the diffusion constant. Note that in the absence of chaperonin binding
a rigid rod of total length L would take a mean time td = L
2/(2D) to cross
the pore by pure diffusive motion. When the chaperonin binding takes place
irreversibly, it takes an average time tr = td/M where M = L/` is the total
number of chaperonin-binding sites.
Next, let us consider a slightly more general scenario. Suppose a binding
114
site does not get occupied by a chaperonin as soon as it enters the target side
of the wall and that the chaperonin binding is not totally irreversible. Instead
both binding and unbinding of chaperonins continue at the rates ωa and ωd,
respectively. In this case the average velocity of translocation is [545, 538]
< V >=
(
2D
`
)(
ωa
ωa + 2ωd
)
(206)
Thus, in this case, the average speed of translocation depends on the ratio of
the rates of binding and unbinding of the chaperonins. Note that if ωd = 0
the eqn.(206) reduces to < V >= 2D/`, the result quoted above in case of
irreversible binding of the chaperonins. A load force Fload can be taken into
account and the stall force Fstall turns out to be [538]
Fstall =
kBT
`
ln
(
1 +
ωa
ωd
)
(207)
The treatment summarized above captures the rectification of thermal fluc-
tuations by the chaperonins on the translocating polymer. However, this did
not take into account the details of the allowed configurations of the chaper-
onins. By incorporating these details into an extended model, Zandi et al.[546]
showed the existence of an entropic force, also called “Langmuir force”, which
speeds up translocation beyond the value implied by equation (206).
Ambjornsson and Metzler [547] carried out a detailed systematic analysis
to clarify different possible regimes of chain translocation in the presence of
chaperonins. These regimes can be distinguished by the relative magnitudes
of three different time scales in the problem. τd is the time required for the
chain to diffuse a distance ` whereas τocc and τunocc are the durations for which
a binding site remains occupied and unoccupied, respectively. In deriving this
analytical expression, Simon et al.[545] assumed that the binding-unbinding
kinetics is very fast compared to the diffusion of the rod, so that the bound
cheparonins achieved equilibrium practically instantaneously as soon as a new
cheperonin-binding site entered te target side of the wall. This approximation,
however, need not be valid in many real situations [548]. The original model
of Simon et al.[545] was extended by Sung and Park [549] by incorporating
the effects of the flexibility of the polymer chain. The native conformations of
the translocating polymers get altered significantly thereby losing entropy and
erecting a free energy barrier against translocation.
We shall see in section 22 how the generic models summarized above are
extended to capture the distinct characteristic features of the different specific
cases.
15 Motoring along templates: generic models of
template-directed polymerization
Biological information is chemically encoded in the sequence of the species of
the monomeric subunits of a class of linear polymers that play crucial roles in
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sustaining and propagating “life”. Nature also designed wonderful machineries
for polymerizing such macromolecules, step by step adding one monomer at
each step, using another existing biopolymer as the corresponding template.
Compared to the enzymatic activities of other enzymes, that of the machines
of template-directed polymerization is quite unique. Since the sequence on the
template is, in general, heterogeneous, the substrate selected for incorporation
as monomers to the nascent polymers belong to different molecular species (i.e.,
4 possible NTPs in case of polynucleotide polymerase or 20 possible amino acids
in case of ribosome). Yet, the same machine catalyzes the incorporation of these
different at the respective positions on its template. Obviously, the template
plays a more active role than merely specifying the nature of the substrate; it
must also cooperate with the machine to perform its catalytic function with
such diverse species of substrates.
In this section we summarize the recent progress in understanding the com-
mon generic features of the structural design of these machines and stochastic
kinetics of the polymerization processes. Later, in sections 24, and 25, we con-
sider specific examples of such machines and the unique distinct features of their
structural and kinetic properties.
15.1 Common features of template-directed polymeriza-
tion
In spite of the differences between their constituent monomers as well as in their
primary, secondary and tertiary structures, nucleic acids and proteins share
some common features in the birth and maturation:
(i) Both nucleic acids and proteins are made from a limited number of different
species of monomeric building blocks.
(ii) The sequence of the monomeric subunits to be used for synthesis are directed
by the corresponding template.
(iii) These polymers are elongated, step-by-step, during their birth by successive
addition of monomers, one at a time.
(iv) Synthesis of each chain (polynucleotide and polypeptide) begins and ends
when the machine encounters well-defined start and stop signals on the template
strand.
(v) The free energy released by each event of the phosphate ester hydrolysis,
that elongates the polynucleotide by one subunit, serves as the input energy
for driving the mechanical movements of the corresponding polymerase by one
step on its track. Moreover, as we’ll discuss in detail later, GTP molecules are
hydrolyzed during the process of polymerization of polypeptides. Therefore, the
machines for template- directed polymerization are also regarded as molecular
motors; these use the template itself also as the track for their translocation.
(vi) The main stages in the process of template-directed polymerization are
common:
(a) initiation: The start signal is chemically encoded on the template. This
stage is completed when the machinery gets stabilized against dissociation from
the template.
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(b) elongation: During this stage, the nascent product polymer gets elongated
by the addition of monomers.
(c) termination: Normally, the process of synthesis is terminated, and the newly
polymerized full length product molecule is released, when the machine encoun-
ters the terminator (or, stop) sequence on the template. Throughout our dis-
cussion we’ll focus mostly on the process of elongation.
(vii) The primary product of the synthesis, namely, polynucleotide or polypep-
tide, often requires “processing” whereby the modified product matures into
functional nucleic acid or protein, respectively.
•Fidelity of template-directed polymerization: proofreading and edit-
ing
For template-directed polymerization, the selection of the correct molecular
species of subunit requires a mechanism of “molecular recognition”. However,
if this mechanism is not perfect, errors can occur. The typical proability of
the errors in the final product is [550] about 1 (i) in 103 polymerized amino
acids, in case of protein synthesis, (ii) in 104 polymerized nucleotides in case of
mRNA syntheis and (iii) in 109 polymerized nucleotides in case of replication
of DNA. Purely thermodynamic discrimination of different species of nucleotide
monomers cannot account for such high fidelity of polymerization. Therefore,
a normal living cell has mechanisms of “proofreading” and “editing” so as to
correct errors.
•A polymerase is a “tape-copying” Turing machine
Polymerization of a nucleic acid strand by a polymerase can be analyzed
from the perspective of information processing [551]. From this perspective,
a polymerase displays many similarities with the Turing machine, an idealized
computing device that was introduced by Alan Turing in 1936 [552]. A Turing
machine reads input information from a digital tape and produces an output
by using its rules that are based on digital logic. A polymerase also reads the
input information from the template and the output of its “computation” is
another digital tape. Therefore, a polymerase is analogous to a “tape-copying
Turing machine” that would polymeize its output tape, instead of writing its
output on a pre-syntesized tape [553]. However, in contrast to the digital logic
of a Turing machine, logical decisions of a polymerase are based on equilibria of
various conformations and competing rates of transitions among these confor-
mations. These “decisions” of a polymerase are regulated by intrinsic as well as
extrinsic input informations [551]. Dissipationless computation by a Turing ma-
chine would correspond to an error-free polymerization by a polymerase which
is possible only at a vanishingly small speed, i.e., in the reversible limit [554].
15.2 A generic minimal model of the kinetics of elongation
by a single machine
A minimal model of the mechano-chemical kinetics during the template-directed
polymerization must incorporate at least two facts: (i) substrate selection as
well as the possibility of substrate rejection, and (ii) mechanical stepping of the
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machine on the template should accompany elongation of the nascent polymer.
To keep the model as simple as possible, we represent the template as a one-
dimensional lattice of total length L where the sites are labelled by the integer
index j (1 ≤ j ≤ L). We also assume sequence-homogeneity of the template
and, therefore, the rate constants of the kinetic processes are independent of
the index j of the lattice site.
At an arbitrary instant of time during the elongation, the nascent polymer
of length n is denoted by the symbol Pn. The machine is denoted by the symbol
M . A minimal generic kinetic scheme would be as follows:
Mj + Pn + S 
 I1 → I2
↓
→Mj+1 + Pn+1
(208)
The scheme (208) consists of three sub-steps. The forward stepping of the
machine can take place either in the first substep, i.e., with the arrival of the
substrate, or in the third step, i.e., with the completion of elongation of the
nascent polymer by one monomer. In the special situations where the branched
pathway is traversed rarely, the average speed of the motor would be identical
to the average speed of the corresponding elongation reaction which would obey
the MM equation. We do not need to elaborate these calculation further here.
15.3 A generic minimal model of simultaneous polymer-
ization by many machines
In a living cell most often the machines for template-directed polymerization
do not work in isolation. A template serves as the track simultaneously for
several machines. Therefore, discovering the “traffic-rules” for these machines
is essential for understanding the collective effects. In this section, however,
we consider only a special type of collective phenomena which addresses the
following question: when many machines move on the same track in the same
direction, (as shown schematically in fig.31) can a traffic-jam like situation arise?
What are the causes and consequences of such traffic jams?
In order to take into account the steric hindrance of one machine against
another, we represent each by a rigid rod of length ` in the unit of the lattice
constant. Therefore, each machine can cover ` lattice sites simultaneously, but
moves forward by one lattice site at a time. No lattice site can be covered by
more than one machine at a time. The individual mechano-chemistry of each
machine gives rise to an effective rate q of “hopping” forward. But, a given
machine can step forward if, and only if, the target site is not already covered
by another machine. For convenience, the lattice is assumed to have length
L + ` − 1 of which only the first ` sites constitute the template. Moreover, a
new machine can initiate polymerization by occupying the first ` sites of the
lattice, with a rate α, provide all these ` sites are not covered by any other
machine. Similarly, if the last ` sites are occupied by a machine, it terminates
the polymerization by “hopping out” of the system with a rate β. Thus, the
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Figure 31: Traffic-like situation that arises when several machines for template-
directed polymerization move like motors simultaneously on the same template
strand. Each motor polymerizes a distinct copy of the same polymer. Each
unfilled rectangle depicts a subunit of the template and corresponds to a specific
subunit of the elongating polymer. Each motor is represented by a grey rectangle
that covers ` (` = 2 in this figure) subunits on the template.
traffic-like collective movement of many machines simultaneously on a single
template is a TASEP of hard rods [555]. Indeed, to my knowledge, this was the
first application of TASEP to a biological system [556, 557].
16 Rotary motors: generic models
Some of the most important rotary motors in a living cell are driven by ion-
motive force (IMF). The motor is embedded, at least partly, in a membrane.
The concentrations of the relevant ion (normally, either hydrogen ion H+, i.e., a
proton, or sodium ion Na+) that drives this rotary motor, is higher on one side
of the membrane than on the opposite side. A phenomenological theory, along
the same lines as the linear response theory developed earlier for linear motors
[372], has been attempted [558]. However, the choice of the generalized forces
and the conjugate generalized currents is more subtle in this case because of the
full vectorial character of the non-chemical variables.
Berry and Berg [559] developed the simplest kinetic model for IMF-driven
rotary motors. It does not involve any explicit structural consideration. The
three kinetic states are labelled by the letters E, A and B. In the kinetic scheme
shown below
E
kf1

kb1
A
kf2

kb2
B
kf3

kb3
E (209)
the forward transitions E → A and B → E indicate, respectively, entry of
an ion from the high-concentration side and its exit to the low-concentration
side of the membrane. All the other events, including rotation of the motor,
which take place during the transit of the ion inside the motor are incorporated
in the single transition A → B. Although the dominant pathway would be
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E → A→ B → E, several other possibilities also arise because of the reversibil-
ity of each of the transitions. The rate constants are assumed to satisfy the
detailed balance conditions appropriately and depend on both the IMF and the
work done against the load torque. The three master equations satisfied by the
probabilities PE , PA, PB for the states E, A, B, respectively, can be solved in
the steady state and the angular velocity ω of the motor can be obtained from
ω = (kf2PA − kb2PB)φ where φ is the step size, i.e., angle by which the motor
rotates in one cycle.
Figure 32: A schematic representation of a generic model of a rotary motor
based on stator-rotor cross-bridge. The black outer circle is the stator while
the 12-teeth star represents the rotor. The crossbridge is established when
the assembly consisting of two inverted triangles extends from the stator and
attaches with the rotor. The elastic strain in the crossbridge is captured by the
extension or compression of the spring. The affinity of this element for the rotor
depends on the ionic charges on the rotot units. (This figure is inspired by fig.2
of ref.[1940]).
In order to explain the mechanism of energy transduction some essential
structural features, which are shared by wide varieties of rotary motors, should
be incorporated in the model without sacrificing its generic character. At least
two different classes of such generic models for the IMF-driven rotary motors
can be conceived [560].
Stator-rotor “cross-bridge” models: As emphasized by the schematic depiction
in fig.32, these models have similarities with “motor-filament” crossbridge sys-
tem that we have discussed in section 12. In these generic models the ions
are the analogs of ATP, while the stator and the rotor are the analogs of a
motor and the filament, respectively. In such a generic scenario, the binding
and release of the ions to the “flexible” stator not only alter its affinity for the
rotor (and hence stator-rotor binding), but also trigger conformational changes
(power stroke) that generate the torque needed for the angular displacement of
the rotor.
Non-contact stator-rotor interaction models: These models involve neither stator-
rotor binding nor significant conformational changes of the stator. Instead, ro-
tation is caused by the combined effects of (i) the constraints imposed by the
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hydrophobicity of the membrane, in which the motor is embedded, and (ii)
electrostatic interactions of the various charged components of the motor with
the ions transiting through it. In some of the models, each ion hops from the
stator onto the rotor and gets a ride for a part of its journey through the motor
before being offloaded. But, in the other models an ion remains confined within
the stator region throughout its transit. Since some concrete examples of this
mechanism will be discussed later in this review in sections 27 and 28, we do
not discuss it further here.
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Part II:
Kinetic models
of
specific motors
“The beauty of Nature lies in detail: the message, in generality. Optimal
appreciation demands both”- Stephen J. Gould, in ref. [102].
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17 Cargo transport by cytoskeletal motors: spe-
cific examples of porters
In the generic models of porters that we discussed in section 11, the track was
assumed to provide only equidistant binding sites for the motor. However, in
reality, a MT plays a much more subtle role which have started emerging from
the X-ray studies of the motor-MT complexes [561]. Moreover, the generic mod-
els neither take into account the fact that MT consists of 13 protofilaments and
F-actin is effectively a double helix (see appendix K); while “lane changing” on
the former cannot be ruled out [562], tilting and twirling on the latter seems
possible [563]. Motors, particularly kinesins, also play key roles as regulators of
the dynamics and organization of the MT filaments [564]. Furthermore, most
of the motors normally consist of more than one domain or subunit whose coor-
dination is essential for the motility and other specific operations of the motor
[565]. Besides, the motor molecules are not always in the transport competent
“active” state; the mechanisms of autoinhibition and activation by binding to
cargo and MT tracks shed light on their regulation and control [566]. Although
head-to-tail interaction is one way of such regulation [566], tail-independent
mechanism has also been reported [567]. Modeling the determinants of the di-
rectionality and processivity of the different families of the same superfamily
[568] cannot be done satisfactorily without incorporating the specific distinct
features of the different families of motors.
In this section we focus on the operational mechanism of a single motor
taking into account its architectural design, the energetics of its interaction with
the track and that with the fuel molecule, its mechano-chemical kinetic pathways
as well as the mechanisms of their regulation and control [19, 569, 570, 571, 20,
572, 573, 574, 575, 576, 577, 578, 579, 580]. Intracellular motor-driven transport
[581] is a crucially important process not only for the maintenance of the cell,
but also for its morphogenesis. In fact, porters supply the raw materials needed
for the formation of long tips of many specialized cells, e.g., neurons in animal
cells, cilia in algae, fungal hyphae, etc. In this section, and a few following
sections, we review not only the distinct features of single molecules of specific
families of molecular motors but also coordination, cooperation and competition
of motors of the same family and different families in intracellular transport.
•Common features of architectural designs and mechano-chemical ki-
netics
All the porters share common functional features- these generate force and
walk along a filamentous track. Interestingly, their functional commonality
is related to some common features of their structural design and mechano-
chemical kinetics.
All the cytoskeletal motor proteins have a head domain (or, motor domain)
that contains a site for ATP binding (and hydrolysis); the ATPase site serves,
effectively, as the “engine” of the motor where the chemical fuel is “burnt”. The
track-binding sites of myosin and kinesin are also located on the head domain,
but are distinct from the ATP-binding site. In contrast, the track-binding sites
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of dynein are located on the “antennae”-like extensions of the head domains.
The identity of the ligand bound to the ATPase site (i.e., whether ATP of
products of its hydrolysis) regulates the affinity of the motor for its track. The
porters walk on their “heads” carrying cargo that are bound to their tail domains
located at the distal end of the stalk.
The head domain of the kinesins is the smallest (about 350 amino acids), that
of myosins is of intermediate size (about 800 amino acids) whereas the head of
dyneins is very large (more than 4000 amino acids) [582]. The “identity card” for
members of a superfamily is the sequence of amino acids in the motor domain.
The members of a given superfamily exhibit a very high level of “sequence
homology” in their motor domain. But, the amino acid sequence as well as the
size, etc. of the other domains differ widely from one member to another of
the same superfamily. The tail domain exhibits much more diversity than the
head domain because of the necessity that the same motor should be able to
recognize (and pick up) wide varieties of cargoes.
According to the widely accepted nomenclature, myosins [583, 584] are clas-
sified into families bearing numerical (roman) suffixes (I, II, ..., etc.) [585].
According to the latest standardized nomenclature of kinesins [586] the name of
each family begins with the word “kinesin” followed by an arabic number (1, 2,
etc.) [587]. Moreover, large subfamilies are assigned an additional letter (A, B,
etc.) appended to the familty name. For example, kinesin-14A and kinesin-14B
refer to two distinct subfamilies both of which belong to the family kinesin-
14. Myosins and kinesins have a common ancestor called G protein [588, 589].
Dyneins can be broadly divided into two major classes: (i) cytoplasmic dynein,
and (ii) axonemal dynein.
In an automobile, the site that processes the chemical fuel must be linked
through “intermediate components” to the site that ultimately generates the
motion. In the automobile, the breakdown of the chemical fuel in the engine is
coupled to the stroking of a piston, which in turn is linked through the crankshaft
and transmission to the turning of the wheels. Similarly, a motor molecule has
to “sense” a nucleotide-dependent small conformational change resulting from
ATP hydrolysis and amplify it to generate the power stroke. The actual moving
element of a myosin and kinesin is a lever-like component. In case of myosin,
this component is called a lever arm whereas the neck-linker of a kinesin serves
essentially a similar role.
The typical duty ratios of kinesins and cytoplasmic dynein are at least 1/2
whereas that of conventional myosin can be as small as 0.01. Unlike conventional
myosin-II, which has a very low duty ratio (≤ 0.05), unconventional myosin-V
and myosins-VI have quite high (0.7−0.8) duty ratios. Myosin-X has moderate
duty ratio.
•In-vitro Motility assays
There are two geometries used for in-vitro motility assays [590]: (i) the glid-
ing assay and (ii) the bead assay. In the gliding assay, the motors themselves
are fixed to a substrate and the filaments are observed (under an optical mi-
croscope) as they glide along the motor-coated surface. In the bead assay, the
filaments are fixed to a substrate. Small plastic or glass beads, whose diameters
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are typically of the order of 1µm, are coated with the motors. These motors
move along the fixed filaments carrying the bead as their cargo. The movements
of the beads are recorded optically.
17.1 Processive dimeric myosins
For the historic reason that the first myosin discovered (muscle myosin that be-
longs to the family myosin-II) turned out to be non-processive, those discovered
later [646] were called “unconventional” [647, 648, 649, 650]. In this subsection,
we highlight the main distinct features of two families of unconventional myosin
motors that are both processive and serve as intracellular porters.
17.1.1 Myosin-V: a plus-end directed processive dimeric motor
Myosin-V is a dimeric “unconventional” myosin that moves processively towards
the plus end of the actin track [651, 652, 653, 654, 655, 656, 657, 658]. Some
of the key features of the mechano-chemical kinetics of myosin-V are as follows
[659]: (i) ATP-binding triggers fast detachment of the head from the F-actin
track, (ii) hydrolysis of ATP takes place quite rapidly, (iii) phosphate release is
also fast, (iv) the ADP-bound head has high affinity for the F-actin track. It is
desirable that a minimal model of myosin-V should account for all these facts.
Quantitative theoretical models of myosin-V has been developed by several
groups from different perspectives and at different levels (see refs.[651, 660] for
reviews). Kolomeisky and Fisher [661] adapted their generic model, which we
sketched in section 11, for explaining several aspects of the experimental data
on the kinetics of myosin-V. The kinetics of the motor was described by an
unbranched pathway. Skau et al.[662] introduced a more elaborated 7-state
kinetic model that allows the possibility of branching of the pathway thereby
giving rise to a futile cycle in addition to the main productive cycle of myosin-V.
This kinetic scheme is closely related a qualitative model, developed earlier by
Rief et al. [659], except that two additional features have been incorporated: (i)
futile cycle, and (ii) detachment from the track. The mechanical stepping was
assumed to take place in two sub-steps: a working stroke of size dw ' 25nm and
a diffusive excursion through dD ' 11nm. Both the average velocity and the
run length were calculated as functions of ATP concentration and load force.
In the discrete kinetic model studied by Wu et al. [663], the rear head can
exist, at a time, in one of the following 4-distinct states:
E: the ligand-binding site is empty and the head is attached to the F-actin
track;
D: the ligand-binding site is occupied by ADP and the head is attached to the
F-actin track;
T : the ligand-binding site is occupied by ATP and the head is attached to the
F-actin track;
T ′: the ligand-binding site is occupied by ATP and the head is detached from
the F-actin track.
On the other hand, the leading (front) head is assumed to be in one of the only
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two states, namely, Ds and Dw in which the head is occupied by ADP and
is bound to the F-actin track strongly and weakly, respectively. Thus, in this
model, the homo-dimeric motor has 8 distinct kinetic states; a 2-letter code is
used to describe these states where the letters on the left and right represents the
states of the rear and front heads, respectively. It is also assumed that a power
stroke is exerted when the leading head is in the state Ds and that when the
trailing head overtakes the leading head and re-attaches with the F-actin track
it must be in the state Dw. Moreover, at the end of the power stroke, when the
erstwhile leading head becomes the trailing head, the superscript s is dropped
from the label Ds symbolizing it because the ADP-bound state of the trailing
head is unique. Thus, both the transitions TDs → DDw and T ′Ds → DDw
correspond to power strokes, albeit of different sizes (see ref. [663] for further
details of the differences).
The three kinetic pathways in this model are [663]
DDw 
 DDs 
 EDs
k′2
TDs 

↑ kt2
DDw
DDw 
 EDw 
 EDs
k′2
TDs 

↑ kt2
DDw
DDw 
 EDw
k2
TDw 

↑ kt1
T ′Dw 
 T ′Ds 

↑ kt2
DDw
Wu et al.’s model [663] is an extension of an earlier model proposed by
Uemura et al. [665]. It is also related to another kinetic model suggested
independently by Baker et al. [666]. One of the main quantities of interest
calculated by Wu et al. [663] is the steady-state average velocity
V =
(
k′2PEDs [ATP ] + k2PEDw [ATP ]
)
`step (210)
where we have chosen the ATP-dependent transitions for writing the expression.
Another interesting feature of this model is that termination of the walk can
take place from the states DDw and T ′Dw. Since the overall rate of termination
is
kterm = kt1PT ′Dw + kt2PDDw (211)
the average run length `run is obtained from
`run = V/kterm. (212)
Wu et al.[663] examined the trends of variation of V and `run with the concen-
trations of ATP and ADP.
126
Figure NOT displayed for copyright reasons.
Figure 33: Mechano-chemical network of 9 states for myosin-V before approx-
imating with fewer states in the Bierbaum-Lipowsky model [664]. See the text
for details. Reprinted from Biophysical Journal (ref.[664]), with permission from
Elsevier c©(2011) [Biophysical Society].
For modeling the mechano-chemical kinetics of myosin-V, Bierbaum and
Lipowsky [664] adapted the Lipowsky-Liepelt model [614, 615, 481], which was
developed earlier in terms of a network of mechano-chemical states, and applied
successfully to dimeric kinesin. In this model each head can be in one of the
three distinct states: ATP-bound (T), ADP-bound (D) and empty (E). Thus,
in principle, the 2-headed myosin-V should have 9 distinct states (see fig.33).
However, identifying the dominant pathways, Bierbaum and Lipowsky [664]
reduced the number of distinct states to 6, namely, EE, ET, ED, DD, DT, TD.
Moreover, the only 6 chemical transitions and 2 mechanical transitions (which
swap the two motor heads) were allowed in this reduced description (see fig.34).
Figure NOT displayed for copyright reasons.
Figure 34: Reduced network of 6 mechano-chemical states in the Bierbaum-
Lipowsky kinetic model for myosin-V [664]. See the text for details. Reprinted
from Biophysical Journal (ref.[664]), with permission from Elsevier c©(2011)
[Biophysical Society].
Denoting the six distinct states at position j by the integer indices 1-6 and
the corresponding states at j + 1 by the primed indices 1’-6’, the mechanical
transitions were represented by 5 
 5′ and 3 
 4′ (see fig.34). The average
velocity of the motor was calculated from V = [(k55′P5 − k5′5P5′) + (k34′P3 −
k4′3P4′)]`, where ` = 36nm is the step size. Moreover, assuming that detachment
of the motor is most likely from the state DD (labelled by the index 1), and
with rate ωu, the average run length `run was calculated from `run = V/(ωuP1).
Force-velocity relation was also computed by incorporating the force-dependence
of the rate constants through the usual exponential factor.
Purely kinetic models of the type discussed above assume, rather than ex-
plain, the processive hand-over-hand stepping pattern of myosin-V. Lan and
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Sun [667, 668] developed a coarse-grained model of myosin-V which captures
the essential features of its structural design and energetics. The state of each
motor domain is described [668] in terms of two mechanical variables θi, φi and
a chemical variable µi (i = 1, 2). The mechanical variables θ1, θ2 and φ1, φ2 are
the angles shown in the fig35. Moreover, each motor domain can exist in one of
the N distinct chemical states, i.e., µi (i = 1, 2) can take one of the N distinct
allowed values.
Figure NOT displayed for copyright reasons.
Figure 35: A schematic description of the mechano-chemical model for myosin-
V developed by Lan and Sun [667]. Reprinted from Biophysical Journal
(ref.[668]), with permission from Elsevier c©(2006) [Biophysical Society].
In this model the dynamics of the mechanical variables can be formulated
in terms of the Langevin equation, or equivalent Fokker-Planck equation, in
the overdamped limit. Assuming a physically motivated form of the energy
E(θ1, θ2, µ1, µ2, f), the corresponding torques were obtained by evaluating the
appropriate derivatives. For example, τθi = ∂E(θ1, θ2, µ1, µ2, f)/∂θi is the
torque in the θi-direction. These torques were then used in the stochastic equa-
tion of motion (e.g., Fokker-Planck equation) for the mechanical variables. A
master equation is ideally suited to describe the stochastic kinetics of the dis-
crete chemical states.
Lan and Sun [668] split the elastic energy of the homo-dimeric myosin as
E(θ1, φ1, θ2, φ2, µ1, µ2, F ) = E0(θ1, φ1, µ1)+E0(θ2, φ2, µ2)+E1(θ1, φ1, θ2, φ2, z, F )
(213)
where z is the separation between the two heads of the myosin and F is the exter-
nally applied load force. For the elastic energy of the single myosin head labelled
by i (i = 1, 2), they assumed the explicit form E0(θi, φi, µi) = (1/2)k(µi)[θi −
θ0(µi)]
2 + (1/2)k′φ2i + c(µi) where θo(µi) is a µi-dependent preferred angle and
the µi-dependent constant c(µi) accounts for the differences in the free energies
of different chemical states even when θi = θ0. The term E1(θ1, φ1, θ2, φ2, z, F )
is the elastic energy of the chain domain that links the two motor domains. Note
that E1 is independent of µ1 and µ2 because this elastic energy is independent
of the chemical states of the motor domains. When both the motors are bound
to the actin filament, E1 depends on z, the separation between the binding sites.
A physically motivated form of the interaction energy E1(θ1, φ1, θ2, φ2, z, F ) was
also assumed.
Models developed by Vilfan [669] and Xie et al.[670] are similar, in spirit, to
those developed by Lan and Sun [668]. However, the details are not identical.
Besides the trajectories and step size distributions, the force-velocity relation
was the main quantity of interest. Following an approach similar to that followed
by Lan and Sun [668] and by Vilfan [669], Craig and Linke [671] have formulated
a model that provides further insight into the role of strain-induced gating in
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coordinating its two heads that is essential for its processivity. Few specific
steps in the mechano-chemical kinetics of myosin-V have been elucidated by
carrying out normal mode analysis of structural models [672, 673, 674]. Some
of these structures are based on proteins data bank while others are coarse-
grained elastic networks.
17.1.2 Myosin-VI: a minus-end directed processive dimeric motor
An unloaded myosin-VI walks towards the pointed end (i.e., minus end) of an
actin filament whereas an unloaded myosin-V walks towards the barbed end (i.e.,
the plus end). For several years, the step size (36 nm) of myosin-VI was believed
to be much larger than what would be expected on the basis of the prevalent
interpretation of its structure at that time. In recent years this puzzle has
been solved in terms of a swing of the lever arm by 1800 and special structural
features of its tail domain [675, 676]. To our knowledge, only the Lan-Sun model
for myosin-VI [668], which was adapted from their earlier model for myosin-V,
incorporates some structural features of this motor. However, in view of the new
interpretations of the structures of the lever arms and tail domains [675, 676],
the theoretical model needs refinements.
17.1.3 Myosin-XI: the fastest plus-end directed myosin
Myosin-XI is, perhaps, the fastest among the myosins [677]. Just like myosin-V,
it is a plus-end directed motor. But, its processivity and duty ratio are much
lower than those of myosin-V motors [678]. Although the relevant thermody-
namic and kinetic parameters that characterize myosin-XI have already been
extracted from experimental data [677, 678], no Markov model for this kinetics
have been reported so far. It would also be interesting to develop a coarse-
grained model or, at least, a mechano-chemical model model of myosin-XI that
would correlate its fast kinetics with the dynamics of its structural components.
17.2 Processive dimeric kinesin
The structures and mechanisms of all the kinesin families have been summarized
in several reviews [591, 592, 593, 586].
17.2.1 Plus-end directed homo-dimeric porters: members of kinesin-
1 family
•Key structural features of kinesin-1
If the walk of a kinesin-1 is dominated by power stroke, then a mechanism
for translating chemical changes (ATP hydrolysis) into mechanical movements
must exist in kinesin just like that in myosin.
As we explain below, a nucleotide-dependent small conformational change
of kinesin is “amplified” to generate its power stroke [20, 21, 594]. A “sensor-
element” in kinesin senses the main enzymatic transitions and then relays this
information to the track-binding interface and the “mechanical element” which
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is responsible for the mechanical movement. This pathway operates in reverse
as well, because track-binding or strain on the “mechanical element” can affect
rates of enzymatic reaction.
The nucleotide-binding site:
In order to change conformations between ATP- and ADP-bound states,
motor proteins must sense the presence or absence of a single phosphate group.
From the structural studies the “γ-phosphate sensor” was identified by com-
paring structures with and without bound ATP analogs. The sensor consists of
two loops called switch I and switch II. Very similar switch loops also operate in
myosin as well as in G-proteins indicating that switch loops are, from evolution-
ary point of view, ancient and existed even before the appearance of molecular
motors.
Piston-like motion of a helix: a relay element
Small movement of the “γ-phosphate sensor” are transmitted to distant
regions of the motor protein using a long helix that is connected to the switch-II
loop at one terminus. Since the helix is long, but practically incompressible, it
works like a piston. This helix is a key structural element in the communication
pathway linking the catalytic site, the track-binding site and the mechanical
element; the mechanical element for a kinesin is the “neck-linker” which we
describe below.
Neck-linker: the mechanical element
The neck-linker (NL) of a kinesin is a region adjacent to its “catalytic core”.
The NL consists of about 15 amino acids. Since it is connected to a “coiled-coil”
dimerization domain its motion in one head of kinesin gets conveyed to the other
head by a mechanism mechanism that we’ll discuss below.
The mechanism of the coordination of the two heads has been at the focus of
intense experimental investigation over the last decade [595, 596, 597, 598, 599,
600, 601, 602, 603]. This coordination is now viewed as a “gating” phenomenon.
The main idea behind “gating” is that one of the two heads has to wait till the
other head opens a “gate” that allows the waiting head to resume the steps of its
own mechano-chemical cycle. In principle, the gate can be operated in at least
two different ways [603]: (i) polymer gate: by the attachment or detachment of
the gate operator head to the MT track, or (ii) nucleotide gate: by the binding
or hydrolysis of ATP or unbinding of ADP (and/or Pi) from the gate operator
head. Moreover, there are two possible choices for the gated head [604, 602]: it
could be the front head or the rear head. Although several plausible mechanisms
of gating have been postulated [604, 602, 603, 605], the range of their validity
remain controversial.
The forward bias for re-attachment of the unattached head seems to arise
from the free energetics and conformational kinetics of the NL. The key feature
of the neck linker is that it can “dock” on a head, i.e., it can bind to the head
aligning itself towards the forward direction of motion. ATP-binding with the
forward head triggers “zippering” and “docking” of the NL on it. This docking,
in turn, drives the detachment of the rear head from the track and powering its
forward swing towards the next binding site on the track ahead of the bound
head. Thus, the NL is believed to be involved in both “gating” and forward
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“biasing”. The effects of length, charge and structure of the NL on the speed
and processivity of kinesin-1 have been investigated experimentally by Shastry
and Hancock [606]. Subsequently, they have also studied the effects of NL length
on the processivities of some other families of kinesins [607] that we discuss later
in this review.
•Detailed kinetic model of kinesin-1
Fisher and Kolomeisky [608] adapted their generic model, which we discussed
in section 11, for explaining several aspects of the experimental data on the
kinetics of kinesin-1.
The generic models of 2-headed motors that we discussed earlier either di-
rectly or indirectly assumed a processive hand-over-hand stepping pattern rather
than explaining how this pattern emerges from underlying molecular interac-
tions and kinetic processes. More specifically, the Peskin-Oster model [491]
assumed (i) a “gating” mechanism, whereby the front head waits in its MT-
attached state while the rear head detaches from the MT and searches for
a nearby binding site for its re-attachment; and (ii) a “biasing” mechanism
whereby re-attachment of unattached head in front of the attached head is more
probable than that of the unattached head behind the attached head. For any
model developed specifically for 2-headed kinesin, it would be desirable to in-
corporate the molecular mechanisms of “gating” and “biasing” explicitly within
its kinetic scheme.
In contrast to the models that assume tight coordination between the two
heads in a hand-over-hand stepping pattern, Xie et al.[611] proposed a model
in which the two heads are partially coordinated. Because of such partial coor-
dination both backward stepping and futile ATP hydrolysis are possible in this
model. Based on their recent experiments, Clancy et al.[612] have proposed a
5-state kinetic model (see fig.36) that incorporates not only both forward and
backward steppings, but also futile cycles.
Figure NOT displayed for copyright reasons.
Figure 36: Model for kinesin-1 developed by Clancy et al.[612]. (a) The five
distinct states are labelled by the integers 1,2,...,5. Each of the two heads
is coded by one particular color (red and blue). (b) The allowed transitions
and the corresponding rate constants are shown. The forward, backward and
futile pathways are shaded by yellow, orange and light green colors. Reprinted
from Nature Structural & Molecular Biology (ref.[612]), with permission from
Mcmillan Publishers Ltd. c©(2011).
Following the steps prescribed by Chemla et al. [439], which we have dis-
cussed in section 9, Clancy et al. [612] also calculated the average velocity and
randomness parameter analytically for this 5-state kinetic model. A model for
the hand-over-hand stepping pattern of dimeric kinesin was developed by Shao
and Gao [613] by formulating the equations of motion of the two heads in terms
of Langevin equations. A network model for the same motor has been developed
by Liepelt and Lipowsky [614, 615, 433] in which the kinetics is formulated in
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terms of master equations.
In some simplified models the NL is not incorporated explicitly, only its
effect is captured in a simplified manner. For example, Mogilner et al. [609]
extended the Peskin-Oster model [491] by assigning 3 possible states to each
motor head, namely, the zippered state, unzippered state and the strained state.
Wilson [610] models the effect of NL through a “switch”; activation of the switch
mimics the zippering of the NL whereas unzippering of the NL is indicated by
the deactivation of the switch. (See also ref.[619, 620]).
Derenyi and coworkers [621, 622] have developed a theoretical framework
that incorporates the effects of the docking and undocking of the NL in terms of
a freely-jointed-chain (FJC) model for the NL. Each head is assumed to have 6
possible states: in addition to the detached state, there are five possible attached
states, namely, ATP-containing NL-undocked state (T), ATP-containing NL-
docked state (T∗), ADP-containing NL-undocked state (D), ADP-containing
NL-docked state (D∗), nucleotide-free NL-undocked state (0). The 6 × 6 dis-
tinct states of the dimeric kinesin were plotted on a two-dimensional state space
each axis of which depicts all the mechano-chemical states of one of the two
heads. The rate constants for the transitions among the states in this state-
space of the dimeric kinesin were derived from (i) the force-free rate constants
for a monomeric kinesin head, and (ii) properties of the FJC model of the NL.
Imposing some criteria for extraction of the parameters in an optimization pro-
cedure, Czovek et al.[622] observed that over a narrow range of the parameters,
the model could account for observed data. FJC model is not the only way in
which the effects of the NL can be incorporated. Alternative formulations that
treat the NL either as an elastic spring or as a worm-like chain have also been
developed [616].
Most of the models that incorporate NL are quantified in terms of either
master equation or equivalent Brownian dynamics. However, a clearer picture
may emerge if an model with structural details could be simulated. Data ob-
tained from simulations of some structural models, performed under restricted
conditions [617] indicate the important regulatory roles of the elastic strain in
the NL. Recent Brownian dynamics simulations incorporating electrical charges
of the amino acids indicate enhancement of the forward bias of kinesin motors
by their electrostatic interactions with the MT track [618].
The free energy difference between the docked and undocked conformations
of the NL is about 5 pN nm [623]. One of the controversial issues is how such a
small free energy can drive a forward stepping of the motor by 8 nm against a
load force as large as 5 pN [624, 625, 626]. Carrying out a Brownian dynamics
simulation of a coarse-grained model with hydrodynamics interactions, Zhang
and Thirumalai [627] demonstrated that, in this model, the distance of 16 nm
covered by the trailing head of a kinesin-1 in a single step involves three major
stages. In the first stage, the NL docks driving translocation of the trailing
head by about 5-6 nm. In the second stage, the trailing head moves ahead by
another 6-8 nm by anisotropic translational diffusion. Finally, in the third stage,
an optimal interaction of the trailing head with the MT and its eventual binding
completes its forward movement by ∼16 nm in a single step. The importance
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of (biased) Brownian motion resulting in part of the stepping of kinesin-1 has
been known for many years [628]. However, interpreting the entire stepping
process in terms of a pure Brownian ratchet-and-pawl device [629, 630, 631] is
an interesting, but controversial, idea.
On those occasions when a cargo-carrying kinesin-1 has only one of its heads
attached to the track, thermal fluctuation can lead to its detachment from the
track rapidly followed by a re-attachment. However, the re-attachment need not
take place at its original location because of its possible displacement during the
detached state resulting from relaxation of its elastic strain. Such a process of
detachment and rapid re-attachment would manifest as “hopping” of the motor
[632]. The effects of hopping on the processivity and force-velocity relation has
been examined theoretically using a 4-state kinetic model [632].
•Limping gait of dimeric kinesin
The fact that the steps of a heterodimeric kinesin can alternate between a
fast and a slow one [633] may not sound very surprising. However, what is
even more surprising is that a similar stepping pattern was observed even for
a homo-dimeric kinesin with genetically shortened stalk [634]. The alternating
short and long dwell times is such that, for sufficiently short stalks, the longer
dwell time could be about an order of magnitude longer than the shorter one. In
analogy with limping gait of macroscopic bipeds, the pattern of alternating fast
and slow steps of the artificially constructed kinesins were also called “limping”
[602]. By performing a series of careful experiments Fehr et al.[635] ruled out
several mechanisms speculated earlier for explaining limping of kinesin. The
experimental observations were found to be consistent with a kinetic model
proposed by Xie et al.[636]. In this model the differences in the two successive
steps arise from the different vertical forces acting on the kinesin head in the
two steps. Structural origin of the limping has been established by FRET
measurements implicating the direct interaction of the neck linker with the MT
track for the asymmetry [637].
The possible consequences of vectorial loading of a motor were analyzed by
Fisher and Kim [638, 639] from theoretical considerations assuming, however,
perfect symmetry between the successive steps. This analysis was subsequently
extended by Zhang and Fisher [640] in the light of the insights gained from
experimental investigations of limping [635]. Zhang and Fisher [640] introduced
the concept of limping factor, a quantitative measure of the limping. Suppose,
tj is the dwell time at the j-th step. Then,
To(n) =
n∑
j=1
t2j−1 and Te(n) =
n∑
j=1
t2j (214)
are the total dwell times at the odd and even steps, respectively. Zhang and
Fisher [640] defined the limping factor by
Ln = max
(
To(n)
Te
,
Te(n)
To
)
(215)
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The intrinsic limping factor is defined by the limiting value
Lin = limn→∞ < Ln > (216)
where the angular brackets denote average over many runs (i.e., many inde-
pendent sequences of 2n steps). This quantity was calculated analytically for a
stochastic kinetic model of kinesin that captures the asymmetry of the stepping
rates. A more detailed mechano-chemical model was developed, and treated
numerically, by Shao and Gao [641].
17.2.2 Plus-end directed hetero-trimeric porters: members of kinesin-
2 family
Trimeric members of the kinesin-2 family consists of two different motors and
a non-motor subunit. These are plus-end directed processive motors. KIF3A
and KIF3B, together with kinesin-associated protein 3 (KAP3), form a hetero-
trimeric complex [642]. Another example is KLP11/KLP20 which makes a
hetero-trimer by associating wih the kinesin-associated protein 1 (KAP1) [643]
These motors can be collectively represented as M1,M2 where M1 and M2
are the two different types of motors. A more elaborate notation would be
H1T1, H2T2 where H and T denote the head and stalk-tail domains of each mo-
tor separately. Two artificial homo-dimeric constructsH1T1, H1T1 andH2T2, H2T2
as well as a doubly-heterogeneous construct H1, T2, H2T1 have been used in ex-
periments [644] for a comparative study to understand the distinct roles of the
different head and tails domains in the speed, processivity and force-generation
of the wild-type motors [642, 643, 644]. The effects of the length of the NL on
the processivity of kinesin-2 motors have been reported by shastry and Hancock
[606].
Das and Kolomeisky [645] extended the generic model developed by Fisher-
Kolomeisky to incorporate the distinct features of the two motors. Correspond-
ing to a 2-state model for homo-dimeric motor M1,M1 and another distinct
2-state model for the homo-dimeric motor M2,M2, each with step size ` = 8nm,
they formulated a 4-state model, with an effective step size ` = 16nm, for the
hetero-dimeric motor M1,M2.
17.3 Single-headed myosins and kinesin
17.3.1 Single-headed kinesin-3 family
In the initial investigations, kinesin KIF1A, a member of kinesin-3 family, was
an enigma. It was found to be practically as processive as a kinesin-1. But, it is
a single-headed motor. Therefore, its processivity cannot be explained by any
mechanism similar to the coordinated hand-over-hand stepping pattern of the 2-
headed motors. Another puzzling feature of KIF1A is its step-size distribution.
It can step both forward and backward although forward steps are taken more
often that backward steps. Moreover, in both the directions, its step size is not
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restricted to only 8 nm; steps size up to ±32 nm, in the integral multiples of ±8
nm, have also been observed.
In the mutants of KIF1A constructed by Hirokawa, Okada and collabora-
tors the number of charged amino acid residues in the so-called K-loop of the
motor was varied systematically to investigate the effects on its processivity.
Moreover, the effect of removing the charged E-hook of the tubulins was also
explored. On the basis of these experiments and other complementary struc-
tural studies, it was established (see ref.[679] for a review) that The proces-
sivity of KIF1A arises from the electrostatic attraction between the oppositely
charged K-loop of KIF1A and E-hook of the tubulins. Experimental data indi-
cated that the mechano-chemical cycle of a KIF1A can be divided roughly into
two different parts: in one of these the motor is strongly attached to the MT
track whereas in the other it is weakly tethered to the MT while executing an,
effectively, one-dimensional Brownian motion. The overall mechanism of en-
ergy transduction by KIF1A is a physical realization of the abstract Brownian
ratchet mechanism that we discussed in section 6. This mechanism is captured
by the 2-state stochastic kinetic model of KIF1A developed by Nishinari et al.
[680, 681, 682, 683] (from now onwards, referred to as the NOSC model). All the
kinetic parameters of the NOSC model were extracted from the data collected
from single molecule experiments. The dwell time distribution of the single-
headed KIF1A has been calculated by Garai and Chowdhury [683] using this
NOSC model. Furthermore, the model can account also for the effects of steric
interactions between the motors at higher concentrations when traffic conges-
tion takes place on the MT track. The phase diagram of the NOSC model was
plotted in a space spanned by experimentally accessible parameters [680, 681].
In principle, a single-headed motor like KIF1A in-vitro can change its “lane”
by shifting to a neighboring protofilament on the same MT at the end of a sin-
gle mechano-chemical cycle. The consequences of such “lane changing” on the
KIF1A traffic has been explored theoretically [682].
Xie and collaborators [684] have extended the generic Brownian ratchet type
models of molecular motors to develop a stochastic kinetic model specifically for
KIF1A. The kinetics is formulated in terms of the Langevin equations that needs
the shape of the potential(s) as input. In the spirit of Brownian ratchet models
discussed in section 8.3.2, Xie et al.[684] assumed sawtooth and its variants at
different stages of the cycle depending on the nature of the bound ligand.
17.3.2 Single-headed myosin-IX family
Myosin-IX is a plus-end-directed motor [685]. Just like KIF1A, myosin-IX family
members also appear to move processively along actin filaments in spite of being
single-headed motor. The mechano-chemical kinetic model proposed by Xie
[686] for this single-headed motor is very similar to the model he developed
earlier for single-headed kinesins [684]
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17.4 Processive dimeric dynein
In this section we consider only cytoplasmic dynein [687, 688, 689, 690] because
it functions as a porter in a cell (see Gibbons [691] for a history of the discovery
of dynein). Dynein is a minus-end directed porter. Surprisingly, the cytoplas-
mic dynein alone is capable of minus-end directed cargo transportation whereas
for the plus-end directed transportation several different families of kinesin par-
ticipate. The dynein can transport diverse cargoes because of its regulation by
many different molecular adaptors [692, 693].
Each dynein operates as a homo-dimer. The nomenclature for dynein has
been standardized [694]. Its large head consists of 6 domains arranged in the
form a ring that is a typical characteristics of the members of the AAA+ super-
family of ATPases [695, 696, 697, 698, 699, 700, 701, 702]. However, compared
to the other members of the AAA+ superfamily, the ring-like head of a dynein
has an unusual structure and enzymatic function [696]. First, four of the six
modules contain sites capable of binding ATP whereas the remaining 2 modules
are believed to play only regulatory roles (see fig.37).
Figure NOT displayed for copyright reasons.
Figure 37: Schematic representation of cytoplasmic dynein. Reprinted from
Nature Cell Biology (ref.[693]), with permission from Mcmillan Publishers Ltd.
c©(2012).
Secondly, from this ring-shaped head a stalk and a tail protrude. Unlike ki-
nesin and myosin, the head of a dynein does not bind directly to its MT track.
Instead, the small globular tip of a 12- to 15-nm long stalk, that projects approx-
imately radially outward from the ring-shaped head, binds with the MT. Since
the distance between an ATPase site and the corresponding MT-binding site of a
dynein is much longer than those of myosin and kinesin, the mechanism of com-
munication between the ring-like head and the globular tip of the stalk remains
controversial [703]. In fact, questions on the intra-molecular communication in
dynein can be posed in three categories: [704, 703, 705]: (i) communication
between the modules of the ring-like head, (ii) communication between the ring
and the linker, (iii) communication between the ring and stalk.
The head is connected to the cargo-binding tail by a linker that is believed
to functions as a mechanical lever in the force generation process [706, 707].
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An alternative mechanism, in which the ring works like a winch, has also been
suggested [708, 707]. Dynein seems to have a “gear” that controls its step size
in response to load force [709]. In the absence of any load force the step size
is predominantly 4` where ` ' 8nm. When subjected to a sufficiently low load
force, the most probable step size first decreases to 3` and, on further increase
of the load, it decreases to 2`. Finally, it attains the smallest step size ` at even
higher load. The stepping pattern of dynein is also quite unusual and appears
very different from the standard hand-over-hand pattern followed by processive
dimeric kinesins and myosins [710].
Dynactin [711] is a multisubunit protein complex that can bind to dynein.
Dynein alone is not as processive as kinesin-1. However, dynactin [712, 713, 714].
is believed to enhance the processivity of dynein by acting like a tether. A cargo
may be hauled by a mixture of active motors and passive tethers. In the simplest
situation where one motor and one tether transport a cargo, the passive tether
can either supress the rate of detachment of the active motor from the track
or increase the rate of its re-attachment to the track thereby enhancing the
effective processivity of the motor [741].
Singh et al. [716] carried out a Monte Carlo (MC) simulation of a model of
a single head of a dynein motor. The different AAA domains are labelled by
integer indices 1-6 (see fig.38). The label C marks a non-AAA domain. ATP
hydrolysis occurs primarily at domain 1. The direction of the power stroke,
caused by the response of ADP from domain 1 is indicated by the thick curved
arrow. The domains 2, 3, and 4 are assumed to play only regulatory roles.
Figure NOT displayed for copyright reasons.
Figure 38: A sketch of the main components of the head domain of a single
dynein motor. Reprinted from Proceedings of the National Academy of Sci-
ences (ref.[716]), with permission from National Academy of Sciences, U.S.A.
c©(2005).
The main assumptions are as follows:
Assumption 1: Four distinct step sizes: Singh et al.[716] proposed that if no
ATPs are bound at the secondary sites, the motor attempts to take a 32-nm
step; if one ATP is bound at a secondary site, dynein tries to take a 24-nm step;
if two ATPs are bound at secondary sites the motor attempts a 16-nm step; and
if all secondary sites are occupied the attempted step size is 8-nm. However,
because of thermal noise, the actual step size could exhibit a distribution that
has peaks at each of the four step sizes listed.
Assumption 2: ATP-binding affinities: in the absence of any load force, the
binding affinities were assumed to be ordered as follows: K1(F = 0) > K2(F =
0) > K3(F = 0) > K4(F = 0). This assumption was implemented in the MC
simulation by assigning numerical values for the on- and off-rates that satisfy
the conditions k1on = k
2
on > k
3
on > k
4
on and k
1
off < k
2
off = k
3
off = k
4
off , where
the superscript refers to the number of bound ATP molecules. If n − 1 ATP
molecules are already bound to the head, then the probability of binding the
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nth ATP to a secondary site is Pn = knon[ATP ] ∆t, and the probability of the
nth ATP unbinding from a secondary site is Pnoff = k
n
off ∆t where the choice
for the elementary time step was ∆t = 2× 10−4 s.
Assumption 3: Load-dependence of on/off rates at secondary sites: It was as-
sumed that kjon = k
j
on(F = 0)exp(F`/kBT ) where j = 2, 3, 4 is the number of
bound ATP molecules and ` is an adjustable length. The off-rates were treated
as effectively load-independent parameters.
Assumption 4: Load-dependence of hydrolysis rate: The rate of ATP hydrolysis
by the domain 1 was assumed to decrease exponentially with increasing load
force F .
Assumption 5: Regulators’ effect of ATP hydrolysis: The rate of ATP hydroly-
sis was assumed to be enhanced by a multiplicative factor if at least one of the
secondary sites is occupied by ATP.
Assumption 6: The hydrolysis of ATP was assumed to be reversible before the
actual release of ADP and Pi.
From the simulation data, Singh et al.[716] obtained the step-size distribution.
They also computed the force-velocity relation and studied the ATP-dependence
of (a) the stall force, (b) average velocity.
An alternative approach was followed by Gao [717] to account for the same
phenomena (including the load-dependent step size) that Singh et al.[716] tried
to explain with their model. Gao introduced two coordinates: a physical coor-
dinate x and a chemical coordinate α. The coordinate x denotes the position of
the motor along the MT track. In contrast, α represents the “conformational
changes” that control the chemical processes like ATP binding and hydrolysis
as well as the release of ADP and Pi. Since both x and α were assumed to
vary continuously, two separate overdamped Langevin equations were written
for the time evolution of these two variables. The forces entering into these two
equations were derived from a potential profile (a landscape) V (x, α; i) which
depends on the chemical state i (i.e., whether bound to ATP or ADP) at that
instant of time. The actual forms of the rates of chemical transition kij de-
pend on x and α. Using this model, Gao [717] studied the ATP-dependence of
step sizes and stall force as well as the variation of average velocity and rate of
ATP hydrolysis on the load force and ATP concentration. The experimentally
observed gear-like function of dynein [709] is explained in this model to be a
consequence of the loose chemo-mechanical coupling [717].
Tsygankov et al.[718] combined the kinetic model that they developed earlier
for dyneins ATP hydrolysis cycle [719] with a coarse-grained structural model to
formulate a full mechanochemical model for a hand-over-hand stepping model
of a homodimeric dynein. Based on the assumption that a dynein does not step
sideways to any other protofilament, the model model describes its mechanical
dynamics in a two-dimensional space (see fig.39). The AAA+ ring of each head
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Figure NOT displayed for copyright reasons.
Figure 39: The structural model of dynein developed by Tsygankov et al.
[718]. (A) and (B) represent the pre- and post-stroke conformations while (C)
depicts the transition from the pre-stroke to post-stroke conformation. The five
angles used to describe the shape of dynein are shown in the schematic diagram
in (D). Few representative snapshots in (E) show the relative positions of the
heads during a forward step of the dynein motor. Reprinted from Biophysical
Journal (ref.[718]), with permission from Elsevier c©(2011) [Biophysical Society].
is modeled as a circle of a fixed radius. Moreover, both the stalk and the tail
are assumed to bendable, but inextensible. Furthermore, the tail is assumed
to emerge tangentially from the AAA+ ring whereas the stalk is assumed to
emerge perpendicularly from the same ring. Thus, the structure of each head is
described by 6 variables. (Xi, Yi) (i = 1, 2) are the cartesian coordinates of the
center of the ring and several angular variables. The angle φ describes the rota-
tion of the ring around its center. The angles α and β, which characterize the
curvature of the stalk and tail, respectively. The angle γ, which is a quantitative
measure of the relative position of the stalk and the tail, takes two distinct mean
values in the pre-stroke and post-stroke configurations. The angle between the
stalk and the MT track is denoted by δ whereas the relative orientations of the
heads at the point of tail junction is denoted by ξ . The variables describing
the structural features evolved following Langevin equations. The 6 discrete
biochemical states of each head were denoted by T, T ∗, D,D∗, DP,Φ∗ where T
and D correspond to ATP-bound and ADP-bound states, DP describes the state
bound to both ADP and Pi while Φ indicates empty site. The asterisk indicates
post-stroke state conformations. These biochemical states were updated accord-
ing to the corresponding master equations. A multi-scale modeling approach
was followed by Serohijos et al. [720] for studying dynein at different levels of
spatio-temporal resolution. Zheng [721] carried out a normal mode analysis of
a coarse-grained elastic network model of dynein establishing the key role of a
closed AAA3-AAA4 interface in the mechano-chemical coupling in dynein.
17.5 Collective transport by porters
In living cells, common cargoes are vesicles, organelles, etc. However, a dielec-
tric bead is often used as a cargo while performing experiments in-vitro. At
least some motors are known to associate with other accessory proteins and/or
macromolecular complexes that serve effectively as adaptors which can alter the
intrinsic properties of the motors. The molecular link between the cargo and
the cargo-binding domain of the motor is normally elastic. In most of the the-
oretical treatments [722, 723, 724] this link is modelled as a harmonic spring.
In principle, the cargo would be free to move in three dimensions although the
motor transporting it would walk on a linear filamentous track. However, for
simplicity of modeling, the cargo may also be restricted to move only in one
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dimension that is parallel to the track of the motor. However, the position of
the center of mass of the cargo is a continuous variable while the motor moves
forward only in discrete steps.
One of the common features of these cargoes is that these are much bigger
than the individual motors that haul them. Therefore, the cargo can mediate
interaction between the motors giving rise to collective effects. In this subsection
we review the progress in understanding some of the effects of cooperation and
competition among the porters involved in intracellular transport [725, 726].
The type of the collective phenomenon depends on the nature of the cargo, viz.,
whether the cargo if “hard” or “soft”; we define the “hardness” and “softness”
in the appropriate contexts below. In principle, the collective properties of the
motors [727] are likely to depend on the following single-motor properties: (i) the
processivity of individual motors, and the force-dependence of the detachment
(and, attachment) rates, (ii) single-motor velocity and, more generally, the force-
velocity relation, (iii) rule for load-sharing by the motors.
17.5.1 Collective transport of a “hard” cargo: load-sharing, tug-of-
war and bidirectional movements
When a single “hard” cargo is hauled by more than one motor of the same
type (i.e., either all kinesin or all dynein) along a single MT, it does not deform
in shape. In contrast, a “soft” cargo would get elongated when pulled by the
motors. A real intracellular cargo is never rigid, but the softness may vary
from one cargo to another. The motility and shape change of the cargo by the
collective effect of the teams of porters is a relatively new area of investigation
[728, 729].
•Co-directional motors: load-sharing and cooperation
How do the average velocity and the run length of such a cargo scale with the
number of motors? Note that the total number of motors engaged in pulling the
motor is not constant, but keeps fluctuating with time because of the detachment
and reattachment of the individual motors. Suppose N is the maximal number
of motors that can engage simultaneously with a single hard cargo. If a load
force is applied against the cargo, how does the collective force-velocity relation
vary with the variation of the parameter N? This issue remains controversial
in spite of many experimental investigations over the last decade. Moreover,
the dependence of multi-motor cargo transport on the single-motor velocity has
just begun to receive attention [730].
A kinetic model for this phenomenon was developed by Klumpp and Lipowsky
[731]. In the model the load on the cargo is assumed to be shared equally by the
motors (mean field approximation). A master equation is written for Pn, the
probability that the cargo is bound to the filamentous track by n (0 ≤ n ≤ N)
motors. This theory predicted an increase in the run length of the cargo with
increasing maximal number of motors N . Assuming a linear force-velocity rela-
tion for each single motor, this theory also predicted a nonlinear force-velocity
relation for all N > 1, where the stall force is an increasing function of N .
Experimental data have been analyzed within the framework of this theory
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[732, 733]. The effect of cargo-mediated effective assisting or resisting force
on the motors was treated in a transparent intuitive manner by Wang and Li
[734]. The Klumpp-Lipowsky model [731] was extended by Korn et al. [735]
by allowing unequal sharing of the load by the motors. Stochastic sharing of
the load by the n bound motors take place in the computational model stud-
ied by Kunwar et al. [736]. In this model the motors were treated as special
floppy linkages/springs. Later studies of collective transport by Kunwar and
Mogilner [225] using a combination of the nonlinear force-velocity relation and
the stochasticity gives rise a collective force-velocity curve that is almost linear
provided at least three motors carry the load. Kunwar and Mogilner’s com-
putational model [225] was also used by McKenney et al.[737] to investigate
collective transport by dynein motors. The dependence of the collective force-
velocity relation on the nature of the force-velocity relation of the individual
single motors deserves further systematic thorough investigation. Kunwar and
Mogilner’s [225] has been extended by Bouzat and Falo [738].
Most of the theoretical works in the early stage of investigations were based
on essentially one-dimensional models. However, more recently, some of the ef-
fects of the organization of the motors on the surface of a real three-dimensional
cargo has been studied by computer simulations [739].
What happens when a mixed population of co-directional fast-moving and
slow-moving motors share the same track simultaneously [740]? One possibility
is that the queues of motors may form behind the slow-moving ones, a well
known phenomenon in vehicular traffic [495, 497]. An alternative possibility is
that the faster-moving motors can increase the rate of dissociation of the slow-
moving motors from the track. Indeed, as the relative fraction of the fast-moving
motors is increased, a sharp transition from slow cooperative transport to fast
cooperative transport is observed [740]. In a mixed population of proteins, one
species may be an active motor while the other may serve as a passive tether
[741]. In this case, the enhanced processivity of the cargo arises from either the
suppression of the detachment or enhancement of re-attachment of the active
motors [741].
•Opposing motors: tug-of-war and bidirectional movements
It is well known that some motors reverse the direction of motion by switch-
ing over from one track to another which are oriented in anti-parallel fashion.
In contrast to these types of reversal of direction of motion, we consider in
this section those reversals where the cargo executes a bidirectional motion on
the same MT track because of a “tug-of-war” between kinesins and dyneins
[743, 742, 744, 745, 746]. Tug-of-war is not restricted only to kinesins and
dyneins that move along MT tracks. Similar phenomena have been observed
also during cargo transport by myosin V and myosin VI both of which walk
along filamentous actin [747].
At least three possible mechanisms of bidirectional transport have been pos-
tulated. (i) One possibility is that either only + end directed motors or only -
end directed motors are attached to the cargo at any given instant of time. Re-
versal of the direction of movement of the cargo is observed when the attached
motors are replaced by motors of opposite polarity. (ii) The second possible
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mechanism is the closest to the real life “tug-of-war”; the competition between
the motors of opposite polarity, which are simultaneously attached to the same
cargo and tend to walk on the same filament, generates a net displacement in
a direction that is decided by the stronger side. (iii) The third mechanism is
based on the concept of regulation; although motors of opposite polarity are
simultaneously attached to the cargo, only one type of motors are activated at
a time for walking on the track. In this mechanism, the reversal of the cargo
movement is caused by the regulator when it disengages one type of motor and
engages motors of the opposite polarity. For experimentalists, it is a challenge
not only to identify the regulator, if such a regulator exists, but also to identify
the mechanism used by the regulator to act as a switch for causing the reversal
of cargo movement.
Carrying measurements in live cells, Soppina et al.[748] demonstrated a tug-
of-war between a single kinesin and 4 to 8 dyneins. They also speculated on
how the cells might exploit the competition between a “strong and tenacious”
kinesin against 4 to 8 “weak and detachment-prone” dyneins.
Muller et al.[749] extended the formalism developed by Klumpp and Lipowsky
[731] for one type of motors by incorporating two oppositely moving motors. The
stochastic kinetics of the system is now described by the master equation for
P (n+, n−, t), the probability that at time t the cargo is attached with the track
by n+ plus-end directed and n− minus-end directed motors, respectively. Two
linear force-velocity relations, with different sets of parameters, were assumed
for the single motors of the two types of motors. A mathematical analysis of
the steady-states of this model has been carried out by Zhang [750] in a special
limit in which the numbers of motors of both species are infinite; this limit is
not realistic.
The current status of the models seem to be far from satisfactory. For
example, a simple stochastic model of load sharing would predict more pauses
of the cargo when more motors are involved; However, this is not supported
by the experimental observations [751]. It is possible that some regulatory
mechanisms, which are not incorporated in the current models, have significant
influence on the collective bidirectional transport of a cargo.
•Force-dissociation kinetics in collective motor transport
Force-dissociation kinetics determines how fast individual motors would de-
tach from the track under load. This kinetics plays an important role in the
collective transport of a single hard cargo by many motors. In most of the the-
oretical works on collective motor transport the dissociation rate was assumed
to be an exponentially increasing function of the applied load force. However,
recent experimental results indicate that this assumption is not always valid
[751].
•Multi-motor hauling of single cargo across MT-MT, AF-AF and MT-AF cross-
ings
What happens to a cargo hauled by multiple motors at a crossing of two
filamentous tracks? Several possible situations can be conceived and some of
these have already been investigated by experiments in-vitro [752, 753]; we list
a few of these below in table 9.
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Intersection motors
MT-MT all kinesins
MT-MT all dyneins
MT-MT kinesins and dyneins
AF-AF all myosin-V
AF-AF all myosin-VI
AF-AF myosin-V and myosin-VI
MT-AF kinesins/dyneins and myosin-V/myosin-VI
Table 9: Various types of crossings of filamentous tracks and motors that ap-
priach the crossing hauling a single cargo.
17.5.2 Many cargoes on a single track: Molecular motor traffic jam
As the cargoes are always much bigger than the motors (in-vitro as well as in-
vivo), direct steric interactions of the cargoes become significant when several
cargoes are carried by sufficiently dense population of motors along the same
track. Such situations are reminiscent of vehicular traffic where mutual hin-
drance of the vehicles cause traffic jam at sufficiently high densities. In analogy
with vehicular traffic, we shall refer to the collective movement of molecular
motors along a filamentary track as “molecular motor traffic”; we shall explore
the possibility of molecular motor traffic jam and its possible functional impli-
cations.
Most of the minimal theoretical models of interacting molecular motors uti-
lize the similarities between molecular motor traffic on MT and vehicular traffic
on highways both of which can be modeled by appropriate extensions of the
totally asymmetric simple exclusion process. In such models the motor is rep-
resented by a “self-propelled” particle and its dynamics is formulated as an ap-
propriate extension of the dynamics of the totally asymmetric simple exclusion
process. In such models, in addition to forward “hopping” from one binding
site to the next, the motor particle is also allowed to detach from the track.
Moreover, attachment of a motor particle to an empty site is also allowed.
In reality, a molecular motor is an enzyme that hydrolyses ATP and its me-
chanical movement is coupled to its enzymatic cycle. In some recent works on
cytoskeletal motor traffic, the essential features of the enzymatic cycle of the
individual motors have been captured. Ciandrini et al.[754] developed a model
where the extent of details incorporated falls in between TASEP-type model
(which do not incorporate any mechano-chemistry) and those that incorporate
lot of those details. Nishinari et al. [680, 681] extended the TASEP by incorpo-
rating the minimal details of the mechano-chemical cycles of individual KIF1A
motors to predict their collective spatio-temporal organization, specifically jam-
ming of motors.
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17.5.3 Trip to the tip: Intracellular transport in eukaryotic cells
with long tips
•Motor transport in fungal hyphae
Fungal hyphae already attracted the attention of Marcello Malpighi in the
seventeenth century (as evident from the graphical illustration reproduced from
Malpighi’s original in ref.[755]). Most of the works on the growth of fungal
hyphae focussed mainly on the biomechanics of the cell wall to predict the
shape of the growing tip [756, 757]. Microtubules and cytoskeletal motors are
known to play several important roles in hyphal growth in filamentous fungi
[758, 759, 760]. One of the unique feature of the growth of fungal hyphae is
the existence of “spitzenko¨rper” which is believed to play a distinct role as a
vesicle supply center. Complementary investigations on the transport of mate-
rials required for this growth by the cytoskeletal motors began in more recent
years [761, 762]. These models are extensions of the TASEP that incorporate
the elongation of hyphae by allowing the lattice to elongate according to an
appropriate dynamic rule. This extended model is called the dynamically ex-
tending exclusion process (DEEP) [762]. This model has been extended further
to model bacterial flagellar growth [763]. Interesting regulatory roles of dynein
has been discovered in the bidirectional transport of cargoes along fungal hy-
phae and quantified mathematically in terms of first passage time [764]. The
queueing of the motors near the tip of a microtubule in a fungal hyphae has
also been modeled by an extended version of TASEP [765].
•Motor transport in plant root hair and pollen tube
Pollen tube and root hair are long extensions in plants. The transport of
organelles here is dominated by acto-myosin system [766, 767]. A consequence
of this organelles movements is that it gives rise to cytoplasmic streaming [768,
769]. The role of this streaming in mixing up the interior of the cell is similar
to that of the molecular motors in many other situations [770].
•Intraflagellar transport in algae
Flagella and cilia are important organelles in many eukaryotic cells. Eukary-
otic flagella and cilia, e.g., those of green algae Chlamydomonas reinhardtii, and
long extensions of some apical cells in brown algae, e.g., those of Sphacelariales
are cell appendages that are shaped as a long “tip”. The history of research
on these cell appendages over the last 150 years have been explored recently by
Bloodgood [771]. In this subsubsection we review only intraflagellar transport
(IFT) [772, 773, 774, 775, 776, 777, 778, 779, 780], a phenomenon that is driven
by molecular motors, that has a much shorter history [781]. The machines and
mechanisms of the undulatory motion of cilia and flagella are reviewed in section
19.3. A theoretical model of IFT has been developed by Bressloff [782]. In this
model “particles” reach the tip of the cilium by hopping and elongate it by one
unit.
One of the special features of cilia is that although a cilium is not an organelle
in the strictest sense it is also not a continuous extension of the cytoplasm.
The ciliary compartment is separated from the cytoplasmic compartment by a
“diffusion barrier” [783, 784]. Very recent experiments [785] have established a
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close relation between the molecular components of this barrier and those on
the nuclear pore complex [786] which we’ll discuss later in this review. Based
on this similarity, Kee et al. [785] have proposed the existence of “ciliary pore
complex”. The kinetics of crossing this barrier diffusively has not been included
in any theoretical model of IFT explicitly.
•Axonal transport
In a human body, the axon can be as long as a meter whereas the corre-
sponding cell body is only about 10 microns in length. Almost all the proteins
needed to maintain the synapses are synthesized in the cell body. How are these
proteins transported to the synapse along the long axon [787, 788]? The prob-
lem is even more challenging in animals like elephant and giraffe which have
even longer axons. A bundle of parallel MTs usually run along the axons and
dendrites of a neuron, (see appendix for a brief description of the cytoskeleton of
a neuron). These MTs form the track for the motorized transport of intracellu-
lar cargoes, e.g., vesicles, organelles, etc., along axons and dendrites [789, 790].
Movement of the cargo in a direction away from the cell body is called antero-
grade whereas that in the reverse direction is called retrograde; therefore, both
kinesins and dyneins are involved [792, 793, 794] (see Fig.40).
Figure 40: A schematic depiction of axonal transport; only the axon of the
neuron is shown. The cell body and dendrites (on the left of the figure), and
the synaptic junction between the axon with the dendrite of another neuron (on
the right of the figure) are not shown explicitly.
Every cargo in an axon spends a fraction of its journey time actually moving
and even during those periods its movements are bidirectional. Two distinct
patterns of cargo movement in axonal transport have been named “fast” and
“slow” transport [795, 796]. Fast transport occurs at an average velocity of
several microns per second, i.e., equivalently, several hundreds of millimeters
per day. In contrast, the slow axonal transport takes place at the rate of a
maximum of tens of nanometers per second, i.e., about few millimeters per day
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[795]. This difference may be caused by the differences in the fraction of time
they spend moving although the underlying mechanism of motor transport may
be the same [797]. For historical accounts of research on fast axonal transport,
see ref.[798].
To our knowledge, the earliest quantitative model of axonal transport was
developed by Blum and Reed [799] at a time when the nature of the key compo-
nents was not clear. Subsequently, Brown [800, 797] proposed his hypothesis of
“stop-and-go” traffic in axon. In order to test the basic idea of this hypothesis
a quantitative model was developed by Brown et al.[801]. In this model it was
assumed that (i) neurofilaments are cargo which can switch between two “rel-
atively persistent directional states”, namely anterograde and retrograde, and
(ii) in either state the neurofilaments can move or pause. Although the move-
ments in both directions can be rapid, the overall transport is slow because the
filament dwells most of the time in paused states. A slightly different dynamical
model was studied by Cracium et al. [802]. In this 5-state model, the neurofila-
ment can also be bound to a anterograde or retrograde motor that pauses while
off-track. This model can be extended to a 6-state version by distinguishing
between the two off-track (paused) states: neurofilament attached to an antero-
grade motor and neurofilament attached to a retrograde motor [803]. Possible
effects of cooperativity of the motors on axonal transport have been explored
[804, 805] by extending the model developed by Cracium et al.[802]. When
looked at from a broader perspective, axonal transport is essentially a concrete
physical realization of cooperation and competition of a group of kinesins and
dyneins where the anterograde and retrograde transport observed in a specific
case in an emergent phenomenon.
•Effects of defect and disorder on cytoskeletal transport
We have already come across the possibility of randomness of one kind in
motor traffic: the different properties of different types of motors in a mixture
can be captured by randomizing the motor properties. In other words, the
randomness of the motor properties have already been considered. But, so
far we have implicitly regarded the track for the cytoskeletal motors to be a
perfectly periodic array of motor-binding sites. However, in reality, a motor can
encounter defects or disorder on its path.
17.5.4 Fluid membrane-enclosed soft cargo pulled by many motors:
extraction of nanotubes
In many eukaryotic cells ER tubules are pulled out of membrane reservoirs by
molecular motors that walk collectively on MT tracks [806]. Molecular motors
can extract membrane tubes also from vesicles [807]. Because of the liquid-like
nature of the membranes of the vesicles, the motors bound to the vesicle surface
do not experience any resistance from the membrane except at the leading edge.
Consequently, all the motors, except those at the leading edge, move freely along
the membrane surface walking along a filamentous track. In contrast, the motors
at the leading edge, because of the load force exerted by the membrane move
at a slower rate. The queueing up of the faster motors behind the slower ones
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is analogous to queueing of vehicles in traffic [808, 809]. Thus, the assumption
of equal sharing of external load, that is often used for theoretical calculations
on multi-motor hauling of hard cargo, does not hold in this case. Moreover, the
motors pulling the same membrane tube are not strongly coupled to each other.
The motors fail to extract a nanotube if their number density is smaller than
a critical value; at densities above this critical value, motors cooperatively pull
a long thin tube out of the vesicle and the tube elongates at a steady average
velocity [810]. Using the formalisms of ASEP, Campas et al.[811] derived an
analytical expression for the velocity VN of a cluster of N motors denoting the
forward and backward hopping rates by p and q, respectively:
VN = p
[1− eF`/kBT (q/p)N ][1− (q/p)]
eδF`/kBT [1− (q/p)] + eF`/kBT [(q/p)− (q/p)N ] (217)
where 0 < δ < 1 is a dimensionless parameter characterizing the position of
the energy barrier between two neighboring lattice sites. Once tubulation takes
place, TASEP-type models predict that the motors can exhibit varieties of dy-
namical phenomena [812], e.g., shocks and inverse shocks, re-entrant phase tran-
sitions, etc. The phenomenon of membrane pulling by multiple motors has been
formulated mathematically also in terms of Brownian ratchets whose kinetics
are governed by appropriate Langevin equations [813].
It has been argued that, even collectively, motors cannot generate strong
enough force to extract membrane nanotubes if all of them move along a sin-
gle protofilament; motors must be using several protofilaments simultaneously
when they successfully extend a membrane tube [814]. The nature of the dy-
namics of the tube, however, depends on the extent of processivity of the motors
[815]. For example, Ncd is a nonprocessive motor. Ncd can extract nanotubes
from vesicles, but exhibits a bidirectional switching; the tube alternates between
forward and backward movements with variable speeds [815]. Such richer dy-
namical behavior of tube extraction by nonprocessive motors is in sharp contrast
with the monotonic tube growth observed when pulled by processive motors.
In fact, this bidirectional motion for collective pulling by nonprocessive motors
resembles the bidirectional motion of a filamentous backbone rigidly connected
to multiple nonprocessive motors (which we’ll discuss in section 17.6).
17.6 Collective transport of filaments by motors: non-
processivity and bistability
Consider a group of identical motors bound to an elastic backbone [816, 817,
818, 819, 820, 821, 822, 823]. Two classes of such coupled motors (motors
coupled to a single backbone) have been considered. In the first, the individual
motors are modeled as Brownian ratchets whereas in the second the individual
motors exert a power stroke. In the first case, it has been demonstrated that
even if each individual motor is non-processive, such a system of elastically
coupled motors can exhibit bidirectional processive motion. In this mode of
movement, the motors move collectively on a filamentary track in a processive
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manner in one direction for a period of time and, then, spontaneously reverse its
direction of motion. Such spontaneous oscillations can account for the dynamics
of axonemes, which are core constituents of eukaryotic cilia, as well as oscillatory
motions of flight muscles of many insects. In the second case, several different
forms of strain-dependent rates of detachment of the motors from the track have
been considered.
The works cited above establish that bidirectional motion does not neces-
sarily require pulling a cargo or a filament by antagonistic motors. A group of
identical motors, each of which lacks directionality of its average motion, can
give rise to a bidirectional movement of the polar filament [818]. More recent
investigations have revealed that a group of identically directed motors can give
rise to bidirectional movement of a bundle that consist of filaments with alter-
nating polarities (and, therefore, apolar, on the average) [824, 825, 826, 827].
17.7 Section summary
In this section we have reviewed the kinetics of the members of several differ-
ent specific families of porters as well as processes driven by single and multiple
porters. Over the last couple of decades many research groups have investigated
the effects of the following: (i) structural designs of the motors and the corre-
sponding tracks, (ii) the conformational dynamics of the motor in each cycle
and the (de-)polymerization kinetics of the track, (iii) the nature of the cargo
and motor-cargo coupling, (iv) manner in which the load is shared by multiple
motors, and regulation of oppositely-directed motors, engaged with the same
cargo, and (vi) motor-traffic on the same track.
In section 2 we listed several different levels at which collective dynamics of
molecular motors can be viewed. In the specific context of porters, models have
been developed to study the coordination between (a) subunits of a single motor,
(b) members of the same family of porters, (c) members of different families of
the myosin superfamily that move in opposite directions on the same F-actin
track, (c) members of kinesin and dynein superfamilies that move in opposite
directions on the same MT track. We have also presented a brief review of
intracellular transport in eukaryotic cells, particularly some of those with long
tips.
However, the understanding of the intracellular transport in-vivo cannot be
complete without integrating the MT-based transport system with the F-actin-
based transport system. Although some in-vitro experiments have provided
initial insights, to my knowledge, no quantitative kinetic model of this integrated
transport system has been reported so far.
18 Filament depolymerization by cytoskeletal mo-
tors: specific examples of chippers
Depolymerases [140], which chip way from the tips of MT tracks, form two
families of kinesins [828, 829], namely kinesin-8 and kinesin-13. Kip3p and
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MCAK are the two extensively studied members of these two families [830, 831].
The depolymerase activity of MCAK has received most of the attention so far
[830]. Very little attention has been paid to its role as force generator [832].
Klein et al.[833] theoretically investigated the depolymerization of MT by
MCAK using a one-dimensional model. The origin of the coordinate system
(x = 0) is permanently located at the depolymerizing tip of the MT, i.e., the
description is based on a frame of reference that moves with respect to lab-
fixed system. Denoting the concentration of MCAK in the bulk solution by c,
their MT-binding rate was assumed to be ωac/ρmax where ρmax is the maximal
density of MCAK for which binding sites on the MT saturate. ωd is the rate of
detachment of the MCAK motors from the MT. The density profile ρ(x, t) of
the MCAK along the MT satisfies the equation of continuity
∂ρ
∂t
+
∂J
∂x
= ωac
(
1− ρ
ρmax
)
− ωdρ (218)
where the two terms on the right hand side are the source- and sink- terms,
respectively. The current density J is given by the sum of diffusion and drift
current, i.e.,
J = −D(∂ρ/∂x)− V ρ, (219)
where D is is the diffusion coefficient of the MCAK motors along the MT and
V = V0 + Vd is the sum of the average velocity of the motor with respect to
the filament and Vd ≥ 0 is the velocity of MT depolymerization. For MCAK
V0 can be neglected. Moreover, if α − β dimeric subunits have length ` and
are removed from the MT at a rate Ω, then, Vd = Ω`/N where N is the total
number of protofilaments of a MT. Ω is expected to depend on the density of
the MCAK at the depolymerizing tip of the MT; a phenomenological form of
Ω(ρ0 is assumed. So far as the boundary conditions are concerned, ρ → ρ∞ as
x→∞ where
ρ∞ =
ωacρmax
ωac+ ωdρmax
(220)
is the equilibrium density (Langmuir formula) for motors with attachment- de-
tachment kinetics. Similarly, another physically motivated boundary condition
is specified for the boundary at x = 0. Klein et al.[833] showed that, depend-
ing on the values of the set of model parameters, MCAK motors can either
accumulate at the depolymerizing end of the MT or their population there gets
depleted. The dynamical accumulation of the MCAK, caused by the capturing
of the motors bound along the MT filament by the retracting MT end, is a col-
lective phenomenon. Occurrence of this phenomenon requires sufficiently high
processivity of the MCAK, i.e., high probability that the depolymerizer MCAK
remains attached to the MT carrying our several rounds of subunit removal
before, ultimately detaching from the MT.
In the corresponding discrete stochastic model, motors are represented by
particles and the MT is represented by a one-dimensional chain of equispaced
discrete binding sites. No more than one particle can occupy a site simultane-
ously; the occupation variable nj can take only one of the two allowed values
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nj = 0 (empty) and nj = 1 (occupied). From the later equation for the oc-
cupational probabilities, one gets the rate equation for the average occupation
numbers < nj >:
d < nj >
dt
= ωh(< nj+1 > + < nj−1 > −2 < nj >)
+ ωac < 1− nj > −ωd < nj > + < Ωn1(nj+1 − nj) > (221)
where the last term essentially relabels the binding sites if the subunit at the
at the MT tip is lost by depolymerization. A mean-field treatment of this
model confirms the dynamic accumulation of MCAK at the depolymerizing tip
of the MT provided Ω = Ω0(1− Ppn2) when n1 + 1 and the processivility Pp is
sufficiently high.
Since Klein et al.[833] considered a semi-infinite MT, their model could not
be used for studying the effects of MCAK on the distribution of he lengths
of the MTs. These effects of depolymerases were calculated by Govindan et
al.[834]. One of the key points is that the typical “residence time” of a single
depolymerase after its adsorption on the MT is τr ∼ 1/ωd on a sufficiently long
MT before desorbing. Therefore, only those MCAK motors which bind to the
MT within a “trapping zone” of length `trap ∼
√
Dτr from the depolymerizing
tip of the MT get adsorbed at the tip. Those MCAK motors which bind to the
MT at a distance larger than `trap from the MT tip get detached before getting
trapped by the MT tip. Once trapped, a MCAK can escape from the MT
tip only during its depolymerization activity by accompanying a α− β subunit
chipped from the MT tip.
One of the limitations of the model developed by Govindan et al. [834] is
that it does not take into account the steric exclusion of the motors on the MT
track, even at high concentrations of the motors. This model was extended by
Hough et al.[835] incorporating the effects of steric exclusion by a prescription
that was used earlier by Parmeggiani et al.[506] for modeling molecular motor
traffic. Very recently jamming of MCAK motors on the MT track has been
observed experimentally [836].
18.1 Section summary
In my opinion, the consequences of MT depolymerization by the depolymerase
motors have been the main focus of attention of theoretical models so far. The
causes of the filament depolymerization induced by these depolymerase motors
has received very little attention. The difference in the modes of translocation of
the members of kinesin-8 and kinesin-13 families also needs a clear explanation
in terms of the differences in their structure and conformational dynamics.
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19 Filament crossbridging by cytoskeletal mo-
tors: specific examples of sliders and rowers
In this section we discuss a few specific examples of sliders and rowers that are
responsible for the contractility and shape changes of many cells and subcellular
structures. As generators of contractile forces, acto-myosin is ubiquitous in
living systems. Various modes of actomyosin contraction and the corresponding
spatial and temporal patterns of force generation have been reviewed [837, 838]
in the context of cell division, cell motility and morphognesis.
19.1 Acto-myosin crossbridge and muscle contraction
There are some chemical differences between the muscles of vertebrates and in-
vertebrates (e.g, flight muscles of insects). Muscle cells of vertebrates can be
broadly classified into “striated” and smooth (“non-striated”) types. Vertebrate
striated muscle cells can be further divided into two categories- skeletal and car-
diac. Although skeletal muscles of vertebrates (e.g., those of frog and rabbit)
were used in most of the early investigations on the mechanism of muscle con-
traction, the cardiac muscle has been getting attention in recent years because
of its implications in cardiac disease control.
Each muscle fiber is actually an enormous multinucleated cell produced by
the fusion of many mononucleated precursor cells during development whose
nuclei are retained in the adult muscle cell. The diameter of muscle cells is
typically 10− 100 µm and the length can range from less than a millimeter to a
centimeter. Each of these cells is enclosed by a plasma membrane. The nuclei
are squeezed to the peripheral region just beneath the plasma membrane.
About 80 percent of the cytoplasm of a skeletal muscle fiber (i.e., muscle cell)
is occupied by cylindrical rods of protein and are known as myofibrils. Many
myofibrils, each about 1µm in diameter, are contained within the cross section
of a single muscle cell. The muscle cells also contain mitochondria sandwiched
between the myofibrils.
Myofibrils are the structures that are responsible for muscle contraction.
The most distinctive feature of myofibrils is their banded appearance; the dark
bands correspond to higher density of protein. The spatial periodicity of the
alternating light and dark bands is 2.3-2.6 µm in the resting state of a muscle; the
entire repeating structure, from one Z-disc to the next, is known as sarcomere.
The banded appearance of the sarcomere is produced by hundreds of protein
filaments bundled together in a highly ordered fashion. The two main types of
filament are:
(i) thick filaments, about 15 nm in diameter, are made mostly of myosin;
(ii) thin filaments, about 7 nm in diameter, consist mostly of actin.
Both these types of filaments contain also other types of proteins which help to
hold them in correct steric arrangement and regulate the process of contraction.
Arrays of thin and thick filaments overlap in the sarcomere in a manner
similar to that of two stiff bristle brushes. Myosin molecules are arranged in
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such a way on the thick filament that their heads point away from the mid-
zone towards either end of the filament. The thick filaments come within about
13 nm of the adjacent thin filament which is close enough for the formation
of cross-bridges between the myosin heads belonging to the thick filament and
actin molecules constituting the thin filaments.
Research on molecular machines was focussed almost exclusively on the
mechanism of muscle contraction during the first half of the 20th century and
it was dominated by Archibald Hill and Otto Meyerhof [846, 847] who shared
the Nobel prize in Physiology (or medicine) in 1922. We’ll not pursue the his-
torical developments in muscle research; interestedreaders are referred to refs.
[847, 848, 849, 850, 851, 852, 853, 854, 855, 856, 857, 858, 859, 860, 861, 862].
In two landmark papers published in 1954, A.F. Huxley and Niedergerke
[863] and, independently, H. E. Huxley and Hanson [864] proposed the sliding
filament hypothesis of muscle contraction [839]. According to this hypothesis,
it is the sliding of the thick and thin filaments past each other, rather than
folding of individual proteins, that leads to the contraction of the muscle. This
theory was formulated clearly and quantitatively in another classic paper of
A.F. Huxley in 1957. The essential assumptions of this model are as follows
[865] (see fig.41):
Figure 41: Cross-bridge model proposed by Andrew Huxley in 1957 (adapted
from ref.[866]).
(i) Each myosin has a binding site M for the actin filament of the same
cross-bridge. While unbound, the myosin executes a one-dimensional Brownian
motion parallel to the actin filament and can bind to the filament with a rate
constant f(x) where x is the extension of its elastic element.
(ii) A myosin head bound to the actin filament can detach from the actin filament
with a rate g(x).
(iii) f(x) is moderate within a certain range of x provided x > 0; however,
f(x) = 0 for x ≤ 0. In contrast, for all x > 0, g(x) < f(x) whereas g(x) is a
large constant for all x < 0.
Let P (x, t) be the probability that a motor at position x (i.e., with strain x)
is attached to the corresponding binding site on the actin filament. Then,
∂P (x, t)
∂t
+
∂P
∂x
dx
dt
= (1− P )f − Pg (222)
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If a steady state exists then dx/dt = V and we have a simpler equation
− V ∂P (x)
∂x
= (1− P )f − Pg (223)
The average force generated can be computed from
F = N
∫
kxP (x)dx (224)
where N is the total number of myosin motors. In principle, the force-velocity
relation can be obtained by first evaluating the steady-state probability P (x).
Does this scheme correspond to a power stroke or a Brownian ratchet? Al-
though non-power stroke mechanism for muscle contraction has appeared in the
literature in many apparently different versions (see, for example, refs.[867]),
only a few interpreted the energy transduction mechanism in Andrew Hux-
ley’s theory as a Brownian ratchet [518, 521]. The functional forms of the
strain-dependent rates of attachment and detachment of the myosin motors to
the actin filaments that Huxley assumed [866] is responsible for the Brownian
ratchet-like mechanism. In several later papers other authors assumed more
complicated functional forms of these rates (see, for example, ref.[868]) to over-
come some of the limitations of the original formulation.
In the original version of the sliding filament model, developed in the nine-
teen fifties, it was generally assumed that the cross bridges moved back and forth
along the backbone of the thick filaments remaining firmly attached to it lat-
erally. However, later X-ray studies demonstrated that the filament separation
could vary without apparently interfering with the actin-myosin interactions.
On the basis of this observation, in 1969, H.E. Huxley proposed the myosin
“lever arm” hypothesis [869]. This model was developed further and formulated
quantitatively by A.F. Huxley and Simmons [870] in 1971 (to appreciate the
status of the theory at that time see Huxley’s review of 1974 [871]).
Many subsequent extensions of the Huxley-Simmons model either incorpo-
rate larger number of chemical states of larger number of pathways. For exam-
ple, a 4-state mechano-chemical kinetic model for muscle contraction, developed
by Eisenberg and Hill [872], was essentially an extension of the Huxley-Simmons
model [870]. In the extended version [872] that Eisenberg et al. also compared
with experimental data [873], the energetics of the elastic strain and the changes
in the chemical states are coupled (see ref.[874] for furher details of this ap-
proach). The importance of more than one pathways in the mechano-chemical
cycle of muscle myosins was emphasized by Piazzesi et al.[875]. In recent years
many powerful experimental techniques have provided deeper insight into the
acto-myosin dynamics[876, 877, 878].
One of the relatively recent theoretical works on muscle contraction incorpo-
rates the cooperativity of the rowers through strain-dependent chemical kinetic
processes [879, 880, 25]. The collective force-velocity relation of the rowers de-
pends on the fraction of the bound heads r = f/(f + g). If r is small, the
load-free sliding velocity s large because of the successive members of a “re-
lay teams” cooperate with each other. However, the force generated is small
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because only a few motors form cross-bridges at a time. In contrast, in the
opposite limit of large r, larger number of cross-bridges gives rise to stronger
force; however, hindrance caused by the crowding of cross-bridges leads to low
velocity of sliding. Many numerical as well as a few analytical treatments of the
theories of various aspects of muscle contraction have been reported over the
last decade [881, 882, 883, 884]
19.2 Sliding of acto-myosin bunldle in non-muscle cells:
stress fibers
In non-muscle cells actomyosin bundles form stress fibers where filament sliding
driven by myosin motors has strong similarity with actomyosin system in muscle
cells [885, 886]. These actin bundles are involved in cell adhesion, contractility
as well as in motility [887]. The stress fibers are essential components also in
machineries involved in mechano-transduction. The structure and mechanism
of operation of stress fibers in motile cells are different from those in non-motile
(but contractile) cells [888].
The roles of chemical signaling in the alignment of stress fibers during cell
adhesion has been modeled mathematically by Scholey et al. [889]. However,
this model does not deal with the actomyosin crossbridges explicitly. A con-
tinuum model for the kinetics of cell contractility was developed by Deshpande
et al. [890] and implemented computationally using the finite element method.
This model includes (i) a simple form of time-dependence of an activation signal
that triggers formation of stress fibers, (ii) an equation for the kinetics of the
stress fibers where the signal-dependent recruitment of actin and myosin com-
petes against their tension-dependent dissociation; and (iii) phenomenological
equations that relate the bundle contraction (or extension) rate to the tension
thereby accounting for the acto-myosin crossbridge dynamics. This model and
its numerical implementation are based on fairly standard strategies of modeling
and simulation in engineering for elastic continua.
Most of the models mentioned above did not incorporate the details of the
signaling pathways. An attempt to capture at least some of these details was
made by Besser and Schwarz [892]. They modelled stress fiber contraction by
combining somewhat detailed biochemical signaling processes with the mechan-
ics of the contractile fibers. Each sarcomeric unit of the stress fiber has been
modelled by extending the Kelvin-Voigt model for a viscoelastic material. A
Kelvin-Voigt unit consists of a spring and a dashpot joined in parallel. The ef-
fects of the the myosins, which slide the actin fibers, is captured by adding, also
in parallel, a “contractile module” that generates a contraction force Fm. For
simplicity, a linear force-velocity relation was assumed for the motor-generated
contractile force. The one-dimensional model of the stress fiber is a chain of cou-
pled series of sarcomeric units. In the continuum limit of this chain the equation
for the displacement variable u(x, t) satisfies a partial differential equation in
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which mixed derivatives of u(x, t) also appear [892]:[
∂
∂x
ηe(x, t)
∂
∂x
∂
∂t
+
∂
∂x
k(x)
∂
∂x
]
u(x, t) == −1
a
∂
∂x
Fstall(x, t) (225)
where the spring constant k(x) need not necessarily depend on x, but the
spatially-varying effective viscosity ηe(x, t) is enhanced by the motor activity.
The effective stall force Fstall(x, t) is assumed to depend linearly on the active
fraction n(x, t) of the myosin heads so that Fstall(x, t) = Fmaxn(x, t) attains
its maximum value Fmax only if all the myosins within the cross-section at x
are active. The myosins get activated by a biochemical signaling pathway. The
fraction n(xt) is determined by solving the corresponding system of reaction-
diffusion equations that describes the biochemical siganling events. One of the
main predictions of this theoretical model is a heterogeneous contraction of the
stress fibers; this result is consistent with experiments [892].
The models mentioned above address mostly the questions on collective be-
havior of the stress fibers. A model has been developed by Stachowiak and
O’Shaughnessy [891] to describe the kinetics of individual stress fibers that ex-
plicitly accounts for the actomyosin crossbridges (see fig.42).
Figure NOT displayed for copyright reasons.
Figure 42: A schematic representation of the stress fiber model developed by
Stachowiak and O’Shaughnessy [891]. (a) Along the axis of the stress fiber,
myosin-containing regions (blue) alternate with α-actinin-containing regions
(green). Each end of the fiber is connected to a focal adhesion. (b) A sar-
cometic unit of the stress fiber consists of actin (grey), myosin (blue) and titin
(orange). The force fmyo is generated by the myosin motors whereas the force
ftitin is associated with the springlike action of the passive protein titin. Te
fiber tension T is exerted by the two neighboring sarcomeres on the two sides
while the force p resist the overlap of actin filaments at their pointed ends (near
the center of the sarcomere). Reprinted from New Journal of Physics (ref.[891]),
with permission from Institute of Physics c©(2008).
In this one dimensional model regions containing myosin motors alternate
with regions containing α-actinin. Each end of the stress fiber is connected
to a transmembrane protein complex, called focal adhesion, that is anchored
to the extracellular matrix. Actin and myosin (and titin) form a sarcomeric
structure that resembles the sarcomere of muscles cells. Suppose x denotes the
length of the sarcomere. Let z be the extent of overlap of the actin filaments
at their pointed ends (see fig.42). The rates of polymerization of the actin
filaments at the barbed ends and that of their depolymerization at the pointed
end are denoted by V+ and V−, respectively. It is assumed that V+ is constant
whereas increasing overlap of the pointed ends of the actin filaments increases
the depolymerization rate V−.
Assuming, as usual, the validity of overdamped approximation, the force bal-
ance equation leads to the following equation for the sarcomere length variation
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with time:
γ[(dx/dt)−V+] = −ktx︸ ︷︷ ︸
elastic force of titin
+ koz︸︷︷︸
elastic force of overlap
− Fs︸︷︷︸
myosin stall force
+ T︸︷︷︸
tension
(226)
where γ is the phenomenological drag coefficient. Moreover, the equation
(dx/dt) + (dz/dt) = V+ − V 0−ekoz/F∗ (227)
imposes the length constraint, where F∗ is a characteristic force. Study of the ki-
netics of relaxation gets simplified by a separation of two different relevant times
scales; usually, actin overlap and polymerization relax in seconds whereas the
sarcomere length relaxation requires minutes [891]. The dimensionless parame-
ter r = γV+/F∗ is good measure of the actin turnover rate. The experimental
data analyzed by Stachowiak and O’Shaughnessy for real stress fibers corre-
spond to r  1. In this limit, they [891] predict that the relaxation time τsarc
for the sarcomere length is τsarc = F∗/(ktV+).
Contact of salmonella bacteria with a host cell can activate the formation of
a contractile acto-myosin machinery that resembles stress fibers. [893]. Contrac-
tion of this machinery generates sufficiently strong force that pulls the bacterium
inward thereby driving the invagination of the host cell. The sarcomeric organi-
zation is not essential for the contractility of actomyosin crossbrige. Contractile
actomyosin bundles, without sarcomeric organization, can arise from buckling
of actin filaments [894, 895].
19.3 Sliding MTs by axonemal dynein and beating of flag-
ella
The molecular composition, structure and dynamics of eukaryotic flagella are
totally different from those of bacterial flagella. Moreover, structurally, eukary-
otic flagella and cilia are qualitatively similar cell appendages; their quantitative
differences lie in their size and distribution on the cell. Therefore, in the past
suggestions have been made(see, for example, ref.[896]) that eukaryotic flagella
and cilia should be called “undulopodia” because of their common undulatory
movements.
In section 17.5.3 we have already reviewed intraflagellar transport (IFT).
In this subsubsection we consider only the physical processes driven by the cy-
toskeletal filaments and the motors which lead to the beating of the flagella.
How the various patterns of these beatings in a fluid medium propels the eu-
karyotic cell is a problem of fluid dynamics and will not be discussed in this
article. Fir historical developments in the research on the machinery causing
the beating of cilia and flagella, see for example, refs. [897, 898, 899, 900, 901].
A cilium (or eukaryotic flagellum) has a very special organization of MTs and
axonemal dyneins. [908, 909, 910] The core of the machinery that drive ciliary
beating is the axoneme. It consists of parallel doublet of MTs. Normally 9
such “outer doublets” are arranged so as to form the outer surface of a cylinder.
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Inside this cylinder, usually a pair of “singlet” microtubules runs along the axis
and there are spokes that radially extend towards each outer doublet. Let us
label the doublets by integer j (j=1,...,N) where j increases in the clockwise
direction when viewed from the basal end of the axoneme. Rows of axonemal
dynein form “crossbridges” between successive doublet, i.e., doublet j with the
doublet j+1 (j=1,...,N). Driven by ATP hydrolysis, each row of dynein slide the
two doublets j and j+ 1 with respect to each other. This sliding gets converted
to a bending of the cilium because of their anchoring at the basal body and
other linkages. In spite of these general features, wide variations have also been
observed in the structures of cilia and flagella [911].
Many investigators have made important contributions in the theoretical
modeling of flagellar and ciliary beating [909] There are some superficial sim-
ilarities between muscle contraction and flagellar beating- both are driven by
sliding of filaments by molecular motors [912]. A sliding filament model for
flagellar beating was suggested by Brokaw [913].
Beating requires a “switching” phenomenon. Two different types of switch-
ing can be envisaged: (i) switching at temporal “switch points”, and (ii) switch-
ing at spatial “switch points” [914]. In order to complete the model, the mech-
anism of the switching has to be incorporated. Brokaw [913, 912] proposed a
curvature control model based on the hypothesis that when the flagellum bends
up to a critical curvature, it triggers the inactivation (switching OFF) of one
set of dyneins and activation (switching ON) of the opposing set of dyneins.
Lindemann [915, 916, 917, 918, 919] suggested a geometric clutch hypothesis
that, at first sight, may appear an alternative mechanism of switching. In this
scenario, in the intact straight axoneme the dyneins are far enough from their
respective binding sites so that practically no crossbridge is found. In contrast,
when a flagellum bends the stretching of the nexin links, that hold the outer
doubles in a ring-like geometry, generates a force transverse to the bend (t-force).
This t-force squeezes some MT doublets close enough that dyneins can now form
crossbridges between them. However, the dyneins now generate a torque that
pushes the doublets apart thereby disengaging the active dyneins (inactivation
of the crossbridges that they formed) and engaging their opposing set of dyneins
(activation of another set of crossbridges). Because of their obvious analogy with
clutches, this switching mechanism is called geometric clutch hypothesis.
Alternative hypotheses for switching are based on either control exerted
through the central-pair spoke [920, 921], or coordinated with the dynein cross-
bridge cycle [922]. The role of the central pair of MTs is not fully understood,
particularly because some cilia do not possess these central MTs [923].
The special 9+2 or 9+0 design of the axoneme and dynein-driven sliding of
the axonemal MTs cause the beating of cilia and flagella. However, for similar
beating of a bundle of MTs much fewer molecular components and simpler
design seems to be adequate [924]. In their in-vitro studies, Sanchez et al. [924],
used only the following main components: (i) a cluster of biotin-labelled kinesin
motors by binding with multimeric streptavidin, (ii) taxol-stabilized MTs, and
(iii) polythylene glycol (PEG). The bundling of MTs is induced by PEG and
relative sliding of the MTs in a bundle are driven by the artificially constructed
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multimeric kinesin. The active MT bundles are attached to a fixed boundary
that serves as the counterpart of the basal body to which the axonemes are
attached in real eukaryotic cilia and flagella. In spite of several crucial differences
in the components and design, the beat patterns of the active MT bundles are
very similar to those of cilia and flagella [924]. The generic beating of the
active filamentous bundles has been predicted theoretically [925, 926] (see also
ref.[927, 928]).
19.4 Sliding MTs by dynein and platelet production
Megakaryocytes are precursor cells that reside primarily in the bone marrow.
Remodeling of each megakaryocyte through a complex series of processes leads
to the formation of thousands of platelets that are released into the bloodstream
[929, 930, 931, 932]. The sequence of these processes begins with the formation
of a long protrusion of the megakaryocyte that serves as the site of organization
of a proplatelet, the precursor of a platelet. These protrusions elongate, become
thinner, and branch out to form tubular projections. Alignment of many mi-
crotubules within the proplatelet leads to the formation of a bundle just under
the cell cortex. These bundles loop around forming buds at the tips of the
proplatelets.
Although the MT bundle keeps growing in length by ongoing MT polymer-
ization, the proplatelet enlargement is not driven by piston-like action of the
polymerizing MTs. In fact, the plus ends of the MTs are dispersed through-
out the cortex of the proplatelet and not all the MTs are oriented parallelly in
the bundle [930, 931, 932]. It is the sliding of the MTs relative to each other
by dynein motors that is believed to be responsible for the growth of the pro-
platelets. Thus, platelet formation can be divided roughly into three phases: (i)
emergence of the protrusion of a megakaryocyte thereby initiating the formation
of a proplatelet, (ii) elongation, thinning and branching of the proplatelet, and
(iii) release of the platelets from the tips of the proplatelets. The general prin-
ciples of cell protrusions driven by cytoskeletal filaments and associated motors
will be discussed in the next section.
In this section we briefly mention the key ingredients of a computational
model that has been developed very recently [933] for primarily the stage (ii) of
the process, namely the emergence of the shape of the proplatelet. This model
is based on the assumption that the shape of the proplatelet is determined by
a balance of the forces acting on the MT bundle that runs along its periphery.
The MT bundle is modeled as node-spring loop where each node interacts with
two adjacent neighbors on its two sides. Both stretching and bending result in
restoring forces. The extension of the MT bundle is implemented by gradual
elongation of the rest lengths of all the springs in the loop; the plausible micro-
scopic physical origins of these elongations (e.g., MT sliding and polymerization)
are, however, not incorporated explicitly. Bundling proteins, that “zipper” the
MT bundles on the opposite sides of a narrow corridor of the barbell-shaped
proplatelet, are mimicked by transient elastic bonds. The compressive force
exerted by the cell cortex is captured by an effective pressure P . Using this
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model, Thon et al. [933] demonstrated the effects of the initial perimeter of
the proplatelet and the number of MTs in the bundle on the transition from
spherical to barbell shaped proplatelet.
19.5 Sliding MTs by kinesin-5
Kinesin-5 is homotetrameric in the sense that it has four identical motor domains
with a pair of motor domains at each end of a rod-like stalk. Most of the in-
vitro experiments on kinesin-5 have been performed with Eg5, a member of this
family. It is a plus-end directed motor. Each kinesin-5 motor can crosslink a
pair of MTs such that the two pairs of its heads, located at the two ends of the
stalk, walk on the two different MTs that are crosslinked by it [934].
From in-vitro experiments with polarity-labelled MTs, Kapitein et al. [935]
established that parallel MTs crosslinked by Eg5 remain practically static whereas
an Eg5 crosslinker slides two mutually antiparallel MTs. In the latter case the
sliding velocity 2V of the crosslinked antiparallel MTs arises from the fact that
one pair of its heads walk on one of the crosslinked MTs with a velocity V while
the other pair of heads walk with a velocity −V on the oppositely oriented
MT. Eg5 gets activated and its directional motility gets triggered only when it
crosslinks two MTs [936]. This is very similar to the activation of kinesin-1 by
cargo binding [566]; one of the two MTS cross-linked by the kinesin-5 can be
viewed as the cargo for kinesin-5 while the other is regarded as a track [936].
The structural transitions and chemical steps in the ATPase cycle of indi-
vidual Eg5 motors have been monitored simultaneously [937]. Monitoring the
domain movements of Eg5, using FRET as the probe, Rosenfeld et al. [938]
proposed a kinetic scheme for the ATPase cycle of individual heads (motor
domains) of Eg5.
So far as the mechanism of force generation and stepping pattern is con-
cerned, a comparison of the members of kinesin-5 and kinesin-1 families has
been reported [939]. For example, at a given ATP concentration, Eg5 is much
slower than kinesin-1 although the ATP-dependence of both follow the same
Michaelis-Menten equation [939]. In order to understand the mechanisms of
Eg5 and compare it with conventional dimeric kinesin-1, dimeric Eg5 (essen-
tially, a truncated ‘half Eg5”) have been constructed genetically. At first sight,
the mechano-chemical kinetics of such a dimeric Eg5 might be expected to
be similar to that of a kinesin-1. But, biochemical experiments as well as
single-molecule manipulations have revealed that the dimeric Eg5 is (i) slower,
(ii) less processive, and (iii) less sensitive to load force than dimeric kinesin-1
[940, 941, 942, 943, 944] These differences may be consequences of the differ-
ences in the stiffness and docking/undocking of their neck linkers [938]. These
structural differences may be the results of their evolutionary adaptation for
distinct functional roles- full length tetrameric Eg5 motors usually work as MT
sliders in small groups whereas dimeric kinesin-1 work as lonely porters [942]. A
5-state kinetic model has been proposed for the stepping of dimeric Eg5 during
a processive run [944].
In order to understand the relevance of the coordination of the two heads
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of dimeric Eg5 constructs, Kaseda et al. [945] engineered an even further trun-
cated Eg5 construct that has only a single head. Based on their experimental
observations on this single-headed Eg5, they claimed that MT sliding driven by
full tetrameric Eg5 is very similar to sliding of actin filaments by myosin-II in
muscles. For any Eg5, they claim, only one of the two heads interacting with a
MT generates force while the other is redundant; coordinated hand-over-hand
processive walking of the two heads of Eg5 are rare events [945]. These claims
are not consistent with the results obtained from single molecule experiments
on dimeric Eg5. Plausible reasons for these discrepancies have been listed by
Kaseda et al.[934].
19.6 Section summary
In this section we have reviewed several different motor-filament crossbridge
system that display striking similarities of motor-induced sliding of cytoskeletal
filaments.
Interestingly, specific power output of muscles and eukaryotic flagella are
comparable. For both, large number of motors collectively slide cytoskeletal
filaments although the force producers are quite different. In contrast, the
specific power output of the cytokinetic furrow is few orders of magnitude lower
than that of muscle in spite of the fact that both are acto-myosin systems. This
difference may be a consequence of the widely different density of the myosin
motors in the two systems.
20 Push / pull by polymerizing / depolymeriz-
ing cytoskeletal filaments: specific examples
of nano-pistons and nano-hooks
Earlier in section 13, we have discussed only a few generic models that account
for the pushing and pulling forces generated by nano-pistons and nano-hooks,
respectively. In this section we discuss more explicit models for the force gener-
ation by cytoskeletal filaments in eukaryotes as well as that by their prokaryotic
homologs by taking into account some of the key specific features of their struc-
ture and dynamics. The polymerizing filaments “polarize” cells, form dynamic
cell “protrusions” and drive the engines of motility of single cells as well as
collective migration of a group of cells.
Unicellular microorganisms have developed diverse molecular mechanisms of
locomotion. The actual mechanism used by a specific type of organism depends
on the nature of the environment in the natural habitat of the organisms. If a
micro-organism lives in a bulk fluid, it’s natural mode of motility is swimming.
In contrast, if a micro-organism lives in a thin fluid film close to a solid surface
(i.e., in a wet surface), gliding should be its mechanism of movement [946, 947,
948, 949, 950]. Of course, some micro-organisms may be capable of utilizing
both these modes of motility.
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Unicellular eukaryotes, like free-living protozoa, move primarily for food. In
multicellular prokaryotes, cell locomotion is essential in development. Moreover,
leukocytes move to offer immune response. Furthermore, fibroblasts, which
are normally stationary, move during wound healing. Swimming, gliding and
crawling are some of the most common modes of motility of eukaryotic cells.
One of the fundamental questions on cell motility is the molecular mech-
anisms involved in the generation of required forces. Broadly speaking, three
different mechanisms have been postulated and their possibility in specific con-
texts have been explored: (i) Force generated by polymerization of cytoskeletal
protein filaments (actin and microtubules), (ii) Force generated by cytoskeletal
motors by their interactions with filamentous tracks, and (iii) forces of osmotic
of hydrostatic origin.
Since our aim here is limited to a discussion of the mechanisms of force
generation by the cytoskeletal filaments and their prokaryotic analogs, and since
a detailed discussion of cell motility is beyond the scope of this review, we’ll
explain these phenomena only briefly and provide relevant references to the
literature in the appropriate contexts.
20.1 Force generated by polymerizing microtubules in eu-
karyotes
Pushing force generation by polymerizing MTs has been investigated experi-
mentally for the last one and half decades (for reviews, see ref. [951, 952, 953,
954, 955, 956, 957, 958, 959, 960]). A normal MT consists of 13 protofilaments.
If the tips of all the protofilaments always touched the same obstacle, one could
replace the MT by a single rigid rod. However, in reality, only a fraction of these
protofilament may touch the obstacle at a time and this fraction may fluctu-
ate because of the stochastic kinetics of the polymerization process. Thus, the
load force is shared by only those protofilaments that touch the membrane. At
any instant, those load-bearing protofilaments are too close to the obstacle to
polymerize because the gap in between the obstacle and their tips are not wide
enough to accomodate a α− β tubulin dimer. However, by supporting a larger
share of the load, these protofilaments “subsidize” the growth of those neigh-
boring filaments whose tip is farther from the obstacle. The Brownian ratchet
model [538] of force generation by filament polymerization, which we sketched
in section 13, was appropriately modified by Mogilner and Oster to incorporate
this “subsidy effect” [954].
Mogilner and Oster [954] assumed that the longest protofilament can support
the MT against the membrane. In this one-dimensional model the origin of the
coordinate system is placed at the tip of the longest protofilament (see fig.43).
Suppose, N(x, t) represents the number of protofilament tips at a distance x
from the tip of the leading protofilament at time t, where x = {(`/13)j}, with
j = 0, 1, ... labelling the protofilaments and ` = 8nm is the length of a α − β
tubulin dimer. The protofilaments within a distance ` from the membrane are
identified as the “working protofilaments” [954]. If the tip of a protofilament
is at a distance y from the tip of the leading protofilament just before a α − β
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Figure 43: The “subsidy effect” in MT polymerization where ` denotes the
length of a α− β tubulin dimer. The protofilament 1 was initially at a distance
y < ` from the leading tip; attachment of a α − β tubulin dimer to its tip
causes it to become the leading tip and, thus, the leading tip advances by a
distance `− y. Although the protofilaments 2 and 3 have neither elongated nor
shortened, the position of their tips with respect to that of the leading tip has
changed because of the elongation of the protofilament 1. The protofilament 2
now finds its tip at a new distance x > ` from the new leading tip whereas its
tip was originally at a distance x− (`− y) from the old leading tip. In contrast,
the protofilament 3 now finds its tip at a new distance x < ` from the new
leading tip whereas its tip was originally at a much shorter distance x− (`− y).
(adapted from ref.[954]).
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tubulin dimer assembles on its tip, then the leading tip is advance by a distance
`− y (see fig.43).
In order to get the continuum limit N(x, t) is scaled to the density n(x, t) =
N(x, t)/(`/13) with the constraint N =
∫
n(x, t)dx arising from the conservation
of the total number of tips. kon and koff denote the rates of attachment and
detachment of tubulin dimers at a MT tip far from the wall. In the presence of a
load force F , the rate of growth is altered from kon to κon(F, y) = konexp[F (y−
`)/(kBT )]. The rate equations for n(x, t) are [954]
∂n(x, t)
∂t
= konn(x+ `) + koffn(x− `)− (kon + koff )n(x)
+
∫ `
0
κon(F, y)n(y)n(x+ y − `)dy︸ ︷︷ ︸
Gain of tips at x because of polymerization of tips at y
− n(x)
∫ `
0
κon(F, y)n(y)dy︸ ︷︷ ︸
Loss of tips at x because of polymerization of tips at y
, for x ≥ `
(228)
(as depicted by the protofilament 2 in fig.43), and
∂n(x, t)
∂t
= konn(x+ `)− koffn(x)
+
∫ `
`−x
κon(F, y)n(y)n(x+ y − `)dy︸ ︷︷ ︸
Gain of tips at x because of polymerization of tips at y
− n(x)
∫ `
0
κon(F, y)n(y)dy︸ ︷︷ ︸
Loss of tips at x because of polymerization of tips at y
, for 0 ≤ x < `
(229)
(as depicted by the protofilament 3 in fig.43). The average velocity of the
membrane protrusion can be calculated from
V (F ) = −koff `+
∫ `
0
(`− x)κon(F, x)n(x)dx (230)
Mogilner and Oster [954] obtained not only the force-velocity relation (relation
between the average velocity of MT growth as a function of the load force),
but also the steady-state distribution of the tips of the protofilaments for a few
distinct strengths of the load force. Predictions of both the Brownian ratchet
theory of pushing force generated by polymerizing MTs, both with and without
proper accounting of subsidy effect have been the subjects of many experimental
studies [955, 951].
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20.2 Force generated by polymerizing actin: dynamic cell
protrusions and motility
Proper biological function of a cell requires appropriate spatio-temporal orga-
nization. For spatial organization within the cell, the number, size, shape and
the internal environment of the organelles need to self-organize.
20.2.1 Force generation and cell protrusion by actin polymerization
Actin filaments are much more flexible than MT filaments. Moreover, these not
only have a double-helical structure but also form a branched network. The
Brownian ratchet model [538] was extended to the “elastic Brownian ratchet”
[1029] by incorporating the interplay of bending elasticity and thermal fluctu-
ations in the model. The space in between the obstacle and the filament can
be created by the thermally induced fluctuations of the actin filaments rather
than that of the obstacle. In many real situations, a subpopulation of the actin
filaments remain attached to the obstacle while the remaining population are de-
tached from it. The tethered filaments hold the obstacle while the free filaments
can push it by polymerization. By capturing these two distinct populations sep-
arately in the model, the elastic ratchet model was extended by Mogilner and
Oster to the “tethered ratchet model” [1031].
One distinct feature of the actin filaments is that new branches can nucleate
on existing filaments thereby creating a branched network. Such branching has
been modeled by Carlsson [1032, 1033]. A mesoscopic model for force generation
by actin polymerization was developed by Gerbal et al.[1034]. In this model,
the polymerized network of the actin filaments is described as a gel [1035] and
treated as a continuous elastic medium that is anchored to the surface of the
obstacle. Growth of the actin filaments is captured as addition of new layers
on the gel causing compression of the previously formed layers. The release of
the stored elastic energy relaxes the gel and pushes the barrier. Thus, the free
energy of polymerization does not directly push the barrier; it is first stored as
elastic energy which, in turn, performs the mechanical work.
Forces generated by actin polymerization [1046] not only gives rise to dy-
namic cell protrusions at the leading edge of a cell (see table 10) but also plays
the central role in actin-based cell motility [1006, 1007, 1008, 1009, 1010, 1011,
1012, 1013, 1014, 1015, 1016, 1017, 1018, 1019, 1020, 1021, 1022, 1023, 1024].
as well as in the collective migration of a group of cells [1047, 1048, 1049, 1050,
1051, 1052]. Actin-based cell protrusions also play important roles in growth
and morphogenesis of non-motile organisms like filamentous fungi [1053]. Crawl-
ing of animal cell results from a coordinated cycle of three key processes: (i)
formation of cell protrusions in the forward direction, (ii) adhesion of the cell
to a solid substrate, and (iii) retraction from the rear. However, in this review,
we restrict our discussions only to the role of force generators in creating cell
protrusions.
The actin-based protrusions of eukaryotic cells [1006, 1007, 1008, 1009, 1010,
1011, 1012, 1013, 1014, 1015, 1016, 1017, 1018, 1019, 1020, 1021, 1022]. can be
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Protrusion Width Duration
Lamellipodium 0.1-0.2 µm Minutes
Filopodium 0.1-0.3 µm Minutes
Podosome 0.5-2.0 µm Minutes
Invadopodia 0.5-2.0 µm Hours
Table 10: Width and duration of dynamic cell protrusions (adapted from .
ref.[1018]
broadly divided into two categories based on the nature of the actin networks: (i)
branched arrays, and (ii) actin bundles [1025]. The actin networks of lamellipo-
dia of crawling cells and the invadopodia of cancer cells are common examples
of branched arrays. In contrast, the crosslinked parallel filaments in filopodia,
microvili and sterocilia are examples of actin bundles. Filopodia protruding
from a lamellipodium is not uncommon. Other protrusions of the eukaryotic
cell include pseudopodia, ruffles, microvilli, invadopodia, etc. Although the key
role in the formation of these protrusions is played by actin, the myosin motors
also participate in the process, particularly in maintaining the polarity [1025].
Two different models for the formation of the actin-bundles of filopodia
have been proposed. In the “convergent elongation model”, the filopodial actin
filaments are assumed to originate from the lamellipodial actin network. But,
in the “de novo filament nucleation model”, the filopodial actin filaments are
assumed to nucleate separately in the filopodia.
A common feature of the actin networks in lamellipodia and filopodia is
that the fast growing (barbed) ends of the actin filaments are oriented towards
the membrane which gets pushed by the piston-like action of the polymerizing
actin filaments. This piston-like pushing by polymerizing actin is very similar
to piston-like action of polymerizing microtubules, which we discussed earlier,
except that actin can form branched structures whereas microtubules do not.
Moreover, actin-capping proteins [1026] can block the barbed ends of the actin
filaments thereby increasing the concentration of monomeric actin which can
be channelled towards the faster growth of non-capped actin filaments [1027].
But, processive cappers like formin protect the barbed ends from capping pro-
teins thereby enabling the formation of long actin filaments [164]. The role of
the elastic energy of the formin-capped barbed end in the diversity of the actin
polymerization rates have been studied theoretically [1028]. From the perspec-
tive of transport, long-distance movement of a processive capping protein at the
tip of a polymerizing actin filament can be viewed as a molecular motor powered
by actin polymerization [164]. Theoretical models developed for the dynamic
cell protrusions have been reviewed extensively [1029, 1030, 1031, 1045, 1032,
1036, 1037, 1038, 1039, 1040, 1041, 1042, 1043, 1044, 1018].
•Force generated by depolymerizing MSP in nematodes
The uterus of a nematode female is normally packed densely with eggs.
Therefore, it would be extremely difficult for a nematode sperm to swim under
these conditions. Perhaps, that is the reason why, instead of swimming like
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in other eukaryotes, the sperm cell of nematodes crawl [961]. However, a more
interesting feature of nematode sperm motility is the fact that it does not possess
actin! Instead, a protein, called major sperm protein (MSP), acts like actin
[962, 963] forming dynamic filaments which drive the motility of the cell [964].
However, in contrast to actin filaments, the individual filaments of MSP have
no polarity. Therefore, these cannot serve as tracks for any motor proteins (or
their analogs).
There are patches on the individual filaments of MSP which cross-link fila-
ments into “bundles”. Ideas similar to “tethered ratchet”, developed originally
for actin filaments, could be adapted to explain the mechanism of cell pro-
trusion by MSP filament bundles in the leading edge of the nematode sperm
[965, 966, 967, 968]. However, in the absence of myosin and analogous motor
proteins, an altogether different mechanism had to be invoked for the observed
retraction of the rear of the nematode sperm [969]. This mechanism of force gen-
eration by depolymerizing MSP bundles is a physical realization of the generic
mechanism outlined [534] in section 13. A pH gradient was postulated to reg-
ulate MSP assembly at the leading edge and disassembly at the rear. More
recently, biochemical kinetics that regulates the biophysical processes of force
generation has been incorporated in a model [970]. Besides, an alternative plau-
sible scenario of MSP assembly has been proposed [971] to explain the motility
of nematode sperm cells.
•Force generation by depolymerization of type-IV pili in bacteria
Myxobacteria have two different types of engines at their two poles. One
of these assembles type IV pili, a class of dynamic appendages, whose retrac-
tion propels the cell forward and the corresponding mode of motility is called
twitching [972, 973, 974, 975, 976, 977]. A typical type IV pilus is 6 nm thick
and can extend up to about 5 µm from the surface of the cell. In rod-shaped
bacteria, these appendages are normally located at the cell poles. A pilus is a
polymeric helical filament consisting of pilin subunits. [972, 973, 978, 979, 980,
981, 532, 982]
Suppose, polymerization of a pilus is energy-consuming whereas the depoly-
merization is a spontaneous process. PilT, an ATPase, could catalyze the re-
moval of a stabilizing cap at the base of the pilus thereby triggering its depoly-
merization from the base. This process of retraction of the pilus exerts pulling
force on the surface to which its distal tip is tethered. Alternatively, suppose
the polymerization of a pilus is spontaneous. Then, PilT can peel off subunits
from its base in an ATP-dependent manner causing its retraction. In both these
alternative scenario, the energy consumed does not directly pull the pilus to-
wards the membrane. Instead, energy input assures its depolymerization at the
base. Therefore, these have been called Brownian ratchet mechanism and facil-
itated ratchet mechanism, respectively [973]. In the power stroke mechanism,
PilT walks like a ATP-fuelled motor towards the distal end of the pilus and its
stepping forces the pilus directly towards its base [973].
•Force generation by actin comets for motility of bacterial pathogens
A classic example of actin-based cell motility is that of the intracellular
bacterial pathogens, like Listeria monocyteogenes, that are propelled by “actin
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comets” [983, 984, 985, 986, 987, 988, 989, 990, 991, 992] (for an historical ac-
count of its discovery, see ref[993]). In this case a comet-like tail of polymerizing
actin filaments push the pathogen in the host cell. Unlike, cell crawling, which
is also driven by actin-polymerization, neither adhesion to a solid substrate nor
retraction of the rear of the cell is required.
20.3 Cell polarization: roles of cytoskeletal filaments and
motors
Most of the living cells get “polarized” [994]. Polarization of a cell is defined as
a “redistribution of multiple proteins and lipids in the cell” [1000]. Two essen-
tial properties of cell polarity are [1003]: (i) asymmetric distribution of mobile
molecular species between two opposite poles of the cell; and (ii) the oriented
organization of intrinsically polar cytoskeletal filaments (e.g., microtubules and
actin filaments) along the axis of polarity. Polarization leads to the formation
of cell protrusions which are used by a wide variety of cells for their motility.
The “universal” features of polarized cells (i.e., features shared by most of the
polarized cells) have been listed recently [1000]. Establishment, as well as the
subsequent maintenance, of cell polarity depend, at least partly, on the dynamic
assembly of the cytoskeletal filaments and the motor-driven transport that they
support [1002, 1003, 1004, 1005].
Establishment of polarization of a cell may be viewed as a symmetry breaking
phenomenon [995]. In biology, symmetry breaking can take place at several
different levels of organization; at each level, the asymmetry can be attributed
to underlying asymmetries at a lower level of organization. For example, the
polarity of the polar cytoskeletal filaments arise from the asymmetry in the
structure of their subunits and in the kinetics of their polymerization. Similarly,
the polarity of the cytoskeletal filaments plays key roles in generating polarity
of the cell which, in turn, leads to the asymmetries at the levels of tissue and
the organism [995].
The process of establishing polarity of a cell can get assisted by either in-
ternal processes or by its interaction with the external environment or by a
combination of the two. In the absence of any external cause, symmetry of
a cell can be broken by amplification of the spontaneous internal fluctuations
[995, 997]. Alternatively, a mechanical stress generated by the extracellular
matrix or a bio-chemical signal sent by the surrounding aqueous medium (or a
combination of chemo-mechanical interactions of the cell with its environment)
can polarize it [996]. Whether a cell can polarize spontaneously or only in re-
sponse to an external asymmetric signal may depend crucially on the geometry
of the organization of the cytoseletal filaments [998]. The cell membrane is likely
to play am important role in this process. For example, phase segregation of
membrane proteins can give rise to cell protrusions if these proteins assist force
generation by promoting actin polymerization [1054, 1055, 1056, 1057]. Differ-
ent alternative approaches to mathematical modeling of cell polarization have
been reviewed and compared in recent years [999, 1000, 1001].
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Once a cell becomes polarized, how long does the polarity persist? The an-
swer to this question depends on the type of the cell. Some cells utilize this po-
larity for their motility either to chase their enemies or to search for a mate. For
such cells, ability to respond to temporal variations in external stimuli and corre-
sponding adaptation requires changes in the polarization pattern. Transient cell
protrusions can lead to the formation of a nano-tubes [1058, 1059, 1060, 1061]
connecting two cells for their communications [1062]. In contrast, for some cells,
like neuron, polarity needs to be maintained stably throughout the life time of
the cell. Therefore, establishment of the polarized structure of the cell is a part
of its morphogenesis. Interestingly, a single cell exhibits all the hallmarks of
development of an entire multicellular organism, viz., anterior-posterior asym-
metry, dorsal-ventral asymmetry as well as the formation of the overall pattern
[122].
20.4 Section summary
In this section we have reviewed force generation by polymerizing and depoly-
merizing cytoskeletal filaments. A single MT is a stiff linear nano-tube; its
polymerization involves an interesting cooperativity in the load-sharing by the
leading protofilaments. In contrast, actin can form either bundles or branched
network of filaments; cooperativity of the polymerization-depolymerization ki-
netics of these filaments dominate the emerging morphology and motility of a
cell.
21 Mitotic spindle: a self-organized machinery
for eukaryotic chromosome segregation
The asters and vortices observed in in-vitro mixtures of tubulins and motors,
[1063, 1064, 1065, 1066, 1067, 1068, 125, 1069, 1070] have been theoretically
demonstrated to be the emergent patterns [1071, 1072, 1073, 1074, 1075, 1076,
1077]. Such patterns are generic [1078, 1079] and the corresponding acto-myosin
system forms not only asters, but also rings, and various typesof networks [1080,
1081]. In this section we review a self-organized machine called mitotic spindle;
it may be regarded as a system of two interacting asters, and it generates forces
that drive chromosome segregation in eukaryotic cells.
In eukaryotic cells chromosome segregation is preceded by the replication and
condensation of chromosomes which lead to the formation of sister chromatids.
The complex process whereby the sister chromatids in eukaryotic cells are finally
segregated is called mitosis [1082, 1083, 1084, 1085, 1086, 1087, 1088, 1089, 1090]
and is carried out by the mitotic spindle [1091, 1092, 1093, 1094, 1095, 1096,
1097, 1098, 1099, 1100, 1101, 1102, 1103]. A similar machinery, called the
meiotic spindle, runs the related process of meiosis. The evolution of the main
ideas on the mitotic machinery over almost one and a quarter century are well
documented [1104, 1105]. An excellent review [1090] of mitosis has appeared
very recently.
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21.1 Mitotic spindle: inventory of force generators and
list of stages
21.1.1 Mitotic spindle: key components and force generators
The spindle shape in all eukaryotic cells share some common features irrespec-
tive of the pathway that leads to its assembly. When the spindle assembly is
completed, it takes its characteristic fusiform shape. It looks like an ellipsoid
made of fibers which are actually bundles of MT filaments. The minus ends of
the MTs are focussed into the two “poles” located at the opposite ends while
the plus ends of the MTs extend towards the spindle “equator”.
Just before chromosome segregation begins, the sister chromatids remain
attached with each other, mostly in a typical “X”-shaped structure. The region
where the two sister chromatids are closest to each other (the intersection of
the two arms of “X”-shaped structure) is called centromere. At the centromere
region of each sister chromatid a protein complex of a specialized composition
and architectural design is located; this complex, called kinetochore [1106, 1107],
plays a crucial role in mitosis. We’ll describe its structure and function in further
detail later in this section.
MTs in the spindle can be classified into two main categories on the basis of
the interacting partners of their plus ends- (i) kinetochore MTs (kMT), and (ii)
non-kinetochore MTs. The plus end of the kMTs attach with the kinetochores;
the MT-kinetochore coupling is essential for chromosome segregation. Non-
kinetochore MTs can be further subdivided into two major classes- (a) astral
MT (aMT), and (b) interpolar MT (ipMT). There is another set of MTs that
interacts with the chromosome arms. The aMTs radiate from the poles towards
the cell cortex; they are believed to play important roles in the positioning of
the spindle as a whole and in marking the plane for subsequent assembly of
the cleavage furrow during cytokinesis. Two sets of ipMTs, roughly equal in
number, originate from the opposite poles; these antiparallel MTs overlap and
interact (possibly crosslinked by MAPs or MT-based motors) at the equatorial
plane thereby linking the two halves of the spindle mechanically.
The key force generators of a mitotic spindle are [1108] (i) cytoskeletal fil-
aments, and (ii) cytoskeletal molecular motors [1109, 1110, 1111, 1112, 1113,
1114]. The major kinetic processes involved in the force generation are (a)
polymerization and depolymerization of the cytoskeletal filaments, caused by
dynamics instability, predominantly of the MTs, that result in pushing and
pulling forces (b) depolymerization of MTs by depolymerizers (the “shredders”),
generating pulling forces [1115]; (c) relative sliding of the filaments by crosslink-
ing “rower” and “slider” molecular motors [1116, 1117, 1118], (d) transport of
molecular cargoes by “porter” motors, (e) stretching of the chromosomes or
bending of cytoskeletal filaments that generate spring-like elastic forces. Al-
though MT, MT-based motors and MAPS are the main structural and func-
tional components of mitotic spindle and mitosis [1119], actin and myosin are
also suspected to play some roles [1120]. We have reviewed the kinetic models
of all these processes separately in the preceding sections. It is the integration
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of so many processes in cell division that poses the main conceptual challenge
to theoretical modelers.
Recall that a single molecular motor generates a force that is of the order
of pico-Newtons and leads to mechanical movements over a maximum of tens
of nanometers. In contrast, during cell division coordination of a large number
of force generators takes place thereby exerting forces as large as a few nano-
Newtons and causing movements over microns to tens of microns. A satisfactory
theoretical model must show how such large forces and long distance movements
emerge from the cooperation and/or competition between the molecular com-
ponents of the machinery of cell division.
21.1.2 Mitosis: successive stages of chromosomal ballet
The mitotic phase of cell cycle is collectively designated as the M phase. The
M phase is subdivided into a sequence of several phases of shorter duration.
Assembly of the mitotic spindle and its coupling with the chromosomes begins
in the prometaphase and the appropriate positioning of the chromosomes in the
equatorial plane gets completed in the metaphase. Chromosome segregation
takes places in two stages of anaphase. During the first part of anaphase, called
anaphase A, the sister chromatids are pulled apart towards the poles of the
spindle while the pole-pole separation remains practically unchanged. However,
in the second part of anaphase, called anaphase B, pole-pole separation keeps
increasing simultaneously with the poleward movement of the chromosomes. In
the next phase, called telophase, the spindle is disassembled while two separate
nuclei of the two daughter cells form around the segregated chromatin. We’ll
review the kinetics of the mitotic machinery mainly during the period that
covers approximately the prometaphase, metaphase and anaphase.
21.2 Spindle morphogenesis
Spindle morphogenesis [1102] involves at least three positioning tasks: (i) po-
sitioning of the spindle as a whole in the parent cell, (ii) positioning of the
chromosomes within the spindle in the equatorial plane, and (iii) positioning of
the poles within the spindle at a certain distance from the chromosomes. Such
positioning requires a subtle interplay of several force generators that are parts
of the complex machinery. Positioning of poles is, however, different from the
other two in one respect; it establishes a spatial scale, namely, the pole-to-pole
separation which need not be determined by the cell size alone [119, 121, 122].
Studying the pole-to-pole separation in terms of the forces generated by the
various force-generating components of the mitotic machinery has received at-
tention of both experimentalists and theorists.
Spindle morphogenesis also involves correct orientations: (a) correct orien-
tation of the major axis of ellipsoidal symmetry which decides the directions in
which the two sister chromatids are pulled apart in the anaphase; (b) orientation
of the sister chromatids with respect to the MT filaments.
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There are more than one pathways for spindle formation, the major path-
ways being (i) centrosome-directed astral pathway and (ii) chromosome-directed
anastral pathway; each pathway consists of many steps [1121]. Computer simu-
lations [1122] indicate that nature may use a combination of these two pathways
to speed up spindle self-organization. In this subsection we review the roles of
the various components, particularly the force-generators, in the kinetics of
spindle morphogenesis.
21.2.1 Centrosome-directed astral pathway: “search-and-capture”
as a first-passage time problem
In one of the common pathways, MTs nucleate at the centrosomes located at
the poles and grow towards the equator by polymerization. The growing mi-
crotubules explore (or “search”) the three-dimensional nuclear/cellular space
until they are captured by one of the sister kinetochores on a sister chromatid.
Such a chromosome is called “monooriented” because it is attached to only a
single pole of the spindle. Subsequently, when the other sister kinetochore is
captured by another MT approaching from the opposite pole, the “bioriented”
chromosome is said to be correctly aligned. Correct alignment of all the sister
chromatids is a pre-requisite for proper segregation of the chromosomes.
The “search-and-capture” mechanism was originally proposed by Kirschner
and Mitchison [1123]. A growing MT may have difficulty finding a kinetochore
because of the small size of the latter and also because it may not be located in
the direction of growth of the MT. However, because of dynamic instability, a
futile growth of a MT in a wrong direction can be corrected. The MTs randomly
explore the space and once a MT makes a chance encounter with a kinetochore
the contact gets stabilized whereas those MTs that do not make a successful
contact with a kinetochore would soon depolymerize.
For simplicity of an elementary calculation, based on heuristic arguments,
let us ignore the possibility of rescue. Suppose d is the distance of the tar-
get kinetochore from the MT nucleation site. Suppose, p is the probability of
a successful search. Let ts and tu be the durations of typical successful and
unsuccessful searches, respectively. Then, the search time would be
Tsearch = pts+p(1−p)(ts+ tu)+p(1−p)2(ts+2tu)... = ts+
(
1− p
p
)
tu (231)
where p can be expressed as a product p = pdpr where pd is the probability of
growing in the direction of the target and pr is the probability of reaching a
distance d before depolymerizing completely.
Since pd is proportional to the solid angle subtended by the target kine-
tochore, pd = pir
2
kt/(4pid
2) = r2kt/(4d
2). where rkt is the effective radius of a
kinetochore. Thus, pd is expected to be small enough to satisfy the condition
p 1. In this limit, Tsearch ' tu/p. So, we need to estimate tu and p.
Suppose, Vg and Vs are the velocities of the MT in its growing and shrinking
phases, respectively. In the simple Hill model [2270, 2271] (or, the corresponding
Dogterom-Leibler continuum version [2274]), pr ' exp(−d/ < L >) where <
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L >' Vg/fcat is the average length of a MT in the steady state; Vg and fcat being
the rates of growth and catastrophe, respectively. Moreover, tu =< L > /V ,
where both the growth and shrinkage rates (assumed to be approximately equal)
are represented by a single symbol V . So, finally, according to this approximate
analysis [1124],
Tsearch '
(
< L >
V
)(
4d2
r2kt
)
ed/<L> (232)
This mechanism can be efficient provided the frequencies of catastrophe and
rescue satisfy the following two conditions [1124]:
(i) the rescue frequency should not be large;
(ii) the catastrophe frequency should be such that the resulting average length
of a MT is equal to the mean separation between the centrosome and the kine-
tochore.
Because of the condition (i) MTs would not waste time searching repeatedly
in a “wrong” direction. The condition (ii) ensures that a MT neither suffers
premature catastrophe while growing in the “right” direction nor waste time
continuing its growth in a “wrong” direction. It is also obvious that the average
time needed to capture one kinetochore can be reduced by increasing the num-
ber of MTs. Similarly, for a given number of MTs, longer time will be required
to capture all the kinetochores.
A more systematic, and somewhat more general, calculation of the search
time was reported by Wollman et al.[1125]. Then, for a system consisting of a
total of Nm MTs and Nk kinetochores, the average time needed for an “unbi-
ased” search-and-capture is [1125]
< TNm,Nksearch >'< T 1,1search >
ln Nk
Nm
(233)
where the expression
< T 1,1search >=
(
Vg + Vs
Vsfcat
)(
4d2
r2kt
)
exp(dfcat/Vg) (234)
differs slightly from the heuristically derived expression (232). Thus, the search
time is inversely proportional to the total number of MTs and proportional to
the logarithm of the total number of kinetochores. Wollman et al.[1125] argued
that this simple model of “unbiased” search-and-capture can be made at least
10 times faster by biasing the search process.
The model used above [1125] suffers from three limitations: (i) By assuming
that the entire spindle space is available for search by the MTs it overestimates
the search efficiency because, in reality, the chromosome arms occupy a sig-
nificant region of this space and hinder search; (ii) It is based on the astral
pathway for spindle assembly and fails if anastral pathway dominates; (iii) It’s
main aim is to investigate the speed of the search-and-capture process without
paying attention to the accuracy of the resulting assembly.
The average time needed for capture is a mean first-passage time. A system-
atic calculation, that is more rigorous than the previous works, was carried out
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only for the special case for M = 1 by Gopalakrishnan and Govindan [1126]. A
search cone for a MT nucleation site is defined by the corresponding solid angle
∆Ω. If a target kinetochore at a distance d from the nucleation site falls within
this cone and has a cross sectional area a, then the probability that nucleation
takes place in the “correct” direction is p = a/(d2∆Ω). For simplicity, they
assumed that within a search cone the cell boundary is at the same distance R
from the center. Let Φ(d, T ) denote the conditional first passage time density
(CFPD) for a freshly nucleated microtubule to reach a target at a distance d,
for the first time, without ever shrinking to vanishing length in between. QX(T )
is the CFPD for shrinking to vanishing length after a life time T without ever
reaching a distance X from the nucleation site in between. Similarly, Ψ(T ) is
the CFPD for a freshly nucleated MT to disappear after a time interval T , fol-
lowing its encounter with the cell boundary at least once in between. Let the
symbols tc and tw denote that mean time spent in searching in the correct and
wrong directions, respectively. Moreover, suppose, ν is the nucleation rate and
tν is the time in between successive nucleations, i.e., the mean time between
the disappearance of a MT and re-nucleation of the next MT at the same site.
According to this analysis [1126],
< TNm,Nksearch >= Ns[ptc + (1− p)tw + tν ] = Tc +
1− p
p
Tw +
1
p
Tν (235)
where Ns = 1/[pΦ˜(0)] is the mean number of unsuccessful search events before
each successful event, Tc = −[Φ˜′(d, 0) + Q˜′(d, 0)]/[Φ˜(d, 0)], Tw = −[Q˜′(R, 0) +
Ψ˜′(0)]/[Φ˜(d, 0)], νTν = 1/[Φ˜(d, 0)], are written in terms of the Laplace trans-
forms Φ˜(X, s) and Q˜(X, s) and Ψ˜(s) whose exact expressions were obtained
explicitly. The results reported by Gopalakrishnan et al. [1126] has been re-
derived by Mulder [1127] following an alternative mathematical approach.
•From asters to spindle
There are some general principles of spindle formation that are shared by
both the astral and anastral pathways [1128]; these are (a) nucleation and
growth of MTs, (b) formation of well defined poles and equator, (c) attachment
of the chromosomes to MTs of the spindle. What makes the two pathways
different is the sequence of these events. In the astral pathway, nucleation and
growth of the MTs from the poles first forms two asters which then interact with
each other as well as with the chromosomes to position the sister chromatids on
a plane that forms the spindle equator. To explain the role of molecular motors
in this pathway, Nedelec [1129] (see also ref.[1130]) developed an in-silico model
in which two asters exist initially in the presence of a both plus-end directed and
minus-end directed motors. Computer simulations of this model demonstrated
the formation of a spindle pattern by motor-driven fusion of the two asters.
Computer simulation of a model that includes static MT-end crosslinking (or,
MT-bundling) proteins and molecular motors to explore the focussing of the
minus ends of the MTs into spindle poles [1131, 1132].
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21.2.2 Chromosome-directed anastral pathways via sliding and sort-
ing of MTs
There exists another pathway for spindle formation in which the MTs nucleate
around chromosomes, instead of nucleating at centrosomes [1133, 1134, 1135]. If
each of the chromosomes could organize their respective MTs into separate mini
spindles, a human cell could assemble 46 mini spindles simultaneously [1136].
But, instead, a cell deploys an elaborate team of motors which sort the micro-
tubules into an antiparallel array to generate one single bipolar spindle where all
the sister chromatids are aligned correctly at the equatorial plane. A spindle as-
sembled by this anastral pathway appears very similar to astral spindles except
that no centrosome exists at the spindle poles. Thus, the sequence of the main
events along this pathway differ from those along the astral pathway although
the basic processes are the same, i.e., both involve (i) nucleation and growth of
MTs, (ii) formation of well defined poles and equator, and (iii) attachment of
the chromosomes to the MTs.
Interestingly, motor-driven sliding and sorting of MTs nucleated on just
chromatin-coated beads can lead to the formation of spindle patterns in-vitro
in spite of the absence of both centrosomes and kinetochores [1092, 1137]. This
has also been supported by the corresponding theoretical model developed by
Schaffner and Jose [1138, 1137].
In the “slide-and-cluster” model [1139] the MTs, after nucleation near the
chromosomes, slide and cluster. Occasionally, because of the dynamic instabil-
ity, MTs can be lost if it is not rescued after a catastrophe. Under suitable
conditions, which we explain below, a spindle may emerge from such a slide-
and-cluster kinetics. For simplicity, let us assume that the motion of the MTs,
nucleated near the chromosomes, are controlled by only two types of motors:
sliding motors (e.g., Eg5) and clustering motors (e.g., dynein) (see ref.[1140] for
another slide-and-cluster model that differs in some respect from the slide-and-
cluster model of Burbank et al. [1139]).
A sliding motor that crosslinks two antiparallel MTs walks towards the plus
end of each thereby pushing the minus ends of the two MTs away from each
other. On the other hand, a sliding motor resists the relative sliding of two
parallel MTs. In contrast, a clustering motor moves towards the minus ends
of the two MTs that it links; upon reaching the minus end of one of the two
MTs it stops moving on that MT while it continues moving on the other. When
such a clustering motor crosslinks two parallel MTs it moves their minus ends
close together; the minus ends of a group of parallel MTs are thus clustered by
clustering motors. Thus, on the average, half of the MTs get their minus ends
focussed at a point in one half of the spindle while those of the remaining MTs
get focussed in the other half of the spindle thereby forming the two opposite
poles. Near the chromosomes, the two species of motors cooperate because
both pull the MTs outward. But, they compete in the regions away from the
chromosomes. The pole-to-pole separation stabilizes to a steady value when the
opposing velocities imparted by the two species balance each other.
As a concrete example, let us quantify these intuitive ideas to develop a
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one-dimensional mathematical model for anastral spindle morphogenesis . Sup-
pose, Fs and Fc represent the stall forces of the sliding and clustering motors,
respectively. The average number of sliding motors per unit length of MT is de-
noted by cs. Similarly, the average number of clustering motors per minus-end
crosslink is denoted by nc. Suppose, Vs and Vc are the zero-load velocities for
single head of a sliding motor and a clustering motor, respectively.
Making the simplifying assumption that the viscous drag and the random
thermal force on a MT are negligibly small [1139], the net force on a MT which
has its minus end at x is given by [1139]
Fnet(x) = Fsl,par(x) + Fsl,apar(x) + Fcl,par(x) (236)
where the first and second terms on the right hand side of the equation (236) are
the forces arising from its sliding against parallel and an antiparallel MTs, re-
spectively whereas the third term represents the force experienced by it because
of motors clustering it with other parallel MTs.
Suppose, ρ(x) and ρ˜(x) are the number densities of the minus ends of right
moving and left moving MTs, respectively. A sliding motor that crosslinks two
parallel MTs is assumed to exert a “drag” force that is proportional to their
relative velocity. For simplicity, it is also assumed that all the MTs have the
same length L [1139]. If the minus ends of the two crosslinked parallel MTs are
at x and y (and |y − x| < L), then,
Fsl,par(x) =
∫ x+L
x−L
Fscs(L− |y − x|)
[
v(y)− v(x)
2Vs
]
ρ(y) dy (237)
Similarly, assuming that a sliding motor crosslinking two antiparallel MTs pushes
them apart with a force that vanishes when the relative velocity is 2Vs, one gets
[1139]
Fsl,apar(x) =
∫ x
x−2L
Fscs(L− |L+ z − x|)
[
1 +
v˜(z)− v(x)
2Vs
]
ρ˜(z) dz (238)
which exploits the fact that antiparallel MTs with minus ends at x and z will
overlap if 0 < |x− z| < 2L. Note that force experienced by a MT because of its
crosslinking with another parallel MT by a clustering motor depends on which
of the two is farther to the right and, hence [1139]
Fcl,par(x) =
∫ x+L
x−L
Fcnc
[
sign(y − x) + v(y)− v(x)
Vc
]
ρ(y) dy (239)
We need separate equations for ρ(y) and ρ˜(z). For simplicity, the following
assumptions are made [1139]: (i) that the MTs nucleate only at the center of
the spindle (corresponding to x = 0) at the rate R, and (ii) that the MTs have
an average lifetime τ . Then, the conservation of the number of MTs is described
by the equation of continuity [1139]
∂ρ
∂t
+
∂(V ρ)
∂x
= Rδ(x)− ρ
τ
(240)
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where the “source” and “sink” terms are written on the right hand side of the
equation. In the steady state, ∂ρ/∂t = 0, Fnet(x) = 0 (force balance) and,
by symmetry, ρ˜(z) = ρ(−z), V˜ (z) = −V (−z). Then, the steady-state profiles
ρ(x) and v(x) are determined by the conservation law (240) and the force bal-
ance equation (236). Analytical calculation is possible in the limiting condition
when the MT length L is much longer than the region over which most of the
minus ends are distributed. This condition, in turn, implies almost complete
overlap between the parallel MTs and small overlap between antiparallel MTs.
Consequently, the steady-state distribution of the minus ends of the MTs is
determined completely by a single dimensionless parameter [1139]
φ =
(
Vc
Vs
)[ {Fcnc/Vc}
{Fcnc/Vc}+ {FscsL/(2Vs)}
]
(241)
which captures the fractional contribution of the clustering motors in the com-
bined effects of the two types of motors. There exists a critical value φ = φc,
such that the clustering forces dominate for φ > φc. For all φ < φc, spindles
do not have sharply defined poles. On the other hand, for φ ≥ φc, sharp poles
form. Moreover, the pole-pole separation increases with increasing φ beyond
φc. In the large φ limit almost all the minus ends are clustered at the poles and
the pole-pole separation saturates.
21.2.3 Amphitelic attachments: a determinant of fidelity of segre-
gation
Because of the intrinsic randomness of the search-and-capture mechanism of the
astral pathway, only rarely both the sister kinetochores attach with MTs simul-
taneously. Therefore, after MTs from one of the poles capture a kinetochore,
the sister kinetochore remains in an unattached state for a further period of
time. In other words, most of the chromosomes remain in a “monooriented”
state for some time before the unattached sister kinetochore is finally captured
by MTs growing from the opposite pole of the spindle thereby making the pair
“bioriented” [1141].
The major source of mitotic error is wrong attachment of the sister chro-
matids to the MTs. Proper segregation of the chromosomes in the anaphase
can take place only if, in the earlier phases, kinetochores of the two sisters
are attached to the plus ends of MTs emanating from opposite poles; such at-
tachments are called amphitelic. In contrast, in syntelic attachment both the
sister kinetochores are attached to the same pole of the spindle; in this case,
segregation of the two sisters towards opposite poles cannot take place. If a
single kinetochore is attached to MTs coming from both the poles, and its sister
kinetochore is attached to a single pole, such an attachment is called merotelic;
the chromosome would not move towards either pole even after the two sister
chromatids separate. Large number of syntelic attachments result if the two
spindle poles are too close to search the entire cellular space [1142]. Efforts are
on to unambiguously identify the molecular “sensors” that detect, and correct,
the merotelic attachments [1143].
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A comparison of the mechanisms of error detection and error correction
during DNA replication with those during chromosome segregation brings out
the stark contrasts vividly [1144]. During replication, following error detection,
the incorrect nucleotide is excised and the correct nucleotide is added by the
replisome. In contrast, there is no macromolecular machine for detecting and
correcting wrong attachments of sister chromatids to MTs. Interestingly, just as
the MT-kinetochore attachment is the outcome of chance encounters, chance is
exploited also in correcting errors that result from such a random process [1145].
Incorrect MT-kinetochore attachments are less stable than correct attachments
and, therefore, more likely to break. Only the correct MT-kinetochore attach-
ment has sufficient stability to drive the subsequent steps of chromosome segre-
gation.
Why does a cell rely solely on chance for correcting errors of MT-kinetochore
attachments, instead of deploying a machine as it does for error correction dur-
ing replication? A speculative answer is based on the difference of length scales
involved in the two processes [1144]. A machine as large as the replisome will
have no difficulty in examining a single MT-kinetochore junction for any possi-
ble molecular defects. But, the syntelic or merotelic attachments involve MTs
that are much farther apart. Detection of such wrong attachments of sister
kinetochores to MTs would require machines much larger than all the known
molecular machines within an eukaryotic cell. That is why, perhaps, cell has
left the correction of wrong MT-kinetochore attachments to chance rather than
to a machine. In fact, a Darwinian-like “selection” process has been invoked
to emphasize the role of chance in this mode of error correction [1144, 1145]:
the ongoing random attachment-detachment (with the kinetochore) produces
“mutant” MT arrays, the most stable MT array is “selected”.
21.2.4 Chromosomal congression driven by poleward and anti-poleward
forces
Bioriented chromosome undergoes some further translations and rotations so
as to finally position themselves at the spindle equator completing the pro-
cess of chromosome congression [1146, 1147]. Monitoring spindle formation
in 3-dimensional space of the cell [1148], recently it has been discovered that,
surprisingly, there is an important stage of chromosome congression that was
overlooked in all the earlier works which monitored only a 2-dimensional image
of the process. Lateral interaction between the MTs and kinetochores arrange
the chromosomes in a toroidal region that overlaps with the equatorial ring of
the spindle. Such a toroidal distribution of the chromosomes facilitates more
frequent interactions with the plus ends of the spindle MTs thereby speeding
up the congression.
For quite some time in the mid-twentieth century it was assumed that the
chromosome congression was caused by a position-dependent force [1149]. In
this scenario, it was hypothesized that chromosomes attached to two spindle
poles experience forces directed to both the poles; however, the magnitude of
each of these two forces is proportional to the length of the corresponding kine-
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tochore fiber that connects it to that pole. The eventual alignment of the chro-
mosomes at the spindle equator is the result of balancing the two opposing pole-
ward forces on the chromosomes. However, this scenario is inconsistent with the
experimental observation that mono-oriented chromosomes exhibit both pole-
ward and away-from-the-pole movements. In the last two decades, experiments
have established that the dominant effects of the polar ejection force can ac-
count for the observed shape and movements of the chromosomes leading to
their congression [1146, 1147].
•Chromosome arm-MT interactions: Polar ejection force
MT-kinetochore interactions are essential for segregation of chromosomes.
It is not always well appreciated that interactions between the MTs and chro-
mosome arms are equally important in the earlier stages before the segregation
can begin.
It has been observed that a kinetochore often moves away from the pole to
which it is coupled by kMTs even when its sister kinetochore is not attached to
any MT emanating from either of the poles. In such situations it appears that
the kinetochore is experiencing a pull towards the pole to which is it coupled
by attached kMTs while the chromosome arms are experiencing a pushing force
away from that pole. A “polar ejection force” [1150] has been postulated to
explain this phenomenon. This force is generated by a class of plus-end directed
kinesin motors, called chromokinesins [1151, 1152], which walk on the spindle
MTs while their tails remain attached to the chromosome.
•Positioning chromosomes: congression by “smart” or “dumb” kine-
tochore?
It has been proposed [1153] that a “dynamic, smart, tension-sensitive” kine-
tochore (i) would be “told” by the polar ejection force where it is located on the
spindle and, in turn, (ii) would pull or push the poles in the appropriate direc-
tion thereby providing a mechanism for determining the length of the spindle. In
other words, a “smart” kinetochore can “sense” its position on the spindle and
can use this information to control the forces not only for its own movements
but also to push and pull the poles. In this model, chromosome congression
results from the coordinated movements of the sister kinetochores which act as
“tensiometers”. This speculative idea gave rise to a debate on whether kineto-
chores are really “smart” or just appear to be “smart”; an alternative scenario
based on “dumb” kinetochores has also been proposed [1154].
21.2.5 Positioning and orienting spindle: role of MT-cortex coupling
So far we have discussed the mechanisms of positioning of the chromosomes
at the equatorial plane of the spindle. Now we discuss the positioning of the
spindle poles with respect to the equator (i.e., the pole-to-pole separation).
We have already reviewed the kinetic mechanisms of relative sliding of MT
filaments in-vitro by tetrameric kinesin-5 (e.g., Eg5) and dimeric kinesin-14
[1116, 1117, 1118]. By sliding the two antiparallel ipMTs a cross-linking kinesin-
5 tends to increase the pole-to-pole separation whereas a crosslinking kinesin-
14 tends to shorten the spindle [1155, 1156, 1116, 1157]. Interplay of Eg5 and
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dynein in crosslinking and sliding of MTs during spindle morphogenesis has also
been elucidated by experiments and mathematical modeling [1158]. Inspired by
the sliding filament model of muscle contraction, a sliding filament hypothesis
for spindle contraction (or extension) was proposed already in the nineteen
sixties [1159] although the identity of the sliders emerged much later. Utilizing
the contemporary knowledge on the various force generators, Cytrinbaum et al.
[1160, 1161] have developed a differential equation for the force balance in the
system. Assuming physically justified distributions of the force generators, they
solved the force balance equation to determine the resulting steady pole-to-pole
separation.
The positioning of the spindle as a whole in the middle of the parent cell
[1162, 1163] and its proper orientation [1166, 1164] may arise from a delicate
balance between the (i) pushing of the cell cortex / plasma membrane by grow-
ing aMTs polymerized at (or near) the spindle poles, (ii) lateral sliding of the
microtubules along the cell cortex without losing contact with the cortex, and
(iii) pulling forces exerted by the aMTs that depolymerize at the plus end and
are anchored on the cell cortex / plasma membrane. The anchoring of aMTs
on the cell cortex may take place by a “search-and-capture” mechanism that
resembles anchoring of kMTs by the kinetochores [1165].
21.3 Pull to the poles
•Timing events: entry to mitosis and signaling anaphase
The mitotic spindle has a “check-point” mechanism that monitors the align-
ments of the chromosomes. The anaphase-promoting complex (APC) triggers
chrosomosome segregation only if all the chromosomes are properly aligned. A
fundamental question is: how do sister kinetochores sense misalignment and
inhibit the APC till the error is corrected [1167, 1168, 1169, 1170]? Strong ev-
idences have accumulated over decades to establish that mechanical forces are
needed not only for pulling the chrosmosomes apart in the anaphase, but also
to detect and correct errors; tension generated by the MT-kinetochore coupling
triggers chemical signals of the checkpoint [1145, 1171, 1172]. Since signaling
is not the main focus of this review, we’ll not delve deeper into the kinetics of
the signaling processes underlying this checkpoint mechanism. Nevertheless, it
is worth pointing out that such mechano-transduction processes, whereby me-
chanical force is transduced into a chemical signal, is just the opposite of the
transduction of chemical energy into mechanical force by molecular motors.
21.3.1 Kinetochore pulling by MT filaments: Brownian ratchet or
power stroke?
The existence of bundle of MTs, called kinetochore fiber, has been known for a
long time (see ref.[1173] for a review from a historical perspective). Next, we
summarize the conceptual frameworks developed to account for the kinetochore
pulling by depolymerizing kMT [1174, 1175, 1176, 1177, 1178, 1179, 1180, 144,
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1181] in terms of (I) a Brownian ratchet mechanism, and (II) an alternative
power stroke mechanism.
•MT-kinetochore coupling device: sleeve / ring, grappling hook, con-
necting rods
The captured MTs are stabilized at the kinetochore. But this stabilization
is not achieved by preventing catastrophes. The catastrophes can take place
at the captured plus ends of the MTs; nevertheless, the MTs are stabilized
because they cannot detach from the kinetochore [1182, 1183]. A remarkable
feature of the MT-kinetochore coupling is that the kinetochore remains attached
to the MT tips even when the same MT shortens because of depolymerization.
The identity of the coupler and the nature of its kinetics remain controversial
[1184, 1185, 1186, 1187, 1188, 1189, 1190].
There are at least three different models which attempt to account for the
MT-kinetochore coupling. First, ATP-powered molecular motors can link the
tip of a MT with the kinetochore. But, by deletion or depletion of motor pop-
ulation the MT-kinetochore coupling is is not affected significantly. Therefore,
although motors may play the role of MT-kinetochore coupler, it is not believed
to be the dominant one.
•Biased diffusion of a “sleeve”: Brownian ratchet mechanism
Long before the identities of the molecular components of the kinetochore
and those of the MT-kinetochore coupling device were established, a mechanism
for the chromosome pulling by depolymerizing MTs was proposed assuming the
existence of a “sleeve” with some special properties [1174]. About 40 nm of the
plus end of the MT is assumed to be surrounded by a coaxial “sleeve”. It also
postulates that there are several (possibly, equispaced) binding sites for the MT
on the inner surface of the sleeve. The position of the plus-end of the MT in the
sleeve is labelled by the integer index n (n = 1, 2, ...M); n = 1 denotes the state
in which the MT is fully inserted into the sleeve whereas n = M corresponds to
the position in which the MT is almost unattached from the sleeve.
The position of the tip of the MT inside the sleeve can change because of
thermal fluctuations of the sleeve at the rate k. Suppose w (< 0) is the free
energy of interaction of a single subunit of the MT with the inner wall of the
sleeve. Therefore, the insertion of each additional subunit into the sleeve lowers
the free energy of the system by an amount w. However, any repositioning of
a MT within the sleeve involves breaking the prior interactions and reforming
interactions in the new position. Therefore, a free energy barrier b has to be
overcome for such repositioning of a subunit. Obviously the barrier height
increases with the increasing number of subunits in the sleeve. In other words,
b arises from the “roughness” of the interface between the outer surface of
the MT and the inner surface of the sleeve whereas thermal fluctuation works
effectively as a “lubricant”.
Let α and β denote the rates of polymerization and depolymerization of the
MT and F is the load force. Defining r = exp(−b/kBT ), s = exp(w/kBT ) and
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f = exp(−F`/kBT ), the kinetic scheme can be depicted as
1
ksrMf−1+βs


krMf+αc
2...M − 1 ksr
2f−1+βs


kr2f+αc
M
ksrf−1+βs→ (242)
where F is the load force and c is the concentration of the MT subunits in the
solution. Because of thermal fluctuations, the sleeve executes a one-dimensional
Brownian motion along the axis of the MT. However, this Brownian motion is
biased towards the MT than away from it because the larger the number of MT-
sleeve bindings the lower is the total energy of the system. The poleward bias
arises from the depolymerization of the MT. Since depolymerization is caused
either by the loss of GTP cap or by a depolymerase motor (both of which involve
hydrolysis of NTP), the biased diffusion of the sleeve is a physical realization
of the Brownian ratchet mechanism. An additional bias can arise from the
curling protofilaments at the plus end of the MT. Dhtylla and Keener [1191]
have extended this picture by modeling the kinetochore-MT interface in terms
of kinetochore binders.
The discovery of the Dam1 and DASH complexes [1192, 1193] and the
Ndc80 complex [1194] in recent years have triggered renewed interest in the
“sleeve” model of MT-kinetochore coupler. Note that, for generating forces
strong enough to pull the chromosomes, the gap between the outer surface of
the MT and the inner surface of the sleeve must be sufficiently small. Moreover,
the mechanism would fail if the inner space of the sleeve is always fully occu-
pied by the MT (i.e., if all the binding sites on the inner surface of the sleeve
are always bound to the partner sites on the outer surface of MT). Very recent
experiments [1195] indicate the possibility that the MT-kinetochore coupler is
a hybrid of passive and active force generators.
•Ring pulled by curled tip of MT: Power stroke mechanism
Based on the images of the MT-kinetochore couplers revealed by electron
microscopy, it is now widely believed that curling protofilaments at the plus
end of a depolymerizing MT can pull a ring or sleeve (e.g., the Dam1 ring)
which is connected to the kinetochore by linking rods; the Ndc80 complex on
the kinetochore is a strong candidate for the rod-like structures. Different ver-
sions of this power stroke mechanism have been named “conformational wave”
mechanism [1196], “forced walk” mechanism, etc.
The longitudinal interaction between the subunits (each subunit being α−β
hetero-dimer) of a protofilament can be described by a bending potential energy
U||(χ) where the spontaneous bending angle χ0 depends on whether the subunit
is bound with GTP or GDP [1178, 1179]. Moreover, the transverse interactions
between two neighboring protofilaments is described by another potential energy
function U⊥(r) that depends on the distance r between the points of interaction
on the corresponding adjacent subunits [1178, 1179]. The net potential energy
U is a sum of U||(χ) and U⊥(r). The mean force < F > acting on the ring, as the
MT is shortened by one subunit, is obtained from < F >= −(Uz′ −Uz)/(z′−z)
where Uz and Uz′ are the potentials at the initial and final positions z and z
′,
respectively [1178, 1179].
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If the inner surface of the sleeve is so close to the MT surface that it does
not allow the curling protofilaments to bend sufficiently, the force generated
will be much less than the maximum possible value achievable by unconstrained
bending of the protofilaments. Therefore, for optimal design of the device for
power stroke the inner radius of the sleeve must be at least 1-2 nm larger than
that of the outer radius of the MT [1178, 1179].
The original power stroke model (“conformational wave model”) [1196] did
not assume any interaction between the inner surface of the sleeve and the outer
surface of MT; leaning of the curling protofilaments against the edge of the
sleeve is adequate for poleward pulling of the sleeve. Therefore, in this version
of the power stroke model, the length of the sleeve is irrelevant. However, some
later versions [1180, 1197] explored effects of (i) electrostatic interactions of
the charged ring with the oppositely charged subunits of MT, or (ii) contact
interactions of rigid or flexible linkers of the ring with the MT surface. One of
the questions that needs attention is: if several MTs are attached to the same
kinetochore, why and how do all these kMTs synchronize their kinetics so as to
depolymerize simultaneously [1182]?
21.3.2 Chromosome oscillation
Mono-oriented chromosomes in the pro-metaphase as well as bi-oriented chro-
mosomes in the metaphase are known to exhibit an oscillatory movement; peri-
odic switching between poleward movement and movement away from the pole
takes place for durations as long as tens of minutes. Joglekar and Hunt [1175]
extended the Hill-sleeve model [1174] to explain this phenomenon as a “di-
rectional instability” arising from a competition between the “poleward” force
exerted on the kinetochores and the “polar ejection” forces on the chromosome
arms. They postulated an inverse-square law for the polar ejection force; the
force is maximum at the poles (symmetrically) and vanishes at the equator.
Campas and Sens [1198] developed a model from an alternative perspective
that treats the force at the kinetochore phenomenologically while the role of
the chromokinesin motors [1151, 1152] in generating the polar ejection was de-
scribed explicitly. Suppose, N is the total number of chromokinesins attached
permanently to the chromosome arms. However, because of the possibility of
attachment to and detachment from the MTs, the actual instantaneous num-
ber n(t) of chromokinesins attached to the MTs keeps fluctuating with time
t. A kinetic equation accounts for the time-dependence of n arising from this
process; the rates of attachment and detachment being kb and ku, respectively.
These motors exert polar ejection force. Campas and Sens [1198] assumed that
(a) the motors contribute equally to the polar ejection force, and (b) the force-
velocity relation for the individual chromokinesins is linear. Starting from a
force balance equation for poleward force, polar ejection force and viscous drag,
and then identifying the chromosome velocity dr/dt with the chromokinesin ve-
locity on the MTs, they obtained the second dynamical equation. Unlike the
Joglekar-Hunt model [1175], no spatial-dependence of the polar ejection force
is assumed directly; the spatial information enters dynamics only through the
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postulated form of kb(r) whose r-dependence arises from its proportionality to
the MT density ρMT (r). A stable fixed point of the coupled nonlinear dynamics
of the two variables n and r indicates that the chromosome would stall at a fixed
distance from the pole. On the other hand, an unstable fixed point corresponds
to the periodic oscillation observed in the experiments.
21.3.3 Force-exit time relation: a first passage problem
As we have seen repeatedly in this article, for a single molecular motor the
force-velocity relation is one of its most fundamental characteristic properties.
However, for the kMT-kinetochore coupling device, a more appropriate counter-
part of the force-velocity relation has emerged from most recent experiments. In
the context of mitotic spindle, ever since the pioneering experiments performed
by Nicklas [1097], force measurement has become quite routine work. However,
to my knowledge, none of the works reported till recently applied load force on
a single kinetochore. Therefore, none of those experiments could be regarded
as the counterpart of a single-motor experiment where the motor molecule is
subjected to a load force exerted, for example, by an optical tweezer.
Recently, for the first time, Akiyoshi et al.[1199] have achieved this goal.
By subjecting a single kinetochore to a load force F , they have measured the
mean life time < T > of the kMT-kinetochore coupler. The plot < T > −F
characterizes the physical strength of this coupling. Contrary to expectations
based on physical intuition and theoretical modeling [1197], they observed a
nonmonotonic variation of < T > with F and interpreted their observation in
terms of a mechanism based on the concept of catch bond [1200, 1201, 1202].
21.3.4 Chromosome segregation in the anaphase: separated sisters
transported to opposite poles
Once the proteins holding the two sister chromatids in a tight embrace falls
apart, the final journey of the two sister chromatids towards the two opposite
poles of the spindle begins. This phase of mitosis involves a few key kinetic
processes which we have not discussed explicitly so far in this section.
•(I) Poleward flux: MT flux towards stationary centrosome
Poleward flux [1203, 1204, 1205, 1206] can be visualized in optical fluores-
cence microscopy by putting an appropriate fiduciary mark on the MTs. For
example, [1206] marking all the MTs along a diameter in the equatorial plane
of the spindle one gets a single initial rectangle-like narrow band which, with
the passage of time, splits into two bands that move towards the two opposite
poles.
One of the models of poleward flux is based on the assumption of depoly-
merization of spindle MTs from their minus ends at the spindle poles. In this
scenario, poleward flux has been defined as follows, irrespective of the mitotic
stage [1205]: poleward flux is the poleward movement of the α − β dimeric
subunits of a MT, along the contour of the filament, that is coupled to the
depolymerization of the minus end of the same MT at the spindle pole. De-
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polymerases, which are members of the kinesin superfamily (and which have
been discussed earlier), are believed to drive the depolymerization process at
the spindle poles.
• (II) Pacman mechanism and chromosomeward MT flux
This mechanism, named after “Pacman” in the famous video game, can ac-
count for the poleward journey of the sister chromatids. Just like the Pacman
of the video game, a chromatid can “chew” its way poleward by actively de-
polymerizing kMTs from their plus ends [1207]. This mechanism is, in a sense,
“mirror image” of the poleward flux process. Recall that poleward flux is ac-
tually MT flux towards a stationary centrosome. Similarly, in the frame of
reference of a chromatid, Pacman mechanism is essentially MT flux towards a
stationary chromosome.
•Anaphase A
The recent reviews of the mechanisms of chromosome movements in the
anaphase [1208, 1209] are quite comprehensive. Therefore, we’ll present here
only some of the theoretical aspects which are not available in these reviews but
are interesting from the perspective of physicists.
A quantitative theory of anaphase A was developed by Scholey et al. [1210]
using force-balance equations. Both the Pacman mechanism and the poleward
flux are believed to contribute towards the journey of the sister chromatids
towards their respective spindle poles in the anaphase A. Combining these two
processes, a unified mechanism (named “Pacman-flux” [1207, 1209]), has been
proposed.
Most of the models of anaphase describe only the motion of the kinetochore,
ignoring that of the chromosome arising from its flexibility. An extended model
that describes the coupled motion of the kinetochore and the chromosome has
been developed by Raj and Peskin [1211]. This model is based on a postulate
of an “imperfect” Brownian ratchet, captured through a tilted saw-tooth-like
potential. Moreover, energies of both elastic stretching and bending of the
chromosome were incorporated. One of the main results [1211] is that the
velocity of the chromosome becomes independent of its length in the limit of
high flexibility (small stiffness) whereas in the opposite limit the longer the
chromosome the slower it moves.
•Anaphase B
We summarize a mathematical model of anaphase-B [1212, 1213] based on
a variant of force-balance relations. Suppose S(t) is the pole-to-pole separation
at time t and L(t) is the length of the region of overlap between ipMTs at time
t. We also define V +depoly and V
−
depoly as the average rates of depolymerization
of the plus and minus ends of the ipMTs, respectively. Moreover, Vsliding(t) is
the average rate of sliding of ipMTs at time t. Let us begin with the simplified
picture with identical overlap region L(t) for all pairs of ipMTs. For this simple
situation, we have the kinematic equation
dS
dt
= 2[Vsliding(t)− V −depoly] (243)
If Vsliding(t) is a time-independent constant, then pre-anaphase B situation
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dS/dt = 0 results from the condition Vsliding = Vdepoly. However, at the onset
of anaphase B, V −depoly ' 0 and, hence, S(t) would increase linearly with time.
But, Vsliding(t) =constant is oversimplification of reality. To be more realistic
[1212] the equation (243) must be coupled with the kinematic equation
dL
dt
= 2[V poly+(t)− Vsliding(t)] (244)
and the dynamic equation
µ
2
(
dL
dt
)
= kNL(t)f (245)
where µ is the effective drag coefficient, k is the average number of motors per
unit length of overlap, N is the total number of crosslinked ipMT pairs and f
is the force produced by each motor. Assuming linear relation
f = Fm
[
1− Vsliding
Vm
]
, (246)
where Fm is the stall force and Vm is the maximal unloaded motor velocity, one
gets the complete set of equations for computing S(t) and L(t) as functions of
time. In a real mitotic spindle different pairs of ipMTs have different extents of
overlap and not all the pairs are necessarily antiparallel. However, the simple
arguments presented above can be easily extended to capture the more general
scenarios [1212].
One of the important results [1212], which is consistent with experimental
observations, is that S(t) increases practically monotonically whereas L(t) shows
hardly any change with time. This implies that the two opposite poles of the
bipolar spindle move away from each other while the overlap of the antiparallel
ipMTs at the equator is maintained by continuous polymerization of the MTs
at their plus ends.
21.4 Section summary
In contrast to the earlier sections where we studied force generation by either
specific motors or filaments, in this section we have reviewed the kinetics of a
system that consists of not only molecular motors of different types (porters,
sliders, chippers, etc.), but also cytoskeletal filaments that generate force by
their polymerization and depolymerization. We have considered most of the
main stages of mitosis and the kinetics of the key processes as well as the roles
of the force generators in those stages.
Not all motors are primarily force generators. For many motors, like poly-
merases, ribosome and mitotic spindle, accuracy of the assigned task is more
important than power output. Just like muscle and eukaryotic flagella, the mi-
totic spindle is another complex machine where motors slide filaments relative to
each other. However, its specific power output is about six orders of magnitude
lower than that of the acto-myosin system. The structural and kinetic design
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of the spindle must have been tuned by nature so that the genetic blueprint of
a cell are segregated accurately and passed onto the next generation; the speed
of segregation or the force driving the segregation are less important than the
accuracy of segregation.
The stability of the MT-kinetochore coupling and the strength of the force
generated depend on the structure and kinetics of the coupler. Although sig-
nificant progress has been made in the last few years, one of the fundamental
open questions that needs serious attention is the following: in those cells where
a bundle of MTs, rather than a single MT, is attached to a single kinetochore,
how are the depolymerization of the MTs coordinated and how is the load on
the kinetochore fiber shared by the individual MTs?
22 Macromolecule translocation through nano-
pore by membrane-associated motors: spe-
cific exporters, importers and packers
In section 14 we have discussed some generic models of export and import of
a linear chain through a narrow pore in a thin surface. However, several com-
plexities of the macromolecules and the nature of the membranes were ignored
in section 14. For example, a linear chain is too simple to capture some of
the distinct structural and conformational features of DNA, RNA and proteins
which may have important implications for their translocation across a mem-
brane. Similarly, instead of being a passive barrier, a membrane may actively
participate in the export/import process exploiting some specific structural fea-
tures that cannot be captured by a thin structureless surface. Furthermore, the
molecular composition of the aqueous media on the two sides of the membrane,
which were almost completely ignored in section 14, often have nontrivial effects
on export/import of macromolecules across the membrane. In this section we
review specific examples of the membrane-associated translocation motors and
mechanisms of their operation. We also discuss the mechanisms of motor-driven
import, and packaging, of viral genomes into pre-fabricated empty capsids.
22.1 Properties of macromolecule, membrane and medium
that affect translocation
In general, the speed of translocation is expected to depend on the (i) proper-
ties of the macromolecule, (ii) those of the membrane, (iii) the nature of the
macromolecule-membrane (and macromolecule-pore) interactions, and (iv) na-
ture of the aqueous media on the cis and trans sides of the membrane. We list
some of the relevant properties in this subsection.
The properties of a typical macromolecule that can affect the speed of its
translocation across a membrane are its (a) length, (b) elastic stiffness, (c)
electric charge, (c) existence of binding sites on it where other molecules can
bind and, if such sites exist, their distribution along the chain, (i.e., on its pri-
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mary structure), and (d) its higher order structures (i.e., secondary and tertiary
structures).
Normally a membrane is a bilayer of lipids which also contains many pro-
teins and other types of molecules. (for more details see appendix D). Some
organelles, e.g., mitochondria, have two membranes, called inner membrane
(IM) and outer membrane (OM). Gram-positive bacteria have an outer cell wall
in addition to the inner membrane. Therefore, the unique features of a mem-
brane can have distinct effects on the passage of macromolecules across it. In
this context, some of the relevant properties of a membrane are its (a) thickness
(b) spontaneous curvature and (c) bending elastic stiffness, (d) variation of its
composition within the plane and across its thickness, (e) the nature of interac-
tion of the macromolecules with the surfaces of the membrane as well as with
the pore in the membrane, etc.
The macromolecule may adsorb preferentially on one side (cis or trans) of
the membrane which, in turn, may influence its translocation across it through
a pore. The size, shape and composition of the pore as well as the nature of its
interaction with the macromolecule translocating through it affect the speed of
translocation. At least one of the pores that we’ll consider is large enough to
allow unhindered passage of small molecules (and ions) whereas permits passage
of macromolecules only if “chaperoned” by a specific type of molecules which
consume free energy for their operation. In contrast, most of the other pores
are much narrower and only unfolded macromolecules can pass through such
pores. The walls of the pore may form a hydrophilic conduit, thereby screening
out the hydrophobic region of the membrane, making it easier for the passage
of the macromolecule. Electrostatic charge on the macromolecule may give rise
to additional interactions with the charged amino acid residues of the proteins
which form the wall of the pore.
Properties of the aqueous media that affect translocation of macromolecules
are the (a) concentration, and (b) charge of the small ions. Concentration and
binding affinity of ligands that can bind to the translocating macromolecule also
influence the rate of translocation.
22.2 Export and import of proteins
Export and import of proteins by cells and intracellular organelles of eukaryotes
are ubiquitous (see Mindell [1221] for a nice biblical analogy). These processes
are carried out by protein translocation motors (also called translocases and
translocons) [1222, 1223, 1224, 1225, 1226] which use input energy to drive
their operation [1227].
The protein translocase motors have to meet some essential requirements
[1228]: (i) it must be able to distinguish between its correct substrate (i.e, the
specific protein to be translocated) from incorrect substrates, (ii) it must be
capable of discriminating between the proteins to be exported (or, imported)
and those to be integrated into the membrane, and act accordingly, (iii) it should
perform its function without compromising the integrity of the membrane and
without allowing undesirable passage of small ions during protein translocation.
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The general principles of protein translocation [1229, 1230, 1231] are as
follows: (i) Normally, because of size constraints, a folded protein cannot be
translocated across a membrane; it has to be unfolded before its translocation
can begin and, usually, gets refolded after crossing the barrier. (ii) Protein
translocation can take place (a) during synthesis (co-translation, e.g., in ER),
or (b) after completion of synthesis (post-translation, e.g., in mitochondria)
[1232, 1233, 1234].
22.2.1 Bacterial protein secretion machineries
Bacteria resort to three principal acts to mount a successful infection of an
eukaryotic host [1235, 1236]: (i) they stick to the surface of the target host
cell using specialized adhesion proteins or more sophisticated appendages called
pili; (ii) they secret toxins in the extracellular environment of the target host to
neutralize the attack of the host immune system by keeping the immune cells
at bay (like laying “mine fields” in warfare), and (iii) secret proteins that get
injected into the target host cell; some are shot into the host from a distance
(like an “intelligent missile” in a high-tech war) whereas others are injected
in large numbers through a conduit formed specifically for this purpose (like
“close combatants”); In this section we focus almost exclusively on (iii), namely
protein secretion [1237, 1238, 1239, 1240].
The bacterial secretion systems have been divided broadly into two classes
depending on the number of stages involved [1241]: (i) one-stage and (ii) two-
stage systems. In the one-stage secretion systems of Gram-negative bacteria
the protein is picked up for secretion from the cytoplasmic side and released
directly in the extracellular milieu crossing both the IM and OM without being
released in the periplasm. On the other hand, in a two-stage secretion system
of a Gram-negative bacteria the protein is released in the periplasm after it
is translocated across the IM in the first stage of its journey; then it is again
captured by another transporter which translocates it across the OM into the
extracellular space in the second stage of its journey.
In contrast, Gram-positive bacteria have only one membrane and has a cell
wall. The mechanism of protein secretion across the cell wall of Gram-positive
bacteria is not well understood [1242, 1243]. The protein exporters operating
in the membrane of Gram-positive bacteria are essentially identical to those
operating in the IM of Gram-negative bacteria. Therefore, it is not surprising
that in some of the pathways, the secretion across the inner membranes of both
Gram-positive and Gram-negative bacteria take place following identical routes-
either the general secretion (Sec) pathway or the twin-arginine translocation
(Tat) pathway [1244, 1228, 1245, 1246, 1247, 1248, 1249, 1250, 1251, 1252,
1253, 1254, 1255]. But, once the protein crosses the inner membrane along
such a two-stage route, the second stage for the ultimate secretion in Gram-
negative bacteria can be very different from those in crossing the cell wall of
Gram-positive bacteria.
Moreover, Gram-negative bacteria also have few other secretory one-stage
pathways that integrate the machineries of IM and OM without co-opting the
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machines of the Sec-dependent pathway. In this pathway the protein is not
released freely in the periplasm, but transported sequentially across the IM,
the periplasmic space and the OM by a single machine that consists of several
subunits (or modules) that perform distinct functions. Some of these integrated
machines can even translocate the protein directly into a host cell by docking
onto the host cell surface. In Gram-negative bacteria, at least six functionally
independent pathways for protein secretion have been discovered; according
to the latest convention, these are labelled as type-I, type-II,...,typeVI [1256,
1257, 1258, 1259, 1260, 1261, 1262, 1263, 1264, 1265, 1266, 1267, 1268, 1269,
1270, 1271, 1272, 1273, 1274, 1275, 1276, 1277, 1278, 1279, 1280, 1281, 1282,
1283]. These pathways utilize different types of cell surface structures for protein
secretion [1284]. For example, type-III system uses a tube to deliver protein
effectors into host cells. Type-IV system uses a pilus of the type that we have
discussed in section 20. Type-VI system deploys a device that injects effector
proteins by puncturing the host cell membrane. Some of these machines are also
either similar or evolutionarily related to other bacterial machines, e.g., type-IV
pili or bacterial flagella, etc.
So far as the energetics of the bacterial protein translocation is concerned,
translocating motors powered by ATP hydrolysis and IMF have been discovered
[1285, 1286]. For example, the nano-motor SecA, a key component of the SecA
system, is fulled by ATP hydrolysis. In contrast, the Tat system is powered
by protom-motive force (PMF). Moreover, Sec translocates unfolded proteins
whereas Tat translocates folded proteins. Therefore, Tat requires a wider chan-
nel than what is adequate for Sec system. The conformational changes of Tat
must be flexible so that the opening of the channel can adapt according to the
size of the folded protein. At the same time, it must prevent the unwanted
passage of smaller proteins and small molecules (or small ions). Thus, the task
of the Tat system seems to be more challenging than that of the Sec system.
To my knowledge, no quantitative kinetic model has been developed so far
for any type of bacterial protein secretion system by integrating all parts of the
corresponding machineries. However, only the basic process of for Sec- and Tat-
pathways for translocation have been modeled. We’ll discuss the Tat later in
the next subsubsection in the context of protein translocation across organellar
membranes in eukaryotic cells. Here we mention only the models reported for
Sec-dependent pathway.
So far four different mechanisms have been suggested for SecA-mediated pro-
tein translocation (see ref.[1285, 1286] for reviews); these are based on (i) power
stroke, (ii) Brownian ratchet, (iii) peristalsis, and (iv) subunit recruitment. The
peristalsis model is actually a combination of a power stroke and Brownian
ratchet. The subunit recruitment model is analogous to “active rolling” of
dimeric helicase motors, that we discuss in section 26. A reciprocating piston
model has been proposed as an attempt to have a unified model for protein
translocation by SecA [1285].
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22.2.2 Machines for protein translocation across membranes of or-
ganelles in eukaryotic cells
The organelles are not static objects; their dynamic shapes emerge from the
interplay of several physical phenomena [1287, 1288]. There are two distinct
major pathways of protein transport in eukaryotic cells: (i) the vesicular path-
way, and (ii) non-vesiular pathway. We focus here on the non-vesicular path-
way where proteins are translocated across membranes of organelles by protein-
translocating machines.
•Machines for importing proteins by endoplasmic reticulum
ER is a very dynamic organelle (see appendix E). One special feature of ER
is that many ribosomes are located on its membrane. Therefore, co-translational
translocation is a dominant pathway for protein import into ER in which the ri-
bosome partners with the translocation machinery. Nevertheless, post-translation
translocation of protein across ER membrane also takes place [1289].
Sec protein complex, which we have mentioned earlier in the context of
bacterial protein secretion, also plays a key role in protein translocation across
ER membrane in eukaryotic cells. However, depending on the source and type of
the cell used, this translocation process can be explained by either power stroke
or Brownian ratchet [1290, 1291, 1292, 1293, 1294]. Simon et al.’s Brownian
ratchet mechanism of protein translocation [545, 538] has been applied to the
concrete example of post-translational translocation across the ER membrane
[1295]. Without assuming steady-state condition, Liebermeister et al.[1295]
could account for the experimental data where a protein BiP plays the role of
chaperonins. In their model the translocation of the protein was described in
terms of discrete steps each occurring with a transition probability s per unit
time. In contrast, in a model developed almost simultaneously by Elston [1296],
the translocating protein was modeled as a one-dimensional continuous object
which diffuses with an effective diffusion constant D. Elston [1296] also made
a detailed comparison of the two models and the corresponding results. One
of Elston’s conclusions was that the theoretical analysis could not decisively
and unambiguously establish whether the observed translocation is driven by a
power stroke or caused by a Brownian ratchet.
•Machines for importing proteins by mitochondria and chloroplats
Ancestors of the two organelles mitochondria and chloroplasts are bacteria
(see appendix E for a summary on these organelles). However, because of evo-
lutionary changes, now mitochondria and chloroplasts have only small genomes
of their own. Most of their proteins are encoded by nuclear DNA and are syn-
thesized in the cytosol. These proteins are then imported by mitochondria and
chloroplasts by elaborate mechanisms of post-translational translocation. Some
of the protein import machineries of mitochondria and chloroplasts are adapted
from the import/export machineries that they inherited from their bacterial an-
cestor. However, some totally new machines were also added to their toolbox
thereby opening novel pathways for import [1297].
Mitochondria have a translocase of the outer membrane (called TOM) and
a translocase of the inner membrane (called TIM). Similarly, the corresponding
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translocases of chloroplasts are names as TOC and TIC, respectively. Do the
proteins cross the space between the two membranes of a mitochondrion without
active assistance of the translocation machinery? If not, how do the TOM and
TIM (and, similarly, TOC and TIC) cooperate to import proteins [1298, 1299,
1300, 1301, 1302, 1303]? Moreover, how are the proteins translocated across the
thylakoid membrane after entering a chloroplast?
The inventory of the components of the translocase complexes of mitochon-
dria and chloroplasts have been prepared by extensive experimental investiga-
tions of several research groups over many years [1304, 1305, 1306, 1307, 1308].
In spite of many similarities between the protein import machines and mecha-
nisms of these two organelles, there are also some crucial differences [1309].
Protein import into mitochondria has been analyzed separately using power
stroke and Brownian ratchet mechanisms [1310]. Initially, Neupert et al.[1311]
hypothesized that a Brownian ratchet mechanism which was quantified by Si-
mon et al.[545]. However, a re-examination of the phenomenon revealed [1312]
that a power stroke mechanism is more plausible than a Brownian ratchet. A
hybrid mechanism based on a combination of power stroke and Brownian ratchet
cannot be ruled out [1310].
Two alternative pathways for translocation across thylakoid membrane ex-
ist; one is based on ATPase Sec-dependent whereas the other is dependent on
twin-arginine translocation (Tat) which uses the IMF across the thylakoid mem-
brane as the fuel [1307, 1313]. The Tat-pathway of the thylakoid membrane of
chloroplasts and their prokaryotic counterparts share some common features.
•Machines for protein import by peroxisome
The main difference between the translocation of proteins across peroxi-
some and that across the membranes of other organelles is that fully folded
proteins can be imported into peroxisome without unfolding for this purpose
[1314]. Maintaining such a large pore permanently may not be desirable for the
peroxisome. The possibility of assembling the machinery at a transient pore
for protein import has been explored [1315]. The process certainly needs en-
ergy input from ATP hydrolysis. But, the existence and use of IMF across the
peroxisomal membrane is, at present, uncertain.
According to the currently accepted “receptor recycling model” special molec-
ular receptors bind the protein cargo on the cytosolic side of the membrane
forming a complex. These receptors “guide” the protein cargo to the perox-
isomal protein translocation machinery on the peroxisomal membrane. Once
the complex enters the channel on the peroxisomal membrane, the folded pro-
tein continues its onward journey on its own while its guide receptors return
to the cytosol for being recycled or degraded [1314, 1316, 1317]. The removal
of the receptor is driven by ATP hydrolysis whereas the actual translocation
of the protein does not require any energy expenditure. Since the export of
the receptor drives the import of the cargo, this “piggyback ride” of proteins
across peroxisomal membrane is sometimes referred to as “export-driven im-
port” [1318, 1319].
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22.3 Export and import of macromolecules across eukary-
otic nuclear envelope
In an eukaryotic cell, pre-mRNA is synthesized in the nucleus and has to be
exported to the cytoplasm where an mRNA can serve as a template for protein
synthesis [1320, 1321, 1322, 1323, 1324, 1325, 1326, 1327, 175, 1328, 1329, 1330,
1331, 1333]. Similarly, proteins, including polymerases and accessory proteins
involved in the synthesis of RNA, have to be imported into the nucleus after
these are synthesized in the cytoplasm [1334, 1335, 1336, 1337, 1338, 1339, 1340,
1341]. Foreign DNA that enter a cell either during viral infection or during gene
therapy [1342] also enter the nucleus from the cytoplasm by crossing the nuclear
envelope.
Nuclear pore allows small and medium-size molecules to pass through it
by passive diffusion, but erects a free energy barrier against the passage of
macromolecules. But, unlike the molecular motors that drive protein translo-
cation across membranes of the other eukaryotic compartments, no ATP-driven
translocator directly pulls or pushes macromolecules through nuclear pore. For
the export and import of macromolecules through the nuclear pore complex
(NPC) [1343, 1344], every eukaryotic cell has an elaborate mechanism that re-
quires expenditure of energy [1334, 1335, 1336, 1337, 1338, 1339, 1340, 1341,
1327, 175, 1320, 1321, 1322, 1323, 1324, 1325, 1326, 1328, 1329, 1330, 1331,
1332]. The cargo protein or mRNA crosses the barrier in association with a
“carrier molecule” (e.g., importins α and β in one pathway).
Translocation of proteins and mRNA through the NPC involves essentially
the following four steps [1341]: (i) formation of a cargo-carrier complex in the
donor compartment, (ii) translocation of the carrier-cargo complex from the
donor to the acceptor compartment by diffusion through the NPC, (iii) release
of the cargo in the acceptor compartment by a energy-driven disassembly of the
cargo-carried complex, and (iv) recycling of the carriers by their transfer from
the acceptor compartment to the donor compartment and recharging for the
next round of cargo transport. When the carrier dissociates from the cargo and
binds with its new partner RanGTP after reaching the acceptor compartment,
the cargo gets trapped there and cannot return to the donor compartment.
The energy required for the step (iv) is supplied from hydrolysis of GTP by
Ran GTPase. This scenario fits into the generic Brownian ratchet model of
macromolecule translocation [545] that we have already reviewed in section 14.
Computer simulations of a model [1345] based on the structural elements of
the NPC has provided insight into the molecular level details of the Brownian
ratchet mechanism of macromolecular transport through NPC. A Brownian
ratchet mechanism has been proposed also for translocation of mRNA through
NPC. The basic mechanism is very similar to that for translocation of protein
through NPC except that the energy supplying GTP hydrolysis is replaced by
ATP hydrolysis [1327].
The Brownian ratchet model is based on the assumption of passive diffusion
of the cargo-carried complex in step (ii) of the four-steps listed above. In this
context one of the key questions in the following: how does the cargo-carrier
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complex pass through the pore by passive diffusion whereas the cargo alone
cannot do that? To answer this question a theoretical model has to incorporate
some of the main molecular components of the NPC and their interactions
with the carrier and cargo. Several theoretical models of this type have been
introduced in the last ten years to understand the molecular origin of the “virtual
gate” and the mechanisms of the diffusive transport of the cargo-carrier complex
through NPC [1346, 1347, 1348, 1349, 1350, 1351, 1352, 1353, 1354, 1355, 1356,
1357, 1358, 1359, 1360, 1361]
How does the cell coordinate bidirectional traffic through a NPC? This ques-
tion has been addressed by Kapon et al.[1362] by analyzing a theoretical model
inspired by asymmetric exclusion process. This model exhibits two distinct
modes of transport depending on the concentration of the cargoes and the rates
of dissociation of the carrier-cargo complex. At low cargo concentration and high
rate of carrier-cargo dissociation transport in the two directions can proceed un-
interruptedly. In the other mode, which occurs at high cargo concentration and
slow dissociation of carrier-cargo complex, traffic continues in one direction for
some time before switching to the other direction. The latter mode resembles
controlled passage of oppositely moving traffic along a narrow passage by alter-
nately allowing traffic from each direction (while the opposite traffic waits).
22.4 Export/import of DNA and RNA across membranes
22.4.1 Export/import of DNA across bacterial cell membranes
Three basic mechanisms of intercellular DNA transfer in bacteria are [1363,
1364, 174, 1365]:
(i) Transformation, i.e., uptake of naked DNA (DNA which is not associated
with proteins or other cells) from extracellular environment;
(iii) Transduction, i.e., indirect transfer of bacterial DNA into a new cell by a
bacteriophage that has the ability to “inject” their genomic DNA directly into
bacterial cells [1366]
(ii) Conjugation, i.e., direct transfer of DNA between two bacteria which are in
physical contact with each other, e.g., through a nanotube connecting the two
cells [1367]. Since bacteria are not capable of sexual reproduction, conjugation
may be regarded as a primitive substitutes [1368, 1369]. TrwB [1370, 1371],
one of the major machines for bacterial conjugation, has strong similarity of
architectural design with a more famous rotary motor called F1-ATPase which
we discuss in detail in section 27. DNA translocation across a pore connecting
two cells also take place for chromosome segregation during cell division and
sporulation. However, this mechanism and the corresponding machines will be
discussed later in the section 29.
•DNA transfer across bacterial cell membranes
Free DNA is abundantly available in the extracellular environment, the main
source being the dead organisms. Bacteria take up free DNA from this pool for
at least three purposes [1372]: (i) to acquire genetic diversity, and thereby,
resistance to antibiotics; (ii) to utilize DNA originated from a closely related
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bacteria to repair its own damaged DNA; (iii) to use the chemical components of
the incoming DNA simply as raw material for its own maintenance. Once inside
the host bacterial cell, the fate of the incoming DNA depends, at least partly,
on its own sequence. It can be assimilated into the genome of the bacterial host
in a number of different ways [1373, 1374].
The natural process of genetic transformation in bacteria [1375, 1372, 1376,
1377] by DNA uptake from extracellular environment is driven by a machinery
whose main component is pseudopilus, which has several structural similarities
with type IV pili that we have mentioned earlier in the section 20. After the
external dsDNA binds on the surface of the bacterial cell, a segment of it is
cleaved by a nuclease and one of the strands of the resulting duplex is degraded.
The remaining ssDNA segment binds with the pseudopilus and the latter begins
to disassemble thereby pulling the ssDNA into the bacterial cell. The main
components of the machinery and the mechanism of transfer are more or less
same for both gram positive and gram negative bacteria except that the latter
has some extra components that facilitates the crossing of the outer membrane
by the incoming DNA [174].
22.4.2 Machines for injection of viral DNA into host: phage DNA
transduction as example
There are two distinct major pathways of viral entry into eukaryotic cells [1378,
1379, 1380]: (i) the vesicular pathway, and (ii) non-vesicular pathway. In the
vesicular pathways the entire capsid may be encapsulated in a coated vesicle
and internalized by endocytosis; most of the animal viruses follow this path-
way. However, once internalized, depending on the nature of the virus and the
physiological conditions inside the host cell, the uncoating of the virion can take
place at different locations, e.g., in the cytosol or at the nuclear membrane or
inside the nucleus [1380].
Plant viruses have limited or mostly indirect way of infecting new plant
cells [1380]. Viruses of fungi lack machinery to penetrate the strong barriers
of these eukaryotic cells [1380]. Instead they persist in fungal cells; they infect
new fungal cells when they get transferred from one cell to another during their
mating through a pathway that may be called non-vesicular.
The membrane (and cell wall) of bacteria are not permeable to the capsids
of the bacteriophages. Therefore, the strategy adopted by most of the bac-
teriphages for invading host bacterial cell is to inject only the viral genome,
leaving the empty capsid outside the invaded host [1380].
The physics of viral genome is intimately related to the physics of packaging
of DNA into the viral capsid. Therefore, in the next subsection we’ll discuss the
energetics and kinetics of packaging of viral genome.
To my knowledge, the one of the earliest kinetic theories of injection of
phage DNA [1381], based on Brownian motion of the DNA, was developed four
years after the classic experiment reported by Hershey and Chase [1388, 1382,
1383]. However, purely diffusive entry into the host is ruled out by the fact
that it would be too slow to account for the observed speed of translocation.
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An alternative speculative idea, which was quite appealing at that time, is
that the high internal pressure of the capsid drives the ejection of the DNA.
In case of tailed bacteriophages the contractile tail was believed to work like a
hypodermic syringe following the “uncorcking” of the capsid [1384]. Although
the contractile tail has a definite role to play in the injection process [1385, 1386],
the syringe-like pressure-based injection mechanism remains controversial [1387,
1388]. Nevertheless, even if the high pressure of the capsid is not the sole driving
force for this process, it can assist the operation of specialized translocation
motors at least during the initial stages of translocation. An altogether different
mechanism was postulated by Grinius [1389]. According to this mechanism the
IMF across the host cytoplasmic membrane should be able to drive phage DNA
across it. Although it might appear plausible, because of the highly charged
nature of DNA, it fails to account for the data from many experiments [1390].
One of the earliest systematic papers on the DNA ejection in virues was based on
reptation [1391]. Finally, a mechanism based on a chemo-mechanical molecular
can generate the required push or pull for translocation of the DNA from the
viral capsid to the host cell. Does it exert a power stroke or is it a Brownian
ratchet? A comparative study of all possible alternative scenarios [1392] clarified
their limitations, in spite of partial success of some of these mechanisms.
Suppose P (x, t) is the probability of finding a length x of the phage DNA
ejected at time t. Inamdar et al.[1393] wrote down a Fokker-Planck equation
for P (x, t) which incorporates both a diffusion and a drift term. The potential
U(x) is is the free energy calculated in theories of phage DNA packaging (which
we’ll discuss in the next section). The potential gets contribution from the self-
repulsion of the charged DNA, its bending and confinement, etc. The key point
is that this potential as well as its slope (i.e., the ejection force) decreases with
increasing x. The average time taken for injection of the entire DNA of length
L into the host cell is the corresponding mean first-passage time.
Can this internal pressure, which continues to decrease with increasing x,
sustain the injection of the phage DNA against the osmotic pressure of the host
cell? Inamdar et al.[1393] extended the Brownian ratchet model for polymer
translocation, developed earlier by Simon et al.[545] (and discussed in section
20) to argue that the late stages of phage DNA injection is dominated by the
effective inward pull generated by the DNA-binding “particles” of the host cell.
22.5 Machine-driven packaging of viral genome
In the last part of the preceding section we have mentioned briefly about
the high internal pressure generated by the packaging of the DNA in a vi-
ral capsid. In this section we review (a) the energetics of the packaged vi-
ral genome, and (b) the mechanism by which the nano-motor at the entrance
of the capsid pushes the nucleic acid strand into the capsid during packaging
[1394, 1395, 1396, 1397, 1398, 1399, 1400, 1401, 1402, 2099]. The crucial con-
straint of “confinement” within the small volume of the capsid makes the viral
genome packaging more challenging than most of the polymer translocation
processes that we have discussed in the preceding section [1403].
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Two different strategies for packaging of genome has been discovered in
viruses [1404]: (i) the capsid can self-assemble around the viral genome, or (ii)
the viral nucleic acid can be injected into a pre-synthesized empty viral capsid
by a packaging motor. The first strategy is adopted mostly by the viruses with
ssDNA or ssRNA genomes. However, in this section we discuss only the second
strategy which is adopted by viruses with dsDNA and dsRNA genomes [176].
One of the model systems, which has been very popular among the re-
searchers for studying motor-driven packaging of genome, is the bacteriophage
φ29 [1405, 1401]; its genome consists of a double-stranded DNA. Other dsDNA
viruses which have also served as model systems for this purpose are the T-odd
(e.g., T3, T7) bacteriophages [1406], T-even (e.g., T4) bacteriophage [1407], the
bacteriophage λ [1408], and bacteriophage P22 [1409]. φ6 virus, which has also
received attention for genome packaging [1410], has a dsRNA as its genome.
For understanding the mechanism of packaging double-stranded RNA into the
viral capsids, the bacteriophage φ6 has been used as model system.
About 2 bp are translocated per ATP molecule hydrolyzed by the packag-
ing motor. The rate of packaging could be as high as about 2000 bp/s. But
the translocation gradually slows down as internal pressure builds up with the
progress of packaging. These motors are also highly processive although these
are not very efficient. The highest pressure generated inside the capsid of the
φ29 is about 60 times the normal atmospheric pressure (i.e., about 10 times the
pressure in a typical champagne bottle!) and the corresponding force applied by
the packaging motor is about 60 pN. Thus, genome packaging motors of viral
capsids are among the strongest discovered so far. What is the mechanism used
by these motors to generate such a relatively large force (large compared to the
forces generated by most of the other motors)?
22.5.1 Energetics of packaged genome in capsids
As stated earlier, the viral genomes may consist of DNA or RNA. There are two
alternative mechanisms for packaging of the genome. In case of some viruses,
the genome is encapsulated by molecules that self-assemble around it. In con-
trast, the genome of other viruses are packaged into a pre-fabricated empty
container, called viral capsid, by a powerful motor. As the capsid gets filled,
The pressure inside the capsid increases which opposes further filling. The
effective force, which opposes packaging, gets major contributions from three
sources [1411, 1412, 1413, 1414, 1415, 1416, 1417, 1418]: (a) bending of stiff
DNA molecule inside the capsid; (b) strong electrostatic repulsion between the
negatively charged strands of the DNA; (c) loss of entropy caused by the pack-
aging.
22.5.2 Structure and mechanism of viral genome packaging motor
Are the nucleic acids “pulled” or “pushed” into the capsid head by the motor?
Is the packaging motor linear or rotary? Single-molecule studies of viral genome
packaging motors [1419] have provided deep insight into the force generated and
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the mechanism of packaging. The process of packaging can be divided into differ-
ent stages [1420]: initiation, packaging and termination. The packaging motor
is a transient multi-component, multi-subunit complex that is assembled at the
entrance of the capsid just before packaging begins. Initiation also requires
recognition of the correct substrate (i.e., the nucleic acid). Once packaging is
complete, the packaging motor is disassembled and portal system is “sealed” to
prevent leakage of the viral genome [1421].
The three common structural units [1399] of the packaging motor are as
follows (see fig.44): (i) a “portal ring”, made of proteins, that connects the
capsid head to the phage tail, (ii) a ring of RNA molecules, called “prohead
RNA” (pRNS) that is located at the narrow end of the connector, and (iii) an
ATPase ring, which is known as the enzyme “terminase”.
Figure 44: A schemetic depiction of a viral capsid where the key components
of the packaging motor are shown explicitly.
A minimal kinetic model of the viral DNA packaging machine has been
suggested by Yang and Catalano [1422]. More detailed models, that capture
structural features of the motor, have been broadly divided into two basic types
[1423]: (I) rotary motors, and (II) linear motors. Rotary motors have also
been termed as “portal centric” while the linear motors are “terminase-centric”
[1419].
(I) Rotary motor models:
(1) “Nut-and-bolt” model [1424]: In this model the portal ring rotates like a
“nut” causing the linear entry of the “bolt-like” DNA into the capsid head. The
rotation of the portal ring is driven by the cyclic change in the conformation of
the ATPase during its enzymatic cycle.
(2) Compression-relaxation model [1425]: In this case, driven by ATP hy-
drolysis, the ATPase causes lengthwise expansion and contraction of the portal
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which, in turn is converted into a rotation of the portal that ultimately results
in the linear translocation of the DNA into the capsid head. For this rotary
motor, the portal is the rotor while the pRNA and the ATPase, together with
the capsid, serve as the stator.
(3) DNA griping model [1426]: In this rotary model, the packaging motor,
as a whole, serves as the rotor while the capsid is the stator. The grip of the
portal on the negatively charged phosphate backbone of DNA arises from the
positively charged lysines on the portal. The ATPase rotates the portal thereby
weakening its grip on the DNA and causing linear push of the DNA by about
2 nm before re-establishing the electrostatic grip with the next set of backbone
phophates of the DNA.
(4) Mexican wave model [1427]: There are several protein loops, each of
which about 15 amino acid long, project into the portal channel. Moreover,
each loop can take two different conformations. Therefore, in the molecular
lever model the loops are postulated to behave as levers that can tightly grip
the phage DNA. ATPase driven portal rotation gives rise to the conformational
changes of the levers in a sequential manner that results in the translocation of
the DNA into the capsid head. The sequential conformational changes of the
loops has been described as a Mexican wave.
(5) Push-and-roll model [1428]: In contrast to the models based on the
rotation of the portal ring, this model postulates rotation of the DNA induced
by a push from levers. These levers grip the DNA electrostatically and the
release of the inorganic phosphate (Pi) is accompanied by the power stroke. In
each power stroke, a lever from a single subunit of the motor pushes the DNA
in such a way that in each complete cycle the DNA moves both into the capsid
head as well as in a plane perpendicular to it. Upon release of the lever at the
end of the power stroke the DNA rolls sequentially to the next subunit of the
ring-shaped motor.
(II) Linear motor models:
(i) Inchworm model [1429, 1430]: Inspired by structural similarities with he-
licases, terminase has been assumed to translocate DNA by an inchworm-like
mechanism that successfully accounted for DNA translocation by monomeric
helicase motors. In this speculative model, the opening and closing of the ATP-
binding cleft drives the movement of the terminase domains which, in turn,
is coupled to the translocation of the DNA. A plausible scenario is as follows
[1423]: ATP-binding closes the cleft between the terminase domains and in-
creases its affinity for the DNA; subsequent hydrolysis of ATP generates the
force that not only opens the cleft and releases the products of hydrolysis but
also translocates the DNA thereby completing one enzymatic cycle.
(ii) Supercoiling model [1431]: This model is based on the assumption that
upon entering the capsid the leading end of the DNA gets fixed onto the portal
or the prohead in such a way that the terminase can introduce supercoils. This
ATP-dependent supercoiling driven by the terminase is similar to the primary
function of the ATP-dependent DNA gyrase. Supercoil of the DNA serves as a
transient storage of part of the energy released by ATP hydrolysis. Subsequent
relaxation of the supercoil triggers DNA propulsion into the capsid.
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Most of the models envisage execution of a power stroke by the genome pack-
aging motor. However, alternative scenarios that envisage a Brownian ratchet
mechanism for these motors have also been proposed [1432, 1433, 1434].
22.6 ATP-binding cassette (ABC) transporters: two-cylinder
ATP-driven engines of cellular cleaning pumps
An ATP-binding cassette (ABC) transporter is a membrane-bound machine.
These machines are found in all cells from bacteria to humans. In prokaryotic
cells, ABC transporters are located in the plasma membrane. In eukaryotes,
ABC transporters have been found in the internal membranes of organelles like
mitochondria, peroxisomes, golgi and endoplasmic reticulum. These translocate
ions, nutrients like sugars and amino acids, drug molecules, bile acids, steroids,
phospholipids, small peptides as well as full length proteins.
In spite of wide variations in their functions and substrates translocated by
them, they share some common features of structure and dynamics [1435, 1436,
1437, 1438, 1439]. Each ABC transporter consists of four core domains. Out
of this four, two transmembrane domains (TMDs) are needed for binding the
ligands which are to be transported while the two nucleotide-binding domains
(NBDs) bind, and hydrolyze, ATP. Many ABC transporters are single four-
domain proteins. In contrast, “half-size” ABC transporters consist of one TMD
and one NBD; many ABC transporters are actually homo-dimers or hetero-
dimers of “half-size” transporters.
Some of the fundamental questions specifically related to the mechanisms
of ABC transporters are as follows: (i) why do these machines need two ATP-
binding domains although it consumes only one molecule of ATP for trans-
porting one ligand? (ii) Do the two NBDs act in alternating fashion, like a
two-cylinder engine where the cycles of the two cylinders are coupled to each
other? Or, do the two NBDs together form a single ATP-switch [1436]?
22.7 Section summary
In this section we have extensively reviewed machines and mechanisms of translo-
cation of macromolecules of life, namely, nucleic acids and proteins, across the
cell boundary and, in case of eukaryotic cells, membranes of organelles. While
an importer or exporter translocates a macromolecule across a membrane the
membrane must maintain barrier against the passage of small molecules and
ions. This formidable task is performed by plug domains in the protein con-
ducting channels that have been discovered, for example, in the Sec pathway.
The role of the conformational kinetics of the plug domain in protein transloca-
tion has been elucidated by careful experiments. There is a need for inclusion
of this conformational kinetics in the quantitative theoretical models of protein
translocation.
Packaging of the viral genome into a pre-fabricated empty capsid by the
portal motor involves not only translocation of the nucleic acid strand through
the narrow entrance but also its compact spatial organization inside the capsid.
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The large number of theoretical models for packaging motors that we have
listed in this section indicates that their operational mechanism remains a hotly
debated topic with many challenging open questions.
23 Motoring into nano-cage for degradation: spe-
cific examples of nano-scale mincers of macro-
molecules
In this section we’ll review the current status of understanding of the mechanism
of operation of some machines which degrade nucleic acids and proteins. We’ll
also point out the structural and dynamic similarities between two machines
one of which degrades RNA whereas the other degrades proteins.
Nucleases are enzymes which function as “scissors” by cleaving the phospho-
diester bonds on nucleic acid molecules. Endonucleases cleave the phosphodi-
ester bond within the nucleic acid thereby cutting it into two strands whereas
exonucleases remove the terminal nucleotide either at the 3’ end or at the 5’
end. Ribonucleases (whose commonly used abbreviation is RNase) are also nu-
cleases and function as “scissors” that cleave the phosphodiester bonds on RNA
molecules. Like all other nucleases, RNases are also broadly classified into en-
doribonucleases and exoribonucleases. Proteases are enzymes which perform
functions that are analogous to nucleases. Just as nucleases cleave the phospho-
diester bonds on nucleic acids (i.e., polynucleotides), proteases cleave peptide
bonds on polypeptides and, hence, sometimes also called peptidase.
23.1 Exosome: a RNA deagrading machine
In eukaryotes, a barrel-shaped multi-protein complex, called exosome, [1440,
1441, 1442, 1443, 1444, 1445] degrades RNA molecules. The bacterial counter-
part of exosome is usually referred to as the RNA degradosome. The funda-
mental questions on the operational mechanism of these machines are of two
types: (i) how is the RNA forced into the execution chamber of exosome; and
(ii) what is the size distribution of the RNA segments that are released by the
exosome after shredding it into pieces?
23.2 Proteasome: a protein deagrading machine
Earlier in the context of protein synthesis by ribosome, we have discussed the
mechanisms of quality control that enhance the translational fidelity far be-
yond what would be achievable by discrimination among the aminoacyl tRNA
molecules based purely on equilibrium thermodynamics. However, not all the
polypeptides thus synthesized are competent to function properly because of,
for example, misfolding. There are additional quality control mechanisms that
monitor the nascent proteins during various stages of their maturation [1446].
Defective products are detected and degraded by the cell. Proteasome is a large
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and ATP-dependent complex machine for protein degradation [1447, 1448, 1449,
1450, 1451, 1452, 1453, 1454, 1455, 1456, 1457, 1458, 1459, 1460, 1461, 1462,
1463, 1465, 1466] This barrel-shaped machine has structural and functional
similarities with exosome; what exosome does for RNA, proteasome does for
proteins [178]. Obviously, the fundamental questions to be addressed are very
similar to those in the case of exosomes.
The 26S proteasome consists of the 20S core proteasome and the 19S reg-
ulator which operates as an ATP-dependent chaperone. It has been claimed
that the translocation of polypeptides into the proteasome and cleavage may
be coordinated in such a way that the machine is a physical realization of the
Brownian ratchet mechanism [1463]. Several possible modes of such coordina-
tion have been listed as plausible candidates [1463]. In addition to facilitating
the biased diffusion of the protein substrate, ATP plays several other roles in
the operation of a proteasome [1464].
Mathematical models have been developed for modeling the two above func-
tions of proteasome [1467, 1471, 1472, 1473, 1474, 1468, 1469, 1470]. Zaikin
and Po¨schel [1468] developed a Brownian ratchet mechanism for the transloca-
tion of a polypeptide into the proteasome and demonstrated a size-dependent
rate of transport without explicitly incorporating cleavage. In more general ver-
sions of this model [1469, 1470], a polypeptide that enters the channel of the
proteasome encounters two cleavage centers. Goldobin and Zaikin [1470] also
suggested how the translocation rate and cleavage strength functions can be
reconstructed from the experimental data. Because of probabilistic cleavage, a
polypeptide may either undergo cleavage or can escape cleave and continue get-
ting translocated along the channel. The fragments generated by the cleavage
also continue translocation along the channel till they leave the channel through
the exit. Since smaller fragments move faster than the parent polypeptide, fur-
ther cleavage of these segments before their exit from the chamber would be
rare.
Holzhutter and collaborators [1471, 1472] developed a kinetic model in terms
of master equations for the probabilities of observing fragments of different sizes
resulting from cleavage. Separate equations were written for fragments inside
and outside the proteasome at time t. Illustration of these ideas with simpler
situations was presented by Hadeler et al.[1473]. Luciani et al.[1474] wrote
down kinetic equations for Nk(t) and nk(t) which denote the concentrations
of fragments of length k outside and inside the proteolytic chambers of the
proteasomes. The general form of the equations are [1474]
dNk(t)
dt
= −[Influx term] + [Efflux term]
dnk(t)
dt
= [Influx term]− [Efflux term] + [Cleavage terms]
(247)
The proteolytic action of the proteasome machine is captured by the form of
the “cleavage terms”. There are at least two possible choices for selecting the
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cleavage site: (a) a pre-defined cleavage site that depends on the amino acid
sequence, or (b) a pre-determined approximate length of the fragments so that
the most probable cleavage site is at a distance of, say, 9 amino acids from one
end of the polypeptide, irrespective of the actual sequence. The latter choice
was made by Luciani et al. [1474].
23.3 Section summary
Proteasomes can not only cleave but also splice polypeptides; after cleaving it
can catalyze a peptide bond between two distal fragments [1475, 1476, 1477].
How does a proteasome decide whether to splice or merely degrade a protein
that enters into its cage? At present fairly reliable algorithms are available that
predict potential proteasomal cleavage sites [1472]. However, to our knowledge,
no reliable model-based prediction of proteolytic fragments, which are generated
by two interrelated cleavages, is possible at present. In other words, the rules
that govern the processing machinery inside the proteasome remain unclear.
24 Polymerases motoring along DNA and RNA
templates: template-directed polymerization
of DNA and RNA
Earlier, in section 15, we have discussed some generic aspects of template-
directed polymerization. In this section, we discuss the distinct features of a few
specific machines and their effects on the kinetics of the corresponding polymer-
ization process. Readers who are not familiar with the facts on template-directed
polymerization can find a brief elementary introduction in the appendices. The
tools for single molecule studies of these phenomena and typical applications
have been reviewed recently [1478]. Some aspects of template-directed poly-
merization that are covered in ref.[550] will not be repeated here.
Transcription, whereby a RNA is polymerized using a DNA template, is car-
ried out by a machine called RNA polymerase (RNAP). DNA is also replicated
just before cell division so that genetic blueprint can be inherited by both the
daughter cells. The molecular machine that polymerizes a DNA molecule using
another DNA molecule as its template, is called a DNA polymerase (DNAP).
However, in view of other type of polymerizing machines discovered in viruses,
it is more appropriate to classify the polymerizing machines according to the
nature of the template and product polymers, as presented in the table 6.
There are several common architectural features of all polynucleotide poly-
merases. The shape of the polymerase has some resemblance with the “cupped
right hand” of a normal human being; the three major domains of it are iden-
tified with “fingers”, “palm” and “thumb”. There are, of course, some crucial
differences in the details of the architectural designs of these machines which
are essential for their specific functions.
•Comparison between polynucleotide polymerases and cytoskeletal motors
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Let us compare these polymerase motors with the cytoskeletal motors. (i)
Polymerase motors generate forces which are about 3 to 6 times stronger than
that generated by cytoskeletal motors. (ii) But, the step size of a polymerase
is about 0.34 nm whereas that of a kinesin is about 8 nm. (iii) Moreover, the
polymerase motors are slower than the cytoskeletal motors by two orders of mag-
nitude. (iv) Furthermore, natural nucleic acid tracks are intrinsically inhomoge-
neous because of the inhomogeneity of nucleotide sequences [1479, 1480, 1481]
whereas, in the absence of MAPs and ARPs (see appendix K for brief introduc-
tion to MAP and ARP), the cytoskeletal tracks are homogeneous and exhibit
perfect periodic order.
24.1 Transcription by RNAP: a DdRP
RNAP is a molecular motor [1482, 1483] that exhibits some distinct phenomena
which are not exhibited by the other polymerases. We highlight particularly the
kinetics of those phenomena. Single subunit DdRP have been found in bacterio-
phages; one of the extensively studied examples being the T7 RNA polymerase.
Single subunit RNA polymerases have been found also in mitochondria of eu-
karyotic cells [1619, 1621, 1622]. However, all the other DdRP in all kingdoms
of life are multi-subunit enzymes. The eukaryotic DdRP machines are not only
larger in size than their bacterial counterparts, but also consist of larger number
of subunits. There are three different types of DdRP in eukaryotic cells, namely,
RNAP-I, RNAP-II and RNAP-III. The mRNA, which serves as the template
for protein synthesis, is polymerized by RNAP-II whereas rRNA and tRNA are
synthesized by RNAP-I and RNAP-III, respectively.
Ever since the formulation of the central dogma and the discovery of RNA
polymerase [1484, 1485], many leading groups have put enormous efforts in
determining the structure of these machines [1486]. For the success of the team
led by Roger Kornberg, in determining a high-resolution structure of RNAP-II
and for elucidating the mechanism of transcription, Kornberg was awarded the
Nobel prize in chemistry in 2006 [1487, 1488, 1489]. Single-molecule studies
have provided insight into the mechanism of transcription [1490, 1491].
RNAP itself exhibits helicase activity and, unlike DNAP, does not require
assistance of any separate helicase for unwinding dsDNA to expose its template.
Moreover, unlike DNAP, it also does not require a separate clamp for its pro-
cessivity and utilizes a segment of itself effectively as a clamp. However, if a
RNAP somehow dissociates from its template, it does not have the capability
to to re-associate and resume transcription to complete the interrupted process.
In contrast, for DNAP dissociation and re-association is a routine part of its
operation. The RNAP, the dsDNA and the RNA transcript together form what
is called a “transciption-elongation complex” (TEC).
•Transcription initiation: role of scrunching
Initiation of transcription needs binding of the RNAP to the appropriate
sites on its template. Although, in general, it would be expected to be a non-
equilibrium phenomenon, it may be approximated as a process of binding in
thermodynamic equilibrium under several realistic circumstances. Therefore,
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RNAP binding has been treated within the framework of equilibrium statisti-
cal mechanics [1492, 1493]. In the initiation stage, a RNAP can scrunch (see
fig.45 for an explanation of scrunching) [1494, 1495, 1496, 1497, 1498, 1499].
Some recent theoretical models of the kinetics of transcription initiation [1500].
incorporate the scrunching-based pathways.
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Figure 45: Scrunching of RNAP compared with inchworming and transient
excursions. (Courtesy of Ajeet K. Sharma).
•Transcription termination: role of antitermination
Termination of transcription is also a complex phenomenon and it can be reg-
ulated by intrinsic or extrinsic signals [1501, 1502]. Assisted by anti-termination
factors, a RNAP may ignore a stop signal and may continue transcribing beyond
the stop signal sequence.
•Elongation: Brownian ratchet or power stroke?
Theoretical modelers have paid most of the attention so far on the elonga-
tion phase. Each mechao-chemical cycle in the elongation stage involves two
main sub-stages: polymerization and translocation. Polymerization elongates
the RNA transcript by 1 nucleotide. During translocation, the RNAP moves
forward by 1 nucleotide on the dsDNA which requires unzipping the downstream
DNA by 1 nucleotide and simultaneous re-annealing of the upstream DNA by
1 nucleotide. Moreover, at the same time, the RNA-DNA hybrid also moves by
1 nucleotide so that the 3’end of the RNA vacates the active site of the RNAP
and the RNA-DNA hybrid opens by 1 nucleotide at the 5’-end of the RNA.
To our knowledge, one of the earliest attempts was the model developed by
Ju¨licher and Bruinsma [1503]. One special feature of the model is that is assumes
an “internal flexibility” of the RNAP itself and captures this flexibility by an
elastic element that allows compression of the separation between the catalytic
site and front of the RNAP. Thus, the kinetics of transcription is described
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in terms of two stochastic variables: the position of the catalytic site along
the DNA template and the internal deformation of the polymerase. Almost
simultaneously Wang et al.[1504] developed a stochastic model of transcription
that included the detailed enzymatic cycle of the RNAP. It is essentially based
on the Brownian ratchet mechanism of energy transduction where the binding
of the NTP monomeric subunits rectify diffusion of the RNAP.
In a Brownian ratchet model of RNAP [1482, 1505, 1506, 1507] the poly-
merase is assumed to fluctuate back and forth between the “pre-translocated”
and the “post-translocated” positions. In the absence of NTP, this motion is
essentially an unbiased Brownian motion. However, when NTP binds, it rec-
tifies fluctuations thereby biasing forward movement of the RNAP. Thus NTP
would serve as a “pawl”. High quality single-molecule data [1508] as well as
high-resolution structures obtained from X-ray crystallography [1509] are con-
sistent with this Brownian ratchet mechanism and inconsistent with the power
stroke mechanism. The predictive power of the Brownian ratchet mechanism
has been tested more stringently [1510]. Using the parameters extracted un-
der chemical perturbation,predictions were made, and tested, for responses to
mechanical perturbations. Chemical perturbation was achieved by varying the
composition of the sequence-inhomogeneous template and the concentration of
the NTPs. Transcription was perturbed mechanically by applying mechanical
force. Because of the sequence inhomogeneity, the rates of transitions from the
pre-translocated to the post-translocated states were also sequence dependent.
These rates of transitions were computed from thermodynamic considerations
quantifying [1511] earlier ideas formulated qualitatively by von Hippel and col-
laborators [1512]. An even more elaborate Brownian ratchet mechanism has
been proposed and quantified by Bar-Nahum et al. [1513]; it involves a static
pawl with a asymmetric ratchet and a dynamic (reciprocating) asymmetric pawl
with a symmetric ratchet. But, perhaps, not all RNAPs follow Brownian ratchet
mechanism. Structural evidences have been presented in support of a power
stroke mechanism for a class of RNAPs [1514]. In order to reconcile these two
apparently contradictory observations and settle the controversy on the mecha-
nism, Yu and Oster [1515] have developed a model that allow two parallel paths-
one of these is based essentially on a Brownian ratchet mechanism whereas the
other utilizes a power stroke. The seven states and the kinetic pathways are
shown in fig.46. Approximate analytical expressions for the rates of elongation
in the steady states of the process were derived separately for single-subunit
RNAPs and multi-subunit RNAPs (see the supporting information of ref.[1515]
for the details).
An alternative formulation [1516], based on the Fokker-Planck equation, also
allows the possibilities of both the power stroke and Brownian rachet mecha-
nisms by the appropriate shape of the free energy landscape. Not all kinetic
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Figure NOT displayed for copyright reasons.
Figure 46: Parallel pathways based on facilitated translocation and Brownian
ratchet within the framework of a single unified theoretical model for T7 RNAP.
Reprinted from Biophysical Journal (ref.[1515]), with permission from Elsevier
c©(2012) [Biophysical Society].
models explicitly assume either the power stroke or the Brownian ratchet mech-
anism. Some purely kinetic models [1517, 1518, 1519] can be interpreted in
either way because these assume movements of the RNAP without explicitly
explaining how these movements are caused by the energy transduction mecha-
nism. One of these is the “look-ahead” model [1518, 1519], which assumes the
existence of a “look-ahead” window ahead of the catalytic site within the tran-
scription bubble at which NTP can bind reversibly before they are covalently
linked to the RNA transcript.
•Pause and backtracking of RNAP: kinetics and error correction
So far in the context of elongation stage, we have discussed, only the pathway
that consists of the sub-stages of polymerization and translocation. However,
at each position on its template, multiple pathways are available to a real TEC.
The pathways alternative to elongation include termination, pause and arrest (in
backtracked positions), editing, etc. [1512]. The relative probabilities of entering
into any of the available pathways depends not only on the sequence-specific
interactions of the RNAP with its template DNA, but also on its interactions
with the nascent RNA transcript as well as that with regulatory transcription
factors.
On the basis of the duration, pauses have been divided in two classes: Of
all the pauses, about 95% do not last longer than a few seconds and, therefore
called “short” pause. The duration of the remaining 5% of the pauses can be
in the range 20 s - 30 min and these are called “long pauses”.
The pauses can be broadly divided into two categories also on the basis of
their relation with backtracking [1520]: (i) pausing without backtracking, in
which only nucleotide addition is blocked, (ii) paused state following backtrack-
ing in which RNAP reverse translocates on its template by a few steps. Back-
tracking has been investigated by single-molecule techniques [1521, 1522, 1523]
as well as in structural studies [1524, 1525]
The mechanism of pausing and backtracking as well as the effects of force on
these phenomena remain controversial [1522, 1526, 1523, 1511, 1527, 1528]. Ac-
cording to some schools of thought, all pauses, irrespective of the duration, arise
from backtracking. In contrast, adherents of alternative scenarios believe that
the cause of short and long pauses are quite distinct; long pauses are associated
with backtracking whereas short pauses do not necessarily need any backtrack-
ing. Stochastic models have been developed for the kinetics of backtracking
[1529, 1530, 1531, 1532, 1533].
Experimentally observed transcriptional fidelity is a consequence of two-
stage selection of the nucleotide dictated by the template.
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Some of these models explicitly incorporate steps for proofreading by either
an isolated single RNAP [1534] or by individual RNAP motors in a traffic of
RNAPs [1535]. In the first stage, the complementarity of shape and Watson-
Crick base pairing helps in the selection of the correct nucleotide. In spite of this
selectivity, misincorporations occasionally do occur. If a misincorporation takes
place, disruption of the catalytic site conformation slows down transcription
thereby allowing sufficient time for activation of the exonuclease activity of
the RNAP. Once the misincorporated nucleotide is cleaved a new elongation
cycle begins to select the correct nucleotide. This mechanism for ensuring high
transcriptional fidelity has been established by structural techniques [1536] as
well as single-molecule experiments.
Suppose n (n = 0, 1, ...N) denotes the position of the last transcribed nu-
cleotide on the template. In other words, n is also the length of the nascent
transcript. Let m (m = 0, 1, ...M) denote the position of the TEC (more specif-
ically, the position of the catalytic site of the RNAP) relative to n. In this
notation, m = 0 indicates that the TEC is an active state whereas backtracked
states correspond to m > 0. The transcription process starts at n = 0,m = 0
and terminates at n = N,m = M . Voliotis et al.[1534] defined Pn (and P¯n) as
the probabilities for reaching the termination site n = N , having incorporated
the correct (and an incorrect) nucleotide at the position n. They obtained a
site-wise detailed measure of the transcriptional error by calculating {εn} where
εn = P¯n/Pn.
For a fixed n, Pm(t) is the probability of finding the TEC at m at time t,
having started at m = 0 at time t = 0. Defining a column vector P whose M+1
elements are the probabilities Pm(t) (m = 0, 1, ...,M), the master equations for
these probabilities can be expressed in a compact notation
dP(t)
dt
= W{s}P(t) (248)
in which W is the (M + 1)× (M + 1) tridiagonal transition matrix. The super-
script {s} indicates that the matrix W depends on the sequence of nucleotides
along the nascent transcript. Note that s is a binary variable: s = 0 for correct
transcription whereas s = 1 for incorrect transcription. Thus, for a transcript
of length n, {s} is a string of length n, each element of which can be either 0
or 1 depending on correct or incorrect incorporation at the respective positions
on the RNA transcript. However, the matrix W{s} depends only on the M
elements of {s}, namely, on sn, sn−1, ..., ss−(M−1).
In this formulation, there are M + 1 “absorbing boundaries” through which
the TEC can make an exit from the template position n. The absorbing bound-
ary at m = 0 corresponds to polymerization so that the catalytic site moves
from n to n + 1. In contrast, the absorbing boundaries at m = 1, ...,M + 1
correspond to cleavage of the transcript that causes the catalytic site to move
from n to n −m because of the cleavage occuring at the backtracked state m.
Applying a technique based on Laplace transforms, Voliotis et al.[1534, 1537]
calculated pm, the probability of hitting the absorbing boundary at m, and
the corresponding mean exit time tm. On time scales much longer than those
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for elongation and cleavage of the transcript, the kinetics can be described on
a coarse-grained temporal resolution in which the elongation and cleavage are
captured only through the rates p0 and pm, respectively. Suppose Πn(t) denotes
the probability of finding a transcript of length n, irrespective of the sequence
{s}. Voliotis et al. [1534] wrote down the master equation for Πn(t) where the
expressions for probability flux involve p0 and pm that were calculated for fixed
n. From this master equation, they obtained estimates of {εn} by analytical
treatment.
24.1.1 Effects of RNAP-RNAP collision and RNAP traffic conges-
tion
Two RNAPs can collide while transcribing either (i) the same gene, or (ii)
two different genes. In the former case only co-directional collision is possible
whereas in the latter case both co-directional and head-on collisions can take
place depending on the relative position of the two genes.
•Two RNAPs transcribing the same gene
While transcribing the same gene simultaneously, the two RNAPs would
move on the same DNA template strand and are co-directional. This situation
is analogous to that of two vehicles in the same lane of a highway where both
the vehicles are supposed to enter and exit the traffic at the same entry and
exit points on this highway. In such a co-directional collision, does the trail-
ing polymerase get obstructed by the leading polymerase or does the leading
polymerase get pushed from behind?
The leading RNAP may stall either because of backtracking or because of
“roadblocks” created by other DNA-binding proteins. In both these situations,
the co-directional trailing RNAP can rescue the stalled leading RNAP by “push-
ing” it forward from behind [1538, 1539, 1540]. Two distinct underlying mech-
anisms can manifest as “pushing” by the trailing RNAP [1541]- in the first, the
push exerted by the trailing RNAP on the leading stalled RNAP is a “power
stroke”; in the second, the leading stalled RNAP resumes transcription by ther-
mal fluctuation just when the trailing one reaches it from behind thereby rec-
tifying the backward movement of the leading RNAP by a “Brownian ratchet”
mechanism. The elasticity of the TECs may give rise to other possible outcomes
of RNAP-RNAP collisions. For example, if the leading RNAP is “obstructed”
by a sufficiently strong barrier, the trailing RNAP can backtrack after suffering
collision with it [1542]. Moreover, the stalled leading TEC must be at least 20
bp away from the promoter so that the trailing TEC can get stabilized before
encountering the stalled TEC in front of it and restart transcription by the
leading TEC [1543].
•Two RNAPs transcribing two different genes
Next we consider the more complex situation where the two interacting
RNAPs transcribe two different genes. Their interaction can cause transcrip-
tional interference (TI). TI is defined as [1544, 1545, 1546, 1547, 1548] the “sup-
pressive influence of one transcriptional process, directly and in cis on a second
transcriptional process”. TI can occur when both the genes are on the same
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DNA strand so that both the RNAPs move from the 3’ to 5’ end of the tem-
plate DNA strand. Anti-sense RNA transcripts are synthesized by RNAPs that
translocate from the 3’ to the 5’ end of the (+)DNA strand (i.e., codingDNA
strand).
Figure NOT displayed for copyright reasons.
Figure 47: Three possible promoter arrangements that can give rise to tran-
scriptional interference (TI); see the text for detailed explanations. Reprinted
from Trends in Genetics (ref.[1544]), with permission from Elsevier c©(2005).
The RNAP transcribing one gene can interfere with the initiation, or elon-
gation, or termination of transcription of another neighbouring gene. The pos-
sibility of a transcriptional interference between two neighboring genes and the
relative direction of approach of the two RNAPs is decided by the arrangement
of the interfering promoters. The three alternative arrangements (see fig.47) are
named as follows [1544, 1545, 1549, 1550]:
(i) Convergent promoters (fig.47(b)): the RNAPs collide “head-on”. (ii) Tan-
dem promoters (fig.47(a)): the RNAPs are co-directional; the collision takes
place between the front edge of the trailing RNAP and the rear end of the lead-
ing RNAP. (iii) Divergent (overlapping) promoters (fig.47(c)): Except for the
initial mutual hindrance in starting their journey on their respective tracks, the
RNAPs do not interact once they depart from the sites of initiation and start
elongating their own transcripts.
Based on the stage of transcription, one can envisage four different types of
interference and the corresponding possible outcomes:
(I) Promoter competition: Occupation of one promoter by a RNAP hinders the
occupation of the promoter by the other RNAP if the promoters are overlapping
(divergent). Thus, initiation of one transcription interferes with the initiation
of the other. Unless influenced by other regulatory molecules, only one of the
two RNAPs succeeds in initiating transcription at a time. The winner of the
competition could be decided randomly if their binding affinities are comparable.
The overall effect is either systematic or random suppression of the expression
of one or both of the genes.
(II) Occlution: A RNAP cannot even initiate transcription, if the promoter is
occluded, at least temporarily, because of the occupation of the site by another
RNAP that is already elongating its transcript. This phenomenon can occur for
both tandem and convergent promoters. If the occupying RNAP transcribes at
a normal rate, the occlution effect is marginal because it vacates the promoter
site of the other RNAP within seconds. However, if the occupying RNAP is in
a stalled state because of backtracking, it can delay initiation of transcription
of the other gene for a long time [1551]. But, no real collision of two RNAPs
takes place in this case.
(III) Sitting duck mechanism: If one of the two RNAPs in still in the stage of
transcription initiation (and yet to begin transcript elongation), it is regarded
as a “sitting duck” that can get “hit” by another RNAP that is already in the
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stage of elongation of its transcript. This mechanism of TI is significant when
the two promoters are sufficiently close but do not overlap. The most likely
outcome is that the sitting duck is dislodged from the DNA template.
(IV) Traffic collision: If both the RNAPs are engaged in the elongation of their
respective transcripts, a “head-on” collision between their TECs is possible if
the promoters are convergent. Alternatively, a co-directional collision of the two
RNAPs is also possible for tandem promoters if the trailing RNAP transcribes
at a faster rate than that of the leading RNAP. Strong TI can be caused by
such collision if the distance between the two promoters is sufficiently large so
that both the RNAPs are engaged in elongating their respective transcripts
when they collide. If one of the RNAPs bind strongly to its template while
the other binds weakly, the strongly bound RNAP acts as a “roadblock” for the
weakly bound RNAP. The outcome of the collision could be any of the following
depending on the specific organism and the particular gene:
(i) Either or both of the RNAPs can stall and/or backtrack. (ii) Either or
both of the RNAPs can get dislodged from the template causing premature
abortive termination of the corresponding transcriptions. (iii) In case of “head-
on” collision, the two RNAPs can simply pass each other just like two cars on
two adjoining central lanes meant for oppositely moving vehicular traffic [1552].
(iv) In case of “co-directional” collision, the stalled leading RNAP can restart
transcription by the push of the trailing RNAP.
Based on the existing mathematical model [1553], the following predictions
have been made:
(i) Occlusion is strong and dominating when the interfering promoter is very
strong. (ii) Collision dominates TI if the interfering promoter is strong or if the
convergent promoters are sufficiently far apart (typically > 200bp). (iii) If the
interfering promoter is not strong enough or if the convergent promoters are not
far enough from each other, the sitting duck mechanism is expected to dominate
TI.
•Many RNAPs transcribing the same gene: traffic congestion
Traffic-like collective movement of many RNAPs during transcription of a
gene and the effects of traffic congestion on the rate of transcription has been
studied theoretically [1517, 1554, 1555, 1556]. The effects of RNAP traffic con-
gestions on the pausing and backtracking of RNAPs and the consequent impli-
cations for transcriptional proofreading have also been investigated theoretically
by Sahoo and Klumpp [1535]. The theoretical framework of this work has many
similarities with that formulated by Voliotis et al.[1534] for the special case of
nucleolytic proofreading by a single isolated RNAP via backtracking.
24.1.2 Primase: a unique DdRP
DdDP cannot begin polymerization of a polynucleotide from scratch. First, a
DNA primase [1557, 1558, 1559, 1560, 1561] polymerizes a short RNA primer
using the DNA template. Just like a RNAP, a primase identifies its binding
site on the template DNA by a particular sequence. This initiation is followed
by the elongation of the RNA primer. Thus, a primase in a special type of
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DdRP. One of the challenging questions is: what determines the length of the
primer that the primase must polymerize? Once the primer reaches that length,
the primase disengages and the DNAP takes over adding nucleotides to the
primer thereby continuing DNA replication. On one of two template strands
exposed by the unzipping of the dsDNA by a helicase, the priming event occurs
only once in the beginning of DNA replication. But, on the other template
strand priming occurs repeatedly because on this template DNA replication
takes place in discontinuous segments each of which requires separate priming.
The mechanism of the coordination between the primase and DNAPs on the
two template strands will be discussed in the next subsection.
24.2 Replication by DNAP: a DdDP
In this section we study the kinetics of DNAP, a DdDP, during replication of
DNA [1562]. The chromosome replication cycle can be broadly divided into a
few distinct stages [1563] that are more complex than the stages of transcription.
Therefore, we present the kinetic processes in the order of increasing complexity,
rather than the actual sequence of the stages of replication of the whole genome.
24.2.1 Coordination of elongation and error correction by a single
DdDP: speed and fidelity
In their pioneering work on DNAP, Wuite et al.[1564] a ssDNA molecule, that
served as the template, was subjected to tension by holding it with a micro
pipette at one end and an optical trap on the other. Almost simultaneously,
Maier et al.[1565] carried out a similar experiment on a different DNAP where a
magnetic trap was used, instead of an optical trap. In both these experiments,
the DNAP converted the ssDNA into a dsDNA by polymerizing a strand that
is complementary to the template. An interesting feature of the data is the
nonmonotonic variation of the average rate of replication k(F ) with the tension
F ; k(F ) exhibits a maximum [1564, 1565].
The experimental data were interpreted quantitatively in terms of a phe-
nomenological model [1564, 1565] based on a thermally activated rate-limiting
step. The rate constants k(F ) and k(0), in the presence and absence, respec-
tively, of the tension F were assumed to be related by k(F ) = k(0)exp(−∆g/kBT ),
where ∆g = ∆G(F )−∆G(0) is the force-induced change in the free energy bar-
rier ∆G. The barrier ∆g was assumed to have the form
∆g = nF [Xss(F )−Xds(F )]− T∆s(F ) (249)
where the first term on the right hand side is the enthalpic contribution while
the second term is the entropic contribution to ∆g. Xss(F ) and Xds(F ) are
the measured (in different experiments) extensions per base of the ssDNA and
dsDNA strands, respectively, at force F . Wuite et al.[1564] evaluated the ∆s(F )
from
T∆s(F ) = n[
∫ Xss(F )
0
Fss(x)dx−
∫ Xds(F )
0
Fds(x)dx]. (250)
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A comparison of the force-extension curves of ssdNA and dsDNA explains the
observed trend of variation of k(F ). For forces F < F∗, dsDNA contour length
is longer than that of ssDNA whereas for F > F∗ the ssDNA is longer; the
magnitude of the crossover length F∗ is about 5 pN. DNAP induces this change
in length as it converts a ssDNA into a dsDNA. Therefore, for F < F∗ the
DNAP is assisted by the external tension F whereas for F > F∗ its operation
is opposed by the applied tension F .
Note that Xss(F ) and Xds(F ) are the contributions per base to the end-
to-end net extension of the entire ssDNA and dsDNA chains, respectively.
Each of these chains, typically, consists of thousands of nucleotides. Thus,
this phenomenological model [1564, 1565] implicitly assumes that the global
force-extension behavior of “bare” long ssDNA and dsDNA chains, rather than
their local interactions with the DNAP, is the dominant cause of the observed
F -dependence of the rate of DNA replication. Therefore, this model was later
named as the “global” model. The effect of the DNAP enters into the results of
this model only through the parameter n, which denotes the number of ssDNA
bases that get converted to dsDNA in each polymerization reaction catalyzed
by the DNAP. It also ignores the fact that at the active site of DNAP the ss and
ds segments of the DNA are far from collinear. The resulting torque generated
by the tension F has important energetic implications which the global model
ignored.
As an alternative to these “global” models, a “local” model was developed by
Goel et al. [1566, 1567] to calculate ∆g for a quantitative interpretation of the
same experimental observations. This model focusses only on the nucleotides in
the immediate vicinity of the active site of the DNAP.
Both the global and local models described above assume that although the
rate of the rate-limiting step is altered by the tension F , none of the non-rate-
limiting steps become rate-limiting in this process. An atomistic model, that
does not need to make any of these assumptions, was developed later by Andri-
cioaei et al. [1568] to calculate the force-dependent barrier. This “restricted-
cone local model” [1568] correctly excludes many of the orientations of the DNA
because of steric constraints imposed by the DNAP. All the models described
above can account for the qualitative features, particularly the nonmonotonic-
ity, of the variation of the rate of replication with increasing tension applied on
the template DNA.
In an alternative approach, the force-dependence of the replication rate was
interpreted by Venkataramani and Radhakrishnan [1569] from a different dy-
namical perspective in terms of a subtle interplay of fast motions of the catalytic
site and the slow delocalized modes of the DNA-DNAP complex. However, their
analysis breaks down because of anharmonic effects at strong forces. Therefore,
they could present results for applied tensions upto a maximum of 6 pN.
Application of external tension on the template DNA strand is just one of the
many possible ways to control the rate of DNA replication. Secondary structures
of the template, DNA-bound ligands and sequence inhomogeneities can also have
significant effect on replication speed. Since replication is interrupted by pauses
caused by the heterogeneous sequence of the template, the average replication
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rate extracted from ensemble measurements does not reflect the intrinsic “speed
limit” of the DNAP motor. In a single-molecule study [1570], that had sufficient
spatial and temporal resolutions, the paused and burst phases of replication were
separated to measure the true intrinsic “speed limit” of a DNAP.
A DdDP is a dual-purpose enzyme that plays two opposite roles in two
different circumstances during DNA replication. It plays its normal role as a
polymerase catalyzing the elongation of a new DNA molecule. However, it can
switch its role to that of a exonuclease catalyzing the shortening of the nascent
DNA by excision of the nucleotide at the growing tip of the elongating DNA
[1571, 1572, 1573, 1574]. The two distinct sites where, respectively, polymeriza-
tion (pol) and exonuclease (exo) reactions are catalyzed, are separated by 3-4
nm on the DNAP [1575, 1576]. Once a misincorporation of a nucleotide takes
place, the DNA is transferred from the pol-site to the exo-site. After excision
of the wrong nucleotide from its growing tip, the trimmed DNA is returned to
pol-site for resuming its elongation. The elongation and cleavage reactions are
thus coupled by the forward and reverse transfers of the DNA between the pol-
and exo-sites of the DNAP. “Exo-deficient” mutants and “transfer-deficient”
mutants have been used in single-molecule experiments to understand the in-
terplay of exonuclease and strand transfer processes on the platform of a single
DdDP [1576, 1577]. By varying the tension applied on the template strand, the
kinetics of the pol-exo transfer has been probed.
Very recently Sharma and Chowdhury [1578] have extended the earlier ki-
netic models to develop a more detailed Markov model of DNA replication that
captures, in addition to the pol and exo activities, also the palm closing and
palm opening conformational transitions. This model accounts for the observed
nonmonotonic variation of the average rate of replication with increasing tension
on the template strand. Going beyond the earlier theoretical treatments of DNA
replication, Sharma and Chowdhury [1578] have also defined, and calculated, 9
distinct conditional dwell times of the DNAP motor.
24.2.2 Replisome: coordination of machines within a machine
Unlike RNAP, the DNAP is not capable of helicase activity. Therefore, ahead of
the DNAP, a helicase progressively unzips the dsDNA thereby exposing the two
single strands of DNA which serve as the templates for DNA replication. For the
processive translocation of a DNAP on its template, it needs to be clamped with
a ring-like “DNA clamp”, which is assembled by a “clamp loader” in a ATP-
dependent manner [1579, 1580, 1581, 1582, 1583, 1584]. DNAP cannot initiate
replication on its own and requires priming by another enzyme called primase,
which we have already described above. Thus, DdDPs alone cannot replicate
the genome; together with DNA clamp and clamp loader, DNA helicase and
primase, it forms a large multi-component complex machinery which is often
referred to as the replisome [1585, 1586, 1587, 1588, 1589, 1590, 1591, 1592,
1593, 1594, 1595, 1596, 1597, 1598, 1599, 1600, 1601]. How does the DNAP
coordinate its motion with that of the helicase? How does a primase and a
DNAP coordinate their operation so that when primase stops further elongation
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of the RNA primer and disengages itself, the DNAP takes charge and begins
polymerization of a DNA strand? The spatio-temporal coordination of the
operation of the different components of the replisome during DNA replication
is the most interesting aspect of its operational mechanism.
24.2.3 Coordination of two replisomes at a single fork
Two DdDPs have to replicate two complementary strands of DNA. However,
each DdDP is capable of translocating only unidirectionally(5′ → 3′) for elon-
gating the product strand. As a result, one of the strands (called the “leading
strand”) is synthesized processively, whereas the “lagging strand” is replicated
discontinuously (see fig.48); the “Okazaki fragments” synthesized by this dis-
continuous process are then joined together (ligated) by an enzyme called DNA
ligase. Processing of the Okazaki fragments into a continuous DNA strand takes
place in three steps catalyzed by three enzymes which are not part of the repli-
some: (a) removal of the RNA primer by a separate 5’→3’ exonuclease (which
is distinct from the 3’→5’ exonuclease domain of the DNAP that is used for
proofreading and editing during elongation); (b) filling the gap, which is left
open by the removal of RNA primer, by a DNA polymerase; (c) sealing the nick
by a DNA ligase.
Figure 48: A schemetic description of the continuous synthesis of the leading
strand and discontinuous synthesis of the lagging strand during DNA replica-
tion.
How are the replications of the leading and lagging strands maintain tight
coordination as the replication fork moves forward? Do the DNAPs on the
two strands polymerize at the same average rate? If so, does the DNAP on the
leading strand pause at the replication fork till the DNAP on the lagging-strand
catches up again? In such a scenario, can any component of the replisome, e.g.,
the primase, or helicase, operate effectively as a “brake” preventing the leading-
strand synthesis from outpacing the lagging-strand synthesis of DNA [1600]?
Alternatively, does the DNAP on the lagging strand polymerize at a faster rate
than that on the leading strand so as to make up for the time lost in the priming
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and in re-starting DNA elongation thereby enabling it to catch up the DNAP
on the leading strand [1601]?
24.2.4 Traffic rules for replication forks and TECs: DNAP-DNAP
and DNAP-RNAP collisions
In the preceding subsubsection we have studied the coordination of the two
DNAPs at a single replication fork. Now we review coordination of multiple
forks during genome-wide replication. Moreover, we review some of the common
causes for a temporary pause or permanent stall of a replication fork by either
damage of the track or by the present of “blockage” on its way [1602].
•Coordination of replication and transcription: DNAP-RNAP collision
Once replication of the genome begins, the replication forks may encounter
TECs on the way. Therefore, for an orderly execution of replication and tran-
scription, either (a) their progress must be coordinated in such a way as to
avoid possibilities of collision, or (b) there must be a mechanism for resolving
such collisions [1603, 1604, 1605, 1606, 1607, 1608]. One could imagine that,
in addition to the direct physical contact between a DNAP and a RNAP in a
collision, topological changes in the track induced by one polymerase can affect
the movement of the other. Moreover, a RNAP may find itself stalled in a back-
tracked state while a DNAP approaches it either from front or from behind.
The outcome of the collision in such a situation need not be the same as in
cases where the RNAP is actively transcribing a gene. Furthermore, if a gene
is being transcribed by several RNAPs simultaneously while a replication fork
approaches that segment of DNA, the replication fork may have to deal with
multiple RNAPs sequentially.
Let us begin with the DNAP-RNAP encounter during their co-directional
translocation. Suppose the DNAP, the faster of the two, approaches the RNAP
from behind. The three alternative outcomes of such a collision are as follows:
(a) the DNAP dislodges the RNAP from the template, thereby aborting tran-
scription, and goes ahead with replication; (b) the DNAP slows down so as to
avert collision; in this case the maximum rate of replication can equal that of
transcription until RNAP detaches from the termination site after completing
transcription; (c) the DNAP passes (or bypasses) the RNAP without dislodging
it so that both the polymerases can come out of the encounter unscathed and
continue their respective tasks.
Since both DNAP and RNAP move from 3’-to-5’ direction on the template
DNA, they must move on the complementary strands while moving in the oppo-
site directions on the same duplex DNA. Therefore, at first sight, a head-on col-
lision between a DNAP and a RNAP, while approaching each other on the same
duplex DNA, may seem unlikely. However, each DNAP on the leading strand
is accompanied by the other members of the replisome and another DNAP on
the lagging strand. Thus, although the DNAP on the leading strand would not
collide with the RNAP approaching it from its front, the other proteins at the
replication fork would certainly suffer a head-on collision with the RNAP.
To our knowledge, the first systematic survey of the literature on the traffic
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rules of DNAP and RNAP motors was carried out by Brewer [1603]. However, it
was the experiments performed, a few years later, by Alberts and collaborators,
both on co-directional [1609, 1610] and head-on collisions [1611] between DNAP
and RNAP that opened up a new frontier of research. The general concensus
now is that the head-on collisions affect replication more adversely than co-
directional collision. Replication fork stalling [1612, 1613], which can arise also
from the interactions of the fork with non-RNAP proteins, can have severe
consequences, e.g., genomic instability. However, several other proteins may
play roles of regulators that either reduce the chances of fork stalling or restart
stalled fork [1614, 1605, 1615]. To my knowledge, no serious effort has been
made till now to develop kinetic models of heterogeneous traffic of DNAPs and
RNAPs, incorporating possibilities of both co-directional and head-on collisions
described above.
24.2.5 Initiation and termination of replication: where, which, how
and when?
The mechanism of initiation [1616] and termination [1617] of replication are
quite different from those of transcription. In bacteria, there is a single location,
called the origin of replication (and denoted by OriC), from where replication
fork propagates bidirectionally (i.e., in both the clockwise and counter-clockwise
directions on the circular dsDNA) [1562, 1618]. The replication is completed
when the two forks meet head-on. Naively, one might think that in eukaryotes
the replication of the mitochondrial DNA (mtDNA) and that of the chloroplast
DNA (cpDNA) might be similar to that of bacterial DNA. However, the mech-
anism of replication of mtDNA remains controversial [1619, 1620, 1621, 1622,
1623, 1624] and that of cpDNA remain shrouded in mystery [1625]. The most
striking feature of replication of mammalian mtDNA is that the leading and
lagging strands are replicated from separate origins designated as OH (for the
heavy, or leading strand) and OL (for the light, or lagging strand). Moreover,
the replication initiation of the two strands are also asynchronous; the synthesis
of the lagging strand begins much later than that of the leading strand. The
polymerase γ, the DdDP that drives replication of mtDNA, is assisted by a
mitochondrial hexameric helicase called TWINKLE [1626].
In comparison with DNA replication in bacteria, that in eukaryotes seem to
be much more complex [1627, 1628, 1629, 1630, 1631, 1632, 1633, 1634, 1635,
1636, 1637]. First, the length of the DNA in a eukaryotic cell is so long that
if it had a single origin of replication, a few years (typically, 5 years for a
human cell) would be needed to complete replication once. To circumvent this
problem, most of the eukaryotic cells initiate replication at many sites (typically,
thousands of sites in a human cell) so that replication can be completed in
minutes (in embryos) to hours (in somatic cells). So, the fundamental questions
are (i) where are these potential origins of replication located, (ii) which of
these potential origins actually get activated to begin replication (i.e., “fire”),
(iii) how, i.e., by what kind of molecular signaling or interaction, does this
“firing” take place, and (iv) when, i.e., in which type of temporal sequence, do
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the origins “fire”? How does the spatio-temporal organization of replication
initiation and progress ensure that no segment is left unreplicated at the end
and no segment is replicated more than once? These fundamental questions
have been addressed by studying the spatio-temporal pattern of firing of origins
and the fork propagation with several ingeneous experimental techniques [1638,
1639].
•“License” to “fire”
The mechanism of genome wide DNA replication ensures that no segment is
replicated more than once in a cell cycle. In other words, the replication origins
get “licence” to “fire” once, and only once, in a cell cycle [1640, 1641, 1642, 1643].
•Where are the potential origins located: marked or unmarked?
The first fundamental questions is: where are the potential origins of repli-
cation located? Are these potential origins equispaced or distributed randomly
along the DNA? Are these chemically marked on the DNA by any specific se-
quence? Barring a few exceptions, most eukaryotic cells randomly select many
sites, irrespective of the sequence, as the potential origins of replication [1635].
A pre-replication complex (pre-RC) of macromolecules, that includes the origin
recognition complex (ORC), is assembled at each selected site.
The next obvious question is: how are these potential replication sites se-
lected, i.e., spontaneously or guided by any signal molecule(s)?
•Which of the potential origins “fire” and how?
To begin with, not all the selected potential origins need to get activated
(i.e., “fire”). Drawing analogy with the biblical statement of St. Mathew,
this principle has been articulated in the literature [1627] as the statement
“many are called but few are chosen”. So, which of the selected origins fire- are
they all equally likely to fire or some are more likely than others to fire? It is
now generally believed that a random fraction of the pre-RC get activated for
initiation of replication.
•How do the origins fire: molecular communication and interactions?
The major component of ORC is a helicase. A pre-RC is activated to a
pre-initiation complex (pre-IC) by a special class of enzymes (kinase). Then,
recruitment and loading of other components of the replisome, including DNAP,
and the formation of the two replication forks are followed by priming.
•When do the origins fire: simultaneously, in ordered sequence or
randomly?
What is the temporal sequence in which the origins get activated, (i.e., they
“fire”)- simultaneously, or in any ordered sequence, or random sequence [1644]?
There are strong evidences from experiments that not all the selected potential
origins fire simultaneously. Instead, they fire in a random sequence; however,
each origin that fires can fire once, and only once, in a cell cycle.
But this random firing could give rise to another problem [1635, 1631, 1632]:
there is non-zero probability that a pair of activated sites may be separated by
a very large gap which would take enormously long time to get replicated. To
speed up the process, eukaryotic cells have a smart strategy. The rate of firing
itself keeps increasing with the passage of time. Consequently, the longer a large
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1D-KJMA Genome duplication
Crystalling solid Replicated region
Metastable liquid Unreplicated region
Nucleation Firing
Crystal growth Replication progress
Coalescence of growing crystals Meeting of replicated regions
Table 11: One-to-one correspondence between nucleation, growth and coales-
cence of crystals in the 1D-KJMA, on the one hand, and firing, fork propagation
and merging of replicated regions in genome duplication, on the other.
gap persists the higher is the probability that some other pre-RC located in this
gap would fire.
It is obvious that not all the selected potential origins would get an opportu-
nity to fire in the cell cycle in which they were selected. Why does an eukaryotic
cell opt for such a redundancy? Perhaps, the cell has its back-up plans- in case
any running fork hits an unexpected barrier and stalls, its pending job can be
completed by one (or more) of the back-up origins that fire later in the sequence.
Thus, during a specific cell cycle the potential origins of replication may
have two alternative fates: (a) to “fire” and get replicated (called “active”
replication), or (b) not to “fire” and get replicated when a fork initiated at some
other origin passes through it (called “passive” replication). By monitoring this
process over sufficiently large number of cell cycles, one can measure the “firing
efficiency” of a specific origin [1645]. In general, the firing efficiency is not
expected to be uniform across all origins.
24.2.6 Genome-wide replication: analogy with nucleation, growth
and coalescence
In order to develop a theoretical description of genome-wide replication, let us
recall a classic problem in non-equilibrium statistical mechanics: nucleation of
ordered crystalline solid in a metastable supercooled liquid, followed by growth
of the crystallites and their coalescence. “Crystals” nucleate by thermally ac-
tivated process. However, only those crystalline domains whose initial size is
larger than a critical size grow, others simply shrink and disappear. If two (or
more) growing crystalline domains impinge on one another, they coalesce to form
a single crystal that can, then, continue to grow further. For nucleation, growth
and coalescence of ordered crystalline domains, the Kolmogorov-Johnson-Mehl-
Avrami (1D-KJMA) model provides many analytical results in one-dimension.
Stochastic models for the genome-wide DNA replication has been developed
by several research groups (see, for example, ref.[1646]). A formal mapping of
the whole genome replication and the 1D-KJMA was identified a few years ago
and fully utilized for quantitative analysis [1647, 1648, 1649, 1650, 1651, 1652,
1653] (see table 11).
The increasing rate of firing would correspond to a increasing rate of nucle-
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ation in the KJMA-type models [1654, 1655]. However, the original 1D-KJMA
model assumed a stationary (i.e., time-independent) rate of nucleation I. There-
fore, to adapt the nucleation-type theories for describing firing of the potential
origins of replication, the 1D-KJMA theory had to be extended by allowing the
rate I to increase with time [1647, 1648, 1649, 1650, 1651, 1652, 1653].
The rate at which the total fraction of the replicated genome increases with
time quantifies the rapidity of the genome duplication process. However, the
evolving spatial pattern is characterized in more detail by the distributions of (a)
the sizes of the replicated segments, (b) the spatial gap between the replicated
segments, (c) the distance between the centers of two neighboring replicated
segments, etc. The effects of defects on the kinetics has also been investigated
within the framework of this formalism [1656].
The main quantity calculated in the KJMA-based theory is the local ini-
tiation rate I(x, t). On the other hand, experimental data on genome-wide
replication provides information on the unreplicated fraction s(x, t). In most of
the early attempts in testing the predictions of the KJMA-based theory, curve-
fitting strategies were used to estimate I(x, t) from the genome-wide replication
timing data. In a recent work Baker et al. [1657] have analytically inverted the
KJMA-based model deriving the expression
I(x, t) = −V
2
lns(x, t) (251)
where  = (1/V 2)∂2t − ∂2x is the d’Alembertial operator. The equation (251)
can be used to extract I(x, t) from the experimental data.
25 Ribosome motor translating mRNA track:
template-directed polymerization of proteins
Ribosome, one of the largest and most sophisticated macromolecular machines
within the cell, polymerizes polypeptides using a mRNA as the corresponding
template [16, 1658, 1659, 1660, 1661, 1662, 1663, 1664, 1665]. Although it works
effectively as a polymerase, it differs from the polynucleotide polymerases in two
important respects: (i) it is a ribonucleoprotein whereas polynucleotide poly-
merases are proteins, (ii) the track is a mRNA strand, rather than DNA, and
the step size is 3 nucleotides, instead of a single-nuceotide step-size of poly-
merases, and (iiii) it “translates”, instead of replicating or transcribing, the
genetic message.
A critical analysis of the free energy cost of protein synthesis was initiated, to
my knowledge, by Chetverin and Spirin [1784]. In each successfully completed
mechano-chemical cycle of a ribosome two molecules of guanosine triphosphate
(GTP) are hydrolyzed into guanosine diphosphate (GDP). Moreover, one of
the steps of this cycle needs the assistance of specifically prepared accessory
molecular assembly (aa-tRNA) whose prior preparation also involves hydrolysis
of a molecule of ATP. Because of these energy-consuming steps involved in the
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operation of a ribosome, it is regarded as a molecular motor [1673]. It has been
argued [1660] that the the energy of the chemical bond between the amino acid
and tRNA is later used by the ribosome for forming a peptide bond between this
amino acid and the nascent polypeptide. Just like RNAP (and unlike DNAP),
ribosome is capable of helicase activity. There are strong indications [1666] that
it uses two active mechanisms for unwinding mRNA during translation.
A ribosome is not merely a “protein-making motor protein” [1672] but it
serves as a “mobile workshop” which provides a platform where a coordinated
action of many tools take place for the selection of the appropriate subunits
and for linking them to synthesize each of the proteins. As this mobile work-
shop moves along the “assembly line” (mRNA), new subunits (amino-acids) are
brought to it by the “workers” (tRNA molecules).
25.1 Composition and structure of a single ribosome and
accessory devices
The mechanisms of ribosomes in bacteria as well as those of the cytoplasmic
and organellar ribosomes [1667, 1668, 1669, 1670, 1671] in eukaryotes have lot
of similarities, in spite of differences in the details of their composition and
kinetics. Numerical values of some of the parameters that characterize the
physical properties of a typical ribosome have been listed by Moore (see table
2 of ref.[1665]).
Even in the simplest organisms like single-cell bacteria, a ribosome is com-
posed of few rRNA molecules as well as several varieties of protein molecules.
The reason for the complexity of its composition and structure can be under-
stood by studying its possible origin and evolution over billions of years [1674].
The structure of both bacterial and eukaryotic ribosomes have been revealed
by extensive detailed investigation over several years by a combination of X-
ray diffraction, cryo-electron microscopy, etc. [1675, 1676, 1677, 1678, 1679,
1680, 1681, 1682, 1683, 1684, 1685, 1686, 1687, 1688, 1689, 1690]. For this
achievement, V. Ramakrishnan, T.A. Steitz and A. Yonath shared the Nobel
prize in chemistry in 2009 [1684, 1678, 1681]. For many years the mechano-
chemical kinetics of ribosomes have been investigated by studying bulk samples
with biochemical analysis as well as the structural probes mentioned above.
Only in the last few years, it has been possible to observe translation by single
isolated ribosome in-vitro [1691, 1692, 1693, 1694, 1695, 1696, 1697, 1698, 1699,
1700, 1701, 1702, 1703, 1704, 1705]. Very recently Sanbonmatsu [1706] has
presented an excellent review of the theoretical and computational studies of
ribosome.
25.1.1 Molecular composition and structural design of a ribosome
Ribosomes found in nature can be broadly divided into two classes: (i) prokary-
otic 70S ribosomes, and (ii) eukaryotic 80S ribosomes; the numbers 70 and 80
refer to their sedimentation rates in the Svedberg (S) units. There are separate
channels in the ribosome for the passage of the template mRNA and the nascent
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polypeptide. In the earliest electron microscopy the prokaryotic and eukaryotic
ribosomes appeared to be approximately spherical particles of typical diameters
in the ranges 20− 25 nm and 20− 30nm, respectively.
•Large and small subunits of a ribosome
In the earliest electron micrographs of ribosome a visible groove was found to
divide each ribosome into two unequal parts; the larger and the smaller parts are
called, for obvious reasons, large and small subunit, respectively. The sizes of
the large and small subunits of the 70S ribosome are 50S and 30S respectively,
whereas those of the 80S ribosome are 60S and 40S, respectively. The two
subunits of a ribosome interact directly via “intersubunit bridges” [1707].
The small subunit assists in the decoding of the genetic message by mediating
the base-pairing interaction between the tRNA and the template mRNA. But,
the actual polymerization of the polypeptide takes place at a site, called peptidyl
transferase center, that is located in the large subunit. These operations of the
two subunits are coordinated by a L-shaped adapter molecule called tRNA.
•tRNA and amino-acyl tRNA synthetase
The tRNA molecules are sufficiently long so that their two ends can interact
with the two subunits simultaneously. The intersubunit space is large enough to
accomodate just three tRNA molecules which can bind, at a time, with the three
binding sites designated as E, P and A. Moreover, the shape of the intersubunit
space is such that it allows easy passage of the L-shaped tRNA molecules. The
end which carries the amino acid interacts with the large subunit while the other
end, where the anticodon is located, interacts with the codon on the mRNA
located on the small subunit. If the mismatch between the codon and anticodon
is limited to just one codon, the tRNA is called near cognate whereas mismatch
of larger number of codon-anticodon pairs occurs if the tRNA is non-cognate.
Aminoacyl tRNA synthetase (aa-tRNAsynth) “charges” a tRNA molecule with
an amino acid. [1708, 1709, 1722, 1710].
•Elongation factors, initiation factors, release factors and NTP hy-
drolysis
Elongation factors (EF), which are themselves proteins, play important roles
in the control of the major steps in each elongation cycle of a ribosome. Both
EF-Tu and EF-G are GTPase. EF-Tu is a key player in the selection of cog-
nate tRNA. Similarly, elongation factor G (EF-G) coordinates the orchestrated
movements of the tRNA molecules within the ribosome with that of the ribo-
some along its mRNA track. As the name suggests, initiation factors (IF) are
proteins that facilitate the steps involves in translation initiation [1716]. The
ribosome recycling factor [791] plays an important role in the dissociation of the
large and small subunits of a ribosome [792].
25.2 Polypeptide elongation by a single ribosome: speed
versus fidelity
A ribosome covers about 30 nucleotides on the mRNA track. But, it is neither
a hard sphere not a hard rod. It undergoes several functionally important
conformational changes during each cycle [1717, 1687, 1718, 1719] which can be
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described quantitatively as the conformational kinetics of the ribosome in an
energy landscape [1720].
During the elongation stage, while translating a codon on the mRNA tem-
plate, the three major steps in the mechano-chemical cycle of a ribosome are as
follows [1721]: In the first, based on matching the codon with the anticodon on
the incoming aa-tRNA, the ribosome selects the correct amino acid monomer
that, according to the genetic code, corresponds to this codon [1722]. Next, it
catalyzes the chemical reaction responsible for the formation of the peptide bond
between the nascent polypeptide and the newly recruited amino acid resulting
in the elongation of the polypeptide. Final step of the cycle is translocation at
the end of which the ribosome finds itself at the next codon and is ready to
begin the next cycle.
Figure 49: A simplified 3-state markov model for the elongation cycle during
translation. It captures only the three key steps of this cycle.
Clearly, the 3-state cycle sketched in fig.49 is an oversimplified description
of the mechano-chemical kinetics of a ribosome during the elongation stage. It
is inadequate to account for most of the phenomena which answer the questions
listed above. We’ll see in this section that at least two of the three steps in fig.49
consist of important sub-steps. Moreover, the aa-tRNA selected (erroneously)
by the ribosome may not be the correct (cognate) tRNA. Rejection of such non-
cognate and near-cognate tRNAs by the process of kinetic proofreading leads
to an alternative branch completion of which ends up in a futile cycle.
25.2.1 Selection of amino-acid: two steps and kinetic proofreading
Selection of the amino-acid consists of a series of steps at least two of which
have major implications in optimization of translational speed and accuracy
[1723, 1724, 1725, 1726, 1727, 1728, 1729]. The ternary complex consisting of
aa-tRNA, EF-Tu and GTP enters the ribosome and forms a labile complex with
the ribosome. In the first major step non-cognate tRNA are ejected from the
ribosome because of codon-anticodon mismatch. This step exploits mainly the
difference between the free-energies of binding of cognate and non-cognate tR-
NAs. However, this difference is inadequate to discriminate between cognate
and near-cognate tRNAs. In the next major step, EF-Tu gets activated and it
222
hydrolyzes GTP. The release of inorganic phosphate induces a change of con-
formation of EF-Tu because of which EF-Tu loses its affinity for the aa-tRNA.
The cognate tRNA, released from the grip of EF-Tu now moves to the bind-
ing site P; alternatively, at this stage, the tRNA gets rejected by the ribosome
if it is near-cognate (or non-cognate). Kinetic proofreading takes place in the
second step which involves GTP hydrolysis [1731]. For a detailed discussion
on the thermodynamics of the interaction between EF-Tu and aa-tRNA, see
ref.[1730]. How is information on the correctness/incorrectness of the codon-
anticodon matching on the small subunit transmitted to the EF-Tu and to the
large subunit where the aa-tRNA contributes the amino acid to the elongating
protein? Models based on alternative pathways for signal transmission have
been proposed [1732, 1733, 1734, 1735]. Codon-recognition by itself may not
be sufficient for stimulating the GTPase activity of EF-Tu [1733]; successful
mechanical distortion of the tRNA by the ribosome seems to be necessary for
sending the required signal on the codon-anticodom matching to the EF-Tu GT-
Pase [1734]. Action of tRNA as a “molecular spring” in both decoding mRNA
and translocation are well documented [1736, 1737].
25.2.2 Peptide bond formation: peptidyl transfer
The tRNA molecule that has donated the last amino acid monomer to the
nascent polypeptide and to which the growing end nascent polypeptide remains
bound is called the peptidyl-tRNA. Throughout the elongation stage, the ri-
bosome retains the peptidyl-RNA in the intersubunit region. As long as the
freshly arrived aa-tRNA at the A site goes through all the identity checks by
the ribosome’s quality control system, the peptidyl-tRNA remains bound to the
P site. Once the aa-tRNA at the A site is passed by the proofreading system,
the ribosome catalyzes the peptidyl transferase reaction whereby the nascent
polypeptide is transferred to the aa-tRNA by the formation of a new peptide
bond between its amino-acid cargo and the nascent polypeptide.
25.2.3 Translocation: two steps of a Brownian ratchet?
In the late 1960s, Bretscher [1756] and Spirin [1757] independently proposed a
concept of “locking-unlocking” [1661, 1662, 1663] of a macromolecular complex
that should be applicable also to ribosomes. The complex was assumed to
oscillate between locked (closed) and unlocked (open) states. In the unlocked
state it accepts or releases substrates (including other ligands), moves ligands
inside the complex, and releases products (and other ligands). In the locked state
ligands and subatrates remain practically immobile and chemical reactions take
place. The system can have more than one locked and unlocked states. The
currently accepted mechano-chemical cycle of ribosomes can now be interpreted
in terms of the locking-unlocking concept [1661]. The entry of the aa-tRNA
and rejection of non-cognate tRNA are possible in the unlocked states whereas
the peptidyl tranfer reaction requires a locked state [1758]. Completion of this
reaction causes unlocking so that translocation process can begin.
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Immediately after the peptidyl transferase reaction is completed, the ribo-
some is in the pre-translocational state in which the P site remains occupied by
the deacylated tRNA while the peptidyl-tRNA is located at the A site. Before
translating the next codon, the following processes must take place so that the
system finds itself in the initial state of the next elongation cycle: (i) the deacy-
lated tRNA must move from the P site to the E site while the peptidyl-tRNA
moves from the A site to the P site, and (ii) the ribosome moves forward, along
its mRNA track, so that the next codon is exposed to its A site. Thus, the tran-
sition to this post-translocational state from the pre-translational state involves
coupled movements of two species of RNA: forward movement of the tRNA
molecules through the inter-subunit space to their next binding sites, and a co-
ordinated movement of the mRNA template along a groove in the small subunit
[1748, 1749, 1750, 1751, 1661, 1752, 1753, 1754, 1755]. As we explain below,
translocation needs the action of the GTPase EF-G. The dynamics of transloca-
tion has been investigated by several experimental techniques; the most impor-
tant recent results have been obtained by a combination of the complementary
techniques of smFRET and cryo-electron microscopy [1743, 1744, 1747].
Interestingly, the two ends of a tRNA do not translocate simultaneously.
Keeping in mind that tRNA molecules interact with both the large and small
subunits whereas the mRNA interacts with only the small subunit, the actual
process of translocation can be split into two steps: (i) translocation of the
tRNAs with respect to the large subunit and (ii) translocation of the mRNA
and tRNA with respect to the small subunit.
First let us consider the movement of the two tRNA molecules with respect
to the large subunit of the ribosome. The acceptor stems (i.e., the ends which
can get aminoacylated) of the tRNAs located at the P and A sites translocate
spontaneously to the E and P sites, respectively, on the large subunit while their
opposite ends (anti-codon end) reside at the P and A sites on the small subunit
thereby causing a transition from the “classical” P/P,A/A state to the “hybrid”
E/P,P/A states, respectively [1738, 1739]. The spontaneous fluctuation of the
two tRNA molecules between the classical and the hybrid states is accompanied
by the rotational Brownian motion of the small subunit with respect to the large
subunit [1740, 1741, 1742]; the angle of relative rotation of the two subunits is
∼60. The classical state of the tRNAs find themselves in the non-rotated state
of the ribosome and this composite state, in modern terminology [1718], is
often referred to as macro-state I (MS-I). In contrast, in the rotated state of the
ribosome the tRNAs are in the hybrid state and, in the most recent terminology
[1718], this composite state is denoted by MS-II. In the absence of EF-G, the
ribosome fluctuates between MS-I and MS-II.
The rotational dynamics around an axis normal to the plane separating the
two subunits is possible because of some key structural features of the inter-
subunit bridges [1753, 1718]. The stronger rRNA-rRNA intersubunit bridges
are concentrated near the axis that passes through the center while the weaker
elastic bridges, where at least one ribosomal protein is involved, are located
near the periphery. Why does the rotational Brownian motion of the ribosome
begin only after peptidyl reaction is complete? Immediately after the peptidyl
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transfer the intersubunit interaction is reduced because of the deacylation of a
tRNA which reduces resistance against the rotation.
The landscape scenario, that we presented in part I of this review to account
for the interplay of conformational fluctuations and chemical reactions, has been
adapted [1687] to develop a similar picture for the elongation cycle of transla-
tion. GTP-bound elongation factor EF-G biases the forward transition MS-I
→ MS-II by altering the free energy landscape [1687]. This phenomenon (the
completion of the step (i) of translocation) is one of the possible ways of physical
realization of the Brownian ratchet mechanism. No relative motion between the
small subunit and the mRNA template or that between small subunit and the
anticodon end of tRNA takes takes place during the transition MS-I → MS-II.
Possibly, there are more states in between MS-I and MS-II and the existence of
these states, discovered by cryo-electron microscopy [1745], need independent
support also by other experimental techniques. On the basis of strong evidences
from experiments it has been claimed that not only the translocation of the ac-
ceptor ends of the tRNAs with respect to the large subunit (i.e., the step (i)
of translocation), but also that of the tRNA anticodons and the mRNA with
respect to small subunit (i.e., the step (ii) of translocation) are governed by
Brownian ratchet mechanisms [1746, 1686, 1687, 1743, 1747].
The above scenario of translocation on the free energy landscape, which was
painted qualitatively on the basis of experimental data, has been quantified later
by Xie [1759] in terms of a Langevin equation. One of the interesting quantities
that Xie calculated using this theoretical model is the mean translocation time
Tt and predicted how Tt would increase with the increasing magnitude of an
externally applied load force.
What could be the role of EF-G and the GTP hydrolysis that it catalyzes? In
principle, there are at least three different ways in which EF-G can accelerate
translocation [1664]: (i) Binding of GTP-bound EF-G to the ribosome can
stabilize the hybrid state thereby supporting partial forward movement of the
tRNAs (movement on the large subunit). (ii) At least part of the free energy
released by the hydrolysis of GTP catalyzed by EF-G can also be utilized to
drive conformational changes of the ribosome itself. (iii) The conformational
change of EF-G, caused by the GTP hydrolysis, can further bias the rotational
diffusion of the two subunits with respect to each other towards the translocated
final state.
Figure NOT displayed for copyright reasons.
Figure 50: Detailed mechano-chemical transitions in the elongation cycle of a
ribosome in the Sharma-Chowdhury model of translation. Reprinted from Jour-
nal of Theoretical Biology (ref.[1760]), with permission from Elsevier c©(2011).
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25.2.4 Dwell time distribution and average speed of ribosome
By the term “dwell” we mean the duration of stay of a ribosome at a codon
while actively translating that codon. As observed in single molecule experi-
ments [1691, 1692, 1693, 1694, 1695, 1696, 1697, 1698, 1699, 1700, 1701, 1702,
1703, 1704, 1705]. the stochastic stepping of a ribosome is characterized by an
alternating sequence of pause and translocation. The sum of the durations of a
pause and the following translocation is defined as the time of a dwell of the ribo-
some at the corresponding codon. The codon-to-codon fluctuation in the dwell
time of a ribosome arises from two different sources: (i) intrinsic fluctuations
caused by the Brownian forces as well as the low of concentrations of the molec-
ular species involved in the chemical reactions, and (ii) extrinsic fluctuations
arising from the inhomogeneities of the sequence of nucleotides on the template
mRNA [1761]. Because of the sequence inhomogeneity of the mRNA templates
used by Wen et al. [1704], the dwell time distribution (DTD) measured in
their single-molecule experiment reflects a combined effect of the intrinsic and
extrinsic fluctuations on the dwell time.
The probability density fdwell(t) of the dwell times of a ribosome, measured
in single-molecule experiments [1704], does not fit a single exponential thereby
indicating the existence of more than one rate-limiting steps in the mechano-
chemical cycle of each ribosome. Best fit to the corresponding simulation data
was achieved assuming five different rate-determining steps [1705].
We’ll now sketch a theoretical framework [446, 448] which provides an exact
analytical expression for fdwell(t) in terms of the rate constants for the individual
transitions in the mechano-chemical kinetics of a single ribosome. This scheme
also involves essentially five steps in each cycle during the elongation stage of
translation. For the kinetic model shown in fig.50, the exact probability density
of the dwell times is given by [448]
f(t) =
[
ωh2ωbfωpωh1ωa
(ω1 − ω2)(ω1 − ω3)(ω1 − ω4)(ω1 − ω5)
]
e−ω1t +
[
Ωh2ΩbfΩpωh1ωa
(ω1 − ω2)(ω1 − ω3)(ω1 − Ω4)(ω1 − Ω5)
]
e−ω1t
+
[
ωh2ωbfωpωh1ωa
(ω2 − ω3)(ω2 − ω4)(ω2 − ω5)(ω2 − ω1)
]
e−ω2t +
[
Ωh2ΩbfΩpωh1ωa
(ω2 − ω3)(ω2 − Ω4)(ω2 − Ω5)(ω2 − ω1)
]
e−ω2t
+
[
ωh2ωbfωpωh1ωa
(ω3 − ω4)(ω3 − ω5)(ω3 − ω1)(ω3 − ω2)
]
e−ω3t +
[
Ωh2ΩbfΩpωh1ωa
(ω3 − Ω4)(ω3 − Ω5)(ω3 − ω1)(ω3 − ω2)
]
e−ω3t
+
[
ωh2ωbfωpωh1ωa
(ω4 − ω5)(ω4 − ω1)(ω4 − ω2)(ω4 − ω3)
]
e−ω4t +
[
Ωh2ΩbfΩpωh1ωa
(Ω4 − Ω5)(Ω4 − ω1)(Ω4 − ω2)(Ω4 − ω3)
]
e−Ω4t
+
[
ωh2ωbfωpωh1ωa
(ω5 − ω1)(ω5 − ω2)(ω5 − ω3)(ω5 − ω4)
]
e−ω5t +
[
Ωh2ΩbfΩpωh1ωa
(Ω5 − ω1)(Ω5 − ω2)(Ω5 − ω3)(Ω5 − Ω4)
]
e−Ω5t
(252)
where ω1,ω2 and ω3 are solution of the cubic equation
ω3 − ω2(ωr1 + ωh1 + ωa + ωr2 + ωp + Ωp) + ω(ωh1ωa + ωr2ωr1 + ωr2ωh1 + ωr2ωa
+ ωpωr1 + ωpωh1 + ωpωa + Ωpωr1 + Ωpωh1 + Ωpωa)− Ωpωh1ωa + ωpωh1ωa = 0,
(253)
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ω4 and ω5 are the solution of the quadratic equation
ω2 − ω(ωh2 + ωbr + ωbf ) + ωh2ωbf = 0 (254)
and Ω4 and Ω5 are the solution of the quadratic equation
Ω2 − Ω(Ωh2 + Ωbr + Ωbf ) + Ωh2Ωbf = 0 (255)
For the sake of simplicity of analytical derivation of the exact expression
for fdwell(t), this theory assumed the template mRNA to have a homogeneous
sequence (i.e., all the codons of which are identical). Consequently, the expres-
sion for fdwell(t) thus derived incorporates the effects of fluctuations that are
strictly intrinsic. This model [448] envisages a scenario that is very similar to
the protocol used in some single-ribosome experiments [1697] that use a mRNA
with homogeneous coding sequence. The effects of mRNA degradation on the
dwell time distribution (as well as the fluctuations in the protein copy number)
has been reported [1762].
25.3 Initiation and termination of translation: ribosome
recycling
Initiation of translation [1763, 1660, 1764, 1765, 1766, 1767, 1782, 1770, 1771,
1772] is a multi-step kinetic process and involves several initiation-factors [1773,
1774, 1775, 1781]. In this multi-step process, the large subunit joins the small
subunit after the latter already forms a multi-macromolecular complex at the
start codon after locating it. However, the detailed molecular mechanism of
translation initiation in eukaryotes differ in several respects from those observed
in prokaryotes [1764, 1772]. For example, in prokaryotes a specific sequence on
the mRNA, called Shine-Delgarno sequence, assists in finding the start codon,
[1763, 1765, 1766, 1770] whereas eukaryotes use a mRNA scanning mechanism
[1768] to locate the start codon [1782, 1783].
One of the difficulties faced by the small subunit in binding the mRNA
template at the ribosome-docking site (RDS) is that, for stability RNA molecules
form hairpins utilizing complementary base-pairing. In the “stand-by model”
[1773], one postulates that a ribosome can attach the mRNA and remains on a
“stand-by” mode so that it can quickly occupy the RDS on the mRNA strand
within the short time for which the hairpin can open spontaneously. Let us
denote the small subunit and a folded (unfolded) hairpin by the symbols S and
F (U), respectively. We also denote the complex formed by the small subunit
with the folded and unfolded mRNA by SF and SU, respectively. The kinetics
of the “stand-by model” [1773] is shown below
S + F 
 SF
↑↓ ↑↓
S + U 
 SU
(256)
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The ribosome-binding kinetics has been described [1781] in terms of three time-
dependent variables, namely, number of RDS-exposed mRNAs, ribosome-bound
mRNAs and free ribosomes. More detailed kinetic schemes of translation ini-
tiation, that take into account the influence of the initiation-factors explicitly,
have also been developed to account for experimental data [1774, 1775].
For releasing the nascent polypeptide after its complete synthesis, release
factors (RF) catalyze the hydrolysis of the bond that links it with the tRNA
at the P site. Following release of the peptide, the large and small subunits
disaasemble and then recycled.
25.4 Translational error from sources other than wrong
selection
Translations errors are divided into two major categories: (a) nonsense error,
and (b) missense error. Nonsense error occurs when a ribosome detaches from
the mRNA template midway between start and stop codons thereby causing
premature termination. In contrast, incorporation of a wrong (non-cognate or
near-cognate) amino acid is a missense error.
We have already discussed missense error that can arise from an erroneous
selection of the aa-tRNA because of the failure of the quality control mecha-
nisms, particularly kinetic proofreading. In this subsection we discuss some of
the other sources of translational error.
Potential sources of translational error keep lurking around during every
stage of the process: (i) Error in “charging of tRNA by aminoacyl-tRNA syn-
thetase: During the charging of a tRNA, if a wrong amino acid is loaded on
it by the aa-tRNAsynthetase, it would lead to translational error in the elon-
gation stage in spite of correct codon-anticodon matching. In order to ensure
high fidelity of translation, the aa-tRNAsynthetase must have high specificity
for its two substrates, namely, tRNA and amino acid. It has mechanism of
proofreading for correction of possible errors [1708, 1709, 1722, 1710]. The er-
ror committed by by aa-tRNAsynthetase never exceeds once in 104 enzymatic
cycles. Interestingly, aminoacyl-tRNA synthetase and DNAP share some com-
mon mechanisms to ensure translational and replicational fidelities, respectively
[1711].
(ii) Frameshift error: For polymerizing a specific protein, a ribosome initiates
translation from a start codon and continues translation by reading successive
adjacent codons. However, since there is no internal punctuation, the ribosome
does not always succeed in faithfully maintaining the reading frame that recog-
nizes adjacent triplets without any slippage of the reading frame. A slippage of
the ribosome on its track by 3n+1 and 3n+2 nucleotides, where n is an integer,
is identified as +1 and -1 frameshifts, respectively [1712, 1713, 1714]. The conse-
quence of frameshift can be regarded as translational “recoding” [1715] because
the resulting polypeptide could be synthesized, in principle, by the translation
of a recoded genetic message.
(iii) Stalled translation on aberrant mRNA and rescue of ribosome: As we
mentioned earlier, ribosomes pause for long durations at rare codons. However,
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these “natural” pauses, arising from stochastic fluctuations, are distinct from
“unnatural” stalls that are normally more stable. Because of transcriptional
error, often aberrant mRNAs are synthesized. On such defective tracks, the
ribosome can stall either prematurely at a codon (which may be a erroneously
placed stop codon or any other codon) or at the 3’-end of the mRNA that lacks
the stop codon. Such stalled translational complexes, which cannot resume
operation, can have detrimental effect on the overall production of proteins
[1761]. Cells have “mRNA surveillance” systems for monitoring mRNAs that
are translated and degrade the troublesome ones [1776]. In order to rescue
the ribosomes from stalled translational complexes, bacteria use a mechanism
called trans-translation [1777, 1778, 1779, 1780]. This mechanism provides a
pathway for degrading the mRNA template as well as the nascent polypeptide,
and releasing the ribosome from such stalled translational complexes. The main
role in this process is played by transfer-messenger RNA (tmRNA), an RNA
molecule that shares the properties of both tRNA and mRNA. It enters the
translational complex in the guise of a tRNA, accepts the nascent polypeptide.
Then, switching role, it replaces the original mRNA by one segment of itself
and the original mRNA is destined for degrading. Providing an alternative to
the original mRNA, the tmRNA allows the ribosome to resumes translation
whose main purpose then is to incorporate a specific amino acid that tags the
incomplete polypeptide for degrading upon its release by the ribosome.
25.5 Polysome: traffic-like collective phenomena
25.5.1 Experimental studies: polysome profile and ribosome profile
Often many ribosomes move simultaneously on a single mRNA strand while
each synthesizes a separate copy of the same protein. Obviously, at any instant
the nascent polypeptides on different ribosomes have different lengths because
the ribosomes are at different stages of their run from the start to the stop
codon. Such a collective movement of the ribosomes on a single mRNA strand
has superficial similarities with single-lane uni-directional vehicular traffic [495,
497] and is, therefore, sometimes referred to as ribosome traffic [498]. The
ribosomes bound simultaneously to a single mRNA transcript are the members
of a polyribosome (or, simply, polysome) [1785, 1786, 1787, 1788]
The polysome profiling technique [1789, 1790] provides the number of ri-
bosomes bound to a mRNA, but not their individual positions where they re-
mained “frozen” when translation was stopped by the experimental protocol.
More detailed information on the numbers of ribosomes associated with speci-
fied segments of a particular mRNA can be obtained by using ribosome density
mapping technique [1791] which is based on site-specific cleavage of the mRNA
transcript. However, the ribosomes are not expected to be uniformly distributed
on the mRNA template.
The detailed spatial distribution of the ribosomes on the mRNA template
can be obtained by the most recent technique, called ribosome profiling [1792,
1793, 1794]. This technique effectively provides a “snapshot” of the ongoing
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translation by the actively engaged ribosomes on the mRNA template. There
are three major steps in this method: (i) The ribosomes are first “frozen” at
their instantaneous positions; (ii) the exposed parts of the mRNA transcripts
(i.e., those segments not covered by any ribosome) are digested by RNase en-
zymes and, thereafter, the small ribosome “footprints” (segments protected by
the ribosomes against the RNases) are collected separately; (iii) Finally, the
ribosome-protected mRNA fragments thus collected are converted into DNA
which are then sequenced. “Aligning” these footprints to the genome reveals
the positions of the ribosomes at the instant when they were suddenly frozen.
25.5.2 Modeling polysome: spatio-temporal organization of ribo-
somes
Normally, collision between ribosomes and their queueing would reduce the over-
all rate of protein synthesis when translation is initiation- limited. Computer
simulations of ribosome traffic have been carried out on a mRNA with a specially
selected codon sequence near the start codon and allowing mRNA to decay at
an optimum rate [1795]. In this case, the metabolic cost of mRNA breakdown
is more than compensated by the simultaneous increase in translation efficiency
because of reduced queueing of the ribosomes.
To my knowledge, all the theoretical models of ribosome traffic represent
the mRNA as a one-dimensional lattice, where each site corresponds to a single
codon. Since an individual ribosome is much larger than a single codon, the
ribosomes are represented by hard rod that can cover ` successive codons (` > 1)
simultaneously. The inter-ribosome interactions are captured through hard-core
mutual exclusion principle: none of codons can be covered simultaneously by
more than one ribosome. Thus, these models of ribosome traffic are essentially
TASEP for hard rods: a ribosome hops forward, by one codon, with probability
q per unit time, if an only if the hop does not lead to any violation of the mutual
exclusion principle. All the details of the mechano-chemical cycle of a ribosome
during the elongation stage is captured by a single parameter q.
In most of the models the mRNA template was assumed to remain stable
throughout the period of observation. Effects of the degradation of the mRNA
templates on the rate of translation have been modelled within the framework of
TASEP-type models [1796, 1797]. Since these models have been reviewed very
recently both from the perspective of statistical physics [555] and mathematical
modeling [1798], we’ll not discussed these here in detail.
25.5.3 Effects of sequence inhomogeneity: codon bias
So far we have reviewed mostly those theoretical works which ignore many
subtleties of translation that arise from the intrinsic sequence ‘ inhomogeneities
of real mRNA templates. First, the codons do not appear in a random sequence
along the contour of the mRNA template. second, degeneracy of the genetic
code gives rise to further nontrivial effects. All the distinct codons which code
for the same species of amino acid are called synonymous codons. Similarly,
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tRNA species whose anticodon match with different but synonymous codons
are charged with the same amino acid species; these distinct species of tRNA
are called isoacceptor tRNA.
A change in a single nucleotide on the DNA, which is called point mutation,
can alter a codon in such a way that the new codon codes for a wrong amino
acid. Such a mutation causes a missense error. However, if the point mutation
alters a nucleotide but the new codon is synonymous to the original codon, the
mutation is called“silent” [1801, 1802] because the corresponding amino acid
species remains unchanged. Synonymous mutations are now found to be not so
silent and have visible consequences [1801, 1802, 1803], particular on the level
of gene expression. Thus, a missense error is equivalent to a non-synonymous
point mutation. On the other hand, if the new codon resulting from a point
mutation happens to be a stop codon, it would give rise to a nonsense error.
Moreover, a point mutation can alter a stop codon into a codon that encodes
an amino acid; such a mutation, called “sense” mutation, results in a longer
protein that the wild type gene.
Although naively one might expect statistically equiprobable usage of syn-
onymous codons, real usage in living cells is far from this expectation. Unequal
frequency of usage of synonymous codons is called codon bias. In this article
we’ll not explore the evolutionary causes of codon bias [1799]. Instead, we re-
view the consequences of codon bias only in the context of translation [1803].
It is generally believed that there is strong positive correlation between the
codon frequency bias and the abundance of the corresponding tRNA isoaccep-
tors. However, a higher abundance of tRNA does not necessarily imply a lower
missense error [1804]. Codon bias pattern varies from one gene to another of the
same organism and may vary also from one species to another. Codon choice
may affect not only the efficiency but also the fidelity of translation [1809].
Protein production can be regulated by controlling the balance between the
codon usage and abundance of isoacceptor tRNAs [1800]. It has also been
discovered that the first 30-50 codons immediately after the start codon act as a
“ramp” that slows down initiation of translation thereby reducing the possibility
of queueing of the ribosomes and avoiding ribosome traffic jams [1808]. Biased
codon usage has important implications also for protein export [1805]. Some
synonymous codons are used very rarely and the corresponding isoacceptors
tRNAs are also proportionately rare in the cell; such codons are called hungry
codons because a ribosome has to wait longer at such codons for the arrival
of the corresponding aatRNA from the surrounding medium. Thus, the most
obvious consequence of codon usage bias is that rate of translation of codons can
be controlled by regulating the bias in their usage. Kinetics models have been
formulated for studying the effects of such hungry codons on the “missense
error” [1806]. Effects of codon distributions along the mRNA on the rate of
protein synthesis has been modelled quantitatively [1807].
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25.6 Summary of sections on machines and mechanisms
for template-directed polymerization
In this section we have reviewed the kinetics of several template-directed poly-
merization processes driven by molecular machines that utilize the respective
templates as the track for their motor-like movements. We have also discussed
many situations that require coordination of the operation of multiple motors
either moving in the same direction or approaching one another head-on.
Very little theoretical work has been done so far to study the traffic rules for
co-directional and head-on approach of a DNA polymerase and a RNA poly-
merase during simultaneous transcription and DNA replication. Moreover, none
of the published works has considered multiple co-directional RNA polymerases
approaching the DNA polymerase although, as is well known, several RNA
polymerases transcribe the same gene simultaneously.
Several RNA-binding proteins are known to regulate the rate of protein syn-
thesis at the initiation, elongation and termination stages [1810]. Incorporating
these regulatory processes within a single unified kinetic model would bring us
closer to a in-silico replica of in-vivo translation.
26 Helicase motors: unzipping of DNA and RNA
Helicases use the free energy of ATP hydrolysis to catalyze the unzipping (or,
more precisely, unwinding) of dsDNA or RNA and translocate along one of
the strands. Therefore, these are molecular motors [1811]. In this section we
review models that take into account the structural and kinetic details of specific
helicases motors [1812, 1813, 1814, 183, 1815, 1816, 1817] (for an historical
account of the discoveries on helicases, particularly those found in plants, see
ref.[1818]).
Helicases have been classified in various ways using different criteria. (i)
Several conserved amino-acid sequences have been discovered in helicases. On
the basis of these “helicase signature motifs”, DNA helicases have been classified
into superfamilies SF1, SF2, etc.
(ii) On the basis of the nature of the nucleic acid (DNA or RNA) track, i.e., the
nucleic acid which they unwind, helicases have been classified into (a) DNA-
helicases, (b) RNA-helicases and (c) hybrid helicases. Some helicases are, how-
ever, hybrid in the sense that these can unwind both DNA and RNA.
(iii) Some helicases move from 3’ to 5’ end of a ssDNA whereas others move
in the opposite direction. On the basis of directionality, helicases have been
classified into two groups: 3’ to 5’ helicases and 5’ to 3’ helicases.
(iv) Helicases have also been grouped according to the the source of these pro-
teins, i.e., humans, plants, bacteria, viruses, etc.
(v) On the basis of the number of ATPase domains, helicases have been clas-
sified into monomeric and multimeric types; dimeric and hexameric being the
most common multimeric helicases (see fig.51). In the next two subsections,
we study the mechanisms of helicases separately for hexameric [1830, 1831] and
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non-hexameric helicases [1819, 1820].
Figure 51: A schematic representation of (a) dimeric, (b) hexameric DNA
helicase. A monomeric helicase with two distinct domains would also be repre-
sented schematically by (a). Each of the solid lines represents a ssDNA strand
whereas the dashed lines represent the base-pairing in the dsDNA. (adapted
from ref.[1813]).
The concept of step size has been quite confusing in the helicase literature
and sometimes gave rise to unnecessary controversies. A “mechanical step-size”
should be defined as [1820] the average distance moved by the center of mass of
the helicase per ATP molecule hydrolyzed by it. In contrast a “kinetic step-size”
is defined [1820] is the average distance covered by the helicase in between two
successive occurrences of the rate-limiting step of its mechano-chemical cycle. In
general, these two step-sizes are not necessarily identical. Another quantitative
characteristic of a helicase is its ATP-coupling stoichiometry [1820] which is the
average number of ATP molecules hydrolyzed per base pair unwound; it differs
from step-size when, for example, futile hydrolysis of ATP takes place.
One of the fundamental questions is the stepping pattern of a helicase on a
single-stranded nucleic acid (ssNA)- is it analogous to hand-over-hand or inch-
worm pattern? Moreover, for this translocation on a ssNA, what is the mecha-
nism of energy transduction- power stroke or Brownian ratchet? Furthermore,
does it unzip the nucleic acid actively or passively? In the passive mode, it ex-
ploits (a) spontaneous opening of base pairs by thermal fluctuations, and (b) its
own ability for directional translocation on ssNA to move forward, and stabilize
the ssNA, before the base pair can close again. In contrast, in the active mode,
it directly induces local destabilization of the dsNA instead of relying solely on
thermal fluctuations for base-pair opening.
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26.1 Non-hexameric helicases: monomeric and dimeric
A few helicases are monomeric. Dimeric helicases are more common. Two
different types of ssNA translocation patterns have been postulated for different
types of non-hexameric helicase motors- (i) stepping, and (ii) Brownian ratchet.
In the stepping model, the helicase much have at least two NA-binding sites on
it. In the case of monomeric helicases, usually these binding sites are located
on two different domains whereas each of the two monomeric constituents of
a dimeric helicase can have a NA-binding site on it. Inchworm is the most
common stepping pattern although sometimes the experimental observations
are also consistent with a “rolling” pattern which is the analog of the hand-
over-hand stepping pattern of cytoskeletal motors.
The Brownian ratchet mechanism of non-hexameric helicase translocation on
ssNA does not require more than one NA-binding site on the helicase. However,
ATP-hydrolysis can cause a transition between two different conformational
states in one of which the helicase has strong affinity for the NA whereas in
the other it as weak affinity. Analog of the hand-over-hand mechanisms of the
cytoskeletal motors is called the “rolling” model. However, most of the dimeric
helicases are believed to follow the inchworm mechanism.
An oversimplified model for helicase motors was developed by Chen [1821].
A stochastic model for non-hexameric helicases was developed by Betterton and
Ju¨licher [1822, 1823, 1824]. This model has been extended by Garai et al.[1825]
to capture the effect of the ATPase activity of the helicase on its affinity for
its nucleic acid track. HCV helicase NS3 is a representative member of the
non-hexameric helicases that have been studied extensively [1826, 1827]. A lim-
iting case of the model studied by Garai et al.[1825] corresponds to a Brownian
ratchet mechanism for the NS3 helicase of HCV. Coarse-grained modeling of
this helicase by elastic networks and NMA of the model has provided insight
into its conformational kinetics in each cycle [1828, 1829].
26.2 Hexameric helicases
A large number of helicases are hexameric and have an approximate ring-like
architecture [1831, 1832, 1833, 1834, 1835]. For hexameric helicases, at least
three alternative mechanisms of enzymatic activities have been suggested; these
include, activities of all the ATP-binding domains in (i) parallel, (ii) random,
(iii) sequential manner.
(i) Parallel: In this mechanism all the subunits hydrolyze dTTP and exert
power stroke simultaneously.
(ii) Random: there are at least two possible different scenarios:
(a) random in time, where power stroke of each subunits starts and finishes at
random times independent of other units; (b) random in space, where power
strokes are sequential in time (i.e., each subunit can begin only after another
finishes), but the order of power strokes around the ring is random.
(iii) Sequential: there are at least two different sequences in which the subunits
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can exert power stroke:
(a) paired sequential, i.e., sequentially around the ring, but with diametrically
opposite subunits in the same state; (b) ordered sequential, i.e., sequential in
the strict order 1,2,...6 around the ring.
Doering et al.[1833] developed a “flashing-field model” for DNA unwinding
by hexameric ring-like helicases. This quantitative model is based on the fol-
lowing main assumption: ATP binding and hydrolysis induces conformational
changes in the helicase that expose a pair of oppositely charged regions near
the inner surface of the central channel of the ring. The negatively charged
phosphates on the backbone of the DNA interact sequentially with this charge
pair. The “flashing” charge pair gives a pulse of electrostatic push to the DNA
before switching off in each cycle. Thus, in this model, the helicase is assumed to
operate as a mechano-electrical transducer that transduces mechanical strains
created by the conformational changes induced by ATP hydrolysis into an elec-
trostatic force. It is this electrostatic force that, in turn, pushes charged DNA
through the central channel of the helicase. It is not a Brownian ratchet; the
Brownian force acts only as a “lubricant” reducing the stickiness caused by local
minima in the free energy landscape.
In the mathematical formulation of the model, Doering et al. [1833] placed
the coordinate system on the DNA so that the helicase motor executes a helical
motion on this DNA track. Using a cylindrical coordinate system, the motion
of the helicase is described by the two coordinates, namely, the azimuthal angle
θ and the axial coordinate z. The corresponding Langevin equations are [1833]
ζθ
dθ
dt
= −dV (θ, z, t)
dθ︸ ︷︷ ︸
Torque derived from potentials
− τθ︸︷︷︸
Load torque
+ τB︸︷︷︸
Brownian torque
ζz
dz
dt
= −dV (θ, z, t)
dz︸ ︷︷ ︸
Axial force derived from potentials
− Fz︸︷︷︸
Load force
+ FB︸︷︷︸
Brownian force
(257)
The configuration of dipoles switches from one configuration to another; in
the n-th configuration the full potential is given by [1833]
Vn = Varray
(
x+ 2pir
n− 1
N
)
; (258)
where N is the total number of configurations. The potential Varray(x) has the
form
Varray(x) =
M∑
m=1
Vdip
(
x− 2pi m
M
r
)
, (259)
with
Vdip(x) ∝ x
b2 + x2
e−κ
√
b2+x2
[
κ+
1√
b2 + x2
]
(260)
where x = rθ is the coordinate along the DNA charges, κ is the inverse screening
length, and b is the off-axis distance of the charges on the DNA backbone.
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26.3 Section summary
In this section we have reviewed the few models of helicase motors that have been
reported so far in the literature. The mechanisms of coordination of the multiple
ATPase domains in both hexameric and non-hexameric helicases are not well
understood at this stage. There is a need for distinct theoretical models based on
different plausible mechanisms of coordination of the ATPase domains of a single
helicase motor. The predicted collective behaviour of these competing models
can be compared with experimental data to rule out some of the speculated
mechanims.
27 Rotary motors I: ATP synthase (F0F1-motor)
and similar motors
In section 16 we have discussed generic models of rotary motors to highlight the
common features of their operational mechanism. Now, in this and the next
sections, we review the kinetics of two most important rotary motors in living
cells [1845, 1846, 1847], namely, ATP synthase and the bacterial flagellar motor,
respectively, pointing out their main differences.
The models of specific rotary motors are usually based on the construction
of a structural model of the stator and rotor at an appropriate level of details.
For modeling its stochastic kinetics one assumes (i) the trajectories of the ions
through the model structure, and (ii) the nature of the interactions among the
(a) stator, (b) rotor, (c) the mobile ions, and (d) the hydrophobic environment of
the membrane in which the motor is embedded. These dynamic interactions give
rise to the coupling between ionic movements and the directed (on the average)
rotation of the rotor. Significant progress have been made in understanding the
mechanism of operation of these motors by a combination of structural studies
and single-molecule experiments [186]. We have already seen that Na+ can
substitute for H+ as the coupling ion in secondary transporters. H+ is not
essential also for the operation of ATP synthases and in some ATP synthases
Na+ is used instead of H+.
In this section we review the kinetics of ATP sythase (also called F-ATPase,
for reasons explained in the next subsection) as well as those of two other similar
rotary motors, namely V-ATPase and A-ATPase. (which we describe in detail
in the corresponding subsections) [1847]. These rotary motors in living cells
are wonderful achievements of nature’s evolutionary design. These can rotate
at speeds exceeding even 100 revolutions per minute, generate torques as large
as about 50 pN.nm and transduce energy at efficiencies that are vey close to
100%. There are also some interesting architectural similarities between the
ATP synthase and the TrwB DNA translocase.
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27.1 Rotary motor F0F1-ATPase
ATP synthase is the smallest rotary motor and is embedded in membranes. In
bacteria it is located on the cytoplasmic membrane whereas in eukaryotes it
is embedded in the membrane of specialized organalles called mitochondria (in
animal cells) and chloroplasts (in plant cells) [1848, 1849, 1850, 1851, 1852, 1853,
1854, 1855, 1856, 1857, 1858, 1859, 1861] (see appendix E for a brief introduction
to these organelles and ref.[1862, 1863] for the history of the discovery of ATP
synthase and its mechanism from the personal perspective of some of leading
contributors).
Figure NOT displayed for copyright reasons.
Figure 52: Various modes of operation of the ATP synthase. (1) Idling mode:
When no external energy source is available, the rotor fluctuates back-and-forth
within a narrow range of angles with respect to the stator and exchanges Na+
(or proton, depending on the species) between the two sides of the membrane.
See the text for details of the (2) synthesis mode, and (3) the hydrolysis mode.
Reprinted from Structure (ref.[1865]), with permission from Elsevier c©(2003).
The free energy input for ATP-synthase is IMF and the final output is freshly
synthesized ATP. Each ATP synthase consists of two coupled parts which are
called F0 and F1. ATP synthase is also referred to as F0F1-ATPase. Individ-
ually, both F0 and F1 are rotary motors. ATP synthase motor is reversible
[1864, 1865] (see fig.52). In the ATP-synthesis mode, for F0 motor, an IMF
across the membrane is the input and the rotation of F0, caused by the torque
generated by the free energy transduction, is the corresponding mechanical out-
put. Rotating F0, drives the shaft that, in turn, rotates F1 where ATP is
synthesized from ADP and inorganic phosphate. In the reverse mode, free en-
ergy input from ATP hydrolysis is transduced by F1 to power the rotation of
the shaft in the reverse direction thereby rotating F0 also in reverse while the
latter operates effectively as a proton pump.
The F1 subunit has a threefold symmetry so that in a complete rotation
by 3600 it synthesizes 3 molecules of ATP. However, the number of protons
powering the corresponding 3600 rotation of the F0 subunit depends on the
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organism; for some organisms it is 10 whereas for some others it is 15 although
even 12 and 13 are also quite common. Therefore, the ion-to-ATP ratio (the
“stoichiometry”) ns can vary between 3.3 to 5. Since flow of n protons across
a PMF of ∆µH+ would be utilized to synthesize a single molecule of ATP, one
would expect ∆G(ATP ) = −n∆µH+. Perhaps, the organisms have optimized
the “stoichiometry” and the IMF by adapting to the environment of their habitat
[1866, 1867]. Therefore, understanding the operation of the ATP synthase motor
requires addressing questions on the mechanisms of the rotary motors F0 and
F1 separately and, then, their integration [1868].
The subunits of an ATP-synthase can also be clustered into two groups-
those forming the parts of the “rotor” rotate with respect to a “stator” that
consists of several other subunits. Interesting comparison of the rotation of F0
and F1, with the stepping of linear motors has been presented by Kinosita et
al. [1869] and Junge [1870].
27.1.1 F0 motor: Brownian ratchet mechanism of energy transduc-
tion from PMF during ATP synthesis
The two main components of F0 motor are the stator and the cylindrical rotor
which are separated by a narrow gap in between. Normally, the rotor consists
of 12 identical segments each of which has a special negatively charged site on
its surface that can be neutralized by adsorbing a single proton (protonation).
Out of these twelve rotor subunits, two lie at the stator-rotor interface (see
fig.53). There are two proton “half-channels” that are offset with respect to
each other. Protons get access to one of the two rotor sites through the half
channel that leads from the high-proton concentration side (acidic side) of the
membrane to one of the two sites in front of the stator. Proton on the second
site in front of stator can escape to the low-proton concentration site (basic
side) of the membrane through the other half channel. This asymmetry of the
two half-channels plays a crucial role in the rotational motion of the rotor (see
figs.53 and 54). Moreover, there is a positively charged site midway between the
two proton channels. As we discuss below, the Coulomb repulsion between this
proton and those on the rotor sites enhances the efficiency of the rotary motor
F0.
The operational mechanism of F0 motor was proposed in the mid-1990s by
several groups (see, for example, [1871, 1872, 1873, 1874, 1875]). But, all these
provided mostly qualitative pictures rather than quantitative predictions. To
our knowledge, the first mathematical model of F0 motor was developed by El-
ston et al.[1876] (see also reviews in ref.[1877, 1878, 1879]). The original version
of this model [1876] was formulated for PMF. Later similar treatments for SMF
were also published [1880, 1881] although the details differ. The mechanical
state of the F0 motor can be described by its angle of rotation around the cen-
tral axis of the cylindrical rotor. The chemical state of the motor is denoted by
the state of protonation of the two sites in front of the stator. The four possible
chemical states are denoted by E (both sites empty), R (right site protonated),
F (fully, i.e., both sites protonated), and L (left site protonated). Elston et al.
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Figure 53: A schematic representation of the model of rotary motor F0: top
view (adapted from ref.[1883]).
Figure 54: A schematic representation of the model of rotary motor F0: side
view (adapted from ref.[1883]).
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[1876] assumed that direct hopping of protons from one site to another is not
possible. Therefore, transitions between the states L and R involved at least
2 steps. A direct transition between L and R indicates a mechanical rotation
rather than a chemical transition.
F
kRF ↗↙ kFR kLF ↖↘ kFL
R L
kRE ↘↖ kER kLE ↙↗ kEL
E
(261)
d
dt

dPE
dPR
dPF
dPL
 =

−(kER + kEL) kRE 0 kLE
kER −(kRE + kRF ) kFR 0
0 kRF −(kFR + kFL) kLF
kEL 0 kFL −(kLE + kLF )


PE
PR
PF
PL

(262)
The Langevin equation describing the rotational motion is essentially a torque-
balance equation:
ζ(dθ/dt) = τE(θ, µ)︸ ︷︷ ︸
Electrostatic
+ τH(θ, µ)︸ ︷︷ ︸
Hydrophobic
− τL︸︷︷︸
Load
+ τB︸︷︷︸
Brownian
(263)
where ζ is the viscous drag coefficient and the different sources of torque shown
on the right hand side, in general, depend on the chemical state µ = E,R, F, L.
Alternatively, equations (262) and (263) can be combined into a single hybrid
equation which is a combination of Fokker-Planck and master equations [1876].
The effect of the membrane potential, which was not incorporated in the ki-
netic equations by Elston et al.[1876], was taken into account in the correspond-
ing equations for the Na+-ion-driven F0 motor formulated later by Dimroth et
al.[1880]. In this equation ‘
ζ(dθ/dt) = τC(θ, µ)︸ ︷︷ ︸
Rotor-Stator charge int.
+ τM (θ, µ)︸ ︷︷ ︸
Membrane pot.
+ τH(θ, µ)︸ ︷︷ ︸
Hydrophobic
+ τP (θ, µ)︸ ︷︷ ︸
Rot-Sta Passive int.
− τL︸︷︷︸
Load
+ τB︸︷︷︸
Brownian
(264)
µ labels the 16 distinct chemical states.
Most of the results for these models of F0 motor were obtained by solving the
FP equations numerically. Bauer and Nadler [1882] developed a simpler model
for the F0 motor that could be treated analytically. Instead of considering a
pair of sites protected by the stator, this model focusses attention on a single
site (more appropriately, a single “protomer”). The movement of a protomer
by one protomer is described asa cyclic process. A cyclic spatial variable x
denotes its spatial location while the subscripts d and p indicate the states of
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its protonation (i.e., deprotonated or protonated). Let Pd(x, t) and Pp(x, t) be
the probability densities for a protomer unit of the F0 motor to be located at x
and in the deprotonated and protonated states, respectively, at time t. The FP
equations governing the time evolution of the system are [1882]
∂Pd(x, t)
∂t
=
∂
∂x
(
Dd(x)
[
∂
∂x
− Fd(x)
]
Pd(x, t)
)
−∆ (265)
∂Pp(x, t)
∂t
=
∂
∂x
(
Dp(x)
[
∂
∂x
− Fp(x)
]
Pp(x, t)
)
+ ∆ (266)
where ∆ accounts for the “chemical” transitions
Deprotonated state 
 Protonated state (267)
In general, the diffusion constants depend not only on x, but also on the “chem-
ical” state (i.e., the state of protonation). The force Fd(x) and Fp(x) account
for the interactions of the rotor with its surroundings; it can be derived from an
appropriate local potential.
A model of F0-type motors was developed by Smirnov et al.[1883] using the
theoretical formalisms that are usefully applied in condensed matter physics.
The Coulomb interaction between the stator and rotor charges was shown to be
dominant contributor to the torque that rotates the F0 motor.
All the models of F0 discussed so far in this review are essentially one-
dimensional in the sense that the only mechanical movement allowed is the
pure rotation (described by θ) of the rotor unit that is effectively treated as a
rigid body. A more detailed description of the possible mechanical movements
of the stator-rotor combination emerged from MD simulation of an atomistic
structural model [1884] of the system up to nanoseconds. Incorporating several
of such different degrees of freedom in a coarse-grained model, a stochastic
kinetic model of F0 was developed by Aksimentiev et al. [1860]. Although
this kinetic model also assumes a Brownian ratchet mechanism, this extended
version is often referred to as a “protein-roller bearing mechanism” [1861]. Its
numerical simulation over millisecond time scales provided a deeper insight into
the underlying mechano-chemistry than that obtained from the older model of
Elston et al.[1876].
27.1.2 F1 motor: power stroke mechanism in reverse mode powered
by ATP hydrolysis
The F1 motor consists of a hexameric complex that looks somewhat like a
skinned orange and is composed of alternating α and β subunits; this structural
organization is often denoted symbolically as α3β3. The ATP-binding site is
located on the β subunits in the cleft between α and β. ATP hydrolysis drives
a central “shaft”, called γ-subunit, by executing a power stroke.
• Binding-change, cooperativity and rotational catalysis
The three main ingredients in the mechanism of operation of F1 are as follows
[1890, 1891, 1892, 1893, 1894, 1895]:
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(i) binding-change: the input energy is used not to form the ATP molecule, but
to drive the release of an already formed molecule of ATP from the binding site.
(ii) catalytic cooperativity: each of the three catalytic sites of F1 goes through
three kinetic states in a cycle, but the cycles of the three are staggered. A
catalytic site can be in one of the three states labelled by E (empty), T (tightly
bound to substrate/product) and L (loosely bound to substrate/product). The
three catalytic sites in F1 operate cooperatively in such a way that ATP cannot
be released from one site unless ADP and Pi bind to another site while the third
site is empty.
(iii) rotational catalysis [1896, 1897]: the ion transport in the F0 subunit is
coupled to the ATP synthesis in the F1 subunit through rotation of the α3β3
hexamer.
• Binding-zipper model
In the binding-zipper model [1878], in the reverse mode of operation of the
F0F1 motor, ATP binding to a catalytic site on F1 takes place in a progressive
manner by the sequential formation of bonds between the ATP molecule and
the catalytic site. Conversely, in the ATP synthesizing mode, the binds bonds
holding the freshly synthesized ATP molecule are broken (unzipped) sequen-
tially. Thus, the binding-zipper model has been interpreted as an extension of
the induced fit model of enzyme specificity (which we discussed in section 6);
the single-step substrate-binding is replaced in this extended model by a multi-
step binding process where bonds are formed between the substrate and the
catalytic site sequentially [1878]. Supporting evidences for the binding-zipper
model have emerged from computer simulations of the unbinding and binding
of ATP to and from the F1 motor, respectively [1898, 1899].
Figure NOT displayed for copyright reasons.
Figure 55: The crank-jack-like mechanism of chemo-mechanical coupling in F1
motor. Reprinted from Biophysical Journal (ref.[1888]), with permission from
Elsevier c©(2004) [Biophysical Society].
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The model for the ATP synthase operating in the “ATP hydrolysis mode”,
i.e., in the mode in which F1 hydrolyzes ATP to function as a chemically-
powered rotary motor, has been developed by Oster and coworkers [1886, 1888].
The corresponding model for the ATP synthase running in the “ATP synthesis
mode”, also developed by Oster’s group [1887], utilizes essentially the same
underlying structural features of the motor. In the ATP synthesis mode, rotary
motion of the eccentric γ-shaft is converted into the “hinge-bending” motion
of the β-subunits by a mechanism that is analogous to the vertical movement
of automobile jack by turning the crank (see fig.55). Conversely, in the ATP
hydrolysis mode the hinge-bending motion of the β-subunits are converted into
the rotation of the γ-shaft [1889]. The physical reasons for the surprisingly high
mechanical efficiency of the F1-ATPase have been explained by Oster and Wang
in terms of underlying molecular mechanisms [1885].
Gaspard and Gerritsma [1900] developed a mechano-chemical kinetic model.
In this model the 6 chemical states are assumed to be adequate while for the
mechanical state only a single angular variable θ is introduced.The dynamics of
the system is formulated in terms of a hybrid set of equation that describes the
changes in θ by the FP-like terms and changes in the chemical states by master-
equation-like terms for discrete jump processes. The results are consistent with
a tight mechano-chemical coupling for the F1 motor. In a subsequent work,
Gerritsma and Gaspard [1901] replaced the continuous angle by a discrete 2-
state model whose kinetics is governed by a set of master equations. Exact
analytical expressions could be derived for the average angular speed of the γ-
shaft and to show that it obeys a Michaelis-Menten-like equation with respect to
the ATP concentration [1901]. For sufficiently low external torque, the results
are consistent with a tight mechano-chemical coupling of the F1 motor.
27.1.3 F0-F1 coupling
In the two preceding subsubsections we have separately discussed the kinetics
of the operations of the individual F0 and F1 subunits of the F0F1- ATPase.
Now we briefly review the theoretical models of coupling the two subunits for
the overall operation of the F0F1 motor.
For a long time, elastic power-transmission has been a serious candidate for
explaining the mechanism of coupling between F0 and F1 [1902]. Cherepanov
et al.[1903] developed a stochastic kinetic model of ATP synthase assuming an
elastic coupling between F0 and F1. The 4 kinetic states are essentially same as
the states E, L, F and R in the model developed by Elston et al.[1876]. Suppose
the elastic coupler is in a relaxed at an instant of time when the angular position
of the rotor is θ. In the kinetic scheme formulated by Cherepanov et al.[1903],
the four transition θ → θ + 300 → θ + 600 → θ + 900 → θ + 1200 increase the
strain in the elastic coupler in a stepwise manner. Then the release of the elastic
strain triggers the release of the ATP molecule synthesized in the F1 subunit
without causing any angular displacement of the rotor during this release of
ATP. Using this kinetic model for the analysis of the channel conductance data
it has been claimed that the F0 is not voltage-gated [1904].
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A mesoscopic model of elastic coupling, developed by Czub et al. [1905]
treats the F0-F1 coupling device as eight segments that are stacked layers each
of which is harmonically coupled to its neighboring segments. This model may
be viewed as an extension of the model developed earlier by Cherepanov et al.
[1903].
27.2 Rotary motors similar to F0F1-ATPase
In this subsection we briefly describe two rotary motors that share many of the
characteristic features of the structure and dynamics of F0F1-ATPase.
27.2.1 Rotary motor V0V1-ATPase: a “gear” mechanism?
Vacuolar ATPases were initially identified in plant and fungal vacuoles and
hence the name. Later these were found also in plasma membrane and organelle
membranes of mammalian cells and plants. Therefore, it is more appropriate to
link the letter “V” in V-ATPase with “various” (various membranes) rather than
“vacuoles”. V-ATPases operate in-vivo as ATP-dependent proton pumps that
regulate the pH (acidify) intracellular compartments in eukaryotic cells [1906,
1907, 1908, 1909, 1910, 1911, 1912, 1913, 1914, 1915, 1916, 1917, 1918, 1919]
(for a historical account, from the personal perspective of one of the leading
contributors, see ref.[1920]).
Just like F0F1 motors, V-ATPases also consists of V0 and V1 domains [1921].
The V0 domain is located on the cytoplasmic side of the membrane whereas V0
is embedded in the membrane. V1 hydrolyzes ATP to drive the proton pump
V0 whereby protons are translocated from the cytoplasm to the other side of
the membrane. Unlike F0F1, V0V1 does not synthesize ATP from ADP. One
key structural difference, which has functional implications, is that F0 normally
has 12 proton carriers whereas V0 has only 6.
A mechano-chemical model of the V0ion pump was developed by Grabe et
al.[1922] along the same line as followed by Elston et al. [1876] for formulating
their model for the F0 ion pump. However, unlike the two-channel (more ap-
propriately, two half-channels) model of the F0 ion pump, both two-channel and
one-channel models are possible for V0 [1922]. The two-channel model of V0
is very similar to the two-channel model of F0. In contrast, in the one-channel
model the proton-binding sites on the rotor are assumed to be just outside the
level of the membrane and in equilibrium with the cytoplasm. Therefore, no
channel is required for protonation of the proton-binding sites. Rotation bring
a protonated site to the entrance to the channel where the stator charge forces
its release from the binding site and passage through the channel to the other
side of the membrane. The binding site that gets unprotonated in this process
can continue its further rotation provided a narrow polar strip creates a corridor
for it to make an exit to the cytoplasm where it again gets protonated.
An interesting prediction of the model of Grabe et al.[1922, 1923] is the
possibility of a “gear” mechanism. Suppose three of the six rotor sites of the V0
pump withdraw from proton pumping. Then, the pumping rate would be slower
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but would be able to account for a much higher PMF. This is the analog of a gear
changing that would generate larger force but smaller speed. Grabe and Oster
[1922] have developed a detailed quantitative kinetic theory of the regulation of
organelle acidity incorporating the pumping of protons by V-ATPase.
27.2.2 Rotary motor A0A1-ATPase
A-ATPases can function as either ATP synthase mode or in the ion-pump
mode. Detailed comparison of the structures and functions of A-ATPases and
V-ATPases have been reported [1924, 1925, 1926]. The number of ion-binding
sites on A0 can vary from 6 to 13 giving rise wide variability of the stoichiometry
[1927].
The mechanisms of torque generation by the ATP synthase (or, F0F1-ATPase)
in both the ATP-synthesizing and ATP-hydrolyzing modes have been investi-
gated in great detail. The mechanism of the coupling of the two components,
namely F0 and F1 is also fairly well understood.
28 Rotary motors II: Flagellar motor of bacteria
The flagellum is one of the most important prokaryotic motility structures [1928,
1929]. The diameter of the bacterial flagellar motor (BFM) is approximately 50
nm and its angular speed can be as high as 105 rpm. Any satisfactory model of
BFM [1930, 1931, 1932, 1933, 1934, 1935] has to be reversible because bacteria
are known to switch the motor from CW to cCW and vice-versa.
A bacterial flagellum has three major parts: a rigid helical filament, a flexible
hook and a basal body. The hook joins the filament with the basal body. The
motor of the bacterial flagellum is located in the basal body which consists of a
set of concentric rings mounted on a rod that passes through the central axis.
The rings have been named according to their layer of the cell envelope in which
they are located: L-ring (named after lipopolysaccharide), P-ring (named after
peptidoglycan), S-ring, M-ring, etc. For our purpose here, we’ll refer to these
rings collectively as simply the “ring”. Each BFM has several independent
stators. The structure of the bacterial flagellum has been analyzed from an
evolutionary perspective, i.e., how the flagellar structure in the living bacteria
today might have resulted in the course of Darwinian evolution from its more
primitive ancestors [1936].
The wealth of experimental data collected over the decades have imposed
constraints on models of the BFM [1937]. Until about 40 years ago, it was
commonly believed that each flagellum propagates a helical wave. But, Berg and
Anderson [1938] emphatically argued that the experimental evidences indicate
rotation of each of the flagella. Taking hint from the existing experimental
results, they assumed that the flagellum is rigidly coupled to the “M-ring” which
is free to rotate within the cytoplasmic membrane. However, they also imagined
that the periphery of the M-ring would be linked to the cell wall by actomyosin-
like “cross-bridges”, whose real identity was unknown, that would exert the
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torque to rotate the M-ring. Thus, this scenario is based on a Brownian ratchet
mechanism of free energy transduction. This idea was expanded and quantified
by Khan and Berg [1939, 1940]. Several variants of this model as well as many
other models [1941, 1942, 1943, 1944, 1945, 1946, 1947, 1948] developed during
the first twenty years of activity following Berg and Anderson’s work [1938] have
been reviewed [1940, 1949, 1950, 1930, 1931, 1933, 1934, 1935]
Figure 56: The “turnstile” model of BFM (adapted from [1933])
In the “turnstile” model [1942, 1845, 1933], (see fig.56) ions entering the
bacterial cell from its external surroundings take a ride on the rotor. The rotor
itself moves either because of electrostatic interactions among various charges
on the rotor and stator or because of its own rotational Brownian motion. Each
of the hitch-hiking ions disembark from the rotor after getting transported up to
a certain distance by the rotor. Once the ion leaves, the rotor remains “locked”
in its current position thereby completing one step of its rotational movement
and waits for the arrival of the next ion. The key features of this mechanism are
very similar to those of the F0 motor that we discussed earlier in this section.
Among the earliest models of BFM that remain relevant even today, to my
knowledge, the first one was proposed by La¨uger [1943] and is based on the so-
called “turbine” mechanism (see fig.57). In this model both the rotor and stator
are assumed to be decorated with rows of chemical groups, called “half-sites”.
The special feature of these sites is that that individually each is incapable
of binding to a proton, but become competent to bind a proton when paired
up with another “half-site”. The rows of the half-sites on the rotor are tilted
with respect to the vertical row of half-sites on the stator. Therefore, at any
arbitrary instant of time, the row on a given stator intersects a row on the rotor
at a single point which forms the only proton-binding site at that instant of
time. With the turning of the rotor, the point of intersection of the stator row
and rotor row move across the vertical surface of the rotor. Therefore, if protons
are constrained to move vertically hopping from one binding site to the next,
along their concentration gradient, vertical proton flow would drive the rotation
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Figure 57: The “turbine” model of BFM (adapted from [1933])
of the rotor in the horizontal plane. Moreover, a conformational change that
reverses the title angle of the rows of half-sites on the rotor would account for
the switching of the direction of rotation.
The original version [1943] of the “turbine” model of BFM was improved in
its subsequent amendments [1944, 1945]. The essential feature of the “turbine”
models is the rows charges that are tilted with respect to the ion channels in
the stator. The tilted rows on the rotor need not be “half-sites”, as assumed
originally by La¨uger [1943]. An alternative possibility of alternating rows of
positive and negative charges has also been explored [1951, 1952]. In these
“ion turbine” models, the positively charged ion moves exclusively along an ion
channel in the stator and never moves onto the rotor. As the positively charged
ion moves along the channel, it tends to keep a row of negative charges on
the rotor close to it. Consequently, the rotor rotates as the positively charged
ion transits through the channel. This situation is analogous to hydro-electric
turbines; the positively charged translocating ions are the analogs of water while
the tilted rows of charges are the analogs of the turbine blades. Just as the water
flowing through the turbine exerts torque on the rotor unit, the translocating
ion in the BFM exerts torque on the corresponding rotor [1951]. Because of
this analogy, this class of models are referred to as “turbine” [1951, 1952]. The
CW-cCW switching can be explained by the change in the proton affinity of the
proton-binding sites of the channel. When the proton-affinity is high the ionic
current is carried by protons (+ve charge) into the cell whereas in the opposite
case of low proton-affinity the effective ionic current is that of -vely charged
“holes” flowing outward from the cell. The flipping of the sign of the effective
carriers of ionic current leads to the CW-cCW switching.
Let us assume that there are just 2 sites available in each proton channel for
their protonation. The 4 possible states of the channel are then [1952] denoted
by the symbols E (both sites empty), T (top site occupied by a proton), B
(bottom site occupied by a proton), and F (both sites full). The probabilities
247
for the occurrence of these four states are the components of the column vector
P(θ, t) where θ denotes the angular position of the of the rotor at time t. The
kinetic equation for P(θ, t) can be expressed as [1952]
∂P
∂t
= [L(θ) + W(θ)]P (268)
where L(θ) is the Fokker-Planck operator describing the mechanical rotation
whereas W(θ) is the master operator that accounts for the changes in the oc-
cupation of channel sites by protons. The operator L(θ) incorporates not only
rotational diffusion term but also rotational drift caused by electrostatic poten-
tials Vµ(θ) where the angular profile of the potential, in general, depends on
the state of occupation of the designated sites by the protons [1952]. In this
model the protons modulate the interactions of the negatively charged proton-
binding sites with rotor charges by screening (or neutralizing) these negative
charges. In the subsequent work of Walz and Caplan [1953] the protons are
directly responsible for the torque generation.
Kojima and Blair [1954] proposed a power stroke mechanism in which a con-
formational change of the stator, caused by the inflow of a proton (or sodium
ion) into the embedded channel, drives the rotation of the rotor. Schmitt [1955]
proposed a different mechanism of electrostatic transmission of force from the
stator to the rotor. In this model the passage of proton or sodium ion induces a
reversible rotation of the stator that, in turn, rotates the rotor because of their
electrostatic interaction at the stator-rotor interface. These ideas were extended
even further, with minimum number of assumptions regarding the generic prin-
ciples, by Xing et al. [1956] and Bai et al.[1957, 1958]. It was pointed out that
there are two time scales in the system, namely, (a) the time scale of ion hop-
ping on and off (the intrinsic dynamics), and (b) the time scale of relaxation of
the load spring (an extrinsic dynamics). This time scale separation gives rise to
a plateau in the force-velocity plot [1956]. The fact that the stators move ap-
proximately independent of each other allows a mean-field type approximation.
Exploiting this simplification, Bai et al.[1958] have developed a unified theory
that explains the coupling between the torque generation and the dynamics of
switching between CW and CCW rotation.
28.1 Summary of the sections on rotary motors
In this section and the preceeding section we have reviewed the models of two
major classes of rotary molecular motors. Let us now draw analogy between
the swimming of a single bacterium by multiple flagella, each of which is driven
by a distinct rotary motor, and the transport of a single vesicular cargo by
multiple cytoskeletal motors. In the latter case, as we have discussed in the
subsection 17.5, significant progress has been made in recent years on the multi-
motor cooperativity. However, in contrast to cytoskeletal motors, each BFM is
a reversible rotary motor. Therefore, a kinetic model of the collective operation
of the BFMs of a single bacterium should not only explain the mechanism of
their cooperative rotation, but also their coordinated switching.
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29 Some other motors
•Myosin-I: membrane-cytoskeleton active crosslinker
Among the unconventional myosins, myosin-V and myosin-VI have been
discussed in detail in section 17.1. Here we briefly describe the special features
of the members of another family of unconventional myosins, namely myosin-I.
Myosin-I can bind simultaneously to actin filaments and cell membranes
thereby crosslinking the two. However, unlike other passive crosslining pro-
teins, myosin-I crosslinks actively in the sense that it can bend, deform and
move membrane by coupling these operations with ATP hydrolysis that it cat-
alyzes. These operations of myosin-I are part of many biological functions that
include, for example, exocytosis, endocytosis, vesicle shedding, blebbing and
gating of ion channels [1959]. All these biological processes have been modelled
theoretically. But, to my knowledge, the mechanism of force generation by a
single myosin-I motor in terms of its structure and mechano-chemical kinetics
remains a challenging open problem.
•Chromatin remodellers and unwrapping of nucleic acids
If nucleosomes were static, segments of DNA buried in nucleosomes would
not be accessible for various functions involving the corresponding genes. In
order to get access to the relevant segments of DNA for various processes in
DNA metabolism, eukaryotic cells use ATP-dependent chromatin-remodeling
enzymes (CRE) which alter the structure and/or position of the nucleosomes
[182, 1960, 1961, 1962, 1963, 1964, 1965, 1966, 1967]. In principle, there are
at least four different ways in which a CRE can affect the nucleosomes [1967]:
(i) sliding the histone octamer, i.e., repositioning of the entire histone spool, on
the dsDNA; (ii) exchange of one or more of the histone subunits of the spool
with those in the surrounding solution (also called replacement of histones) (iii)
removal of one or more of the histone subunits of the spool, leaving the remaining
subunits intact, and (iv) complete ejection of the whole histone octamer without
replacement.
Spontaneous thermal fluctuations can cause a transient unwrapping and
rewrapping of the nucleosomal DNA from one end of the nucleosome spool.
On the nucleosomal DNA, the farther is a site from the entry and exit points,
the longer one has to wait to access it by the rarer spontaneous fluctuation of
sufficiently large size [1968, 1969, 1970, 1971].
Can a nucleosome slide spontaneously by thermal fluctuations thereby ex-
posing the nucleosomal DNA? If the DNA were to move unidirectionally along
its own superhelical contour on the surface of the histone, at every step it would
have to first transiently detach simultaneously from all the 14 binding sites and
then reattach at the same sites after its contour gets shifted by 10 bp (or mul-
tiples of 10 bp). But, the energy cost of the simultaneous detachment of the
DNA from all the 14 binding sites is prohibitively large [1972, 1973, 1974].
But, why can’t the cylindrical spool simply roll on the wrapped nucleosomal
DNA thereby repositioning itself? If the nucleosome rolls by detaching DNA
from one end of the spool, cannot it compensate this loss of binding energy
by simultaneous attachment with a binding at the other end? This rolling
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mechanism would successfully lead to spontaneous sliding of the nucleosome
only if the histone spool were infinite with an infinite sequence of binding sites
for DNA on its surface; however, on a finite-size histone spool this would not
be feasible [1972].
An alternative possibility is to form a flap that can diffuse. In the process
of normal “breathing”, most often the spontaneously unwrapped flap rewraps
exactly to its original position on the histone surface. However, if the rewrapping
of a unwrapped flap takes place at a slightly displaced location on the histone
spool a small bulge (or loop) of DNA forms on the surface of the histones. Since
the successive binding sites are separated by 10bp, the length of the loop is
quantized in the multiples of 10bp [1975]. Such a spontaneously created DNA
loop, can diffuse in an unbiased manner on the surface of the histone spool. In
the beginning of each step DNA from one end of the loop detaches from the
histone spool, but the consequent energy loss is made up by the attachment
of DNA at the other end of the loop to the histone spool before the step is
completed. Consequently, by this diffusive dynamics, the DNA loop can traverse
the entire length of the 14 binding sites on the histone spool of a nucleosome
which will manifest as sliding of the nucleosome by a length that is exactly equal
to the length of DNA in the loop. The diffusing DNA bulge can be formed by a
“twist”, rather than bending, of DNA [1976, 1977, 1978]. Spontaneous sliding
of a nucleosome, however, is too slow to support intranuclear processes which
need access to nucleosomal DNA. That is why ATP-dependent CRE is needed
for active remodeling of the nucleosome.
Various aspects of chromatin dynamics has received some attention of theo-
retical modelers, including physicists, over the last few years [1979, 1975, 1973,
1974, 1980, 1981, 1972, 1982, 1983, 1984, 1985, 1986, 1987, 1988, 1989].
• FtsK and SpoIIIE: Chromosome segregation motors in E-coli and
Bacillus subtilis
So far there are no convincing direct evidence for the existence of any mi-
totic spindle-like machinery in bacteria for post-replication segregation of chro-
mosomes before cell division. However, there are more primitive motors which
carry out chromosome segregation in bacteria. For example, in E-coli FtsK
segregate chromosome in an ATP-dependent manner by translocates dsDNA
during cell division [1990, 1991, 1992, 1993, 1994, 1995, 1996].
Normally Bacillus subtilis, a rod shaped bacterium, divides to two similar
daughter cells. However, under some special circumstances, which leads to spore
formation, a Bacillus subtilis divides asymmetrically into a small prespore and a
larger mother cell. The translocation of the chromosome into the small prespore
compartment is carried out by the motor protein SpoIIIE.
Most of the fundamental questions on the operational mechanism of FtsK
and SpoIIIE are similar to those generic ones for helicases and translocases (in-
cluding packaging motors for viral capsids). For example, how does SpoIIIE,
which anchors itself at the septum between the two compartments, translocate
the DNA in the desired direction, namely, from the larger to the smaller com-
partment?
•G-proteins
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G-proteins, which are believed to be the common evolutionary ancestors of
myosins and kinesins [588], also generate forces by hydrolyzing GTP. The force
thus generated are comparable to that generated by myosin and kinesin both of
which are powered by ATP hydrolysis [1997].
•Topoisomerases and untangling of DNA
As we mentioned in subsection 4.1.2, topoisomerases can untangle DNA
by passing one DNA through a transient cut in another. Topoisomerases are
broadly divided into two classes, namely type I and type II, which cleave one or
two strands of DNA, respectively [1998, 1999, 2000, 2001, 2002, 2003, 2004, 185].
In principle, mere strand pasage reaction catalyzed by a topoisomerase does not
require input energy- the chemical energy of the cleaved phosphodiester bond
(or bonds, in case of type-II topoiomerase) is stored within the DNA-enzyme
complex and, therefore, can be utilized for the restoration of the bond(s) after
the strand passage. Indeed, type-I topoisomerases perform the task of strand
passage without the consumption of external energy. Then, why do type-II
topoisomerases hydrolyze ATP for the same task?
Classic experiment of Rybenkov et al.[2005] established that the type-II
topoisomerase are capable of suppresing the probability of self-entanglement
(i.e., knots) and mutual entanglements (i.e., links) far below the levels ex-
pected from equilibrium statitical mechanics. In other words, type-II topoi-
somerases not marely catalyze the strand pasage reaction, but also control the
overall entanglement of the DNA molecule. In its latter role, it essentially
acts as a Maxwell’s demon [2006, 2007] and does not violate the second law of
thermodynamics becaue of the consumption of input energy supplied by ATP
hydrolysis. The lower-than-equilibrium entanglement achieved by the type-II
topoisomerases has been explained by a kinetic proofreading mechanim [2008]
that, in spirit, is similar to the kinetic proofreading mechanism for lower-than-
equilibrium error committed by a ribosome during translation.
For many years, it was not clear how a small machine like a topoisomerase
can sense the DNA topology, which is a global property, through local DNA-
protein interaction. In recent years, few alternative possible scenario have been
proposed to explain this phenomenon [2009]; however, a detailed discussion of
these models is beyond the scope of this review.
•Chaperones and folding of proteins
Protein folding in-vivo is most often assisted by a group of molecular ma-
chines called chaperones [2010, 2011, 2012]. Members of many chaperone fami-
lies are also known as heat shock proteins (HSP) and these families are classi-
fied according to their molecular weights, e.g., HSP60, HP70, HSP90, etc.[2013,
2014]. The operations of these machines are fuelled by ATP. Among the chaper-
ones, the chaperonin proteins [2015, 2016, 2017] (GroEL in bacteria) have been
characterized, both structurally and functionally, in great detail [2018, 2019,
2020]. The heptameric ring-like structure of GroEL resembles a cage where a
lid is formed by GroES. Encapulation of a protein within the cage protects it
against aggregation or misfolding. ATP binding and hydrolysis modulates the
affinities of the GroES caps for the GroEL ring thereby regulating the release
of protein (partially-) folded inside the cage. The concept of allosterism, that
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we explained in section 6.3.4, plays an important role in the kinetics of GroEL-
GroES machinery. The positive cooperativity arising from the intra-ring inter-
actions and the negative cooperativity caused by inter-ring interactions have
been elucidated by molecular dynamic simulation [2021]. Tehver and Thiru-
malai [2022] developed a kinetic model that couples the allosteric transitions
of the GroEL with the distinct stages of folding (or misfolding) of the protein
substrate. The efficiency of the folding machinery is found to depend on the
chaperonin concentration and the rate of binding of the protein substrate [2022].
•Synthetic molecular motors: biomimetics and nano-technology
Initially, technology was synonymous with macro-technology. The first tools
applied by primitive humans were, perhaps, wooden sticks and stone blades.
Later, as early civilizations started using levers, pulleys and wheels for erect-
ing enormous structures like pyramids. Until nineteenth century, watch makers
were, perhaps, the only people working with small machines. Using magnifying
glasses, they worked with machines as small as 0.1mm. Micro-technology, deal-
ing with machines at the length scale of micrometers, was driven, in the second
half of the twentieth century, largely by the computer miniaturization.
In 1959, Richard Feynman delivered a talk [2033] at a meeting of the Amer-
ican Physical Society. In this talk, entitled “There’s Plenty of Room at the
Bottom”, Feynman drew attention of the scientific community to the unlimited
possibilities of manipulating and controlling things on the scale of nano-meters.
This famous talk is now regarded by the majority of physicists as the defining
moment of nano-technology [2034]. In the same talk, in his characteristic style,
Feynman noted that ”many of the cells are very tiny, but they are very active,
they manufacture various substances, they walk around, they wiggle, and they
do all kinds of wonderful things- all on a very small scale”.
From the perspective of applied research, the natural molecular machines
opened up a new frontier of nano-technology [2035, 2036, 2037, 2038, 2039, 2040,
2041, 2042]. Even nano-robotics may no longer be a distant dream [2043, 2044].
A conventional 2-headed kinesin has strong resemblance, at least at a superficial
level, with two-legged mobile robots (see ref.[2045] for a historical account of the
development of legged robots, particularly the “bipeds”). The miniaturization of
components for the fabrication of useful devices, which are essential for modern
technology, is currently being pursued by engineers following mostly a top-down
(from larger to smaller) approach. On the other hand, an alternative approach,
pursued mostly by chemists, is a bottom-up (from smaller to larger) approach.
The bottom-up approach is also likely to enrich synthetic biology [2046, 2047,
2048, 2049, 2050, 2051, 2052, 2053]. The term biomimetics has already become
a popular buzzword [2039, 2040]; this field deals with the design of artificial
systems utilizing the principles of natural biological systems. We can benefit
from Nature’s billion year experience in nano-technology.
•Importance of molecular motors in biomedical research- control and
cure of disease
Just as occasional disruption of work in any department of a factory can
bring entire operation factory to a standstill, defective molecular machines can
cause diseases. Moreover, viruses are known to hijack the motors to travel from
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the cell periphery to the cell nucleus. If we understand how molecular machines
work, we might be able to devise ways to selectively either arrest those sub-
cellular processes that cause diseases like cancer or slow down metabolism of
invading organisms. The molecular motor transport system can be utilized even
for targeted drug delivery where molecular motors can be used as vehicles for
the drug. Thus, fundamental understanding of the mechanism of biomolecu-
lar machines will help us to fix them when they malfunction and, perhaps, to
manipulate them to improve human health and fitness.
30 Summary and outlook
In this article we have critically reviewed the stochastic kinetics of molecular
motors and that of the processes that they drive. In part I, we have considered
the fundamental principles, some essential background concepts and generic
models for several different types of motors. Some of the common “chemical”
proceses involved in their operation are listed below:
(i) chemical reactions are catalyzed either by the motor itself or by an acces-
sory device; (ii) The motor forms non-covalent bonds with substrates and other
ligands; (iii) many conformations of the motor are possible and the motor fluc-
tuates between these conformations because the strengths of the non-covalent
bonds are comparable to the thermal energy kBT ; (iv) binding or unbinding
of a ligand can alter the relative stability of conformations thereby inducing
transition from one to another. Moreover, there are further formal similari-
ties between the “mechanical” stepping of a single motor and chemical reaction
catalyzed by a single enzyme molecule. Therefore, several aspects of the kinet-
ics of chemical reactions, particularly those catalyzed by enzymes, have been
discussed in significant detail in part I of this review. The strategies of model-
ing stochastic mechano-chemical kinetics at different levels of spatio-temporal
resolution have also been explained before reviewing the generic models.
In part II we have presented applications of these basic concepts and tech-
niques of chemical physics as well as those of nonequilibrium statistical mechan-
ics to study the stochastic kinetics of specific molecular motors using theoretical
models. Some of the key structural details or important features of the kinetics
of the motors, which were ignored in part I in the context of generic models,
have been incorporated in the specific models of these motors in part II of this
review. All the motor-driven movements reviewed here can be classified into
four categories [12]: (i) rotation about an axis, (ii) translation along an axis,
(iii) translation perpendicular to an axis, and (iv) lateral separation of two axes.
While summarizing each section, we have already listed some open questions
in the context of specific motors. Next I list a few general open questions that
can be raised for all the motors. Barring the exception of great visionaries, for
anyone it is risky to speculate on the future directions of research on molecular
motors. Neverthless, I point out some limitations of the current models so that
the future course of action for theorists can be anticipated.
The atomistic structure of many motors are not known at present at suffi-
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ciently high-resolution (resolution of a few angtroms). Only when such high-
resolution structures become available, fully atomistic in-silico modeling of the
motor would be possible. However, even when such detailed structures are avail-
able, only coarse-grained models may be useful if the direct MD simulation of
the atomistic models over the relevant time scales cannot be performed with the
computational resources available.
For modeling at the coarser Brownian level, based on Langevin or Fokker-
Planck equations, the potential landscape is needed. However, for most of the
motors, these potential landscapes are postulated, rather than derived from
more microscopic considerations. For example, there are compelling evidences
that electrostatic interactions play important roles in the operation of the in-
dividual members of many families of molecular motors. However, so far very
little effort has been made to derive the effective interactions (and potential
landscapes) from more microscopic considerations where the electric charges
and their coulomb interactions would be treated explicitly.
For solving the forward problem with process modeling, we expect significant
progress over the next decade in two opposite directions: (a) in-silico modeling
of single individual motors with ever increasing structural and dynamical details
of its coordinating parts in an aqueous medium; (b) integration of nano-motors
and motor-assemblies into a micro-factory- the living cell.
Finally, let me emphasize the need of statistical inference drawn from anal-
ysis of empirical data for reverse-engineering of molecular motors. In a rare
example of model selection for a specific molecular motor, Bronson et al. [2286]
extracted the best model by optimizing the maximum evidence, rather than
maximum likelihood, that treats, for example, the number of discrete states
of the system as a variational parameter. This is a step in the right direc-
tion. However, I am not aware of any work that ranks alternative models of
any molecular motor according to relative scores computed on the basis of the
principle of strong inference [86, 84].
The picture of the motor-driven intracellular processes in a living cell can
be dramatized as follows [2287]: the cell is like an under water “metro city”
which is, however, only about 10µm long in each direction! In this city, there
are “highways” and “railroad” tracks on which motorized “vehicles” transport
cargo to various destinations. However, the highways and railroads are very
dynamic- these are constructed when needed and often dismantled when not in
use. It has a library for an efficienct storage of the chemically encoded blueprint
of the construction and maintenance of the city. It has a system of machinery
that provides rapid access to specific regions of this packaged blueprint. It has
specialized machines that, utilizing the chemically encoded template stored in
this library, synthesize materials that, then, form the components of various
machine tools in this city. It has special “waste-disposal plants” which degrade
waste into products that are recycled as raw materials for fresh synthesis. This
eco-friendly city re-charges spent “chemical fuel” in uniquely designed “power
plants”. This city also uses a few “alternative energy” sources, including “elec-
trical” energy, directly in some operations.
A complete understanding of the running of this fully automated “under
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water metro city” in terms of the coordinated operation of the machineries
would be the ultimate aim of scientific investigation on intracellular molecular
motors. However, “such triumphant victories come very rarely, and they are
separated by the slow, plodding attack on a wide front” [2288].
A Eukaryotic and prokaryotic cells: differences
in the internal organization of the micro-factories
From the evolutionary point of view, cells have been, traditionally, divided into
two categories, viz., prokaryotes and eukaryotes. Most of the common bacteria
like, for example, Escherichia Coli (E-coli) and Salmonella, are prokaryotes.
Animals, plants and fungi are collectively called eukaryotes. Major difference
between prokaryotic and eukaryotic cells lies in their internal architectures; the
main distinct feature of eukaryotic cells is the cell nucleus where the genetic
materials are stored. The prokaryotes are mainly uni-cellular organisms. The
eukaryotes which emerged first through Darwinian evolution of prokaryotes were
also uni-cellular; multi-cellular eukaryotes appeared much later. The plausible
evolutionary routes leading to the birth of the first eukaryotic cell from its
prokaryotic ancestor(s) and its subsequent evolution is an active area of scientific
exploration [2054, 2055, 2056],
Moreover, the traditional division into prokaryotes and eukaryotes has been
questioned and an alternative three-domain system, that classifies organisms
into bacteria, archaea and eukaryota, has been proposed [2084, 2085, 2086].
We’ll not get involved in the debate on the scheme for classification of organisms;
for the purpose of this review, which is addressed mainly to physicists, we’ll use
both the schemes hoping that the context will make the usage unambiguous.
Some of the molecular machines found in eukaryotes have been discovered
also in the other domains in the kingdom of life. But, some other machines
seem to be present only in eukaryotes. So far as the archaea are concerned, it
is interesting to compare their machinery with those of bacteria and eukaryota.
We’ll consider concrete examples in the appropriate contexts.
A.1 Model eukaryotes and prokaryotes
In biology, often the simplest among a family of objects is called a model system
for the purpose of experimental investigations [2103]. A short list of the model
systems commonly used in molecular cell biology, particularly those found useful
for studying functions of molecular machines, is now provided.
The most popular model animals for biological studies are as follows: (i) the
fruit fly Drosophila melanogaster, a model insect, (ii) Caenorhabditis elegans (C-
elegans), a transparent worm, (iii) the zebra fish danio rerio, a model vertebrate;
(iv) the mouse, however, is more important for practical use of cell biology in
medical sciences.
Arabidopsis thaliana is the most popular model plant while Chlamydomonas
reinhardtii is a model of green algae. Saccharomyces cerevisiae (Baker’s yeast)
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Molecule type Group name Examples
Macromolecule Polynucleotide DNA, RNA
Macromolecule Polypeptide Protein
Macromolecule Polysaccharide Starch, cellulose
Medium-size molecule Lipid Phospholipid, sphingolipid
Small molecule & ions Na+,K+, etc.
Table 12: Molecules in a cell classified by size.
and Schizosaccharomyces pombe (Fission yeast) are most widely used models for
fungi. However, for studying filamentous fungi, Neospora crassa is used most
often as a model system.
Bacteria are divided into two separate groups on the basis of their response
to a staining test invented by Hans Christian Gram. Those which respond
positively are called Gram-positive bacteria whereas those whose response is
negative are called Gram-negative. One of the main differences between these
two groups of bacteria is the nature of the cell wall which we’ll mention in an
another appendix below.
The commonly used models for Gram-positive bacteria are Bacillus subtilis,
Listeria monocytogenes, etc. The bacterium Escherichia coli (E-coli), which is
normally found in the colon of humans and other mammals, and the bacterium
Salmonella are the most extensively used model for Gram-negative bacteria.
Another prominent member of the group of Gram-negative bacteria is Proteus
mirabilis.
B Molecules of a cell: motor components and
raw materials
Water is a major abundant molecular species in a living cell. A molecular ma-
chine is either a macromolecular assembly or consists of a single macromolecule.
Moreover, these cross barriers created by medium-size (meso-molecules?) and
are regulated by signals that are often carried by small molecules and ions.
Therefore, for the convenience of the non-biologist readers, we list a few exam-
ples of these molecules (see table 12). Somewhat longer introduction, intended
for non-biologists, is available in ref.[2023].
B.1 Natural DNA, RNA, proteins
The three main categories of macromolecules in a living cell are nucleic acids
[2024], proteins [2025] and polysaccharides [2026]. The individual monomeric
residues that form nucleic acids and proteins are nucleotides and amino acids,
respectively. Both these types of macromolecules are unbranched polymers. The
complete covalent structure is called the primary structure of the macromolecule.
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It would be extremely time- (and space-) consuming to write a chemical formula
for the entire primary structure. Therefore, it is customary to express primary
structures in terms of abbreviation using an alphabetic code. The most common
convention uses one-letter code for each nucleotide and three-letter code for each
amino acid.
For proper biological function, these macromolecules form appropriate sec-
ondary and tertiary structures. The term conformation is synonymous with
tertiary structure [2027] Different types of standard schemes followed for visual
presentation of the conformations of macromolecules [2028, 2029, 2030] empha-
size different aspects of the conformations. So far as the molecular motors
are concerned, artificially synthesized motors need not be composed on natural
polymers. Instead, “foldamers” [2031, 2032], a class of artificially synthesized
polymers that can fold into a desirable conformation, may provide unlimited
opportunities for wide range of applications.
C Information transfer in biology: replication,
gene expression and central dogma
Like most of the literature in biology, we also make extensive use of the terms
(genetic-) code, message, transcription, translation, proof-reading, editing, etc.
However, most of these terms were originally coined in the context of information
storage and transmission- at many levels starting from digital to linguistic. The
[2285]
DNA is replicated just before cell division so that exact copies of the genetic
material of a cell can be inherited by both the daughter cells. Gene expression,
on the other hand, is a process that consists of several steps, the main steps being
transcription and translation. Initially, for many years, the “central dogma”
[2057, 2058, 2059], of molecular biology was interpreted loosely to imply the
allowed pathway
DNA
Transcription→ RNA Translation→ Protein
for synthesizing a protein following the “instructions” encoded on the corre-
sponding stretch of a DNA molecule.
However, it was re-emphasized by Crick [2058] in 1970 that the central dogma
is a negative statement- information transfer from protein (i.e., from protein to
nucleic acids and proteins to proteins) does not take place. As we describe in
the next subsection, genomes of a large class of viruses consist of RNA, rather
than DNA. However, the possibility of information transfer from RNA to RNA
and that from RNA to DNA do not contradict the central dogma. Moreover,
the possibility of information transfer directly from DNA to protein is not ruled
out although such a process has never been observed in nature so far. Thus, the
current status of the central dogma is represented schematically in fig.58.
•The expanding world of RNA and its implications
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  DNA 
RNA Protein 
Figure 58: The central dogma of molecular biology (adapted from [2058])
Among the macromolecules of life, RNA has a unique distinction- on the
one hand, just like DNA, it can serve as genetic material and, on the other, like
proteins, it can serve as a catalyst. mRNA, rRNA and tRNA together form
the group of “core” RNAs. However, many other types of non-coding RNA
(ncRNA) molecules have been discovered and these may be just the “tip of the
iceberg” [2060, 2061, 2062, 2063, 2064, 2065, 2066]. Although some of their
regulatory functions have been discovered, at present, our understanding of the
mechanisms of these processes is far from clear.
•Post-transcriptional processing of mRNA
In bacteria freshly polymerized mRNA transcripts can be directly translated
into the corresponding proteins. But, in a eukaryotic cell transcription takes
place in the nucleus. The mRNA transcript undergoes various types of post-
transcriptional “processing” both inside nucleus as well as in the cytoplasm
after it is transported out of the nucleus [2067]. One of the distinct features
of eukaryotic DNA is the existence of introns, patches of sequences which do
not encode for proteins and which, therefore, are removed during splicing of
the pre-mRNA. Why did evolution favor insertion of such apparently “useless”
introns into the DNA? Several plausible regulatory functions of introns have
been hypothesized.
D Cytoplasmic and internal membranes of a cell
Major molecular component of membranes are lipids. These amphiphilic molecules
consist of a hydrophilic head and two hydrophobic tails. For energetic reasons,
in aqueous medium, these molecules form bilayers where two oppositely oriented
monolayers of lipids stick together with the heads outside and the tails inside
the bilayer [2068]. In animal cells, cholesterol is another important component
of the cell membrane. From the perspective of molecular transport across the
membrane, the membrane proteins are crucially important [2069]. The four-
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decade old fluid mosaic model [2070, 2071, 2072] is the best representation of
the cytoplasmic membrane of animal cells; the molecular details of the mem-
brane is not fairly well understood [2073, 2074].
Gram-positive bacteria have a single plasma membrane that consists of a in-
ner membrane (IM) and a thick outer layer, called cell wall. In contrast, Gram-
negative bacteria are enclosed by two membranes where the inner membrane
(IM) and the outer membranes (OM) are separated by the periplasmic space
that also contains a peptidoglycan layer [2075, 2076]. Based on experimental in-
vestigations, it is now generally believed that the first ancestor of all eukaryotes
on earth appeared more than 1.5 billion years ago when a bacterial invader cell
became captive of the host and became the precursor of present-day mitochon-
dria [2077]. Therefore, it is not surprising that mitochondrial membrane shares
many features of Gram-negative bacteria; the inner and outer membranes of
each mitochondrion is separated by an intermembrane space [2078]. Because
of its important biological functions, which include protein translocation across
mitochondrial membranes, it remained an indispensable feature of mitochondria
in spite of many other evolutionary changes in the evolution of mitochondria
from its bacterial ancestor.
•Nuclear envelope and nuclear pore complex (NPC)
The nuclear pore complex (NPC) [2079, 2080, 2081] is a large assembly of
more than two dozens of different types of proteins that are collectively called
nucleoporins and denoted by the abbreviation Nups. Its shape resembles the
upper half of an hourglass. The rim of the channel is sandwiched between the
cytoplasmic ring and the nuclear ring. This assembly has a eight-fold symmetry
about an axis normal to the plane of the membrane. On the cytoplasmic side
of the membrane, eight fibrils extend from the eight lobes which are arranged
in the form of a ring. On the nucleoplasmic side of the membrane these eight
fibers join to form a basket-like structure. The diameter of the channel is about
60-70 nm at its widest point and about 25-45 nm at its narrowest point. The
outer radius of the ring can be as large as 125 nm and the total length of the
NPC in the direction perpendicular to the nuclear membrane can vary between
150-200 nm. In addition to the main central channel, the pore can also support
some minor peripheral channels.
E Internal compartments of a cell
Diatoms, an unicellular eukaryote, is an example of a special class of organ-
isms that possess both mitochondria and chloroplasts [2082]. In recent years,
organelle-like compartments have been discovered also in prokaryotic cells [2083].
However, no counterpart of nucleus has been found so far in prokaryotic cells
(see table 13 for internal compartments of eukaryotic cells).
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Compartment Special functional role
Nucleus Repository of genetic material
Mitochondria & Chloroplast Power plant
Endoplasmic reticulum Packaging center
Golgi apparatus Post office
Peroxisome
hline
Table 13: Internal compartments of eukaryotic cells and their special functional
roles.
F Viruses, bacteriophages and plasmids: hijack-
ers or poor parasites?
The concept of virus (including bacteriophages) has an interesting history and
its proper definition was a matter of debate even half a century ago [2087, 2088].
A virus is composed of a genome encapsulated within a capsid that is made of
proteins [2089]. Different types of viruses differ in size, shape, structure of the
capsid and the spatial organization of the genome within it [2090]. Some have
an envelope made of lipids whereas others and not enveloped. In contrast to
living cells, where the genome is exclusively DNA, viruses can also have RNA
as their genetic material. In fact, their genome can be either single-stranded
or double-stranded RNA or DNA. Majority of the viruses are, in fact, RNA
viruses. Among the RNA viruses, there is a special class with single-stranded
RNA genome that are called retrovirus [2091].
The retroviruses not only exploit the machineries of their hosts, but also inte-
grate dsDNA, polymerized from their RNA genome templates, into the genome
of the host [2093]. Such DNA sequences integrated into the host genome gets
passed onto the daughter cells during division of the virus-infected host. It may
become “endogenous viral sequence” [2094, 2095, 2096] in the future generations
of the host. The entire life cycle of a virus [2097], including the mechanism of
packaging, and the spatial organization of the packaged genome also varies de-
pending on the nature of the genetic material [2098]. Normally, the viral genome
encodes the “structural” proteins which are constituents of its capsid. More-
over, it also encodes for some “non-structural” proteins which are essential for
the replication of its genome. However, a virus cannot replicate using only the
machines at materials at its disposal. Besides, unlike eukaryotic and prokaryotic
cells, a virus does not “divide” into “daughter viruses”. Instead, a virus enters
a living host cell not only to replicate its genome but also to assemble many
copies of itself by exploiting the machineries of the host cell [2099]. The capsid
not only protects the viral genome [2100] but also participates in the process
whereby the genome infects the host cell. Contrary to the naive expectation,
not all viruses are harmful; some viruses develop a symbiosis with their host
and are “good” virus for the host [2101].
Plasmids are extrachromosomal DNA in bacterial cells [2102]. These can be
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replicated just like chromosomal DNA and can be passed to the daughter cells
during cell division.
All the eukaryotes, namely, animals, plants (and algae) as well as fungi can
be invaded by their respective viruses. Human immunodeficiency virus (HIV),
which causes the disease acquired immunodeficiency syndrome (AIDS) [2092],
is a retrovirus and is the most dreaded among the viruses that can infect homo
sapiens (humans). Among the viruses which can infect plants, an well studied
example is the Tobacco mosaic virus .
Bacteriophages are also viruses, but these infect prokaryotes. T-odd (e.g.,
T7) and T-even (e.g., T4) bacteriophages, phage λ, φ29, etc. are some of
the extensively used model bacteriophages. Not all phages are “tailed” [2104];
filamentous bacteriophages are also widespread [2105, 2106]. Viruses which
infect archaea [2107] are called archeovirus [2108].
F.1 Baltimore classification of viruses according to their
genome
The viruses have been divided into six different classes each of which has a
characteristic distinct method of expressing its genetic information [2109]. An
mRNA strand that can be translated directly into a protein is called a (+)mRNA
strand. A ssDNA that has the same polarity as the (+)mRNA is called (+)DNA.But,
a (+)DNA cannot be transcribed directly into a (+)mRNA. Instead, a comple-
mentary DNA strand, called (-)DNA, is directly transcribed into a (+)mRNA.
Similarly, on direct replication, a (+)RNA produces a complementary strand
that is called a (-)RNA.
Class I : dsDNA → (+)mRNA
Class II : ssDNA → dsDNA → (+)mRNA
Class III : (±)RNA → (+)mRNA
Class IV : (+)RNA → (-)RNA → (+)mRNA
Class V : (-)RNA → (+)mRNA
Class VI : (+)RNA → ssDNA → dsDNA → (+)mRNA
Similarities and differences between different classes of viruses have been studied
extensively [2110, 2111].
G Organization of packaged genome: from virus
and prokaryotes to eukaryotes
The diverse ways in which the genome is organized in different systems [2112]
shows the extraordinary richness of life. In every cell the genetic information is
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encoded in the sequence of the nucleotides. Thus, at some stage of biological
evolution, Nature chose an effectively linear device (namely, a NA strand) and
a quaternary code (i.e., four symbols, namely, A, T, C, G) for storing genetic
information. This was not the most efficient choice! The fewer is the number
of letters of the alphabet the longer is the string of letters required to express a
given message. Why does nature use exact 4 letters to write the genetic message
on nucleic acids? Why does nature use 20 amino acids for making proteins? Are
these numbers results of Darwinian evolution which initially could have been
different?
One serious consequence of nature’s choice of the memory device and coding
system is that even for the most primitive organisms like an E.coli bacterium,
the total length of the DNA molecule is orders of magnitude longer than the
organism itself! The problem is more acute in case of eukaryotic cells where
an even longer DNA has to be accomodated within a tiny nucleus! Moreover,
random packaging of the DNA into the nucleus would not be desirable because,
for wide variety of biological processes involving DNA, specific segments of the
DNA molecules must be “unpacked” and made accessible to the corresponding
cellular machineries. Furthermore, at the end of the operation, the DNA must
be re-packed. Even in bacteria and viral capsids, the genome has to be packaged
in a manner which allows efficient access during various processes of DNA and
RNA metabolism.
For detailed accounts of chromosome organization and function see, for ex-
ample, refs.[2113, 2114, 2115]. A brief summary, appropriate as an introductory
reading for uninitiated physicists is available in ref.[2112]
As stated earlier, the viral genomes may consist of DNA or RNA. There
are two alternative mechanisms for packaging of the genome. In case of some
viruses, the genome is encapsulated by molecules that self-assemble around it. In
contrast, the genome of other viruses are packaged into a pre-fabricated empty
container, called viral capsid, by a powerful motor.
Nature has solved the problem of packaging genetic materials in the nucleus
of eukaryotic cells by organizing the DNA strands in a hierarchical manner and
the final packaged product is usually referred to as the chromatin [2116, 2117]
The primary repeating unit of chromatin at the lowest level of the hierarchical
structure is a nucleosome [2118]. The cylindrically shaped core of each nucle-
osome consists of an octamer of histone proteins around which 146 base pairs
(i.e.,∼ 50 nm) of the the double stranded DNA is wrapped about two turns
(more precisely, 1.7 helical turns); the arrangement is reminiscent of wrapping
of a thread around a spool. There are 14 equispaced sites, at intervals of 10 base
pairs (bp), on the surface of the cylindrical spool. Electrostatic attraction be-
tween these binding sites on the histone spool and the oppositely charged DNA
seems to dominate the histone-DNA interactions which stabilize the nucleo-
somes. The helical curve formed by the histone-DNA overlap is often referred
to as the “footprint” of the DNA.
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H Experimental methods: introduction to the
working principles
Experiments play the most important roles in all natural sciences. Throughout
this review we use the term ”in-vitro” to mean processes occuring outside living
cells whereas the term “in-vivo” is used exclusively for processes occuring inside
living cells. Naturally, more controlled experiments are possible in-vitro than
in-vivo. In analogy with in-vitro and in-vivo experiments, computer simulation
is often referred to as in-silico experiments.
H.1 FRET: tool for monitoring conformational kinetics
Fluorescence is the phenomenon in which a molecule gets excited when illu-
minated with light of a specific wavelength and, then de-excites by emitting
light whose wavelength is usually longer than that of the exciting light. A
molecule that is capable of exhibiting the phenomenon of fluorescence is called
a fluorophore. Since the wavelength of the emitted light is somewhat longer
than that of the light absorbed, the background can be darkened by rejecting
the exciting light using appropriate filters. In reality, both the excitation and
emission spectra of a molecule have characteristic shapes with a peak and a
non-zero width. Therefore, the positions of the peaks of the absorption and
emission spectra are identified as the corresponding characteristic frequencies;
the larger the difference in these two frequencies the easier it is to record the
emission from a fluorophore by filtering out the exciting light.
In general, the desirable properties of fluorophores are as follows:
(i) it should be bright,
(ii) it should, preferably, emit light in the visible region of the spectrum,
(iii) fluctuations in its emission intensity, during the experiment, should be as
small as possible;
(iv) is should be sufficiently small and its interaction with the molecule under
investigation should be weak so that it does not perturb the molecule under
investigation,
(v) it should be available in a form which is suitable for “attachment” with the
molecule under investigation.
Extrinsic fluorescence reporters are usually organic dyes or quantum dots.
Intrinsic reporters are genetically engineered in the cell so that a fluorescent
molecule forms a part of the protein under investigation; the green fluorescent
protein (GFP) and its related cousins with other colors are now used routinely
[2119].
FRET (Fluorescence / Fo¨rster Resonance Energy Transfer) [2120] is a tech-
nique based on a quantum-mechanical phenomenon. It requires two different
species of fluorophores called a donor and an acceptor. The donor absorbs laser
light at a frequency higher than that of the acceptor. Because of the electro-
magnetic interactions between the two, non-radiative transfer of energy can take
place from the donor to the acceptor if the acceptor is sufficiently close to the
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donor. Since the efficiency of the process falls with the sixth power of the sep-
aration between the two fluorophores, it is significant only when the separation
is of the order of ∼ O(nm). Such a resonant transfer of excitation energy of the
acceptor to the donor excites fluorescence of the acceptor, resulting in a decrease
in the fluorescence of the donor. This is a powerful technique for probing the
separation between either two different molecules or two different domains of
a single macromolecule; the two molecules or the two domains of interest are
labelled by the two fluorophores for this investigation (see fig.59).
Figure 59: Principle of FRET (see the text for the details).
H.2 Optical microscopy: diffraction-limited and beyond
In the fluorescence-based techniques discussed above the kinetics of the molecules
are inferred from the pattern of temporal variation of the intensity of the fluo-
rescence. However, seeing is believing. Telescopes opened up the celestial world
in front of our eyes. Microscopes aid our vision to “see” the microscopic world
of both living and nonliving systems. Naturally, the most direct approach to
“see” the molecular machines in its natural environment is to use laser based
optical microscopy [2121]. Spectacular progress in optical microscopy over the
last two decades [2122] has been possible because of important contributions
from several different disciplines; these include, for example, physics (princi-
ples of optics), chemistry (synthesis of dyes), genetics (tagging molecules with
markers) and engineering (instrumentation and signal processing). However, it
is worth uttering a word of caution here: one has to be very careful so as to
avoid potential pitfalls in this apparently straightforward approach [2123].
Optical microscopy
↙ ↘
Diffraction-limited techniques Sub-diffraction techniques
H.2.1 Diffraction-limited microscopy
The contrast between an object and its background can be enhanced by exploit-
ing the variations in the refractive indices induced, for example, by appropriate
staining; these techniques include the phase-contrast microscopy. Fluorescence
provides an even better means of enhancing the contrast between the object and
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its background [2124, 2125, 2126, 2127]. Although fluorescence microscopy is
now done routinely, a beginner should be aware of the potential pitfalls [2128].
Magnification makes the observed object bigger, but does not improve spatial
resolution which, for conventional optical microscope is limited by a natural
constraint. Because of diffraction of light, which is a consequence of its wave
nature, image of a point source of light is not a point, but a volume. The
corresponding plot of the intensity profile in the image plane is called the point
spread function (PSF). Because of the rotational symmetry in the image plane
perpendicular to the optic axis, the area in the image plane illuminated by a
point source is a circular pattern. The bright circular central patch, called the
“Airy disc”, is surrounded concentrically by increasingly darker circles.
According to Abbe’s theory, the spatial resolution rm of a microscope is half
the radius of the first dark circular fringe. Hence, rm = λ/2(NA) where the
numerical aperture (NA) depends on the refractive index n of the medium and
the half angular aperture α: NA = n sin α. The largest value of NA for a good
quality microscope ∼ 1.5 and, therefore, using λ = 500nm, we get rm ∼ 170nm.
If the point objects are sufficiently far apart from one another, each forms
its own distinct PSF without any overlap with that of another. One can locate
the center of the PSF by fitting, e.g., a Gaussian. This center is expected to
coincide with the position of the point object that creates this PSF.
Interestingly, Abbe himself speculated in 1876 that “future generations will
perhaps find other ways to circumvent the limits imposed by light microscopy,
which we consider unsurmountable, by making still unknown processes and
forces serve this purpose” [2126].
Recall that one of the assumptions made in the derivation of the Abbe limit
is that the two point sources emit light of identical spectral characteristics. But,
if the two sources emit lights of different colors, they could be easily resolved
by using appropriate filters to reject light from one while localizing the other
[2129]. However, success of this route to super-resolution hinges on the ability
to label different objects with different types of fluorophores which would emit
lights of different colors. For most real problems this is an impractical approach.
H.2.2 Sub-difraction microscopy (or, super-resolution nanoscopy)
The invention of the optical microscopes in the seventeenth century made it
possible to have a glimpse of the world of micro-organisms (bacteria, etc.) [2130].
But these microbes are typically micron-size objects. For directly seeing nano-
machines, it would be ideal if we could have “nanoscopes” whose resolution
surpasses the Abbe limit; however, such “nanoscopes” were not available until
recent times [2131, 2132]!
How do the sub-diffraction techniques developed in the last two decades
achieve “super-resolution” (i.e., spatial resolution higher than the Abbe limit)
[2133, 2129, 2134, 2135, 2136]? We answer this question below by explaining
the principles.
Recall that the derivation of the Abbe limit assumed that the two objects
emitted light simultaneously leading to the overlap of the two PSFs. But, if only
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one of these two were fluorescent at a time, each could be localized separately
and the full image of the pair could be constructed by superimposing their
individual images recorded separately at two different instants of time.
Both the objects can be imaged separately if these are labelled by fluo-
rophores that are photo-switchable, i.e., switched ON (fluorescent) and OFF
(non-fluorescent) with appropriately selected laser beams in a sequential manner
[2129]. Most of the nanoscopes achieve super-resolution exploiting essentially
this simple idea although the details of implementation vary from one tech-
nique to another. Stimulated emission depletion (STED) microscopy is based
targeted switching whereas stochastic switching is exploited in single-molecule
localization microscopy (SMLM) [2137], photo-activated localization microscopy
(PALM), stochastic optical reconstruction microscopy (STORM), etc.
H.3 Single-molecule imaging and single-molecule manip-
ulation
Broadly speaking, the single-molecule techniques [2138, 2139, 2140, 2141, 2142]
can be classified into two groups: (i) methods of imaging, and (ii) methods of
manipulation.
Single-molecule techniques
↙ ↘
Single-molecule imaging ←→ Single-molecule manipulation
However, combining techniques of manipulation with those of imaging makes
it possible to achieve both simultaneously [2143, 2144, 2145].
Fluorescence, which we have already introduced above, has been exploited
extensively in imaging single molecules. [2146, 229, 2147, 2148, 2149, 2150,
2151, 2152]. In addition to passive observation under a microscope, spectro-
scopic analysis of the amplitude, frequency, polarization of the light emitted
by the single molecule and their variations in space and time provide useful
informations.
For observing effects of chemical manipulations of molecular machines, imag-
ing may be adequate. Several techniques have been developed for for mechanical
manipulations of the nanomachines of life [2153, 2154, 2155, 2156, 2157, 2158,
2159].
Mechanical manipulation of a single biomolecule
↙ ↘
Mechanical transducers Field-based transducers
↙ ↘ ↙ ↘
SFM Micro-needle EM-field Flow-field
↙ ↘
Electric field Magnetic field
The existence of the “gradient” force, which is exploited in setting up an
optical trap, was discovered accidentally [2160, 2161]. Consider a dielectric
bead exposed to a laser light beam whose intensity is spatially inhomogeneous.
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The physical origin of the gradient force can be understood easily within the
framework of geometrical optics provided R λ; however, the existence of the
gradient force however, does not depend on the validity of this condition.
Mathematical expression for the gradient force has been derived [2162, 2163].
For a guide to the scientific literature on optical tweezer (up to 2003) see
ref.[2164]. Several elementary introductions to the basic principles of optical
tweezers and their design are available; we mention here only a few of those
which are presented in the context of molecular machines [2165, 2166, 2167,
2168, 2169, 2170, 2171].
In magnetic tweezers [2172, 2173], the macromolecule is attached between a
surface and a superparamagnetic bead. Stretching force can be applied on the
macromolecule by controlled alterations of the external magnetic field. A major
advantage of the magnetic tweezer is that the same set up can be used also to
apply torque on the molecule by merely rotating the magnetic field.
H.4 Determination of structure: X-ray crystallography
and electrom microscopy
X-ray diffraction [2174] and electron microscopy [2175] are two of the most
powerful techniques of determination of the structures of molecular machines.
Both these techniques provide ensemble-averaged results. Each sample of the
molecular machine, when analyzed with X-ray diffraction or electron microscopy,
provides essentially a “static” picture. But, informations on time evolutions of
structures can also be obtained from X-ray and electron microscopic studies by
appropriate protocols for sample preparation and repetitions of the experiments.
•X-ray crystallography
The basic principle of X-ray scattering for the determination of the struc-
ture of macromolecules is as follows [2176]: an atomic constituent of the macro-
molecule absorbs some energy of the X-ray incident on it and then re-radiates
the same in all directions. A protein crystal has a periodic array of identical
atoms. The X-rays re-radiated by these atoms interfere constructively in some
directions whereas they interfere destructively in all the other directions. There-
fore, the detectors record a “pattern” in the intensity of X-ray scattered by the
protein crystal sample. But, such a “diffraction pattern” provides an indirect,
and static, image of a molecular machine. X-ray diffraction requires Fourier
transform from momentum space to get the structure in real space.
•Electron microscopy
Electron microscopy is a powerful alternative for the determination of struc-
tures of those macromolecules whose crystals are not available [2175]. The de-
Broglie wavelength associated with a material particle is given by λ = h/p where
p is the momentum of the particle. Therefore, a desired short deBroglie wave-
length can be attained by accelerating a charged particle to the corresponding
required momentum p by applying an external electric field. Electrons are ideal
for this purpose because an electron beam can also be easily bent and focussed
using a suitable magnetic field configuration. But, the generation and control of
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the electro-magnetic fields makes the electron microscope costly. Moreover, im-
age obtained from an electron microscope requires special expertise to interpret.
Often, better results are obtained by a combination of X-ray crystallography and
electron microscopy [2177].
Unlike optical microscopes, elaborate preparation of a sample is required be-
fore observing under an electron microscope. Keeping the sample hydrated (i.e.,
“wet”) was a challenge which could be overcome by a technical breakthrough.
In this approach, the aqueous sample is cooled very rapidly by plunging it into
an appropriate liquid maintained at a sufficiently low temperature. Because of
the high rate of cooling, the water surrounding the specimen does not get any
opportunity to form ice crystal and, instead, gets “vitrified” (i.e., amorphous).
Moreover, because of the low temperature of the vitrified water, nucleation of
ice crystals in this metastable medium is highly improbable. Because of the
low-temperature techniques used in sample preparation, this technique is called
cryo-electron microscopy (cryo-EM) [2178]. The process of reconstruction of the
full 3D structure of an object by appropriately combining a series of 2D images
recorded from different angles is called cryo-EM tomography. Modern electron
microscopy has already provided deep insight into the structure and function of
many molecular machines [2179, 2180, 2181, 2182, 2183, 2184, 2185].
I Modeling of chemical reactions
I.1 Deterministic non-spatial models of chemical reactions:
rate equations for bulk systems
At this level, the problem of chemical kinetics can be formulated as follows:
suppose a macroscopically uniform mixture of S chemical species is confined
in a fixed volume V and can interact through R reaction channels. The main
assumption of the rate equation approach is that the population dynamics,
formulated in terms of the concentrations of the reactant and product species,
is a continuous and deterministic process. For a well stirred chemically reacting
bulk system, this is a reasonably good approximation. If the concentrations
of all the species are given at some initial instant of time, what will be the
corresponding concentrations at any later arbitrary instant of time t? The
traditional approach is based on ordinary differential equations, called chemical
reaction rate equations, for the concentrations of the molecular species.
In chemical kinetics, the concentration of the s-th molecular species is given
by the molarity cs = ns/V , measured in the number of moles per liter, where ns
is the number of moles of the s-th molecular species. Another related quantity
is the molar fraction xs = ns/
∑
s ns = ns/n = cs/
∑
s cs. Thus, if cs of all the
components in the solution are known, xs can be obtained. Conversely, if the
xs are known, cs can be obtained from cs = xsn/V .
Let us assume that the concentration of the s-th molecular species is denoted
by a continuous, single-valued function cs(t) of time t. Then, the corresponding
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chemical rate equations can be expressed as [2186, 2187, 2188]
dcs
dt
= fs(c1, c2, ..., cs, ..., cS) (s = 1, 2, ..., S)
(269)
The specific forms of the functions fs are determined by the actual nature of
the reactions. For example, for the simple first order irreversible reaction
E1 kf→E2 (270)
the ordinary differential equations governing the populations of the two molec-
ular species E1 and E2 are
d[E1]/dt = −d[E ]1/dt = −kf [E1] (271)
which are usually referred to as the rate equations and the square brackets
indicate the respective concentrations. For the first order reversible reaction
E1
kf

kr
E2 (272)
the corresponding reaction rate equations are
d[E1]/dt = kr[E2]− kf [E1]
d[E2]/dt = kf [E1]− kr[E2]
(273)
The coefficients kf and kr depend, in general, on the temperature T and pres-
sure p, etc., but are independent of the concentrations of the reactants and the
products. At the level of the chemical rate equations, the rate constants are
phenomenological parameters whose numerical values are to be supplied from
empirical data. Rate constants usually depend strongly on temperature. An
overwhelmingly large number of rate constants are found to vary with temper-
ature according to the Arrhenius equation:
k(T ) = A exp[B/kBT ]. (274)
where B is called the activation energy (barrier height).
Note that the rate equations (273) are linear. On the other hand, for the
second order reaction
E1 + E2
kf

kr
E3 (275)
the rate equations
d[E1]
dt
=
d[E2]
dt
= kr[E3]− kf [E1][E2]
d[E3]
dt
= kf [E1][E2]− kr[E3] (276)
are nonlinear.
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I.1.1 Thermodynamic equilibrium, transient kinetics and non-equilibrium
steady states
With two examples of very simple reactions we introduce the concepts of tran-
sient and equilibrium behavior in the context of chemical reactions. We also
demonstrate how transient kinetics can be utilized to estimate the rate con-
stants [2189]. Let us begin with the reaction (270). The concentration of [E1](t)
varies with time t exponentially:
[E1](t) = [E1](0) e−kf t. (277)
The slope of the plot of ln[E1](t) versus t yields the rate constant kf .
•Equilibrium constant
Next consider the reaction (272). Any arbitrary initial concentrations [E1]
and [E2] eventually reach the corresponding equilibrium values
[E1]eq = kr[E ]
(kf + kr)
and [E2]eq = kf [E ]
(kf + kr)
(278)
In the equilibrium state, the equilibrium constant Keq, defined as
Keq =
kf
kr
=
[E2]eq
[E1]eq , (279)
Note that
Keq = e
−∆G/(kBT ). (280)
Thus, the equilibrium constant is a thermodynamic parameter that character-
izes the equilibrium state of the reacting system. For a given reaction, the
equilibrium constant Keq can be obtained by measuring the concentrations of
the reactants and products in equilibrium. The assay need not measure the
concentrations chemically; a common alternative is an optical assay where the
fluorescence intensities must be proportional to the respective concentrations.
In fact, any property, that is proportional to the concentration, can be mea-
sured for estimating Keq. In order to avoid possible pitfalls, one has to design
the careful experiment and use appropriate protocols [2190].
•Transient kinetics
Note that the fact d[E1]/dt+ d[E2]/dt = 0 in (273) reflects the conservation
law:
[E1](t) + [E2](t) = [E ](0) (281)
where the total concentration [E ](0) remains constant. From equations (273)
we get
ln
({[E1](t)− [Eeq1 ]}
{[E0](t)− [Eeq1 ]}
)
= −keff t (282)
with keff = kf + kr. Thus, any fluctuation in the populations of the two
species decays exponentially with time with an effective time constant k−1eff
to reach the thermodynamic equilibrium values (278). For a reacting system
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which can attain a state of thermodynamic equilibrium, small deviations from
such the equilibrium state are merely transients. However, kinetics of the decay
of such transient states can be utilized to measure the rate constants for both
the forward and reverse transitions. In this approach, one simply changes the
condition of equilibrium of the system and, then, monitors the time-dependent
concentrations during the process of re-equilibration. The slope of the plot of
ln([E1](t)− [Eeq1 ]) yields the sum kf + kr. Moreover, the kf/kr can be obtained
from (279) provided the equilibrium concentrations [E1]eq and [E2]eq are known.
•Non-equilibrium steady-states of chemically reacting systems
The chemical system where the reaction (272) takes place exhibits transient
behavior, described by the equation (282), till the system reaches the equilib-
rium state where the concentrations attain the corresponding time-independent
values (278). Thus, in the equilibrium state the concentrations of the reactants
and products remain steady (or, stationary). But, not every chemical steady
states is an equilibrium state of the system; equilibrium happens to be just a spe-
cial steady-state. Nonequilibrium steady states (NESS) can exist only in open
systems where the system exchanges matter with its environment and consumes
energy dissipating part of it as heat [239, 2191, 2192, 2193, 2194]. Biochemical
reactions within a living cell are typical examples where such NESS can occur.
As an example, consider the reaction
J→E1
kf

kr
E2 J→ (283)
with a balanced input and output J . In this case the equations (273) are
modified to
d[E1]/dt = kr[E2]− kf [E1] + J
d[E2]/dt = kf [E1]− kr[E2]− J (284)
so that the system reaches a non-equilibrium steady state where
[E1]ss = kr[E ] + J
(kf + kr)
, and [E2]ss = kf [E ]− J
(kf + kr)
(285)
Moreover, defining the forward and reverse fluxes Jf and Jr by the relations
Jf = kf [E1], andJf = kr[E2] (286)
J = Jf − Jr in the non-equilibrium steady state of the system whereas thermo-
dynamic equilibrium demands that J = 0, i.e., Jf = Jr.
•Stoichiometry and reaction rates
Next, let us consider more general complex reactions of the type
2A+ 3B → C + 4D (287)
where A and B are the reactants while C and D are the products. The stoi-
chiometry of this reaction is such that the rate of formation of one molecule of
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C (and that of four molecules of D) is equal to the rate of consumption of two
molecules of A (or, that of 3 molecules of B). In general, for a reaction like (287)
the stoichiometric coefficients νs > 0(< 0) if s-th species is a product (reactant).
Thus for the reaction (287), the stoichiometric coefficients of A,B,C,D are the
integers −2,−3, 1, 4, respectively.
Often a more general notation is used for expressing the rate equations. Sup-
pose ~c(t) denotes is a column vector whose three elements are the concentrations
of E1, E2 and E3 at time t for the reaction (275). Then, the rate equations can
be recast as
dci
dt
= νfiF˜f (~c(t)) + νfrF˜r(~c(t)) (288)
where νf1 = νf2 = −1, νf3 = 1 and the functions F˜f (~c(t)) and F˜r(~c(t)) for the
forward and reverse reactions are given by
F˜f (~c(t)) = kf [E1][E2]
F˜r(~c(t)) = kr[E3] (289)
We define the extent of the reaction ξ as follows: when the chemical reaction
advances by dξ, the corresponding changes in the amounts of the reactants and
the products in the above mentioned reaction are given by
dNA = −2dξ, dNB = −3dξ, dNC = dξ, dND = 4dξ (290)
i.e.,
dNA(t)
−2 =
dNB(t)
−3 =
dNC(t)
1
=
dND(t)
4
= dξ(t) (291)
Any possible ambiguity in the definition of the rate of the reaction is avoided by
defining the reaction rate to be dξ/dt = −(1/νs)d[Ms]/dt, so that, in general,
dNs = νsdξ.
If the reaction (287) takes place in the opposite direction, i.e., all the sto-
ichiometric coefficients also reverse their sign and, therefore, dξ flips its sign.
Thus, the sign of dξ indicates whether the reaction is proceeding in the forward
or the reverse direction; dξ > 0 for the forward reaction whereas dξ < 0 for the
reverse reaction.
The actual extent of a reaction depends on the amount of substance used in
the reaction. A better definition of the rate of reaction is η(t) = ξ(t)/V where
V is the volume of the reaction chamber. This definition allows one to associate
a single rate with the entire equation corresponding to a reaction. All practical
problems of chemical kinetics can be reduced to finding how η(t) changes with
time t. From η(t) one can calculate the time evolution of the concentrations of
each chemical species involved in the reaction [2186].
I.2 Stochastic non-spatial models of reaction kinetics
The rate equations conceal a great deal of detailed physical processes involved
in the reaction. In reality, the time evolution of the populations cannot be con-
tinuous because the number of molecules can change only by discrete integers.
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Moreover, the evolution is not deterministic because it is impossible to pre-
dict the exact molecular populations at an arbitrary time unless the positions
and velocities of all the molecules in the system, including those in the solvent
(i.e., reservoir or bath) are taken into account. Furthermore, the smaller is the
population of a reacting species, the stronger are the fluctuations that makes
a stochastic description unavoidable. We now develop a theoretical formalism
for stochastic chemical kinetics that describes the population dynamics of the
reacting species as a discrete, stochastic process that is assumed to evolve in a
continuous time.
To our knowledge, one of the earliest studies of stochastic fluctuations in
chemical reactions was carried out by Max Delbru¨ck [2195]. The literature on
stochastic modeling of (bio-)chemical reactions, including enzyme kinetics, is
too vast to be covered in this appendix; only some representative original works
of the successive decades [2196, 2197, 2198, 2199, 2200, 2201]. and a few useful
reviews [68, 69, 70, 71, 72, 73, 74, 77, 79] are listed in the references. Authors
of most of these works were fully aware of the fact that their results on the fluc-
tuations in chemical kinetics would be very relevant in the limit of extremely
low concentration of at least one of the reactants. However, their ideas were far
ahead of their time! It took a few decades to develop the single molecule tech-
niques with which, for example, single-enzyme experiments are now carried out
routinely. Some of the old results can now be tested experimentally while some
of the subtle issues raised earlier may get resolved from a modern perspective.
I.2.1 Chemical master equation
Consider S chemical species (M1,M2, ...,Ms, ...MS), interacting through R re-
action channels. Let ns(t) = Number of molecules of the s-th species at time
t. Our goal is to obtain the state vector ~n(t) = (n1(t), n2(t), ..., ns(t), ..., nS(t)),
given the state vector ~n(0) = (n1(0), n2(0), ..., ns(0), ..., nS(0)), at time t = 0.
The stoichiometric coefficients form a matrix whose elements νrs is the
stoichiometric coefficient for the s-th species in the r-th reaction. So, if the
r-th reaction takes place, the state vector ~n changes to ~n + ~νr where ~νr =
(νr1, νr2, ..., νrs, ...νrS). We also define the propensity function (transition prob-
abilities per unit time) Wr(~n) so that Wr(~n)∆t is the probability that the r-th
reaction takes place in time interval between t and t+ ∆t thereby leading to a
change of the molecular population ~n→ ~n+ ~νr. Thus, a given reaction channel
is characterized mathematically by two quantities, namely, (i) the state change
vector ~νr, and (ii) The propensity function Wr(~n).
Let us assume that dt is so small that no more than one reaction of any kind
can take place in the interval between t and t + dt. Then, we can write the
“chemical” master equation [2200, 71, 72, 70]
∂P (~n, t)
∂t
=
R∑
r=1
[Wr(~n− ~νr)P (~n− ~νr, t)]−
R∑
r′=1
[Wr′(~n)P (~n, t)] (292)
for the probability P (~n, t).
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•Gillespie algorithm
Except for a few special reactions [2202], in general, it is very difficult (practi-
cally impossible) to solve the CME either analytically or numerically. Therefore,
it is often investigated following an approach which is essentially equivalent to
Monte Carlo simulation of the reaction. Gillespie algorithm [2200, 71, 72] is
the most popular technique for simulating the CME. There are essentially three
substeps in each step of this algorithm:
(i) it generates the time step ∆t till the next reaction;
(ii) it randomly picks up one of the reactions for its execution;
(iii) it implements the execution of the reaction by advancing the time by ∆t
and by updating the number of molecules to reflect the occurrence of the reac-
tion. Several different variants of this algorithm and its extensions have been
developed in the last three decades.
•Deterministic limit: chemical rate equation from CME
The steps in the systematic derivation of the deterministic chemical reaction
rate equations from the corresponding stochastic CME have been clearly stated
and the approximating assumptions have been clarified [2203, 2204]. The rate
equations for a chemically reacting system can be derived from the correspond-
ing master equations. Let us define the average population by
< ~n(t) >=
∑
~n
~n(t)P (~n, t) (293)
It is straightforward to derive the rate equation
d < ~n(t) >
dt
=
R∑
r=1
νr < Wr(~n(t)) > (294)
satisfied by < ~n(t) >.
I.2.2 Chemical Langevin and Fokker-Planck equations
Suppose the s-th component of the S-component column vector ~X(t) denote
the number of molecules of species s at time t. Then, the chemical Langevin
equation (CLE) [2205, 2206] is given by [236, 75]
dXi
dt
=
S∑
j=1
νijFj( ~X(t)) +
S∑
j=1
Γj(t)νij
√
Fj( ~X(t) (295)
The first term directly corresponds to the right hand side of the rate equation
except for the fact that Xi denotes the numbers of molecules whereas ci is the
concentration of the molecules of i-th species. The second term on the right
hand side of (295) adds Gaussian noise of vanishing mean and unit variance.
The CLE is formulated as the kinetics of an individual based model. Just
as in the case of Brownian mechanics, an alternative, but equivalent, approach
was developed in terms of the chemical Fokker-Planck equation (CFPE) which
described the kinetics in terms of populations [75]. However, since this is hardly
ever used in the context of molecular motors we’ll not discuss it here.
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I.3 Enzymatic reactions: regulation by physical and chem-
ical means
Enzymes are proteins and function as biological catalysts [244]. These are spe-
cific in the sense that a specific catalyst speeds up a specific reaction by a
factor of 106 to 1020. In spite of common essential features, there are also
important differences between non-biological catalysts and enzymes; the most
important differences arise from the macromolecular character of the proteins
[2207]. The evolution of the structural designs of enzymes from the primitive
(presumably inorganic) catalysts and optimization of their performance during
various stages of biological evolution are interesting subjects of investigation
[2208, 2209] which, however, will not be discussed here.
Enzymatic reactions, which are of major interest here in the context of molec-
ular motors, can be regulated (i) by physical means, or (ii) by chemical means.
Physical means include temperature, force, etc. while chemical means depend
on interaction of the enzyme with other molecules.
Chemical regulation of an enzyme can be carried out following two different
approaches: (a) by regulating the quantity of the enzyme through control on its
production, or degradation (or, permanent inactivation by irreversible covalent
modification), and (b) controlling the enzymatic activity (of a given amount
of enzyme) by its binding and dissociation with small molecules. Any small
molecule which can bind an enzyme reversibly is called a ligand. A ligand can
be an activator or inhibitor of the enzymatic activity [2207]. Many enzymes
need a cofactor for enzymatic activity, the cofactor can be a metal ion or an
organic molecule.
J Elastic stiffness of polymers
DNA, RNA and proteins are linear polymers. These polymers not only intro-
duced a new length scale (characterized by its size) and a time scale (associated
with its dynamics) but also brought in its “flexibility” which is not possible with
only small molecules. This flexible nature of macromolecules also gives rise to
the importance of conformational entropy. In fact, many biological processes
are driven by entropic elasticity. Apriori, it is not at all obvious that the phe-
nomenological concepts of classical theory of elasticity, which were developed
for macroscopic objects, should be applicable even for single molecules of DNA,
RNA, etc. Technological advances over the last two decades made it possible to
stretch, bend and twist a single macromolecule and the corresponding moduli of
elasticity have been measured [2210, 2211, 2212, 2213, 2214, 2215, 2216, 2217,
2218, 2219, 2220].
The elasticity of nucleic acids is of particular significance because most often
genome (DNA or RNA) are stored in bent conformation [2221]. For example,
in eukaryotic cells, DNA is bent and wrapped around histones [2222]. Similarly,
in viral capsids, nucleic acids are strongly bent for efficient packaging. Fur-
thermore, temporary bending of macromolecules take place in many biological
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processes driven by molecular motors. Stiff polymers can also play the role of
a nano-piston. Therefore, the elasticity of the macromolecules of life is also in-
teresting in the study of molecular machines which polymerize, manipulate and
degrade these molecules.
J.0.1 Freely jointed chain model and entropic elasticity
Let us model a linear polymer of N monomers, each of length `. Freely jointed
chain (FJC) model is based on the assumption that the relative orientation
between the successive monomers is completely random and does not involve any
energy change. Thus, the FJC model is essentially equivalent to a random walk.
Therefore, for one-dimensional FJC with a given N and end-to-end distance x,
the entropy is given by
S(N, x) =
N !
[N + (x/`)]![N − (x/`)]! (296)
For sufficiently large N and x, using Stirling approximation, the force exerted
by the FJC is found to be −keffx where the effective spring constant keff is
keff =
kBT
N`2
(297)
This spring-like behevior of the FJC is of entropic origin.
J.0.2 Worm-like chain and its relation with freely jointed chain: per-
sistence length
The polymer is represented by a flexible chain where an energy cost has to be
paid for its bending. Suppose tˆ(s) is the unit tangent to the chain at s. It
turns out that the tangent-tangent correlation function < tˆ(s) • tˆ(0) > decays
exponentially, i.e,
< tˆ(s) • tˆ(0) >∼ e−s/ξP (298)
with the arc length s. The persistence length ξP ∝ κB/(kBT ) of the polymer
increases with the increasing bending stiffness κB whereas it decreases with
increasing temperature.
K Cytoskeleton: beams, struts and cables
The mechanical properties of the cell depends on its cytoskeleton The cytoskele-
ton of an eukaryotic cell maintains its architecture [2223, 2224, 2126, 2225]. The
cytoskeleton is a complex dynamic network that can change in response to ex-
ternal or internal signals. The cytoskeleton is also responsible for intra-cellular
transport of packaged molecular cargoes as well as for the motility of the cell
as a whole. The cytoskeleton plays crucially important role also in cell division
and development of organisms. The cytoskeleton of not only animals, but also
those of plants and algae [2226, 2227, 2228, 2229, 2230] as well as those of fungi
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Category Member
Filamentous protein Actin
Filamentous protein Microtubule
Filamentous protein Intermediate filaments
Accessory protein Filament polymerization regulators
Accessory protein Filament-filament linkers
Accessory protein Filament-plasma membrane linkers
Motor protein Myosin
Motor protein Kinesin
Motor protein Dynein
Table 14: Protein constituents of the cytoskeleton of an eukaryotic cell.
[2231, 2232, 2233] have been investigated widely (see Table 14). Counterparts of
some molecular components of the eukaryotic cytoskeleton have been discovered
recently also in prokaryotic cells [2234, 2235, 2236, 2237, 2238, 2239, 2240, 2241,
2242, 2243, 2244, 2245, 2246].
K.1 Cytoskeleton of eukaryotic cells
The protein constituents of the cytoskeleton of eukaryotic cells can be broadly
divided into the following three categories: (i) Filamentous proteins, (ii) acces-
sory proteins, and (iii) motor proteins. The three classes of filamentous proteins,
which form the main scaffolding of the cytoskeleton, are: (a) actin, (b) micro-
tubule, and (c) intermediate filaments.
The three superfamilies of motor proteins are: (i) myosin superfamily, (ii)
kinesin superfamily, and (iii) dynein superfamily. Both kinesins and dyneins
move on microtubules; in contrast, myosins either move on actin tracks or pull
the actin filaments.
On the basis of functions, accessory proteins can be categorized as fol-
lows: (i) regulators of filament polymerization, (ii) filament-filament linkers,
(iii) filament-plasma membrane linkers. Among the regulators of filament poly-
merization, some promote nucleation of a filament, while some other species cap
a filament thereby terminating its growth. Some regulators enhance the rate
of filament growth whereas some others are involved in the depolymerization
and severing of filaments. Filament-filament cross-linkers organize higher-order
assemblies and networks of the filaments.
Microtubules are cylindrical hollow tubes whose diameter is approximately
20 nm. The basic constituent of microtubules are globular proteins called tubu-
lin. Hetero-dimers, formed by α and β tubulins, assemble sequentially to form
a protofilament. 13 such protofilaments form a microtubule. The length of each
α− β dimer is about 8 nm. Since there is only one binding site for a motor on
each dimeric subunit of MT, the minimum step size for kinesins and dyneins is
8 nm.
277
Although the protofilaments are parallel to each other, there is a small off-
set of about 0.92 nm between the dimers of the neighboring protofilaments.
Thus, total offset accumulated over a single looping of the 13 protofilaments is
13×0.92 ' 12nm which is equal to the length of three α−β dimers joined sequen-
tially. Therefore, the cylindrical shell of a microtubule can be viewed as three
helices of monomers. Moreover, the asymmetry of the hetero-dimeric building
block and their parallel head-to-tail organization in all the protofilaments gives
rise to the polar nature of the microtubules. The polarity of a microtubule is
such an α tubulin is located at its - end and a β tubulin is located at its + end.
Filamentous actin are polymers of globular actin monomers. Each actin
filament can be viewed as a double-stranded, right handed helix where each
strand is a single protofilament consisting of globular actin. The two constituent
strands are half staggered with respect to each other such that the repeat period
is 72 nm.
L Kinetics of nucleation, polymerization and de-
polymerization of polar filaments: treadmilling
and dynamic instability
Polymerizing and depolymerizing polar filaments generate force by mechanisms
that we discuss in detail in several sections of this review. The role of γ-tubulin
in the nucleation of MT filaments has been known for quite some time [2247,
2248, 2249]. Theoretical models have been developed for the kinetics of MT
nucleation [2250, 2251, 2252, 2253]. Two classes of actin nucleating proteins
are: (i) formin protein family; and (ii) Arp2/3 complex [2254, 2255, 2256].
The dynamics of polymerization and depolymerization of microtubules is
quite different from those of most of the common proteins. Dynamic instability
[2257, 2258, 2259, 2260] is now accepted as the dominant mechanism governing
the dynamics of microtubule polymerization. Each polymerizing microtubule
persistently grows for a prolonged duration and, then makes a sudden transi-
tion to a depolymerizing phase; this phenomenon is known as “catastrophe”.
However, the rapid shrinking of a depolymerizing microtubule can get arrested
when it makes a sudden reverse transition, called “rescue”, to a polymerizing
phase.
There are strong experimental evidences that the dynamic instability of a
MT is triggered by the loss of its guanosine triphoshate (GTP) cap because of
the hydrolysis of GTP into guanosine diphosphate (GDP). Although the de-
tailed mechanism, i.e., how the chemical process of cap loss induces mechanical
instability, remains far from clear, kinetic models have been developed based on
plausible mechanisms [2261, 2262, 2263, 2264, 2265].
Some small molecules can suppress the dynamic instability and infuence the
rates of growth and/or shrinkage of the microbules when bound to the tubulins.
These molecules are potential anti-cancer drugs because of the corresponding
implications of the dynamic instability in cell division [2266, 2267, 2268]. Quan-
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titative effects of such drug molecules on the kinetics of MT polymerization
/depolymerization and the distribution of the microtubule lengths have been
investigated [2269].
Pioneering theoretical model of MT polymerization [2270, 2271, 2272, 2273]
and many of their more recent extensions [2274, 2275, 2276, 2277, 2278, 2269,
2263] treated each MT as an essentially one-dimensional object and and without
assuming any explicit scenario that causes catastrophe and rescue. An one-
dimensional model for the polymerization / depolymerization kinetics of MT,
incorporating catastrophe and rescue, was developed by Hill [2270]. In this
original version the kinetics is formulated in terms of, effectively, infinite number
of coupled ordinary differential equations for P±(n, t), the probability of finding
a filament consisting of n subunits (n being discrete) at time t in the growing
(+) and shrinking (-) phases. In a later work, Dogterom and Leibler [2274]
described the kinetics in terms of two coupled partial differential equations for
P±(x, t) where x, the length of a MT, is assumed to be a continuous variable.
However, more recent works on the kinetics of dynamic instability capture the
fact that a MT is a tubular object consisting of 13 protofilaments.
Instead of dynamic instability, it is the treadmilling [2279] that dominates
the kinetics of polymerization / depolymerization of actin. Kinetic models of
actin polymerization should model it as double-stranded, and capture the ef-
fects of ATP hydrolysis [2280, 2281, 2282, 2283]. For a deeper insight into
the contrasting features of the polymerization kinetics of MT and F-actin, see
[2284].
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