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Abstract: This paper is devoted to the convergence analysis of the generalized Robin-Neumann
schemes introduced in [Internat. J. Numer. Methods Engrg., 101(3):199–229, 2015] for the cou-
pling of a viscous incompressible fluid with a thick-walled elastic or viscoelastic structure. To this
purpose, a representative linearized setting is considered. The methods are formulated within a
class of operator splitting schemes which treat implicitly the coupling between the fluid and the
solid inertia contributions. This guarantees energy stability. A priori error estimates are derived
for all the explicit and semi-implicit variants. The analysis predicts a non-uniformity in space of
the splitting error, hence confirming the numerical evidence of [Internat. J. Numer. Methods En-
grg., 101(3):199–229, 2015] for the explicit variants. Besides, the analysis demonstrates that the
genesis of this accuracy loss is the spatial non-uniformity of the discrete elastic or viscoelastic solid
operator. The theoretical findings are illustrated via a numerical study which shows, in particular,
that alternative splitting schemes recently reported in the literature also suffer from these accuracy
issues.
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Analyse de convergence et d’erreur pour une classe de
méthodes de découplage en interaction fluide-structure
Résumé : Cet article est consacré à l’analyse de la convergence des schémas Robin-Neumann
généralisés introduits dans [Internat. J. Numer. Methods Engrg., 101(3):199–229, 2015] pour le
couplage d’un fluide visqueux incompressible avec une structure élastique épaisse. Les méthodes
sont formulées dans une classe de schémas à pas fractionnaire qui traitent implicitement le
couplage entre le fluide et l’inertie du solide. Ceci garantit la stabilité dans la norme de l’énergie.
Des estimations d’erreur a priori sont obtenues pour toutes les variantes explicites et semi-
implicites. L’analyse prévoit une non-uniformité en espace de l’erreur de découplage, confirmant
ainsi les résultats numériques présentés dans [Internat. J. Numer. Methods Engrg., 101(3):199–
229, 2015] pour les variantes explicites. En outre, l’analyse montre que l’origine de cette perte de
précision est la non-uniformité spatiale de l’opérateur solide visco-élastique discret. Les résultats
théoriques sont illustrés par une étude numérique qui montre, en particulier, que des schémas
alternatifs récemment proposés dans la littérature ont le même type de problèmes de précision.
Mots-clés : interaction fluide-structure, écoulement de Stokes, structure visco-élastique, méth-
ode des éléments finis, condensation de masse, schémas de découplage en temps, estimations
d’erreur a priori.
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1 Introduction
This paper deals with the numerical approximation of fluid-structure interaction systems involv-
ing a viscous incompressible fluid and a thick-walled structure. We consider a coupled system in
which the fluid is described by the Stokes equations, in a fixed configuration, and the solid by
the linear visco-elastodynamics equations. Standard kinematic and kinetic coupling conditions
are enforced on the interface. Though simplified, this linear setting retains some of the main nu-
merical issues that appear in the simulation of complex non-linear incompressible fluid-structure
systems (see, e.g., [13, 23]).
The key feature of the numerical methods analyzed in the present work is that they provide
different degrees of splitting in the computation of the fluid and the solid: semi-implicit and
explicit coupling schemes. Semi-implicit coupling schemes perform an implicit-explicit splitting
of the coupled problem based on a specific fractional-step time-stepping of the fluid or the solid
(see, e.g., [18, 32, 3, 7]). The implicit part of the coupling guarantees numerical stability while
the explicit one reduces computational complexity.
Explicit coupling schemes are those that uncouple the fluid and solid time-marchings through
specific explicit discretizations of the interface conditions. This yields, a priori, the most efficient
solution procedure, but the design of such (stable and accurate) methods in incompressible fluid-
structure interaction is a delicate problem. The main reason is the extremely stiff nature of the
Dirichlet-Neumann interface coupling: the so-called added-mass effect (see, e.g., [13, 23]). In
fact, stability in explicit coupling demands a different treatment of the interface conditions.
In [10, 11], stability is achieved from a specific Robin-Robin formulation derived from Nitsche’s
interface method (see, e.g., [26]). The price to pay is a perturbed truncation error whose leading
term scales as O(τ/h), with τ, h respectively denoting the time and space discretization param-
eters. Suitable extrapolations and correction iterations are hence needed to enhance accuracy
(see [11]). Alternative explicit strategies have been recently proposed in [11, Section 4.3] and in
[4], but their rigorous stability analysis remains open.
In this paper we consider the explicit coupling schemes introduced in [19, 21]. The key
ingredient for the stability of these methods is a certain interface Robin consistency that can be
retrieved at the space semi-discrete level, using a lumped-mass approximation in the structure,
and which consistently integrates the solid inertial effects within the fluid. Basically, these
splitting schemes extend the Robin-Neumann explicit coupling paradigm of [17, 20] for thin-
walled structures, to the case of the coupling with a thick-walled structure. Extensive numerical
evidence reported in [21] indicates, however, that the optimal accuracy of the thin-walled solid
case is not preserved. More precisely, the error induced by the splitting is not uniform in h and
appears to be O(τ2r−1/h 12 ), with r ∈ {0, 1, 2} denoting the order of the explicit extrapolations.
The aim of the present work is to identify the source of this h
1
2 accuracy loss. To this
purpose, the schemes are formulated within a wider class of operator splitting schemes in which
the solid mass-lumping approximation becomes optional and simply determines the semi-implicit
or explicit nature of the methods (Algorithms 1 and 2). The resulting semi-implicit schemes have
some connections with the methods recently reported in [7] and present several advantages with
respect to them. Error estimates are derived for all the (explicit and semi-implicit) variants using
energy arguments. The analysis confirms the O(τ2r−1/h 12 ) convergence rate observed numerically
in [21]. Furthermore, it demonstrates that the h
1
2 -loss is exclusively due the non-uniformity of
the solid discrete elastic or viscoelastic operator, regardless of the mass-lumping approximation
in the solid. These theoretical findings are further illustrated via numerical experiments which
show, in particular, that semi-implicit scheme of [7] also suffers from this non-uniformity issue.
The numerical analysis of linear incompressible fluid-structure interaction problems has been
the topic of a number of studies in the literature (see [29, 16, 1, 17, 20]). To the best of our
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knowledge, this is the first time that the convergence analysis addresses the case of the coupling
with a thick-walled solid via explicit coupling schemes.
The rest of the paper is organized as follows. Section 2 presents the linear continuous setting
which serves as model coupled problem. Section 3 introduces the space and time discretizations
and the different splitting methods. We recall the stability result for the explicit schemes and
show that this holds also for the new semi-implicit variants. Section 4 is devoted to the error
analysis of the methods using energy arguments. The numerical experiments are reported and
discussed in Section 5. Finally, a summary of the results is given in Section 6.
2 Problem setting
We consider a fluid-structure system described by the Stokes equations in a domain Ωf ⊂ Rd
and by the linear viscoelasticity equations in an adjacent domain Ωs ⊂ Rd (d = 2 or 3). We
denote by Σ def= ∂Ωs ∩ ∂Ωf the fluid-structure interface. We assume that ∂Ωf = Γf,d ∪ Γf,n ∪ Σ
and ∂Ωs = Γs,d ∪Γs,n ∪Σ are given partitions of the fluid and solid boundaries, respectively, and
that T > 0 is a given final time instant.
The considered linear coupled problem reads therefore as follows: find the fluid velocity
u : Ωf × (0, T ) → Rd, the fluid pressure p : Ωf × (0, T ) → R, the structure displacement
d : Ωs × (0, T )→ Rd and the structure velocity .d : Ωs × (0, T )→ Rd such that
ρf∂tu− divσf(u, p) = 0 in Ωf × (0, T ),
divu = 0 in Ωf × (0, T ),
u = 0 on Γf,d × (0, T ),
σf(u, p)nf = h on Γf,n × (0, T ),
(1)

ρs∂t
.
d− divσs(d, .d) + α0ρs
.
d = 0 in Ωs × (0, T ),
.
d = ∂td in Ωs × (0, T ),
d = 0, α1
.
d = 0 on Γs,d × (0, T ),
σs(d,
.
d)ns = 0 on Γs,n × (0, T ),
(2)
{
u =
.
d on Σ× (0, T ),
σs(d,
.
d)ns = −σf(u, p)nf on Σ× (0, T )
(3)
and satisfying the initial conditions u(0) = u0, d(0) = d0 and
.
d(0) = v0. Here, ρf , ρs > 0 stand
for the fluid and solid densities, h for a given surface traction on Γf,n and nf ,ns for the exterior
unit normal vectors to the boundaries of Ωf and Ωs, respectively. The fluid stress tensor σf(u, p)
is given by
σf(u, p)
def
= −pIRd×d + 2µ(u), (u) def=
1
2
(∇u+∇uT),
where µ > 0 denotes the fluid dynamic viscosity. For the solid, the stress tensor is defined by
the relations
σs(d,
.
d)
def
= σ(d) + α1σ(
.
d), σ(d)
def
= 2L1(d) + L2(divd)IRd×d ,
where L1, L2 > 0 stand for the Lamé coefficients and α0, α1 ≥ 0 for the Rayleigh damping
parameters. Well-posedness results for this type of linear fluid-structure interaction problem can
be found in [15].
Inria
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Remark 1 The solid damping parameters α0, α1 can both be set to 0 in (2)–(3), so that the case
of the coupling with a purely elastic solid is also included.
Remark 2 The linear problem (1)-(3) can be viewed as a simplified version of the non-linear
coupled problems often used to describe more general fluid-structure interaction systems (see,
e.g., [21, Sections 5–6]). Yet it retains some of the main numerical issues that appear in the
non-linear framework.
In what follows, we will make use of the functional spaces
V f
def
=
{
vs ∈ [H1(Ωf)]d /vf |Γf,d = 0
}
, Q
def
= L2(Ωf),
V s
def
=
{
vs ∈ [H1(Ωs)]d /vs|Γs,d = 0
}
, W
def
=
{
(vf ,vs) ∈ V f × V s /vf |Σ = vs|Σ
}
and the following bi-linear and linear forms:
a(u,vf)
def
= 2µ
(
(u), (vf)
)
Ωf
, b(p,vf)
def
= −(p, divvf)Ωf , l(vf) def= (h,vf)Γf,n ,
ae(d,vs)
def
=
(
σ(d), (vs)
)
Ωs
, av(
.
d,vs)
def
= α0ρ
s(
.
d,vs)Ωs + α1
(
σ(
.
d), (vs)
)
Ωs
.
(4)
Here, the symbol (·, ·)ω stands for the standard inner-product of L2(ω), for a given domain ω of
Rd or Rd−1. We denote by
∥∥ · ∥∥
e
and
∥∥ · ∥∥
v
the norms associated to the inner-products ae and
av, respectively, in particular, we have∥∥ .d∥∥2
v
def
= α0ρ
s
∥∥ .d∥∥2
0,Ωs
+ α1
∥∥ .d∥∥2
e
.
We also set ∥∥u∥∥
V f
def
= µ
1
2
∥∥∇u∥∥
0,Ωf
,
∥∥p∥∥
Q
def
= µ−
1
2
∥∥p∥∥
0,Ωf
.
The coupled problem (1)-(3) admits the following variational formulation: for t ∈ (0, T ), find
(u(t),
.
d(t)) ∈W , p(t) ∈ Q and d(t) ∈ V s such that{ .
d = ∂td,
ρf
(
∂tu,v
f
)
Ωf
+ a(u,vf) + b(p,vf)− b(q,u) + ρs(∂t .d,vs)Ωs + ae(d,vs) + av( .d,vs) = l(vf),
(5)
for all (vf ,vs) ∈W and q ∈ Q.
3 Numerical methods
This section is devoted to the numerical approximation of the coupled problem (5). The key
feature of the methods considered is that they provide different degrees of splitting between the
computation of the fluid and the solid. We recall the family of schemes introduced in [19, 21]
(Algorithm 2) and a variant (Algorithm 1) with less degree of splitting between the computation
of the fluid and the solid. The error analysis of these methods (Algorithms 1 and 2) will be the
topic of Section 4. Finally, we review some alternative splitting schemes that can be found in
the literature (Algorithm 3, see [7]).
The spatial semi-discrete finite element approximation of the coupled problem (5) is intro-
duced in Section 3.1. Section 3.2 presents the time discretization and the different fluid-solid
time splitting schemes.
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3.1 Spatial semi-discrete approximation
We consider a finite element approximation in space based on continuous piece-wise affine func-
tions. The corresponding finite element spaces are denoted by V fh ⊂ V f , Qh ⊂ Q, V sh ⊂ V s,
where the subscript h > 0 indicates the level of spatial refinement. The associated family
of meshes (for h > 0) are supposed to be shape-regular and, for simplicity, quasi-uniform as
well. Since the fluid velocity/pressure pair V fh/Qh fails to satisfy the inf-sup condition, we
consider a symmetric pressure stabilization method defined by a non-negative bilinear form,
sh : Qh×Qh → R entering, for instance, the abstract framework of [9]. We define the semi-norm
|qh|sh def=
√
sh(qh, qh) for all qh ∈ Qh.
Furthermore, we assume that the fluid and solid discretizations match at the interface, that
is,
ΛΣ,h
def
=
{
vfh|Σ /vfh ∈ V fh
}
=
{
vsh|Σ /vsh ∈ V sh
}
(6)
and we set V fΣ,h
def
=
{
vfh ∈ V fh /vfh|Σ = 0
}
, V sΣ,h
def
=
{
vsh ∈ V sh /vsh|Σ = 0
}
and
Wh
def
=
{
(vfh,v
s
h) ∈ V fh × V sh /vfh|Σ = vsh|Σ
} ⊂W .
We will consider the standard solid-sided and fluid-sided discrete lifting operators,
Lsh : ΛΣ,h → V sh , Lfh : ΛΣ,h → V fh ,
defined for all ξh ∈ ΛΣ,h, such that the nodal values of Lshξh,Lfhξh vanish out of Σ and that
(Lshξh)|Σ = (Lfhξh)|Σ = ξh.
In what follows, the symbol (·, ·)∗ designates either the standard inner-product (·, ·)Ωs in
L2(Ωs), or its lumped-mass approximation (·, ·)Ωs,h (see, e.g., [28, Section 2.3] and [33, Chap-
ter 15]). We also set
av∗(
.
dh,v
s
h)
def
= α0ρ
s(
.
dh,v
s
h)∗ + α1a
e(
.
dh,v
s
h) (7)
for all dh,vsh ∈ V sh . We denote by
∥∥ · ∥∥
v,∗ and
∥∥ · ∥∥∗ the norms associated to the inner-products
av∗ and (·, ·)∗, respectively.
Remark 3 We recall that the norms
∥∥ · ∥∥
0,Ωs
and
∥∥ · ∥∥∗ are equivalent in V sh , uniformly in h
(see, e.g., [33, Chapter 15]) and the same holds for
∥∥ · ∥∥
v
and
∥∥ · ∥∥
v,∗. We will use the symbol .
to indicate an inequality written up to a multiplicative constant (independent of the physical and
discretization parameters).
We consider the discrete reconstructions Leh : V
s → V sh and Lvh : V sh → V sh , of the elastic
and viscous solid operators, defined through the relations:
(Lehd,v
s
h)∗ = a
e
(
d,vsh
)
, (Lvh
.
dh,v
s
h)∗ = a
v
∗
( .
dh,v
s
h
)
, (8)
for all (d,
.
dh,v
s
h) ∈ V s×V sh ×V sh . We will also make use of the interface operator Bh : ΛΣ,h →
ΛΣ,h, defined by Bh
def
=
(Lsh)′Lsh, where (Lsh)′ stands for the adjoint operator of Lsh with respect
to the lumped-mass inner product (·, ·)Ωs,h in V sh . Note that the interface operator Bh is self-
adjoint, positive, definite and diagonal with respect to the finite element basis of ΛΣ,h. In order
to simplify the presentation, we use the notation Bhvsh instead of Bh(v
s
h|Σ) for vsh ∈ V sh .
The space semi-discrete formulation of problem (5), including a possible mass-lumping ap-
proximation in the structure, reads therefore as follows: for all t ∈ (0, T ), find (uh(t),
.
dh(t)) ∈
Inria
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Wh, ph(t) ∈ Qh and dh(t) ∈ V sh such that
.
dh = ∂tdh,
ρf
(
∂tuh,v
f
h
)
Ωf
+ a(uh,v
f
h) + b(ph,v
f
h)− b(qh,uh) + sh(ph, qh)
+ ρs
(
∂t
.
dh,v
s
h
)
∗ + a
e(dh,v
s
h) + a
v
∗(
.
dh,v
s
h) = l(v
f
h)
(9)
for all (vfh,v
s
h) ∈Wh and qh ∈ Qh.
3.2 Time discretization: coupling schemes
This section is devoted to the discretization in time of (9). In the succeeding text, the parameter
τ > 0 stands for the time-step length, tn
def
= nτ < T , with n ∈ N, and ∂τxn def= (xn−xn−1)/τ for
the first-order backward difference. The symbol xn,? denotes the r-th order explicit extrapolation
at time tn, namely,
xn,?
def
=

0 if r = 0,
xn−1 if r = 1,
2xn−1 − xn−2 if r = 2.
Basically, the explicit coupling schemes introduced in [21] build on a certain interface Robin
consistency that can be recovered from the space semi-discrete formulation (9) with a mass-
lumping approximation in the structure. In the spirit of [19], we propose an alternative derivation
of these methods based on operator splitting (Sections 3.2.1–3.2.2). The benefit of this approach
is that mass-lumping becomes optional and fully highlights its role on the explicit nature of the
coupling schemes.
3.2.1 Semi-implicit coupling schemes
We first consider the following fractional-step time-marching of (9): for n ≥ 1,
1. Find (unh,
.
d
n− 12
h ) ∈Wh and pnh ∈ Qh such that ρ
f
(
∂τu
n
h,v
f
h
)
Ωf
+ a(unh,v
f
h) + b(p
n
h,v
f
h)− b(qh,unh) + sh(pnh, qh)
+
ρs
τ
( .
d
n− 12
h ,v
s
h
)
∗ = l(v
f
h) +
ρs
τ
( .
dn−1h ,v
s
h
)
∗ − ae(d
n,?
h ,v
s
h)− av∗(
.
dn,?h ,v
s
h)
(10)
for all (vfh,v
s
h) ∈Wh and for all qh ∈ Qh;
2. Find (dnh,
.
dnh) ∈ V sh × V sh such that
.
dnh = ∂τd
n
h,
ρs
τ
( .
dnh −
.
d
n− 12
h ,v
s
h
)
∗ + a
e(dnh − dn,?h ,vsh) + av∗(
.
dnh −
.
dn,?h ,v
s
h) = 0
(11)
for all vsh ∈ V sh .
Note that step (10) introduces and additional unknown, the intermediate solid velocity
.
d
n− 12
h ,
which is implicitly coupled to the fluid through the solid inertial term. In other words, step (10)
implicitly treats the solid inertia within the fluid. The remaining solid viscoelastic contributions
are treated explicitly in (10) via extrapolation. The end-of-step solid velocity
.
dnh is obtained
RR n° 8670
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Algorithm 1 Semi-implicit coupling scheme (without solid mass-lumping).
For n > r,
1. Fluid with solid inertia step:
Find (unh,
.
d
n− 12
h ) ∈Wh and pnh ∈ Qh such that
ρf
(
∂τu
n
h,v
f
h
)
Ωf
+ a(unh,v
f
h) + b(p
n
h,v
f
h)− b(qh,unh) + sh(pnh, qh)
+
ρs
τ
( .
d
n− 12
h ,v
s
h
)
Ωs
=
ρs
τ
( .
dn−1h + τ∂τ
.
dn,?h ,v
s
h
)
Ωs
+ ρf
(
∂τu
n,?
h ,Lfhvfh
)
Ωf
+ a(un,?h ,Lfhvfh) + b(pn,?h ,Lfhvfh) + l(vfh)
(12)
for all (vfh,v
s
h) ∈Wh and qh ∈ Qh.
2. Solid step (Neumann):
Find (
.
dnh,d
n
h) ∈ V sh × V sh such that
.
dnh = ∂τd
n
h,
ρs
(
∂τ
.
dnh,v
s
h)Ωs + a
e(dnh,v
s
h) + a
v(
.
dnh,v
s
h)
= −ρf(∂τunh,Lfhvsh)Ωf − a(unh,Lfhvsh)− b(pnh,Lfhvsh)
(13)
for all vsh ∈ V sh .
by solving the solid correction step (11). The implicit treatment of the solid inertia in (10)
guarantees stability, while the extrapolation of the solid viscoelastic terms introduces a certain
degree of splitting between the computation of the fluid and of the solid.
The correction step (11) can be reformulated as a standard solid (Neumann) problem by
eliminating the quantitities (
.
d
n− 12
h ,d
n,?
h ,
.
dn,?h ). Indeed, by taking v
f
h = Lfhvsh and qh = 0 in (10)
and by adding the resulting expression to (11)2, we get
ρs
(
∂τ
.
dnh,v
s
h
)
∗+a
e(dnh,v
s
h)+a
v
∗(
.
dnh,v
s
h) = −ρf
(
∂τu
n
h,Lfhvsh
)
Ωf
−a(unh,Lfhvsh)−b(pnh,Lfhvsh) (14)
for all vsh ∈ V sh . Furthermore, for n > r, the extrapolated solid viscoelastic contribution in (10)
can be eliminated owing to (14) at the time-steps n − 1, . . . , n − r. Since vsh|Σ = vfh|Σ in (14),
this yields
−ae(dn,?h ,vsh)−av∗(
.
dn,?h ,v
s
h) = ρ
s
(
∂τ
.
dn,?h ,v
s
h
)
∗+ρ
f
(
∂τu
n,?
h ,Lfhvfh
)
Ωf
+a(un,?h ,Lfhvfh)+b(pn,?h ,Lfhvfh)
for all (vfh,v
s
h) ∈Wh.
Algorithm 1 presents the resulting time-marching procedure without the mass-lumping ap-
proximation in the solid. It should be noted that this coupling scheme is not explicit, it is
semi-implicit, since the fluid sub-problem has the same size as the original coupled problem (9).
3.2.2 Generalized Robin-Neumann explicit coupling schemes
If solid mass-lumping is considered in Algorithm 1, the contributions of the solid intermediate
velocity
.
d
n− 12
h can be rewritten exclusively in terms of the interface fluid velocity u
n
h|Σ. Indeed,
Inria
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from [21, Lemma 1] and since unh|Σ =
.
d
n− 12
h |Σ, it follows that( .
d
n− 12
h ,Lshvsh
)
Ωs,h
=
(
Bh
.
d
n− 12
h ,v
s
h
)
Σ
=
(
Bhu
n
h,v
f
h
)
Σ
for all (vfh,v
s
h) ∈Wh. In other words, after solid mass-lumping, the intermediate solid velocity.
d
n− 12
h disappears from the computation and, therefore, the coupling scheme becomes explicit.
The resulting solution procedure is recalled in Algorithm 2.
Algorithm 2 Generalized Robin-Neumann explicit coupling schemes (from [19, 21]).
For n > r,
1. Fluid step (generalized Robin): find (unh, p
n
h) ∈ V fh ×Qh such that
ρf
(
∂τu
n
h,v
f
h
)
Ωf
+ a(unh,v
f
h) + b(p
n
h,v
f
h)− b(qh,unh) + sh(pnh, qh)
+
ρs
τ
(
Bhu
n
h,v
f
h
)
Σ
=
ρs
τ
(
Bh(
.
dn−1h + τ∂τ
.
dn,?h ),v
f
h
)
Σ
+ ρf
(
∂τu
n,?
h ,Lfhvfh
)
Ωf
+ a(un,?h ,Lfhvfh) + b(pn,?h ,Lfhvfh) + l(vfh)
(15)
for all (vfh, qh) ∈ V fh ×Qh.
2. Solid step (Neumann): find (
.
dnh,d
n
h) ∈ V sh × V sh such that
.
dnh = ∂τd
n
h,
ρs
(
∂τ
.
dnh,v
s
h)Ωs,h + a
e(dnh,v
s
h) + a
v
h(
.
dnh,v
s
h)
= −ρf(∂τunh,Lfhvsh)Ωf − a(unh,Lfhvsh)− b(pnh,Lfhvsh)
(16)
for all vsh ∈ V sh .
Instead of the usual interface identity operator involved in standard Robin conditions for
the fluid (see, e.g., [2, 20]), the fluid sub-problem (15) incorporates the operator Bh which con-
sistently accounts for the inertial effects of the solid within the fluid (see [21]). This explains
the terminology generalized Robin. Note that these generalized Robin conditions must be dis-
tinguished from those considered in [22, 31, 24, 8, 30], which involve solid surface differential
operators.
Remark 4 Algorithms 1 and 2 are essentially the same coupling scheme: they only differ on
the discrete treatment of the inner-product (·, ·)Ωs .
Remark 5 Algorithms 1 and 2 are multi-step methods for r > 0, meaning that an initial con-
dition (u0h,d
0
h,
.
d0h) is not enough to initiate the time marching. In the case r = 1, we propose to
obtain (u1h,d
1
h,
.
d1h) with one step of the scheme with r = 0. Similarly, the scheme with r = 2 is
initialized by performing one step of the scheme with r = 1 and so on.
For further reference in the convergence analysis of Section 4, we now recall the energy
stability result established in [21, Thereom 4] for Algorithm 2. We will show that it also holds
for Algorithm 1.
We begin with the following fundamental property of Algorithms 1 and 2: they are nothing but
interface kinematic perturbations of a fully implicit time-discretization of (9) (implicit coupling
scheme).
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Lemma 1 Let
{
(unh, p
n
h,d
n
h,
.
dnh)
}
n>r
be the sequence given by Algorithm 1 or 2. For n > r,
there holds
unh =
.
dnh +
τ
ρs
[
Leh(d
n
h − dn,?h ) +Lvh(
.
dnh −
.
dn,?h )
]
on Σ (17)
and 
.
dnh = ∂τd
n
h,
ρf
(
∂τu
n
h,v
f
h
)
Ωf
+ a(unh,v
f
h) + b(p
n
h,v
f
h)− b(qh,unh) + sh(pnh, qh)
+ ρs
(
∂τ
.
dnh,v
s
h
)
∗ + a
e(dnh,v
s
h) + a
v
∗(
.
dnh,v
s
h) = l(v
f
h)
(18)
for all (vfh,v
s
h) ∈Wh and qh ∈ Qh.
Proof 1 The result for Algorithm 2 has been established in [21, Lemma 2]. We now detail the
proof for Algorithm 1. First, the substitution of the superscript n by n,? in (13), which is valid
for n > r, gives
ρs
(
∂τ
.
dn,?h ,v
s
h)Ωs + a
e(dn,?h ,v
s
h) + a
v(
.
dn,?h ,v
s
h) = −ρf
(
∂τu
n,?
h ,Lfhvsh
)
Ωf
− a(un,?h ,Lfhvsh)− b(pn,?h ,Lfhvsh)
(19)
for all vsh ∈ V sh . Then, the choice vfh = Lfhvsh and qh = 0 in (13) yields
ρf
(
∂τu
n
h,Lfhvsh
)
Ωf
+ a(unh,Lfhvsh) + b(pnh,Lfhvsh) +
ρs
τ
( .
d
n− 12
h ,v
s
h
)
Ωs
=
ρs
τ
( .
dn−1h + τ∂τ
.
dn,?h ,v
s
h
)
Ωs
+ ρf
(
∂τu
n,?
h ,Lfhvsh
)
Ωf
+ a(un,?h ,Lfhvsh) + b(pn,?h ,Lfhvsh) (20)
for all vsh ∈ V sh . Finally, by adding the relations (20), (19) and (13), we get
ρs
τ
( .
d
n− 12
h −
.
dn−1h ,v
s
h)Ωs + a
e(dnh − dn,?h ,vsh) + av(
.
dnh −
.
dn,?h ,v
s
h) = 0 (21)
for all vsh ∈ V sh , or equivalently, owing to (8),
.
d
n− 12
h =
.
dnh +
τ
ρs
[
Leh(d
n
h − dn,?h ) +Lvh(
.
dnh −
.
dn,?h )
]
.
The transmission condition (17) hence follows from (12), which enforces unh =
.
d
n− 12
h on Σ. At
last, the kinetic relation (18)2 can be recovered from the summation of (12), (19) and (21).
The next theorem states the energy stability of Algorithms 1 and 2.
Theorem 2 Assume that h = 0 (free system) and let{
(unh, p
n
h,d
n
h,
.
dnh)
}
n>r
⊂ V fh ×Qh × V sh × V sh
be the sequence given by Algorithm 1 or 2 with the initialization steps detailed in Remark 5. We
denote by
Enh
def
=
ρf
2
∥∥unh∥∥20,Ωf + ρs2 ∥∥ .dnh∥∥20,Ωs + 12∥∥dnh∥∥2e
and by
Dnh
def
=
ρf
τ
∥∥unh − un−1h ∥∥20,Ωf + ρsτ ∥∥ .dnh − .dn−1h ∥∥20,Ωs + 1τ ∥∥dnh − dn−1h ∥∥2e + 2µ∥∥(unh)∥∥20,Ωf + |pnh|2sh + ∥∥ .dnh∥∥2v,
the total discrete energy and dissipation, respectively. The following a priori energy estimates
hold:
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• r = 0 or r = 1: for n > r
Enh + τ
n∑
m=r+1
Dmh . E0h; (22)
• r = 2: for n ≥ 3
Enh + τ
n∑
m=3
Dmh . exp
(
tnγ
1− γτ
)
E0h, (23)
provided that the following set of conditions holds:
τ
(
α0 + α1
(ωe
h
)2)
< δ,
τ5
(ωe
h
)6
+ τ2
(ωe
h
)2(
α0 + α1
(ωe
h
)2)
< γ,
τγ < 1,
(24)
where ωe
def
= Cinv
√
βe/ρs, 0 ≤ δ ≤ 1 and γ > 0.
Proof 2 For Algorithm 2 this result was established in [21, Thereom 4]. The result for Algo-
rithm 1 follows from Lemma 1 by using the same arguments as in [21].
The above result shows that Algorithms 1 and 2 retain the stability properties of the orig-
inal explicit Robin-Neumann schemes introduced in [20, 17], for the coupling with thin-walled
structures. Extensive numerical evidence reported in [21, Section 6] demonstrates, however, that
their accuracy is not preserved. More precisely, the numerically observed behavior of the energy
error is O(τ2r−1/h 12 ) for Algorithm 2, whereas an O(τ2r−1) is obtained, both from the numerical
and theoretical standpoint, with the Robin-Neumann schemes in [20, 17]. The purpose of the
present paper is to identify the source of this accuracy loss, namely,
• Is solid mass-lumping the cause of the h non-uniformity?
• Do Algorithms 1 and 2 deliver the same overall convergence rate?
All these fundamental questions will be answered in Section 4, via an a priori error analysis that
covers both Algorithm 1 and 2. These theoretical findings will be then supported by further
numerical evidence reported in Section 5.
3.2.3 Alternative splitting scheme
For further reference in the discussion and the numerical experiments of Section 5, we now recall
the splitting scheme recently introduced in [7]. Applied to the coupled problem (5) this method
yields the solution procedure reported in Algorithm 3, where 0 ≤ β ≤ 1 denotes a free parameter.
Note that this splitting treats implicitly the solid damping in (25). For a purely elastic structure
(i.e., α0 = α1 = 0 in (2)), Algorithm 3 with β = 0 is the same as Algorithm 1 with r = 0, since
the relations (10)-(11) follow from (25)-(26).
More generally, the time-splittings provided by Algorithms 1 and 3 differ in the following two
ingredients:
• the treatment of the solid damping;
• the consistency of the extrapolations on the interface.
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Algorithm 3 Splitting scheme from [7].
1. Fluid with solid inertia and damping step: find (unh,
.
d
n− 12
h ) ∈Wh and pnh ∈ Qh such that
ρf
(
∂τu
n
h,v
f
h
)
Ωf
+ a(unh,v
f
h) + b(p
n
h,v
f
h)− b(qh,unh) + sh(pnh, qh)
+
ρs
τ
( .
d
n− 12
h ,v
s
h
)
Ωs
+ av(
.
d
n− 12
h ,v
s
h) =
ρs
τ
( .
dn−1h ,v
s
h
)
Ωs
− β(pn−1h ,vfh · nf)Σ + l(vfh)
(25)
for all (vfh,v
s
h) ∈Wh and qh ∈ Qh.
2. Solid elastic step: find (
.
dnh,d
n
h) ∈ V sh × V sh such that
.
dnh = ∂τd
n
h,
ρs
τ
( .
dnh −
.
d
n− 12
h ,v
s
h
)
Ωs
+ ae(dnh,v
s
h) = β
(
pn−1h ,v
s
h · nf
)
Σ
(26)
for all vsh ∈ V sh .
Algorithm 3 treats implicitly the whole solid hydrodynamic contributions (inertia and damping)
in step (25), whereas in Algorithm 1 only the solid inertial effects are included in the left-hand
side of (12). This induces two important drawbacks with respect to Algorithm 1. First, the
solid mass-lumping approximation in Algorithm 3 does not make the coupling scheme explicit;
and second, the solid elastic step (26) cannot be reformulated as the standard solid (Neumann)
problem (16), since the intermediate velocity cannot be eliminated
.
d
n− 12
h . Indeed, by taking
vfh = Lfhvsh and qh = 0 in (25) and by adding the resulting expression to (26)2, we get
ρs
(
∂τ
.
dnh,v
s
h
)
Ωs
+ ae(dnh,v
s
h) = −av(
.
d
n− 12
h ,v
s
h)− ρf
(
∂τu
n
h,Lfhvsh
)
Ωf
− a(unh,Lfhvsh)− b(pnh,Lfhvsh)
(27)
for all vsh ∈ V sh .
With regard to consistency, the interface term β
(
pn−1h ,v
f
h ·nf
)
Σ
in Algorithm 3 is introduced,
in a rather ad hoc fashion, with the aim of improving the accuracy of the time-splitting. Math-
ematically sound results on the stability and the consistency of Algoritm 3 for β > 0 are not
known. Numerical evidence suggests that the best accuracy is obtained with β = 1 (see [7]). In
Section 5 we will show that Algorithm 3 also suffers from the non-uniformity convergence issues
discussed in Section 3.2.2.
4 Convergence analysis
This section is devoted to the convergence analysis of the coupling schemes given by Algorithms 1
and 2.
4.1 Preliminaries
For all dh,wh ∈ V sh , the relation
δh(dh,wh)
def
= (dh,wh)Ωs − (dh,wh)∗ (28)
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will denote the quadrature error. Without mass-lumping in the solid we have δh = 0, otherwise
there holds
|δh(dh,wh)| . h
∥∥dh∥∥1,Ωs∥∥wh∥∥0,Ωs (29)
for all dh,wh ∈ V sh (see, e.g., [33, Lemma 15.1]). Due to the particular form of the bilinear form
ae, two positive constants αe, βe > 0 exist such that
αe
∥∥dh∥∥21,Ωs ≤ ae(dh,dh) ≤ βe∥∥dh∥∥21,Ωs (30)
for all dh ∈ V sh . Thus, using an inverse inequality (see, e.g., [5, Chapter 4]), we have the following
estimates: ∥∥vsh∥∥2e ≤ βeC2invh2 ∥∥vsh∥∥20,Ωs , ∥∥vsh∥∥2v ≤
(
α0ρ
s + α1
βeC
2
inv
h2
)∥∥vsh∥∥20,Ωs ,∥∥Lehvsh∥∥e ≤ βeC2invh2 ∥∥vsh∥∥e, ∥∥Lvhvsh∥∥v ≤
(
α0ρ
s + α1
βeC
2
inv
h2
)∥∥vsh∥∥v,∥∥Lehvsh∥∥20,Ωs ≤ βeC2invh2 ∥∥vsh∥∥2e , ∥∥Lvhvsh∥∥20,Ωs ≤
(
α0ρ
s + α1
βeC
2
inv
h2
)∥∥vsh∥∥2v,
(31)
valid for all vsh ∈ V sh .
4.2 Projection operators
We introduce the Ritz-projector pieh : V
s → V sh defined, for each d ∈ V s, by the relation
ae(d− piehd,vsh) = 0 (32)
for all vsh ∈ V sh . Furthermore, we assume that the following error estimate holds∥∥d− piehd∥∥e . hβ 12e ∥∥d∥∥2,Ωs (33)
for all d ∈ V s ∩ [H2(Ωs)]d. We denote by Πh : Q → Qh the projection operator associated to
the weak-consistency of the pressure stabilization operator sh, for which we assume that∥∥p−Πhp∥∥Q + |Πhp|sh . hµ 12 ∥∥p∥∥1,Ωf ∀p ∈ Q ∩H1(Ωf). (34)
Remark 6 An example of operator sh is given by (see, e.g., [6]):
sh(ph, qh) =
κh2
µ
(∇ph,∇qh)Ωf (35)
for all ph, qh ∈ Qh, where κ > 0 is a user-defined parameter. In this case, the assumption (34)
holds with Πh being the L2-projection onto Qh. This pressure stabilization method is considered
in the numerical experiments of Section 5. Further examples are discussed in [9, Section 3.1.1].
The definition of the fluid and solid velocity projection operators, which will be assumed to
match at the interface, is more delicate. This interface matching assumption guarantees that
Lemma 4 (i.e., the discrete error counterpart of (17)) holds. This point is fundamental for the
error estimates of Section 4.4. The velocity projection operators are defined by distinguishing
the cases α1 = 0 and α1 > 0 (see Remark 7).
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For α1 = 0, we consider the Lagrange interpolant IΩ
s
h onto V
s
h for the solid velocity, while
for the fluid velocity we consider the Stokes-like operator (see, e.g., [17]),
(Rh, Rh) : V
f → V fh ×Qh,
defined as follows: for all u ∈ V f , the pair (Rhu, Rhu) ∈ V fh ×Qh stands for the unique solution
of the discrete Stokes problem
Rhu|Σ = IΣh (u|Σ) ,
a(Rhu,v
f
h) + b(Rhu,v
f
h) = a(u,v
f
h) ∀vfh ∈ VΣ,h,
b(qh,Rhu) = sh(Rhu, qh) ∀qh ∈ Qh,
(36)
where IΣh denotes the Lagrange interpolant onto the discrete trace space ΛΣ,h given by (6).
Owing to the nodal nature of the Lagrange interpolant, we have IΣh (
.
d|Σ) = (IΩsh
.
d)|Σ. Hence,
from (36)1, we get
Rhu = I
Ωs
h
.
d on Σ, (37)
or, equivalently, (Rhu, IΩ
s
h
.
d) ∈Wh.
Standard interpolation theory (see, .e.g, [5, Chapter 4]) yields the estimates∥∥ .d− IΩsh .d∥∥0,Ωs + h∥∥ .d− IΩsh .d∥∥1,Ωs . h2∥∥ .d∥∥2,Ωs ,∥∥IΩsh .d∥∥1,Ωs . h∥∥ .d∥∥2,Ωs + ∥∥ .d∥∥1,Ωs (38)
for
.
d ∈ [H2(Ωs)]d. On the other hand, from [17, Lemma 3], it follows that∥∥u−Rhu∥∥V f + |Rhu|sh + ∥∥Rhu∥∥Q .hµ 12 ∥∥u∥∥2,Ωf ,∥∥u−Rhu∥∥0,Ωf ≤cµµ 12h2∥∥u∥∥2,Ωf + c˜µh2∥∥u∥∥2,Σ, (39)
for all u ∈ [H2(Ωf)]d with u|Σ ∈ [H2(Σ)]d and divu = 0 in Ωf .
For α1 > 0, we consider a coupled fluid-solid velocity projector,(
(Sfh,S
s
h), Sh
)
: W −→Wh ×Qh,
defined as follows: For (u,
.
d) ∈W , we find ((uh, .dh), ph) ∈Wh ×Qh such that{
a(uh,v
f
h) + α1a
e(
.
dh,v
s
h) + b(ph,v
f
h) = a(u,v
f
h) + α1a
e(
.
d,vsh) ∀(vfh,vsh) ∈Wh,
b(qh,uh) = sh(ph, qh) ∀qh ∈ Qh
(40)
then we set
Sfh(u,
.
d)
def
= uh, S
s
h(u,
.
d)
def
=
.
dh, Sh(u,
.
d)
def
= ph.
Note that, by construction, we have
Sfh(u,
.
d) = Ssh(u,
.
d) on Σ. (41)
The approximation properties of
(
(Sfh,S
s
h), Sh
)
are stated in the next result.
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Lemma 3 Let (u,
.
d) ∈W ∩([H2(Ωf)]d×[H2(Ωs)]d) be given with divu = 0 in Ωf . The following
estimates hold: ∥∥Sfh(u, .d)∥∥V f + α 121 ∥∥Ssh(u, .d)∥∥e + |Sh(u, .d)|sh .∥∥u∥∥V f + α 121 ∥∥ .d∥∥e,
(42)∥∥u− Sfh(u, .d)∥∥V f + α 121 ∥∥ .d− Ssh(u, .d)∥∥e + ∥∥Sh(u, .d)∥∥Q + |Sh(u, .d)|sh .hµ 12 ∥∥u∥∥2,Ωf
+ h
(
α1βe
) 1
2
∥∥ .d∥∥
2,Ωs
.
(43)
Proof 3 See Section A of the appendix.
Owing to the above discussion, for the fluid and solid velocities we consider the projection
operator, (
(P fh,P
s
h), Ph
)
: W −→Wh ×Qh,
defined as,
P fh(u,
.
d)
def
=
{
Rhu if α1 = 0,
Sfh(u,
.
d) if α1 > 0,
P sh(u,
.
d)
def
=
{
IΩ
s
h
.
d if α1 = 0,
Ssh(u,
.
d) if α1 > 0,
Ph(u,
.
d)
def
=
{
Rhu if α1 = 0,
Sh(u,
.
d) if α1 > 0,
(44)
for all (u,
.
d) ∈W .
4.3 Error decomposition
In order to ease the presentation, we will use the notation yn (without subscript h) to denote the
temporal value y(tn) of a time dependent function x (that can be, e.g., d,
.
d,u or p). Furthermore,
we will frequently make a convenient abuse of notation which consists in using ∂tyn instead of
(∂ty)
n. This also applies to other operators acting on y.
We split the solid displacement error at the time instant tn as:
dn − dnh = dn − piehdn︸ ︷︷ ︸
def
= ξnpi
+piehd
n − dnh︸ ︷︷ ︸
def
= ξnh
. (45)
For the fluid pressure, we take
pn − pnh = pn −Πhpn︸ ︷︷ ︸
def
= ynpi
+ Πhp
n − pnh︸ ︷︷ ︸
def
= ynh
. (46)
At last, the fluid and solid velocity errors are decomposed as
un − unh = un − P fh
(
un,
.
dn
)︸ ︷︷ ︸
def
= θnpi
+P fh
(
un,
.
dn
)− unh︸ ︷︷ ︸
def
= θnh
,
.
dn − .dnh =
.
dn − P sh
(
un,
.
dn
)︸ ︷︷ ︸
def
=
.
ξnpi
+P sh
(
un,
.
dn
)− .dnh︸ ︷︷ ︸
def
=
.
ξnh
.
(47)
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We conclude this section with two fundamental results, which will be useful for the proofs
of the discrete error estimates stated in Section 4.4. The first has to do with the fact that the
quantities θnh and
.
ξnh , introduced in (47), do not match at the interface. In other words, the pair
(θnh ,
.
ξnh) does not belong to Wh. The next Lemma shows how to circumvent this via suitable
corrections.
Lemma 4 Let
.
ξ
n− 12
h ∈ V sh be defined as
.
ξ
n− 12
h
def
=
.
ξnh +
τ
ρs
[
Leh
(
ξnh − ξn,?h
)
+Lvh
(.
ξnh −
.
ξn,?h
)]
− τ
ρs
[
Leh
(
dn − dn,?)+LvhP sh(un − un,?, .dn − .dn,?)] . (48)
Then, we have θnh =
.
ξ
n− 12
h on Σ.
Proof 4 The interface identity follows from (17), (37), (41), (45) and (47).
The next Lemma is motivated by the observation that, even though the standard displacement-
velocity relation
.
dnh = ∂τd
n
h holds for Algorithm 1 and 2, their discrete error counterparts,
.
ξnh
and ∂τξnh , do not satisfy a similar expression. Basically, this comes from the fact that different
projection operators are considered for the solid unknowns in (45) and (47)2. More precisely, we
have the following result.
Lemma 5 Let znh ∈ V sh be defined as
znh
def
=
.
ξnh − ∂τξnh . (49)
There holds
znh = P
s
h(u
n,
.
dn)− pieh∂τdn (50)
and
∥∥znh∥∥e .

hβ
1
2
e
∥∥ .dn∥∥
2,Ωs
+ (τβe)
1
2
∥∥∂t .d∥∥L2(tn−1,tn;H1(Ωs)) if α1 = 0,
h
(
µ
α1
) 1
2 ∥∥un∥∥
2,Ωf
+ hβ
1
2
e
∥∥ .dn∥∥
2,Ωs
+ (τβe)
1
2
∥∥∂t .d∥∥L2(tn−1,tn;H1(Ωs)) if α1 > 0.
(51)
Proof 5 The identity (50) follows directly from (18), (45) and (47)2. With regard to the estimate
(51), by adding and subtracting suitable terms and using (2)2, we have∥∥znh∥∥e ≤ ∥∥P sh(un, .dn)− .dn∥∥e + ∥∥ .dn − pieh .dn∥∥e + ∥∥pieh(∂t − ∂τ )dn∥∥e
and we conclude by estimating each term separately using (33), (43) and a Taylor expansion.
4.4 Discrete error estimation
For n > r, we define the energy norm of the discrete discrete error at time tn as
Znh def= (ρf)
1
2
∥∥θnh∥∥0,Ωf +
(
n∑
m=r+1
τ
∥∥θmh ∥∥2V
) 1
2
+
(
n∑
m=r+1
τ |ymh |2sh
) 1
2
+ ρs
1
2
∥∥ .ξnh∥∥0,Ωs + ∥∥ξnh∥∥e +
(
n∑
m=r+1
τ
∥∥ .ξmh ∥∥2v
) 1
2
.
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This section states a bound for Znh . To this purpose, we make the following assumptions on the
exact solution (u, p,d,
.
d) of the continuous problem (5):
• α1 = 0:
u ∈ [H1(0, T ;H2(Ωf))]d, ∂ttu ∈ [L2(0, T ;L2(Ωf))]d, u|Σ ∈ [H1(0, T ;H2(Σ))]d,
p ∈ H1(0, T ;H1(Ωf)), .d ∈ [H2(0, T ;H2(Ωs))]d;
(52)
• α1 > 0:
u ∈ [H1(0, T ;H2(Ωf))]d, ∂ttu ∈ [L2(0, T ;H1(Ωf))]d, p ∈ H1(0, T ;H1(Ωf)),
.
d ∈ [H1(0, T ;H2(Ωs))]d, ∂tt .d ∈ [L2(0, T ;H1(Ωs))]d. (53)
The next theorem states an a priori estimate for the discrete error Znh .
Theorem 6 Let (u, p,d,
.
d) be the solution of the coupled problem (5) and
{(unh, pnh,dnh,
.
dnh)}n>r
be the discrete solution given by Algorithm 1 or 2 with(
u0h,d
0
h,
.
d0h
)
=
(
P fh(u
0,
.
d0),piehd
0,P sh(u
0,
.
d0)
)
and, depending on the extrapolation order r ∈ {0, 1, 2}, with the initiation procedure detailed in
Remark 5. We assume that the exact solution has the regularity provided by (52)–(53) and that
(α0 + 1/T )τ < 1. (54)
For the schemes with r = 2 we assume, in addition, that the stability condition (24) holds with
γτ2
T
+ 2δ2 < 1. (55)
Then, the following error estimate holds, for n > r such that nτ < T :
Znh .
 c1h+ c2τ + c3τ
2r−1
∥∥Lehd+LvhP sh(u, .d)∥∥Hr(0,T ;L2(Ωs)) if α1 = 0,(
c4 + c5α
− 12
1
)
h+ c6τ + c7τ
2r−1
∥∥Lehd+LvhP sh(u, .d)∥∥Hr(0,T ;L2(Ωs)) if α1 > 0. (56)
Here, the symbols {ci}7i=1 denote positive constants independent of h and τ , but which depend on
the extrapolation order r, on the physical parameters and on the regularity of the exact solution
(u, p,d,
.
d).
Proof 6 Basically, the proof follows the same steps as in the case of the coupling with a thin-
walled structure (see [17, 20]), but with further complications arising from:
• the distributed nature of the solid velocity, viz., we cannot control the solid velocity contri-
butions in terms of the fluid viscous dissipation (terms T2, T3,2, T4, T8 and T9 below);
• the different velocity projection operators (terms T3,1 and T3,2 below);
• the lumped-mass approximation in the thick-walled solid (term T4 below).
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From (5) and (18) we get the following modified Galerkin orthogonality
ρf
(
∂τ (u
n − unh),vfh
)
Ωf
+ a(un − unh,vfh) + b(pn − pnh,vfh)− b(qh,un − unh)
+ ρs
(
∂τ
.
dn,vsh
)
Ωs
− ρs(∂τ .dnh,vsh)∗ + ae(dn − dnh,vsh) + av( .dn,vsh)− av∗( .dnh,vsh)
= ρf
(
(∂τ − ∂t)un,vfh
)
Ωf
+ ρs
(
(∂τ − ∂t)
.
dn,vsh
)
Ωs
+ sh(p
n
h, qh) (57)
for all
(
(vfh,v
s
h), qh
) ∈Wh ×Qh and n > r. On the other hand, using (47), we have
ρs
(
∂τ
.
dn,vsh
)
Ωs
− ρs(∂τ .dnh,vsh)∗ = ρs(∂τ .ξnh ,vsh)∗ + ρs(∂τ .ξnpi ,vsh)Ωs + ρsδh(∂τP sh(un, .dn),vsh),
av(
.
dn,vsh)− av∗(
.
dnh,v
s
h) = a
v
∗(
.
ξnh ,v
s
h) + a
v
(.
ξnpi ,v
s
h
)
+ α0ρ
sδh
(
P sh(u
n,
.
dn),vsh
)
for all vsh ∈ V sh . Hence, by inserting this expression into (57) and using the remaining error
decompositions (45)–(47) , we infer that
ρf
(
∂τθ
n
h ,v
f
h
)
Ωf
+ a(θnh ,v
f
h) + b(y
n
h ,v
f
h)− b(qh,θnh) + sh(ynh , qh) + ρs
(
∂τ
.
ξnh ,v
s
h
)
∗ + a
e(ξnh ,v
s
h)
+ av∗(
.
ξnh ,v
s
h) = ρ
f
(
(∂τ − ∂t)un,vfh
)
Ωf
− ρf(∂τθnpi ,vfh)Ωf︸ ︷︷ ︸
def
= T1(v
f
h)
+ρs
(
(∂τ − ∂t)
.
dn,vsh
)
Ωs
− ρs(∂τ .ξnpi ,vsh)Ωs︸ ︷︷ ︸
def
= T2(v
s
h)
−a(θnpi ,vfh)− b(ynpi ,vfh)+ b(qh,θnpi)+ sh(Πhpn, qh)︸ ︷︷ ︸
def
= T3,1(v
f
h, qh)
+ av
(.
ξnpi ,v
s
h
)︸ ︷︷ ︸
def
= T3,2(v
s
h)
+ ρsδh
(
(∂τ + α0)P
s
h(u
n,
.
dn),vsh
)︸ ︷︷ ︸
def
= T4(v
s
h)
+ ae (ξnpi ,v
s
h)︸ ︷︷ ︸
= 0
(58)
for all
(
(vfh,v
s
h), qh
) ∈Wh ×Qh and n > r.
Owing to Lemma 4, we can safely test (58) with (vfh,v
s
h) = τ(θ
n
h ,
.
ξn−
1
2 ), qh = τy
n
h and then
use (49) to get the following discrete energy error identity:
ρf
2
(∥∥θnh∥∥20,Ωf − ∥∥θn−1h ∥∥20,Ωf + ∥∥θnh − θn−1h ∥∥20,Ωf)+ 2µτ∥∥(θnh)∥∥20,Ωf + τ |ynh |2s,h
+
ρs
2
(∥∥.ξnh∥∥2∗ − ∥∥.ξn−1h ∥∥2∗ + ∥∥.ξnh − .ξn−1h ∥∥2∗)+ 12 (∥∥ξnh∥∥2e − ∥∥ξn−1h ∥∥2e + ∥∥ξnh − ξn−1h ∥∥2e)
+ τ
∥∥.ξnh∥∥2v,∗ + T5,1 + T5,2
= T1(v
f
h) + T2(v
s
h) + T3,1(v
f
h, qh) + T3,2(v
s
h) + T4(v
s
h) + T6,1 + T6,2 + τa
e(ξnh , z
n
h )︸ ︷︷ ︸
def
= T7
.
(59)
The terms T5,1, T5,2 and T6,1, T6,2 correspond to the last two contributions of
.
ξ
n− 12
h in (48),
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namely,
T5,1
def
= τ
(.
ξnh −
.
ξn−1h ,L
e
h
(
ξnh − ξn,?h
)
+Lvh
(.
ξnh −
.
ξn,?h
))
∗
,
T5,2
def
=
τ2
ρs
(
Lehξ
n
h +L
v
h
.
ξnh ,L
e
h
(
ξnh − ξn,?h
)
+Lvh
(.
ξnh −
.
ξn,?h
))
∗
,
T6,1
def
= τ
(.
ξnh −
.
ξn−1h ,L
e
h (d
n − dn,?) +LvhP sh(un − un,?,
.
dn − .dn,?)
)
∗
,
T6,2
def
=
τ2
ρs
(
Lehξ
n
h +L
v
h
.
ξnh ,L
e
h (d
n − dn,?) +LvhP sh(un − un,?,
.
dn − .dn,?)
)
∗
.
(60)
In the last two terms, we have applied the identity Lehpi
e
h = L
e
h which can straightforwardly be
inferred from (8) and (32).
The contributions given in (60) will be estimated below by distinguishing each case of extrap-
olation. The remain terms, T1, T2, T3, T4 and T7 in (59), will be bounded irrespectively of r.
Note that the term T4 accounts for the error induced by the mass-lumping approximation in the
solid. We proceed by estimating first the terms T1, T2, T3, T4 and T7.
The treatment of the term T1 is standard. Using the Poincaré inequality (with constant CP)
and a Taylor expansion, we have
|T1(τθnh)| ≤ ρfτ
(∥∥(∂τ − ∂t)un∥∥0,Ωf + ∥∥∂τθnpi∥∥0,Ωf)∥∥θnh∥∥0,Ωf
≤ ρfτ
(
τ
1
2
∥∥∂ttu∥∥L2(tn−1,tn;L2(Ωf )) + τ− 12 ∥∥∂tθpi∥∥L2(tn−1,tn;L2(Ωf )))∥∥θnh∥∥0,Ωf
≤ (τρ
fCP)
2
21µ
∥∥∂ttu∥∥2L2(tn−1,tn;L2(Ωf )) + (ρfCP)221µ ∥∥∂tθpi∥∥2L2(tn−1,tn;L2(Ωf ))︸ ︷︷ ︸
def
= T1,1
+1τ
∥∥θnh∥∥2V .
(61)
In this estimate, the last term will be absorbed in the left-hand side of (59) for 1 > 0 small
enough, using Korn’s inequality. For the second term, T1,1, we use the approximation properties
of the fluid velocity projection operator, viz.:
• α1 = 0: from (39)2, we get
T1,1 ≤ h4
(
c2µµ
∥∥∂tu∥∥2L2(tn−1,tn;H2(Ωf )) + c˜2µ∥∥∂tu∥∥2L2(tn−1,tn;H2(Σ))) ;
• α1 > 0: we combine the Poincaré inequality with estimate (43), which yields
T1,1 ≤ C2P
∥∥∂tθpi∥∥2L2(tn−1,tn;H1(Ωf )) . h2C2P
(∥∥∂tu∥∥2L2(tn−1,tn;H2(Ωf )) + α1βeµ ∥∥∂t .d∥∥2L2(tn−1,tn;H2(Ωf ))
)
.
For the solid term T2, we have
|T2(τ
.
ξn−
1
2 )| ≤ ρsτ
(∥∥(∂t − ∂τ ) .dn∥∥0,Ωs + ∥∥∂τ .ξnpi∥∥0,Ωs)∥∥.ξn− 12 ∥∥0,Ωs
≤ ρsτ
(
τ
1
2
∥∥∂tt .d∥∥L2(tn−1,tn;L2(Ωs)) + τ− 12 ∥∥∂t .ξpi∥∥L2(tn−1,tn;L2(Ωs)))∥∥.ξn− 12 ∥∥0,Ωs
≤ ρ
sTτ2
22
∥∥∂tt .d∥∥2L2(tn−1,tn;L2(Ωs)) + ρsT22 ∥∥∂t .ξpi∥∥2L2(tn−1,tn;L2(Ωs))︸ ︷︷ ︸
def
= T2,1
+2
ρsτ
T
∥∥.ξn− 12 ∥∥2
0,Ωs
.
(62)
RR n° 8670
20 M.A. Fernández, J. Mullaert
Note that the last term is distributed in the whole solid domain Ωs and, hence, it cannot be
controlled via the fluid viscous dissipation as in the case of the coupling with a thin-walled solid
(see [20, Theorem 3]). As we shall detail below (see estimate (67)), this term can be controlled,
for some 2 > 0 small enough, with the additional dissipation and truncation error introduced by
the splitting. For the term T2,1 we use the approximation properties of the solid velocity projection
operator, namely:
• α1 = 0: from (38), we get
T2,1 . h4
∥∥∂t .d∥∥2L2(tn−1,tn;H2(Ωs));
• α1 > 0: using (43) and the H1-coercivity of the elastic bilinear form (30), we get
T2,1 ≤ C2P
∥∥∂t .ξpi∥∥2L2(tn−1,tn;H1(Ωs)) . h2C2Pαe
(
µ
α1
∥∥∂tu∥∥2L2(tn−1,tn;H2(Ωf )) + βe∥∥∂t .d∥∥2L2(tn−1,tn;H2(Ωf ))
)
.
The treatment of the terms T3,1 and T3,2 depends particularly on the nature of the fluid-solid
velocity projection operator. We hence treat each case separately:
• α1 = 0: From (36), (34), (39) and since divun = 0 in Ωf , we get
|τT3,1(θnh , ynh)| ≤τ |a
(
θnpi ,θ
n
h
)|+ τ |b(ynpi ,θnh)|+ τ |sh(Phun, ynh)|+ τ |sh(Πhpn, ynh)|
.τh
2
ε3
(
µ
∥∥un∥∥2
2,Ωf
+ µ−1
∥∥pn∥∥2
1,Ωf
)
+ ε3τ
(∥∥θnh∥∥2V f + |ynh |2sh) .
On the other hand, since α1 = 0, we have
|T3,2(τ
.
ξn−
1
2 )| = τα0ρs
∣∣(.ξnpi , ξn− 12 )Ωs ∣∣ ≤ α0ρsτh244 ∥∥ .dn∥∥22,Ωs + 4α0ρsτ∥∥.ξn− 12h ∥∥20,Ωs ;
• α1 > 0: from (40) and since divun = 0 in Ωf , we have∣∣τT3,1(θnh , ynh) + τT3,2(.ξn− 12 )∣∣ ≤ τ |b(Ph(un, .dn),θnh)|+ τ |b(ynpi ,θnh)|+ τ |sh(Πhpn, ynh)|
+ τ |sh
(
Ph(u
n,
.
dn), ynh
)|+ τα0ρs∣∣(.ξnpi , .ξn− 12h )Ωs ∣∣
≤ τ(3 + 4)
2
∥∥θnh∥∥2V f + τ2 |ynh |2sh + 5τα0ρs∥∥.ξn− 12h ∥∥20,Ωs
+
τ
23
∥∥Ph(un, .dn)∥∥2Q + τ24 ∥∥ynpi∥∥2Q + τ2
(
|Πhpn|2sh + |Ph(un,
.
dn)|2sh
)
+
τα0ρ
s
45
∥∥.ξnpi∥∥20,Ωs︸ ︷︷ ︸
def
= T3,3
.
(63)
For 3, 4 > 0 small enough, the first part of the right-hand side can be absorbed by the
left-hand side of (59) using Korn’s inequality. The control of the term 5α0ρsτ
∥∥.ξn− 12h ∥∥20,Ωs
will be discussed below (see estimate (67)). The remaining terms in the right-hand side of
(63) can be estimated via (30), (43) and (34), which yields
T3,3 . τh2
(
µ
∥∥un∥∥2
2,Ωf
+ α1βe
∥∥ .dn∥∥2
2,Ωs
+ µ−1
∥∥pn∥∥2
1,Ωf
)
+ τh2
α0ρ
sC2P
4αe
(
µ
α1
∥∥un∥∥2
2,Ωf
+ βe
∥∥ .dn∥∥2
2,Ωs
)
.
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We now consider the mass-lumping term T4. To this purpose, we first note that, owing to
(29) and using a Taylor expansion, we have∣∣T4(τ .ξn− 12 )∣∣ . hτρs∥∥(∂τ + α0)P sh(un, .dn)∥∥1,Ωs∥∥.ξn− 12 ∥∥0,Ωs
. ρ
sTτh2
6
∥∥(∂τ + α0)P sh(un, .dn)∥∥21,Ωs + 6ρsτT ∥∥.ξn− 12 ∥∥20,Ωs
. ρ
sTτh2
6
(
τ
∥∥P sh(∂ttu, ∂tt .d)∥∥2L2(tn−1,tn;H1(Ωs)) + ∥∥P sh(∂tun, ∂t .dn)∥∥21,Ωs + α20∥∥P sh(un, .dn)∥∥21,Ωs)︸ ︷︷ ︸
def
= T4,1
+
6ρ
sτ
T
∥∥.ξn− 12 ∥∥2
0,Ωs
. (64)
As above, the last term will be controlled for 6 > 0 small enough through the numerical dissipation
provided by the splitting (see estimate (67)). The term T4,1 can be controlled via (38) or (30)
and (42) depending of the type of solid velocity projection operator. Thus,
∥∥P sh(un, .dn)∥∥21,Ωs .

h2
∥∥ .dn∥∥2
2,Ωs
+
∥∥ .dn∥∥2
1,Ωs
if α1 = 0,
1
αe
(
µ
α1
∥∥un∥∥2
1,Ωf
+ βe
∥∥ .dn∥∥2
1,Ωs
)
if α1 > 0,
and similarly for the other contributions in T4,1.
For the term T7, using the continuity of the bilinear form ae, we have
|T7| ≤ τ
∥∥ξnh∥∥e∥∥znh∥∥e ≤ τ2T ∥∥ξnh∥∥2e + Tτ2 ∥∥znh∥∥2e , (65)
where the first term of the left-hand side can be treated by applying Gronwall’s Lemma to (59)
and the last one is controlled by the approximation result (51).
We now recall that the estimates (62)–(64) assume that we have a control on
7
(
α0 +
1
T
)
︸ ︷︷ ︸
def
= cα0,T
τρs
∥∥.ξn− 12 ∥∥2
0,Ωs
, (66)
with 7
def
= max{2, 4, 5, 6} small enough. To this purpose we note that, owing to (48) and
(54), we have
7cα0,T τρ
s
∥∥.ξn− 12 ∥∥2
0,Ωs
. 7cα0,T τρs
∥∥.ξnh∥∥20,Ωs + 7τ2ρs ∥∥Leh(ξnh − ξn,?h )+Lvh(.ξnh − .ξn,?h )∥∥20,Ωs︸ ︷︷ ︸
def
= T8
+
7τ
2
ρs
∥∥Leh (dn − dn,?) +LvhP sh(un − un,?, .dn − .dn,?)∥∥20,Ωs︸ ︷︷ ︸
def
= T9
. (67)
The first part term will be left in the right-hand side and will be treated via Gronwall’s Lemma.
The terms T8 and T9 will, respectively, be handled in terms of r ∈ {0, 1, 2} via the numerical
dissipation provided by the fluid-solid splitting (term T5,2 as shown below) and a Taylor expansion.
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We now estimate the remaining terms given by (60) for each choice of the extrapolation order
r. The bounds for T5,1 + T5,2 basically follow from the arguments of the proof of Theorem 2
reported in [21, Section 4.2], we recall them for the sake of completeness.
Case r = 0. We have
T5,1 + T5,2 ≥ −ρ
s
3
∥∥.ξnh − .ξn−1h ∥∥2∗ + τ24ρs ∥∥Lehξnh +Lvh .ξnh∥∥2∗. (68)
The first term can be absorbed in (59) by the numerical dissipation of the time-stepping in the
solid. The additional dissipation provided by (68) guarantees the control of the term T8, for
7 > 0 small enough. The term T6 is estimated as follows:
T6,1 + T6,2 .
ρs
6
∥∥.ξnh − .ξn−1h ∥∥2∗ + τ28ρs ∥∥Lehξnh +Lvh .ξnh∥∥2∗ + 7τ22ρs ∥∥Lehdn +LvhP sh(un, .dn)∥∥2∗︸ ︷︷ ︸
def
= T6,3
. (69)
Moreover, using a Taylor expansion, for the last term we have
T6,3 . τ−1
∥∥Lehd+LvhP sh(u, .d)∥∥2L2(tn−1,tn;L2(Ωs)) + τ∥∥∂t(Lehd+LvhP sh(u, .d))∥∥2L2(tn−1,tn;L2(Ωs)),
which provides also a bound for T9.
Finally, estimate (56) follows by inserting (61)-(65) and (68)-(69) in (59), summing over
m = 1, . . . , n and applying Gronwall’s Lemma and Korn’s inequality.
Case r = 1. Using the modified velocity-displacement relation (49), we have
T5,1 + T5,2 =
τ2
2
(∥∥.ξnh∥∥2e − ∥∥.ξn−1h ∥∥2e + ∥∥.ξnh − .ξn−1h ∥∥2e)+ τ∥∥.ξnh − .ξn−1h ∥∥2v
+
τ2
2ρs
(∥∥Lehξnh +Lvh .ξnh∥∥2∗ − ∥∥Lehξn−1h +Lvh .ξn−1h ∥∥2∗)
+
τ2
2ρs
∥∥Leh(ξnh − ξn−1h ) +Lvh(.ξnh − .ξn−1h )∥∥2∗ − τ2ae(.ξnh − .ξn−1h , znh)︸ ︷︷ ︸
T5,3
,
(70)
where
|T5,3| ≤ τ
2
4
∥∥.ξnh − .ξn−1h ∥∥2e + τ2∥∥znh∥∥2e .
Hence, this term can be controlled with the extra dissipation provided by (70) and the estimate
(51). Moreover, the additional dissipation provided by the last line of (70) guarantees the control
of the term T8, for 7 > 0 sufficiently small. On the other hand, we have
T6,1 + T6,2 ≤ ρ
s
4
∥∥.ξnh − .ξn−1h ∥∥2∗ + τ32Tρs ∥∥Lehξnh +Lvh .ξnh∥∥2∗
+
τ2(T + τ)
2ρs
∥∥∂t(Lehd+LvhP sh(u, .d))∥∥2L2(tn−1,tn;L2(Ωs)). (71)
The first term will be absorbed by the left-hand side of (59) while the second term will be controlled
with (70) and Gronwall’s Lemma. At last, for the term T9, using again a Taylor expansion we
have
T9 ≤ 7 τ
3
ρs
∥∥∂t(Lehd+LvhP sh(u, .d))∥∥2L2(tn−1,tn;L2(Ωs)).
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Finally, we conclude by inserting (61)-(65) and (70)-(71) into (59), by summing over m =
2, . . . , n and applying the discrete Gronwall’s Lemma and Korn’s inequality. The right-hand side
contributions at time t1 coming from the initialization step are controlled by using (56) with
r = 0, T = τ and n = 1.
Case r = 2. The modified velocity-displacement relation (49) yields
T5,1 =τ
2
∥∥.ξnh − .ξn−1h ∥∥2e + τ2 (∥∥.ξnh − .ξn−1h ∥∥2v,∗ − ∥∥.ξn−1h − .ξn−2h ∥∥2v,∗ + ∥∥.ξnh − 2.ξn−1h + .ξn−2h ∥∥2v,∗)
−τ2ae(.ξnh −
.
ξn−1h , z
n
h − zn−1h )︸ ︷︷ ︸
def
= T5,1,1
,
(72)
where,
|T5,1,1| ≤ τ2
∥∥.ξnh − .ξn−1h ∥∥e∥∥znh − zn−1h ∥∥e ≤ τ24 ∥∥.ξnh − .ξn−1h ∥∥2e + τ2∥∥znh − zn−1h ∥∥2e . (73)
Here, the first term is controlled by the numerical dissipation provided by (72) while for the last
we apply the bound (51) stated in Lemma 5.
The estimation of the term T5,2 is more delicate. It is convenient to split it as follows:
T5,2 =
τ2
ρs
(
Lvh
.
ξnh ,L
e
h(ξ
n
h − 2ξn−1h + ξn−2h )
)
∗︸ ︷︷ ︸
def
= T5,2,1
+
τ2
ρs
(
Lehξ
n
h ,L
e
h(ξ
n
h − 2ξn−1h + ξn−2h )
)
∗︸ ︷︷ ︸
def
= T5,2,2
+
τ2
ρs
(
Lehξ
n
h +L
v
h
.
ξnh ,L
v
h(
.
ξnh − 2
.
ξn−1h +
.
ξn−2h )
)
∗︸ ︷︷ ︸
def
= T5,2,3
.
(74)
For the first term, using (7), (8), (49), we have
T5,2,1 =
τ3
ρs
(
Lvh
.
ξnh ,L
e
h(
.
ξnh −
.
ξn−1h )
)
∗−
τ3
ρs
(
Lvh
.
ξnh ,L
e
h(z
n
h − zn−1h )
)
∗︸ ︷︷ ︸
def
= T5,2,1,1
=
α0τ
3
2
(∥∥.ξnh∥∥2e − ∥∥.ξn−1h ∥∥2e + ∥∥.ξnh − .ξn−1h ∥∥2e)
+
α1τ
3
2ρs
(∥∥Leh .ξnh∥∥2∗ − ∥∥Leh .ξn−1h ∥∥2∗ + ∥∥Leh(.ξnh − .ξn−1h )∥∥2∗)+ T5,2,1,1.
Moreover, owing to (31), the notation ωe
def
= Cinv
√
βe/ρs and the stability condition (24), we get
|T5,2,1,1| . τ
5ω2e
Th2
(
α0 +
α1ω
2
e
h2
)
‖.ξnh‖2v +
τT
4
‖znh − zn−1h ‖2e ≤
γτ3
T
‖.ξnh‖2v +
τT
4
‖znh − zn−1h ‖2e .
For the second term of (74) we proceed in a similar fashion, using (49), (31) and the stability
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condition (24), which yields
|T5,2,2| ≤τ
3
ρs
∥∥Lehξnh∥∥e (∥∥.ξnh − .ξn−1h ∥∥e + ∥∥znh − zn−1h ∥∥e)
≤τ6ω
6
e
h6
∥∥ξnh∥∥2e + ρs2 ∥∥.ξnh − .ξn−1h ∥∥20,Ωs + ρs2 ∥∥znh − zn−1h ∥∥20,Ωs
≤γτ∥∥ξnh∥∥2e + ρs2 ∥∥.ξnh − .ξn−1h ∥∥20,Ωs + ρs2 ∥∥znh − zn−1h ∥∥20,Ωs .
At last, owing to (7), (31) and the stability condition (24), we have
|T5,2,3| . τ
2
ρs
∥∥Lehξnh +Lvh .ξnh∥∥v∥∥.ξnh − 2.ξn−1h + .ξn−2h ∥∥v
. 2τ
3
(ρs)
2
∥∥Lehξnh∥∥2v + 2τ3(ρs)2 ∥∥Lvh .ξnh∥∥2v + τ4∥∥.ξnh − 2.ξn−1h + .ξn−2h ∥∥2v
. 2τ
3ω2e
h2
(
α0 +
α1ω
2
e
h2
)
‖ξnh‖2e + 2τ3
(
α0 +
α1ω
2
e
h2
)2
‖.ξnh‖2v +
τ
4
∥∥.ξnh − 2.ξn−1h + .ξn−2h ∥∥2v
. 2γτ
∥∥ξnh∥∥2e + 2τδ2∥∥.ξnh∥∥2v + τ4∥∥.ξnh − 2.ξn−1h + .ξn−2h ∥∥2v.
In summary, by inserting the above estimations into (74), we have that
T5,2 &
α0τ
3
2
(∥∥.ξnh∥∥2e − ∥∥.ξn−1h ∥∥2e + τ2∥∥∂τ .ξnh∥∥2e)+α1τ32ρs (∥∥Leh .ξnh∥∥2∗ − ∥∥Leh .ξn−1h ∥∥2∗ + τ2∥∥Leh∂τ .ξnh∥∥2∗)
− τ
4
∥∥.ξnh − 2.ξn−1h + .ξn−2h ∥∥2v − 3γτ∥∥ξnh∥∥2e − τ (γτ2T + 2δ2
)∥∥.ξnh∥∥2v − ρs2 ∥∥.ξnh − .ξn−1h ∥∥20,Ωs
− ρ
s
2
∥∥znh − zn−1h ∥∥20,Ωs − τT4 ∥∥znh − zn−1h ∥∥2e .
In the second line, the first term is absorbed into the numerical dissipation provided by (72), the
second term is controlled via Gronwall’s Lemma, the third by the solid physical dissipation of
(59), under the relation (55), and the fourth term by the numerical dissipation of the solid time-
stepping in (59). The last two terms are estimated with the bound (51) provided by Lemma 5.
We now detail how the term T8 is controlled in this case. Using (49), (31) and the stability
condition (24), we have
T8 ≤ 27τ
4
ρs
∥∥Leh(.ξnh − .ξn−1h ) +Leh(znh − zn−1h )∥∥20,Ωs + 27τ2ρs ∥∥Lvh(.ξnh − 2.ξn−1h + .ξn−2h )∥∥20,Ωs
≤ 47τ
4ω2e
h2
(∥∥.ξnh − .ξn−1h ∥∥2e + ∥∥znh − zn−1h ∥∥2e)+ 27τ2(α0 + α1ω2eh2
)∥∥(.ξnh − 2.ξn−1h + .ξn−2h )∥∥2v
≤ 47(γτ) 13 τ2
(∥∥.ξnh − .ξn−1h ∥∥2e + ∥∥znh − zn−1h ∥∥2e)+ 27τ2δ∥∥(.ξnh − 2.ξn−1h + .ξn−2h )∥∥2v.
The first and the last term are, respectively, absorbed into (59) and T5,1, for 7 > 0 small enough.
The second term involving
∥∥znh − zn−1h ∥∥2e is controlled via (51).
For the remaining terms T6,1 and T6,2, we proceed similarly by combining (31) and (24) with
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a Taylor expansion, which yields
|T6,1|+ |T6,2| . ρ
s
4
∥∥.ξnh − .ξn−1h ∥∥2∗ + (γτ) 13 τ4T ∥∥ξnh∥∥2e + τ2δ4T ∥∥.ξnh∥∥2v
+
τ4(τ + T )
ρs
∥∥∂tt(Lehξ +LvhP sh(u, .d))∥∥2L2(tn−1,tn;L2(Ωs)), (75)
where the first three terms can be absorbed into the left-hand side of (59) and using Gronwall’s
Lemma. At last, for the term T9, using the same Taylor expansion, we have
T9 ≤ 7 τ
5
ρs
∥∥∂tt(Lehd+LvhP sh(u, .d))∥∥2L2(tn−1,tn;L2(Ωs)).
Finally, estimate (56) follows by inserting (61)-(65) and (72)-(75) in (59), summing over m =
3, . . . , n and applying Gronwall’s Lemma. The right-hand side contributions at time t2 coming
from the initialization step can be controlled by using (56) with r = 1, T = 2τ and n = 2.
Remark 7 One of the fundamental ingredients in the above proof is the L2-continuity in space of
the solid velocity contributions and the intrinsic control of (66) provided by the splitting scheme.
This L2-continuity is guaranteed by the choice of the solid velocity projection operator (44), which
distinguishes the cases α1 = 0 and α1 > 0. Note that the case α1 > 0 cannot be handled by con-
sidering also the standard Lagrange interpolant IΩ
s
h since, with this choice, the term T3,2(τ
.
ξn−
1
2 )
breaks the L2-continuity.
Theorem 6 provides a bound of Znh whose leading contribution involves h-dependent term∥∥Lehd+LvhP sh(u, .d)∥∥Hr(0,T ;L2(Ωs)). (76)
The key arguments for the estimation of this quantity, in terms of h, are given in the next section.
4.5 Stability of the discrete viscoelastic operator
We consider the following notation for the continuous viscoelastic operators
Led
def
= −divσ(d), Lv .d def= α0ρs
.
d− α1divσ(
.
d),
with α0, α1 ≥ 0. The next result describes the behavior of (76) in terms of h.
Lemma 7 Let (u,
.
d) ∈W ∩ ([H2(Ωf)]d × [H2(Ωs)]d). The following estimates hold,
• for α1 = 0:∥∥Lehd+LvhP sh(u, .d)∥∥0,Ωs . ∥∥Led+Lv .d∥∥0,Ωs + h− 12 ∥∥σ(d)ns∥∥0,Σ
+ α0ρ
s
(
h
∥∥ .d∥∥
1,Ωs
+ h2
∥∥ .d∥∥
2,Ωs
)
; (77)
• for α1 > 0:∥∥Lehd+LvhP sh(u, .d)∥∥0,Ωs .∥∥Led+Lv .d∥∥0,Ωs + h− 12 ∥∥σs(d, .d)ns∥∥0,Σ
+
(
α0ρ
sCP
(α1αe)
1
2
h+ (α1βe)
1
2
)(
µ
1
2
∥∥u∥∥
2,Ωf
+
(
α1βe
) 1
2
∥∥ .d∥∥
2,Ωs
)
+
α0ρ
sh
(α1αe)
1
2
(∥∥u∥∥
V f
+ α
1
2
1
∥∥ .d∥∥
e
)
.
(78)
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Proof 7 From (7), (8) and (28), we have
(
Lehd+L
v
hP
s
h(u,
.
d),vsh
)
∗ =a
e
(
d,vsh
)
+ α0ρ
s
(
P sh(u,
.
d),vsh
)
Ωs
+ α1a
e
(
P sh(u,
.
d),vsh
)
− α0ρsδh
(
P sh(u,
.
d),vsh
)
=ae
(
d,vsh
)
+ av(
.
d,vsh) + α0ρ
s
(
P sh(u,
.
d)− .d,vsh
)
Ωs
+ α1a
e
(
P sh(u,
.
d)− .d,vsh
)
− α0ρsδh
(
P sh(u,
.
d),vsh
)
.
Thus, owing to (29)–(30) and using an inverse inequality (see, e.g., [5, Chapter 4]), it follows
that(
Lehd+L
v
hP
s
h(u,
.
d),vsh
)
∗ . a
e
(
d,vsh
)
+ av(
.
d,vsh) + α0ρ
s
∥∥P sh(u, .d)− .d∥∥0,Ωs∥∥vsh∥∥0,Ωs
+ α1
β
1
2
e
h
∥∥P sh(u, .d)− .d∥∥e∥∥vsh∥∥0,Ωs + α0ρsh∥∥P sh(u, .d)∥∥1,Ωs∥∥vsh∥∥0,Ωs .
(79)
In addition, by using the definition (4), integration by parts, the boundary conditions on Γs,d∪Γs,n
and a discrete trace inequality (see, e.g., [5, Chapter 10]), we get
ae
(
d,vsh
)
+ av(
.
d,vsh) =
(
σ(d), (vsh)
)
Ωs
+ α0ρ
s(
.
d,vsh)Ωs + α1
(
σ(
.
d), (vsh)
)
Ωs
=
(
Led+Lv
.
d,vsh
)
Ωs
+
∫
Σ
σs(d,
.
d)ns · vsh
.
(∥∥Led+Lv .d∥∥
0,Ωs
+ h−
1
2
∥∥σs(d, .d)ns∥∥
0,Σ
)∥∥vsh∥∥0,Ωs .
(80)
As a result, by inserting this estimate into (79), we get
(
Lehd+L
v
hP
s
h(u,
.
d),vsh
)
∗ .
(∥∥Led+Lv .d∥∥
0,Ωs
+ h−
1
2
∥∥σs(d, .d)ns∥∥
0,Σ
+ α0ρ
s
∥∥P sh(u, .d)− .d∥∥0,Ωs + α1 β
1
2
e
h
∥∥P sh(u, .d)− .d∥∥e + α0ρsh∥∥P sh(u, .d)∥∥1,Ωs)∥∥vsh∥∥0,Ωs . (81)
The estimate (77) then follows by taking vsh = L
e
hd+L
v
hP
s
h(u,
.
d) in (81) and thereafter using
(44) and (38). At last, the estimate (78) follows by a similar argument together with Poincaré
inequality and Lemma 3.
Lemma 7 predicts an O(h− 12 ) behavior for the quantities (76). This is due to the thick-walled
nature of the solid which induces a non-uniformity in h of the discrete operators Leh and L
v
h.
Basically, the h
1
2 -loss comes from the interface terms arising in the integration by parts of (80).
Remark 8 It should be noted that the above issue does not appear in the case of coupling with a
thin-walled structure (as shown in [17, 20]), since by construction the fluid-structure interface Σ
and the solid domain Ωs coincide. This explains the differences on the convergence rates observed
in [20, Section 6.1] and [21, Section 6.1.1].
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4.6 A priori error estimates
For n > r, we define the energy norm of the error at time tn as
Enh def= (ρf)
1
2
∥∥un − unh∥∥0,Ωf +
(
n∑
m=r+1
τ
∥∥um − umh ∥∥2V
) 1
2
+
(
n∑
m=r+1
τ |pmh |2sh
) 1
2
+ (ρs)
1
2
∥∥ .dn − .dnh∥∥0,Ωs + ∥∥dn − dnh∥∥e +
(
n∑
m=r+1
τ
∥∥ .dm − .dmh ∥∥2v
) 1
2
.
The next result provides a priori error estimates for Algorithms 1 and 2.
Theorem 8 Under the assumptions of Theorem 6 and if, for α1 > 0,
u ∈ [Hr(0, T ;H2(Ωf))]d, .d ∈ [Hr(0, T ;H2(Ωs))]d,
the following error estimates hold,
• for α1 = 0:
Enh . c˜1h+ c˜2τ + c˜3τ2
r−1 (
c˜4h+ c˜5h
2
)
+ c˜3τ
2r−1
(∥∥Led+Lv .d∥∥
Hr(0,T ;L2(Ωs))
+ h−
1
2
∥∥σ(d)ns∥∥
Hr(0,T ;L2(Σ))
)
. (82)
• for α1 > 0:
Enh . c˜6
(
1 + c˜7α
− 12
1
)
h+ c˜8τ + c˜9τ
2r−1
(
c˜10h+ c˜11hα
− 12
1 + c˜12α
1
2
1 + c˜13α1
)
+ c˜9τ
2r−1
(∥∥Led+Lv .d∥∥
Hr(0,T ;L2(Ωs))
+ h−
1
2
∥∥σs(d, .d)ns∥∥
Hr(0,T ;L2(Σ))
)
.
Here, the symbols {c˜i}13i=1 denote positive constants independent of h, τ and α1, but which depend
on other physical parameters and on the regularity of (u, p,d,
.
d).
Proof 8 The above estimates straightforwardly follow from the results of Theorem 6 and Lemma 7,
in combination with the approximation results and the error decomposition of Sections 4.2-4.3.
Theorem 8 confirms the numerical evidence reported in [21] for Algorithm 2. Another salient
consequence of Theorem 8 is that the mass-lumping approximation does not perturbs the overall
accuracy of the coupling scheme, since the truncation error induced by splitting is the same for
Algorithms 1 and 2.
Provided that the exact solution has the appropriate regularity, the error introduced by
Algorithms 1 and 2 has an order O((τ/h) 12 ) if r = 0. In this case, the standard hyperbolic-
CFL scaling τ = O(h) is not enough to guarantee the convergence of the scheme. Furthermore,
a sub-optimal convergence rate is recovered for the scheme with r = 0 under the restrictive
parabolic-CFL condition τ = O(h2).
Remark 9 In the particular case of the coupling with a purely elastic structure (i.e., α0 = α1 =
0), similar conclusions hold for Algorithm 3 with β = 0. Indeed, in this framework, the method
coincides with the non-extrapolated variant of Algorithm 1 and, hence, the error estimate (82)
applies with r = 0.
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With the first-order extrapolation (r = 1), the leading term of the error is of order O(τ/h 12 ).
This means that a sub-optimal convergence rate is obtained under τ = O(h). An overall first-
order convergence rate is guaranteed under a 32−CFL condition, τ = O(h
3
2 ). We recall that,
owing to Theorem 2, Algorithms 1 and 2 are unconditionally stable in this case.
At last, with r = 2, the error introduced by the splitting is of order O(τ2/h 12 ), which is enough
to ensure an optimal first-order convergence rate under τ = O(h), but the stability condition
(24) demands further restrictions on the discretization parameters.
5 Numerical experiments
As discussed above, numerical evidence on the convergence rates of Algorithm 2 has already been
reported in [21, Section 6.1.1]. The objective of this numerical section is twofold:
• The first target is to illustrate that, as predicted by the error estimates of Theorem 8,
Algorithms 1 and 2 deliver the same convergence rate. In order words, the mass-lumping
approximation does not affect the accuracy of the splitting;
• The second is to demonstrate that Algorithm 3 also suffers from similar non-uniform con-
vergence issues.
To this purpose we consider the pressure wave numerical example of [21, Section 6.1.1], namely,
in (1)-(3) we take Ωf = [0, L]× [0, R], Ωs = [0, L]× [R,R+ ], L = 6, R = 0.5 and  = 0.1. All the
units are given in the CGS system. At the fluid boundary x = 0 we impose a sinusoidal pressure
of maximal amplitude 2×104 during 5×10−3 time instants, corresponding to half a period. Zero
traction is enforced at x = 6 and a symmetry condition is applied on the lower wall. Transverse
membrane effects that appear in axisymmetric formulations are included through an additional
zeroth-order term c0d in the solid equation (2)1. The solid is clamped at its extremities and zero
traction is enforced on its upper boundary. The fluid physical parameters are given by ρf = 1
and µ = 0.035. For the solid we have ρs = 1.1, L1 = 1.15 · 106, L2 = 1.7 · 106 and c0 = 4 · 106.
For the sake of simplicity, a purely elastic solid is considered (α0 = α1 = 0). The pressure
stabilization parameter in (35) is set to κ = 10−3. All the computations have been performed
with FreeFem++ (see [27]).
We have reported the relative displacement error
∥∥dNh − d(T )∥∥e/∥∥d(T )∥∥e at the final time
T = 0.015 for the different schemes and several choices of scaling for the couple (h, τ). We
also present the rate of convergence to illustrate the global accuracy of the schemes. Relative
errors are calculated with a reference solution obtained with an implicit coupling scheme with
h = 0.003125 and τ = 10−6.
Table 1 reports the convergence results for Algorithm 2 with τ = O(h). We clearly see that
the scheme with r = 0 does not converge and that the scheme with r = 1 exhibits a sub-optimal
convergence rate. As presented in Table 2, same phenomena are observed with Algorithms 1. This
points out the fact the mass-lumping approximation has nothing to do with the non-uniformity
in h of the splitting. Table 3 demonstrates that Algorithm 3 with β = 1 also suffers from this
issue. We recall that, since the structure is purely elastic, Algorithm 3 with β = 0 coincides with
Algorithm 1 with r = 0.
We now consider a different scaling for the couple of discretization parameters. Table 4
reports the results obtained with Algorithms 1 and 2 with r = 1 and τ = O(h 32 ). In both cases
we recover an optimal first-order convergence rate. In Table 5 we report the convergence results
for Algorithms 1 and 2 with r = 2 and τ = O(h 65 ). Note that, in this case, the scaling τ = O(h) is
inappropriate since the stability condition (24) is not fulfilled. We clearly see that both schemes
deliver the same accuracy. Note that with the finest discretization we obtain a convergence rate
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r = 0 r = 1
h τ rel. error h-rate rel. error h-rate
0.1 3.75× 10−4 1.00 – 0.96 –
0.05 1.875× 10−4 1.00 0 0.83 0.22
0.025 9.375× 10−5 1.00 0 0.57 0.54
0.0125 4.6875× 10−5 1.01 0 0.33 0.77
0.00625 2.34375× 10−5 1.01 0 0.18 0.88
Table 1: Algorithm 2 with τ = O(h).
r = 0 r = 1
h τ rel. error h-rate rel. error h-rate
0.1 3.75× 10−4 1.00 – 1.11 –
0.05 1.875× 10−4 1.00 0 1.07 0.05
0.025 9.375× 10−5 1.00 0 0.83 0.37
0.0125 4.6875× 10−5 1.00 0 0.52 0.67
0.00625 2.34375× 10−5 1.00 0 0.29 0.83
Table 2: Algorithm 1 with τ = O(h).
h τ rel. error h-rate
0.1 3.75×10−4 1.06899 –
0.05 1.875×10−4 1.01822 0.07
0.025 9.375×10−5 0.79880 0.35
0.0125 4.6875×10−5 0.51719 0.64
0.00625 2.34375×10−5 0.29598 0.82
Table 3: Algorithm 3 with β = 1 and τ = O(h).
Algorithm 1 Algorithm 2
h τ rel. error h-rate rel. error h-rate
0.1 3.75× 10−4 0.96 – 1.11 –
0.05 1.60× 10−4 0.70 0.47 0.92 0.03
0.025 6.87× 10−5 0.36 0.95 0.52 0.83
0.0125 2.93749× 10−5 0.16 1.21 0.23 1.18
Table 4: Algorithm 1 and 2 with r = 1 and τ = O(h 32 ).
larger than one. This is certainly due to the fact that we are too close to the resolution with
which the reference solution has been generated.
6 Conclusion
We have performed an a priori error analysis of the generalized Robin-Neumann explicit coupling
schemes introduced in [19, 21]. The schemes have been derived within a fractional-step splitting
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Algorithm 1 Algorithm 2
h τ rel. error h-rate rel. error h-rate
0.1 3× 10−5 0.73496 – 0.73546 –
0.05 1.40× 10−5 0.38805 0.92 0.38978 0.92
0.025 6.57× 10−6 0.14419 1.42 0.14578 1.42
0.0125 3.07× 10−6 0.04197 1.78 0.04255 1.78
Table 5: Algorithm 1 and 2 with r = 2 and τ = O(h6/5).
framework, which covers both the case with and without mass-lumping approximation in the
solid. In both cases, the analysis confirms the O(τ2r−1/h 12 ) error perturbation anticipated by the
numerical evidence of [21] for the variant with mass-lumping in the solid. Another fundamental
result of this work is that the h-non-uniformity of the splitting error is not a consequence of the
mass-lumping approximation, which simply dictates the explicit or semi-implicit nature of the
coupling scheme. The analysis indicates that the genesis of the h
1
2 -loss is the non-uniformity of
the discrete elastic or viscoelastic operator, induced by the thick-walled nature of the solid.
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A Proof of Lemma 3
We proceed by extending the arguments reported in [25] and [17]. We first prove the following
generalized inf-sup condition.
Lemma 9 There holds∥∥qh∥∥Q . sup
(vfh,v
s
h)∈Wh\{0}
b(qh,v
f
h)∥∥vfh∥∥V + α 121 ∥∥vsh∥∥e + |qh|sh
for all qh ∈ Qh.
Proof 9 From [17, Lemma 4] we know that∥∥qh∥∥Q . sup
vfh∈V fh\{0}
b(qh,v
f
h)∥∥vfh∥∥V + |qh|sh
for all qh ∈ Qh. Therefore, it only remains to prove that
sup
vfh∈V fh\{0}
b(qh,v
f
h)∥∥vfh∥∥V . sup(vfh,vsh)∈Wh\{0}
b(qh,v
f
h)∥∥vfh∥∥V + α 121 ∥∥vsh∥∥e
for all qh ∈ Qh. More precisely, let qh ∈ Qh and vfh ∈ V fh \ {0}, it is sufficient to find vsh ∈ V sh
satisfying (vfh,v
s
h) ∈W sh and
b(qh,v
f
h)∥∥vfh∥∥V . b(qh,v
f
h)∥∥vfh∥∥V + α 121 ∥∥vsh∥∥e .
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To this purpose, we set vsh = Eh
(
vfh|Σ
)
, where Eh : ΛΣ,h → V sh denotes a uniformly bounded
discrete lifting operator (see, e.g., [14, Theorem 2.2]), viz.,
(Ehξh)|Σ = ξh,
∥∥Ehξh∥∥1,Ωs . ∥∥ξh∥∥ 12 ,Σ
for all ξh ∈ ΛΣ,h. Hence, owing to (30) and to the continuity of the trace operator, we have
α1
∥∥vsh∥∥2e ≤ α1βe∥∥vsh∥∥21,Ωs . α1βe∥∥vfh∥∥212 ,Σ . α1βe∥∥vfh∥∥21,Ωf . α1βeµ ∥∥vfh∥∥2V ,
which completes the proof.
The previous result guarantees the well-posedness of problem (40) (see, e.g., [12, Theorem
3.5]). The energy estimate (42) hence follows by taking
vfh = P
f
h(u,
.
d), vsh = P
s
h(u,
.
d), qh = Rh(u,
.
d),
in (40) and applying standard arguments to control the right-hand side.
We now focus on the a priori error estimate (43). To this purpose we first state the following
approximation result.
Lemma 10 Let
(
(uh,
.
dh), ph
) ∈Wh ×Qh be given by (40). There holds
∥∥u− uh∥∥V + α 121 ∥∥ .d− .dh∥∥e + ∥∥ph∥∥Q + |ph|sh
. inf
((vˆfh,vˆsh),pˆh)∈Zh
{∥∥u− vˆfh∥∥V + α 121 ∥∥ .d− vˆsh∥∥e + ∥∥pˆh∥∥Q + |pˆh|sh} , (83)
where
Zh
def
=
{(
(vˆfh, vˆ
s
h), pˆh
) ∈Wh ×Qh / b(qh, vˆfh) = sh(pˆh, qh) ∀qh ∈ Qh} .
Proof 10 Let
(
(vˆfh, vˆ
s
h), pˆh
)
be given in Zh, for all (wfh,w
s
h) ∈Wh, we have
a(uh − vˆfh,wfh) + α1ae(
.
dh − vˆsh,wsh) =a(uh − u,wfh) + α1ae(
.
dh −
.
d,wsh)
+ a(u− vˆfh,wfh) + α1ae(
.
d− vˆsh,wsh)
=− b(ph,wfh) + a(u− vˆfh,wfh) + α1ae(
.
d− vˆsh,wsh)
=− b(pˆh,wfh) + b(pˆh − ph,wfh)
+ a(u− vˆfh,wfh) + α1ae(
.
d− vˆsh,wsh).
Then, we take wfh = uh − vˆfh and wsh =
.
dh − vˆsh to get
2µ
∥∥(uh − vˆfh)∥∥20,Ωf + α1∥∥ .dh − vˆsh∥∥2e =− b(pˆh,uh − vˆfh)− |ph − pˆh|2sh + a(u− vˆfh,uh − vˆfh)
+ α1a
e(
.
d− vˆsh,
.
dh − vˆsh).
Therefore, by using the Korn inequality (see, e.g., [5, Chapter 11]), the continuity of the bilinear
forms b, a and ae and the Cauchy-Schwarz inequality, it follows that∥∥uh − vˆfh∥∥2V + α1∥∥ .dh − vˆsh∥∥2e + |ph − pˆh|2sh . ∥∥u− vˆfh∥∥2V + α1∥∥ .d− vˆsh∥∥2e + ∥∥pˆh∥∥2Q, (84)
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which, in combination with a triangle inequality, yields∥∥u− uh∥∥V + α 121 ∥∥ .d− .dh∥∥e + |ph|sh . ∥∥u− vˆfh∥∥V + α 121 ∥∥ .d− vˆsh∥∥e + ∥∥pˆh∥∥Q + |pˆh|sh . (85)
It remains to have a control on
∥∥ph∥∥0,Ωf . Owing to the generalized inf-sup condition of Lemma 9,
there exists (zfh, z
s
h) ∈W fh \ {0} such that∥∥ph − pˆh∥∥Q . |ph − pˆh|sh + b(ph − pˆh, zfh)∥∥zfh∥∥V + α 121 ∥∥zsh∥∥e
. |ph − pˆh|sh +
a(u− uh, zfh) + α1ae(
.
d− .dh, zsh)− b(pˆh, zfh)∥∥zfh∥∥V + α 121 ∥∥zsh∥∥e
. |ph − pˆh|sh +
∥∥u− uh∥∥V + α 121 ∥∥ .d− .dh∥∥e + ∥∥pˆh∥∥Q.
Hence, owing to (84) and (85), we get∥∥ph − pˆh∥∥Q . ∥∥u− vˆfh∥∥V + α 121 ∥∥ .d− vˆsh∥∥e + ∥∥pˆh∥∥Q + |pˆh|sh .
We conclude the estimate for the pressure with the triangle inequality∥∥ph∥∥Q ≤ ∥∥ph − pˆh∥∥Q + ∥∥pˆh∥∥Q.
We conclude the proof by noting that the choice of
(
(vˆfh, vˆ
s
h), pˆh
) ∈ Zh is arbitrary.
The next lemma shows that the constraint
(
(vˆfh, vˆ
s
h), pˆh
) ∈ Zh can be relaxed in (83).
Lemma 11 Let
(
(uh,
.
dh), ph
) ∈ Wh × Qh be given by (40) and assume that divu = 0 in Ωf .
The following inequality holds:∥∥u− uh∥∥V + α 121 ∥∥ .d− .dh∥∥e + ∥∥ph∥∥Q + |ph|sh
. inf
((zfh,zsh),rh)∈Wh×Qh
{∥∥u− zfh∥∥V + α 121 ∥∥ .d− zsh∥∥e + ∥∥rh∥∥Q + |rh|sh} .
Proof 11 Let
(
(zfh, z
s
h), rh
)
be given in Wh ×Qh. We denote by
(
(xfh,x
s
h), yh
) ∈Wh ×Qh the
solution of the following auxiliary problem:{
a(xfh,v
f
h) + α1a
e(xsh,v
s
h) + b(yh,v
f
h) = 0,
b(qh,x
f
h)− sh(yh, qh) = b(qh,u− zfh) + sh(rh, qh)
(86)
for all
(
(vfh,v
s
h), qh
) ∈Wh×Qh. The existence and uniqueness of the solution ((xfh,xsh), yh) re-
sults from Lemma 9. Since divu = 0 in Ωf , the relation (86)2 implies that
(
(xfh + z
f
h,x
s
h + z
s
h), yh + rh
) ∈
Zh. Therefore,
inf
((vˆfh,vˆsh),pˆh)∈Zh
{∥∥u− vˆfh∥∥V + α 121 ∥∥ .d− vˆsh∥∥e + ∥∥pˆh∥∥Q + |pˆh|sh}
≤ ∥∥u− (xfh + zfh)∥∥V + α 121 ∥∥ .d− (xsh + zsh)∥∥e + ∥∥yh + rh∥∥Q + |yh + rh|sh
≤ ∥∥u− zfh∥∥V + α 121 ∥∥ .d− zsh∥∥e + ∥∥rh∥∥Q + |rh|sh + ∥∥xfh∥∥V + α 121 ∥∥xsh∥∥e + ∥∥yh∥∥Q + |yh|sh . (87)
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In order to control the last four terms, we take (vfh,v
s
h) = (x
f
h,x
s
h) and qh = yh in (86), which
yields ∥∥xfh∥∥V + α 121 ∥∥xsh∥∥e + |yh|sh . ∥∥u− zfh∥∥V + ∥∥yh∥∥Q + |rh|sh . (88)
Furthermore, using the generalized inf-sup condition of Lemma 9, we infer that∥∥yh∥∥Q . |yh|sh + ∥∥xfh∥∥V + α 121 ∥∥xsh∥∥e. (89)
We hence conclude by inserting (88) and (89) into (87) and using the arbitrariness of
(
(zfh, z
s
h), rh
) ∈
Wh ×Qh.
Finally, the error estimate (43) follows from Lemma 11, by setting rh = 0 and taking zfh, z
s
h
as the Lagrange interpolants of u,
.
d, respectively, and then using standard interpolation theory.
Note that, with this choice we do have (zfh, z
s
h) ∈Wh, since (u,
.
d) ∈W .
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