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a b s t r a c t
Full linear-time hybrid logic (HL) is a non-elementary and equally expressive extension
of standard LTL + past obtained by adding the well-known binder operators ↓ and ∃. We
investigate complexity and succinctness issues for HL in terms of the number of variables
andnesting depth of bindermodalities. First,wepresent direct automata-theoretic decision
procedures for satisfiability andmodel-checking of HL, which require space of exponential
height equal to the nesting depth of the binder modalities. The proposed algorithms are
proved to be asymptotically optimal by providing matching lower bounds. Second, we
show that, for the one-variable fragment of HL, the considered problems are elementary
and, precisely, Expspace-complete. Finally, we show that, for all 0 ≤ h < k, there is a
succinctness gap between the fragments HLk and HLh with binder nesting depth at most k
and h, respectively, of exponential height equal to k− h.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Hybrid logics extendmodal and temporal logics with features from first-order logic which provide very naturalmodeling
facilities [2].The main ingredients that set hybrid logics apart from modal and temporal logics are operators for accessing
states by names and for dynamically creating new names for states. In particular, they provide a type of atomic formulas,
called nominals, which represent names for states of a model (hence, nominals correspond to constants in first-order logic).
Moreover, they contain the at operator,@n, which gives ‘random’ access to the state named by n. They may also include the
downarrow binder operator, ↓ x, which assigns the variable name x to the current state, and the existential binder operator,
∃x, which binds x to some state in the model.
Applications of hybrid logics range from verification tasks to reasoning about semistructured data [6]. For a comprehensive
entry point to the field see the hybrid logic home page http://hylo.loria.fr/. Here, we focus on complexity issues for hybrid
temporal logics.
Satisfiability of hybrid logics including the binder operator ↓ or ∃ and interpreted on general structures is undecidable,
as it also is for small fragments [1,4]. For the class of linear structures (based on the frame of the natural numbers with
the usual ordering), the problem is instead decidable [7]. However, satisfiability and model checking of full linear-time
hybrid logic (HL, for short), an equally expressive extension of standard LTL + past (PLTL) [12] with the binder operators
↓ and ∃, are non-elementarily decidable (recall that, for LTL and PLTL, these problems are instead Pspace-complete [14,
17]), and this already holds for the fragment HL(↓) of HL obtained by disallowing the ∃-operator. This is a consequence of
the fact that standard first-order logic over words (FO), which is non-elementary [15], can be linearly translated into HL(↓)
I A preliminary version of this paper appears in the Proceedings of the 11th European Conference on Logics in Artificial Intelligence (JELIA’08), LNAI
5293, Springer Verlag, 2008, pages 48–61.∗ Corresponding author. Tel.: +39 081 662316; fax: +39 081 7145110.
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[7]. Moreover, by results in [15], there is a non-elementary gap between the succinctness of HL(↓) and PLTL. Recently,
Schwentick et al. [16] have shown that the satisfiability of the one-variable fragment HL1(↓) of HL(↓) is elementary and
precisely Expspace-complete,1 while the fragment HL2(↓) of HL(↓) using at most two variables remains non-elementarily
decidable.2
Our contribution. In this paper we further investigate the linear-time hybrid logic HL, and focus on complexity and
succinctness issues in terms of the number of variables and the nesting depth of binder modalities. Note that, as shown
in [7], for the linear-time setting, the nominals and the at operator @n can be linearly translated into PLTL (without using ∃
and ↓). Thus, they are not considered in this paper. For each h ≥ 1, let HLh and HLh(↓) be the fragments of HL and HL(↓),
respectively, consisting of formulas with nesting depth of the binder operators at most h, and let h-Expspace be the class of
languages which can be decided in a space of exponential height h.
First, we present automata-theoretic decision procedures for satisfiability and model checking of HL based on a
translation of HL formulas into a subclass of generalized Büchi alternating word automata (AWA). The construction is
direct and compositional and is based on a characterization of the satisfaction relation for a given formula ϕ in terms of
sequences of sets associatedwithϕ (which generalize the classical notion of Hintikka sequence of LTL) satisfying determined
requirementswhich can be checked byAWA. The proposed translation leads to algorithmswhich run in space of exponential
height equal to the nesting depth of the bindermodalities. As a consequence for each h ≥ 1, satisfiability andmodel checking
of HLh and HLh(↓) are in h-Expspace. We show that the proposed algorithms are asymptotically optimal by providing
matching lower bounds, and in particular, we show that h-Expspace-hardness already holds for the fragment HLh2(↓) of
HLh(↓) using at most two variables.
Second, we show that the complexity of satisfiability and model checking for the one-variable fragment HL1 of HL
is elementary and, precisely, Expspace-complete. Note that our result for satisfiability does not follow from Expspace-
completeness of the same problem for the one-variable fragment HL1(↓) of HL(↓) [16]. In fact, as shown in [7], the
∃-operator can be linearly translated into HL(↓), but the resulting formula contains an additional variable. In particular,
HL1 can be linearly translated into HL2(↓) (using two variables), which is already non-elementary. Thus, actually, we do not
know whether HL1 can be translated into HL1(↓)with an elementary blow-up.
Finally, we show that, for all 0 ≤ k < h, there is a succinctness gap between HLh and HLk of exponential height equal to
h− k.
Remark. Recall that the only known automata-theoretic decision procedures for FO, where the starting point is the work of
Büchi [3] on the decidability of MSO over infinite words (and its first-order fragment FO), are not direct and are based
on the closure of ω-regular languages under projection and boolean operations. However, complementation for Büchi
non-deterministic automata (NWA) is not trivial and the known constructions such as that based on Safra’s determinization
result [13] are quite complicated. On the other hand, if we use alternating automata, then complementation (by dualization)
is easy, but projection,which is trivial for BüchiNWA, is hard and effectively requires translatingAWAback toNWA. Thus, the
novelty of the proposed automata-theoretic approach for HL, which can also be used for FO (since FO is linearly translatable
to HL), is that, like the standard automata-theoretic approach for LTL, it is based on a direct construction which does not use
closure results.
2. Preliminaries
Definition 1. Let N be the set of natural numbers. For all n, h ∈ N, let Tower(n, h) be defined as Tower(n, 0) = n and
Tower(n, h+ 1) = 2Tower(n,h). For each h ∈ N, exp[h] denotes the class of functions f : N→ N such that, for some constant
c ≥ 1, f (n) = Tower(nc, h) for each n ∈ N. We denote by h-Expspace the class of languages decided by exp[h]-space
bounded deterministic Turing machines.
2.1. The linear-time hybrid logic HL
In this subsection, we recall the linear-time hybrid logic HL [7,16], which extends standard LTL + past (PLTL) [12] by
first-order concepts.
For a finite alphabet Σ and a finite or infinite word w = σ0σ1 . . . over Σ , |w| denotes the length of w (we set w = ∞
if w is infinite). For each 0 ≤ i < |w|, w(i) denotes the ith symbol σi of w, wi denotes the ith suffix of w, i.e., the word
wi = σiσi+1 . . ., and, for 0 ≤ i ≤ j < |w|,w[i, j] denotes the finite wordw[i, j] = σiσi+1 . . . σj.
Fix a countable set {x1, x2, . . .} of (position) variables. The set of HL formulas over a finite set AP of atomic propositions
is defined by the following syntax:
ϕ := > | p | xh | ¬ϕ | ϕ ∧ ϕ | X+ϕ | X−ϕ | ϕ U +ϕ | ϕ U −ϕ | ∃xh.ϕ
1 By a linear reduction to non-emptiness of two-way alternating finite-state word automata with one pebble whose non-emptiness is in Expspace [16].
2 By a reduction from the emptiness problem for star-free regular expressions, whose complexity is non-elementary [15].
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where > denotes true, p ∈ AP , X+ and U + are the future temporal operators ‘‘forward next’’ and ‘‘forward until’’, X−
(‘‘backward next’’) and U − (‘‘backward until’’) are their past counterparts, and ∃ is the existential binder operator. We also
use classical shortcuts: F+ϕ := >U +ϕ (‘‘forward eventually’’) and F−ϕ := >U −ϕ (‘‘backward eventually’’), and their duals
G+ϕ := ¬F+¬ϕ (‘‘forward always’’) and G−ϕ := ¬F−¬ϕ (‘‘backward always’’). Moreover, the downarrow binder operator
↓ [8] can be introduced as an abbreviation as follows: ↓ xh.ϕ := ∃xh.(xh ∧ ϕ).
The notion of free variable (w.r.t. the binder modalities) is an obvious generalization from first-order logic. A formula ϕ is
open if there is some variable which occurs free in ϕ. A non-open formula is called a sentence. The size |ϕ| of an HL formula
ϕ is the number of distinct subformulas of ϕ.
HL over AP is interpreted on finite or infinite wordsw over 2AP . A valuation forw is amapping g assigning to each variable
a position j < |w| ofw. The satisfaction relation (w, i, g) |= ϕ, meaning that ϕ holds at position i alongww.r.t. the valuation
g , is inductively defined as follows (we omit the rules for propositions in AP and boolean connectives, which are standard):
(w, i, g) |= xh iff i = g(xh)
(w, i, g) |= X+ϕ iff i+ 1 < |w| and (w, i+ 1, g) |= ϕ
(w, i, g) |= X−ϕ iff i > 0 and (w, i− 1, g) |= ϕ
(w, i, g) |= ϕ1 U +ϕ2 iff there is i ≤ n < |w|. (w, n, g) |= ϕ2 and
for all i ≤ k < n. (w, k, g) |= ϕ1
(w, i, g) |= ϕ1 U −ϕ2 iff there is n ≤ i. (w, n, g) |= ϕ2 and
for all n < k ≤ i. (w, k, g) |= ϕ1
(w, i, g) |= ∃xh.ϕ iff (w, i, g[xh ← m]) |= ϕ for somem < |w|
where g[xh ← m](xh) = m and g[xh ← m](xi) = g(xi) for i 6= h. Thus, the ∃x-operator binds the variable x to some
position in the given word, while the ↓ x-operator binds the variable x to the current position. Note that the satisfaction
relation depends only on the values assigned to the variables occurring free in the given formula ϕ. We write (w, i) |= ϕ to
mean that (w, i, g0) |= ϕ, where g0 maps each variable to position 0.
In the following, unless stated otherwise, a given HL formula is assumed to be a sentence. Note that the fragment of HL
obtained by disallowing variables and the binders operators corresponds to standard LTL + past (PLTL) [12]. We denote
by HL(↓) the HL fragment given by PLTL + variables + ↓-operator. W.l.o.g., we assume that if a formula ϕ uses at most n
variables, these variables are x1, . . . , xn, and we write (w, i, j1, . . . , jn) |= ϕ to mean that (w, i, g) |= ϕ for any valuation g
for w assigning to variable xh the value jh for each 1 ≤ h ≤ n. For each k ≥ 0, HLk and HLk(↓) denote the fragments of HL
and HL(↓), respectively, using at most k variables. For a HL (resp., HL(↓)) formula ϕ, d∃(ϕ) (resp., d↓(ϕ)) denotes the nesting
depth of modality ∃ (resp., ↓) in ϕ. For all h, k ≥ 0, HLh and HLhk denote the fragments of HL and HLk, respectively, where
the nesting depth of the ∃-operator is at most h. The fragments HLh(↓) and HLhk(↓) can be defined similarly. Note that since
PLTL and HL are equally expressive [7], the mentioned HL fragments, which extend PLTL, are equally expressive.
Global and initial equivalence. Two HL formulas ϕ1 and ϕ2 are said to be (globally) equivalent, written ϕ1 ≡ ϕ2, if, for each
wordw and i < |w|, (w, i) |= ϕ1 iff (w, i) |= ϕ2. Moreover, ϕ1 and ϕ2 are said to be initially equivalent if, for each non-empty
wordw, (w, 0) |= ϕ1 iff (w, 0) |= ϕ2. Note that (global) equivalence implies initial equivalence.
Decision problems: A Kripke structure over AP is a tupleK = 〈S, s0,∆, L〉, where S is a finite set of states, s0 ∈ S is an initial
state, ∆ ⊆ S × S is a transition relation that must be total in its first argument, and L : S → 2AP maps each state s to the
set of propositions that hold in s. A path ofK is an infinite sequence of states pi = s0s1 . . . starting from the initial state and
such that (si, si+1) ∈ ∆ for each i ≥ 0. We are interested in the following decision problems for a given linear-time hybrid
logic F over AP (such as HL or one of its mentioned fragments), where, for an F-formula ϕ, L(ϕ) denotes the set of infinite
wordsw over 2AP such that (w, 0) |= ϕ:
• the satisfiability problem is to decide, given a formula ϕ of F, whetherL(ϕ) 6= ∅;
• the (finite-state) model checking problem is to decide, given a formula ϕ of F and a Kripke structureK over AP , whether
K satisfies ϕ, i.e., whether for all paths pi = s0s1 . . . ofK , condition (L(s0)L(s1) . . . , 0) |= ϕ holds.
It is well known that satisfiability and model checking of HL are non-elementary and this already holds for its
fragment HL2(↓) using only two variables [16]. For HL1(↓), satisfiability is instead Expspace-complete [16]. Note that the
∃-operator can be expressed in terms of the ↓-operator as ∃x.ϕ ≡ ↓ y.E↓ x.E(y∧ ϕ), where Eψ := F−(¬X−>∧ F+ψ). The
use of an additional variable y seems necessary, and actually, we do not know whether HL1 can be translated into HL1(↓)
with an elementary blow-up.
3. Decision procedures
In this section, we describe an automata-theoretic approach to solve satisfiability and model checking of HL based on a
direct translation of HL formulas into a subclass of generalized Büchi alternating word automata. The proposed translation
leads to algorithms for the considered problems which run in space of exponential height equal to the nesting depth of
the ∃-operator. Moreover, for formulas containing at least two variables, we show that these algorithms are asymptotically
optimal by providingmatching lower bounds. Finally, for the one-variable fragment HL1 of HL, we show that the complexity
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of the considered problems is elementary, and precisely, Expspace-complete. For the upper bound of this last result, we use
the following proposition, essentially establishing that nested occurrences of the ∃-operator in HL1 formulas can be avoided
at no cost.
Proposition 1. Given an HL1 formula ϕ over AP, one can construct an HL11 formula ψ (without nested occurrences of the ∃-
operator) over a set of propositions ÂP ⊇ AP such that |ψ | = O(|ϕ|) and, for each infinite wordw over 2AP , (w, 0) |= ϕ iff there
is an infinite word ŵ over 2ÂP such that (ŵ, 0) |= ψ and, for all i ≥ 0, ŵ(i) ∩ AP = w(i).
Proof. By an adaptation of the construction used in [16] to show that satisfiability of HL1(↓) can be linearly reduced to
satisfiability of its fragment HL11(↓).
Fix an HL1 formula ϕ over AP . Let x be the unique variable occurring in ϕ, and let SubF(ϕ) be the set of subformulas of
ϕ. For each subformula ∃x.ψ of ϕ, let pψ be a fresh proposition not in AP , and let us denote by ÂP the extension of AP with
these newpropositions. For eachψ ∈ SubF(ϕ), let [ψ] be theHL01 formula over ÂP (which does not contain occurrences of ∃)
obtained fromψ by replacing each occurrence of a subformula ∃x.θ ofψ which is not in the scope of ∃with the proposition
pθ . Moreover, let f (ψ) := [ψ] ∧ P(ψ), where P(ψ) is defined as follows3:
P(ψ) =
∧
∃x.θ∈SubF(ψ)
G−G+(pθ ↔ ∃x.[θ ]).
The desired formula is given by f (ϕ). Note that d∃(ϕ) ≤ 1 and |f (ϕ)| = O(|ϕ|). Now, we prove the correctness of the
construction. First, we prove the following claim, where, for an infinite wordw over 2AP , an ÂP-extension ŵ ofw is an infinite
word over 2ÂP such that, for all i ≥ 0, ŵ(i) ∩ AP = w(i).
Claim 1: let w be an infinite word over 2AP and let ŵ be an ÂP-extension of w. Then, for each ψ ∈ SubF(ϕ), the following
hold:
1. (ŵ, 0, 0) |= P(ψ)⇔ for all j ≥ 0 and ∃x.θ ∈ SubF(ψ), pθ ∈ ŵ(j) iff (w, j, 0) |= ∃x.θ ;
2. if (ŵ, 0, 0) |= P(ψ), then for all i, k ≥ 0, (w, i, k) |= ψ iff (ŵ, i, k) |= [ψ].
Proof of Claim 1: by structural induction on ψ .
Case ψ = p ∈ AP or ψ = x: obvious.
Case ψ = ¬ψ1:
• Property 1: since P(ψ) = P(ψ1), it directly follows from the induction hypothesis.
• Property 2: let (ŵ, 0, 0) |= P(ψ) and i, k ≥ 0. Since P(ψ) = P(ψ1), (w, i, k) |= ψ iff (w, i, k) 6|= ψ1 iff (by the ind. hyp.)
(ŵ, i, k) 6|= [ψ1] iff (ŵ, i, k) |= [ψ].
Case ψ = ψ1 ∧ ψ2: similar to the previous one.
Case ψ = ψ1 U + ψ2:
• Property 1: since P(ψ) ≡ P(ψ1) ∧ P(ψ2), it directly follows from the ind. hyp.
• Property 2: let (ŵ, 0, 0) |= P(ψ) and i, k ≥ 0. Since P(ψ) ≡ P(ψ1) ∧ P(ψ2), (w, i, k) |= ψ iff there is n ≥ i such that
(w, n, k) |= ψ2 and, for all i ≤ j < n, (w, j, k) |= ψ1 iff (by the ind. hyp.) there is n ≥ i such that (ŵ, n, k) |= [ψ2] and,
for all i ≤ j < n, (ŵ, j, k) |= [ψ1] iff (ŵ, i, k) |= [ψ1]U +[ψ2] = [ψ].
Cases ψ = ψ1 U − ψ2 or ψ = X+ψ1 or ψ = X−ψ1: similar to the previous one.
Case ψ = ∃x.ψ1:
• Property 1: first, assume that (ŵ, 0, 0) |= P(ψ) = P(ψ1) ∧ G−G+(pψ1 ↔ ∃x.[ψ1]). By the ind. hyp. it suffices to show
that, for all j ≥ 0, pψ1 ∈ ŵ(j) iff (w, j, 0) |= ∃x.ψ1. On the other hand,wehave thatpψ1 ∈ ŵ(j) iff (since (ŵ, 0, 0) |= P(ψ))
(ŵ, j, 0) |= ∃x.[ψ1] iff (ŵ, j, k) |= [ψ1] for some k ≥ 0 iff (by the ind. hyp. and since (ŵ, 0, 0) |= P(ψ1)) (w, j, k) |= ψ1
for some k ≥ 0 iff (w, j, 0) |= ∃x.ψ1. For the converse implication of Property 1, assume that, for all j ≥ 0 and
∃x.θ ∈ SubF(ψ), pθ ∈ ŵ(j) iff (w, j, 0) |= ∃x.θ . By the ind. hyp. we obtain that (ŵ, 0, 0) |= P(ψ1) and, for all j, k ≥ 0,
(w, j, k) |= ψ1 iff (ŵ, j, k) |= [ψ1]. Hence, it follows that (ŵ, 0, 0) |= P(ψ1) ∧ G−G+(pψ1 ↔ ∃x.[ψ1]) = P(ψ).• Property 2: assume that (ŵ, 0, 0) |= P(ψ) and let i, k ≥ 0. By Property 1, for all j ≥ 0, pψ1 ∈ ŵ(j) iff (w, j, 0) |= ∃x.ψ1.
Thus, we obtain that (w, j, k) |= ∃x.ψ1 iff (w, j, 0) |= ∃x.ψ1 iff pψ1 ∈ ŵ(j) iff (ŵ, j, k) |= [∃x.ψ1] = pψ1 . 
Let ϕ be an HL1 formula. We need to show that, for each infinite wordw over 2AP , (w, 0) |= ϕ iff there is an ÂP-extension
ŵ of w such that (ŵ, 0) |= f (ϕ). For the direct implication, assume that (w, 0) |= ϕ. Let ŵ be the ÂP-extension defined as
follows: for all j ≥ 0 and ∃x.ψ ∈ SubF(ϕ), pψ ∈ ŵ(j) iff (w, j, 0) |= ∃x.ψ . By Properties 1 and 2 of Claim 1, it follows that
(ŵ, 0, 0) |= [ϕ] ∧ P(ϕ) = f (ϕ); hence (ŵ, 0) |= f (ϕ). The converse implication directly follows from Properties 1 and 2 of
Claim 1 and the fact that f (ϕ) = [ϕ] ∧ P(ϕ). 
3 The empty conjunction is>.
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3.1. Alternating automata
In this subsection, we recall the class of alternating (finite-state) automata on infinite words equippedwith a generalized
Büchi acceptance condition (generalized Büchi AWA), and focus on a subclass of such automata, introduced here for the first
time.
For a finite set X ,Bp(X) denotes the set of positive boolean formulas over X built from elements in X using∨ and∧ (we
also allow the formulas true and false). A subset Y of X satisfies θ ∈ Bp(X) iff the truth assignment assigning true to
the elements in Y and false to the elements of X \ Y satisfies θ . The set Y exactly satisfies θ if Y satisfies θ and every proper
subset of Y does not satisfy θ .
A generalized BüchiAWA is a tupleA = 〈Σ,Q ,Q0, δ,F 〉, whereΣ is an input alphabet,Q is a finite set of states,Q0 ⊆ Q
is a set of initial states, δ : Q ×Σ → Bp(Q ) is a transition function, and F = {F1, . . . , Fk} is a set of sets of accepting states.
Intuitively, when the automatonA is in state q, reading the input symbol σ ∈ Σ , thenA chooses a set of states {q1, . . . , qk}
exactly satisfying δ(q, σ ) and splits in k copies such that the ith copy moves to the next input symbol in state qi. Formally,
for a state q, a q-run ofA over an infinite wordw ∈ Σω is a Q -labeled tree r such that the root is labeled by q and, for each
node u with label q′ (describing a copy of A in state q′ which reads w(|u|), where |u| denotes the distance of node u from
the root), there is a (possibly empty) set H = {q1, . . . , qn} ⊆ Q exactly satisfying δ(q′, w(|u|)) such that u has n children
u1, . . . , un, and, for 1 ≤ h ≤ n, uh has label qh. The run r is accepting if, for each infinite path u0u1 . . . in the tree and each
accepting component F ∈ F , there are infinitely many i ≥ 0 such that the label of ui is in F . The ω-language L(A) ofA is
the set of infinite wordsw ∈ Σω such that there is an accepting q0-run r ofA overw for some q0 ∈ Q0.
Aswewill see, in order to captureHL formulas, it suffices to consider a subclass ofAWA thatwe callAWAwith amain path
(MAWA). Formally, a generalized Büchi MAWA is a generalized Büchi AWA A = 〈Σ,Q ,Q0, δ,F 〉 satisfying the following
additional conditions. The set of states Q is partitioned into a set Qm of main states and into a set Qs of secondary states.
Moreover, Q0 ⊆ Qm, and, for all σ ∈ Σ , qs ∈ Qs, and qm ∈ Qm, the following holds: (i) δ(qs, σ ) does not contain occurrences
of main states, and (ii) δ(qm, σ ) is in (positive) disjunctive normal form and there is exactly one main state in each disjunct
(hence, a set Y ⊆ Q exactly satisfies δ(qm, σ ) only if Y ∩Qm is a singleton). These requirements ensure that, in every q0-run
of A, for any initial state q0, there is exactly one infinite path pi starting from the root (the main path) which visits only
nodes labeled by main states, and each node that is not visited by pi is labeled by a secondary state. By an adaptation of the
standard construction used to convert a Büchi AWA into an equivalent standard Büchi non-deterministic word automaton
(Büchi NWA) with a single exponential-time blow-up [10], we show the following result.
Theorem 1. Given a generalized Büchi MAWA A with set of states Q = Qm ∪ Qs and acceptance condition F = {F1, . . . , Fk},
one can construct a Büchi NWAAN with number of states O(k · |Qm| · 2O(k|Qs|)) such thatL(AN) = L(A).
Proof. Fix a generalized BüchiMAWAA = 〈Σ,Q = Qm∪Qs,Q0, δ,F 〉. First, assume thatA is a BüchiMAWA, i.e.,F = {F}
is a singleton. We construct a Büchi NWA AN with number of states O(|Qm| · 2O(|Qs|)) accepting L(A). Essentially, for the
given input word,AN guesses a run r ofA. As in the standard construction used to convert a Büchi AWA into an equivalent
Büchi NWA [10], at a given point of a run ofAN ,AN keeps track by its finite control of a whole level of the guessed run-tree
r ofA. As it reads the next input symbol, it guesses the next level of the run-tree r ofA. Moreover, in order to check that r
is accepting,AN partitions every level of r into two sets to distinguish between paths of the run-tree that hit F recently and
paths that did not hit F recently. Also, in the construction we use the fact that, at each level of r , there is exactly one node
labeled by a main state. Formally,AN = 〈Σ,QN ,Q 0N , δN , FN〉 is defined as follows:
• QN = {(U1,U2) ∈ 2Q × 2Q | there is i = 1, 2. Ui ∩ Qm = ∅ and |U3−i ∩ Qm| = 1};
• Q 0N = {({q0},∅) | q0 ∈ Q0} (recall that Q0 ⊆ Qm);• FN = {(∅,U) | |U ∩ Qm| = 1};
• the transition function δN : QN ×Σ → 2QN is defined as follows:
Case U1 6= ∅:
δN((U1,U2), σ ) =
{
(U ′1,U
′
2) ∈ 2Q × 2Q | there are X1, X2 ⊆ Q . for each i = 1, 2, Xi exactly satisfies∧
q∈Ui
δ(q, σ ),U ′1 = X1 \ F , and U ′2 = X2 ∪ (X1 ∩ F)
}
.
Case U1 = ∅:
δN((∅,U2), σ ) =
{
(U ′1,U
′
2) ∈ 2Q × 2Q | there is X2 ⊆ Q . X2 exactly satisfies
∧
q∈U2
δ(q, σ ),
U ′1 = X2 \ F , and U ′2 = X2 ∩ F
}
.
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Note that, sinceA is aMAWA, the transition function δN is well defined, i.e., for each (U ′1,U
′
2) ∈ δN((U1,U2), σ ) it holds
that (U ′1,U
′
2) ∈ QN . Now, we prove the correctness of the construction.
Claim:L(A) = L(AN).
Sketched Proof of the Claim: Here, we show that L(A) ⊆ L(AN) (the converse inclusion being simpler). Let w ∈ L(A)
and let r be an accepting run ofA overw. W.l.o.g., we can assume that eachmaximal path of r is infinite. Since r is accepting
(hence, each infinite path in r visits infinitely often nodes labeled by accepting states in F ), by an easy application of the
Köenig Lemma, it follows that there exists an infinite sequence of positions ν = j0, j1, . . .with j0 = 0 and j0 < j1 < j2 < . . .
such that the following holds for each h ≥ 0:
1. Let x be a node at distance jh+1 from the root and let x0 be the ancestor of x at distance jh from the root. Then, the partial
path from x0 to x (x0 excluded) visits an accepting state in F .
2. Let jh < l < jh+1. Then, there is a node x of r at distance l from the root such that, denoting by x0 the ancestor of x at
distance jh from the root, the partial path from x0 to x (x0 excluded) does not visit accepting states in F .
For each i > 0, letmin(i) be the unique position jh along ν such that jh < i ≤ jh+1 (recall that j0 = 0), and, for each node
x of r at distance i from the root, let min(x) be the ancestor of x at distance min(i) from the root. Let pir = p0, p1, . . . be the
infinite sequence of states ofAN defined as follows:
• p0 = ({q0},∅), where q0 ∈ Q0 is the initial state ofAwhich labels the root of the run-tree r;
• for each i > 0, pi = (Ui,1,Ui,2), where Ui,1 (resp., Ui,2) is the set of states q ofA such that there is a node x of r labeled by
q and at distance i from the root so that the partial path from min(x) to x (excluded min(x)) does not visit (resp., visits)
accepting states in F . Note that Ui,1 ∪ Ui,2 represents the set of states ofA associated with the level of the run-tree r at
distance i from the root (i.e., reading the ith symbol ofw). Since such a level contains exactly one node labeled by a main
state ofA, it follows that in fact pi is a state ofAN .
By definition of the transition function∆N ofAN and Properties 1 an 2 above, it easily follows that pir is an accepting run
ofAN overw. Hence, the result follows. 
Now, assume that A is a generalized Büchi MAWA with F = {F1, . . . , Fk}. By using the construction to convert a
generalized Büchi NWA into an equivalent Büchi NWA (see, e.g., [19]), we can easily convert A into an equivalent Büchi
MAWA whose set of states Q ′ = Q ′m ∪ Q ′s satisfies |Q ′m| = k · |Qm| and |Q ′s | = k · |Qs|. Thus, by combining this translation
with that illustrated above, the result follows. 
3.2. Upper bounds
In this subsection we describe an automata-theoretic algorithm to solve satisfiability and model-checking of HL, which
is based on a direct translation of HL formulas into equivalent generalized Büchi MAWA. First, we give a non-trivial
characterization of the satisfaction relation (w, 0) |= ϕ, for a given formula ϕ, in terms of sequences of sets associated
with ϕ (which generalizes the classical notion of Hintikka-sequence of LTL) satisfying determined requirements which can
be checked by generalized BüchiMAWA. Then, we describe the translation intoMAWA based on this characterization.
Characterization of the satisfaction relation. For the rest of this subsection, we fix an integer n ≥ 1 and a finite set AP of
atomic propositions. LetΣ = 2AP and let [n] = {1, . . . , n}. In the following, we consider (possibly open) formulas ϕ in HLn
over AP .
Essentially, for each infinite word w over Σ and valuation j1, . . . , jn of variables x1, . . . , xn, we associate to w infinite
sequences pi = A0, A1, . . . of sets, where, for each i ≥ 0, Ai is an atom and intuitively describes a maximal set of
subformulas of the given HLn formula ϕ which can hold at position i along w w.r.t. the valuation j1, . . . , jn of variables
x1, . . . , xn. As for LTL, the notion of an atom syntactically captures the semantics of boolean connectives and the fixpoint
characterization of the until modalities in terms of the next modalities of the same type. Moreover, the notion of an atom
also partially (and syntactically) captures the semantics of the existential bindermodality. The next requirements are locally
captured, requiring that consecutive pairs Ai, Ai+1 along the sequence pi satisfy determined syntactical constraints. Finally,
the sequence pi has to satisfy additional non-local conditions (that, as for LTL, are called fairness conditions) reflecting the
liveness requirements ψ2 in forward until subformulas ψ1 U +ψ2 of ϕ. Now, we give the technical details.
A formula ψ is said to be a first-level subformula of ϕ if there is an occurrence of ψ in ϕ which is not in the scope of the
∃-operator. The closure cl(ϕ) of ϕ is the smallest set containing >, the propositions in AP , the variable xh for each h ∈ [n],
X−>, all the first-level subformulas of ϕ, Xdir(ψ1 U dirψ2) for any first-level subformula ψ1 U dirψ2 of ϕ with dir ∈ {+,−},
and the negations of all these formulas (we identify¬¬ψ with ψ). Note that |cl(ϕ)| = O(|ϕ|).
Definition 2. For a (possibly open)HLn formulaϕ, the setAtoms(ϕ) of atoms ofϕ is defined by induction on d∃(ϕ) as follows:
A ∈ Atoms(ϕ) iff A ⊆ cl(ϕ) ∪⋃h∈[n]({xh} × {−, 0,+}) ∪⋃∃xh.ψ∈cl(ϕ)(Atoms(ψ)× {ψ} × {h}), and the following holds:
1. > ∈ A;
2. for each ψ ∈ cl(ϕ), ψ ∈ A iff ¬ψ /∈ A;
3. for each ψ1 ∧ ψ2 ∈ cl(ϕ), ψ1 ∧ ψ2 ∈ A iff ψ1, ψ2 ∈ A;
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4. for each ψ1 U dirψ2 ∈ cl(ϕ), where dir ∈ {+,−}, ψ1 U dirψ2 ∈ A iff either ψ2 ∈ A or ψ1,Xdir(ψ1 U dirψ2) ∈ A;
5. if X−ψ ∈ A, then X−> ∈ A;
6. for each h ∈ [n], xh ∈ A iff (xh, 0) ∈ A;
7. for each h ∈ [n], A contains exactly one pair of the form (xh, dir) ∈ A for some dir ∈ {+,−, 0};
8. if X−> /∈ A, then, for each h ∈ [n], (xh,−) /∈ A;
9. if (B, ψ, h) ∈ A, then B ∩ AP = A ∩ AP , (X−> ∈ B iff X−> ∈ A), and, for each k ∈ [n] with k 6= h and dir ∈ {+,−, 0},
(xk, dir) ∈ B iff (xk, dir) ∈ A;
10. for each ∃xh.ψ ∈ cl(ϕ), there is (B, ψ, h) ∈ A such that xh ∈ B;
11. for each ∃xh.ψ ∈ cl(ϕ), ∃xh.ψ ∈ A iff there is (B, ψ, h) ∈ Awith ψ ∈ B.
Intuitively, as anticipated above, an atom of ϕ describes a maximal set of subformulas of ϕ which can hold at a position
i of a word w ∈ (2AP)ω w.r.t. a determined valuation j1, . . . , jn of variables x1, . . . , xn. In particular, for each h ∈ [n],
the unique pair (xh, dir) ∈ A keeps track whether the position jh referenced by xh strictly precedes (dir = −), strictly
follows (dir = +), or coincides (dir = 0 and xh ∈ A) with the current position i. Finally, a triple (B, ψ, h) ∈ A, where
∃xh.ψ ∈ cl(ϕ), describes the set of subformulas of ψ which hold at position iw.r.t. a valuation of variables x1, . . . , xn of the
form j1, . . . , jh−1,m, jh+1, . . . , jn for somem ∈ N. Thus, ∃xh.ψ holds at position iw.r.t. the valuation j1, . . . , jn iff ψ ∈ B for
some (B, ψ, h) ∈ A (Property 11). Note that Property 10 ensures that, for each ∃xh.ψ ∈ cl(ϕ), there is a triple (B, ψ, h) ∈ A
describing the set of subformulas of ψ which hold at the current position iw.r.t. the valuation of variables x1, . . . , xn given
by j1, . . . , jh−1, i, jh+1, . . . , jn. The necessity of Property 10 will be clear in the proof of Theorem 2.
Assuming w.l.o.g. that each proposition p ∈ AP occurs in ϕ, and x1, . . . , xn occur in ϕ, by construction it easily follows
that |Atoms(ϕ)| is bounded by O(Tower(|ϕ|, d∃(ϕ)+ 1)).
Now, we define by induction on d∃(ϕ) the function Succϕ whichmaps each atom A ∈ Atoms(ϕ) to a subset of Atoms(ϕ).
Intuitively, if A is the atom associated with the current position i of the given word w, then Succϕ(A) contains the set of
atoms associable to the next position i+ 1 (w.r.t. a given valuation of variables x1, . . . , xn).
Definition 3. For a (possibly open) HLn formula ϕ, the function Succϕ : Atoms(ϕ) → 2Atoms(ϕ) is defined by induction on
d∃(ϕ) as follows: A′ ∈ Succϕ(A) iff
(a) for each X+ψ ∈ cl(ϕ), X+ψ ∈ A⇔ ψ ∈ A′;
(b) for each X−ψ ∈ cl(ϕ), X−ψ ∈ A′ ⇔ ψ ∈ A;
(c) for each h ∈ [n], (xh,−) ∈ A′ iff (xh, dir) ∈ A for some dir ∈ {0,−};
(d) for each h ∈ [n], (xh,+) ∈ A iff (xh, dir) ∈ A′ for some dir ∈ {0,+};
(e) for each (B, ψ, h) ∈ A, there is (B′, ψ, h) ∈ A′ such that B′ ∈ Succψ (B);
(f) for each (B′, ψ, h) ∈ A′, there is (B, ψ, h) ∈ A such that B′ ∈ Succψ (B).
Example 1. Let n = 2 and AP = {p}. Let us consider the open HL2 formula ϕ = (X+p) ∧ ∃x2.ψ , where ψ = x2 ∧ X−x1. By
Definition 2 of an atom, the following sets B1, B2, B′1, B
′
2 are atoms of ψ:
B1 = {>,¬p, (x1,+), (x2, 0),¬x1, x2, ψ,X−x1,X−>}
B2 = {>,¬p, (x1,+), (x2,+),¬x1,¬x2,¬ψ,¬X−x1,X−>}
B′1 = {>, p, (x1,+), (x2,−),¬x1,¬x2,¬ψ,¬X−x1,X−>}
B′2 = {>, p, (x1,+), (x2, 0),¬x1, x2,¬ψ,¬X−x1,X−>}
and the following sets A and A′ are atoms of ϕ:
A = {>,¬p, (x1,+), (x2,−),¬x1,¬x2, ϕ,X+p, ∃x2.ψ,X−>, (B1, ψ, 2), (B2, ψ, 2)}
A′ = {>, p, (x1,+), (x2,−),¬x1,¬x2,¬ϕ,X+p,¬∃x2.ψ,X−>, (B′1, ψ, 2), (B′2, ψ, 2)}.
We claim that A′ ∈ Succϕ(A). Indeed, Properties (a), (b), (c), and (d) in Definition 3 are evidently satisfied. For Properties (e)
and (f) in Definition 3, it suffices to observe that B′1 ∈ Succψ (B1) and B′2 ∈ Succψ (B2).
For A ∈ Atoms(ϕ), let σ(A) = A ∩ AP , i.e., the set of propositions in AP occurring in A. For an infinite word w over
Σ = 2AP , i ∈ N, and ĵ ∈ N ∪ {∞} such that i ≤ ĵ, an (i,̂ j, ϕ)-sequence over w is a sequence of atoms of ϕ, pi = Ai, Ai+1, . . .
of length ĵ− i+ 1 satisfying the following: for each i ≤ l ≤ ĵ, σ(Al) = w(l), and if l < ĵ, then Al+1 ∈ Succϕ(Al). If i = 0 and
ĵ = ∞, then pi is simply called a ϕ-sequence overw.
Definition 4. For a (possibly open) HLn formula ϕ, the notion of a fair ϕ-sequence over a word w ∈ Σω is defined by
induction on d∃(ϕ) as follows: a ϕ-sequence pi = A0, A1, . . . overw ∈ Σω is fair iff:
1. Fairness for the first-level forward until subformulas of ϕ (base step): for each ψ1 U +ψ2 ∈ cl(ϕ), there are infinitely
many i ≥ 0 such that either ψ2 ∈ Ai or ¬(ψ1 U +ψ2) ∈ Ai;
2. Fairness for the nested forward until subformulas of ϕ (induction step): there is K ≥ 0 such that, for each h ∈ [n],
(xh,−) ∈ AK , and for all i ≥ K and (B, ψ, h) ∈ Ai, there is a fair ψ-sequence starting at B over the suffixwi ofw.
Note that the definition of a fair ϕ-sequence ensures the following important requirement, whose proof is immediate.
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Lemma 1. If pi = A0, A1, . . . , Ai is a (0, i, ϕ)-sequence on w ∈ Σω and pi ′ = Ai, Ai+1, . . . is a fair ϕ-sequence on wi, then
pi · pi ′ = A0, . . . , Ai, Ai+1, . . . is a fair ϕ-sequence onw.
Let pi = A0, A1, . . . be a ϕ-sequence over w ∈ Σω . By Properties 6 and 7 in Definition 2 of atom and Properties (c) and
(d) in Definition 3 of Succϕ , it holds that, for each h ∈ [n], the set Ph = {j ∈ N | xh ∈ Aj} is either empty or a singleton. We
say that pi is good if, for each h ∈ [n], the set Ph is a singleton. Note that by Property 8 in Definition 2 of an atom, Property (c)
in Definition 3 of Succϕ , and Property 2 in Definition 4 of a fair ϕ-sequence, the following holds:
Lemma 2. Each fair ϕ-sequence A0, A1, . . . such that¬X−> ∈ A0 is good.
Now, we show that the notion of a fair ϕ-sequence over w provides a characterization of the satisfaction relation
(w, 0) |= ϕ. First, we need the following preliminary lemma.
Lemma 3. Letpi = A0, A1, . . . be a fairϕ-sequence overw ∈ Σω with¬X−> ∈ A0. Then, for all i ≥ 0, m ≥ i and (B, ψ, h) ∈ Ai,
there is a fair ψ-sequence ν = B0, B1, . . . over w such that ¬X−> ∈ B0, Bi = B, (Bj, ψ, h) ∈ Aj for all j ≤ m, and, for each
k ∈ [n] \ {h} and l ≥ 0, xk ∈ Bl iff xk ∈ Al.
Proof. Fix i ≥ 0,m ≥ i, and (B, ψ, h) ∈ Ai. Let K ≥ 0 be the constant (depending on pi ) of Property 2 in Definition 4 of a fair
ϕ-sequence, and let H ≥ max{m, K}. Since (B, ψ, h) ∈ Ai, by Properties (e) and (f) in Definition 3 of Succϕ and Properties 6,
7, and 9 in Definition 2 of an atom, it follows that there is a (0,H, ψ)-sequence ρ = B0, B1, . . . , BH overw such that Bi = B,
¬X−> ∈ B0, and, for each 0 ≤ j ≤ H , (Bj, ψ, h) ∈ Aj and (xk ∈ Bj iff xk ∈ Aj) for all k ∈ [n] \ {h}. Since (BH , ψ, h) ∈ AH and
H ≥ K , by Property 2 in Definition 4 of a fair ϕ-sequence, there is a fairψ-sequence of the form ρ ′ = BH , BH+1, . . . over the
suffix wH of w. Moreover, for each k ∈ [n], (xk,−) ∈ AK . By Property (c) in Definition 3 of Succϕ and Succψ and Properties
6, 7, and 9 in Definition 2 of an atom, we obtain that xk /∈ Bj and xk /∈ Aj for all j ≥ H and k ∈ [n] \ {h}. Thus, by Lemma 1
(which holds for any formula ψ in HLn) it follows that ρ · ρ ′ = B0, . . . , BH , BH+1, . . . is a fair ψ-sequence over w satisfying
the statement of the lemma. 
Theorem 2 (Correctness). Let pi = A0, A1, . . . be a fair ϕ-sequence on w ∈ Σω such that ¬X−> ∈ A0, and, for each h ∈ [n],
let jh be the unique index (whose existence is guaranteed by Lemma 2) such that xh ∈ Ajh . Then, for each i ≥ 0 and ψ ∈ cl(ϕ),
(w, i, j1, . . . , jn) |= ψ ⇔ ψ ∈ Ai.
Proof. By induction on d∃(ϕ). The base step (d∃(ϕ) = 0) is a special case of the induction step (d∃(ϕ) > 0). Thus, we focus
on the induction step. Hence, we can assume that the theorem holds for each formula θ and fair θ-sequence such that
∃xh.θ ∈ cl(ϕ) for some h ∈ [n] (note that, if d∃(ϕ) = 0, there is no such formula). Fix a fair ϕ-sequence pi = A0, A1, . . . over
w ∈ Σω such that ¬X−> ∈ A0, and, for each h ∈ [n], let jh be the unique index such that xh ∈ Ajh . Let i ≥ 0 and ψ ∈ cl(ϕ).
By a nested induction on the structure of ψ ∈ cl(ϕ), we show that (w, i, j1, . . . , jn) |= ψ ⇔ ψ ∈ Ai.
Case ψ = p ∈ AP : since pi is a ϕ-sequence over w, it holds that w(i) = Ai ∩ AP . Thus, (w, i, j1, . . . , jn) |= p⇔ p ∈ w(i)⇔
p ∈ Ai.
Case ψ = xh with h ∈ [n]: (w, i, j1, . . . , jn) |= xh⇔ i = jh⇔ (by definition of jh) xh ∈ Ai.
Case ψ = ψ1 ∧ ψ2:we have that (w, i, j1, . . . , jn) |= ψ1 ∧ ψ2⇔ (w, i, j1, . . . , jn) |= ψ1 and (w, i, j1, . . . , jn) |= ψ2⇔ (by
the ind. hyp.) ψ1, ψ2 ∈ Ai⇔ (by Property 3 in Definition 2 of an atom) ψ1 ∧ ψ2 ∈ Ai.
Case ψ = ¬ψ1: (w, i, j1, . . . , jn) |= ¬ψ1 ⇔ (w, i, j1, . . . , jn) 6|= ψ1 ⇔ (by the ind. hyp.) ψ1 /∈ Ai ⇔ (by Property 2 in
Definition 2 of an atom) ¬ψ1 ∈ Ai.
Case ψ = X+ψ1: Since pi = A0, A1, . . . is a ϕ-sequence over w, Ai+1 ∈ Succϕ(Ai). Thus, (w, i, j1, . . . , jn) |= ψ ⇔
(w, i+ 1, j1, . . . , jn) |= ψ1⇔ (by the ind. hyp.) ψ1 ∈ Ai+1⇔ (by Property (a) in Definition 3 of Succϕ) ψ ∈ Ai.
Case ψ = X−ψ1: first, assume that i = 0. Since ¬X−> ∈ A0, by Properties 2 and 5 in Definition 2 of an atom, ψ /∈ A0.
Since (w, 0, j1, . . . , jn) 6|= ψ , the result follows. Now, let i > 0. Then, Ai ∈ Succϕ(Ai−1). Thus, (w, i, j1, . . . , jn) |= ψ ⇔
(w, i− 1, j1, . . . , jn) |= ψ1⇔ (by the ind. hyp.) ψ1 ∈ Ai−1⇔ (by Property (b) in Definition 3 of Succϕ) ψ ∈ Ai.
Case ψ = ψ1 U +ψ2: (w, i, j1, . . . , jn) |= ψ ⇒ ψ ∈ Ai: assume that (w, i, j1, . . . , jn) |= ψ . By the ind. hyp., there is m ≥ i
such thatψ2 ∈ Am and, for each i ≤ l < m,ψ1 ∈ Al. Since Al+1 ∈ Succϕ(Al) for i ≤ l < m, by Property 4 in Definition 2 of an
atom and Property (a) in Definition 3 of Succϕ , it follows that ψ = ψ1 U +ψ2 ∈ Al for each i ≤ l ≤ m. In particular, ψ ∈ Ai.
ψ ∈ Ai ⇒ (w, i, j1, . . . , jn) |= ψ: let ψ ∈ Ai. By the ind. hyp., it suffices to show that there ism ≥ i such that ψ2 ∈ Am and,
for each i ≤ l < m, ψ1 ∈ Al. Assume the contrary and derive a contradiction. Then, since Al+1 ∈ Succϕ(Al) for each l ≥ i
and ψ = ψ1 U +ψ2 ∈ Ai, by Property 4 in Definition 2 of an atom and Property (a) in Definition 3 of Succϕ , it follows that,
for each l ≥ i, ψ,¬ψ2 ∈ Al. Since pi is fair, there are infinitely many l ≥ 0 such that either ¬ψ ∈ Al or ψ2 ∈ Al. Thus, by
Property 2 in Definition 2 of an atom we obtain a contradiction, and the result follows.
Case ψ = ψ1 U −ψ2: (w, i, j1, . . . , jn) |= ψ ⇒ ψ ∈ Ai: assume that (w, i, j1, . . . , jn) |= ψ . By the ind. hyp., there is m ≤ i
such thatψ2 ∈ Am and, for eachm < l ≤ i,ψ1 ∈ Al. Since Al ∈ Succϕ(Al−1) form < l ≤ i, by Property 4 in Definition 2 of an
atom and Property (b) in Definition 3 of Succϕ , it follows that ψ = ψ1 U −ψ2 ∈ Al for eachm ≤ l ≤ i. In particular, ψ ∈ Ai.
ψ ∈ Ai ⇒ (w, i, j1, . . . , jn) |= ψ: assume thatψ ∈ Ai. Since X−> /∈ A0, by Property 5 in Definition 2 of an atom, X−ψ /∈ A0.
Since Al ∈ Succϕ(Al−1) for 0 < l ≤ i, by Property 4 in Definition 2 of an atom and Property (b) in Definition 3 of Succϕ , it
holds that there ism ≤ i such that ψ2 ∈ Am and, for eachm < l ≤ i, ψ1 ∈ Al. Thus, by the ind. hyp., the result follows.
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Case ψ = ∃xh.ψ1 with h ∈ [n]: (w, i, j1, . . . , jn) |= ψ ⇒ ψ ∈ Ai: assume that (w, i, j1, . . . , jn) |= ψ . Then, for some l ∈ N,
(w, i, j1, . . . , jh−1, l, jh+1, . . . , jn) |= ψ1. By Property 10 in Definition 2 of an atom there is (B, ψ1, h) ∈ Al such that xh ∈ B.
Let m ≥ {i, l}. Since ¬X−> ∈ A0, by Lemma 3 there is a fair ψ1-sequence ρ = B0, B1, . . . over w such that Bl = B (hence,
xh ∈ Bl), ¬X−> ∈ B0, (Bj, ψ, h) ∈ Aj for each j ≤ m (hence, (Bi, ψ, h) ∈ Ai), and, for each k ∈ [n] \ {h}, xk ∈ Bjk . Since the
theorem holds forψ1 (and the fairψ1-sequence ρ = B0, B1, . . .) and (w, i, j1, . . . , jh−1, l, jh+1, . . . , jn) |= ψ1, it follows that
ψ1 ∈ Bi. Since (Bi, ψ1, h) ∈ Ai, by Property 11 in Definition 2 of an atom we obtain that ψ ∈ Ai.
ψ ∈ Ai ⇒ (w, i, j1, . . . , jn) |= ψ: let ψ ∈ Ai. By Property 11 in Definition 2 of an atom there is (B, ψ1, h) ∈ Ai with ψ1 ∈ B.
Since ¬X−> ∈ A0, by Lemma 3 there is a fair ψ1-sequence ρ = B0, B1, . . . over w such that Bi = B, ¬X−> ∈ B0, and for
each k ∈ [n] \ {h}, xk ∈ Bjk . Let l ∈ N be the unique index s.t. xh ∈ Bl. Since the theorem holds for ψ1 andψ1 ∈ Bi, we obtain
that (w, i, j1, . . . , jh−1, l, jh+1, . . . , jn) |= ψ1; hence (w, i, j1, . . . , jn) |= ψ . 
Theorem 3 (Completeness). Letϕ be a (possibly open)HLn formula,w ∈ Σω , and j1, . . . , jn ∈ N. Then, there is a fairϕ-sequence
pi = A0, A1, . . . overw such that ¬X−> ∈ A0 and, for each k ∈ [n], xk ∈ Ajk .
Proof. Fix a (possibly open) HLn formula ϕ, w ∈ Σω , and j1, . . . , jn ∈ N. The proof is by induction on d∃(ϕ). The base step
(d∃(ϕ) = 0) is a special case of the induction step (d∃(ϕ) > 0). Thus, we focus on the induction step. Hence, we can assume
that the theorem holds for each formula ψ such that ∃xh.ψ ∈ cl(ϕ) for some h ∈ [n] (note that, if d∃(ϕ) = 0, there is no
such formula). Therefore, for all l ∈ N and ∃xh.ψ ∈ cl(ϕ), there must be a fair ψ-sequence pi(l,ψ,h) = B0(l,ψ,h), B1(l,ψ,h), . . .
overw such that
A. ¬X−> ∈ B0(l,ψ,h), xh ∈ Bl(l,ψ,h), and, for each k ∈ [n] \ {h}, xk ∈ Bjk(l,ψ,h).
By Theorem 2 the following holds:
B. for allm ∈ N and θ ∈ cl(ψ), θ ∈ Bm(l,ψ,h) iff (w,m, j1, . . . , jh−1, l, jh+1, . . . , jn) |= θ .
For each i ≥ 0, let Ai be the set given by
Ai := {ψ ∈ cl(ϕ) | (w, i, j1, . . . , jn) |= ψ} ∪ {(xk, dir ik) | k ∈ [n]} ∪ {(Bi(l,ψ,h), ψ, h) | l ∈ N and ∃xh.ψ ∈ cl(ϕ)}
where dir ik = 0 if i = jk, dir ik = − if i > jk, and dir ik = + otherwise.
Sincepi(l,ψ,h) is aψ-sequence overw, by definition of Ai and Properties A and B it easily follows that Ai satisfies Properties
1–10 in Definition 2 of an atom (of ϕ). For Property 11 in Definition 2 of an atom, let ∃xh.ψ ∈ cl(ϕ). Then, ∃xh.ψ ∈ Ai⇔ (by
definition of Ai) there is l ∈ N such that (w, i, j1, . . . , jh−1, l, jh+1, . . . , jn) |= ψ ⇔ (by Property B) there is l ∈ N such that
ψ ∈ Bi(l,ψ,h)⇔ (by definition of Ai) there is (B, ψ, h) ∈ Ai such that ψ ∈ B. Thus, Property 11 in Definition 2 of Atoms(ϕ) is
satisfied; hence Ai ∈ Atoms(ϕ).
Note that by Definition 4 of a fair ψ-sequence it follows that, for each m ∈ N, the suffix of pi(l,ψ,h) starting from Bm(l,ψ,h)
is a fair ψ-sequence over the suffix wm of w. Thus, by definition of the sets Ai it easily follows that pi = A0, A1, . . . is a fair
ϕ-sequence overw satisfying the statement of the theorem. 
By Theorems 2 and 3 we obtain the following characterization of the satisfaction relation (w, 0) |= ϕ.
Corollary 1. Let ϕ be a (possibly open) HLn formula. Then, for each word w ∈ Σω , (w, 0) |= ϕ iff there is a fair ϕ-sequence
pi = A0, A1, . . . overw such that ϕ,¬X−>, xh ∈ A0 for each h ∈ [n].
Translation intoMAWA Now,we illustrate the translation ofHL formulas into generalized BüchiMAWA based on the result
of Corollary 1.
Theorem 4. Given an HL formula ϕ over AP, one can construct a generalized BüchiMAWAAϕ over 2AP with states Qm ∪ Qs and
O(|ϕ|) Büchi components such thatL(Aϕ) = L(ϕ), |Qm| = O(Tower(|ϕ|, d∃(ϕ)+ 1)), and |Qs| = O(Tower(|ϕ|, d∃(ϕ))).
Proof. Fix n ≥ 1 and a (possibly open) HLn formula ϕ over AP . We build a generalized BüchiMAWAAϕ of the desired size
with a set of main states containing Atoms(ϕ) and a set of initial states given by {A ∈ Atoms(ϕ) | ϕ,¬X−>, xh ∈ A for each
h ∈ [n]} such that, for each A ∈ Atoms(ϕ) and w ∈ Σω , where Σ = 2AP , it holds that Aϕ has an accepting A-run over w
iff there is a fair ϕ-sequence overw starting from A. Hence, the result follows from Corollary 1. The construction is given by
induction on d∃(ϕ). Thus, we can assume that, for each ∃xh.ψ ∈ cl(ϕ), one can construct theMAWAAψ associated withψ .
First, we informally describe the construction. Assume that Aϕ starts the computation over an input w in a main state
A ∈ Atoms(ϕ). Then,Aϕ guesses a ϕ-sequence pi = A0, A1, . . . over w (with A0 = A) by simulating it along the main path
of the run-tree. In order to check that pi satisfies Property 2 in Definition 4 of a fair ϕ-sequence, Aϕ guesses a point along
the main path (the constant K in Property 2), checks that (xh,−) is in the current guessed atom for each h ∈ [n], and from
this instant forward, for each triple (B, ψ, h) in the current guessed atom,Aϕ starts an additional copy of theMAWAAψ in
state B (which represents a secondaryAϕ-state). Finally, the acceptance condition ofAϕ extends the acceptance conditions
of the MAWAs Aψ with additional sets used to check that the infinite sequence of states visited by the main copy of Aϕ
(corresponding to the simulated ϕ-sequence) satisfies Property 1 in Definition 4 of a fair ϕ-sequence.
Formally, theMAWAAϕ is defined as follows. For each ∃xh.ψ ∈ cl(ϕ), letAψ = 〈Σ,Qψ ,Q 0ψ , δψ ,Fψ 〉 be the generalized
Büchi MAWA associated with the formula ψ . Then, the generalized Büchi MAWA Aϕ = 〈Σ,Qϕ,Q 0ϕ , δϕ,Fϕ〉 is defined as
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follows. The set of states Qϕ is given by Qmϕ ∪Q sϕ , where the set Qmϕ of main states is Qmϕ = Atoms(ϕ)∪(Atoms(ϕ)×{check}),
and the set Q sϕ of secondary states is Q
s
ϕ =
⋃
∃xh.ψ∈cl(ϕ)(Qψ × {ψ}). The set Q 0ϕ of initial states is Q 0ϕ = {A ∈ Atoms(ϕ) |
ϕ,¬X−>, xh ∈ A for each h ∈ [n]}.
The transition function δϕ is defined as follows:
• for each ∃xh.ψ ∈ cl(ϕ) and q ∈ Qψ , δϕ((q, ψ), σ ) is obtained from δψ (q, σ ) by replacing each state q′ occurring in
δψ (q, σ )with (q′, ψ);
• δϕ(A, σ )with A ∈ Atoms(ϕ) is defined as follows:
Case σ = σ(A):
δϕ(A, σ ) =
∨
A′∈Succϕ (A)
A′ ∨
∨
A′∈{A′∈Succϕ (A)|(xk,−)∈A′ for each k∈[n]}
(A′, check).
Case σ 6= σ(A): δϕ(A, σ ) = false.
• δϕ((A, check), σ ) is defined as follows:
Case σ = σ(A):
δϕ((A, check), σ ) =
∨
A′∈Succϕ (A)
(
(A′, check) ∧
∧
(B,ψ,h)∈A
δϕ((B, ψ), σ )
)
.
Case σ 6= σ(A): δϕ((A, check), σ ) = false.
Finally, the generalized Büchi condition is given by Fϕ =⋃ψ1 U+ψ2∈cl(ϕ){Fψ1 U+ψ2} ∪⋃∃xh.ψ∈cl(ϕ) F ′ψ , where
• Fψ1 U+ψ2 = Q sϕ ∪
({A ∈ Atoms(ϕ) | {ψ2,¬(ψ1 U +ψ2)} ∩ A 6= ∅} × {check});
• F ′ψ is obtained from Fψ by replacing each component F ∈ Fψ with (Qϕ \ (Qψ × {ψ})) ∪ F × {ψ}.
By Corollary 1, the correctness of the construction directly follows from the following claim:
Claim: letw be an infinite word over 2AP and A ∈ Atoms(ϕ). Then, there is an accepting A-run (i.e., starting from state A) of
Aϕ overw iff there is a fair ϕ-sequence overw starting from A.
Proof of the Claim: by induction on d∃(ϕ). The base step (d∃(ϕ) = 0) is a special case of the induction step (d∃(ϕ)> 0). Thus,
we focus on the induction step. Hence, we can assume that, for each formula ψ such that ∃xh.ψ ∈ cl(ϕ) for some h ∈ [n]
(note that if d∃(ϕ) = 0, there is no such formula), the result holds for theMAWAAψ associated withψ . By construction, an
A-run r ofAϕ overw is accepting iff the sequence of states labeling the main path of the run-tree r has the form
A0, A1, . . . , AK−1, (AK , check), (AK+1, check), . . .
for some K > 0 such that A0 = A and the following holds: (1) pi = A0, A1, . . . , AK , . . . is a ϕ-sequence over w satisfying
Property 1 in Definition 4 of a fair ϕ-sequence, (2) (xh,−) ∈ AK for each h ∈ [n], and (3) for all i ≥ K and (B, ψ, h) ∈ Ai, there
is an accepting B-run of Aψ over the suffix wi of w. By the ind. hyp., Condition (3) holds iff, for all i ≥ K and (B, ψ, h) ∈ Ai,
there is a fair ψ-sequence over the suffixwi ofw. Hence, by Definition 4 of a fair ϕ-sequence, the result follows. 
Corollary 2. Given an HL formula ϕ over AP, one can build a Büchi NWAAN,ϕ over 2AP of size O(Tower(|ϕ|, d∃(ϕ)+ 1)) such
thatL(AN,ϕ) = L(ϕ). Moreover, if ϕ is an HL1 formula, then one can build an equivalent Büchi NWA of size doubly exponential
in |ϕ|.
Proof. The first result follows from Theorems 1 and 4. For the second one, note that, for ÂP ⊃ AP and a BüchiNWAAN over
2ÂP , L(AN) can be seen as a language on 2AP × 2ÂP\AP . Since one can build a Büchi NWA of the same size as AN accepting
the projection ofL(AN) on 2AP , the result follows from Proposition 1 and Theorems 1 and 4. 
Since non-emptiness of a Büchi NWA is in NLogspace, by Corollary 2, we obtain that satisfiability of HL1 and HLh (for
h ≥ 1) are in Expspace and h-Expspace, respectively. For themodel checking problem, first note that, given aKripke structure
K = 〈S, s0,∆, L〉 over AP , we can trivially associate with K a Büchi NWA AK (where each state is accepting) whose ω-
language is the set of infinite wordsw over 2AP such that there is a path s0s1 . . . ofK withw = L(s0)L(s1) . . .. Hence, model
checkingK against a given HL formula ϕ is reduced to emptiness of the Büchi NWA A¬ϕ,K (accepting L(¬ϕ) ∩ L(AK))
obtained as the synchronous product of the Büchi NWA AK and the Büchi NWA AN,¬ϕ associated with the negation of
formula ϕ. Since the program complexity of model checking4 against LTL is already NLogspace-hard [18], by Corollary 2 we
obtain the following result.
Theorem 5 (Upper Bounds). Satisfiability and model checking of HL1 and HLh (for any h ≥ 1) are in Expspace and h-Expspace,
respectively, and the program complexity of model checking in both cases is NLogspace-complete.
4 That is, the complexity of the problem in terms of the size of the Kripke structure.
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3.3. Lower bounds
In this subsection we show that, for each h ≥ 1, satisfiability and model-checking of HLh(↓) are h-Expspace-hard by
a reduction from the word problem for exp[h]-space bounded deterministic Turing Machines. In particular, we show that
h-Expspace-hardness already holds for the two-variable fragment HLh2(↓) of HLh(↓).
Remark 1. In the following, given a finite set of propositionsAP , we only consider first-order linear temporal properties over
AP which are satisfied only bywordsw over 2AP such that each symbol ofw is a singleton. Note that this last requirement can
be trivially expressed by a LTL formula of size polynomial in |AP|. Thus, w.l.o.g. we assume that the considered HL formulas
ϕ over a finite set of propositions AP are interpreted on words over 2AP where each symbol is a singleton. Note that these
words can be seen as words over AP andL(ϕ) can be seen as a ω-language over AP .
Fix a finite alphabet Σ ∪ {0, 1} and a countable set {$1, $2, . . .} of symbols not in Σ ∪ {0, 1}. Let n ≥ 1. First, for each
h ≥ 1, we define by induction on h an encoding of the integers in [0, Tower(n, h) − 1] by finite words, called (h, n)-codes,
over {$1, . . . , $h, 0, 1} of the form $hw$h, wherew does not contain occurrences of $h.
Base step: h = 1. A (1, n)-block over Σ is a finite word w over {$1, 0, 1} ∪ Σ having the form w = $1σb1 . . . bn$1, where
σ ∈ Σ ∪ {0, 1} and b1, . . . , bn ∈ {0, 1}. The block-content CON(w) of w is σ , and the block-number NUM(w) of w is the
natural number in [0, Tower(n, 1) − 1] (recall that Tower(n, 1) = 2n) whose binary code is b1 . . . bn (we assume that b1 is
the least significant bit). A (1, n)-code is a (1, n)-blockw such that CON(w) ∈ {0, 1}.
Induction step: let h ≥ 1. An (h + 1, n)-block on Σ is a word w on {$1, . . . , $h+1, 0, 1} ∪ Σ of the form
$h+1σ$hw1$hw2$h . . . $hwK$h$h+1, where σ ∈ {0, 1} ∪Σ , K = Tower(n, h) and, for each 1 ≤ i ≤ K , $hwi$h is an (h, n)-code
such thatNUM($hwi$h) = i− 1. The block-content CON(w) ofw is the symbol σ , and the block-number NUM(w) ofw is the
natural number in [0, Tower(n, h+1)−1]whose binary code is given by CON($hw1$h) . . .CON($hwK$h). An (h+1, n)-code
is an (h+ 1, n)-blockw such that CON(w) ∈ {0, 1}.
For each h ≥ 1, a (h, n)-configuration overΣ is a finite wordw of the formw = $h+1$hw1$hw2$h . . . $hwK$h$h+1, where
K = Tower(n, h) and, for any 1 ≤ i ≤ K , $hwi$h is an (h, n)-block such thatNUM($hwi$h) = i−1 and CON($hwi$h) ∈ Σ . As
we will see, (h, n)-configurations are used to encode the configurations reachable by exp[h]-space bounded deterministic
Turing machines on inputs of size n.
Example 2. Let n = 2 and h = 2. In this case Tower(n, h) = 16 and Tower(n, h − 1) = 4. Thus, we can encode by (2, 2)-
codes all the integers in [0, 15]. For example, let us consider the number 14, whose binary code (using Tower(n, h− 1) = 4
bits) is given by 0111 (assuming that the first bit is the least significant one). The (2, 2)-codewith content 0 encoding number
14 is given by
$20$10 00$11 10$11 01$11 11$1$2.
Note thatwe encode also the position of each bit in the binary code of 14. Now, assume thatα = α(1) . . . α(16) is aword over
Σ of length 16. We can associate to α a (2, 2)-configuration wα overΣ obtained from α by replacing for each 1 ≤ i ≤ 16,
the ith symbol α(i) of α with the (2, 2)-block on Σ whose block-content is α(i) and whose block-number is i − 1 (so, we
also encode the position of α(i) along α). Formally,wα is given by
wα = $3$2w1$2 . . . $2w16$2$3
where, for each 1 ≤ i ≤ 16, $2wi$2 is the (2, 2)-block overΣ such that NUM($2wi$2) = i− 1 and CON($2wi$2) = α(i), i.e.,
$2wi$2 = $2α(i)$1hi,1 00$1hi,2 10$1hi,3 01$1hi,4 11$1$2
where hi,1hi,2hi,3hi,4 is the binary code of i− 1.
Now, we show that the given encoding allows us to construct, for each h ≥ 1, an HLh−12 (↓) formula ψ confh,n of polynomial size
which checkswhether, from the current input position of the givenword, there is a prefix that is an (h, n)-configuration over
Σ . Moreover, we construct an HLh−12 (↓) formulaψ=h,n of polynomial size which checks whether two (h, n)-blocks occurring
along a given word (and being arbitrarily far away from each other) have the same block-number. For each h ≥ 1, let
Parity(h) be defined as follows: Parity(h) := 1 if h is odd, and Parity(h) := 2 otherwise.
Proposition 2. Let n ≥ 1. Then, for each h ≥ 1, we can build two HLh−12 (↓) formulas ψ confh,n and ψ=h,n over Σh+1 = {$1,
. . . , $h+1, 0, 1} ∪Σ of sizes bounded by O(n3 · h · |Σ |) such that ψ=h,n is open and, for each infinite wordw onΣh+1 and i ≥ 0,
we have:
• for all j1, j2, (w, i, j1, j2) |= ψ confh,n iffwi has a prefix that is a (h, n)-configuration;
• let j > i such thatw[i, j] = $hw1$hw′$hw2$h, where $hw1$h and $hw2$h are (h, n)-blocks overΣ . Then, for each m ≥ 0,
– Case Parity(h) = 1: (w, i, j,m) |= ψ=h,n iff NUM($hw1$h) = NUM($hw2$h);
– Case Parity(h) = 2: (w, j,m, i) |= ψ=h,n iff NUM($hw1$h) = NUM($hw2$h).
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Proof. Fix n ≥ 1. For each h ≥ 1, the construction of formulas ψ confh,n and ψ=h,n is given by induction on h. In the following,
since n is fixed, for clarity of presentation, we write ψ confh and ψ
=
h instead of ψ
conf
h,n and ψ
=
h,n.
For each h ≥ 1, we also define two auxiliary HL2(↓) formulas ψblh and ψ inch such that, for the given word w, current
position i, and values j1 and j2 for variables x1 and x2, the following holds:
• (w, i, j1, j2) |= ψblh iffwi has a prefix that is an (h, n)-block overΣ;
• ifwi has a prefix of the form $hw1$hw2$h such that $hw1$h and $hw2$h are (h, n)-blocks overΣ , then (w, i, j1, j2) |= ψ inch
iff NUM($hw1$h) < Tower(n, h)− 1 and NUM($hw2$h) = NUM($hw1$h)+ 1.
In the following, for each i ≥ 0 and formula θ , we use X+iθ (resp., X−iθ ) as an abbreviation of the formula X+ . . .X+︸ ︷︷ ︸
i
θ
(resp., X− . . .X−︸ ︷︷ ︸
i
θ ).
First, we define the formulas ψblh , ψ
=
h , and ψ
inc
h .
Base step: h = 1.
ψbl1 := $1 ∧ X+
( ∨
b∈Σ∪{0,1}
σ
)
∧ X+(n+2)$1 ∧ X+
( n∧
i=1
∨
b∈{0,1}
X+ib
)
ψ=1 :=
n∧
i=1
∨
b∈{0,1}
X+(i+1)(b ∧ F+($1 ∧ (X+(i+1) b) ∧ X+(n+2)x1)).
Now, we define formula ψ inc1 . Let w be a word and i ≥ 0 such that wi has a prefix of the form $1w1$1w2$1, where, for
k = 1, 2, wk = σkbk1 . . . bkn with σk ∈ Σ and bkj ∈ {0, 1} for 1 ≤ j ≤ n. Then, the requirement that NUM($1w1$1) <
Tower(n, 1) − 1 and NUM($1w2$1) = NUM($1w1$1) + 1 is equivalent to the following: there is 1 ≤ i ≤ n such that (1)
b1i = 0 and b2i = 1, (2) for each 1 ≤ j ≤ i − 1, b1j = 1 and b2j = 0, and (3) for each i + 1 ≤ j ≤ n, b2j = b1j . Thus, ψ inc1 is
defined as follows:
ψ inc1 :=
n∨
i=1
([ i−1∧
j=1
X+(j+1) (1 ∧ X+(n+2)0)
]
∧ [X+(i+1) (0 ∧ X+(n+2)1)] ∧
[ n∧
j=i+1
∨
b∈{0,1}
X+(j+1) (b ∧ X+(n+2)b)
])
.
Induction step: let h ≥ 1.
Definition of formula ψblh+1.
ψblh+1 := ψhh+1 ∧ ψ firsth+1 ∧ ψ lasth+1 ∧ ψnexth+1 , where
• ψhh+1 is an HLh−12 (↓) formula using ψblh and requiring that, for the current position i of the given word w, there is j ≥ i
such thatw[i, j] = $h+1σ$hw1$h . . . $hwp$h$h+1, where σ ∈ {0, 1} ∪Σ and, for each 0 ≤ i ≤ p, $hwi$h is an (h, n)-code;
• ψ firsth+1 and ψ lasth+1 are PLTL formulas: the first one requires that NUM($hw1$h) = 0, and the second one requires that
NUM($hwp$h) = Tower(n, h)− 1;
• ψnexth+1 is an HLh−12 (↓) formula which uses ψ inch and requires that, for each i < p, NUM($hwi$h) < Tower(n, h) − 1 and
NUM($hwi+1$h) = NUM($hwi$h)+ 1.
ψhh+1 := $h+1 ∧ X+
( ∨
σ∈Σ∪{0,1}
σ
)
∧ (X+2$h) ∧ (X+3¬$h+1) ∧ X+2
([
($h → (ψblh ∧ X+(0 ∨ 1)))
∧¬$h+1
]
U +
[
$h ∧ X+$h+1
])
if h > 1, then ψ firsth+1 := X+3(((($h−1 ∧ X+¬$h)→ X+0) ∧ ¬$h)U +$h);
if h = 1, then ψ firsth+1 := X+3(
∧n
i=1 X+i0)
ψ lasth+1 := X+(¬$h+1 U +{$h ∧ X+2((θh+1 ∧ ¬$h)U +($h ∧ X+$h+1))})
where θh+1 := ($h−1 ∧ X+¬$h)→ X+1 if h > 1, and θh+1 := 1 otherwise.
ψnexth+1 := X+
([
($h → ψ inch ) ∧ ¬$h+1
]
U +
[
$h ∧ X+(¬$h U +($h ∧ X+$h+1))
])
.
Definition of formula ψ=h+1.
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Case Parity(h+ 1) = 1
ψ=h+1 := X+
[{(
$h →
∨
b∈{0,1}
↓ xParity(h). ξ ′h+1(b)
)
∧ ¬$h+1
}
U + ($h ∧ X+$h+1)
]
ξ ′h+1(b) := (X+b) ∧ F+
[
xParity(h+1) ∧ X−{¬$h+1 U − ($h ∧ X+(b ∧ (¬$h U +($h ∧ ψ=h ))))}
]
.
Case Parity(h+ 1) = 2
ψ=h+1 := X−
[{
($h →
∨
b∈{0,1}
↓ xParity(h). ξ ′h+1(b)) ∧ ¬$h+1
}
U − ($h ∧ X−2$h+1)
]
ξ ′h+1(b) := X−(¬$h U −($h ∧ X+b)) ∧ F−
[
xParity(h+1) ∧ X+(¬$h+1 U +($h ∧ ψ=h ∧ X+b))
]
.
Definition of formula ψ inch+1.
Let w be a word and i ≥ 0 such that wi has a prefix of the form $h+1w1$h+1w2$h+1, where $h+1w1$h+1 and $h+1w2$h+1
are (h + 1, n)-blocks. Then, the requirement that NUM($h+1w1$h+1) < Tower(n, h + 1) − 1 and NUM($h+1w2$h+1) =
NUM($h+1w1$h+1)+ 1 is equivalent to the following requirement:
• there is an (h, n)-subblock bl of $h+1w1$h+1 such that, denoting by bl′ the (h, n)-subblock of $h+1w2$h+1 having the same
block-number as bl, we have the following: (1) the block-content of bl is 0 and the block-content of each (h, n)-subblock
blp of $h+1w1$h+1 that precedes bl is 1, (2) the block-content of bl′ is 1 and the block-content of each (h, n)-subblock bl′p
of $h+1w2$h+1 that precedes bl′ is 0, and (3) each (h, n)-subblock bls of $h+1w1$h+1 that follows bl has the same block-
content as the (h, n)-subblock bl′s of $h+1w2$h+1 having the same block-number as bls.
Thus, formula ψ inch+1 uses ψ
=
h and is defined as follows.
Case Parity(h) = 2
ψ inch+1 := X+
[ {
($h → ↓ xParity(h).ξh+1(1, 0)) ∧ ¬$h+1
}
U +
{
$h ∧ (↓ xParity(h).ξh+1(0, 1))
∧X+
(
(($h →
∨
b∈{0,1}
↓ xParity(h).ξh+1(b, b)) ∧ ¬$h+1)U +($h ∧ X+$h+1)
)}]
where ξh+1(b, b′) := (X+ b) ∧ F+
(
$h ∧ ψ=h ∧ X−(¬$h U −($h ∧ X+b′))
∧{¬$h+1 U −($h+1 ∧ X−(¬$h+1 U − xParity(h)))}
)
.
Case Parity(h) = 1
ψ inch+1 := X+(¬$h+1 U + ($h+1 ∧ X+(¬$h+1 U +($h+1 ∧ X−ρh+1))))
ρh+1 :=
{
($h →
∨
b∈{0,1}
↓ xParity(h).ξh+1(b, b)) ∧ ¬$h+1
}
U −
{
$h ∧ (X−2¬$h+1)
∧(↓ xParity(h).ξh+1(0, 1)) ∧ X−((($h → ↓ xParity(h).ξh+1(1, 0)) ∧ ¬$h+1)U −X−2$h+1)
}
where ξh+1(b, b′) := X−(¬$h U −($h ∧ X+ b′)) ∧ {¬$h+1 U − ($h+1 ∧ X−(¬$h+1 U −($h ∧ X+ b ∧ ψ=h )))}.
By construction, it follows that the sizes ofψblh ,ψ
inc
h , andψ
=
h are bounded by O(n
3 · h · |Σ |), d↓(ψ inch ) = d↓(ψ=h ) = h− 1
and d↓(ψblh+1) = h− 1. Finally, the construction of formula ψ confh is analogous to that given for ψblh+1. 
Now, we can establish the lower bounds for the considered decision problems.
Theorem 6 (Lower Bounds). For each h ≥ 1, the satisfiability and model checking problems for HLh2(↓) are both h-Expspace-
hard.
Proof. Fix h ≥ 1. First, we consider the satisfiability problem for HLh2(↓). Let M = 〈A,Q , q0, δ, F〉 be an exp[h]-space
bounded TuringMachine (TM, for short)without halting configurations over the input alphabetA, and let c ≥ 1 be a constant
such that, for each α ∈ A∗, the space needed byM on input α is bounded by Tower(|α|c, h). Given α ∈ A∗, we construct an
HLh2(↓) formula ϕM,α of size polynomial in n = |α|c and in the size ofM, such thatM accepts α iff ϕM,α is satisfiable.
Note that any reachable configuration ofM over α can be seen as a word α1 · (q, a) · α2 in A∗ · (Q × A) · A∗ of length
Tower(n, h), where α1 · a · α2 denotes the tape content, q the current state, and the reading head is at position |α1| + 1.
If α = a1 . . . ar (where r = |α|), then the initial configuration is given by (q0, a1)a2 . . . ar ## . . .#︸ ︷︷ ︸
Tower(n,h)−r
, where # is the blank
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symbol. Let C = u1 . . . uTower(n,h) be a TM configuration. For 1 ≤ i ≤ Tower(n, h), the value u′i of the ith cell of the M-
successor of C is completely determined by the values ui−1, ui and ui+1 (taking ui+1 for i = Tower(n, h) and ui−1 for i = 1 to
be some special symbol). Let nextM(ui−1, ui, ui+1) be our expectation for u′i (this function can be trivially obtained from the
transition function δ ofM).
Let Σ = A ∪ (Q × A). The code code(C) of a TM configuration C = u1 . . . uTower(n,h) is the (h, n)-configuration over Σ
obtained from C by replacing each letter ui in C with the (h, n)-block whose block-content is ui and whose block-number is
i − 1. Thus, the (h, n)-block associated with ui is used to encode both the content ui of the ith cell of the TM configuration
C and the location (the block-number i − 1) on the TM tape. Formally, code(C) is the (h, n)-configuration over Σ given by
$h+1$hw1$h . . . $hwTower(n,h)$h$h+1, where, for each 1 ≤ i ≤ Tower(n, h), CON($hwi$h) = ui. A non-empty finite sequence of
TM configurations℘ = C0C1 . . . Cm is encoded by the infiniteword overΣ ∪ {0, 1, acc, $1, . . . , $h+1}, called a sequence-code,
given by w℘ = $h+1wC0$h+1 . . . $h+1wCm$h+1(acc)ω , where, for each 0 ≤ i ≤ m, $h+1wCi$h+1 is the code of configuration
Ci. The sequence-code w℘ is good iff C0 is the initial TM configuration over α, Cm is an accepting TM configuration (i.e., the
associated state is in F ), and ℘ is faithful to the evolution ofM. Thus,M accepts α iff there is a good sequence-code.
Now, we build an HL2(↓) formula ϕM,α overΣh+1 = Σ ∪ {0, 1, acc, $1, . . . $h+1} which is (initially) satisfied by a word
w overΣh+1 iff w is a good sequence-code. Hence,M accepts α iff ϕM,α is satisfiable. Formula ϕM,α uses the formulas ψ=h,n
and ψ confh,n of Proposition 2 (for fixedΣ), and is given by
ϕM,α = ϕSC ∧ ϕfirst ∧ ϕacc ∧ ϕδ
where (1) ϕSC uses ψ
conf
h and checks that the given word is a sequence-code of some sequence of TM configurations
℘ = C0, . . . , Cm, (2) ϕfirst is a PLTL formula checking that C0 is the initial configuration, (3) ϕacc is a PLTL formula checking
that Cm is an accepting configuration, and (4)ϕδ usesψ=h and checks that℘ is faithful to the evolution ofM. The construction
of ϕfirst and ϕacc is simple. Thus, we focus on ϕSC and ϕδ .
ϕSC = $h+1 ∧ (X+¬acc) ∧ (($h+1 → ψ confh,n ) U + ($h+1 ∧ G+X+ acc))
(recall that (w, i, j1, j2) |= ψ confh,n iffwi has a prefix that is an (h, n)-configuration overΣ).
Finally, we define formula ϕδ , which uses the open formula ψ=h,n. Here, we assume that Parity(h) = 1 (the other case
being similar). Recall that, if Parity(h) = 1, then for each subword w[i, j] of the given word w and m ≥ 0 such that
w[i, j] = bl · w′ · bl′, where bl and bl′ are (h, n)-blocks, it holds that (w, i, j,m) |= ψ=h,n iff NUM(bl) = NUM(bl′).
For a sequence-code w, we have to require that, for each subword $h+1w1$h+1w2$h+1, where $h+1w1$h+1 and $h+1w2$h+1
encode two TM configurations C1 and C2, C2 is the TM successor of C1, i.e., for each (h, n)-block bl′ of $h+1w2$h+1, the block-
content u′ of bl′ satisfies u′ = nextM(up, u, us), where u is the block-content of the (h, n)-block bl of $h+1w1$h+1 having the
same block-number as bl′, and up (resp., us) is the block-content of the (h, n)-block of $h+1w1$h+1 – if any – that precedes
(resp., follows) bl. We define only the formula which encodes the case in which bl′ is a non-extremal (h, n)-block. The
other cases can be handled similarly. Such a formula is defined as follows, where, for u′ ∈ Σ , H(u′) is the set of triples
(up, u, us) ∈ [Σ]3 such that u′ = nextM(up, u, us):∧
u′∈Σ
G+
({
u′ ∧ (¬$h U +($h ∧ X+¬$h+1)) ∧ (¬X−2$h+1) ∧ F−($h+1 ∧ X−>)
}
−→
{
¬$h U +
(
$h ∧
∨
(up,u,us)∈H(u′)
↓ x1. ψup,u,usδ
)})
where ψup,u,usδ is given by
ψ
up,u,us
δ := F−
(
up ∧
{¬$h U +($h ∧ ψ=h ∧ X+(u ∧ (¬$h U + ($h ∧ X+ us))))}
∧{¬$h+1 U + ($h+1 ∧ X+(¬$h+1 U +x1))}).
By Proposition 2, it follows thatϕM,α is anHLh2(↓) formula of size polynomial in the size ofα andM. Thus, the satisfiability
of HLh2(↓) is h-Expspace-hard.
Note that, since HLh2(↓) is closed under negation, h-Expspace-hardness of its satisfiability problem implies h-Expspace-
hardness of its validity problem. Since validity is easily linearly reducible to model-checking [5], we obtain that model
checking for HLh2(↓) is h-Expspace-hard too. 
Since satisfiability and validity of HL1(↓) are Expspace-hard [16], and validity is linearly reducible tomodel-checking [5],
by Theorems 5 and 6, we obtain the following corollary.
Corollary 3. Satisfiability and model checking of HL1 are Expspace-complete. Moreover, for all h ≥ 1 and k ≥ 2, satisfiability
and model checking of HLh and HLh(↓), and the fragments HLhk and HLhk(↓), are h-Expspace-complete.
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Remark 2. Recall that we have defined the size of an HL formula as the number of distinct subformulas occurring in it. This
corresponds to encoding an HL formula as a term graph rather than a tree (where distinct occurrences of a same subformula
are encoded separately). However, note that the lower bounds in Theorem 6 continue to hold (hence, Corollary 3 continues
to hold) even if an HL formula is encoded as a tree.
4. Succinctness issues
In this section, we show that, for all h > k ≥ 0, there is a succinctness gap between HLh and HLk of exponential height
equal to h−k. Actually, we show a stronger result: for each h ≥ 1, there is a family of HLh2(↓) formulas (ϕh,n)n≥1 over a finite
set of propositions depending on h such that, for each n ≥ 1, ϕh,n has size polynomial in n and each initially equivalent HLk
formula, for k < h, has size at leastΩ(Tower(n, h− k)).
We use the encoding defined in Section 3.3 and we make the same assumptions as at the beginning of Section 3.3 (see
Remark 1). For all n, h ≥ 1, a finite (h, n)-good wordw is a finite word over the alphabet {0, 1, $1, . . . , $h+1} having the form
w = $h+1w1$h+1 . . . $h+1wm$h+1 such thatm > 1, for each 1 ≤ i ≤ m, $h+1wi$h+1 is an (h+ 1, n)-code, and the following
holds:
Case Parity(h) = 1: there is 1 < i ≤ m s.t. NUM($h+1w1$h+1) = NUM($h+1wi$h+1);
Case Parity(h) = 2: there is 1 ≤ i < m s.t. NUM($h+1wi$h+1) = NUM($h+1wm$h+1).
An infinite (h, n)-good wordw is an infinite word of the formw · {#}ω such thatw is a finite (h, n)-good word.
Lemma 4. Let h ≥ 1. Then, for each n ≥ 1, there is an HLh2(↓) formula ψGOODh,n over {0, 1, $1, . . . , $h+1,#} of size O(n3) s.t.
L(ψGOODh,n ) is the set of infinite (h, n)-good words.
Proof. Fix h ≥ 1. By Proposition 2, for each n ≥ 1, one can construct two HLh−12 (↓) formulas ψblh+1,n and ψ=h,n over
Σh+1 = {0, 1, $1, . . . , $h+1} of sizes O(n3) such that, for each infinite wordw overΣh+1 and i ≥ 0, the following holds:
• for all j1, j2 ≥ 0, (w, i, j1, j2) |= ψblh+1,n iff wi has a prefix that is an (h+ 1, n)-code;• let j > i such thatw[i, j] = $hw1$hw′$hw2$h, where $hw1$h and $hw2$h are (h, n)-codes. Then, for eachm ≥ 0,
– Case Parity(h) = 1: (w, i, j,m) |= ψ=h,n iff NUM($hw1$h) = NUM($hw2$h);
– Case Parity(h) = 2: (w, j,m, i) |= ψ=h,n iff NUM($hw1$h) = NUM($hw2$h).
Thus,
ψGOODh,n := ψ Seqh,n ∧ ψCheckh,n
where ψ Seqh,n requires that the given word has the form $h+1w1$h+1 . . . $h+1wm$h+1(#)ω , where m ≥ 1 and, for each
1 ≤ i ≤ m, $h+1wi$h+1 is an (h+ 1, n)-code, and ψCheckh,n requires thatm ≥ 2 and the following holds:
• Parity(h) = 1: there is 1 < i ≤ m s.t. NUM($h+1w1$h+1) = NUM($h+1wi$h+1);• Parity(h) = 2: there is 1 ≤ i < m s.t. NUM($h+1wi$h+1) = NUM($h+1wm$h+1).
Thus, formulas ψ Seqh,n and ψ
Check
h,n are defined as follows:
ψ
Seq
h,n := $h+1 ∧ (X+¬#) ∧
(
($h+1 → ψblh+1,n) U + ($h+1 ∧ G+X+ #)
)
.
In order to define ψCheckh,n , we distinguish two cases:
Case Parity(h) = 1
ψCheckh,n := X+F+
(
$h+1 ∧ X+
[{
¬$h+1 ∧ (($h ∧ X−2¬$h+1)→
∨
b∈{0,1}
↓ xParity(h). ξh(b))
}
U + $h+1
])
ξh(b) := X−(¬$h U −($h ∧ X+b)) ∧ F−
[¬X−>∧ X+(¬$h+1 U +($h ∧ ψ=h,n ∧ X+b))].
Case Parity(h) = 2
ψCheckh,n := F+
(
$h+1 ∧ X+
[{
($h →
∨
b∈{0,1}
↓ xParity(h). ξh(b)) ∧ ¬$h+1
}
U + ($h ∧ X+$h+1)
])
ξh(b) := (X+b) ∧ F+
(
$h+1 ∧ X+F+
[
$h+1 ∧ (X+#) ∧ X−{¬$h+1 U − ($h ∧ X+(b ∧ (¬$h U +($h ∧ ψ=h,n))))}
])
. 
The next step in the proof of the succinctness gap between HLh and HLk, for any k < h, is given by the following result.
Lemma 5. For each n ≥ 1 and h ≥ 1, any Büchi NWA accepting the set of infinite (h, n)-good words needs at least
Tower(n, h+ 1) states.
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Proof. In [11] it is shown that, given a language L of finite words over an alphabet Σ , # /∈ Σ , and a Büchi NWA with k
states accepting L · #ω , one can construct an NWA over finite words accepting L with k states. Thus, it suffices to show
that, for each n ≥ 1 and h ≥ 1, any NWA over finite words accepting the set of finite (h, n)-good words needs at least
Tower(n, h+ 1) states. For this purpose, we use the following result from [9]: given an NWA over finite words with k states
accepting the language L, one can construct a deterministic complete finite-state automaton (DWA) with no more than 2k
states accepting the reverse Lrev of L (resp., the language L). Let Lh,n be the language of finite (h, n)-good words, and let
L̂h,n = Lh,n if Parity(h) = 2, and L̂h,n = (Lh,n)rev otherwise. Thus, in order to obtain the desired result, it suffices to show that
any DWA accepting L̂h,n needs at least Tower(n, h+ 2) states.
Fix a DWA ADh,n accepting L̂h,n. First, we observe that the number N of distinct (h + 1, n)-codes whose CON is 0 is exactly
N = Tower(n, h + 1). Let $h+1B1$h+1, . . . , $h+1BN$h+1 be a fixed ordering of such (h + 1, n)-codes. For every subset K
of {1, . . . ,N}, let wK be the finite word given by wK = D1 · D2 . . .DN · $h+1, where, for each i, Di is empty if i /∈ K , and
Di is defined as follows otherwise: Di = $h+1 · B̂i, where B̂i = Bi if Parity(h) = 2, and B̂i = (Bi)rev otherwise. Note
that there are 2N such words. Moreover, let us denote by qK the state assumed by ADh,n after having read the word wK
(recall that ADh,n is deterministic and complete). We claim that qK 6= qK ′ for K 6= K ′. Assume the contrary and derive a
contradiction. Let K , K ′ ⊆ {1, . . . ,N} such that K 6= K ′ and qK = qK ′ . Then, either there is j ∈ K such that j /∈ K ′,
or there is j ∈ K ′ such that j /∈ K . Let us consider the first case (the second case being symmetric). Now, we note that
wK · B̂j · $h+1 ∈ L̂h,n and wK ′ · B̂j · $h+1 /∈ L̂h,n. On the other hand, since qK = qK ′ and ADh,n is a DWA accepting L̂h,n, either
wK · B̂j · $h+1, wK ′ · B̂j · $h+1 ∈ L̂h,n, or wK · B̂j · $h+1, wK ′ · B̂j · $h+1 /∈ L̂h,n, which is a contradiction. Thus, the claim holds;
henceADh,n needs at least 2
N = Tower(n, h+ 2) states. 
For all n, h ≥ 1 and k < h, let ψGOODh,n be the HLh2(↓) formula of Lemma 4, and let ϕ be an equivalent HLk formula. By
Corollary 2, ϕ can be translated into an equivalent Büchi NWAAϕ of size O(Tower(|ϕ|, k+ 1)). By Lemma 5,Aϕ has at least
Tower(n, h+ 1) states; hence |ϕ| is at leastΩ(Tower(n, h− k)). Thus, we obtain the following result.
Theorem 7. For all h > k ≥ 0 and m ≥ 2, there is a succinctness gap between HLhm(↓) and HLk of exponential height h− k.
5. Conclusions
There are two interesting questions which have been left open in this paper. In the HLh2 formulas used in the proof of
h-Expspace-hardness, there is a strict nested alternation between the binder modalities ↓ x1 and ↓ x2. Since satisfiability of
HL1 is only Expspace-complete, we conjecture that the considered decision problems can be solved in space of exponential
height equal to the depth of the nested alternations of the binder modalities associated with distinct variables. Another
interesting question is to investigate the succinctness gap between HLk and HLk(↓) for each k ≥ 1.
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