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Telephony has developed substantially over the years, but the fundamental auditory model
of mixing all the audio from different sources together into a single monaural stream has not
changed since the telephone was first invented. Monaural audio is very difficult to follow in
a multiple-source situation such as a conference call.
Sound originating from a specific point in space will travel along a slightly different path to
each ear. Although we are not consciously aware of it, our brain processes these spatial cues
to help us to locate sounds in space. It is this spatial information that allows us to focus
our attention and listen to a single speaker in an environment where many different sources
may be active at the same time; a phenomenon known as the “cocktail party effect”. It is
possible to reproduce these spatial cues in a sound recording, using Head-Related Transfer
Functions (HRTFs) to allow a listener to experience localised audio, even when sound is
reproduced through a headset.
In this thesis, spatial audio is implemented in a telephony application as well as in a virtual
world. Experiments were conducted which demonstrated that spatial audio increases the in-
telligibility of speech in a multiple-source environment and aids active speaker identification.
Resource usage measurements show that these benefits are, however, not without a cost. In
conclusion, spatial audio was shown to be an improvement over the monaural audio model
traditionally implemented in telephony.
ii
Uittreksel
Telefonie het ansienlik ontwikkel oor die jare, maar die basiese ouditiewe model waarin die
klank van alle verskillende bronne bymekaar gemeng word na een enkelouditoriese stroom
het nie verander sedert die eerste telefoon gebou is nie. Enkelouditoriese klank is baie moeilik
om te volg in ’n meervoudigebron situasie, soos byvoorbeeld in ’n konferensie oproep.
Klank met oorsprong by ’n sekere punt in die ruimte sal ’n effens anderse pad na elke oor volg.
Selfs is ons nie aktief bewus hiervan nie, verwerk ons brein hierdie ruimtelike aanduidinge
om ons te help om klanke in die ruimte te vind. Dit is hierdie ruimtelike inligting wat ons
toelaat om ons aandag te vestig en te luister na ’n enkele spreker in ’n omgewing waar
baie verskillende bronne terselfdertyd aktief mag wees, ’n verskynsel wat bekend staan as
die “skemerkelkiepartytjieeffek”. Dit is moontlik om hierdie ruimtelike leidrade na ’n klank
te reproduseer met behulp van hoofverwandeoordragfunksies (HRTFs) en om daardeur ’n
luisteraar gelokaliseerde klank te laat ervaar, selfs wanneer die klank deur middel van oorfone
gespeel word.
In hierdie tesis word ruimtelike klank ge¨ımplementeer in ’n telefonieprogram, sowel as in
’n virtueleweˆreld. Eksperimente is uitgevoer wat getoon het dat ruimtelike klank die ver-
staanbaarheid van spraak in ’n meerderebronomgewing verhoog en help met aktiewe spreker
identifikasie. Hulpbrongebruiks metings toon aan dat hierdie voordele egter nie sonder ’n
koste kom nie. Ter afsluiting, dit is bewys dat ruimtelike klank ’n verbetering tewees gebring
het oor die enkelouditorieseklankmodel wat tradisioneel in telefonie gebruik het.
iii
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One day every major city in
America will have a telephone.
Alexander Graham Bell
Telecommunication has certainly come far from that era, with South Africa having 92.2 cel-
lular subscriptions for every 100 inhabitants in 2008 [128]. Although even when considering
highly advanced devices such as the Apple iPhone, the fundamental audio model behind
our modern voice-based telecommunication devices, of just mixing monaural audio signals
together, has not changed since Bell was granted the first telephone patent in 1876 [48].
1.1 Motivation
Humans are generally social creatures, desiring interaction and communication with other
individuals. Technology exists to augment our lives and one way in which it does this is by
facilitating communication and interaction with others.
The Internet, through giving each user a virtual presence, is not impeded by the physical
boundaries that normally limit human interaction. It is this virtual presence that makes
social networks as an example so popular, and as a result, a highly profitable business [42].
Social networks may augment the way in which we stay in contact with others, but the basic
communications model is no different from traditional means such as email and cellphone text
messages. Telephony is similar, the functionality of our communication devices continues to
improve, but the audio model remains unchanged, multiple audio streams are mixed together
into a single monaural stream that is presented to the user. A new communications model
is needed, one that is closer to how we communicate when in close physical proximity, while
still giving users a virtual presence. Possessing two ears means that we have stereophonic
hearing, which is wasted when we realise that our telephony systems are based upon a
monaural audio model. There is clearly a need for a telephony system that makes use of
stereophonic audio in some manner.
Sound is a vibration that propagates through a medium – be it a gas, liquid or solid [67].
Physically sound exists in a four-dimensional domain – each point in both time and space
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has an intensity value assigned to it. Sound originating from a specific point in space will
travel a slightly different path to each ear. Even though we are not consciously aware of it,
our brain processes these spatial cues to help us to locate sounds in space [35]. It is this
spatial information that allows us to focus our attention and listen to a single speaker in an
environment where many different sources may be active at the same time; this is known
as the “cocktail party effect” [41]. It is possible to reproduce these spatial cues in a sound
recording using techniques such as the HRTF [55] and binaural recording [76, 59, 108, 25, 23]
to allow a listener to experience localised audio, even when sound is reproduced through a
headset.
Although the use of spatial audio is in relatively widespread use in the entertainment
sector for example, surround sound in movies and computer games, it is not a common
feature in telephony. Modern telephony generally makes use of the basic monaural audio
model of just mixing the audio streams of different participants in a conference call together,
thus discarding the spatial information [93]. Making use of a person’s ability to separate
sound based on perceived spatial location allows one to better communicate information than
possible with traditional means [46]. Knowing who is currently speaking in a conference call
can be important for a user. During a contract negotiation or job interview one would
answer a questions differently depending on who is asking them, for example, one would
answer a question asked by the lead developer differently than one asked by a member of
human resources. People who do not regularly participate in conference calls might need
assistance in identifying the active speaker. Although methods exist to determine the active
speaker in a conference call from the data packets [61] and visually display this to the
user, any method using monaural audio will not aid in situations where more than one
speaker is active. Multiple microphone beamforming techniques can amplify the voice of
the active speaker [38], but only work when the speakers are in the same locale and would
not work well with multiple active speakers. In this work, we detail the design of a Voice
over Internet Protocol (VoIP) system that utilises spatial audio and conduct experiments
to demonstrate its effectiveness in assisting a user in speaker identification and to improve
speech intelligibility.
1.2 Objectives
The broad purpose of the research is an investigation into possible uses of spatial audio in
modern forms of electronic communication. The following are the primary objectives of the
research:
• Do a background study on the psychoacoustics of spatial hearing.
• Study the mechanism by which spatial audio can benefit electronic communication.
• Study the existing means by which spatial audio is used in entertainment and commu-
nication.
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• Develop and implement a prototype spatial audio communications system.
• Perform human-subject experiments to determine the validity of the hypotheses.
• Evaluate spatial audio implementation.
1.3 System Specifications
Potential benefits aside, any practical application will need to work within the bounds of
certain constraints and limitations for it to be adopted by the public. A system with massive
bandwidth or processing power requirements will not likely be successful.
1.3.1 Cost
A more expensive system is typically more difficult to sell to the public. Spatialisation that
can be completely implemented in software, like HRTF and stereo panning, would have a
great advantage here over a technology such as wave field synthesis, or even surround sound,
due to the hardware costs involved.
1.3.2 Network Bandwidth
While bandwidth and broadband penetration levels are high in developed nations [29], de-
veloping nations like South Africa, the context for this project, are still severely lacking. In
2008, South Africa had a broadband penetration of only 10.5%. This is in part due to the
high cost of broadband in South Africa which is 286% more expensive than a comparable
offering in Egypt [28].
A VoIP call using the G.711 Pulse-Code Modulation (PCM) codec with a bit rate of
64 kbps requires a bandwidth of approximately 87.2 kbps per channel, for a total of 174
kbps for each call. With mobile broadband from Vodacom on a pay-as-you-use option of
R2/MB [30] this translates to R153.28 per hour of VoIP usage. Therefore for spatial audio
voice communications to succeed in such a climate it is absolutely necessary that additional
bandwidth requirements are kept to a minimum.
1.3.3 Processing Power
Processing power considerations are important if the application is to be ported to a device
with limited resources, such as a cellular phone. If this is to be done, some form of server-
based approach will need to be taken.
1.3.4 Architecture
The system needs to be able to fit into existing VoIP architectures in order to be useful.
Requiring a completely different architecture would greatly inhibit mass adoption of the
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system. It would be beneficial to ensure that the system is compatible with a common VoIP
protocol such as Session Initiation Protocol (SIP) for example.
1.4 Overview
A discussion of the literature that was studied for the purposes of this research is given in
Chapter 2 on page 5.
Some practical applications of spatial audio are given in Chapter 3 on page 30, with
more detail being given about a speech-based chat room and a more ambitious auditory
environment.
Some theoretical work was required before beginning the design of the prototype appli-
cation and this is given in Chapter 4 on page 36.
Chapter 5 on page 50 details the design and implementation of a proof-of-concept spatial
audio VoIP application. The application is then intergrated into the virtual world Second
Life.
The benefit and potential cost of spatial audio is evaluated by a series of practical exper-
iments performed in Chapter 6 on page 71.
Finally, the research is concluded in Chapter 7 on page 106.
Chapter 2
Background
This chapter gives a summary of the literature necessary for successful completion of the
project. The sound localisation ability of the auditory system gives us spatial hearing and
is briefly discussed in Section 2.1 on page 5. Section 2.2 on page 6 gives an overview of
past spatial hearing research and is followed by Section 2.3 on page 9 going into more detail
about the psychoacoustics behind spatial hearing. Techniques by which spatial audio can be
generated and presented to listeners are discussed in Section 2.4 on page 11. Some existing
implementations of spatial audio are reviewed in Section 2.5 on page 16. The choice of audio
transmission architecture is a large factor in the design of a telephony application and is
discussed in Section 2.6 on page 17. The possible effect that bandlimiting the incoming
audio signal can have on the integrity of spatial audio is discussed in Section 2.7 on page
19. Section 2.8 on page 22 gives an overview of some acoustic theory that will be required
for the project. A further proof-of-concept application that was considered in Section 2.9 on
page 27 is the integration of spatial audio in a virtual world environment. For this virtual
world implementation, the avatar rotations will need to be converted into an Euler sequence
using the quaternion transformations given in Section 2.10 on page 28. At summary of the
chapter is given in Section 2.11 on page 29.
2.1 Sound Localisation
The ability of a listener to determine the range and direction of a sound is known as sound
localisation. Sound localisation is the basis of the mechanism by which spatial hearing works.
If a sound source is not directly to the front of a listener then the sound will follow a
different path to each ear, with one path being longer. The sound travelling to the further
ear will be delayed more than the sound travelling to the closer ear resulting in a Interaural
Time Difference (ITD), which can range between 0 µs for a source on the median plane
and 650 µs for a source directly to one side [35, 47]. This longer propagation distance and
shadowing by the head and torso will also attenuate the sound travelling to the further ear
more, causing a Interaural Level Difference (ILD). The brain uses these binaural cues to
locate sounds in space. Diffraction around the head reduces shadowing for low frequencies,
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making the ILD frequency dependent which provides the brain with more localisation cues.
The spectral content of the sound reaching the eardrum is further changed by resonance
and reflections due to the shape of the pinna (the visible part of the outer ear) depending
on the angle of incidence [119]. Localisation accuracy is dependent on the spectral content
of the sound source, which means that a sinusoid is much more difficult to locate than a
broadband source such as noise [53]. The combination of the ITD, ILD and acoustic filtering
effect caused by the pinnae, head and torso is what gives us our ability to locate sounds in
space [89, 67].
2.2 Spatial Hearing Research
In 1953 Cherry first formulated the “cocktail party” effect as, “how do we recognise what
one person is saying when others are speaking at the same time?” [58]. Research by Cherry
showed that listeners are able to focus on sounds presented to one ear and ignore sounds
presented to the other. Since then this phenomenon has been the subject of many studies
[54]. Results from a few of these studies will be discussed below.
2.2.1 Hearing in Multiple Source Environments
Research has shown that spatial hearing is important for understanding a speaker in a
multiple speaker environment because a listener can pay attention to sound originating from
a specific direction while ignoring sound from all others [122]. The human hearing system
easily suppress audio coming from a specific interfering azimuth while concentrating on
another [114].
Hawley et al. performed an experiment with twelve subjects measuring the intelligibility
rates of speech in the presence of masking speech presented binaurally and monaurally
to both the subject’s better and poorer ear, as a function of the number of maskers and
positional separation between target and maskers [79]. They found higher performance with
binaural presentation, as opposed to either monaural presentation method and that the
binaural presentation offers a greater increase in intelligibility when increasing separation.
A summary of their results is shown in Figure 2.1.
A study by Drullman and Bronkhorst shows an increase in speech intelligibility of three-
dimensional audio over monaural or binaural audio in a situation with multiple active speak-
ers [66]. The binaural presentation mode divided the speakers between the subject’s two ears.
The intelligibility rates for word and sentence targets is shown in Figure 2.2. It can clearly be
seen that using HRTFs greatly increases a listener’s ability to follow a target speaker in the
presence of maskers. Generalised HRTFs are found to offer similar benefits as individualised
ones.
If a listener has prior information on the expected spatial position of the target then
performance increases [95]. This could be explained by the beamforming ability of the
auditory system that focuses attention to a particular azimuth.
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(a)
(b)
Figure 2.1: Intelligibility as a function of masker number and configuration (data from
[79]).
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(a) Words
(b) Sentences
Figure 2.2: Intelligibility of multiple speaker speech (reproduced from [66]).
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2.2.2 Hearing in Noise
Patients with normal hearing in one ear and impaired hearing in the other, a condition known
as unilateral hearing loss or single-sided deafness, have difficulty understanding speech in the
presence of background noise [120]. Somewhat of a parallel can be drawn between single-sided
deafness and the current monaural audio model used in modern voice telecommunication,
neither provides any spatial separation between sound sources which can lower intelligibility
in situations with more than one active sound source.
2.2.3 Locating Sound Sources
A flight simulator experiment conducted by Veltman et al. [129] showed that three-dimensional
audio support increased performance of tasks that required information from a head-down
display (HDD).
2.3 Psychoacoustics
Psychoacoustics is the study of the subjective perception of sound, while acoustics is the
study of the physical properties of sound. A psychoacoustic study is important for research
on spatial audio as it can further illuminate the mechanism in which spatial hearing works.
Psychoacoustics can be used to play “tricks” on the auditory system and can create fake
spatial separation between different sounds.
The human brain is easily fooled by “auditory illusions” and the perception of sound is
highly subjective. If tones at 1000 Hz, 1200 Hz and 1400 Hz are heard together, then a
pitch of 200 Hz is perceived to be heard because the brain misinterprets the tones as the
5th, 6th and 7th harmonics of a fundamental of 200 Hz [67]. Another auditory illusion
is the Shepard tone [121], a series of ascending tones separated by octaves. The sound is
perceived to continually rise in pitch indefinitely. Lossy audio compression codecs like MP3
use psychoacoustics with a model of the human auditory system to determine which parts
of the spectrum will be masked and then to let quantisation noise rise in those segments,
significantly reducing the data rate [67].
2.3.1 Simulating Source Direction via the Precedence Effect
The precedence effect is an auditory phenomenon that occurs when the same sound is heard
from two different directions, with a slight time delay between them, which causes a phantom
sound image to be heard close to the earlier source [119]. Sounds arriving within 50 ms of
each other tend to be perceptually fused together and are not heard as separate sounds.
Freyman et al. performed an experiment to determine how important the type of spatial
separation is on our ability to locate sounds in space [71]. They used the precedence effect
to give the impression that the target source and masker were separated in space. The
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sources were presented to a listener using two loadspeakers. A relative time delay of 4 ms
between the signals presented to the two loudspeakers shifted the perceived location of the
sound sources so that both either appeared to come from the front or the target from the
front and the masker from the right. This perceptual spatial separation was compared to
conventional spatial separation, where the target came from the front and the masker from
the right for both a speech-spectrum noise interferer and a speech interferer. In the case
of noise interference, the conventional spatial separation provided increased speech intelligi-
bility whereas the perceptual separation provided a negligible advantage. Both approaches
provided an increase in speech intelligibility for the speech interference case, although the
conventional approach afforded a greater advantage than the perceptual one. From these
results it is clear that merely exploiting the precedence effect to give the impression of spatial
separation is not as effective as true spatial separation of sound sources and highlights the
need for spatialisation algorithms that go further than merely introducing a time difference
between the loudspeakers.
2.3.2 Type of Masking
When speech is in the presence of background noise, two types of masking occur—“energetic”
and “informational” [39]. Energetic or peripheral masking occurs because all or part of the
masker energy falling in the same frequency bands as that of the target signal, the overlap-
ping of the masker and signal spectra results in decreased performance from the auditory
system, specifically the cochlea which is thought to function as a series of auditory filters,
the frequency to place mapping of which is described by the Greenwood function [74]. In-
formational masking occurs in the absence of this spectral overlap and is thought to result
from the fusing of the target signal with the masker or due to uncertainty in the stimulus.
Arbogast et al. [39] conducted an investigation into the effect of spatial separation of sources
on the different types of masking. The target signal was at 0◦ azimuth and the masker was
either 90◦ to the right or at the same location as the target. Sentences were filtered into
15 frequency bands by a modified cochlear-implant simulation program and pure tones at
the centre frequencies of each band were modulated by the envelope of each band to create
a preprocessed signal sentence. The target signal was created by summing eight of these
frequency bands, randomly selected. A different-band sentence masker, which would result
in primarily informational masking, was generated by summing six of the remaining seven
frequency bands, randomly selected. A different-band noise masker was generated by con-
volving the different-band sentence masker with Gaussian noise. A same-band noise masker
was generated by convolving the sum of the same eight bands used for the target signal
with Gaussian noise. Both noise maskers had no intelligibility in speech and contributed
little to informational masking. The advantage due to spatial separation for the different-
band sentence masker (primarily informational masking) averaged 18 dB, the different-band
noise masker (minimal energetic and informational masking) 4 dB and the same-band noise
masker (mainly energetic masking) 7 dB. The main conclusion that Arbogast et al. drew
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from this investigation is that spatial separation of sources leads to a greater advantage for
informational masking than for energetic masking. We can conclude from this that spatial
separation would be of a great benefit to persons in conference calls wanting to follow the
speech of multiple participants, a situation resulting in mainly informational masking.
2.3.3 Effect of Spatial Configuration
The effect of positional configuration always makes a larger difference than adding or re-
moving a single competing speaker [79]. This means that the loss in speech intelligibility
resulting from adding another speaker to a conference call can be made up by changing the
positional configuration to one more favourable for the number of sources. The intelligibil-
ity of a conference call with any number of speakers can therefore be maximised by taking
advantage of this.
2.4 Spatial Audio Rendering Techniques
We define spatialisation as giving an auditory source actual or perceived direction through
either physical or psychoacoustic measures. A number of ways exist to present spatial or
audio that has perceived direction to a listener. Some use multiple sources to create positional
audio and other use psychoacoustics to “trick” the listener into believing that the sound
comes from the apparent direction. A few of these techniques will be discussed in this
section.
2.4.1 Surround Sound
The surround sound technique uses multiple loudspeakers to encircle the listener [83, 119].
Sound sources are panned between the different loudspeakers to give it direction. Many
different arrangements exist, for example, 5.1 surround sound which has a left, centre, right,
left surround, right surround and low frequency effects channels. The sound images are only
perceived correctly in a small area; this limited “sweet spot” means that the effect is not
accurate for a large or moving audience.
2.4.2 Binaural Recording
Binaural recording is a method in which a high-fidelity microphone is placed inside each ear
canal of a human subject or dummy model [76, 59, 108, 25, 23]. The resulting stereo recording
then incorporates the binaural filtering effects of the subject’s pinnae, head and torso and
reproduces the sound pressures exactly as they are at the subject’s eardrums. If the recording
is played back to a listener through stereo headphones they will experience the recording
as if they heard it in person. Localisation is influenced by the degree of similarity between
the anthropometric measurements of the listener and subject used to make the recording.
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Figure 2.3: Wave field synthesis (reproduced from [113]).
Binaural recording complicates the recording of samples and the technique cannot be used
to create localised audio after the fact. Binaural recording is best suited for playback over
headphones, they do not sound very good when played on loudspeakers without additional
signal processing [119].
2.4.3 Wave Field Synthesis
Wave field synthesis is based on the Huygens’ principle [49], which states that a wave front
can be considered the superposition of elementary spherical waves, and is quantified by
the Kirchhoff-Helmholtz integral [136]. Wave field synthesis creates the wave field of a
virtual acoustic source by superposition of elementary waves from a large loudspeaker array
[50, 126, 113] as shown in Figure 2.3. Sound reproduction is excellent, but this method
is expensive to implement due to the high number of required loudspeakers and careful
calibration, which is dependent on listening room acoustics.
2.4.4 HRTFs
As discussed in Section 2.1 on page 5, the spectral filtering resulting from the different paths
that a sound source from an arbitrary point in space travels to reach each ear provide cues
that aid a listener in locating the sound source. This spectral filtering can be expressed by






Figure 2.4: HRTFs express the spectral filtering due to the different path travelled by the
sound from a source to each ear.
HRTFs as shown in Figure 2.4. Strictly speaking, the term HRTF refers to the frequency-
domain function and Head-Related Impulse Response (HRIR) the time-domain function
thereof, but most literature will speak just of an HRTF, the domain implied in the context.
We will also use the term HRTF to refer to both the time-domain and frequency-domain
functions. HRTFs can be measured, and such databases [7, 36, 72, 22] can be used to give
sound the perception of direction by convolving a monaural audio source x(t) with an HRTF
pair giving outputs
xL(t) = x(t) ? hL(t) (2.1)
and
xR(t) = x(t) ? hR(t), (2.2)
with hL(t) and hR(t) being the HRTFs for the left and right ear respectively. Output
signals xL(t) and xR(t) are respectively the sound heard by the left and right ear. The
HRTFs of every person are unique and the brain undergoes a constant calibration process
to ensure accurate sound localisation [82]. Research has shown that generalised HRTFs
provide localisation comparable to that of free-field sources for approximately 75% of subjects
[135], with the remainder having difficulty discriminating elevation. Localisation accuracy
is expected to improve with training or when individualising the HRTFs [137, 138].
Figure 2.5 shows the time truncated HRTF pair for an azimuth of 30◦ and clearly shows
that the initial wavefront reaches the right ear first, due to it being closer to the source than
the left ear. The greater distance also means that the audio heard at the left ear experiences
greater distance attenuation. Figure 2.6 shows a mesh plot of HRTFs for the right ear on
the horizontal plane.
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Figure 2.5: HRTF pair for azimuth=30◦.
Figure 2.6: Right ear HRTF on the horizontal plane (reproduced from [1]).
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Table 2.1: Measurement points for the KEMAR HRTF database (reproduced from [72]).















Virtual surround sound can be created with two or three loudspeakers by using HRTFs
to create “virtual” surround loudspeakers [119]. The end result is reasonable at best, with
most systems providing poor reproduction due to heavy timbral modification. Timbre is the
“shape” of a sound, a dumping ground for any qualities not normally attributed to loudness
or pitch.
Sources of HRTFs
Measuring HRTFs is a complex task [7, 72] and it is simpler to just make use of one of many
freely available HRTF databases. A few of these will now be discussed.
KEMAR HRTF Database
The Knowles Electronic Manikin for Acoustic Research (KEMAR) database is a set of HRTF
measurements from a KEMAR dummy head done by Bill Gardner and Keith Martin at the
MIT Media Laboratory [72]. The HRIRs are 512 samples long, sampled at a temporal rate
of 44.1 kHz and quantised to 16 bits. Table 2.1 shows the measurement points.
Listen HRTF Database
The Listen database is the result of HRIR measuring sessions done by Ircam and AKG as a
part of the greater Listen project [7]. The database has measurements for 51 subjects. The
measured impulse responses are 8192 points long, sampled at 44.1 kHz and quantised to 24
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Table 2.2: Measurement points for the Listen HRTF database (reproduced from [7]).











bits. Equalisation and post processing, which includes removal of the propagation delay, is
done on the measured impulse responses giving HRIRs that are 512 points long. The HRIRs
are not measured in equal increments at all elevations; Table 2.2 shows the measurement
points. On the horizontal plane the HRIRs are measured in 15◦ increments. The azimuth is
measured clockwise, with 0◦ being the direction that the subject is facing and 90◦ directly
to the right. The loudspeakers are positioned 1.95 m from the subject. The elevation is
measured with 0◦ being in the direction that subject is facing and 90◦ directly above.
CIPIC HRTF Database
The CIPIC HRTF is a public domain database of HRTF measurements done at the Uni-
versity of California, Davis CIPIC (Centre for Image Processing and Integrated Computing)
Interface Laboratory [36]. The database has measurements for 45 subjects, 27 male, 16
female and the KEMAR with large and small pinnae. The HRIRs are 200 samples long,
sampled at a temporal rate of 44.1 kHz and quantised to 16 bits. Elevations were uniformly
sampled in 5.625◦ increments from −45◦ to 230.625◦. Azimuths were sampled at ±80◦,
±65◦, ±55◦ and in 5◦ increments from −45◦ to 45◦. The azimuths were chosen to obtain
approximately uniform density on the sphere, leading to spatial sampling at 1250 points.
2.5 Implementations of Spatial Audio
Encountering spatial audio is common in the entertainment sector with surround sound
loudspeaker systems prevalent in cinemas and home theatre set-ups as well as in computer
and console games [44]. Reproduction of surround sound on headphones is done using
psychoacoustics and HRTFs [21, 26].
DiamondWare offers a positional audio solution for software developers [3], but this is a
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Figure 2.7: NTT DOCOMO Spatial Audio Transmission (reproduced from [112]).
proprietary service and they do not provide technical information on how this is implemented.
DiamondWare provides the positional audio implementation found in the proprietary Second
Life voice communications system developed by Vivox.
Japanese mobile phone operator NTT DOCOMO has recently developed spatial au-
dio transmission technologies for use on their Pro HT-01A cellular handset, the Japanese
equivalent of the HTC Touch Pro [112]. The technology, as shown in Figure 2.7, employs an
approach that has the server only transmit the important auditory components of the speak-
ers’ voices to the client where the spatialisation is performed. This approach reduces the
bandwidth and processing load placed on the clients, but requires a server which increases
implementation costs.
Voiscape is a prototype spatial audio communications medium in development that at-
tempts to create virtual auditory spaces for people to communicate in [92, 93]. The first
prototype used a special sound card that implements HRTF spatialisation in a chip and the
second features a 3D voice server for spatialisation. The system has distance-attenuated,
directional audio. Evaluation of the system has been limited and experimentation is needed
to determine the value of spatial audio in the context of the application being developed.
OnLive Traveler is a voice communications system that uses stereo panning and distance
attenuation to create a virtual auditory environment [64]. Users navigate the environment
through a controllable avatar. The audio processing is handled by a central server.
2.6 Telephony Architecture
The prototype application will need to be developed on a platform that is used by a large
portion of the population and allows for processing of the raw audio signals. A software-
based system such as VoIP is a much better solution for rapid development than something
reliant on hardware like a Public Switched Telephone Network (PSTN) system.












Figure 2.8: SIP provides separation in media and signalling.
2.6.1 VoIP
VoIP is becoming increasingly common in modern telecommunication, in part due to its ease
of deployment and lower cost compared to traditional PSTN systems [99, 40]. The United
States Federal Communications Commission is currently in early preparation for switching
the old PSTN in the United States to a system based entirely on VoIP [68]. If a call is made
using a service like Skype that does not charge when calling within the VoIP network, then
the physical distance between the end-points does not affect the cost of the call. A call made
between two continents will cost the same as a call made within the same city and the only
cost is the Internet bandwidth used [19]. Using VoIP reduces infrastructure costs as both
data and voice communications utilise the same network [124].
2.6.2 SIP
A VoIP system can be implemented using a variety of protocols, each with its own advantages
and disadvantages. SIP will be discussed in the remainder of this section.
SIP [118] is a signalling protocol for handling the creation and termination of multime-
dia communication sessions. SIP differs from other more traditional telecommunications
protocols in that it does not require the media to go through the server that initiated the
session, as shown in Figure 2.8. This separation of signalling and media and the fact that
the server only establishes a connection and leaves the clients to do the media streaming
on their own. This allows SIP to be used for novel applications not yet thought of when
the protocol was designed, such as including video or positional information for constructing
three-dimensional audio spaces. It also lowers costs as the server does not need to process
or route the media. A SIP VoIP network can be connected to a PSTN using a gateway that
maps the signalling and media transport protocols between the two domains [124], allowing
SIP to coexist with traditional telephony networks.
Figure 2.9 shows an example of the functioning of a SIP session [124]. When a SIP user
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Figure 2.9: Example SIP session (reproduced from [124]).
agent wishes to communicate with another client they send a request via a SIP proxy server.
The server serves to relay signalling between the two user agents. Once a session has been
established, the media flows directly between the clients in a peer-to-peer fashion using the
Real-time Transport Protocol (RTP). The protocol does not impose any restrictions on what
type of media is allowed, be it voice or video, or on which codecs are used. Upon completion
of communication the media session is torn down.
SIP calls can be initiated without a server if the SIP Uniform Resource Identifier (URI)
of the remote client is known as shown in Figure 2.10, signalling and media is handled using
a peer-to-peer approach. This approach is generally impractical as it necessitates knowing
the Internet Protocol (IP) address of the client to be called.
While SIP does not route any media through a server, a server is still required for the
initiation of sessions. Peer-to-peer SIP is an implementation of SIP using a peer-to-peer ar-
chitecture to provide a distributed VoIP communications system [123]. Peer-to-peer systems
are inherently scalable and, because of the lack of a single point of failure, reliable.
2.7 Effect of Bandwidth on Spatialisation
Any VoIP platform will enforce certain signal bandwidth constraints which could negatively
impact spatial audio.
The bandwidth of the source audio signals will have a greater effect on spatial than
monaural audio. In speech signals, the frequencies below 8 kHz are sufficient for accurate
speech recognition, but information essential to localisation is contained in natural speech
in the band above 8 kHz [51]. When the speech is bandlimited to 4 kHz, articulation
Chapter 2 — Background 20
Figure 2.10: Basic SIP session (reproduced from [124]).
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Figure 2.11: Averaged speech spectra, normalised for 70 dB overall level (reproduced from
data in [56]).
begins to suffer, and consonants are especially effected [70, 80]. The spatialisation accuracy
is affected by the bandwidth of the signal being spatialised; if the signal does not occupy
the full the bandwidth of the HRTF, then only sections of the spectral shaping will be
implemented. Results from a study on average long-term speech spectra by Byrne et al.
[56], summarised in Figure 2.11, shows that there is speech energy located in the 8-16 kHz
band (the study measured the spectra between 63 Hz and 16 kHz). As energy is contained
in the band above 8 kHz, it would seem that keeping this band would benefit spatialisation.
A Finite Impulse Response (FIR) filter performs spectral shaping [115] and cannot create
new frequency components. Filtering a signal bandlimited to 8 kHz with a filter bandlimited
to 16 kHz results in an output bandlimited to 8 kHz. King and Oldfield found that the
minimum bandwidth for accurate elevation and front-back discrimination is 0-13 kHz or 1-
16 kHz and that for high spatial resolution, a signal bandwidth of 0-16 kHz is necessary [96].
Best et al. compared localisation accuracy of a broadband corpus (300 Hz - 16 kHz) and the
same corpus low-pass filtered at 8 kHz and found that the filtered sound signals degraded
localisation performance [51]. From this it is clear that, if a spatial audio telecommunication
system is to be successful, a speech codec and system with a sampling rate of 32 kHz will
need to be used in order to achieve the 16 kHz signal bandwidth necessary for accurate
localisation.
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Figure 2.12: Distortion function g(·).
2.7.1 Bandwidth Expansion
The bandwidth of a signal with limited spectral content can be expanded by introducing
harmonics into the signal, increasing the effectiveness of the spatialisation process [62].
The bandwidth of an audio signal s(t) can be modified by passing it through a non-linear
system [91], giving a distorted output signal
d(t) = g[s(t)], (2.3)
where g(·) is some nonlinear function.
Let s(t) be a 440 Hz sinusoidal signal and g(s(t)) = tan−1(s(t)) as shown in Figure 2.12,
the distorted signal is then as shown in Figure 2.13. Figure 2.14 shows S(f) and D(f), the
frequency-domain representations of s(t) and d(t).
2.8 Acoustics
This section gives some underlying theory relating to acoustics that was required for the
project.
2.8.1 Reverberation
Reverberation was considered but ultimately not used in this project because of the extreme
computational cost and very accurate acoustics not being essential in a system where con-
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Figure 2.13: Distorted signal, d(t), compared to the undistorted signal, s(t).
Figure 2.14: Spectrum of a distorted signal, D(f), compared to that of the undistorted
signal, S(f).












Figure 2.15: Image method for calculating room reverberation. X represents the source, O
the listener and the solid box the original room (reproduced from [37]).
versation is the main focus. If more realism is required then reverberation will need to be
implemented. A discussion on reverberation is given in this section because it would likely
benefit future research work on spatial audio.
When a burst of sound is emitted in some environment, the intensity will slowly decay
as it bounces around its environment. This is called reverberation [67] and depends on the
acoustics of the environment. A simple measure of the nature and amount of reverberation
that a room possesses is reverberation time, the time required for the sound to decay by
60 dB.
Reverberation can be simulated by convolving the audio stream with a room impulse
response, which gives accurate modelling but is computationally expensive, or by using
nested networks of allpass filter with feedback, which requires less processing power but
produces artefacts and sounds “metallic” [110].
The image method is a model for calculating the room reverberation impulse response
[37]. The general idea of the image method is to create a specular “mirror image” of the
source in each surface of the room [47]. Higher order reflections are mirror images of mirror
images. The images can be seen as virtual copies of the source. Vectors can be drawn from
all sources, real and virtual, to the listener and the length of these vectors used to calculate
the reverberation impulse response. Figure 2.15 shows a two-dimensional representation of
the model up to second reflections, viewing the room from the top. The model does not take
into account occlusion of sound by objects in the room.
The image method gives the room impulse response for rigid walls at time t, for a source






δ (t− |RP +Rr| /c)
4pi |RP +Rr| , (2.4)
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where c = 343m/s the speed of sound, Rp = (xs ± xm, ys ± ym, zs ± zm), Rr = (2nLx, 2lLy, 2mLz)
where (n, l,m) is an integer vector triplet and (Lx, Ly, Lz) the room dimensions.
When the room walls are not rigid, the acoustic reflection coefficients of the walls need
to be taken into account. The model given in Equation 2.4 assumes perfect reflection of each



















δ (t− |RP +Rr| /c)
4pi |RP +Rr| , (2.5)
where Rp = (xs − xm + 2dxm, ys − ym + 2eym, zs − zm + 2fzm) is now expressed in terms of
the vector triplet p = (d, e, f) and the β terms are the reflection coefficients of the walls with
βx1 being the top wall, βx2 the bottom wall, βy1 the left wall, βy2 the right wall, βz1 the floor
and βz2 the ceiling of the room shown in Figure 2.15.
Reverberation is also used as a measure of distance, and artificial reverberation can be
used to add a sense of space to an artificial acoustic scene [119]. As the distance between
a source and listener increase, the ratio between reverberant and direct sound increases,
with the reverberant radius of an environment being the distance at which the reverberant
sound energy equals the direct sound energy [54]. For sound generated by a point source,






where V is the volume of the room (in m3) and T the reverberation time of the room (in
seconds). When the sound is not generated by a point source, the reverberation radius
should be multiplied by the directivity of the source. The directivity of a source is the ratio
of the intensity in the direction being considered to the average intensity of the source.
2.8.2 Plenacoustic Function
The minimum allowable angular interval in between adjacent HRTF pairs will need to be
determined.
Much in the way that the Nyquist frequency specifies the minimum temporal sampling
frequency that allows perfect reproduction, a similar spatial sampling frequency exists. This
spatial sampling frequency would set the maximum spatial sampling internal that would
allow for perfect reproduction of HRTFs for any position.
The plenacoustic function, named in reference to the plenoptic function, characterises
the soundfield at any point in space. The plenoptic function is a seven-dimensional func-
tion f(θ, φ, λ, t, Vx, Vy, Vz) that represents the intensity of light when looking in a direction
(θ, φ), at wavelength λ, at time t and at location (Vx, Vy, Vz) [31]. The plenacoustic function
p(x, y, z, t) is a collection of impulse response and is defined as the sound pressure recorded
at location (x, y, z) at time t, and once sampled allows us to reproduce the soundfield at any
point [34]. Being continuous, the plenacoustic function needs to be sampled at a minimum
temporal and spatial frequency if aliasing is to be avoided.
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Figure 2.16: Plenacoustic reconstruction for a given SNR (reproduced from [34]).
The first case considered is that of the impulse responses along a line in a room. The











being the temporal and spatial pulsations respectively with ∆t being the temporal sampling
period of the impulse responses and ∆d the spatial sampling interval between the impulse
responses [34].
The impulses responses of a rectangular room can be reconstructed for a maximum
temporal frequency ω0 at a given Signal-to-Noise Ratio (SNR) when the spatial sampling




+  (SNR0, ω0) , (2.8)
where  (SNR, ω) is obtained from Figure 2.16.










being the angular sampling frequency, ∆θ the angular spacing, ωmax the
maximum temporal frequency [33] and the inter-aural distance (spacing between the two





A minimum angular spacing of 4.95◦ is therefore required for HRTF interpolation at a
temporal sampling frequency of 44.1 kHz and 6.82◦ at 32 kHz.
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2.8.3 HRTF Interpolation
Simulating moving sound sources requires HRTFs with a low spatial sampling interval for
smooth movement between positions [47]. If the selected HRTF database does not provide
this, then new HRTFs in between the given ones will need to be interpolated.
Begault states that HRTFs should ideally be interpolated in the frequency domain, but
that time domain linear interpolation can be done as long as the ITD is interpolated sep-
arately [47]. Nishino et al. showed that although non-linear interpolation gives a better
signal-to-deviation ratio than linear interpolation, there is no significant difference in sub-
jective evaluation of HRTFs generated with either method [111]. Matsumoto et al. showed
that arrival time correction improved interpolation accuracy with linear interpolation as
long as HRTFs exist for enough azimuth values [106]. This agrees with plenacoustic the-
ory stating that a minimum spatial sampling frequency exists for HRTF reconstruction and
interpolation.
2.9 Virtual Worlds
Virtual worlds are a good example of an application in which we believe spatial audio will
provide for a more immersive user experience. The remainder of this section will discuss
some of the dynamics of virtual worlds.
On-line games are becoming increasingly common, with 78% of teenage and 50% of 18-32
year old Internet users playing games on-line [90]. In the second quarter of 2009, virtual
world memberships are reported to have grown by 39% to an estimated 579 million [94].
Not all players crave the excitement of a game like Blizzard’s World of Warcraft and some
prefer a more relaxed, social gaming experience. Second Life is a on-line, three-dimensional
virtual world developed by Linden Labs that allows users to interact with each other in a
large world [16] and has millions of registered users and around 100,000 active users [134].
Second Life has a higher user engagement time than traditional social networks, with
users spending an average of 100 minutes in-world per visit [103]. Second Life could even
be seen as a rival to social network sites [102]. Monetising the product, an area in which
traditional social networks are lagging, is something that the microtransaction model of
virtual worlds like Second Life solves [103, 127]. Virtual worlds are a profitable business,
with a revenue of $1 billion in 2008 and forecasted revenue of $17.3 billion in 2015 [127].
Microtransactions account for approximately 86% of this. Second Life boasts a bustling
economy with more than $1 billion in transactions between users during the time frame
between the second quarters of 2008 and 2009 [103].
Virtual worlds are not just for playing with: businesses are starting to use them to
facilitate training, networking and real-time collaboration [131] due to lower costs involved
compared to audio or web conferences [104]. Conferences in the physical world can be
augmented by allowing those who could not attend in person to participate by means of a
virtual world, providing a basis for mixed-reality meetings [65].
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IBM is currently developing a real-time, three-dimensional collaboration environment, a
service that the company calls Virtual Collaboration for Lotus Sametime or “Sametime 3D”
[86, 73]. Sametime 3D is a service that IBM feels will replace instant messaging for remote
business collaboration. Sametime 3D is to have a positional audio model that also has audio
volume increase as avatars approach each other. The service is built using Second Life and
OpenSim. The environment is to be more interactive than current user interfaces.
With more than 18 billion minutes of voice having been used between September 2009
and when the service launched in February 2007, Second Life is also starting to emerge
as a major VoIP provider [103, 102, 45]. The 15 billion voice minutes that Second Life is
forecast to handle in 2009 is still less than the 65 billion handled by VoIP giant Skype, but
comparing the 700,000 active users of Second Life to the 42 million users of Skype shows a
high participation in Second Life’s VoIP service. One possible explanation is that a virtual
world fosters dynamic conversations resulting in people conversing more freely than in an
environment that amounts to an Internet-based telephone. People are less likely to phone
someone in Skype because they believe they may be intruding, whereas an avatar walking
around in Second Life would appear to be free to talk.
2.10 Quaternions
Integration of spatial audio into Second Life will require the positions and orientations of
the avatars in the region for azimuth and range calculations. Second Life uses a quaternion
number system to represent rotations in three-dimensional space. These quaternions will
need to be transformed into an Euler rotation sequence before azimuth calculations can be
done.
Quaternions are a four-dimensional number system that can represent three-dimensional
rotations without the singularities that exist in Euler rotation sequences [100]. A quaternion,
q = q0 + q¯ = q0 + iˆq1 + jˆq2 + kˆq3, is the sum of a scalar part and a vector part. A quaternion
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Figure 2.17: Euler aerospace sequence (reproduced from [100]).
The Euler aerospace rotation sequence is a zyx Euler sequence commonly used in aircraft
and aerospace applications.
• First, a rotation through the angle ψ about the z-axis defines the aircraft heading.
• Followed by a rotation about the new y-axis through an angle θ defining the aircraft
elevation.
• Finally, the aircraft bank angle φ, is a rotation about the newest x-axis.
The x-axis points forwards, the y-axis to the right and the z-axis downwards.
2.11 Summary
A study of existing literature in the fields of psychoacoustics and audiology relating to spa-
tial hearing was done. The literature states that our ability to hear in noisy environments
is largely due our stereophonic hearing system using spatial cues arising from the different
paths that sound travels to each ear to locate and separate sound sources. This phenomenon
is commonly called the “cocktail party” effect is the subject of much research. The literature
suggests that simulating spatial audio will make multiple participant conversations easier to
follow. A number of different techniques for generating spatial audio were discussed, with the
chosen technique, HRTF spatialisation being discussed in more detail. Some existing imple-
mentations of spatial audio in entertainment and communication were discussed. The VoIP
communications architecture was chosen as the most suitable for the project. Fundamental
acoustics that are critical to the successful implementation of a spatial audio telephony sys-
tem, such as acoustic models and HRTF interpolation, are discussed. An overview of virtual
worlds in general, specifically focussing on Second Life, is given.
Chapter 3
Applications of Spatial Audio
Spatial audio has many different applications and a few will be discussed in this chapter. Sec-
tion 3.1 on page 30 will give the high level design for the spatial audio telephony application
that will be further developed in Chapter 6 on page 71.
A few of the applications of spatial audio, along with their supporting technologies, are
given in Figure 3.1. Audio spatialisation is for taking audio that exists in the virtual domain
into the physical realm, and audio localisation is for bringing audio that exists in the physical
realm into the virtual domain. This can be used to create conversational environments that
are based in both virtual and physical worlds. The same acoustic source separation and
localisation used to render an environment into the virtual domain can be used to create
microphones that track a speaker’s voice and do not require close proximity. Spatial audio
can be used for security and home automation by taking the point of origin of an acoustic
event into account as well as the content of said event. Automated visual monitoring of
a room is a complex task, but responding to auditory events can be done if the acoustics
in the environment have been accurately modelled. Two of these applications will now be
discussed in more detail in the remainder of this chapter.
3.1 Speech-based Chat Room
Telephony applications generally just mix the audio streams together in conversations with
more than two users. This application aims that make such a scenario more immersive for
the users.
A virtual environment exists and the users are free to move around in said environment,
starting up and ending conversations much in the same manner as one would in a cafe´ or
the cocktail party alluded to by Cherry [58]. The conversations are initiated in a dynamic
manner, users do not dial each other as they would with a traditional phone of VoIP system,
they simply move closer to the users they wish to engage. When users are within auditory
range they will be able to communicate with each, forming dynamic conversations as are
shown in Figure 3.2. Sound from users outside hearing range would either be muted entirely
or brought down to a level of ambient background chatter. Keeping the sounds from other
30
































Figure 3.1: Applications (shaded in blue) and technologies surrounding spatial audio.
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Figure 3.2: Voice chat room with dynamic conversations.
conversations as unintelligible background noise would make the experience more akin to
that found in a cafe´.
It could also be seen as a audio implementation of a text-based chat environment like
Internet Relay Chat (IRC). A phone call, VoIP call or even a conference call using either
of the aforementioned technologies does not have the same user participation model as IRC.
IRC does not require a user to devote their full attention to the conversation that is underway
in the way that a telephone call does, users can follow in the background and add to the
conversation as they wish.
The system should be implemented entirely in software, making hardware additional to
what is normally needed for VoIP calls mandatory will stunt mass adoption.
3.1.1 Spatial Audio Models
For the application described in Section 3.1 on page 30 some form of positional audio model
will need to be implemented. A number of approaches exist for implementing spatial audio
and we will give a brief overview of three such approaches. The choice of model will depend
on the purpose of the application and the resources available to implement said application.
Binary
The simplest positional audio model is a binary one, the sound is toggled on and off depending
on the distance between source and listener. Figure 3.3 shows such a model. The distance
between source and listener is designated as d. The listener is connected to the audio of
the source if d ≤ a and disconnected if d ≥ b, the hysteresis ensures their is no instability
encountered when d = a. Users can form dynamic group conversations by moving near each
other. The model does not take any acoustic propagation effects into account.
This model provides a means for users to engage in dynamic conversations, but will
not give any auditory separation between voices and does not provide for an immersive
experience.




Figure 3.3: Binary positional audio model.
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θ
Figure 3.4: Directional audio model.
Directional
This model considers both the distance between the sources and the angle of the source
relative to the listener as shown in Figure 3.4. The intensity of the sound is related to
the distance d, increasing as the listener approaches the source and decreasing as the lis-
tener retreats. The audio will appear to originate from the azimuth θ using either HRTF
spatialisation or a simpler stereo intensity model.
Full
More comprehensive acoustic modelling is necessary for applications where realism is key,
such as games or training simulations.
Headphone HRTFs will be necessary due to the demand for accurate spatialisation. To
model room acoustics, a reverberation FIR filter should be implemented. Simulating rever-
beration impulse responses is an intensive task. This can be done oﬄine and a database with
an impulse response gS,M for each pair of source and listener positions, (S,M) pre-generated.





Figure 3.5: Processing audio with reverberation and spatial audio.
Depending on the size of the room and the sampling interval such a database could require
a significant amount of storage space, but it would conserve processing power. The plena-
coustic sampling theory discussed in Section 2.8.2 on page 25 will give the necessary spatial
sampling interval for accurate reconstruction.
A block diagram summarising the audio processing is shown in Figure 3.5. Each monaural
audio stream will first be processed by the room impulse response gS,M giving a monaural
signal that is processed by a pair of HRTFs giving the stereo output that contains both the
room response and binaural localisation cues.
This approach will be computationally expensive, possibly forcing a hardware-based so-
lution, but gives the most realistic audio out of the three approaches considered.
3.2 Augmented Reality Auditory Environment
The spatial audio application discussed so far has focused on giving monaural sounds, that
have no inherent position in the physical realm, a perceived position in the virtual realm.
HRTFs, distance and reverberation modelling can make a sound appear to come from a cer-
tain direction. An inverse problem exists, namely taking a real auditory scene and breaking
it up into elementary sound sources and their positions as well as characterising the room
impulse response. Auditory scene analysis such as this would allow for a multitude of new
applications, with one example being given in the remainder of this section. The idea pro-
posed in this section is a very early concept for a system that aims to “virtualise” an acoustic
environment and but will be a costly and complex system to implement, well beyond the
scope of this project.
A number of microphones and loudspeakers are placed in an environment, ideally both
will be integrated into a single module. The microphone network, using acoustic source
separation and tracking [52, 81, 109, 117, 132, 130], will segregate the sounds in the room
into streams and positional information. The room acoustics will also need to be measured.
This would then allow remote users to take a virtual walk in the room and hear what they
would have heard if they were actually there. In a similar fashion the loudspeaker network
will be able to pan a virtual source around the room. The system allows for true auditory
telepresence. Installing the system in two geographically separated rooms, as shown in
Figure 3.6, will allow people to have augmented reality conversations with each other over
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Figure 3.6: Virtual auditory space.
the Internet and further transcend their physical boundaries.
3.3 Summary
This chapter gave an overview of some possible applications of spatial audio. The conceptual
design of a conversational audio environment implementing spatial audio was given in Section
3.1 on page 30. The application could be seen as the auditory equivalent to IRC or as a
sort of “virtual coffee shop”, with users entering conversations in a dynamic manner. The
practical design and implementation of this application will follow in Chapter 6 on page
71. A augmented reality auditory environment was conceptualised in Section 3.2 on page
34. This application would allow two geographically separated parties to, from an auditory
perspective, experience each other being in the same room.
Chapter 4
Theoretical Development
This chapter details the theoretical work that needs to be done before starting on any
practical implementation of the system and experiment design that follows in Chapters 5
and 6 on pages 50 and 71 respectively.
4.1 Acoustic Model
Any application that tried to implement audio more advanced than a basic mixing to monau-
ral will require an acoustic model, the complexity of which will be dependant on the chosen
application and available resources.
4.1.1 Reverberation
The image method model for simulating reverberation, discussed in Section 2.8.1 on page
22, does not provide any indication of what the length of the resulting impulse response will
be. The model will be implemented in this section to determine this length and whether
reverberation is worthwhile implementing in a real-time audio platform.
The image method model was implemented as a discrete-time FIR filter. The infinite
summation in Equation 2.5 across r is implemented as three finite summations across i, j























δ [t− fs |RP +Rr| /c]
4pi |RP +Rr| , (4.1)
where fs is the sampling rate.
The impulse response is simulated for a source at (1 m, 8 m, 1.8 m), a listener at (9 m,
3 m, 1.8 m) in a room of dimensions 10 m x 10 m x 2.5 m with a reflection coefficient of
0.9 for the walls and 0.7 for the floor and ceiling. The sampling rate, fs, is 44.1 kHz and
the summations were limited to W = 10. The impulse response is shown in Figure 4.1.
The impulse response has a long tail of 881.86 milliseconds, translating to a FIR filter of
length 38891 samples. Such a long filter is extremely computationally expensive and not
practical to implement in a real-time system. Calculating the impulse response is also a
36
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Figure 4.1: Room impulse response.
resource intensive task, but responses for a source and listener at various positions could be
determined oﬄine and stored for later use. For a system where realistic acoustics are not
necessary, a simpler distance model would suffice.
4.1.2 Distance
Simulating audio attenuation over distance is important when implementing spatial audio
in a virtual world application, where a large number of possible audio sources could be in
the same region as the user. If all sources have equal loudness, regardless of distance, the
resulting cacophony will overwhelm the user. Distance attenuation will make distant sounds
inaudible.
In free space, sound attenuates over distance according to the inverse square law [67],
where each doubling of the distance reduces the sound intensity fourfold. The sound intensity

















Using only the inverse square to calculate the intensity of a sound at a distance rx gives too
rapid falloff of sound energy as reverberation is not taken into account. Figure 4.2 shows
the difference in propagation for sound in a reverberant environment versus an anechoic














Figure 4.2: Sound propagation over distance.
environment. In a reverberant environment the sound energy propagating from A → B is
the sum of the direct energy and higher order reflections. The total energy will not fall off
as quickly as that dictated by the inverse square law. Reverberation can be simulated [37],
but the lengthy impulse responses are computationally expensive. Such a realistic acoustic
model is not necessary for casual conversational environments. A model that decays less
rapidally initially than the inverse square law will suffice. The model should also not have








that meets these requirements was found through casual experimentation. Figure 4.3 shows
the gain as a function of distance for the exponential model and the inverse square law.
4.2 Acoustic Spatialisation Models
Aside from the HRTF spatialisation discussed in Section 2.4.4 on page 12, a headphone stereo
panning model and a binaural model incorporating ILD and ITD will also be implemented.
These models will be developed in this section.
4.2.1 Stereo Panning
Stereo panning is a technique in which a monaural signal is placed in a stereophonic sound
field, setting the apparent horizontal postion of the sound by changing the output levels of
the two loudspeakers. The “sine-cosine” pan law, also known as the “tangent” law, is the
most common of these techniques and has a long history of use [75] and the output is given
as:
yL(t) = cos(θ)x(t) (4.5)
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Figure 4.3: Sound attenuation due to distance propagation.
and
yR(t) = sin(θ)x(t), (4.6)
where θ varies from 0◦ for a source x(t) panned fully to the left to 45◦ for a source panned
to the centre and 90◦ for a source panned fully to the right. The sine-cosine law has the
advantage of maintaining constant energy and therefore contant loudness as position is varied
yL(t)
2 + yR(t)
2 = x(t)2. (4.7)
The traditional sine-cosine law places the direction that the listener is facing at 45◦. The
traditional sine-cosine law also relies on loudspeakers that are placed 45◦ to the left and
to the right of where the listener is facing. This does not translate properly on a system
using headphones, where the “loudspeakers” are 90◦ to the left and to the right of where the
listener is facing.
Modifying the equations to rather place the direction that the listener is facing at 0◦
gives
gL = cos(θ + 45
◦) (4.8)
and
gR = sin(θ + 45
◦), (4.9)
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Figure 4.4: The positions of the loudspeakers and pan angle relative to the listener.
Figure 4.5: The gain factors for a sound source at pan angle θ from the direction the
listener is facing.
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Figure 4.6: The positions of the headphone drivers and desired source position relative to
the listener.
where θ is the pan angle and gL and gR the gain for the left and right channel respectively.
The geometric arrangement is shown in Figure 4.4 and the gain factors are shown in Fig. 4.5.
Extending to model to work for headphones (or loudspeakers placed 90◦ to the left and
to the right of the listener) gives
gL = cos(θ/2 + 45
◦) (4.10)
and
gR = sin(θ/2 + 45
◦). (4.11)
The geometric arrangement is shown in Figure 4.6 and the gain factors in Fig. 4.7. The
audio is only played to the subject’s left ear when θ = −90◦, to both ears when θ = 0◦ and
only to the right ear when θ = 90◦. The headphones model still maintains constant energy
(and therefore constant loudness) because g2L + g
2
R = 1.
4.2.2 Basic Binaural Model
The basic binaural model is a pure geometric model that is developed as a simplification of
the HRTF model discussed in Section 2.4.4 on page 12. The model uses the different distances
travelled by sound to each ear, as can be seen in Figure 2.4 on page 13, to calculate ILD
and ITD functions. The model does not take into account any reflection, absorption and
diffraction effects resulting from the subject’s head and torso. The geometric arrangement
is shown in Figure 4.8.



















−R0d cos(90◦ + θ)
(4.12)
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θ
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ψ = 90° + θ
Figure 4.8: Geometry of basic binaural model, looking from the top.
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−R0d cos(90◦ − θ)
(4.13)
where R0 = 1.95 m is the distance from the source to the centre of the listener’s head (chosen
to be the same distance that the HRTFs from the Listen database are measured at), RL and
RR are the distances from the source to the listener’s left and right ears respectively and the
inter-aural distance (spacing between the two ears) is taken as d = 18 cm [53]. The azimuth
of the sound source is θ, measured clockwise with θ = 0◦ in the direction that the listener is
facing.
Attenuation Due to Distance
Sound attenuates over distance according to the inverse square law [67] and the gain is given












−R0d cos(90◦ + θ)
(4.14)











−R0d cos(90◦ − θ)
, (4.15)
which are the contributions of the ILD to the output. The gain can have a value larger
than unity and needs to be normalised to ensure that clipping of output audio files does not
occur. Looking at the function for the left ear, the maximum occurs when the source is the








Time Delay Due to Distance
The time delay resulting from sound propagation over a distance is τ = r/c, where r is the
distance travelled and c = 343 m/s the speed of sound. Therefore the time delays for the left
and right channels are τL = RL/c and τR = RR/c respectively, which are the contributions
of the ITD to the output.
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Figure 4.9: ILD for a sound source at angle θ from the direction the listener is facing.
Audio Model
Combining the effects of the normalised ILD and the ITD , when the input sound source is























































The ILD is shown in Figure 4.9 and the ITD in Figure 4.10.
4.2.3 Cone of Confusion
Looking at Figure 4.11, sound sources at positions A and B, which are both at the same
angle θ away from the interaural axis, will produce exactly the same ILDs and ITDs because
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Figure 4.10: ITD for a sound source at angle θ from the direction the listener is facing.
only the distance of the source from each ear is taken into account. Similarly, sound sources
at positions C and D will also produce exactly the same ILDs and ITDs. For this reason
the stereo panning and basic binaural audio models do not provide any sense of front-back
discrimination and lead to front-back confusion. This means that a sound source placed
behind a listener will have the same apparent position as a source placed in front of the
listener, if they are at the same angle front the interaural axis.
Localisation models that only take into account the azimuth of a sound source (limiting
the position of the source to a two-dimensional plane parallel to the ground) give rise to
front-back confusion. When the elevation of the source is also taken into account the exact
same localisation cues will result from sources position at any point on the conical surface
AB, which extends out from the listener’s ear, as shown in Figure 4.12. In literature, this
phenomenon is know as the “cone of confusion” [47].
4.3 HRTF Interpolation
Interpolation of the HRTF database is necessary to simulate directions not catered for in
the original set and to provide a smooth aural transition between positions when simulating
a moving source.
If a source is moving from one position to another it should do so as a series of small,
discrete steps and not as one continuous movement. Movement in one large step as shown
in Figure 4.13(a) would result in a jarring auditory transition due to the abrupt change of












Figure 4.11: This figure shows two pairs of sound sources, one pair on each side of the








Figure 4.12: All points on the surface AB will produce exactly the same ILDs and ITDs
for a listener positioned at the origin.
Chapter 4 — Theoretical Development 47
21
listener
(a) In one movement
21
listener
(b) In small steps
Figure 4.13: Source moving from position 1 to position 2.
HRTF while changing the position in a number small steps as shown in Figure 4.13(b) would
allow the HRTF to change in a much smoother manner. Additionally if the movement is
made in one step, the sound will appear to “jump” – something that would sound unnatural
to a listener.
Furthermore, in order to give a smooth auditory transition between azimuth positions,
a block convolution model cannot be used for spatialisation. The taps of the filters need to
be changed gradually as the position changes so that the output is not adversely affected by
the different initial propagation delay due to a different position.
4.3.1 Linear Interpolation
From the literature discussed Section 2.8.3 on page 27 it is clear that interpolation will need
to be done in two parts, interpolating the magnitude and time response separately. The
magnitude response needs to be time-aligned before interpolation. The process for the right
ear’s HRIRs is exactly the same as for the left ear’s HRIRs, which will now be detailed. Let
hφ1 and hφ3 be the known HRIRs for azimuth φ1 and φ3 respectively and hφ2 the unknown
HRIR for an azimuth φ2, which is halfway between azimuths φ1 and φ3. The cross-correlation
[115],
Rhφ1 ,hφ3 [m] =
∞∑
k=−∞
hφ1 [k]hφ3 [k +m], (4.19)
is used to calculate the Time of Arrival (TOA) difference between hφ1 and hφ3 . The TOA
difference is the value of m for which Rhφ1 ,hφ3 [m] is a maximum. The magnitude response
of the HRIR is calculated by taking the average between the time-aligned HRIRs at φ1 and
φ3,
hφ2,mag [k] =
hφ1 [k −m] + hφ3[k]
2
if m ≥ 0 (4.20)
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or
hφ2,mag [k] =
hφ1 [k] + hφ3[k −m]
2
if m < 0. (4.21)
Interpolating the ITD by delaying the magnitude response by half the TOA difference gives,






4.3.2 Interpolation and Azimuth Subdivision of HRTF Set
The interpolation algorithm can be used to generate an HRIR halfway between each pair of
HRIRs again and again until the required azimuth subdivision is achieved. The nature of
the spatial audio application and motion of the listener and sources in said application will
determine the degree to which this azimuth subdivision is done. To increase the accuracy of
the TOA determination, the HRIRs are resampled to 10fs, where fs is the original sampling
rate. The set of azimuth values available after the interpolation process will most likely
not be exactly the same as the required azimuth set, Az. The interpolation and azimuth
subdivision process continues until there exists a subset, Âz, from the set of subdivided
azimuths that gives
∣∣∣Az− Âz∣∣∣ < , where  is a chosen maximum error. After the process
is complete, the HRIR set is resampled back down to fs and saved to disk.
4.4 Audio Codec
Uncompressed audio can only be used on a high bandwidth Local Area Network (LAN). If a
VoIP application is to be used over the Internet, then the audio will need to be compressed
and encoded with a suitable audio codec. Speex will be considered as an example of such a
codec in the remainder of this section.
4.4.1 Speex Codec
Speex is an open-source, patent-free audio compression codec designed for speech. The
Speex codec has three different sampling rates, 8 kHz (narrowband), 16 kHz (wideband) and
32 kHz (ultra-wideband) and the bitrate can vary from 2.15 kbps to 44 kbps [88]. Table
4.1 shows the available bit rates for the three available bandwidths. Except for the lowest
quality level of 0 (which is mostly just for comfort noise), the ultra-wideband mode encodes
the 0-8 kHz part of the spectrum using the wideband mode of the same quality level and
encodes the remaining 8-16 kHz part of spectrum with 1800 bps, encoding only the rough
shape of the spectrum.
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Table 4.1: Available bit rates for Speex codec.
Quality Narrowband Wideband Ultra-wideband
(8 kHz) (16 kHz) (32 kHz)
0 2,150 bps 3,950 bps 4,150 bps
1 3,950 bps 5,750 bps 7,550 bps
2 5,950 bps 7,750 bps 9,550 bps
3 8,000 bps 9,800 bps 11,600 bps
4 8,000 bps 12,800 bps 14,600 bps
5 11,000 bps 16,800 bps 18,600 bps
6 11,000 bps 20,600 bps 22,400 bps
7 15,000 bps 23,800 bps 25,600 bps
8 15,000 bps 27,800 bps 29,600 bps
9 18,200 bps 34,200 bps 36,000 bps
10 24,600 bps 42,200 bps 44,000 bps
Chapter 5
System Design
This chapter gives the practical design and implementation of a spatial audio telephony
system and integration of such a system into a virtual world.
One of the primary aims of our research is to demonstrate a VoIP system that could
create a virtual auditory environment. Modern telephony systems use the same monaural
audio model as when the telephone was first devised, which does not provide any spatial
separation of speakers. This in turn makes multiple participant calls difficult to follow as
the voices clump together, as shown in Figure 5.1(a). A VoIP system utilising spatial audio
would have each user occupy a different position in the virtual auditory space, as shown in
Figure 5.1(b). Spatial cues would allow a listener to separate the audio sources, making the
conversation much easier to follow.
The spatial audio processing algorithms are detailed in Section 5.1 on page 51. Design
decisions relating to the system architecture are given in Section 5.2 on page 52. The design
and implementation of a telephony system that uses spatial audio is detailed in Section 5.3
on page 54. The integration of the aforementioned system into a virtual world environment,











(b) Spatial audio sepa-
rates voices
Figure 5.1: VoIP conference call.
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5.1 Spatialisation
The HRTF spatialisation is implemented by a pair of FIR filters of length N with coefficients










In order to utilise the same architecture that will be developed for the HRTF spatial-
isation, the panning and binaural models developed in Section 4.2 on page 38 need to be
implemented as FIR filters.
5.1.1 Stereo Panning
As headphone stereo panning scales the input by a pair of time-independent gain values that
are a function of the azimuth which can be seen as a pair of FIR filters one sample in length.
The coefficients are then
hL[0] = cos (θ + 45
◦) (5.3)
and
hR[0] = sin (θ + 45
◦) , (5.4)
where θ is the azimuth of the source and the length of the filters N = 1.
5.1.2 Binaural Audio
The binaural model can be represented as a pair of FIR filters with a single impulse of
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where θ is the azimuth of the source, R0 the range of the source, c = 343 m/s the speed of
sound in air and d = 18 cm the spacing between the two ears [53]. To ensure the delays do
not become too long, R0 is limited to 1.95, as with the HRTFs, and the effect of the rest of
the range is simulated through distance attenuation only. The length of the filters should be






5.2.1 Client-side vs Server-side Processing
The network topology of a spatial audio VoIP system will impact computational and band-
with requirements and possible integration into existing voice-based communication systems.
The network and processing power required by each method is measured in terms of the
number of spatialisation operations that need to be done and a network usage coefficient. A
spatialisation operation is defined as processing a single audio stream with an HRTF pair.
The network usage coefficient is the sum off all audio streams incoming or outgoing at a par-
ticular node, with a stereo stream being equivalent to two monaural streams. A client-side,
a server-side and a distributed approach are considered. The models are shown in Figure
5.2 from the perspective of a single client, from here on referred to as the current user. The
term SIP as used includes the media stream, which is meant will be apparent by the context.
The number of participants in the conversation is N and includes the current user.
The client-side approach can be dropped into a traditional VoIP system as all processing
is done on the client. The number of spatialisations to be performed on each client is N − 1.
Each client has a network usage coefficient of 2(N −1), N −1 incoming and N −1 outgoing.
The client-side approach is the least expensive to roll out as a service as it needs no additional
servers or infrastructure beyond what is normally required for a VoIP service.
The server-side approach has the server perform N(N − 1) spatialisation operations.
The server has a network usage coefficient of 3N , N incoming and 2N outgoing, and each
client has a network usage coefficient of 3, 2 incoming and 1 outgoing. The server-side
approach does not place any additional load on the clients, but requires a powerful server for
spatialisation and is therefore expensive to implement and will not scale well as a service.
The computational load of spatialisation can be minimised by a distributed approach,
having each client spatialise their own outgoing audio stream and transmit it to the other
clients taking part in the conversation. The clients mix together all the streams except their
own. Each client has a network usage coefficient of 4(N − 1), twice that of the client-side
approach due to the use of stereo audio, but only performs a single spatialisation, that of
their own outgoing stream. Each client is assigned a unique position, making this approach
less flexible when compared to client-side or server-side spatialisation. This approach should
work well with multicast.
























Figure 5.2: Spatialisation topologies.
We chose the client-side approach as it has the lowest combined bandwidth requirements
and will work with existing VoIP networks. We also believe that this approach will function
best in the presence of packet loss, still spatialising the degraded audio stream correctly. In
the case of an approach that transmits spatial audio, packet loss could negatively affect an
already spatialised stream if information essential for accurate localisation is lost. We chose
not to focus too much on any specific VoIP protocol and rather work within a more general
framework, using SIP as an example implementation. The position of each source could also
be embedded within the SIP signalling. SIP can be substituted for any other VoIP protocol
as long as signalling and media remain separate. It must be taken into account that the
flexibility constraints mentioned are only applicable for the chosen topology.
5.2.2 HRTF Selection
HRTFs from the Listen database, discussed in Section 2.4.4 on page 15, were chosen to
build the applications used in the research. Any other HRTF set can be used in their place,
but casual experimentation suggested that they provide the best localisation accuracy with
minimal pre-processing when compared to other HRTF databases.
The HRTFs from the Listen database are sampled at a temporal sampling rate of 44.1
kHz and a spatial sampling interval of 15◦. The plenacoustic theory discussed in Section 2.8.2
on page 25 states that the minimum angular sampling interval necessary for interpolation is
4.95◦ at a temporal sampling frequency of 44.1 kHz and 6.82◦ at 32 kHz. It is apparent that
the 15◦ spacing of the Listen database is not sufficient for accurate representation of angles
between those measured even with interpolation. Interpolation is still necessary to provide
smooth movement of simulated sources. The HRTF set was interpolated using the process
outlined in Section 4.3 on page 45 with a spacing of 1◦ and a maximum error of  = 0.1◦.
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The sampling rate of the system was chosen to be 32 kHz to allow the use of common
speech codecs, such as the Speex codec which can handle ultra-wideband 32 kHz audio [20].
Using a sampling rate not supported by an existing speech codec would require uncompressed
audio to be sent over the network limiting the use of spatial audio to local networks.
5.3 Spatial Conference Call Application
It is not feasible to develop an entire VoIP system from scratch and we chose to use an
existing software package as the basis for the project.
VoIP has been implemented by a number of protocols but SIP is currently the standard for
multimedia communications, having been adopted by practically every public VoIP service
provider [124]. Skype is a proprietary network and has a large market share, having generated
8% of international telephone traffic in 2008 [63].
5.3.1 Skype
Integrating spatial audio with Skype is not yet practical as their software is closed source
because Skype does not own, or even have access to, its core peer-to-peer technology [43].
The only solution would be to use the “Skype for SIP” service developed for business users
[133]. Skype for SIP is still currently in beta but would be a worthwhile option to consider
for future VoIP projects.
5.3.2 PJSIP
The open source SIP stack, PJSIP [13], was used as the basis for this application. PJSIP
is used for instant messaging and VoIP applications. The PJSIP project is highly portable,
written in C and has a small memory footprint. These features makes it a good choice
for a project that might be extended to include mobile phones and other portable media
devices, environments in which resources are limited. Choosing a SIP stack that is more
rigid to requirements and less efficient would sacrifice flexibility in terms of future extensions
to the project. PJSIP supports stereo, an uncommon feature in VoIP because SIP can be
used for applications other than just VoIP, such as audio broadcasting [27]. Version 1.0.1
of the PJSIP source code was used as the stereo implementation in earlier beta versions
was not completely functional. PJSIP is of a modular nature. Figure 5.3 shows the library
architecture of the PJSIP project. The two components of the PJSIP project that were
modified for the purposes of the project are the PJMEDIA media stack, which does all the
required media processing and PJSUA, a commandline SIP VoIP application [15]. Figure
5.4 shows a screen capture of the interface of the PJSUA commandline program.
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Figure 5.3: PJSIP library architecture (reproduced from [13]).
Figure 5.4: Spatial VoIP application screen capture.
Chapter 5 — System Design 56
5.3.3 Design and Implementation
The spatialisation is implemented entirely on the client side with no changes to the media
transport protocol, making the system compatible with any existing SIP clients as well as
not requiring any more bandwidth than a traditional SIP client. If the spatialisation were
implemented on a central server it would be computationally expensive for the server, require
at least twice the bandwidth and be incompatible with existing clients and telephony systems.
Server-side spatialisation would necessitate designing a new stereo codec or interleaving
stereo samples into a single monaural audio stream as PJSIP does not yet support any
compressed stereo codecs [27].
A system sampling rate of 32 kHz is used as this is necessary for accurate localisation as
discussed in Section 2.7 on page 19. The Speex codec was chosen as the most suitable for
the system as it is the only codec supported by PJSIP that can handle 32 kHz audio, aside
from the uncompressed 16 bit linear PCM codec. HRTFs from the Listen database were
used after being interpolated and resampled to 32 kHz, as discussed in Section 5.2.2 on page
53.
Media ports in PJMEDIA provide a generic and extensible framework for creating media
terminations [12]. A typical media port has an input audio stream, performs some processing
function on this stream and delivers it as an output audio stream. An example of a media
port would be the resample port built into PJMEDIA, which changes the sampling rate
of the input stream. Different media ports can be connected to each other to accomplish
certain functions. The modular nature of PJSIP is demonstrated by Figure 5.5, showing the
media interconnection of the different components for a typical call [14]. The sound device
port translates the recording and playback calls of the sound device into the put frame
and get frame callbacks used by the media port architecture. The put frame callback sends
frames to downstream ports and the get frame callback acquires frames from upstream ports.
The conference bridge routes the audio and when multiple calls are active at the same
time, mixes the audio signals. The media stream port handles the decoding and encoding
of incoming and outgoing frames. The User Datagram Protocol (UDP) media transport
transmits and receives RTP and RTP Control Protocol (RTCP) packets, which is driven by
the flow of the network sockets and not that of the rest of the system.
The spatialisation function is implemented as a media port that is connected between the
conference bridge and the stream port, processing the frames after they have been decoded
by the codec port and before they are mixed together. To ensure that the sound device and
conference port are initialised in stereo, a stereo port is placed before the spatialisation port.
The stereo port converts the incoming monaural stream into a stereophonic stream with the
same signal on both channels. No processing is done on outgoing frames as the spatialisation
exists in its entirety on the client side. The spatial port processes the frames from the stereo
port with a time-domain HRTFs implemented as a pair of FIR filters, giving a stereophonic
output signal that gives the sound perceived direction according to an azimuth specified
when instantiating the media port. The azimuth for each call is passed to the media port
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Figure 5.5: PJSIP media flow (reproduced from [14]).


































Figure 5.6: Block diagram of spatial VoIP system showing how calls are spatialised using
the media port framework of PJMEDIA.
initialisation function by PJSUA upon creation of the call, placing each speaker at a different
position. The perceived spatial position of each source is fixed during the conversation and is
linked to the numerical identifier of the call. For example, call number one might be placed
at an azimuth of 285◦, call number two at 330◦ and so forth. A summary of this process for
two calls is shown in Figure 5.6.
When a call is made or received, a spatial port is created, receiving an azimuth value
based on the call number. Upon creation of the spatial port the HRTF coefficients for the
appropriate azimuth are loaded into memory. The put frame and get frame callbacks of
the spatial port call the spatialisation function on the audio frames they send and receive
from downstream ports. The spatial port manages the initialisation and data flow of the
spatialisation function. The spatial port also ensure that all memory is freed and that the
spatialisation function is terminated correctly during destruction of the port upon termina-
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Figure 5.7: PJMEDIA buffer for spatialisation.
tion of the call.
PJMEDIA stores and processes all samples as 16 bit signed integers internally. To min-
imise quantisation errors, the spatialisation processing must be done with floating point
values during accumulation and only converted right before interleaving the output samples
into a single stereo stream. PJMEDIA handles audio in 20 millisecond frames. For a port
set up at 32 kHz the monaural frame size is 640 samples long and the stereo frame size is
1280 samples long. The monaural frame size is designated as M and the length of the HRIR
as N . The input stream is deinterleaved into two monaural frames, one for each channel.
Only the frame for the left channel is used as spatialising an already stereophonic stream will
negatively impact localisation. The application only provides the spatial port with a single
frame on each run and the FIR filter process of the spatialisation requires N samples as his-
tory. Another N samples are needed as lookahead to provide a smooth filtering even when
the filter coefficients are updated between runs. At the beginning of each run, 2N samples
from the previous frame are copied (initialised as zero for the first run) to the beginning of
the buffer and the M samples of the current frame being copied are that. The spatialisation
is done on the samples in the buffer between positions N and (N + M) with the first N
samples of the buffer being used as history. The samples between positions (N + M) and
(N + 2M) are to be used in the spatialisation for the next frame. This buffer arrangement
is shown in Figure 5.7, with frmk−1 being the previous frame and frmk the current frame.









hR[i]x[(n− i) +N ], (5.9)
with x being the input buffer and n ∈ [0,M). The pair of spatialised frames are interleaved
into a single monaural output frame. The nature of the buffering means that the output
frame of the spatial port always lags the input frame by N samples.
The HRTF filter coefficients were truncated to N = 325 as buffers larger than this in
PJSIP result in auditory degradation of the output. Figure 5.8 shows a stacked plot of the
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Figure 5.8: Stacked plot of all impulse responses used in application.
entire HRTF database used in the program, with azimuth values in 1◦ increments in the set
[0◦; 360◦) for both left and right channels. It can be seen that the meaningful portion of the
impulse response exists before 250 samples. Limiting the impulse response to N = 325 will
not negatively affect spatialisation.
The interface of the PJSUA client only allows the user to make calls one at a time, in
order words, if the user wished to make a conference call with three other participants they
would have to repeat the make call command three times. A “call all buddies” command
was added that makes a call to all SIP URIs in the user’s buddy list. The main purpose of
a spatial VoIP application is for calls with multiple participants, and this feature makes it
less effort for the user to initiate such calls.
5.4 Spatial Audio in a Virtual World Environment
The spatial VoIP application developed in Section 5.3 on page 54 requires users to actively
dial anyone they wish to speak to. The conversation continues until either party chooses
to hang up, the same manner in which we normally conduct telephone conversations. This
is a static conversational situation. Integrating spatial audio in a virtual world, such as a
Massively Multiplayer Online Game (MMOG), would provide a more free-form and dynamic
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conversational situation1. The users would not dial each other, but merely walk into auditory
range of a user they wish to speak to, more similar to how we conduct conversations in
person. If the VoIP application is parallel to the traditional telephone, then the virtual
world application is in essence a “virtual coffee shop”, an environment in which we believe
people would converse more readily in dynamic conversations. Such an application would
require the azimuth and range of each call to be constantly updated based on the position
and orientation of each other user relative to the current user. The avatar that the user is
controlling would be the listener and every other avatar is a source.
5.4.1 Second Life and OpenSim
The Linden Labs Second Life client, also referred to as the viewer, is open source and runs
on Microsoft Windows, Linux and Mac OS X. Although the official Linden Labs Second Life
server and protocol is closed source, the protocol has been reverse-engineered [5], making it
possible to host one’s own server. OpenSimulator, often referred to as OpenSim, is a server
for hosting virtual worlds [8]. OpenSim is open source and compatible with the Linden Labs
Second Life client. The existence of an open source client and server, as well as their cross-
platform nature, make Second Life and OpenSim an excellent platform for the development
of a proof of concept application. Screen captures of Second Life are shown in Figure 5.9.
5.4.2 Spatial Interface Design
The model for interfacing Second Life is shown in Figure 5.10 for two clients. The Second Life
clients communicate with the OpenSim server using the Second Life protocol. The PJSUA
clients transmit audio to each other using SIP. A “world translation” module needs to be
designed for each client. This module would retrieve positional information from the virtual
world and send the azimuth and range of each Second Life avatar to the PJSUA client.
There are a number of ways of obtaining the positional information of the avatars from the
virtual world and the remainder of this section discusses some of them and their pros and
cons. The positional information can either be requested from the Second Life client or
the OpenSim server. A client-based approach would have an advantage over a server-based
approach in terms on bandwidth usage. The OpenSim server is already serving the positions
of the avatars in the region to the client, the PJSUA client requesting the positions from the
server would generate redundant network traffic. Any network requests should be integrated
in an external program and not directly into PJSUA as PJSUA only has a single thread
for each call and any time spent waiting for requests to return would negatively impact the
auditory quality of service.
1It would also be possible to create a dynamic auditory environment similar to IRC, without using a
virtual world.
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(a) An avatar (b) World from above















Figure 5.10: Interfacing Second Life with PJSUA.
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Linden Scripting Language (LSL)
Linden Scripting Language (LSL) is an event driven scripting language used in Second Life
to give make in-game objects accomplish certain tasks [6]. A script can be written to get
the positions of all the avatars near the listener and pass them out to an external program
for processing. LSL has functions that can be used to get the positions of other avatars,
the position of the listener and the direction the listener is facing. The information can be
sent to an external application via the Extensible Markup Language – Remote Procedure
Call (XML-RPC) interface of Second Life. Second Life cannot currently initiate requests,
but the llRemoteDataReply LSL function can be used to reply to requests from an external
server. This method affords two advantages, the first is that no additional network traffic
will be generated if the external XML-RPC server is run on the same machine as the client.
The second being that it does not require any changes to the source code of either Second
Life or OpenSim, meaning it can be used in situations where custom client or server software
is prohibited. The Second Life XML-RPC interface however has two critical shortcomings
making this method unsuitable for the chosen application. Calling the llRemoteDataReply
function forces the script to sleep for three seconds, limiting the rate at which positions can
be updated. The Second Life XML-RPC interface also has a high intrinsic latency, requiring
approximately 300 milliseconds to reply to a request that required no complex processing.
This latency was determined by packet sniffing a basic echo request using Wireshark on the
local loopback network interface (localhost).
OpenSim REST Services
OpenSim uses Representational State Transfer (REST) and XML-RPC for internal and ex-
ternal communication [9]. REST is an architectural style, built upon Hypertext Transfer
Protocol (HTTP), for distributed hypermedia systems on the World Wide Web [69]. Open-
Sim currently features REST requests that return information about the regions on the
server. A new REST request can be written that returns the positions and rotations of all
avatars in the current region. The major drawback of this method is that, the information
that the client needs is requested from the OpenSim server, which generates additional net-
work traffic. A further disadvantage of this method is that it cannot be used on the official
Linden Labs servers because it requires a modified OpenSim server.
OpenSim Web Statistics Module
OpenSim has a web statistics module that provides region information [10]. This module
is accessible via an Hyper Text Markup Language (HTML) page and gives the positions of
all the avatars in the region. This page can be scraped by an external program and the
source code for the web statistics module can be modified to return the camera rotation of
all avatars as is currently done with the positions. The disadvantages of this method are the
same as with using the OpenSim REST interface, it generates additional network traffic and




















Figure 5.11: Obtaining listener and source information from the Second Life client.
requires a modified OpenSim server.
Custom Second Life Client
The open source version of the Linden Labs Second Life client can be modified to return the
positions and rotations of all avatars in the region.
The LLAppViewer::idle function is called everytime the application window is not doing
anything and handles general updates to the application window [17]. The end of this idle
function is the most appropriate place to put code extracting positional information as it
will not interfere with more time critical functions of the program.
The method by which the details of the listener and source avatar are obtained is shown in
Figure 5.11, with the values of interest shaded in blue. The position and the facing direction
of the user’s avatar (the listener) are obtained from the gAgent object. The position is
stored as a three-dimensional vector and the rotation as a four-dimensional quaternion.
This object also has a pointer to the region that the user’s avatar is currently in. From this
a list of Universally Unique Identifiers (UUIDs) all other avatars (sources) in the region can
be obtained. The UUID of each avatar can be used to get the name and position of that
avatar.
The advantage of this method is that it does not generate any extra network traffic.
Additionally, this method ensure that the perceived auditory positions will match the visual
positions of the avatars on a high latency network connection where the positions of the
avatars on the client might lag behind that of the actual positions on the server. The
disadvantage of using this method is that it requires a modified Second Life client.
5.4.3 Spatial Interface Implementation
As all spatial processing is done client-side, the chosen approach is to modify the Second Life
client to get avatar positional information and to pass it to PJSUA. This method does not
require any additional network traffic, which would make the system more costly to use and
using a custom client is preferable to using a custom server. However, if spatialisation were
instead to be done server-side, then an OpenSim-based approach, such as using the REST
interface would be best for similar reasons.
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Range and Azimuth Calculation
The range and azimuth of each source, relative to the listener, is calculated within Second
Life. The azimuth, elevation and range for each source can be determined from the position
of the source and the heading, elevation and position of the listener. The sources are omni-
directional, meaning that the direction the source is facing is not important. The elevation
to the source is not used as the application is intended to be a sort of “virtual coffee shop”,
where the subjects are expected to remain on the same vertical plane as each other.
In Second Life, rotations are represented by quaternions, but by a different convention
from that encountered in most literature. Kuipers defines the quaternion q = 〈q0, q1, q2, q3〉,
as q0 being the scalar part and (q1, q2, q3) the vector part [100]. Second Life instead defines
the quaternion as (q0, q1, q2) being the vector part and q3 the scalar part [18]. Positions in
Second Life regions have the positive x-axis pointing east and the positive y-axis pointing
north. The quaternion to Euler angle transformation by Kuipers [100], as described in
Section 2.10 on page 28, is used to calculate (ψ, θ, φ).
The positions of the listener and the source are (xL, yL, zL) and (xS, yS, zS) respectively.
The range from the source to the listener is
ρ =
√
(xS − xL)2 + (yS − yL)2 + (zS − zL)2 (5.10)







Therefore the azimuth, shown in Figure 5.12, is











(xS − xL)2 + (yS − yL)2
)
, (5.13)
and the direction that the listener is facing θ. Therefore the elevation, shown in Figure 5.13,
is
β = θ + ζ = θ + arctan
(
zS − zL√
(xS − xL)2 + (yS − yL)2
)
(5.14)
Call to Avatar Mapping
Being able to map a specific avatar to a specific SIP call is essential to ensuring correlation
between the perceived auditory position of a source and the position of that the avatar
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Figure 5.13: Listener and source positions showing elevation, β.
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Listing 5.1: Example of SIP URI to Second Life avatar name mapping.
1 s i p : 229 . 42 . 141 . 251 : 43928 John Smith
2 s i p : 146 . 232 . 121 . 43 : 36581 Sarah Jones
3 s i p : 126 . 73 . 238 . 53 : 62912 Joe Baker
corresponding to that source in the virtual world. A type of “phone book” is necessary to
relate Second Life avatar names to SIP URIs. Without such a system, the perceived positions
of the calls would be mapped to avatars seemingly at random. The phone book is simply
a file containing a phone book identifier, SIP URI and Second Life avatar name for each
person that the user wishes to be able to call. Listing 5.1 shows an example of such a file,
showing how the SIP URI sip:146.232.121.43:36581 and Second Life avatar Sarah Jones are
both mapped to the phone book identifier 2. Second Life matches the avatar name of the
current source to an entry in the phone book, retrieving the entry’s phone book identifier.
Lock Implementation and Shared File
Second Life writes the phone book identifier, azimuth and range for each source in a shared
file (each source on a separate line). PJSUA reads this file to obtain the azimuth and range
for processing each call. A secure file locking mechanism needs to be implemented to ensure
that PJSUA does not attempt to read from the file while Second Life is writing to it and vice
versa as this would likely cause either program to read invalid data. The general functioning
behind this locking mechanism is as such: each program tests for the existence of the other
lock file, then creates its own lock file, does the check again and only then accesses the file.
The lock file is deleted after this, allowing the other program access to the file. If a lock
file is detected during either of the two checks, file access is skipped and the loop continues,
no waiting delays which would hold up either program are implemented. The mechanism
ensures that only one program can access the shared file at any given time2.
PJSIP Modifications
To implement mobile sound sources, the application developed in Section 5.3 on page 54
needs to be modified to allow for the azimuth of a call to be changed while the call is in
progress and for an attenuation proportional to the range to be applied to the input audio
frames. The original application uses the call number to assign a fixed azimuth to the call
upon creation of the spatial port. The modifications implemented are detailed below.
Upon creation of a new call, PJSUA matches the SIP URI of the call to an entry in the
phone book and retrieves the phone book identifier of that entry. This identifier is passed
2This basic file locking method is suitable for the prototype application that was developed, but something
more elegant would be required for a production application.
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to the spatial media port created for the call and is used to get the correct azimuth and
range from the shared file. When the spatial port is created the azimuth is initialised to 0◦
and the pjmedia spatial coeffs function is called. This is done to get the HRTF coefficient
length, N as the spatialisation buffer is 2N + M samples long, where M us the monaural
frame size. After the buffer memory has been allocated the pjmedia spatial update function
is called to update the azimuth and range values by checking the shared azimuth file using
the locking mechanism. The azimuth and range for the entry in the shared file with phone
book identifier matching the one of the spatial port are compared to the values currently
stored for the port. If they have changed, the new distance gain is calculated using the






where rx is the range from the source and the pjmedia spatial coeffs function is called to load
the new HRTF coefficients into memory. Each audio frame is scaled by gx after spatialisation
to simulate the attenuation resulting from the propagation of sound over distance. The
pjmedia spatial update function is also called just before each frame is spatialised to ensure
that the most recent position is used for each source.
Figure 5.14 shows a summary of how the spatialisation process works with the file locking
mechanism, where sl.lock, pj.lock and az file are the Second Life lock file, the PJSUA lock
file and the shared azimuth file.
The auditory transition between virtual positions is smooth because the filter taps are
updated without clearing the history data in the buffer and the 1◦ azimuth difference between
adjacent HRTFs is smaller than is detectable [125].
5.5 Summary
Spatial audio was implemented in a VoIP application, built upon the PJSIP project, allowing
the user to assign each call a perceptual auditory position. The application was designed
primarily with conference calls in mind. The aim is to have the perceived spatial cues create
spatial separation between the different audio sources. This separation would make it easier
for the listener to identify which person is currently speaking in a conference call. This would
be of benefit to a participant in a contract negotiation or job interview, situations where one
would answer in a different fashion when speaking to a business person than when speaking
to a member of the technical team, for instance. The spatial separation between voices is
also expected to increase the intelligibility of speech in a multiple source environment, ie.
make it easier to listen to a specific person when more than one person is speaking at the
same time. All audio processing is done on the client without any changes to the VoIP
architecture, meaning that there are no additional bandwidth requirements and that the
application can deployed seamlessly in any VoIP environment using SIP.
Three spatial audio models were implemented and evaluated:
























Figure 5.14: PJSUA HRTF update process.
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• HRTF spatialisation that models the acoustic filtering resulting from different prop-
agation path of sound to each ear and the spectral shaping effects of the listener’s
pinnae, head and torso. This model is the most realistic albeit the most expensive
computationally.
• An extension of stereophonic loudspeaker panning for headphones, creating a phantom
image of the source that moves as the azimuth changes. This model is the least realistic
but also the least computationally expensive as it does not take any time delays or
spectral filtering into account.
• A basic binaural audio model was developed from the application of fundamental
acoustic principles on a simplified geometric hearing model. This model can be seen
as the middle ground between the two previously mentioned models in terms of the
trade-off between realism and computational complexity.
The application can be configured to process the incoming audio streams with any one of
the above presentation modes, as well as a monaural audio model.
The audio communications application was integrated with Second Life. Distance at-
tenuation was added to the acoustic model. The virtual world platform provides a more
dynamic, conversational environment. Users do not need to “dial” another user that they




The spatial audio communications system developed earlier and the general concept of using
spatial audio in electronic voice-based communication will be evaluated in this chapter.
Implementing spatial audio in voice-based telecommunications brings certain benefits,
such as higher intelligibility, greater speaker identification and a more immersive experience
for users. If has also has certain costs for implementation, in terms of processor usage as
well as a possible loss of flexibility. All spatialisation is implemented on the client making
for no additional network usage over that usually required for VoIP communication. This
chapter will go about measuring these benefits and weighing them against the costs and then
evaluating the usefulness of spatial audio in a communications context.
The functioning of the application developed in Chapter 5 on page 50 will first be vali-
dated. A website framework will then be developed to conduct human subject experiments.
Four psychoacoustic experiments will be performed, the first three evaluating the effect of
spatial audio on a listener’s ability to identify the active speaker and follow the speech
of a target speaker multiple speaker situations. The final psychoacoustic experiment will
determine the effect of audio encoding and compression on spatialisation. Finally, the com-
putational costs of each model will be measured.
6.1 Validation of PJSIP Spatialisation
The fidelity of the spatialisation implemented in Section 5.3 on page 54 needs to be validated
before the system can be used. The left and right channels are evaluated separately, with the
process for each channel being detailed below. A sentence from the Grid corpus, discussed
in Section 6.2.1 on page 72, is used as the input. A benchmark signal, x[n], is generated by
block convolution of the input by an HRTF pair and normalising the result. A PJSIP call is
made, with the source being the same input sample, and spatialised using the same HRTF
pair. The call recording functionality of PJSIP gives this signal as y[n]. If the spatialisation
is functioning correctly then
y[n] = αx[n−D] + ω[n], (6.1)
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where α is some scaling factor, D some delay and ω[n] additive noise with ω[n] → 0. The





where l is the time lag between the signals in samples. The large peak in the cross-correlation
shown in Figure 6.1 shows the high degree of correlation between the signals. The value of l
for which Rxy[l] is a maximum is the time shift D between the signals. The test signal is time-
aligned by shifting it D samples and normalised to remove the effect of the scaling factor α,
giving z[n]. The error function e[n] = x[n]−z[n] is shown to be minimal in relative to x[n] in
Figure 6.2 and is most likely the result of quantisation error as the PJSIP frames are stored
internally as 16 bit signed integers. The Mean Squared Error (MSE) is 2.84451852537×10−5
for the left channel and 2.79502308716 × 10−5 for the right channel. We can therefore say,
with a high degree of certainty, that the PJSIP spatialisation is functioning as should.
6.2 Speech Corpora
Any audio communication system will require voice recordings for testing and experimenta-
tion. In this section we will consider two such speech corpora that will be used as the input
audio file for the experiments to be performed in this chapter. The Grid and CMU Arctic
corpora will be discussed as well as the pre-processing necessary before they can be used in
the experiments.
6.2.1 Grid Speech Corpus
The Grid corpus is a large audiovisual speech corpus [60]. The sentences are of the form
<command><colour><preposition><letter><number><adverb>, for example “place blue
by G4 now” and are provided at a sampling rate of 50 kHz for the raw audio and 25 kHz for
audio files that have been endpointed so that the file begins and ends with the begin and
end of the utterance. The corpus contains 1000 spoken sentences from each of 34 speakers,
eighteen male and sixteen female. All of the samples are under three seconds in duration.
6.2.2 CMU Arctic Speech Corpus
The CMU Arctic speech corpus was designed for speech synthesis research and consists of
approximately 1200 phonetically balanced English sentences [98]. The corpus consists of two
sets. Set A is the first run of diphone extraction, was recorded in the morning and contains
593 prompts. Set B was recorded in the afternoon and contains 539 prompts. Set A is larger
than set B because it contains diphones that only appear once in the corpus. The audio files
are sampled at 32 kHz.
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(a) Left channel
(b) Right channel
Figure 6.1: Cross-correlation of spatialised sample from PJSIP and block convolution.
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(a) Left channel
(b) Right channel
Figure 6.2: Error function for PJSIP spatialisation.
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Table 6.1: Statistics concerning the durations of the audio file sets to be used in speech
intelligibility experiments.
(a) Before removing samples with incorrect length.
Sample set Sample Mean Minimum Maximum Standard
count duration [s] duration [s] duration [s] deviation [s]
Grid (subject 3) 1000 2.16 1.67 2.87 0.18
Arctic (bdl) 1131 2.5 0.78 5.55 0.76
Arctic (jmk) 1114 2.6 0.73 5.48 0.78
Arctic (slt) 1132 2.58 0.69 4.89 0.74
(b) After removing samples with incorrect length.
Sample set Sample Mean Minimum Maximum Standard
count duration [s] duration [s] duration [s] deviation [s]
Grid (subject 3) 839 2.11 1.67 2.34 0.15
Arctic (bdl) 635 3.04 2.35 5.55 0.51
Arctic (jmk) 675 3.1 2.35 5.48 0.53
Arctic (slt) 696 3.04 2.35 4.89 0.52
6.2.3 Speech Corpora Pre-processing
The speech intelligibility experiments to be discussed in Section 6.9 on page 88 and Section
6.10 on page 93 require the test subject to identify key words spoken by a target speaker in
the presence of a number of masking speakers.
Audio samples from talker 3 of the Grid corpus were used as the target speaker. Audio
samples from the “bdl”, “jmk” and “slt” speakers of the CMU Arctic corpus were used as
the first three maskers. All the speakers from the Grid and CMU Arctic corpora are male
and speak English as their first language.
For proper masking of the target speaker, it is essential that the all the masking samples
are longer in duration that all the target samples. Figure 6.3 shows a Probability Density
Function (PDF) of the duration of the files in each audio sample set. Table 6.1(a) shows
statistics concerning the duration of the samples in the sets. The cutoff duration is selected
to be 2.35 seconds, approximately one standard deviation above the mean of the target
set. Target samples shorter than the cutoff and marker samples longer than the cutoff were
discarded, Table 6.1(b) shows the statistics of the new sets. The target set is larger than the
masker sets, which is acceptable because more variety in the samples that the subjects need
to identify is preferable to the other way around. White noise, 2.35 seconds in duration and
sampled at 32 kHz, was used as the fourth masker.
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Figure 6.3: PDF of the duration of the files in each of the sets of audio samples to be used
for speech intelligibility experiments.
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6.3 Experimental Framework
Human-subject psychoacoustic experiments will be performed to evaluate the benefit of
spatial audio over monaural audio. The subjects will have to listen to audio samples and
then either attempt to identify the active speaker for the speaker identification experiments,
or the key words of a spoken sentence in the experiments measuring speech intelligibility.
To make the experiments easier to administer, they will be performed using a website.
The experiments that will be detailed in Sections 6.8, 6.9 and 6.10 on pages 6.8, 6.9 and
6.10 respectively were administered using a website. This section gives a generic framework
that is further customised for the purposes and requirements of each experiment.
6.3.1 Website
The website for the experiments combines elements of HTML, PHP: Hypertext Preprocessor
(PHP), Flash and My Structured Query Language (MySQL). The layout of the website is
built using HTML. All data processing is done using PHP. The results from each test run are
stored in a MySQL database. The audio samples are played using a modified version of the
WordPress Audio Player built by Martin Laine [101], a Flash audio player built specifically
for use as a WordPress plug-in but capable of being used elsewhere [107]. An audio player
built on the Adobe Flash Player platform makes sense due to the high penetration of Adobe
Flash Player [32] and the non-standard use of the HTML object tag in Microsoft Internet
Explorer [57].
At the start of the experiment the subject is redirected to a page with an HTML form
asking the subject’s name, age and gender as well as giving basic information about the
nature of the experiment. The subjects are instructed that headphones are mandatory and
a simple check is done by asking the subjects if they are using loudspeakers or headphones.
Submitting the form brings up the test page. If the test subject did not specify that they are
using headphones, they are redirected to a page instructing them to do this. The transgres-
sion is logged in a table in the MySQL database and a link is provided back to the start of
the experiment. This method will unfortunately not stop a person dedicated to corrupting
the experiment.
The test page instructs the subject about the nature of the target and masking sources
and about how to proceed with the experiment. The test page then has an introduction
sample that contains only a target sentence in order to familiarise the subject with the target.
The five test sentences then follow, with an answer section consisting of radio buttons with
options for the colour, letter and number that the subject heard after each audio player
instance. The submit button at the bottom of the test page sends the subject to a page that
processes the subject’s answers and sends them to the MySQL database. The correct answers
for each test are read from the seed files and also sent to the database, ensuring that the
database contains all the information necessary to calculate the results for the experiment.
The subject should not be allowed to play any sample more than once. Version 1.2.3 of
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the WordPress Audio Player was modified to only play the audio sample once each time it
is loaded. The refresh detection is done by checking for the existence of a “refresh” cookie
before displaying the test page. If the cookie is not found then it is set. If the cookie is
found then the subject is redirected to a page that instructs the subject not to refresh the
test pages and has a link sending the subject back to the start of the experiment. Both
the details page and the process page clear the cookie. All transgressions are logged in the
MySQL database. Control questions will also be inserted in the experiment in order to
detect cheaters. The measures taken above are still susceptible to exploits from dedicated
individuals but are sufficient to hinder casual cheaters. The only failsafe method to ensure
that absolutely no cheating occurs would be to administer the experiment under observation.
A flowchart summarising the process of the experiment is shown in Figure 6.4. Variables
are passed between the different pages using “hidden” form fields. A screen capture of one
of the test samples and answer sections is shown in Figure 6.5. The number of unique users
is monitored by placing a cookie on the subject’s computer the first time they access the
experiment site and checking for the existence of this cookie on subsequent visits.
A MySQL table is created for each experiment that stores all data that might be relevant.
Each test run is stored as a new entry in the database. The data stored in each table includes,
• the name, age, gender and IP address of each subject,
• details about the test run that was performed,
• the times that each run was started and completed,
• the answers the subject gave and
• the correct answers.
All the data necessary the process the results for each experiment is included in the database,
making it self-contained.
6.4 AMT
Subjects for the experiments will also be recruited using the Amazon Mechanical Turk
(AMT) web service.
6.4.1 Description
AMT [2] is a web service from Amazon that provides a crowdsourcing marketplace that
gives businesses, referred to as “requesters”, access to a scalable and on-demand workforce.
Workers do tasks, known as Human Intelligence Tasks (HITs), to earn money, whenever they
find convenient. Amazon calls AMT “Artificial Artificial Intelligence”. A HIT is a small
task that, although fairly easy to accomplish, requires a human to solve. An example of a
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Figure 6.4: Flowchart summarising how the subject works through the experiment website.
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Figure 6.5: Screen capture of a part of the experiment website showing the audio player for
a single test sample along with the radio buttons for the subject’s answers.
HIT would be making comments about the colour scheme of a website, earning the worker
$0.05 per website [2].
Although anybody can register to be a worker, a United States bank account and postal
address are mandatory for businesses or individuals wishing to register as a requester, making
it difficult for a South African to use the AMT service directly. HIT-Builder by DPA Software
is a web service that allows people in the rest of the world to make use of AMT through
their account. After registration and funding of an account, the HIT-Builder website can be
used to generate HITs.
6.5 Psychoacoustic Experiments using AMT
AMT provides an inexpensive platform for performing human-subject experiments, although
care needs to be taken to ensure that “casual cheaters” do not corrupt the data collected
[97, 87]. Designing the experiment in a manner that does not reward the subject based on
their answers will discourage cheating.
Web-based auditory experiments can be done using AMT. It is not possible or practical to
embed the experiment websites directly into the HIT page, so the HIT has some introductory
text, a link to the experiment website and a single test field for entering a code retrieved upon
completion of the experiment. Completing an experiment is considered doing at least ten
runs. A modified version of each experiment is created which generates a completion code,
which is also stored in a MySQL database. The AMT is required to enter the completion code
into the text field provided on the HIT page in order to receive payment. The completion
codes are never validated, we believe that the mere possibility of validation is enough to
deter casual chancers. The AMT websites store results in a different MySQL table than the
regular versions as the AMT data is not considered as dependable. Some of the HITs pay
$0.10 and others $0.20.
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6.6 Results Processing
Any human-subject experiment where the subjects are not monitored closely will have bad
data resulting from participants attempting to cheat the system. These cheaters must be
removed from the data pool without biasing the results of the experiment. This is even more
important for the data from the experiments conducted using AMT where the high level of
anonymity would likely result in more chancers. Subjects that complete the test runs faster
than is possible to just listen to all the samples are removed along with those who gave the
default answer to every single questions, showing that they did not listen to the samples.
The results from the experiments conducted through normals mean (not through AMT)
can be used to find trends that will help in eliminating AMT subjects with suspicious results.
Details of exactly how this is done for each experiment will be given in the relevant section.
6.7 Speaker Identification in a Conference Call
We conducted an experiment to evaluate the effect of spatial audio on speaker identification
rates for a multiple speaker conversation. The experiment was designed to emulate a con-
ference call, with participants that are unfamiliar to the user, but where it is important to
know who is speaking. For example, during a contract negotiation or job interview one would
answer questions differently depending on who is asking them. People who do not regularly
participate in conference calls might need assistance in identifying the active speaker.
6.7.1 Hypothesis
We hypothesise that spatial audio affords a listener greater ability in identifying an active
speaker in a multiple speaker situation than monaural audio.
6.7.2 Experimental Method
We chose to take an off-line approach and use pre-generated audio files instead of testing
using the live system to ensure repeatability with different test subjects.
Sentences were chosen from the Grid audiovisual speech corpus that was discussed in
Section 6.2.1 on page 72. The 25 kHz endpointed audio files were used for the system after
being resampled to 32 kHz to match the sampling rate used in the system. Table 6.2 shows
which speakers were chosen and the azimuth of each source. All four of the speakers are
male.
Ten sets of audio files were generated, with each set containing four files, each with
sentences from only a single speaker. There is no temporal overlap between sentences within
a single set. The segments in each set consist of two stages: the introduction stage and the
identification stage. The introduction stage has two sentences from each speaker, for a total
of eight sentences, in order to allow the subjects to familiarise themselves with the voices and
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Table 6.2: Azimuth and speaker for each of the four sources
Source Azimuth Speaker
1 285◦ Grid (subject 1)
2 330◦ Grid (subject 2)
3 30◦ Grid (subject 3)
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Figure 6.6: Virtual spatial arrangement of listener and sources in experiment.
spatial positions of each of the speakers. The identification stage which has four sentences
from each speaker in a random order. The subjects will only be required to identify the
speakers in the second stage which requires 160 identifications per subject.
The four audio files in each set were used as the input audio source for an instance of the
unmodified PJSUA software on four networked computers. The unmodified software with
different levels of compression, where the above mentioned experiment had uncompressed
audiowas used to demonstrate that the system can spatialize speakers from a standard SIP
client. The software on the test computer made a call to all four source computers simulta-
neously and recorded the resultant conversation in both monaural and spatial arrangements,
resulting in two audio files for each of the ten sets. The spatial position of each source is
shown in Figure 6.6. Figure 6.7 shows a block diagram summary of this process.
Sixteen subjects with normal hearing were used to conduct the experiment. The subjects
were between the ages of 21 and 28, with an average age of 23.7. Thirteen of the subjects
were male and three of the subjects were female. A Python script was written to generate a
set of files for each test subject in a random order. Each test consisted of five monaural and
five spatial audio files, alternating between monaural and spatial, with half of the subjects
starting on a monaural file and the other half on a spatial file. Each test subject had to listen
to the test files in the order provided and attempt to identify which speaker was active for
each of the speech segments. The test subjects were made aware of the spatial arrangement
of the sources by showing them Figure 6.6 before beginning the experiment. The subjects
were also made aware of the form of the sentences used in the experiment.
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Figure 6.7: Method by which the spatial audio files used in the experiment were created.
6.7.3 Results
The experiment was conducted in an environment that had low ambient noise levels, typical
to that which one would find in an office environment. The audio files were presented to
each of the sixteen subjects using high-quality headphones (Sennheiser HD 457, HD 280 Pro,
HD 212 Pro, HD 202 and HD 465 headphones were used) to ensure that no distortion was
introduced and that the frequency spectrum was not adversely affected.
If a subject made a mistake, either missing a sentence or identifying too many sentences,
the data from that particular run was discarded. A total of six mistakes were made, four in a
monaural run and two in a spatial run. This left 76 valid monaural runs totalling 1216 valid
monaural identifications and 78 valid spatial runs totalling 1248 valid spatial identifications.
Figure 6.8 shows the speaker identification rates averaged across all the subjects for each
of the monaural and spatial runs, with the propability of guessing correctly included for
comparison purposes. On average, the subjects identified the source correctly 43% of the
time when the system was in monaural mode and 88% of the time when the system was in
spatial mode.
6.8 Speaker Identification in a Multiple Speaker Situ-
ation
This experiment was conducted to determine the effect of spatial audio on a subject’s ability
to recognise a speaker in a situation where any one of multiple speakers could be active at
any given time, but not at the same time.
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Figure 6.8: Correct speaker identification rates determined from an experiment with monau-
ral and spatial audio. The probability of guessing correctly is included for comparison pur-
poses.
6.8.1 Hypothesis
We hypothesise that spatial audio affords a listener greater ability in identifying an active
speaker in a multiple speaker situation than monaural audio. HRTF spatialisation, head-
phone stereo panning and a basic binaural model are compared against monaural audio.
6.8.2 Experimental Method
We chose to administer the experiment through a website over the Internet rather than
letting the test subjects work with a live system in a controlled environment. This approach
has two advantages over testing with the live system in that it is more more repeatable as
well as being more practical to administer to a larger number of test subjects. After the
experiment has been set up once it is fully autonomous and can be repeated ad infinitum.
The test samples were generated using Python instead of the PJSIP system in order to
further automate the process. This was proven to be equivalent to using the live PJSIP
system in Section 6.1 on page 71. The samples were generated by implementing the HRTF
spatialisation, headphone stereo panning and the binaural model described in Section 5.1 on
page 51 in Python.
The test subjects are required to listen to audio samples that contain a single spoken
sentence from one of six possible speakers, only one speaker is active in any given sample. In
the monaural presentation mode the test subjects will only be able to discern the different
speakers based on their voices. In the stereophonic presentation modes the test subjects will
be able to use both the speakers’ voices and perceived positions to identify them. Figure
6.9 shows the positions of the six sources. Audio files from the Grid corpus, discussed in














Figure 6.9: Source positions.
Table 6.3: Azimuth and speaker for each of the six sources.
Source Azimuth Speaker
1 300◦ Grid (subject 3)
2 330◦ Grid (subject 5)
3 30◦ Grid (subject 6)
4 60◦ Grid (subject 10)
5 120◦ Grid (subject 12)
6 240◦ Grid (subject 13)
Section 6.2.1 on page 72, were used as the audio sources. Table 6.3 shows which speakers
were chosen and the azimuth of each source. All six of the speakers are male.
The experiment has a hundred possible test runs, with each test run having five audio
samples. The audio samples that the subjects will listen are generated in two steps. The
first step creates a set of seed files that describe each test run. Each seed file has a line for
each of the five samples in the test, containing the number of a randomly selected source, the
azimuth of the chosen source and the filename of a randomly selected audio sample from the
chosen source. An example seed file is shown in Listing 6.1. An additional “introduction”
seed file with six lines, one for each of the six sources, in order is also generated. This seed
file will be used to generate of set of introduction samples to familiarise the test subjects
with the voice of each speaker.
The second step takes each of the 100 test seed files and generates a set of test samples
for each of the four presentation modes, making a total of 400 tests. Each test consists of
a directory with five audio samples, containing a single speaker uttering a single sentence.
Each test sample is generated by taking the appropriate audio file as specified by the seed
file (resampled to 32 kHz) and processing it with the algorithm for the current presentation
mode at the azimuth specified in the seed file. Figure 6.10 shows the process for generating a
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Figure 6.10: Sample generation process for a single sample.
single test sample. The stereo processing block can be monaural, spatial, panning or binaural
processing, depending on the current presentation mode. The output audio samples are saved
as 44.1 kHz, 320 kbps MP3 files as required by the Flash audio player. A set of audio files
corresponding to the introduction seed file is also generated in the same fashion.
The experiment is administered using a modified version of the experiment website frame-
work discussed in Section 6.3 on page 77. Following the details page, the introduction page
provides further information on the experiment including a figure with source positions, an
example test and answer section and audio player with a monaural sample for each speaker
to familiarise the subject. Figure 6.11 shows a test and answer section. The subjects are
made aware that the sound in some of the audio samples will appear to come from a certain
direction and that they need to use the speaker’s voice and position to identify them. The
introduction page leads on to the test page which also has audio players introducing each
speaker. The five test and answer sections then follow, after this the website adheres to the
framework.
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Figure 6.11: Screen capture of a part of the experiment website showing the audio player
for a single test sample along with the radio buttons for the subject’s answers.
6.8.3 Results
For the experiment conducted through normal means, 62 subjects took part in the experi-
ment and 45 subjects completed at least five test runs. Data from subjects with fewer than
five test runs was dropped. The subjects were between the ages of 19 and 45, with an average
age of 24.19 years. Males accounted for 82.26% of the subjects and females for 17.74%.
Asking AMT workers for identity information like their names is a contravention of the
AMT terms of service. This makes determining the total number of subjects impossible, as
two subjects of the same age and gender will appear to be one if names cannot be used to
identify them. Cookies are not completely reliable for identifying users as many people turn
them off. However, 236 people completed the fifteen runs required for payment meaning
that there are at least as many subjects. Data from subjects with fewer than ten test runs
was dropped. The subjects were between the ages of 18 and 56, with an average age of 30.83
years. Males accounted for 62.07% of the subjects and females for 37.93%. The average age
and gender distribution are rough approximations, again due to it being impossible to know
the exact number of unique subjects.
The data collected from the AMT experiments needed to be cleaned. All data from
subjects that completed each test run in a time that is less than required to listen to all the
audio samples back to back is dropped. All subjects that make side-to-side error in any of
the stereo presentation modes, something that can only occur if the subject is cheating, has
severe hearing problems or has their headphones on the wrong way around, is dropped. No
individual tests results were discarded, only results from any subjects deemed suspicious.
We believe that this does not compromise the integrity of the experiment.
Table 6.4 shows the number of test run in the collected data, both before and after
cleaning. Each test consists of one speaker direction identification. The AMT experiment
collected a large amount of data but test results from a large number of subjects needed to
be dropped, leaving only 17.4% of the total data collected as valid. The normal experiment
data was much more reliable, with 93.27% of the tests being used.
Figure 6.12 shows the correct speaker identification rates for the experiment, both through
the normals means and through AMT. The spatial presentation modes greatly surpass
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Table 6.4: The number of test results collected for each presentation mode.
Monaural HRTF Panning Binaural
Normal (before cleaning) 965 915 925 985
Normal (after cleaning) 885 875 860 915
AMT (before cleaning) 3480 3200 3480 3315
AMT (after cleaning) 600 495 680 570
(a) Normal experiment (b) AMT experiment
Figure 6.12: Speaker identification rates for multiple speaker situations.
the monaural presentation, with the normal HRTF spatial (42.06%) and binaural (44.26%)
modes achieving scores less than twice the monaural mode (22.15%). The headphone pan-
ning model performs the best out of the three spatial models. The basic binaural model and
HRTF spatialisation show similar improvements of 40.02% and 39.58% respectively when
averaging across both experiments.
The overall scores are significantly lower than those of the earlier experiment described in
Section 6.7 on page 81. This can largely be attributed to the larges number of possible sources
positions, six versus four in the earlier experiment. Evaluating four different spatialisation
methods could also make localisation more difficult for the subject, as the exact positional
cues vary between the methods.
6.9 Speech Intelligibility in a Multiple Speaker Situa-
tion
This experiment was conducted to determine the effect that localised audio has on speech
intelligibility in a multiple speaker situation where more than one speaker is active at any
given time. The aim is to emulate the cocktail party effect in which a person has to follow
the speech of a target speaker in the presence of masking speakers.
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Listing 6.2: Example seed file for a scenario 6 test run.
60 150 315
sgbp4p
prbp8p a r c t i c a0531 a r c t i c a0116
prbj2n a r c t i c b0533 a r c t i c a0563
bgwo1s a r c t i c b0279 a r c t i c b0494
swiu4p a r c t i c a0582 a r c t i c a0087
swib3a a r c t i c a0191 a r c t i c b0165
6.9.1 Hypothesis
We hypothesise that spatial audio provides greater speech intelligibility than monaural audio
in a situation with more than one concurrent speaker. HRTF spatialisation, headphone stereo
panning and a basic binaural model are compared against monaural audio.
6.9.2 Experimental Method
The experiment is conducted in the same manner as the one detailed in Section 6.8 on page
83 and only the differences will be discussed here.
The target and masking speakers are as specified in Section 6.2.3 on page 75. Table B.1
on page 128 shows the azimuth positions of the target and masker sources for each of the
sixteen different scenarios, where N is the number of maskers. Figures B.1, B.2, B.3 and B.4
on pages 124, 125, 126 and 127 show the target and maskers position, where T designates a
target, M a speech masker and W a noise masker.
The audio samples that the subjects will listen to are generated in two steps. The first
step creates a set of seed files that describe each of the test arrangements. Each seed file
consists of a line containing the azimuth values of the N+1 sources, where N is the number of
maskers in the scenario. The seed file then has a line containing a target filename, following
this are five lines containing the N + 1 filenames for the target and maskers. An example
seed file for a scenario 6 test run is shown in Listing 6.2. All target and maskers files are
randomly selected from the audio file sets for each source. Each of the sixteen scenarios is
repeated five times to provide a greater number of answer possibilities, for a total of eighty
seed files.
The second step takes each of the eighty seed files and generates a set of test samples
for each of the four presentation modes, making a total of 320 tests. Each test consists of a
directory with six audio samples, the first containing only the target speaker to familiarise
the subject. The other five files contain the target speaker in the presence of the masking
speakers. Each test sample is generated by taking all the source samples for that case
(resampled to 32 kHz), processing them with the algorithm for the current presentation
mode and mixing them together as a single stereophonic audio stream (or monaural stream




























Figure 6.13: Sample generation process for a single sample, N is the number of maskers in
the current positional scenario.
for the monaural presentation mode). Figure 6.13 shows the process for generating a single
test sample. The stereo processing block can be monaural, spatial, panning or binaural
processing, depending on the current presentation mode. N is the number of maskers in the
current positional scenario and varies between one and four. The azimuth for each of the
N + 1 sources is taken from the first line in the seed file of each test run. The output audio
samples are saved as 44.1 kHz, 320 kbps MP3 files as required by the Flash audio player.
The experiment is administered using the website framework discussed in Section 6.3 on
page 77.
6.9.3 Results
For the experiment conducted through normal means, 78 subjects took part in the experi-
ment and 53 subjects completed at least five test runs. Data from subjects with fewer than
five test runs was dropped. The subjects were between the ages of 19 and 56, with an average
age of 25.94 years. Males accounted for 84.62% of the subjects and females for 15.38%.
For the AMT experiment, 230 people completed the fifteen runs required for payment
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Table 6.5: The number of test results collected for each presentation mode.
Monaural HRTF Panning Binaural
Normal (before cleaning) 1070 1060 860 910
Normal (after cleaning) 980 950 765 825
AMT (before cleaning) 3230 3285 3025 3035
AMT (after cleaning) 590 655 565 695
meaning that there are at least as many subjects. Data from subjects with fewer than ten
test runs was dropped.
The performance for the one masker situation, which is very easy, was used as a control.
The normal experimental subjects had an average colour and number identification rate of
no less than 92.9% across all presentation modes. Any subjects that have an average colour
and number identification rate for the one masker scenario of less than 40% were dropped.
The subjects were between the ages of 18 and 60, with an average age of 34.3 years. Males
accounted for 43.33% of the subjects and females for 56.67%. The average age and gender
distribution are rough approximations, again due to it being impossible to know the exact
number of unique subjects.
Table 6.5 shows the number of test run in the collected data, both before and after
cleaning. Each test consists of three identifications, one each of the colour, letter and number
key words. The AMT experiment collected a large amount of data but test results from a
large number of subjects needed to be dropped, leaving only 19.92% of the total data collected
as valid. The normal experiment data was much more reliable, with 90.26% of the tests being
used.
The intelligibility rates of the colour, letter and number key words as a function of
the number of masking speakers are shown in Figures 6.14, 6.15 and 6.16 respectively. The
results for both the experiment conducted using AMT and the experiment conducted through
normal means are given in each figure. On average the intelligibility scores are the highest
for the colour key word and the lowest for the letter key word which is exactly as expected
because of the number of possible choices. When a single masking speaker is active all
presentations modes perform well, as expected for such an easy scenario. As the number
of maskers increases, the intelligibility of all modes decreases, but the three spatial modes
less so than the monaural mode. The HRTF spatialisation outperforms all the other modes
when four speakers are active. Figures 6.14(a), 6.16(a) and 6.16(a) show HRTF spatialisation
providing greater intelligibility with three or four masking sources than monaural audio does
with one less masker.
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(a) Normal experiment (b) AMT experiment
Figure 6.14: Intelligibility rates for multiple speaker situations (colour).
(a) Normal experiment (b) AMT experiment
Figure 6.15: Intelligibility rates for multiple speaker situations (letter).
(a) Normal experiment (b) AMT experiment
Figure 6.16: Intelligibility rates for multiple speaker situations (number).
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6.10 Effect of Audio Encoding and Compression on
Spatialisation
Bandwidth limitations make sending raw audio over the network impractical, except in
situations where the network in use is a high speed LAN. If the system is to be used over
the Internet the audio packets will need to be encoded in order to save bandwidth. A spatial
audio telephony system that only works with uncompressed audio is not very practical to
use in the real world.
6.10.1 Aim
The aim of this experiment is to determine the effect of different levels of encoding and
compression on the effectiveness of spatial audio. This is done to determine if spatial audio
will function as well as monaural audio does with audio streams that have been compressed
and encoded.
6.10.2 Experimental Method
This experiment is very similar to the experiment discussed in Section 6.9 on page 88 except
that the number of maskers and positional arrangement remain constant and that the quality
audio samples used to generate the test files varies. The quality of the audio samples from
the speech corpora is degraded by encoding and decoding the samples with a lossy audio
codec. Only the differences from the aforementioned experiment will be discussed here.
To simulate the effects of encoding and compressing a live audio stream, the audio samples
from the speech corpora will be encoded with speexenc (and subsequently decoded with spe-
exdec) before generating the test samples. The experiment will ascertain the effect of bitrate
and bandwidth on the speech intelligibility of spatial audio, relative to that of monaural au-
dio. This experiment will use a modified version of the website-based experimental platform
developed in Section 6.3 on page 77.
The rate of decline in speech intelligibility for spatial audio, as a function of bitrate and
bandwidth, will be compared to monaural audio. The target and masking speakers are as
specified in Section 6.2.3 on page 75. The positions of the sources is shown in Figure 6.17,
where T designates a target and M a speech masker.
The Speex codec, discussed in Section 4.4.1 on page 48, was used to encode the audio
samples because of its open-source nature. Speex does not perform as well as closed-source
codecs due to licensing issues prohibiting the application of certain techniques, requiring
higher bit rates to achieve the same Mean Opinion Score (MOS) values as the Adaptive
Multi-Rate (AMR) and Adaptive Multi-Rate Wideband (AMR-WB) codecs [116]. The ex-
periment evaluates the relative differences in performance of the presentation modes after
being compressed, making the absolute performance of the codec unimportant and the open-
source nature of Speex makes it better for experimentation than the closed-source AMR and











Figure 6.17: Source positions for scenarios with two maskers, where T designates a target
and M a speech masker.
AMR-WB codecs.
Although the Speex codec offers a number of different bit rates, evaluating the increase in
speech intelligibility of each would result in a unnecessarily high number of test cases. The
number of test cases can be decreased by only evaluating bit rates that give a large difference
in perceived quality. According to a subjective evaluation by the author, an increase in bit
rate at the higher rates contributes a much smaller increase in speech intelligibility than
an equivalent increase at the lower rates [88]. An experiment by Anssi Ra¨mo¨ and Henri
Toukomaa also shows a greater increase in MOS values for an increase in bit rate at lower
bit rates than at higher ones [116]. To assist in choosing which bit rates to evaluate, the







where ei is the difference between the resultant output signals from a reference signal being
encoded at two consecutive bit rates and N the length in samples of the reference signal.
Table 6.6 shows the MSE between consecutive bit rates using a speech signal as reference.
Version 1.1.12 (compiled May 7, 2008) of the codec was used.
Not all of the available bit rates for each bandwidth mode were evaluated in the exper-
iment, only the bit rate pairs that from Table 6.6 that gave MSE ≥ 0.001 as well as the
highest and lowest available bit rates for each mode. Table 6.7 shows the bit rates that were
chosen. This gives a total of eighteen different quality combinations, six for each of the three
sampling rates.
The audio samples that the subjects will listen to are generated in two steps. The first
step creates a set of seed files that describe each of the test arrangements. Each seed file
consists of a line containing the quality parameters for the test case, the bandwidth and
bit rate. The seed file then has a line containing a target filename, following this are five
lines containing the filenames for the target and three maskers. An example seed file for a
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Table 6.6: MSE of consecutive bit rate pairs for Speex codec.
Bandwidth Bit rate 1 Bit rate 2 MSE
8 kHz 2,150 bps 3,950 bps 0.0358254767
8 kHz 3,950 bps 5,950 bps 0.0101565771
8 kHz 5,950 bps 8,000 bps 0.0017101937
8 kHz 8,000 bps 11,000 bps 0.0259890603
8 kHz 11,000 bps 15,000 bps 0.0006358961
8 kHz 15,000 bps 18,200 bps 0.0003169583
8 kHz 18,200 bps 24,600 bps 0.0001760196
16 kHz 3,950 bps 5,750 bps 0.0337654681
16 kHz 5,750 bps 7,750 bps 0.0102933004
16 kHz 7,750 bps 9,800 bps 0.0024642114
16 kHz 9,800 bps 12,800 bps 0.0288206294
16 kHz 12,800 bps 16,800 bps 0.0009520490
16 kHz 16,800 bps 20,600 bps 0.0001321288
16 kHz 20,600 bps 23,800 bps 0.0004503355
16 kHz 23,800 bps 27,800 bps 0.0000464394
16 kHz 27,800 bps 34,200 bps 0.0002605977
16 kHz 34,200 bps 42,200 bps 0.0000127436
32 kHz 4,150 bps 7,750 bps 0.0391912591
32 kHz 7,750 bps 9,550 bps 0.0114259462
32 kHz 9,550 bps 11,600 bps 0.0279762791
32 kHz 11,600 bps 14,600 bps 0.0018548806
32 kHz 14,600 bps 18,600 bps 0.0009840550
32 kHz 18,600 bps 22,400 bps 0.0002670490
32 kHz 22,400 bps 25,600 bps 0.0004869111
32 kHz 25,600 bps 29,600 bps 0.0001003703
32 kHz 29,600 bps 36,000 bps 0.0002740306
32 kHz 36,000 bps 44,000 bps 0.0000391483
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Table 6.7: Speex codec bit rates to be used in experiment.
Narrowband (8 kHz) Wideband (16 kHz) Ultra-wideband (32 kHz)
2,150 bps 3,950 bps 4,150 bps
3,950 bps 5,750 bps 7,550 bps
5,950 bps 7,750 bps 9,550 bps
8,000 bps 9,800 bps 11,600 bps
11,000 bps 12,800 bps 14,600 bps
24,600 bps 42,200 bps 44,000 bps
Listing 6.3: Example seed file for a 16 kHz 12.8 kbps test run.
16000 hz 12800 bps
pwij2p
bbbz9a a r c t i c a0391 a r c t i c b0256 a r c t i c a0493
pbbv5s a r c t i c b0411 a r c t i c a0546 a r c t i c a0199
l rak6p a r c t i c a0538 a r c t i c a0358 a r c t i c a0371
srab1a a r c t i c b0426 a r c t i c a0219 a r c t i c a0380
lgwgzn a r c t i c a0166 a r c t i c a0382 a r c t i c a0395
16 kHz (wideband), 12.8 kbps test run is shown in Listing 6.3. All target and maskers files
are randomly selected from the audio file sets for each source. Each of the eighteen quality
combinations is repeated five times to provide a greater number of answer possibilities, for
a total of ninety seed files.
The second step takes each of the ninety seed files and generates a set of test samples
for each of the four presentation modes, making a total of 360 tests. Each test consists of a
directory with six audio samples, the first containing only the target speaker to familiarise
the subject. The other five files contain the target speaker in the presence of the masking
speakers. Each test sample is generated by taking all the source samples for that case
(resampled to 32 kHz), processing them with the algorithm for the current presentation
mode and mixing them together as a single stereophonic audio stream (or monaural stream
for the monaural presentation mode). Figure 6.18 shows the process for generating a single
test sample. The stereo processing block can be monaural, spatial, panning or binaural
processing, depending on the current presentation mode. There are three maskers in the
positional scenario, shown in 6.17. The output audio samples are saved as 44.1 kHz, 320
kbps MP3 files as required by the Flash audio player.
The experiment is administered using the website framework discussed in Section 6.3 on
page 77.
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Figure 6.18: Sample generation process for a single sample, Fs and R are the bandwidth
and bit rate of the current test case.
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Table 6.8: The number of test results collected for each presentation mode.
Monaural HRTF Panning Binaural
Normal (before cleaning) 625 630 610 615
Normal (after cleaning) 610 585 590 590
6.10.3 Results
Data acquired through the AMT experiment was not used for lack of a reliable means to
screen for invalid results. For the experiment conducted through normal means, 38 subjects
took part in the experiment and 34 subjects completed at least five test runs. Data from
subjects with fewer than five test runs was dropped. The subjects were between the ages of
17 and 39, with an average age of 23.74 years. Males accounted for 85.35% of the subjects
and females for 17.65%.
Table 6.8 shows the number of test runs in the collected data, both before and after
cleaning. Each test consists of three identifications, one each of the colour, letter and number
key words. The normal experiment data was very reliable, with 95.77% of the tests being
used. The average intelligibility rates of the three key words was used for all results.
Figure 6.19 shows the decrease in average word intelligibility, relative to that of monaural
audio, as the bit rate decreases from the maximum for the three spatial presentation modes
at 16 kHz bandwidth. The absolute intelligibility values are not important, only the relative
rate of decline thereof. The values for the monaural mode are subtracted from each of the
spatial modes and the value at the maximum bit rate is then subtracted from this. Therefore,
any values below zero indicate conditions in which the intelligibility of the presentation
mode specified suffers more greatly from a decrease in bit rate than the monaural audio
model would. The binaural model does not handle low bit rates very well. The HRTF
spatialisation and panning models have decreased performance at 12.8 kbps, but function at
least as well as monaural audio everywhere else. Some of this variance could be attributed
to the experimental nature of the Speex codec, which is not yet a mature project.
Figure 6.20 shows the intelligibility of each presentation mode at the maximum bit rate
as a function of the bandwidth. Monaural audio does not receive any benefit from an
increase in bandwidth while the intelligibility of the three spatial modes increase as the
bandwidth increases. As the different bandwidth modes do not share the same bit rates, the
intelligibility rate relative to the average bit rate provides a better indication an increase
in bandwidth provides a similar proportional increase in performance. This is shown in
Figure 6.21. A decreasing function means that the performance does not increase in the
same proportion that the bit rate increases. The only mode does comes close to maintaining
a unity performance to bit rate ratio is the HRTF spatial model when going from 16 to 32
kHz. The spatial modes perform especially poorly when going from 8 to 16 kHz.
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Figure 6.19: Change in average speech intelligibility relative to monaural audio.
Figure 6.20: Intelligibility at maximum bit rate for each bandwidth mode.
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Figure 6.21: Intelligibility relative to average bit rate for each bandwidth mode.
6.11 System Benchmarking
The spatialisation algorithms implemented in the application designed in Section 5.3 on page
54 will place an additional computational burden on the system. This burden needs to be
quantified in order to ascertain the feasibility of using spatialisation in a real-time audio
communications platform.
6.11.1 Aim
The aim of this experiment is to determine the change in system resource usage because of
the implementation of spatialisation in PJSIP as a function of the number of calls. This ex-
periment is not a detailed performance analysis of the various audio model implementations,
but merely a broad comparison of the processing costs of each model and not too much will
be inferred from the results.
6.11.2 Experimental Method
The program needs to be profiled to determine the additional costs of the HRTF, panning
and binaural spatialisation models over the existing monaural one. The audio frame pro-
cessing functions are clocked on 20 millisecond cycles, making the determination of the total
execution time of the program irrelevant. Two software profiling packages available on Linux
are Valgrind [24] and GNU Profiler (gprof) [4]. The sampling process used in gprof does not
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work very well with a program that spends a lot of time in system calls and can return unex-
pected results [105]. Valgrind is a simulation-based profiling package and does not have such
a problem and will therefore be used for performing this experiment. Running a program
in the Valgrind simulation environment does unfortunately make it run around 50 times
slower. No changes need to be made to the program source code, the binary is run using the
Callgrind tool in the Valgrind environment and generates a Callgrind output file for later
processing. Callgrind measures function calls and costs. Valgrind measures the number of
instructions performed by the processor, while not directly proportional to the time taken,
provides a good indication of something that is otherwise very difficult to simulate [11]. For
each component that was profiled the inclusive cost, which is the self cost plus the cost of
all callees, was measured.
The PJSUA program is modified to run autonomously. The user interface was overridden
so that the execution of the program can be scripted without requiring any form of user input.
Upon start the program calls all SIP URIs contained in a contacts file. After the call duration
specified in the configuration file has elapsed, each call hangs up the program exits after the
last call has been completed.
The experiment is conducted using a Python script that edited the start-up options,
started a remote unmodified PJSUA client that was to be called, started the modified PJ-
SUA client under Valgrind and stored the resulting Callgrind output file. In this way the
experiment can easily be automated to collect data for a number of different call scenarios,
a process that would be extremely tedious to do manually. The process is repeated for each
of the four presentation modes for the number of concurrent calls from 0 to 32. PJSIP has
a hard limit of 32 active calls, which is also the point at which audio quality on the test
machine starts to degrade.
6.11.3 Results
The total instruction cost of the program as a function of the number of active calls is shown
in Figure 6.22. The first call is the most costly due to fixed costs, after which the cost has a
somewhat linear relationship to the number of calls. The panning model has almost exactly
the same instruction cost as the monaural one, due to its low computational complexity,
which is negligible compared to normal costs incurred when making calls.
The instruction cost per call as a function of the number of active calls is shown in Figure
6.23. The average cost per call in the relatively linear region was calculated for each of the
spatial presentation modes, relative to monaural audio. The HRTF spatialisation mode costs
9.03 times as much as the monaural mode, the panning mode 1.03 times and the binaural
mode 6.86 times.
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Figure 6.22: Total instruction cost for each presentation mode.
Figure 6.23: Total instruction cost per call for each presentation mode.
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6.12 Conclusion
The results from the experiments performed in the preceding chapter and the use of AMT
to carry out these experiments will now be discussed.
6.12.1 Spatial Audio Experiments
Two experiments were conducted to determine the effect of spatial audio on speaker iden-
tification in multiple source situations the first with four possible sources and the second
with six. The first experiment, given in Section 6.7 on page 81 only compared monaural
audio to HRTF spatialisation. The experiment found that, on average, subjects are able to
correctly identify the active source 43% of the time with monaural audio and 88% of the
time with spatialisation using HRTFs. The experiment demonstrated that the system gives
an approximately two-fold increase in the probability of the user correctly identifying the
active speaker in a multiple speaker situation where one of four different speakers could be
active at any given time. The experiment was conducted using subjects that were not fa-
miliar with the system or the specific HRTFs used in the experiment. Correct identification
rates are expected to improve after the user becoming more familiar with the HRTFs [82]
or when using a set of HRTFs from a subject with anthropometric measurements similar
to their own. The second speaker identification experiment is described in Section 6.8 on
page 83. Although the absolute scores for this experiment are lower than those of the first
experiment, a similar trend exists, with the three spatial audio models affording a listener
an approximately two-fold increase in correctly identifying the active speaker. The decrease
in absolute identification rates compared to the earlier experiment is most likely due to the
greater number of possible source and the use of three spatial audio models being more
likely to confuse the listener. Headphone panning has more dramatic energy distribution
than the other spatial audio, with a source panned completely to the left presenting all the
energy to the left year, which can explain why headphone panning outperforms the HRTF
spatialisation and the basic binaural model in speaker identification tasks.
The speech intelligibility experiment performed in Section 6.9 on page 88 demonstrated
that spatial audio outperforms monaural audio in all cases when there is more than one
competing speaker. Additionally, the HRTF spatialisation in some cases provided the listener
greater intelligibility with one more masking speaker than monaural audio. The HRTF
spatialisation performed the best in the four masker situation, a difficult scenario due to
the high level of energetic masking because of the noise masker. This shows that while the
panning and binaural models provide better than monaural results, the use of a more realistic
acoustic model that is measured from the physical world and not constructed based on
approximations performs the best in extreme situations. In some cases, HRTF spatialisation
rendered more intelligible audio than the monaural model did in a situation with one fewer
source.
The audio encoding effect experiment performed in Section 6.10 on page 93 demonstrated
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that spatial audio delivers better results when the bandwidth of the audio is increased, but
that this improvement is only comes close to being proportional to the bit rate increase for
HRTF spatialisation. Spatialisation handles a decrease in bit rate better than monaural
audio in some cases and worse than monaural audio in others, a general trend has not yet
been observed. More research is required to better understand the mechanism by which
compression effects spatialisation.
The benchmarking done in Section 6.11 on page 100 gives an indication of the increased
computational complexity faced when implementing real-time audio spatialisation. The
headphone panning model, which is by far the least complex of the three, requires only 3%
more Central Processing Unit (CPU) power than monaural audio. HRTF spatialisation and
the basic binaural model are the most expensive, using 803% and 586% more CPU power
than monaural audio respectively. The basic binaural model requires 75.97% of the power
necessary for HRTF spatialisation.
The choice of which spatial audio to use will depend on the circumstances of the problem
that needs to be solved. The basic binaural model fares the worst of the three, it does
not perform as well as any of the other spatial models but requires so much as 76% of the
CPU power of the HRTF model. The performance of the binaural mode can likely be in-
creased if a different processing method than the FIR filter approach borrowed from the
HRTF spatialisation mode is adopted. However, regardless of computational performance,
the binaural does not function as well as the computationally inexpensive panning mode.
The experiments performed in this chapter demonstrate spatial audio is an improvement
over monaural audio in multiple speaker situations. The experiments also show that the
choice of spatial model will depend on the application and the resources available for the
application. HRTF spatialisation provides the best intelligibility in situations with compet-
ing speakers, albeit at a great computational cost. If only speaker identification is required,
then headphone panning is the clear winner, in both performance and low resource usage.
In situations where intelligibility is important, HRTF spatialisation makes the best choice
unless available resources force the use of the panning model.
6.12.2 AMT Experimentation
It is possible to use AMT to conduct human-subject experiments as long as a great deal of
care is put into careful experiment design. The greatest advantage of using AMT is that
a large number of subjects can be gotten to do an experiment in a relatively short time.
The data obtained from AMT is unfortunately not very reliable and bad data will need to
be scrubbed before usage. Controlled test runs need to be dispersed within the actual test
runs so that individuals who are attempting to chance the system and are not completing
the tests correctly can be identified. A significant portion of the collected data needed to
be discarded. The low validity rate of the data will also increase the financial cost of any
experiments.
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6.13 Summary
Psychoacoustic experiments were conducted both on students at Stellenbosch University as
well as on the AMT web service. The anonymity that AMT affords workers leads to many
of the subjects not performing the experiment correctly. If data collected from experiments
conducted using AMT are to be used in research, then many controls and checks need to be
built into the experiment to ensure that the invalid data can be safely and easily discarded.
The experiments were conducted over the Internet so that a larger audience could be
reached than would be possible in the available time frame if subjects had to be brought in
to do the experiment under supervision. An unsupervised experiment does run the risk of
cheaters polluting the collected data. Controls need to be dispersed within the experiment
so that subjects with suspicious results can be removed from the data set. A generic website
framework for performing auditory experiments over the Internet was created. The website
was built in HTML and PHP with the audio samples played using Adobe Flash. The
subjects’ answers were saved in a MySQL database for later processing.
Two experiments were performed to ascertain the effect of spatial audio on speaker
identification, the first and earlier experiment was administered by hand and the second using
the experiment website. The first had the subjects attempt to identify the active speaker out
of four possibles and compared HRTF spatialisation to monaural audio. The second featured
six possible speakers that could be active and added headphone panning and binaural audio
to the list of auditory presentation modes. The next experiment that was performed set out
to measure the intelligibility of a target speaker in in the presence of concurrent masking
speakers, for each of the four presentation modes. The number of masking speakers ranged
from one to four, with the fourth speaker being a white noise signal to make for an especially
difficult final scenario. The aim of the final psychoacoustic experiment was to determine the
effect of lossy audio encoding and compression on spatialisation, that is to see if intelligibility
suffers more or less when encoding the audio than it does with monaural audio. The final
experiment set out to measure the computational cost of each acoustic model relative to that
of monaural audio.
The experiments demonstrated that spatial audio affords greater speech intelligibility
and assists users in identifying the active speaker in multiple speaker situations, at the costs
of additional CPU usage.
Chapter 7
Conclusion
The primary hypothesis of our research is that implementing a spatial audio model (in
place of the monaural audio model that is traditionally deployed in electronic voice-based
communication) will improve the user’s communication experience.
This chapter concludes the work in the preceding chapters of this thesis. Suggestions for
future work are made. Remarks about the success of the project as a whole are made at the
end of this chapter.
7.1 Future Work
The research, although self contained, is an initial foray into a large research field where
much work can still be done. The remainder of this section will give details on future work
within the scope of this project.
7.1.1 Improvement of Spatialisation Accuracy
A key component to the performance of the system in terms of presenting the correct per-
ceived spatial location of the audio source to the user is dependent on the quality of the
HRTFs that are used. Generalised HRTFs from a downloadable database were used for the
system and are non-individualised because they were not measured using the subject’s own
auditory system. Research shows that such non-individualised HRTFs can lead to errors in
localisation, especially with respect to elevation and front-to-back discrimination [137, 135].
Performance can be improved by using HRTFs that are either measured directly from the
subject [36], which is impractical due to the complex measurement procedure [36, 72], or by
individualising generalised HRTFs using anthropometric measurements [138, 84]. A func-
tional model can make the HRTFs independent of subject [139].
7.1.2 Increasing Performance
For the system to be deployed to hardware systems with lower specifications, the perfor-
mance of the system with respect to CPU usage will need to be increased. If the high order
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FIR filters used for HRTF spatialisation were instead approximated by lower order Infinite
Impulse Response (IIR) filters performance would be increased greatly [78, 85, 77]. Perfor-
mance could also be improved if the complexity of the FIR filters can be decreased without
sacrificing the fidelity of the spatial images.
High performance is also of utmost importance for successful usage of spatial audio in a
virtual world. Such a situation will typically have a client need to spatialise a large number
of audio streams due to the large number of avatars that might exist in the region, which will
be taxing on the client. A source clustering algorithm, wherein far away and unimportant
sources in close proximity are mixed together and spatialised as one stream, will go a ways
towards achieving this.
7.1.3 Further Experimentation
Significantly more extensive experimentation than was possible in Chapter 6 on page 71, due
to time constraints, still needs to be done. Spatial audio, being a perceptual phenomenon,
necessitates that human-subject experiments be performed for the validation of any hypothe-
ses regarding improvements to the user’s experience. Some possible experiments that could
still be conducted,
• determining the effect of training and familiarity with spatial audio on localisation,
• measuring the relative merits and demerits of different HRTF databases,
• changes in virtual world immersion as a result of using spatial audio and
• determining if the addition of reverberation simulation is beneficial or not.
This section also ties in with the future work mentioned in Section 7.1.2, experimentation
with reduced complexity HRTF models will give insight into how far the model can be
simplified while still retaining accurate spatialisation.
More experiments need to be done regarding the effect of audio encoding and compression,
with different voice codecs, to determine the cases in which spatial audio will suffer the least
degradation. The speech codecs that function best for monaural audio might not necessarily
be the best for spatial audio and the best codec for spatial audio needs to be found.
7.2 Final Remarks
The monaural audio model that is used for electronic communication has not changed since
the telephone was first conceived and a paradigm shift to a model that uses spatial audio
will greatly change how we perceive and use audio in electronic communication. We believe
that this project contributes to the successful design and implementation of such a model.
The experiments that were performed support the research hypothesis that spatial audio
is beneficial to users in situations with more than one possible speaker, or situations with
Chapter 7 — Conclusion 108
more than one concurrent speaker. Spatial audio was demonstrated to afford a listener
an approximately two-fold increase in speaker identification for both four and six speaker
scenarios over monaural audio. The headphone panning model performed the best out of the
three spatial audio models. Spatial audio resulted in greater speech intelligibility of a target
speaker than monaural audio in all scenarios with more than once competing speaker. The
HRTF spatialisation model even delivered more intelligible audio in some situations than
the monaural model did in a situation with one fewer masker.
Out of the three spatial audio models, the headphone panning and HRTF spatialisation
models are the clear winners. The panning model performs the best in source identification
tasks and is by far the least computationally expensive of the three. The HRTF model pro-
vides the best intelligibility gains, but at a much greater computational cost than headphone
panning. The binaural model does not perform as well as the other two and is not signif-
icantly cheaper than HRTF spatialisation so as to make it worthwhile to implement. As a
general recommendation, HRTF spatial is best when high fidelity spatial cues are necessary
and when resources are abundant and headphone panning is best in situations with severely
limited resources. The client-side approach that was adopted requires all processing to be
done by the client. The processing load placed on the client can be reduced by instead using
a server-side approach, which is costly to implement, or a hybrid approach, which sacrifices
flexibility.
In closing, this research has proven that spatial audio can be implemented in a modern
telephony system and that such an implementation is an improvement over the monaural
audio model currently in use, when engaging in conversations with multiple participants.
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Appendix B
Experimental Setup
This chapter provides additional details on the setup of the experiments conducted in
Chapter 6 on page 71 that is not necessary for interpretation of the results but would assist
in further experiments.
B.1 Positional Scenarios
This section gives the target and maskers positions for the experiment conducted in
Section 6.9 on page 88.
Table B.1shows the azimuth positions of the target and masker sources for each of the
sixteen different scenarios, where N is the number of maskers. Figures B.1, B.2, B.3 and
B.4 show the target and maskers position, where T designates a target, M a speech masker
and W a noise masker.
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Figure B.1: Source positions for scenarios with one masker, where T designates a target
and M a speech masker.



































Figure B.2: Source positions for scenarios with two maskers, where T designates a target
and M a speech masker.








































Figure B.3: Source positions for scenarios with three maskers, where T designates a target
and M a speech masker.














































Figure B.4: Source positions for scenarios with four maskers, where T designates a target,
M a speech masker and W a noise masker.
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Table B.1: Azimuth positions of the target and masker sources. N is the number of maskers.
Scenario N Target Masker 1 Masker 2 Masker 3 Masker 3
1 1 330◦ 60◦ - - -
2 1 0◦ 270◦ - - -
3 1 315◦ 225◦ - - -
4 1 0◦ 180◦ - - -
5 2 315◦ 45◦ 180◦ - -
6 2 60◦ 150◦ 315◦ - -
7 2 315◦ 120◦ 225◦ - -
8 2 0◦ 120◦ 240◦ - -
9 3 315◦ 45◦ 135◦ 225◦ -
10 3 60◦ 150◦ 240◦ 330◦ -
11 3 270◦ 0◦ 90◦ 180◦ -
12 3 300◦ 30◦ 120◦ 180◦ -
13 4 315◦ 30◦ 120◦ 150◦ 240◦
14 4 60◦ 225◦ 270◦ 315◦ 120◦
15 4 0◦ 30◦ 90◦ 180◦ 315◦
16 4 270◦ 345◦ 135◦ 315◦ 225◦
