Consider the second-order vector differential system (1) x (t) + Q{t)x(t) = 0 and matrix differential system (2) X"(t) + Q{t)X(t) = 0, where x{t) is an «-dimensional vector function and X{t) and Q(t) are n x n continuous matrix functions. In this article, we establish the concept that systems (1) and (2) are oscillatory with respect to partial variables. Some sufficient conditions are obtained; several examples are given to illustrate the results.
Introduction
Consider the second-order vector differential system (1) x"(t) + Q(t)x(t) = 0 where Q(t) = (<7,-,(i)) is an nxn continuous matrix function on [a, oo) and x(t) is an «-dimensional vector function. Some properties of (1) such as oscillation, disconjugacy, and Sturm comparison theory have been studied by many authors (see [1-4, 6, 8-11] and the references contained therein). We will call system (1) oscillatory on [a, oo), if for T > a, there exist a, ß > T and a nontrivial vector solution x(t) of (1) satisfying x(a) = x(ß) = 0, i.e., nontrivial vector solution x(t) of (1) has arbitrarily large zeros on [a, oo). In this case, obviously every component x^t) (1 < i < n) of the vector x(t) has arbitrarily large zeros on [a, oo). Example 1. Consider the following system: (2) It is easy to see that the linearly independent nontrivial solutions of (2) The above example indicates that when we study the oscillation of system (1), we will meet the special case that only some of the components (variables) of nontrivial solutions x(t) have arbitrarily large zeros on [a, oo).
We establish the following concept:
Definition 1. For a nontrivial vector solution x(t) = col(x, (i), x2(t), ... , xn(t)) of system (1), if only k (1 < k <ri) components of x(t) have arbitrarily large zeros on [a, oo), then we say that x(t) is oscillatory with respect to the k partial variables. If all nontrivial vector solutions of (1) are oscillatory with respect to the same k variables, then we say that system ( 1 ) is oscillatory with respect to the k partial variables.
Remark 1. We do not require that the k components of x(t) vanish at the same points. For example, both the first component xx = sin í and the third component x3 = 1 + sini of solution XX3 have arbitrarily large zeros on [0, oo) ; we say that Xx3 is oscillatory with respect to partial variables xx = sin í and x2= 1 + sin í, but xx -sin í and x2 = 1 + sin í do not have the same zeros on [0, oo ). Similarly, solution X23 is oscillatory with respect to the partial variables xx = cosí and x3 = 1 + cosí. And every solution Xy (i = 1,2, j = 1,2,3) of system (2) is oscillatory with respect to its first component xx (t) ; hence system (2) is oscillatory with respect to the partial variable x, (i).
For convenience, we suppose that the k partial variables are the first k components of x(t), i.e., we only study the oscillation with respect to partial variables y(t) = col(x1(i), x2(t), ... , xk(t))(\ < k < n).
Remark 2. If k = n in Definition 1, then x(t) is oscillatory with respect to all variables; this is the ordinary case about the oscillation.
Consider the second-order matrix differential system rll ,
X"(t) + Q(t)X(t) = 0 in which X(t), Q(t) are nxn continuous matrix functions on [a, oo) and Q(t) is symmetric. A matrix solution X(t) of (3) is called a nontrivial solution, if detX(i) ^ 0 for at least one í e [a, oo). If a nontrivial solution X(t) of (3) satisfies XTX' = (XTX')T, then X(t) is called a prepared solution, where X denotes the transpose of X. If for any b > a and for every nontrivial prepared solution X(t) of (3), de\X(t) vanishes on [b, oo), then we say that system (3) is oscillatory.
For system (3) we have the following definition:
Definition 2. Let X(t) be a nontrivial prepared solution of system (3). If for any b > a at least one of the kth order determinants (1 < k < n) vanishes on [b, oo), we say that the nontrivial prepared solution X(t) of system (3) is oscillatory with respect to the k partial variables. If every nontrivial prepared solution X(t) of system (3) is oscillatory with respect to the same k partial variables, then we say that system (3) is oscillatory with respect to the k partial variables.
Remark 3. Similarly, we do not require that the /tth order determinants vanish at the same points on [b, oo).
Example 2. Consider the matrix differential system fxxx xX2 xX3\" f\ 0 0\ fxxx xX2 xx (4) I x2x x22 x23 I + I 1 -1 Oil x2x x22 x23
We can rewrite matrix system (4) as the following three vector systems
It is easy to see that matrix system (4) is oscillatory with respect to the partial variables (xxx, xX2, xx3).
In this paper, we study the oscillations of vector system (1) and matrix system (4) with respect to partial variables. Sufficient conditions are obtained in terms of coefficient matrices of (1) and (4) .
Recall that a number b > a is said to be a conjugate point of a if there exists a nontrivial solution x(t) of system (1) 
Main results
The following result is due to Ahmad [1] . Lemma 1. Let Q(t) = (q¡At)) be continuous on (a, oo) with q¡¡(t) > 0, 1 < /, j < n. If (1) is disconjugate on (a, oo) , then there exists a nontrivial vector solution u = col(ux, u2, ... , un) of (I) such that u(a) = 0 and u((t) > 0 for i -1, 2, ... , n and t > a. Theorem 1. Assume that Q(t) = (q¡j(t)) is continuous on (a, oo) and q¡j(t) > 0, 1 < i, j < n. If there exists an integer k, 1 < k < n, such that each column of the first k columns of Q(t) contains an element q^Át) such that XT aij(s)ds = oo, then system (1) is oscillatory with respect to the k partial variables.
Proof. Let y(t) = col(.x,(i), ... , xk(t)), z(t) = col(xk+x(t), ... , xn(t)), and let x(t) = co\(y(t), z(t)) be a nontrivial vector solution of system (1). Suppose that (1) is not oscillatory with respect to y(t). Then x(t) is nonoscillatory on [a, oo) ; hence for some T > a, system (1) is disconjugate on (T, oo). By Lemma 1, there exists a nontrivial solution u = col(ux, ... ,un) of (1) such that Uj(t) > 0 on (T, oo), 1 < /' < n . Since for each i, 1 < i < n , we have «;'(o+¿íl7(o«,-(o=o, so u'j(t) < 0 for / > T. It follows that u'^t) > 0 for / > T. For, if u'¡(t) < 0 for some t0 > T, then u'^t) < u'¡(t0) < 0 for some t > t0. But this would imply that u¡(t) -» -oo as t -> -oo, in contradiction to the fact that u¡(t) > 0. Now, since u¡(t) > 0 and u'¡(t) > 0 on (T, oo), it follows that for each i, i < i, j < k < n, either u¡(t) eO or ut(t) > 0 for t > T. If u¡{t) = 0 for all 1 < i < k and all t > T, then ux(t), ... , uk(t) have arbitrarily large zeros on [T, oo), that is, u(t) is oscillatory with respect to ux(t), ... , uk(t), which contradicts the assumption. So for T0 > T, there exists an integer j, 1 < j < k < n, such that « .(r) > 0 for t > t0. By hypothesis, there is an integer i, 1 < / < k < n , such that (5) / qu(s)ds = oo.
Jt0
Since Uj(t) > 0 and u'j(t) > 0 on (T0, oo), we can find a real number p such that 0 < p < Uj(t) for t > TQ . If we let e be the v'th unit basis vector, then pej < u(t) for t > TQ. Therefore pQ(t)ej + u"(t) < Q(t)u(t) + u"(t) = 0, from which it follows that pq^At) < -u"(t) and consequently that P f q (s)ds-u'J(T0)<-ui(t).
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But from (5), it follows that u\(t) -> -oo as t -► -oo, in contradiction to the fact that u'¡(t) > 0 for t > tQ . This contradiction completes the proof.
Corollary. Suppose there exists an integer k, 1 < k < n, such that q¡j(t) > 0 for 1 < i, j < k < n, and /a°° qu(s) ds = oo for each i, 1 < i < k < n, then system (1) is oscillatory with respect to the k partial variables.
To discuss the oscillation with respect to partial variables for the matrix system (3), we recall the following notation (cf. [5] ): for any nxn symmetric matrix Q, the sequence of symmetric matrices Qk = (qi}) , i, j = \ ,2, ... ,k for k = 1,2,...,«, satisfies XJ+x(Qk+x) < Xj(Qk) < Xj(Qj+x), where Xj(Qk)
denotes the j\h eigenvalue of Qk, 1 < j < k, and we take it that Xx(Qk) indicates the largest eigenvalue of Qk . The trace of Qk will be designed by tr(ô,) • Lemma 2. Let V(t) = V (t) be an nxn continuous matrix for t >a. Suppose there exists an integer k, 1 <k < n, such that for t > a (6) lim sup-tr (vk(t) + / V2(s)ds) < M < +oo i-oo t V Ja J for some fixed constant M > 0. Then it follows that (7) liminf-A1 (Í V2(s)ds\ <oo.
The proof is similar to that of Lemma 2.1 in [10] and is omitted.
Theorem 2. Suppose that Q(t) is an n x n continuous symmetric matrix for t> a. If there exists an integer k, 1 < k < n, such that (i)k lhninf,^ itr(/; Qk(s) ds) > -oo (Ü)* lim^00Xl(tiQk(S)ds) = oo, then system (3) is oscillatory with respect to the k partial variables. Proof. On the contrary, we assume that system (3) is nonoscillatory for all variables; then there exists an a > 0 such that system (3) is disconjugate on [a, oo). Hence, by [7, p. 388, Theorem 10.2] there exists a nontrivial prepared solution X(t) of (3) such that áeXX{t) ¿ 0 on (a, oo). Define V(t) = X'(t)X~x(t), t > a. By (3) we obtain the Riccati equation
Since V(t) = V (t), integrating (8) from a to t, we have that for 1 < k < n (9) -Vk(t) + Vk(a)= f Qk(s)ds+ fv2(s)ds Ja Ja (10) > f Qk(s)ds, t>a Ja then (11) Xx^Qk(s)d¡j<Xx(-Vk(t)) + Xx(Vk(a)), t>a.
Taking the limit as t -> oo in (11) we obtain lim/^ooA1(-Fí.(í)) = oo, then lim,^^Xx(Vk(t)) = oo, hence lim^^\r(Vk(t)) = oo . Similar to the procedure in [ The first column of Q(t) contains an element qlx(t) -1, which satisfies that /o°° 1\\(s)ds = oo . By Theorem 1, system (14) is oscillatory with respect to the partial variable xx(t). By Theorem 2, we know that the above system is oscillatory with respect to the partial variables yx = col(xn , x2X) and y2 = col(x12, x22).
