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Abstract—In this work, we first characterize the Sit-to-Stand
(S2S) task, which contributes to the evaluation of the degree
of severity of the Parkinson’s Disease (PD), through kinematic
features, which are then linked to the Unified Parkinson’s
Disease Rating Scale (UPDRS) scores. We propose to use a
single body-worn wireless inertial node placed on the chest of a
patient. The experimental investigation is carried out considering
24 PD patients, comparing the obtained results directly with
the kinematic characterization of the Leg Agility (LA) task
performed by the same set of patients. We show that (i) the
S2S and LA tasks are rather unrelated and (ii) the UPDRS
distributions (for both S2S and LA tasks) across the patients
have a direct impact on the observed system performance.
Index Terms—Sit-to-Stand, Leg Agility, UPDRS scores, Parkin-
son’s Disease, inertial sensors.
I. INTRODUCTION
ACCORDING to the Global Declaration for Parkinson’sDisease, 6.3 million people suffer from Parkinson’s Dis-
ease (PD) worldwide [1]. The prevalence of PD is about 0.3%
of the whole population in industrialized countries, rising up
to 1% over the age of 65 and to 4% over 80. The clinical
picture of PD is characterized by a progressive deterioration
of the motor performance. Although the symptoms can be
improved by dopaminergic drugs, such as L-dopa, over time
its effectiveness worsens and motor fluctuations may occur as
well as dyskynesias and involuntary movements. Furthermore,
variations in the severity of these symptoms are observed
during dosing intervals.
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The clinical picture assessed during an outpatient check-up
in the medical office poorly represents the real (actual) clinical
status, especially in fluctuating patients. Indeed, repeated daily
assessments of motor symptoms would be required (as sug-
gested by the guidelines of the Movement Disorder Society,
MDS [2] and this can be done by asking the patient or
someone close to him/her (a relative or home nurse personnel)
to annotate the numbers of hours of OFF (i.e., when drugs
are not effective) and ON (i.e., when they are effective)
conditions. However, patient-related annotation is not fully
reliable because of perceptual bias and, in recent years, a
number of studies on automatic systems to evaluate motor
fluctuations of PD patients have been developed [3]. The
most common approach is leveraging sensing technology to
automatically evaluate the performance of specific motor tasks,
such as Sit-to-Stand (S2S) [4], [5], gait [6], [7], tremor [8],
and Leg Agility (LA) [9]–[14]. The basic idea is to develop a
system able to get an evaluation of the motor status of a patient
as close as possible to the evaluation of neurologists when
they apply semi-quantitative evaluation scales, such as the
Unified Parkinson’s Disease Rating Scale (UPDRS) [15]. The
design and implementation of on-body sensor-based automatic
systems for continuous assessment of PD has, overall, several
benefits, ranging from medical (automaticity, objectivity) to
socio-economical (less burden for the healthcare system, less
specialized personnel would be needed).
In [12]–[14], a novel approach for quantitative evaluation of
relevant kinematic features, representative of the UPDRS score
of the LA task performed by a PD patient, is presented. In the
current work, we apply the same approach to kinematically
characterize the S2S task. We identify relevant kinematic
features, in both time and frequency domains, representative
of the UPDRS level of the S2S task using a single body-
worn inertial sensor placed on the chest of a PD patient.
An experimental analysis is carried out considering 24 PD
patients, identifying the most significant kinematic features
associated with the S2S task characterization, by mapping
them with the UPDRS scores attributed by expert neurologists.
The use of Principal Component Analysis (PCA) is also con-
sidered in order to reduce the dimensionality of the kinematic
features’ space. Finally, we propose an outlook on the LA
task, analyzing the correlation between UPDRS scoring in
the S2S and LA tasks and comparing the distributions of the
probability of decision error of our automatic detection system
with respect to the neurologists’ decisions.
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We remark that our starting design point was to map to
the S2S task the automatic UPDRS classification approach
proposed in [14] for the LA task. We believe that its ap-
plicability, notwithstanding a radically different Body Sensor
Network (BSN) configuration (there is only one inertial node
on the chest, instead of one node per thigh) and the considered
kinematic features (as will be discussed in the remainder of the
paper), is a strong indicator of the validity of our BSN-based
automatic classification approach.
This paper is structured as follows. In Section II, we
provide the reader with preliminaries and an overview on
related works. Section III describes the experimental set-up,
detailing the used hardware and the considered PD subjects.
In Section IV, the methods used in the paper for feature
characterization and automatic classification are presented. In
Section V, the obtained experimental results are presented,
considering, first, an exploratory feature analysis and, then,
evaluating the performance of the proposed classification al-
gorithms. Section VI is dedicated to discussions related to (i)
a comparative outlook of the S2S task with the LA task and
(ii) interesting future research directions. Finally, Section VII
concludes the paper.
II. PRELIMINARIES AND RELATED WORK
In [16], [17], it is shown that different UPDRS tasks are
representative of different aspects of the PD and allow to
evaluate different motor/functional abilities. Concerning the
evaluation of the S2S transition, in [4] an accurate kinematic
study of the S2S movement pattern is conducted. In [18], a
review about the determinants that can influence the movement
is presented. Different approaches used to estimate some of
the spatio-temporal parameters typical of the movement are
described, through devices equipped with accelerometers and
gyroscopes, in [5], [19], [20] and, through devices based on
accelerometers, in [21]–[23]. Moreover, the accuracy of an
inertial approach to the measurement of the kinematics of
arising from a chair with accelerometers and gyroscopes is
discussed in [24].
The LA task aims at evaluating the severity of motion
impairments of a PD patient, with specific focus on the lower
limbs [9]–[11]. In this exercise, the patient is asked to sit on
a chair provided with rigid backrest and armrests. The patient
must place both his/her feet on the floor in a comfortable
position and, then, alternately raise up and stomping the
feet on the ground, as high and as fast as possible, ten
times per leg (in order to test each leg separately). In [13],
[14], a detailed investigation, through the use of a BSN of
inertial nodes (one sensor per thigh), of the LA task, with the
final aim of characterizing it kinematically, is presented. The
observed kinematic parameters are associated with the UPDRS
evaluation according to the guidelines of the MDS.
In the S2S exercise, the patient is asked to sit on a straight-
backed chair with armrests. The patient must keep both his/her
feet on the floor and lean against the backrest of the chair (if
the patient is not too short). The exercise consists in crossing
the arms across the chest (in order to avoid their use in the
movement) and raising from the chair. In case of failure, the
Fig. 1. Considered experimental S2S testbed.
patient can retry to raise. After a maximum of three failed
trials, the patient can move forward on the chair to facilitate
the movement (still keeping the arms crossed on the chest). If
he/she is still not able to stand up, the patient is allowed to
push off using his/her hands on the armrests. After a maximum
of three unsuccessful trials with the help of the arms, the
examiner can eventually help the patient to stand up.
According to the guidelines of the MDS, the S2S task must
be evaluated observing the following parameters and features:
number of failed attempts before succeeding, need to use of
armrests, slowing, and need to move forward on chair [15],
[25]. In particular, in Table I, these parameters/features are
mapped with the corresponding UPDRS evaluation. Since
the quantitative evaluation of most of the features typically
relies on the experience of neurologists, inter-neurologist score
variations cannot be a priori excluded.
III. EXPERIMENTAL SET-UP
A. Experimental Testbed
The experiments were carried out at the San Giuseppe Hos-
pital, Istituto Auxologico Italiano, in Piancavallo (Verbania,
Italy), at a fully equipped last generation motion analysis
laboratory. The kinematic analysis was carried out, in a
comparative way, considering (i) an optoelectronic system and
(ii) a wireless BSN-based system.
In particular, the BSN was formed by a single Shimmer
node [26], [27]), which is a small (size: 53mm x 32mm x
25mm; weight: 22g) and low-power wireless sensing device
equipped with a triaxial accelerometer, a triaxial gyroscope,
and a triaxial magnetometer. The Shimmer device was placed
on the patient’s chest, attached to the body using a Velcro
strap, as shown in Fig. 1. Specifically, for ease of the following
analysis, it was placed trying to align the plane defined by the
x and y axes of the device with the frontal plane of the user
and trying to align one of these two axes with the direction
of the spine. The Shimmer device was streaming data (via
Bluetooth) at 102.4 Hz to a personal computer, where the
signal processing analysis was performed.
In [14], for the purpose of accuracy validation, the consid-
ered BSN-based inertial system is directly compared with a
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TABLE I
UPDRS MAPPING FOR THE S2S TASK.
UPDRS Failed attempts & use of armrests Slowing Move forward on chair
0 0 failed attempts, no need to use armrests no no
1 ≥ 1 failed attempts, no need to use armrests yes yes
2 0 failed attempts, need to use armrests - -
3 ≥ 1 failed attempts, need to use armrests - -
4 not able to stand up alone
reference optoelectronic system (Vicon, Oxford, UK). Specif-
ically, the optoelectronic system has been used to estimate
the 3D position of passive markers positioned on specific
anatomical landmarks of the subject. Passive markers position
data were collected for all body segments and the Davis
marker-set was chosen as the protocol of choice to acquire
the motion of lower limbs and trunk based on [28], [29]. The
results in [14] highlight the accuracy of the proposed BSN-
based inertial system. Therefore, in the current work we rely
on these findings and assume that the measurements carried
out through our inertial system are sufficiently accurate.
B. Subjects
The experimental results presented in the following refer
to a group of 24 PD patients (17 males and 7 females) with
age ranging from 31 years to 79 years (with mean equal to
65.9 years and standard deviation equal to 12.3 years). The
patients have been asked to perform a S2S task, providing
them instructions as described in Subsection II. A total of 34
S2S trials have been collected.1 The patients’ UPDRS scores,
assigned by neurologists, ranged between 0 and 4. However,
note that, unlike what the MDS document indicates (namely,
that only discrete integer scores should be assigned), non-
integer (.5-type) scores have also been used in the case of
indecision between two consecutive integer UPDRS values.
In Fig. 2, we report the distribution of the 34 UPDRS
scores assigned to the considered S2S trials—note that, in this
experiment, not all possible values of UPDRS scores were
observed in the considered patients.
IV. METHODS
A. Feature Extraction
As in [14], the three-dimensional orientation of the Shimmer
device is estimated through an orientation estimation filter [30]
and the inclination of the chest θ is then computed. Since the
typical shape of θ, during the S2S task, is the one shown in
Fig. 3, the following relevant time labels are evaluated: (i) the
starting epoch tS of the S2S (i.e., when the chest starts bending
forward); (ii) the epoch of maximal bending of the chest tP
(placed around the middle of the S2S exercise); and (iii) the
ending epoch tE of the S2S (i.e., when the chest returns in
the vertical position). Starting from the previous labels (tS,
tP, and tE) and the chest inclination (θ), it is then possible
to easily extract the 12 geometric features summarized in
1Note that, even if only 24 patients have been considered, some patients
have performed the S2S task multiple times, at different times, and/or for
different PD conditions.
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Fig. 2. Distribution of the UPDRS scores assigned to the S2S trials considered
in the experimental analysis. A total of 34 UPDRS scores were given,
performed by 24 PD patients.
Time
θ
tP
tS tE
ΘF ΘBΘ
TF TB
T
Fig. 3. Time evolution of the chest inclination θ during a typical S2S
transition: the main segmentation events, namely the epochs tS, tP, and tE,
are shown as red crosses. Some of the kinematic features outlined in Table II
are also shown.
Table II and partly shown in Fig. 3. Note that the previous
features are chosen in order to provide the most intuitive
and complete (though possibly redundant) description of the
S2S task from a kinematic perspective and, specifically, they
contain information about the duration, the amplitude, and the
speed of the considered movement.
B. Principal Component Analysis
Since the chosen features may likely be (at least partly)
correlated, the following analysis has been performed by
considering both the original feature space and a new one
obtained by performing a PCA of (a subset of) the presented
features, which aims at minimizing the redundancy and the
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TABLE II
CONSIDERED FEATURES, PARTLY SHOWN IN FIG. 3 IN RELATION TO A TYPICAL S2S TRANSITION, FOR THE S2S TASK.
Name Definition Dimension
Forwards bending duration TF , tP − tS [s]
Backwards bending duration TB , tE − tP [s]
Total duration T , TF + TB = tE − tS [s]
Forwards/backwards duration difference DT , TF − TB [s]
Forwards bending amplitude ΘF , θ(tP)− θ(tS) [deg]
Backwards bending amplitude ΘB , θ(tP)− θ(tE) [deg]
Average bending amplitude Θ , ΘF+ΘB
2
[deg]
Forwards/backwards average bending amplitude difference DΘ , ΘF −ΘB [deg]
Forwards bending speed ΩF , ΘFTF [deg/s]
Backwards bending speed ΩB , ΘBTB [deg/s]
Average bending speed Ω , ΘF+ΘB
T
= ΩF
TF
T
+ ΩB
TB
T
[deg/s]
Forwards/backwards bending speed difference DΩ , ΩF − ΩB [deg/s]
dimensionality of the data while still preserving and, possibly,
maximizing the variance in the original data.
C. Classification Algorithms
Since the aim of this work is to evaluate the feasibility of
an automatic detection system able to associate a measured set
of kinematic features to a specific UPDRS score, three well
known classification algorithms have been considered: Nearest
Centroid Classifier (NCC), k Nearest Neighbors (kNN), and
Support Vector Machine (SVM) [31]. In a few words: the
NCC method classifies a new (unknown) point according to
the same label of the nearest centroid (in terms of Euclidean
distance); the kNN method classifies the new point accord-
ing to the labels of the k nearest points (still in terms of
Euclidean distance) through a majority rule; and the SVM
method classifies the new point according to decision regions
(associated with the UPDRS classes) that are constructed in
order to maximize the separation between different classes.
D. Performance Analysis
As mentioned earlier, the three presented classifiers (namely,
NCC, kNN, and SVM) have been run on both original data and
“PCA-projected” data. In order not to bias the performance
of the classifiers, a leave-one-out cross-validation method
is considered. According to this method, each point of the
original dataset is used, in turn, as the new (unknown) point
and the remaining points are used to train the classifiers.
The overall performance of the system is then evaluated by
considering together the single observed performance results.
The metric that we considered to quantify the performance of
the aforementioned classifiers is the absolute UPDRS error e,
which we define as follows:
e , |û− u| (1)
where u is the actual UPDRS score (assigned by neurologists),
û is the estimated one (using NCC, kNN, or SVM), and u, û ∈
{0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4}. Note that the absolute value of
the error is taken since, when evaluating the performance of
the classifiers, we are mainly interested in quantifying the
absolute deviation of the estimated UPDRS score with respect
to the one given by neurologists.
In order to investigate the best performance achievable with
the proposed system and with the considered features, an
exhaustive performance analysis has been carried out2, by
testing the system performance: for all possible combinations
of features; for all possible values of k (when the kNN method,
which will turn out to be the best, is used); and the number
of considered principal components (when PCA data are used,
instead of original data). In particular:
• combination of the following 12 features, presented ear-
lier, are evaluated: T , TB, TF, DT , Θ, ΘB, ΘF, DΘ, Ω,
ΩB, ΩF, DΩ;
• when using the kNN method, the following values of k
are considered: 1, 2, . . . , 10;
• up to 12 principal components (as the number of features)
are used when considering PCA data.
V. EXPERIMENTAL RESULTS
A. Explorative Feature Analysis
As anticipated in Subsection I, the aim of the following
analysis is to devise an approach to automatically assign a
UPDRS score to a specific S2S task. To this end, it is crucial
to determine if there exists a relationship between the UPDRS
score assigned by neurologists to a task and the values of the
kinematic features introduced in Subsection IV-A. In [14], the
presence of smooth UPDRS “trajectories,” in proper kinematic
(multi-dimensional) feature spaces, is clearly shown in the
case of the LA task: the existence of these smooth trajec-
tories indicates that it may be feasible to define unambiguous
decision regions in the feature space, based on which the
UPDRS scores can be automatically and correctly estimated.
We now extend this investigation to the S2S task, trying to
identify possible UPDRS characteristic trajectories in proper
(multi-dimensional) feature spaces, which would suggest that
2Note, in particular, that an exhaustive search was feasible due to the
relatively small parameter space that we evaluated. That allowed us to derive
an exact performance analysis, rather than an approximated one that would
have derived, for instance, by the use of heuristic methods for feature selection.
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a classification approach similar to the one presented in [14]
is still feasible.
For the sake of thoroughness, in Fig. 4 the distributions
of the values of all the considered features, with reference
to the UPDRS scores of the corresponding S2S tasks, are
shown using a “boxplot” representation. In particular, given
a feature and a UPDRS score, the box shows where the
50% of the feature values around the median (namely, the
red horizontal segment) lie and, therefore, its vertical width
gives a direct visual indication of the value of the interquartile
range (which quantifies the data dispersion). Furthermore,
the black “whiskers” and red crosses outside the box give
information about the data skewness and highlight the presence
of outliers (from a statistical point of view). In particular,
whiskers extend to the last values which is distant less than
1.5 times the interquartile range from the box. Beyond this
limits, the values are considered as outliers and depicted as
red crosses. Finally, the red line links all the median values.
In order to investigate the existence of monotonic behaviors of
the considered features, as functions of the UPDRS value, the
medians (for the various UPDRS values) are connected with
solid (red) lines. It is apparent that only in some cases (e.g., in
cases (a) and (i)) monotonic trends can be partially observed.
Motivated by the fact that the results in Fig. 4 do not
highlight any evident monotonic behavior of the considered
features, as anticipated in Subsection IV-B we apply a PCA
to the original data (namely, the values of the original 12
features) in order to exploit correlation (if any) between
different features [31]. In particular, in Fig. 5, the behaviors
of the first two principal components (Fig. 5 (a)) and of the
first three principal components (Fig. 5 (b)), respectively, are
investigated. In order to visually highlight, in the reduced
dimensionality spaces, the presence of parametric (in terms
of UPDRS score) “trajectories,” the centroids (drawn as filled
stars) of each cluster of points associated with the same
UPDRS score are linked in UPDRS-wise order from 0 to 3.
Although it can be observed that, moving from UPDRS 0
to UPDRS 3, the corresponding centroids are positioned in
well separated portions of the reduced dimensionality space,
the centroids relative to intermediate UPDRS values are not
uniformly distributed along the trajectories. In particular, clus-
ters of points, corresponding to different consecutive UPDRS
scores, are not disjoint. This fact suggests that the use of
simple centroid-based classification algorithms will likely fail,
as we will see in the case of the NCC in the following analysis.
B. Automatic UPDRS Evaluation
In Subsection V-A, we investigated the possibility of in-
tuitively defining decision regions in the feature space, with
which it would have been possible to automatically detect the
UPDRS scores of specific S2S tasks. Even though it was not
possible to derive insightful considerations by looking at the
values of each feature separately and by applying a PCA on the
complete set of features, it is well known that machine learning
algorithms are particularly effective at automatically identi-
fying significant data patterns, especially when the data are
characterized by a high dimensionality. Therefore, as explained
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Fig. 5. Representation of original 12-tuples of features (obtained from the 34
trials) projected onto a (a) two-dimensional plane and a (b) three-dimensional
space using PCA. Points are colored according to the corresponding UPDRS
scores. Centroids of each cluster of points (drawn as filled stars), correspond-
ing to the same UPDRS score, are shown and are linked in UPDRS-wise
order from 0 to 3.
in Subsection IV-D, an exhaustive analysis has been performed
where the performances of the classifiers have been evaluated
for all possible combinations of the 12 features presented
in Subsection IV-A. The classifiers performances have been
studied for all the selected subsets of features as well as for
the same subsets projected into new feature spaces using the
PCA. Specifically, in Fig. 6, a direct (exhaustive) comparison
of the Cumulative Distribution Functions (CDFs) of the error
e defined in (1) with NCC, kNN, and SVM (using the PCA
and not using it) is carried out. In particular, in Fig. 6 (a) the
CDFs for all possible number and combinations of features
are shown. Different colors have been used to highlight when
different classifiers are used and when PCA is applied to the
features. Furthermore, in order to provide a more concise idea
of the classifiers performance, in Fig. 6 (b) the average CDFs
(averaged over all possible combinations of features) for each
classifier are also shown. Due to the definition of CDF, the
depicted curves are monotonically increasing and the overall
performance associated with a specific curve may be mainly
evaluated in two ways: (i) by looking at its value in e = 0,
which represents the accuracy of the classifier (i.e., how often
the classifier precisely estimates the UPDRS score), and/or (ii)
by computing the Area under the Curve (AuC), which ideally
needs to be as large as possible and which provides a more
general indication of the classifier performance. In particular,
in the following we will use the AuC to determine the best
combination of features and the best classifier.
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Fig. 4. “Boxplot” diagrams for all the considered kinematic features (defined as in Table II): (a) T , (b) TF, (c) TB, (d) DT , (e) Θ, (f) ΘF, (g) ΘB, (h) DΘ,
(i) Ω, (j) ΩF, (k) ΩB, (l) DΩ. Feature values are treated separately according to the corresponding UPDRS score. All 24 patients are considered.
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Fig. 6. CDFs of the absolute UPDRS error e for the S2S task using NCC,
kNN, and SVM. In (a), the CDFs for all possible combinations of parameters
and features are shown, whereas, in (b), the average CDFs for every classifier
are shown. The black solid line is the CDF of the best case (i.e., kNN with
k = 4 applied to the first principal component of PCA-projected data, where
PCA is only applied to the following subset of features: T , TF, TB, DT , Θ,
and Ω). For comparison purposes, in (b) we show the best average CDF for
the LA task, obtained in [14] (black dashed line).
Looking at Fig. 6 (a), it can be immediately noticed that
the choice of the classifier has a more pronounced impact on
the system performance rather than the choice of the features
(whose proper tuning is, however, crucial to the achievement of
the best performance, when considering a specific classifier).
Indeed, the groups of CDFs for each classifier tend to lie in the
same portion of the plane even for different combinations of
features and even if using or not the PCA. This is particularly
evident, for instance, in the case of NCC, which performs
considerably worse than kNN and SVM. Note that similar
considerations have been also made in [14], for the case of
the LA task.
The system configuration which achieves the best perfor-
mance, chosen as the one which maximize the AuC of the
CDFs, turns out to be the one which uses kNN with k = 4
applied to the first principal component of PCA-projected
data, with PCA applied to the following subset of features:
T , TF, TB, DT , Θ, and Ω. In Fig. 6 (b), the black solid
line represents the CDF associated with this optimized system
configuration. Note that, for comparison purposes, the CDF
of the best case for the LA task, obtained in [14], is also
shown: this CDF refers to the use of the kNN with k = 3
and (Θ,R,PXθ ) as features (as defined in [14]). In Section VI,
further considerations will be made on the system performance
by examining, in a more comparative way, the results obtained
for the S2S and the LA tasks.
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Fig. 7. PCA loadings of the features considered in the optimized system
configuration (namely, T , TF, TB, DT , Θ, and Ω). In (a), the PCA loadings
are shown for all trials. In (b), their averages over all trials are shown. Features
are sorted in descending order of importance (according to their weights in
the PCA linear combination process).
Finally, since PCA is used on the 6 features selected in
the optimized configuration (namely, T , TF, TB, DT , Θ, and
Ω), in Fig. 7 more details about the actual weight given to
them in the transformation process are provided. In particular,
in Fig. 7 (a) the PCA loadings of each feature (namely, the
coefficients given to each feature in the linear combination
performed by the PCA) are shown for all considered trials.
Furthermore, in Fig. 7 (b) the average PCA loadings over all
trials are also shown. Since the features, before applying the
PCA, have been standardized (namely, they have been centered
by their mean and scaled by their variance), larger values of
the loadings correspond to a larger importance of the features
in the linear combination process. It is easy to observe that the
largest weight in the PCA is given to the time-related features
(namely, T , TF, TB, DT ), whose aggregate weight represents
almost 80% of the total. Note also, by looking at Fig. 7 (a),
that the variance of the feature loadings over all trials is very
small. Therefore, the previous consideration is almost always
(and not just on average) valid.
VI. DISCUSSION
A. Comparative Outlook of S2S Task on the LA Task
As anticipated in Section I, the main motivation of this
work, as well as [14], is to investigate the feasibility of a
unique portable system able to automatically detect UPDRS
scores of functional tasks performed by PD patients, possibly
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Fig. 8. Distribution of the UPDRS scores assigned to the LA trials (76
UPDRS scores were given), already presented in [13], [14]. The same set of
24 PD patients is considered.
leveraging on a common algorithmic approach. The integrated
evaluation of multiple functional tasks (such as the LA and
S2S tasks) is even more significant when such tasks are not
correlated and provide diverse information of the clinical status
of the PD patients. In order to investigate the (un)correlation
of the LA task and the S2S task, the first interesting con-
sideration can be made by looking at the distribution of the
UPDRS scores assigned by neurologist to the considered 24
PD patients. To this end, for comparison purposes, in Fig. 8
we show the distribution of the UPDRS scores for the LA task
(presented in [14]), where the same set of 24 PD patients is
considered. By comparing Fig. 8 with Fig. 2, it can readily
be observed that the two tasks, carried out by the same
group of patients, have led to different UPDRS evaluations. In
particular, the S2S task appears to be less “challenging,” for
the considered PD patients, than the LA task: in fact, in the
S2S task the majority of the patients have been given UPDRS
scores equal to 0.
A further evidence of the loose correlation between the two
tasks can be observed in Fig. 9, where each PD patient is
associated with the pair of UPDRS scores he/she has been
given in the two tasks. In particular, we distinguish between:
(a) UPDRS scores assigned by our automatic detection system
(for S2S, using the classification approach outlined in Subsec-
tion V-B and, for the LA task, using the similar classification
approach proposed in [14]) and (b) UPDRS scores assigned
by neurologists. As expected, a generally increasing trend
can be observed, i.e., for increasing values of the UPDRS
score in S2S task, the possible UPDRS scores in the LA
task tend to increase. However, this phenomenon is not very
pronounced and, for each UPDRS value assigned in a task,
several UPDRS values are possible for the other task—this
is slightly more pronounced in case (b), i.e., with UPDRS
pairs assigned by neurologists. In fact, this apparently non-
correlated behavior of UPDRS scoring is rooted in the very
definition, in the medical viewpoint, of the various UPDRS
tasks, which aim at characterizing different aspects of the
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Fig. 9. Per-patient UPDRS value assigned for the S2S task as a function of
the UPDRS value assigned to the same patient for the LA task: (a) through the
proposed automatic detection system and (b) on the basis of the neurologists’
scoring.
PD. In [16], a factor analysis of the various UPDRS tasks
is presented and it is shown that different tasks belong to
different characterizing subclasses of the PD: for instance, the
S2S task belongs to the subclass “posture,” whereas the LA
task belong to the “rigidity” subclass. Furthermore, in [17],
following a physiatric perspective, it is shown that the S2S task
allows to measure functional abilities, whereas the LA task is
representative of the motor activity level. A comprehensive
investigation of the correlation between scoring in all UPDRS
tasks is an interesting research direction.
After highlighting the importance of an automatic system
able to automatically detect UPDRS scores of multiple func-
tional tasks, we proceed by further comparatively characteriz-
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Fig. 10. Considered experimental testbed for a direct comparison between
LA and S2S tasks.
ing the performance achieved for the LA task and the S2S task.
In order to directly compare the kinematic characterization of
the S2S task with the kinematic characterization of the LA
task, investigated in [14], the overall BSN on each PD patient
is composed by three Shimmer nodes, i.e., one per thigh and
one on the chest. For ease of clarity, we show the typical
placement of Shimmer nodes on a patient in Fig. 10. Note
that, concerning the evaluation of the UPDRS in the LA task,
placing the nodes on the thighs and thus implicitly focusing
on the thighs’ inclination, rather than directly focusing on
the heel elevation (as the definition of the task, presented in
Section II, would suggest) has been motivated in [14], by
verifying the strong correlation between the heel elevation
and the thigh inclination. In particular, the heel elevation was
measured through an optoelectronic system (by positioning a
marker on the heel), whereas the inclination was measured
with the Shimmer node positioned on the thigh. The obtained
results showed indeed that the correlation between the two
signals is over 0.98.
On the basis of thigh inclination/heel elevation equivalence,
various relevant kinematic features for the LA task (associated
with the inertial nodes on the thighs) are identified in the
time and frequency domains. Eventually, the classifier which
guarantees the best performance for the LA task is the kNN
(as for the S2S task) and the best features are the following:
• in the time domain: the arithmetic average of the angular
amplitudes of ascent and descent, concisely denoted as
angular amplitude Θ (dimension: [deg]), and the regu-
larity of execution R (dimension: [s]), which intuitively
quantifies the regularity among the 10 repetitions per leg
foreseen in the LA task;
• in the frequency domain: the power of the spectrum of
inclination of the thighs (denoted as PXθ ).
Note that in [14], as in Subsection V-B, the best performance
is assumed to correspond to the system configuration which
maximizes the AuC of the CDF of the error e given by (1). For
comparison purposes, the CDF corresponding to this optimized
configuration is also shown in Fig. 6 (b).
In Fig. 11, we further investigate the error e (a) in in the S2S
task (using the best configuration of the proposed classification
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Fig. 11. Distribution of the error e (defined in (1)) between the proposed
automatic detection systems and the decisions of neurologists: (a) S2S task
(using the best classification method proposed at the end of Subsection V-B)
and (b) LA task (using the best classification method proposed in [14])).
method identified at the end of Subsection V-B) and (b) in the
LA task (using the optimized classification method proposed
in [14]). It can be observed that the Probability Mass Functions
(PMFs) have different behaviors in the two tasks. In particular:
in the S2S case, most of the mass concentrates in 0 (i.e., the
automatic classification system makes no error), but there are
some cases where the error is 2; in the LA task, the masses
in 0 and 0.5 are dominant and e never exceeds 1.5. This
behavior is consistent with the UPDRS distributions based
on neurologists’ evaluation, shown in Fig. 2 and in Fig. 8,
where it can be observed that: in the S2S task, most of the
patients have a UPDRS equal to 0; whereas, in the LA task,
the UPDRS distribution is less concentrated. In order to better
characterize the distributions of the error e, in Table III and
Table IV, the confusion matrices associated with the S2S and
LA tasks, respectively, are also shown. It can be observed that
the confusion matrix in the S2S case is “less sparse” than in the
LA case. This is consistent with UPDRS scores distributions
of the available PD patients. Obviously, a larger set of patients,
with a uniform distribution of the UPDRS values, would allow
to obtain more relevant (from a statistical point of view)
perspective. However, this goes beyond the scope of the paper,
which focuses on proposing a novel approach, rather than an
exhaustive medical investigation.
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TABLE III
CONFUSION MATRIX FOR THE S2S TASK USING THE CLASSIFICATION
METHOD DEVELOPED IN SUBSECTION V-B.
[%] 0 0.5 1 1.5 2 2.5 3 3.5 4
0 96.3 0 3.7 0 0 0 0 0 0
0.5 100 0 0 0 0 0 0 0 0
1 50 0 50 0 0 0 0 0 0
1.5 - - - - - - - - -
2 42.9 14.3 0 0 28.6 14.3 0 0 0
2.5 0 0 0 0 100 0 0 0 0
3 0 0 0 0 100 0 0 0 0
3.5 - - - - - - - - -
4 - - - - - - - - -
TABLE IV
CONFUSION MATRIX FOR THE LA TASK, USING THE BEST
CLASSIFICATION METHOD PROPOSED IN [14].
[%] 0 0.5 1 1.5 2 2.5 3 3.5 4
0 75 0 25 0 0 0 0 0 0
0.5 16.7 0 66.7 0 16.7 0 0 0 0
1 4.3 8.7 65.2 13 8.7 0 0 0 0
1.5 9.1 0 18.2 18.2 45.5 9.1 0 0 0
2 0 0 23.5 5.9 58.8 11.8 0 0 0
2.5 0 0 0 0 75 0 25 0 0
3 0 0 0 0 0 100 0 0 0
3.5 0 0 0 0 0 0 100 0 0
4 - - - - - - - - -
B. Research Extensions
While the proposed classification approach is designed to
output “discrete” UPDRS scores, since aimed at replicating
the neurologists’ decisions, a challenging research extension
consists in extending the proposed approach to develop an
automatic UPDRS detection system able to output continuous
values. In other words, rather than providing a UPDRS score in
a discrete set of values, an automatic detection system could
return a real UPDRS value between 0 and 4 and quantify
all the subtle differences that could be observed in the PD
symptoms. In order to reach this goal, the key point is to
understand how to rely on a set of discretized ground truth
decisions (by the neurologists) and generate a continuous
output. Considering Fig. 5, one could think of parametrizing,
in a continuous way, the obtained trajectories identifying
“virtual centroids” corresponding to any possible value of
UPDRS between 0 and 4. At this point, for each observed
patient, one could simply “project” the multidimensional point
corresponding to the patient onto the trajectory and select the
corresponding continuous UPDRS score. However, as already
observed in Subsection V-A, clusters of points associated
with the same UPDRS values are not disjoint and, thus, the
use of this projection-based approach needs to be carefully
investigated. Another very interesting approach consists of the
use of regression techniques, which are particularly effective
at dealing with continuous outputs [32].
Finally, the proposed automatic UPDRS classification sys-
tem for the S2S task relies on the use of a personal computer to
process the inertial data received from the body-worn inertial
node on the chest—from the two nodes on the thighs for the
LA task. Owing to the ever increasing processing capabilities
of embedded systems, it is very likely that the proposed
classification algorithm could be run directly inside wearable
devices. As of now, the use of a smartphone could be a viable
option. Although the best classification algorithm turns out to
be the kNN, from the results in Fig. 6 (b) it can be concluded
that the SVM algorithm has a performance comparable to
(actually, slightly worse than) that of the kNN algorithm,
but with a lower computational complexity. In fact, while
the SVM algorithm builds a compact classification model on
the basis of the training data, the kNN algorithm, as most of
the so-called “lazy learning” algorithms, relies on the entire
training data set for each classification act. Therefore, the SVM
algorithm seems an attractive processing strategy to make the
implementation of the proposed automatic detection algorithm
on board of future wearable devices feasible. This represents
an interesting experimental research extension.
VII. CONCLUSIONS
In this paper, we have investigated how kinematic variables,
collected through a single inertial node placed on the chest, can
be representative of the UPDRS value assigned by neurologists
for the S2S task. The experimental investigation has been
carried out considering 24 PD patients. Various kinematic
features of the chest inclination signal, in the time domain,
have been investigated, relying also on the use of PCA to
investigate the presence of correlation between the considered
kinematic variables. After an exploratory investigation of the
extracted kinematic features, the performance of automatic
UPDRS evaluation systems, considering various classification
methods (NCC, kNN, and SVM), has been carried out. The
best system configuration, chosen as the one which maximize
the AuC of the CDFs of the classification error, turns out
to be that which uses kNN with k = 4 applied to the first
principal component of PCA-projected data, with PCA applied
to the following subset of features: T , TF, TB, DT , Θ, and
Ω. A comparative outlook of the S2S task on the LA task
has then been carried out, highlighting the rather uncorrelated
relation between the two tasks and the impact of the UPDRS
distributions of the patients. The obtained results make the
design and implementation of an automatic UPDRS detection
system, based on a simple BSN of inertial sensors applied to
various tasks, feasible. Our future research activities include
the application of the proposed approach to the gait analysis
task.
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