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SUMMARY
The research in this thesis was motivated by a desire to understand the mixing
properties of quasi-two-dimensional flows whose time-dependence arises naturally as
a result of fluid-dynamic instabilities. Additionally, we wished to study how flows
such as these transition from the laminar into the turbulent regime. This thesis
presents a numerical and theoretical investigation of a particular fluid dynamical
system introduced by Kolmogorov. It consists of a thin layer of electrolytic fluid that
is driven by the interaction of a steady current with a magnetic field produced by an
array of bar magnets.
First, we derive a theoretical model for the system by depth-averaging the Navier-
Stokes equation, reducing it to a two-dimensional scalar evolution equation for the
vertical component of vorticity. A code was then developed in order to both nu-
merically simulate the fluid flow as well as to compute invariant solutions. As the
strength of the driving force is increased, we find a number of steady, time-periodic,
quasiperiodic, and chaotic flows as the fluid transitions into the turbulent regime.
Through long-time advection of a large number of passive tracers, the mixing
properties of the various flows that we found were studied. Specifically, the mixing
was quantified by computing the relative size of the mixed region as well as the mixing
rate. We found the mixing efficiency of the flow to be a non-monotonic function of
the driving current and that significant changes in the flow did not always lead to
comparable changes in its transport properties. However, some very subtle changes
in the flow dramatically altered the degree of mixing. Using the theory of chaos as it




1.1 Transport and mixing in fluid flows
Two-dimensional (2D) flows have proven to be very useful for studying various phe-
nomena in fluid dynamics since, compared to three-dimensional flows, they are much
more amenable to theoretical analysis and numerical investigation. In particular,
much of our fundamental knowledge of transport properties of fluid flows has been
developed using 2D models. Effectively 2D fluid flows are responsible for trans-
port and mixing in many geophysical processes such as atmospheric [96] and oceanic
[53, 135] flows as well as in convection processes within the Earth’s mantle [56, 1].
Understanding 2D flows such as the motion of pollutants on the surface of the ocean
would be invaluable for predicting, for example, the transport of the extensive amount
of radioactive contamination released into the Pacific Ocean following the Fukushima
nuclear reactor disaster in 2011. A better understanding of these types of flows could
have perhaps improved some of the strategies employed in dealing with the recent
Deepwater Horizon oil spill in the Gulf of Mexico. In addition, the transport and
mixing properties of flows in the atmosphere in large part determines the global dis-
tribution of various chemical species. It has been shown that large scale flows on
surfaces of constant density in the atmosphere can be well-modeled as a 2D flow [93].
A better fundamental grasp of the transport properties in these flows has significant
implications for air quality, the absorption of ultra-violet radiation, and climate in
general [54]. It could help predict, for instance, the evolution of the ash cloud follow-
ing the volcanic eruption in Iceland in 2010. A 2D flow was also used to model the
polar night jet that surrounds the ozone depleted region above Antarctica [11] which
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suggests that mixing may have an important role to play in understanding climate
change [3].
Two-dimensional laminar mixing is a key process in many types of microfluidic
devices [69, 85], such as ones used for gene expression profiling and biological assays
[114], which are essential in the development of new drugs and monitoring environ-
mental pollutants. This type of mixing is also very useful in other processes like
DNA purification and hybridization [41], polymerase chain reactions [133, 15], and
protein folding [136]. Microfluidic devices promise to miniaturize many of these pro-
cedures (some of which would be impossible without miniaturization) and make them
programmable in a fully integrated “lab-on-a-chip” environment [133, 24]. The mi-
crochannels on these chips require much smaller volumes of fluids than traditional
methods and the fluid flow is much easier to control. The ability to effectively mix
two or more fluids within the microchannels in a reasonable amount of time is cru-
cial to this technology. For macroscopic systems, mixing is typically achieved using
turbulence generated through some form of vigorous stirring. Turbulence occurs only
in flows characterized by high Reynolds numbers Re = UL/ν, where U and L are
typical velocity and length scale of the flow and ν is the fluid viscosity. For most
microfluidic applications, the length scales and velocity scales involved are such that
Re is certainly less than 100 and typically O(1) or smaller [42]. Since for channel flow,
turbulence occurs only for Re & 2000, the flows in these on-chip devices are certainly
expected to be laminar. Furthermore, in biofluids applications turbulence is an unde-
sirable mechanism for mixing as the fluids contain delicate, long-chain molecules so
the strain on them needs to be limited. The time-scale for molecular diffusion to mix
fluids is much too large for this process by itself to be of much use on the microscale
as it would require impractically long channels [85]. So for these applications to be of
any success, we need to better understand how and why fluids stretch and fold (the
necessary ingredients for mixing) in laminar flows and use this ever-expanding base of
2
knowledge to construct more efficient micromixers. The more understanding we have
of the phenomenon of mixing in general, the more knowledge engineers will have to
pull from in order to come up with better designs for the wide variety of important
applications in this field.
Chaotic advection in 2D flows have provided numerous other technological ad-
vancements and improvements upon traditional methods, such as the creation of
polymer blends [87], various multilayer films [106], as well as a vast improvement on
the electrical conduction properties in the production of certain plastics and glasses
[3]. The reduction to two dimensions has also provided insights into many difficult
3D problems ranging from mixing in the radiation zones of rotating stars [76] to con-
finement of thermonuclear plasmas [101]. So this simplification afforded by 2D flows
is by itself a good reason to continue studying them as it will continue to impact our
understanding of more complicated 3D flows.
1.2 Hamiltonian description
Much of our knowledge of transport properties in fluid flows comes from experimen-
tal observations or numerical simulations of the advection, or stirring, of passive
tracers by the flow. The first observation is that these particles must be passive,
which simply means that uparticle = ufluid. In 2D, the velocity of a given particle
is given by the rate of change of its position, uparticle = [ẋ, ẏ]. The fluid velocity
ufluid = [ux(x, y, t), uy(x, y, t)] is obtained by solving a set of partial differential equa-
tions that describe the motion of the fluid (e.g. Navier-Stokes, Euler, etc.). For 2D
incompressible flows, the velocity of the fluid can be defined through the streamfunc-
tion Ψ(x, y, t): ux = ∂yΨ, uy = −∂xΨ. And since the velocity of a passive particle
must be identical to that of the fluid, we have
ẋ = ux = ∂yΨ,
ẏ = uy = −∂xΨ. (1)
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Thus, the dynamics of passive tracers in 2D flows of incompressible fluids is formally
described by a Hamiltonian system with one degree of freedom. The streamfunction
Ψ plays the role of a Hamiltonian, the coordinates x and y are the conjugate variables,
and the phase space is the configuration space. This holds regardless of whether or
not there is dissipation in the flow. It is the incompressibility of the fluid that makes
it a Hamiltonian system. So, the problem of understanding mixing begins rather than
ends with the specification of the fluid velocity.
Time-independent 2D flows are always integrable (because Ψ is conserved), and
the trajectories of tracers are regular, meaning they coincide with the closed stream-
lines of the flow, resulting in poor mixing. The introduction of time-dependence
effectively makes the velocity field a three-dimensional flow, which, in the absence of
any additional conservation laws, makes the flow nonintegrable. Streamlines in these
flows can be chaotic even if the underlying velocity field is regular (e.g., stable and
time-periodic). If this is the case, they will diverge exponentially fast from one an-
other, resulting in rapid stretching and folding of fluid elements. This process, known
as chaotic advection or Lagrangian chaos, is the underlying mechanism responsible
for efficient mixing.
The idea that particle motion in a 2D incompressible flow can be understood as
a Hamiltonian dynamical system with one degree of freedom is rather obvious and
has been well-known in the fluids community for many years. But the fact that
the introduction of time-dependence could lead to chaotic particle motion for any
Reynolds number was largely overlooked until the early 1980s. Indeed, even as late
as 1986, Aref pointed out that, “...the notion of stochastic particle motion within
laminar flows runs counter to common intuition to such a degree that the range of
applicability of early model results has been questioned” [4]. Dynamical systems
perspective introduced by Aref revolutionized our understanding of transport in fluid
(and granular) flows.
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Traditionally, the standard approach to predicting how material is transported
in a fluid flow was to run numerical simulations of a model and use the resulting
velocity field data to determine how the initial distribution of the material evolved
in time. Since time-dependent flows are generally the rule rather than the exception,
even in two dimensions, tracers are often advected in a chaotic manner and this leads
to sensitive dependence on initial conditions (both on the initial position as well as
the initial time) and makes the aforementioned approach a rather unreliable way to
forecast the transport of material. Further, the full trajectory history is often quite
complicated and difficult to interpret. Rather than focusing on individual trajectories,
a more global understanding can be obtained by examining the underlying structure
in a time-dependent flow that organizes and governs the overall transport.
1.3 Time-periodic flows
One of the simplest 2D models in which chaotic mixing can occur is the ‘blinking-
vortex’ flow introduced by Aref [2]. Historically the first study of the mixing properties
of a fluid system, this model was originally proposed as an idealization of a period-
ically stirred fluid and consists of a pair of spatially separated fixed point vortices
which are alternately turned on for one half of the period T . Numerical simulations
showed that when both vortices are running continuously (i.e., T = 0), the flow
is time-independent and, thus, integrable. For small nonzero T , it was found that
the trajectories nearest the vortices become chaotic. The size of the mixed region
increases monotonically with T until, at some finite critical value of T , the entire
domain becomes uniformly mixed.
The first systematic investigation of mixing in a time-periodic 2D flow is due
to Khakhar et al. [64]. This study introduced an idealized model, known as the
‘tendril-whorl’ flow, in which uniform shear is followed by differential rotation and
showed that mixing takes place in the vicinity of separatrices associated with saddle
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fixed points of the period-T map of the flow, while the KAM tori surrounding the
elliptic fixed points serve as transport barriers. The same structures were shown to
also control mixing in the ‘blinking vortex’ flow. These studies demonstrated that
laminar, time-periodic, area-preserving 2D flows can produce efficient mixing.
The results of these idealized models raised questions as to whether or not real-
world laminar fluid flows could give rise to chaotic streamlines. This prompted the
analytical and numerical study of chaotic advection in a journal bearing Stokes flow
with physical boundary conditions [4, 20]. The basic setup is that of a Couette flow
between non-coaxial rotating cylinders, where time-periodicity is introduced by alter-
nating the rotation between the inner and outer cylinders. By varying the distance
between the axes of the cylinders as well as the time-interval for which one of the
cylinders rotates, one can obtain various flow patterns with both regular and chaotic
trajectories. The experimental realization of this flow [19] showed excellent agree-
ment with numerical results. Subsequently, the experimental study of cavity flows by
Chien et al. [23] showed the existence of transverse intersections of homo/heteroclinic
manifolds at small Reynolds numbers, providing even more evidence for the mixing
capabilities of 2D laminar flows.
Rom-Kedar et al. [102] proved the existence of chaotic trajectories analytically
for a model flow produced by a pair of time-independent point vortices perturbed
by a time-periodic shear. The theory of lobe dynamics developed in this paper set
up a framework for quantitative description of transport across separatrices of the
unperturbed flow which evolve into a homoclinic tangle in the presence of a time-
dependent perturbation. In conjunction with the analytic techniques introduced by
Melnikov [77], this framework enabled them to estimate the fluxes between different
regions of the flow domain.
Recently, many experimental and theoretical studies of mixing in 2D flows have
used thin layers of electrolyte placed over various arrangements of permanent magnets.
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The fluid flow is driven by the Lorentz force which arises when electric current flows
through the electrolyte. Since this setup is closely related to our work, we describe
here other studies which used it.
Rothstein et al. [103] discovered the existence of persistent spatial patterns, which
they called strange eigenmodes, in a flow driven by a combination of a time-periodic
current and either a disordered or a square array of magnets. These patterns were
shown to emerge as a result of a delicate balance between advective stretching and
molecular diffusion. The process of mixing was observed to continue even after these
structures reached an asymptotic shape. The same experimental setup was subse-
quently used to investigate the rate of mixing [130]. By examining the spatial struc-
ture of persistent patterns, it was found that locally mixing rates are controlled by
stretching, but on large scales they are governed by diffusive transport. Addition-
ally, it was discovered that mixing rates could be dramatically enhanced by breaking
certain spatial and temporal symmetries.
Voth et al. [129] used a disordered array of magnets and time-periodic current
to drive the flow and were able to use flow measurements to construct forward and
backwards finite-time Lyapunov exponent (FTLE) fields which follow the time evolu-
tion of the unstable and stable manifolds of saddle points of the flow, thus providing
an empirical method for visualizing the geometrical structures underlying the mixing
process. A follow-up experimental study carried out using magnets arranged in a
square, hexagonal, and a disordered array [7] found that the probability distribution
of FTLEs exhibited self-similar behavior regardless of the flow pattern or the degree
of mixing in the system.
Fluid mixing was also studied in time-dependent flows driven by steady current.
Danilov et al. [32] performed a combined experimental and theoretical study of
mixing by a time-periodic four-vortex flow. The numerical study of a truncated
analytic model showed that separatrices partitioned the flow domain into regions
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with different mixing rates and that transport between these regions was a relatively
slow process compared to the mixing within these regions. The theory of adiabatic
chaos was used to explain the results and showed that long-term transport could
effectively be modeled as a random walk of an adiabatic invariant.
1.4 Aperiodic flows
For aperiodic flows one can still define the underlying structures that are analogous
to stable and unstable manifolds. These are referred to as Lagrangian Coherent
Structures (LCS). The main idea behind the notion of LCS is that they divide the
flow into regions having different dynamics. In a 2D flow, LCS are material lines
advected by the flow as a continuous set (surfaces for a 3D flow), and they separate
the domain into various regions where the motion of tracers over a finite time interval
is qualitatively different [92]. These structures are effectively invariant manifolds,
hence act as transport barriers in the flow. Computing an LCS directly is often a
difficult, if not impossible, task, however there are indirect methods that can be used
to reveal their existence based on the behavior of trajectories near such structures. By
measuring the amount of “stretching” between trajectories through the computation
of an FTLE field, one can interpret its ridges as being the LCS of the flow [108]. The
FTLE will be defined more rigorously in Chapter 5 of this thesis.
Another driving force behind the development of the theory of LCS is the need of
a frame-independent definition of these structures. There are two different ways that
one can use to describe the time-evolution of a fluid. From the Eulerian perspective,
one considers how the fluid velocity changes at any given point as a function of time.
Mathematically, this means that u = u(x, t). Alternatively, in the Lagrangian de-
scription, individual fluid parcels are followed through time. In other words, x(a, t)
gives the position of parcel a at time t and these two points of view are related by
u(x(a, t), t) = ∂tx(a, t). Since we are concerned with understanding the advection of
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particles in the fluid, the Lagrangian perspective is clearly the more natural of the
two. But perhaps more importantly is the fact that the characterization of flow struc-
tures in terms of the velocity field do not remain invariant under a time-dependent
transformation of the frame of reference so, for unsteady flows, it is not clear what
the preferred frame should be [93]. This is because velocity fields as well as their
streamlines look different when measured from different reference frames. So what
appears to be a “coherent structure” one frame can looks completely “incoherent”
in another. Reliable prediction of transport requires frame-invariant techniques and
the Lagrangian point of view provides an objective and unambiguous way to identify
these dynamically organizing structures.
For instance, for the Deepwater Horizon oil spill mentioned earlier, Olascoaga and
Haller were able to take the velocity field data that existed at the time and using an
LCS analysis, they predicted the formation and evolution of two major unexpected
instabilities that occurred in the contamination pattern [86]. They computed all of
the LCS in each data set, and in both cases they captured an LCS that was 99%
stronger than all the coexisting LCS and used these to forecast the emergence of
these two instabilities four to six days before they were actually observed. Fiorentino
et al. used an LCS-based analysis to understand why, in the absence of any point
sources of pollution, certain nearshore coastal areas can have high microbial levels
while neighboring regions do not [44]. A similar LCS analysis was used to develop
pollution control schemes in the coastal areas of Monterey Bay [27] as well as in
southeastern Florida [70]. The release of contaminants in regions like these can have
a profound environmental impact on the local ecosystem, particularly if it does not get
transported out into the open ocean where it disperses but instead recirculates near
the coast. Whether or not this happens is sensitive both to where, as well as when, the
pollution is released. By using very accurate high frequency data obtained with radar,
they were able to reconstruct the surface velocity at particular locations, compute
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the hidden LCS, and from this, they were able to devise an automated pollution
release schedule that minimized the recirculation of pollution near the coastline. This
approach has proven successful in tackling a wide variety of other problems such as
air traffic control [93], the kinematic theory of unsteady flow separation, jellyfish
predation [94], and blood flow in the arteries [109].
1.5 Objectives and outline
As discussed in the previous sections, the majority of previous studies have focused
on time-periodic flows as the simplest system that could produce efficient mixing.
However, our fundamental understanding of this process is currently limited primarily
to weak monochromatic perturbations of integrable flows. Which features of strongly
perturbed time-dependent flows are responsible for good mixing is less clear. In
particular, it is not obvious that the insights developed in the perturbative regime
would also carry over to the case when the perturbation (e.g., the time-dependent
component of the flow) is not weak compared with the integrable base flow (e.g., the
time-independent component).
We will try to answer these questions using an example of Kolmogorov flow: a
two-dimensional flow driven by an imposed shear. Our objective is to understand
how its transport properties change in the process of transition from steady laminar
flow (characterized by extremely poor mixing properties) to turbulence (which mixes
extremely well). In particular, while time-dependence is a necessary condition for
mixing via chaotic advection in 2D, is it also a sufficient condition? Can we expect
the mixing to improve monotonically with the strength of externally applied shear?
And is there a strong correlation between mixing quality of the flow and its type
(steady, time-periodic, quasi-periodic, aperiodic)?
In Chapter 2 we present the model of the Kolmogorov flow in a thin liquid layer
and show how and when it can be reduced to an effectively two-dimensional flow.
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Chapter 3 describes the numerical methods used in analyzing this flow. The bifur-
cation sequence describing transition from steady laminar flow to weakly turbulent
(more accurately aperiodic) flow is described in Chapter 4 and its mixing properties





We consider an electromagnetically-driven, quasi-two-dimensional experimental flow
inspired by a model originally proposed by Kolmogorov and later investigated by
Arnold and other mathematicians [6, 78] that made key contributions to the develop-
ment of the theory of stability and dynamical systems. Bar magnets with alternating
polarity in conjunction with a steady current generates a Lorentz force that drives a
flow in a thin layer of electrolyte supported from below by a thin layer of liquid dielec-
tric (see Fig. 1). Originally this flow was realized using only a single homogeneous
layer of electrolyte. Years later, however, in an attempt to decrease the variation of
the velocity with height, a new setup was employed by Marteau et al. [75] wherein the
single layer was replaced by two layers of miscible fluids with different densities. The
bottom layer was a heavier electrolyte (salt water) which was driven while the top
layer (fresh water) was the one on which measurements were performed. An alterna-
tive implementation of the two layer setup was constructed by Rivera and Ecke [100]
where an electrolyte was suspended above an immiscible layer of heavier dielectric
fluid, which acts as a lubricant between the solid bottom and the electrolyte layer.
This system is believed to be an improvement over previous setups as immiscibility
enhances stratification and, as such, is the one we chose to model. Indeed, through
a 3D direct numerical simulation of decaying vortical flows, Satijn et al. [105] found
that a two layer, immiscible system tends to inhibit vertical motion and maintains its
two-dimensionality for a larger range of Reynolds numbers than one using only a sin-
gle layer. Next, we describe how our model is derived by reducing the Navier-Stokes
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(a) (b)
Figure 1: The experimental setup for the quasi-2D Kolmogorov flow, viewed (a) from
above and (b) from the side.
equation to 2D.
The laminar flow field in our two-layer system is inherently three-dimensional
in the sense that the velocity field generally depends on all three coordinates, v =
v(x, y, z, t). It is described by the Navier-Stokes equation for an incompressible fluid
(∇ · v = 0)
ρ(∂tv + v · ∇v) = −∇p + µ∇2v + f + ρg, (2)
where ρg is the gravitational force and f is the electromagnetic force in the plane of
the fluid (the xy-plane).
We assume that the magnet array is infinitely long in the x (longitudinal) direction
and periodic in the y (transverse) direction. By symmetry, the magnets produce a
magnetic field that has no component along the longitudinal direction:
B = By(y, z)ŷ +Bz(y, z)ẑ. (3)
Since the z-component of the magnetic field in the electrolyte varies linearly with
z and roughly sinusoidally with y, we can write
Bz = (B1z +B0) sin(κy), (4)
where κ = π/w and w is the width of each magnet. A uniform and constant current
with density J = J ŷ passing through the electrolyte along the tranverse direction
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results in the Lorentz force density which is given by
f = J×B =
 J(B1z +B0) sin(κy)x̂, hd < z < hd + hc,0, 0 < z < hd (5)
in the electrolyte and the dielectric, respectively.
For thin layers of fluids driven by a weak in-plane forcing, the velocity compo-





c/µc (≈ 10 s) describing equilibration of momentum
in the vertical direction are much smaller than those associated with the horizontal
directions, ρcw
2/µc (≈ 150 s). Furthermore, the direction of f is independent of z.
Hence, we can assume the direction of the velocity to be independent of the height z,
which, in the spirit of Dovzhenko et al. [38], allows the velocity field to be factored
as
v(x, y, z, t) = P (z)u(x, y, t) ≡ P (z)[ux(x, y, t)x̂ + uy(x, y, t)ŷ], (6)
where P (z) describes the vertical velocity profile. We impose the normalization con-
dition
P (hc + hd) = 1 (7)
to make the factorization unique, so u(x, y, t) can be interpreted as the velocity of
the top surface of the conducting layer.
Substitution of (6) into (2) gives
ρP∂tu + ρP
2u · ∇‖u = −∇‖p+ Pµ∇2‖u + uµ∇2⊥P + f , (8)
∇⊥p = ρg,
along with ∇‖ · u = 0, where the subscripts ‖ and ⊥ represent the horizontal and
vertical components, respectively. In general, the vertical profile P (z) depends on the
exact form of forcing (f) and the horizontal flow profile (u). We start off by solving
(8) for P (z) assuming a steady, laminar solution of u for the forcing given by (5).
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2.2 Kolmogorov flow
For small current density J , the direction of the horizontal flow profile (u) follows
that of the forcing (5), so we can look for laminar solutions of the form
u(x, y, t) = u0 sin(κy)x̂. (9)
Substituting this into (8) yields a hydrostatic pressure distribution and a boundary
value problem for the vertical profile
P ′′ − κ2P = − J
u0µc
(B1z +B0), hd < z < hd + hc. (10)
P ′′ − κ2P = 0, 0 < z < hd (11)
where the prime denotes differentiation with respect to z. The solutions to the above
differential equations are given by
Pκ =
 Ce




, hd < z < hd + hc,
Eeκz + Fe−κz, 0 < z < hd.
(12)
The unknown coefficients C, D, E, and F can be obtained using the continuity
of the velocity and stress at the dielectric-electrolyte interface (z = hd), the no-
slip boundary condition at the bottom of the dielectric (z = 0), and the stress-free
boundary condition at the top of the electrolyte (z = hd+hc, electrolyte-air interface):
µdP
′(h−d ) = µcP
′(h+d ), P (h
−
d ) = P (h
+
d ), P (0) = 0, P
′(hd + hc) = 0. (13)
Finally, u0 can be found using (7).
Once the coefficients have been computed, we can define the ratio of velocities at
the top and bottom of the electrolyte layer
s =
P (hd + hc)
P (hd)
. (14)
For a monotonically varying profile, the value of s describes how strongly the mag-
nitude of velocity varies with z in the electrolyte, with s = 1 corresponding to a
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z-independent velocity profile. Unfortunately, the functional form of expression (14)
is quite unwieldy and does not allow one to easily deduce the dependence on experi-
mental parameters.
2.3 Unidirectional flow
We can derive a relatively simple analytical expression for the ratio of velocities (s)
in the special case where we ignore the y dependence of the magnetic field, Bz, which
can be thought of as the κ → 0 limit of (4). In this case Bz = B1z + B0, and the







z2 + Cz +D, hd < z < hd + hc,
Ez + F, 0 < z < hd.
(15)
Although the functional forms of the vertical velocity profile for the Kolmogorov flow
Pκ(z) and the uniform flow P0(z) are quite different, their shape is virtually indis-
tinguishable, as figure 2 illustrates. This suggests that quasi-2D flows with arbitrary
horizontal flow profiles u(x, y, t) and moderately high Reynolds numbers may be ac-
curately described using the normalized form of the velocity profile (15).
Computing the coefficients using the boundary conditions (13) we find that the
ratio of the velocities at the top and the bottom of the electrolyte layer is given by













where 4B = B1hc is the change in magnetic field across the thickness of the elec-
trolyte and Bmean = B0 +B1hb +
1
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(µc = 6.06 mPa·s)
Unidirectional Flow
Kolmogorov Flow
Figure 2: Analytical results for the vertical flow profile in both layers, with hd = hc =
0.3 cm, for (a) the low viscosity electrolyte and (b) the high viscosity electrolyte. The
ratios of the velocities, as defined by (14), are: (a) uniform flow: s = 1.52, Kolmogorov
flow: s = 1.55 and (b) uniform flow: s = 1.09, Kolmogorov flow: s = 1.08.
2.4 Quasi-2D flow
We can generalize the procedure employed in the previous section for flows driven by
plane-parallel electromagnetic forces. By relying on the ansatz (6), we can derive an
evolution equation that describes quasi-2D flows beyond the laminar flow into (mod-
erately) high Reynolds numbers. Indeed, integrating the first of the two equations in
(8) over the z coordinate, 0 to hd + hc, and taking a curl, we obtain an equation for
the vertical component of the vorticity Ω = ∂xuy − ∂yux:
∂tΩ + βu · ∇‖Ω = ν∇2‖Ω− αΩ +W, (17)



















In particular, we obtain the following expression for the Rayleigh friction coeffi-































For the set of parameters used in the experiment, the Rayleigh friction coefficient
has a very weak dependence on B1 and B0, with the term containing 4B/Bmean
contributing approximately 2% to the friction coefficient, so for practical purposes
one can set 4B = 0.
The source term W on the right-hand side of (17) corresponds to the z-component








Parameters β = 1, ν = 0.0115 cm2/s, and α = 0.1141 s−1 were selected to be
representative of a typical experimental setup. Furthermore, we chose the domain
width Ly = 5 cm corresponding to four magnets of width w = 1.25 cm and the length
Lx = 2Ly = 10 cm. For simplicity, unlike the experimental system which is larger and
features physical (no-slip) lateral boundary conditions, we assume periodic boundary
conditions. The effect of the bottom boundary, however, is included in our model
via the Rayleigh friction term −αΩ. The importance of this term is described by the
non-dimensional combination F = α/νκ2 ≈ 1.57 which shows that it is comparable
to the viscous term ν∇2Ω. Finally, we take W = A sin(πy/w), where A measures
the strength of the driving force and is used as a control parameter analogous to
the Reynolds number. It is significant to note that in almost every study modeling
electromagnetically driven thin films, the Rayleigh friction term is a phenomenological
term that is assumed at the outset, but in the derivation of our model it arises
naturally in the reduction to 2D. To the best our knowledge, no one else has provided
an explicit theoretical derivation for this term in a two-layer system.
The vorticity equation (17) was solved numerically using a pseudospectral (Fourier)
method with 64× 128 modes. As a check, we recalculated one of the bifurcation se-
quences using 128 × 256 modes which yielded less than a 1% difference in both the
leading stability eigenvalues and the location of the bifurcations. Temporal discretiza-
tion used a second-order, semi-implicit, operator-splitting scheme with an adaptive
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3.1 Integration of the vorticity equation
The nonlinear PDE for the vorticity (17) is solved by assuming periodic boundary
conditions in both x and y and discretizing it in Fourier space using a spectral grid
of 64 × 128 modes, which corresponds to a mesh size of ∆qx = 2π/Lx ≈ 1.257
cm−1 (∆x ≈ 0.0781 cm) and ∆qy = 2π/Ly ≈ 0.6283 cm−1 (∆y ≈ 0.0781 cm).
Discretization in time is done via a three substep, semi-implicit, operator-splitting
scheme [95, 8]. The splitting used is known as the Strang-Marchuk splitting (see Fig.
3.1) and is guaranteed to be 2nd-order in time provided each substep uses a method
with at least 2nd-order convergence [113, 74].
For a general first order equation,
∂tu = Lu+N [u] + F, (21)
where Lu, N [u], and F denote the linear, nonlinear, and inhomogeneous (source)
terms, respectively, the Strang-Marchuk protocol involves the following steps:Second-order op rator splitting
Initial value problem L = L1 + L2
!u
!t
+ Lu = 0 in (0, T ) u(0) = u0
Symmetrized Strang splitting S = 2
1. !u!t + L1u = 0 in (tn, tn+1/2) u(tn) = un !" ũn+1/2 = u(tn+1/2)
2. !u!t + L2u = 0 in (tn, tn+1) u(tn) = ũn+1/2 !" un+1/2 = u(tn+1)
3. !u!t + L1u = 0 in (tn+1/2, tn+1) u(tn+1/2) = un+1/2 !" un+1 = u(tn+1)
• Strang splitting is second-order accurate and unconditionally stable if the
discrete counterparts of L1 and L2 are positive definite matrices
• time-stepping of (at least) second order is mandatory for all subproblems
• for S > 2 the operators can be grouped in di!erent ways, e.g. as follows
L = L1 + L2 + L3 = (L1 + L2) + L3 = L1 + (L2 + L3) = A1 + A2
Figure 3: A visual illustration of the Strang-Marchuk operator splitting
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2. t ∈ (tn, tn+1): u(tn) = ũn+1/2 −→ un+1/2 = u(tn+1)
• un+1/2 = ũn+1/2 + ∆t
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(k1 + 2(k2 + k3) + k4)
– k1 = N [ũn+1/2]
– k2 = N [ũn+1/2 + ∆t2 k1]
– k3 = N [ũn+1/2 + ∆t2 k2]
– k4 = N [ũn+1/2 + ∆tk3]













In the particular case of the vorticity equation (17) we have u→ Ω, L = ν∇2−α,
N [·] = u · ∇, and F = A sin(πy/w), where w denotes the width of a single magnet.
All spatial derivatives are computed in Fourier space. In steps 1 and 3, the vorticity
is updated implicitly in Fourier space through the linear and forcing terms via the
Crank-Nicolson method (CN). In step 2, it is updated explicitly in physical space
through the advection term via the fourth-order Runge-Kutta method (RK4).
One could, in principle, use a 2nd-order Runge-Kutta method (RK2) in step 2
as this would not affect the overall order of convergence of the algorithm. However,
despite the increase in the number of operations necessary to implement RK4, it is
actually more efficient than RK2 in the long run. For moderate to high Reynolds
number calculations, an adaptive time-stepping scheme proves to be an invaluable
part of this integration scheme both for stability as well as computational speed. It
turns out that one can incur the same amount of error with a much larger time step
using CNRK4, so, even for moderate integration times, it easily surpasses CNRK2
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in terms of computational time despite requiring twice as many operations in step
2. The adaptive time-stepping algorithm is fairly straightforward and proceeds as
follows on each time step. Advance the state by a whole time step and then by two
half time steps. If the relative error between the two is greater than some tolerance ε,
let ∆t = ∆t/2 and repeat. Otherwise, go to the next time step. Let ∆t =
√
2∆t for
the next time step if the relative error on the previous one was less than ε/4. Keep
∆t the same if not.
3.2 Time evolution of passive tracers
The dynamics of passive tracers in a two-dimensional, incompressible flow is governed
by the equations of motion (1). In order to time-evolve the tracers over long time
scales, a very accurate numerical scheme is required to solve these equations. In
particular, since the system (1) is Hamiltonian, a method is needed that preserves
the symplectic nature of this flow. Otherwise, conserved quantities (e.g., the value of
the streamfunction Ψ and the corresponding action) will not be preserved, and the
results of long-time calculations might simply reflect the numerical integration errors
instead of the actual dynamics.
The accuracy of numerically computed trajectories is especially sensitive to the
precision of the calculations in the neighborhood of saddles, where exponentially small
errors can result in O(1) changes even in the short term dynamics. For instance, an
error, whatever its source, which results in the trajectory crossing a separatrix of
the flow produces a qualitatively different outcome. Since the velocity field u(x, t)
is defined on a grid, the right-hand-side of the system (1) has to be interpolated,
introducing an additional source of error into the numerical integration. Hence, unlike
analytical models, where the accuracy of the integrator near saddles can be increased
by, for example, using a smaller time step or higher-precision arithmetics, no such
band-aid is available in situations where the fluid flow itself is computed numerically.
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Below we discuss different ways to address this problem.
3.2.1 General symplectic integrators
The Gauss-Legendre methods [51] form a family of collocation schemes based on
Gauss quadrature. One nice property about them is that any s-stage Gauss-Legendre
method has order 2s making them twice as efficient as most other multi-stage algo-
rithms with the same order of convergence. It is customary to arrange the Runge-
Kutta coefficients in a Butcher tableau as shown in Table 1. Based on these coeffi-
Table 1: The Butcher tableau for an arbitrary Runge-Kutta method.
c1 a11 a12 · · · a1s






cs as1 as2 · · · ass
b1 b2 · · · bs
cients, the solution to the initial value problem, ẋ = u(t,x), x(t0) = x0 will have the
form





ki = ui(tn + cih,xn + h
s∑
i=1
aijkj), i = 1, . . . , s
and h is the time step. Lasagni has shown that a Runge-Kutta method is symplectic
provided it satisfies bibj = biaij + bjaji for i, j = 1, . . . , s which means that no
explicit Runge-Kutta method can be symplectic [68]. By inspection of Table 2, it
is clear that the 4th-order, 2-stage Gauss-Legendre Runge-Kutta method satisfies
the symplectic condition. Since this method is fully implicit, one must solve a set of
nonlinear equations at every time step. No explicit Runge-Kutta method is symplectic
anyway, so not much can be done about this. However, this method is A-stable. In
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other words, its region of absolute stability lies entirely in the left half of the complex
plane regardless of the magnitude of the time step.
Since the symplectic integrators are implicit, in order to advect the set of tracers
forward in time, one must solve the set of nonlinear equations
Gi = ui(kj)− ki = 0 (22)
by first linearizing it
DGijδkj = −Gi, where DGij = Duij − I (23)
and then performing a sequence of Newton iterations on the linearized equation until
the magnitude of the residual Gi falls below some suitable tolerance. In practice,
this process converges fairly quickly even for a large number of tracers. The Jacobian
Duij is computed on each Newton step using forward differencing, and the ki are
evaluated for each tracer using a cubic interpolant. At the beginning of each time
step, two Euler steps are used to obtain initial guesses for both k1 and k2.
3.2.2 Predictor-corrector methods
If the underlying flow happens to be time-independent, one can instead constrain
the trajectory of each tracer to follow the streamline defined by the initial condition
Ψs = Ψ(x0). The easiest way to accomplish this is by applying a correction δxn to
the position xn at every step tn, such that the corrected position lies on the original
streamline:
Ψ(xn + δxn) = Ψs. (24)
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where |∇Ψ(x)|2 = u2(x) can be computed spectrally. In practice, the corrector
requires at most two or three iterations per time step.
For unsteady flows, the value of the streamfunction will not be conserved along the
streamline, so we will need an additional equation to update its value. For instance,









of (25) can be used, where
Ψ̇s = ∂tΨ(x(t), t) (27)
and Ψs(0) = Ψ(x0, 0). The idea is that, unlike the dynamics of x(t), the dynamics of
Ψs(t) are not sensitive to small errors in the neighborhood of the saddles.
For time-periodic flows, it may be more convenient to instead represent the stream-
function in terms of a perturbation about a steady state
Ψ(x, y, t) = Ψ0(x, y) + εΨ1(x, y, t), (28)
where the perturbation Ψ1 has zero time average and is normalized such that its
time-averaged norm 〈‖Ψ1‖2〉t is equal to that of the time-averaged streamfunction






quantifies the strength of the perturbation (unsteady component of the flow).



















and for weakly perturbed flows (ε  1) changes very slowly. Hence one can use a
corrector (25) with Ψ→ Ψ0.
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3.3 Newton-Krylov solver
In order to find invariant states of the system such as fixed points and periodic orbits,
one must solve a very high-dimensional set of nonlinear equations which, using the
standard Newton-Raphson approach, is a computationally impractical task. There is
just not enough memory on most computers to construct Jacobians of this size, not
to mention the time it would take to do so on each Newton step. As such, techniques
were developed that use Newton’s method but solve it in a subspace spanned only by
the “important” directions – the other directions being strongly contracting. Such
methods are referred to as inexact, or Jacobian-free, Newton-Krylov methods.
First, though, one must acquire good initial guesses. If there are stable attractors
for the range of parameter values in question, one can easily obtain good guesses by
integrating arbitrary initial conditions for long periods of time for various values of
a particular parameter. While certainly a brute force approach, it will find them if
they are there. Once one of these guesses converges to a solution, one can numerically
continue it to smaller and larger values of the parameter until a bifurcation occurs.
Examining how the stability eigenvalues change will indicate what type of bifurcation
has taken place.
If no stable solutions exist, one can alternatively obtain initial guesses for unstable
solutions through a temporal recurrence analysis. Starting with some arbitrary initial
state Ω0, one then time evolves it and looks for minima of the function φ(Ω, T ) =
||Ω(x, t+ T )−Ω(x, t)||2. The pairs (Ω(x, t), T ) for these various minima will provide
guesses for both the initial state as well as for the period of the orbit to feed into the
Newton-Krylov solver.
To find a time-periodic solution, one must solve the equation
G(Ω, T ) = fT (Ω)− Ω = 0, (31)
where fT (Ω) is the time-T map of the Navier-Stokes equation. The Newton iteration
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for G(Ω) = 0 derives from a multivariate Taylor expansion about the current iterate
Ωk:
G(Ωk+1) = G(Ωk) +DG(Ωk)(Ωk+1 − Ωk) +O(|Ωk+1 − Ωk|2). (32)
Dropping the higher order terms yields a sequence of linearized systems over which
one must iterate.
J(Ωk)δΩk = −G(Ωk), Ωk+1 = Ωk + δΩk, k = 0, 1, . . . (33)
J is the associated Jacobian matrix, DGij =
∂Gi
∂Ωj
= Dfij − I. In order to start the
iteration, the above equation must be supplemented by an initial guess, Ω0 which is
sufficiently close to the true solution so that the method successfully converges. Ad-
ditionally, there is a continuous translational symmetry in the longitudinal direction
(along the length of the bar magnets; shifts in this direction will be denoted X) as
well as one in time. The derivatives ∂tΩ and ∂xΩ must be added to the Jacobian as
its last two rows and last two columns in order to provide constraints to the linearized
system. This ensures both that the Newton step will be in a direction orthogonal to
the symmetries and that the Jacobian will be nonsingular. Additionally, this provides
the equations necessary in order to solve for both T and X. Now we have a linear
system of the form A · δΩ− b = 0 which one then solves in the Krylov subspace Km,
Km = span(r, Ar,A2r, . . . , Am−1r), (34)
where r = b−A · δΩ. The basic idea is that one seeks an approximation δΩ(m) to the
solution of A · δΩ− b = 0 by requiring that δΩ
(m) ∈ Km,
A · δΩ(m) − b ⊥ qj, j = 1, 2, . . . ,m,
(35)
where qj are the basis vectors that span the subspace Km. There are a number of ways
to construct the Krylov subspace and solve the linearized system of equations. One
such method is a stabilized version of the biconjugate gradient method (Bi-CGSTAB)
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[127]. There is also the transpose-free quasi-minimal residual algorithm (TFQMR)
which is based on the conjugate gradient squared method (CGS) [46]. The method
used in the code is known as the generalized minimal residual method or GMRES for
short. This method guarantees a monotonically decreasing residual, a property not
shared by either Bi-CGSTAB or TFQMR [65]. The algorithm is as follows [17]:
1. Start: Let Ωn denote the current iterate and compute G(Ωn). η denotes the
current forcing parameter.
2. Arnoldi process:
• Take δΩ(0) = 0 and form r(0) = −G− J · δΩ(0) = −G.
• Compute β = ||r(0)||2 and q1 = r(0)/β.
• For k = 1, 2, . . . , kmax
(a) Form qk+1 = Jqk and do modified Gram-Schmidt to the previous qj
hj,k = 〈qk+1, qj〉, j = 1, . . . , k






(b) If there is a loss of orthogonality in the basis set
for j = 1, . . . , k
htmp = 〈qk+1, qj〉
hj,k = hj,k + htmp
qk+1 = qk+1 − htmpqj
hk+1,k = ||q̂k+1||2
qk+1 = q̂k+1/hk+1,k
(c) Approximate the norm of the residual ρk = ||G+J ·δΩ(k)||2 ≈ ||G(Ωn+
δΩ(k))||2 if we stopped at this step.
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(d) If ρk ≤ η||G(Ωn)||2, set m = k and exit loop.
3. Form the approximate solution:
• Let Hm be the (m + 1) ×m matrix whose entries are the coefficients hj,k
and define Vm ≡ [q1, q2, · · · , qm].
• Find the vector ym that minimizes ||βe1 −Hmy||2 over all y ∈ Rm, where
e1 = [1, 0, · · · , 0]T ∈ Rm+1.
• Project ym into the full space via δΩ(m) = Vmym and exit the inner loop
The forcing parameter η is updated each time prior to entering the inner (linear) loop.
It is a rather complicated formula and is based on a rule developed by Eisenstat and
Walker [40]. The idea is that initially, the iterate Ωn may be far from the true
solution and one should not expect the inner part of the solver to reduce the residual
significantly so η should start out close to one. But as the residual decreases so should
η in order to recover the theoretical quadratic convergence of the outer (nonlinear)
part of the solver as one approaches the true solution. The reader is referred to
[61, 40] for details.
Probably the most important aspect of the Newton-Krylov methods is that the
Jacobian J is never actually needed in explicit form. The Arnoldi process only requires
the matrix-vector products Jq. These are approximated via a forward difference
directional derivative that employs the scaling on the difference increment proposed
by Kelley [61] which has its roots in the approach for numerically computing columns
of a Jacobian discussed in [34].
Df(Ωn; qj) ≈
||qj||fT (Ωn + εξ(Ωn, qj)qj/||qj||)− fT (Ωn)
εξ(Ωn, qj)
, (36)
where ξ(Ωn, qj) = max(|Ωn · qj|, ||qj||) · sign(Ωn · qj)/||qj|| and ε ∼ 10−7.
Care must be taken once the inner iteration is exited and the Newton step is
obtained. This is the start of the outer, nonlinear iteration. The line segment δΩn =
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−(DG(Ωn))−1G(Ωn) is only guaranteed to provide a direction in which the residual
will be reduced. Various global convergence strategies can be implemented in order
to control the size of the Newton step such that one actually does end up with a
decrease in the residual once the step is taken. This is often done either through
a backtracking line-search approach or a model-trust region approach [34]. In the
code, the line-search approach was chosen because of the relative simplicity of its
implementation. The idea is to to model the scalar function φ(λ) = ||G(Ωn+λδΩn)||22
with a polynomial and use the value λmin that both minimizes the polynomial as well
as reduces the residual in order to scale the step length. However, if λmin is too close
to 0, the step size can become too small and the method may stagnate as a result.
Alternatively, if λmin is too close to 1, the step size can be too large, and the solution




s0λc if λmin < s0λc,
s1λc if λmin > s1λc,
λmin otherwise
(37)
Here λc is the current value of λ, s0 = 0.1 and s1 = 0.5. Let λm = λc/2. If λc does not
provide a reduction in the residual G, then φ(λm) is computed and the polynomial
that interpolates φ at 0, λm, and λc is given by











which is minimized by λmin =
1
2
λ2m(φ(λc)− φ(0))− λ2c(φ(λm)− φ(0))
λm(φ(λc)− φ(0))− λc(φ(λm)− φ(0))
. (39)
If p′′(λmin) > 0, then λ is given by the safeguarding condition (37). Otherwise we set
λ = s1λc. If a reduction in the residual is obtained by the Newton step λδΩn then we
are finished with the outer iteration and take the Newton step. If not, then we set
λc = λ and repeat the three-point parabolic interpolation. If λ becomes too small,
then we have stagnated. The entire solver is then aborted, and one must find a better
initial guess.
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Finding fixed points uses the exact same solver except the period T is fixed at
an arbitrary, but small, value of 2.0 s, which means that the linearized system has
one less dimension than the one just described (i.e., since T is no longer a degree of
freedom, there is no need to supply the orthogonality constraint equation equation
∂Ω
∂t
· δΩ = 0).
In order to determine the stability of a converged solution, one simply builds up
a Krylov subspace for it. The leading eigenvalues of the matrix Hm will converge to
the leading stability eigenvalues of the solution as m gets large. For this system, con-
vergence of the eigenvalues generally required m ∼ 0.01N , where N is the dimension
of the full space.
3.4 Variational method for computing periodic orbits in a
flow
The previous section discussed computing periodic orbits in the sense of a repeating
flow field. This section illustrates a very powerful and robust method for computing
periodic orbits within the flow field. In the case of an area-preserving flow, these will
be saddle and elliptic periodic orbits and they repeat with the same frequency as that
of the particular time-periodic flow one is considering. For this system, it turns out
that the saddle orbits are impossible to compute with conventional Newton-Raphson
type methods. The eigenvalues of the saddles in all of the periodic flows that were
found are λ ∼ O(1) and the periods were T ∼ O(100) which means along any
unstable orbit there will be a stretching factor ∼ exp(O(100)). There are nowhere
near enough digits of accuracy on a computer to find orbits like these using Newton-
Raphson methods. Multishooting, in combination with the Newton-Raphson method,
attempts to eliminate this long-time exponential instability by splitting orbits into
shorter segments with more manageble expansion rates. The variational method as
described in [67, 31] is essentially an infintesimal step version of this strategy. Rather
than making a local guess and “shooting”, this method starts with a global guess of
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points distributed on some loop that resembles the topology of the true orbit. Then a
differential flow which governs the dynamics of the Newton-descent minimizes a cost
function (quantifies the deviation of the loop flow from the true dynamical flow) and
drives the trial loop to a true periodic orbit.
3.4.1 Derivation of the method
The loop will be defined as a smooth, differentiable closed curve x̃(s), where s is
uniformly spaced on the interval [0, 2π] with the periodicity constraint x̃(s) = x̃(s+2π)









and on the loop v = v(x̃). The goal is to deform the loop until v aligns with ṽ
at every point on the loop. Up until now the magnitude of the loop tangent has
been somewhat arbitrary. To ensure that the magnitudes of the tangent and velocity













ds(ṽ − λv)2. (43)
Just as when using Newton’s method, in practice, one can easily overshoot the true
solution and put one’s current guess outside of the basin of attraction for the method.
As such, people generally use the so-called damped (or “step-reduced”) Newton’s
method. In this spirit, the continuous deformations of the loop will, in addition,
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be parameterized by a fictitious time τ such that the decrease of F 2 is ensured.







ds(ṽ − λv) d
dτ
(ṽ − λv). (44)
Now, if we assume that
d
dτ
(ṽ − λv) = −(ṽ − λv) (45)




and F 2 ∼ e−2τ , so the cost functional is guaranteed to be an
exponentially decreasing function of the fictitious time parameter. Substituting ṽ =
dx̃
ds
into Eq. 45 yields the Newton descent PDE (Eq. 46), the dynamics of which











Before describing the particular implementation of the method, a few things should
be mentioned. Once a periodic orbit is reached, it is invariant under cyclic permu-
tations of the points. Thus, there is a marginal (zero eigenvalue) direction v making
the operator ∂s − λA increasingly singular as the loop approaches the true solution.
This situation can be remedied by adding a constraint equation to the discretization
of this operator. The simplest way to do this is to introduce a Poincare section by
fixing one coordinate of one of the points on the loop. This will add an equation to
the linearized system to solve for the period T (or equivalently for λ since T = 2πλ).
However, for the flows discussed in this thesis, this procedure needed to be modified.
The period of every orbit being solved for was already known apriori. This means
that the term ∂λ
∂τ
v in Eq. 46 needs to be set to zero since λ is constant with respect to
the fictitious time. Additionally, none of the spatial coordinates were known apriori.
As such, the 2-d flow was converted into a 3-d (x, y, t) flow and the t-coordinates were
fixed at every point on the loop with ∆t being constant. The details of how this was
done will be discussed in the next section.
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3.4.2 Implementation of the method
In order to implement the variational method, we first discretize the PDE using a
five-point centered finite-difference scheme. Let N be the number of points on the







0 8 −1 1 −8
−8 0 8 −1 1
1 −8 0 8 −1
· · ·
1 −8 0 8 −1
−1 1 −8 0 8
8 −1 1 −8 0

where each entry is a diagonal 3×3 matrix, h = 2π/N , and the blank spaces represent
zeros. The entries in the top right and bottom left corners incorporate the periodic
boundary conditions on the PDE. Using forward Euler stepping as the temporal
discretization yields the following representation for the Newton descent PDE
Âδx̃ = δτ(λv − ṽ), (47)
where
Â = D − λ diag[A1, A2, . . . , AN ]. (48)
Here, the Ak are the matrices ∂vi/∂xj|x=x̃k . The velocity vector at each point on
the loop is given by v = (vx, vy, 1), where vx and vy are approximated using a cubic
interpolant. The entries in the Ak are approximated using forward finite differencing.
However, care must be taken so that the differencing is done in the same way for all


















where k = 1, 2, . . . , N . The first two columns are computed in the usual way,
dvx
dy
≈ vx(x, y + ε, t)− vx(x, y, t)
ε
, (49)
for example (in practice, ε = 1 × 10−7 was used). However, vx(x, y, tk + ε) =
vx(x, y, tk) + ε[vx(x, y, tk+1)− vx(x, y, tk)] ≡ vx,k + ε(vx,k+1 − vx,k). Thus,
∂vx
∂t
≈ vx,k + ε(vx,k+1 − vx,k)− vx,k
ε
= vx,k+1 − vx,k. (50)
Now that everything is setup, Eq. 47 is inverted in order to obtain the update to
the coordinates δx̃ and the process is repeated until convergence is obtained. However,
there is still the δτ term in Eq. 47. This is the “damping parameter”. How one needs
to vary this term is system-dependent. But the idea is that it starts out small and as
the residual (||λv− ṽ||2) decreases, it is steadily increased up to δτ = 1, at which point
the quadratic convergence (or faster) of the Newton-Raphson method is recovered.
Finally, it should be mentioned that it is absolutely necessary that the smoothness
of the loop is maintained throughout the computation, otherwise sawtooth oscilla-
tions begin to set in and the method breaks down. One way to safeguard against
this happening is to Fourier transform the loop every so often, throw out the high
frequency modes, and inverse transform the loop back into the phase space. It is
a good idea to do this once the solution has converged as well. As always, if other




TRANSITION TO WEAK TURBULENCE
In this chapter we describe the transition to 2D turbulence in our model system as the
value of the control parameter A is increased using different numbers of magnet pairs.
Unlike many shear flows in 3D which transition directly from laminar flow to turbu-
lence, here we find a rather complicated sequence of transitional flow states whose
temporal complexity changes in a rather non-monotonic fashion before a turbulent
flow is eventually established. Several bifurcation analyses similar to this have been
done over the years [43, 45], however these studies were carried out using truncated
models of the Navier-Stokes equation, whereas we are computing these solutions and
their bifurcations using a direct numerical simulation of the full PDE. In Section 4.4
we examine how many of the flow patterns we find in the 4-magnet case (Section
4.1) change as the length of the magnets Lx is varied as well as what new solutions
appear. We conclude the Chapter with a discussion of the weakly turbulent regime.
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4.1 Four-magnet array







































Figure 4: Laminar flow L at A = 0.1 s−2 (a) and spatially modulated flow M at





























Figure 5: Bifurcation diagram. The relative vorticity magnitude Ω0 ≡ ‖Ω−ΩL‖2−cA
is shown, where c is a constant chosen to separate the various branches of the diagram
for visualization purposes. Solid and dotted lines denote stable and unstable states,
respectively. Periodic orbits are represented by their time-averaged values. Inset
shows the region where the P3 branch exists.
The Kolmogorov flow profile describes a laminar solution of the vorticity equation
(17) with the symmetry of the driving force: continuous translational symmetry in
the x direction and discrete translational symmetry in the y direction. The problem
also possesses two additional discrete symmetries (rotation by 180 degrees about a
vertical axis and a flip about x (or y) axis combined with the change in the sign of
vorticity), but these will not play an important role in the subsequent discussion.
In order to perform a linear stability analysis of this flow pattern, the streamfunc-
tion is expanded as a Fourier series.




where Xm(x) = exp(2mπix/Lx) and Yn(x) = exp(2nπiy/Ly). Using this expression
to substitute into the PDE (17) for Ω = −∇2Ψ and u = (∂yΨ,−∂xΨ) and projecting
the resulting equation onto the Fourier modes yields a set of ODEs for the coefficients
amn(t)’s. Setting these equations equal to zero and solving this system then gives the
38













and features straight alternating shear bands which reflect the geometric arrangement
of the magnets (see Fig. 4(a)). Linearizing the system and solving for the values of
A where the determinant of the Jacobian vanishes yields two real, positive solutions.
The smaller of the two gives the value of A for which one of its eigenvalues first
changes sign or equivalently where the laminar state becomes unstable. For our
choice of parameters, this linear stability analysis predicts the flow profile to be stable
for A ≤ 0.1145 s−2. This is confirmed by the results of our numerical simulations
summarized in Fig. 5, which shows all stable and unstable solutions that have been
computed using a Jacobian-free Newton-Krylov solver [65] for A ≤ 1 s−2.
At A ≈ 0.1145 s−2 the laminar flow L loses stability through a supercritical pitch-
fork bifurcation and is replaced with its steady, spatially modulated version. As A
is increased, the distortion of the shear bands increases and they are gradually re-
placed with a periodic array of counter-rotating vortices. Dovzhenko et al. were the
first to draw a diagram describing this bifurcation based on their theoretical calcula-
tions. They then confirmed their analytical results experimentally [37]. This spatially
modulated shear flow (denoted M and shown in Fig. 4(b)) eventually undergoes a





Figure 6: Time-periodic flow P1 at A = 0.428 s−2 and (a) t=0, (b) t=T/4, (c)
t=T/2, (d) t=3T/4 with T = 365.83 s. The same color bar as in Fig. 8(a) is used
here. System size is 10 cm × 5 cm.
At this point the first stable, time-periodic solution (denoted P1) appears. Four
snapshots of this state at different phases of the oscillation are shown in Fig. 6.
The strength ε of the time-dependent perturbation Ψ as a function of A is shown in
Fig. 7 along with its base frequency ω1 = 2π/T . Batchaev and Dovzhenko were the
first (and, to date, the only) group to experimentally observe a supercritical Hopf

































































Figure 7: The perturbation amplitude ε and frequency ω1 = 2π/T of the time-
periodic flows P1 (a), P2 (b), and P3 (c). Only the ranges of A are shown where these
flows exist and are stable.
As expected for a state created via a Hopf bifurcation, the amplitude of oscillation
for P1 grows as a square root of the distance to the bifurcation point (see Fig. 7(a)).
The frequency of oscillations ω1 = 2π/T decreases (and the period T increases)
monotonically with A until the oscillatory state is destroyed as a result of an infinite-
period bifurcation at A ≈ 0.4635 s−2.
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Figure 8: Stable steady flow N (a) and unstable steady flow S (b) at A = 0.750 s−2.
At this point two steady solutions are created, a stable node N and a saddle S
(shown in Figs. 8(a) and (b), respectively). The corresponding flows are quite similar
(a disordered array of four clockwise and four counterclockwise vortices) and possess
a relatively low symmetry: just like P1, they are symmetric with respect to a shift
(x, y)→ (x+ Lx/2, y + Ly/2).
The numerical solution of (17) follows the stable branch N as A increases further
until the corresponding steady flow again develops an oscillatory instability (also
a supercritical Hopf) at A ≈ 0.8125 s−2, giving rise to another time-periodic flow
P2, shown in Fig. 9. The amplitude and frequency of this flow are shown in Fig.
7(b). This state is stable in a fairly narrow range of A and, at A ≈ 0.8180 s−2, P2
undergoes a secondary supercritical Hopf bifurcation giving rise to a quasi-periodic
flow (denoted QP ) which, after another Hopf bifurcation, transitions to aperiodic
flow around A ≈ 0.865 s−2.
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Figure 9: Time-periodic flow P2 at A = 0.817 s−2 and (a) t=0, (b) t=T/4, (c)
t=T/2, (d) t=3T/4 with T = 131.76 s. The same color bar as in Fig. 8(a) is used
here. System size is 10 cm × 5 cm.
At A ≈ 0.8740 s−2, a third stable, time-periodic state P3, shown in Fig. 10, is
created via a subcritical Hopf bifurcation. The corresponding flow does not respect
any of the symmetries of the system and is only stable for a very narrow range of
A before it undergoes a subcritical pitchfork bifurcation at A ≈ 0.8768 s−2. Its
amplitude and frequency are effectively constant throughout its range of stability as
Fig. 7(c) illustrates.
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Figure 10: Time-periodic flow P3 at A = 0.875 s−2 and (a) t=0, (b) t=T/4, (c)
t=T/2, (d) t=3T/4 with T = 94.39 s. The same color bar as in Fig. 8(b) is used
here. System size is 10 cm × 5 cm.
Increasing A further, we find another narrow aperiodic window before the flow
returns to quasi-periodic behavior at about A ≈ 0.885 s−2. Finally, the flow once
again becomes aperiodic at A ≈ 0.980 s−2. The temporally aperiodic (or chaotic)
flows we find are weakly turbulent.
We conclude this section with a discussion of the Reynolds number
Re = wν−1‖〈v〉t‖2 (53)
characterizing the solutions described above. As Fig. 11 shows, Re varies linearly
with A in different flow regimes. The slope is roughly the same for almost all flows,
except the laminar flow L, for which it is much steeper. Indeed, a quick inspection
of the vorticity fields shows that, beyond L, the flow is dominated by structures
oriented at an angle θ ≈ 45 degrees to the x direction, so that the slope can be
estimated as Re/A ∼ (k/ sin θ)−4ν−2 ≈ 47.5 s2. For the laminar flow we find instead
Re/A ∼ k−4ν−2 ≈ 190 s2. Both estimates are in reasonable agreement with the




















Figure 11: Relationship between the Reynolds number and the forcing strength A.
Solid lines denote stable states and dashed lines denote unstable ones.
4.2 Six-magnet array
























Figure 12: Bifurcation diagram. The relative vorticity magnitude Ω0 ≡ ‖Ω−ΩL‖2−
cA is shown, where c is a constant chosen to separate the various branches of the
diagram for visualization purposes. Solid and dotted lines denote stable and unstable
states, respectively and periodic orbits are represented by their time-averaged values.
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Figure 13: Laminar flow L at A = 0.100 s−2 (a) and spatially modulated flow M at
A = 0.250 s−2 (b).
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Figure 14: Spatially modulated flow M1 at A = 0.250 s−2 (a) and spatially modulated
flow M2 at A = 0.250 s
−2 (b).
As in the four-magnet case, at A ≈ 0.1145 s−2 the laminar flow L loses stability
through a supercritical pitchfork bifurcation. Now instead of one, it is replaced with
two seemingly identical steady flows and one that appears to be a horizontally shifted
version of the other two. The latter is in fact the same flow as the modulated state
(M) from Sect. 4.1 shown in Fig. 4 (b). Since this flow is periodic across any
magnet pair, then it must be a solution for any system that has an even number
of magnets. As A is increased, the distortion of the shear bands increases and for
all three states they are gradually replaced with a periodic array of counter-rotating
vortices (these are denoted M , M1, and M2). Despite the fact that at this point M1
and M2 look identical and M looks like a symmetry-related version of these two (see
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Figs. 13(b) and 14) and the fact that they share the same stability eigenvalues, these
properties begin to change as A is increased. Furthermore, examining the norm of
the difference between any pair (with M shifted by the appropriate amount), one
finds that this quantity monotonically approaches zero as A approaches the value at
which the laminar state becomes unstable. So, it is clear that these three flows are
indeed distinct from one another. As Fig. 15 shows, at A = 0.350 s−2 M1 is spatially
very different from M . Not shown is M2 which, to the eye, is indistinguishable from
M1 at this value of A. Beyond this point, M undergoes a supercritical pitchfork
bifurcation and loses stability at A ≈ 0.3537 s−2. As A is increased further, M1
and M2 begin to diverge from one another both in terms of their spatial structure
as well as their eigenspectra. At A ≈ 0.3858 s−2, M1 also loses stability through a
supercritical pitchfork bifurcation. Finally, at A ≈ 0.3979 s−2, M2 undergoes a Hopf
bifurcation and becomes unstable.
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Figure 15: Spatially modulated flow M at A = 0.350 s−2 (a) and spatially modulated





Figure 16: Time-periodic flow P1n at A = 0.420 s−2 and (a) t=0, (b) t=T/4, (c)




Figure 17: Time-periodic flow P2n at A = 0.490 s−2 and (a) t=0, (b) t=T/4, (c)
t=T/2, (d) t=3T/4 with T = 33.45 s. System size is 10 cm × 7.5 cm.
At this point, there emerges this system’s first stable, time-periodic flow (denoted
P1n). Since this flow could not be continued in Lx for values smaller than A = 0.3979,
it would seem that it emerged from the Hopf bifurcation of M2. However, from what
Fig. 12 shows, this does not appear to be the case as it is not connected to the M2
branch. Four snapshots of this solution at different times of the oscillatory motion
are shown in Fig. 16. This state then undergoes a secondary supercritical Hopf
bifurcation at A ≈ 0.4471 s−2 and the overall flow becomes quasiperiodic and then
becomes aperiodic around A ≈ 0.452 s−2. However, at A ≈ 0.4643 s−2 the previously
unstable state, M2, regains its stability through a subcritical pitchfork bifurcation.
As A is increased further, it once again becomes unstable through yet another Hopf
bifurcation at A ≈ 0.4896 s−2. Here, another time-periodic solution emerges, denoted
P2n and shown in Fig. 17. But, once again, Fig. 12 indicates that P2n does not
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appear to come from this Hopf bifurcation. More than likely both Hopf bifurcations
of M2 are subcritical, and there is an unstable branch connecting it to the stable
branches of both P1n and P2n. P2n remains stable only within a narrow range of A
before undergoing a secondary Hopf bifurcation A ≈ 0.4953 s−2 which gives rise to
another quasiperiodic flow that quickly transitions to an aperiodic flow at A ≈ 0.500
s−2.
4.3 Eight-magnet array


























Figure 18: Bifurcation diagram. The relative vorticity magnitude Ω0 ≡ ‖Ω−ΩL‖2−
cA is shown, where c is a constant chosen to separate the various branches of the
diagram for visualization purposesown. Solid and dotted lines denote stable and un-
stable states, respectively and periodic orbits are represented by their time-averaged
values.
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Figure 19: Spatially modulated flow M at A = 0.325 s−2 (a) and traveling wave flow















Figure 20: Velocity of the comoving frame for TW as a function of the driving force
amplitude.
As in the four-magnet and six-magnet case, at A ≈ 0.1145 s−2 the laminar flow L
loses stability through a supercritical pitchfork bifurcation. And, once again, we find
a different set of states as a result of this bifurcation. Two fixed points emerge that
seem to be symmetry-shifted versions of one another. As in the six-magnet case, one
of these is the state M from Sect. 4.1 as this state is a solution for every system with
an even number of magnets. In fact, all of the solutions from Sect. 4.1 are solutions
for this system as well (or any system where the number of magnets is a multiple of
four), however their stability has changed – with the exception of M and L, they are
all now unstable over the entire range of A where they exist (see Fig. 18). As A is
increased, the distortion of the shear bands increases and for both fixed points, they
are gradually replaced with a periodic array of counter-rotating vortices, but to the
eye they still appear to be symmetry-shifted versions of one another and they still
share the same set of stability eigenvalues. As A is increased further, however, they
begin to diverge from one another both in terms of their spatial profile as well as
their stability properties. These two states are denoted M and TW and are shown in
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Fig. 19. Near onset, TW appears to be a fixed point, but as A is increased it begins
to acquire an overall translation of the pattern in time. This is the first system in
which a traveling wave solution has been found (albeit a very slowly moving one),
and the dependence of the velocity of the pattern’s reference frame on A is shown
in Fig 20. M loses stability through a pitchfork bifurcation at A ≈ 0.3284 s−2, and
TW becomes unstable through a Hopf bifurcation at A ≈ 0.3438 s−2. There is also
a time-periodic solution, denoted P1n and shown in Fig. 21, that is stable for 0.3444





Figure 21: Time-periodic flow P1n at A = 0.390 s−2 and (a) t=0, (b) t=T/4, (c)
t=T/2, (d) t=3T/4 with T = 207.62 s. System size is 10 cm × 10 cm.
4.4 Variation of the system size
In this section, we take the four-magnet array from Sect. 4.1, where Lx was fixed
at 10 cm, and study how the flows change as well as what new states appear as the
result of varying the length of the magnets (Lx) to half the original system size up
to double the system size. We also examine how their stability changes with respect
to the parameter Lx. Both the stable and unstable branches of the laminar state do
not undergo any bifurcations as a result of changing the system size, however their































Figure 22: The leading eigenvalue of the laminar flow L as a function of system size
in the region where it is (a) stable (A = 0.100 s−2) and (b) unstable (A = 0.500 s−2).
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Figure 23: A one-vortex spatially modulated flow M1 (a), Ly = 5.0 cm and a three-






















Figure 24: Four-vortex spatially modulated flow M4 at A = 0.250 s−2, Ly = 20.0
cm.
The stable, two-vortex (per shear band), modulated flow (denoted M in Sect. 4.1)
on the other hand does change its stability as the system size is varied. Now we will
denote this state M2 to emphasize the fact that it is a two-vortex flow. Taking the
solution for A = 0.250 s−2, Lx = 10.0 cm and increasing Lx, M2 becomes unstable
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through a supercritical pitchfork bifurcation at Lx ≈ 15.92 cm. The continuation of
this unstable flow could not be extended past Lx ≈ 17.8750 cm. This was not due to
a singularity appearing in the Jacobian of the Newton solver (as would be the case
as it approached a saddle-node bifurcation, for instance), but the loss of convergence
of the solver appears as the flow tries to deform from a two-vortex state into a six-
vortex state. Extending M2 to smaller values of Lx, it again loses stability through a
pitchfork bifurcation at Lx ≈ 5.89 cm. Decreasing the length of the magnets further,
it finally becomes an unstable laminar flow at Lx ≈ 5.53 cm. There are also three
new spatially modulated states that were found for this value of A as a result of the
numerical continuation procedure in Lx. There is a one-vortex state (denoted M1 and
shown in Fig. 23 (a)) which is stable for 5.0 cm ≤ Lx . 7.96 cm and loses stability
at this upper bound through a pitchfork bifurcation. The computation of this flow
could not be extended past Lx ≈ 8.937 cm where it tries to converge to a three-vortex
state. There is also a three-vortex state, M3 shown in Fig. 23 (b), which is stable
for 8.85 cm . Lx ≤ 20.0 cm but becomes unstable for smaller values of Lx through a
supercritical pitchfork bifurcation. And then it becomes an unstable laminar flow for
Lx . 8.30 cm. Finally, there is a four-vortex state (denoted M4 and shown in Fig.
24) which is stable for 11.84 cm . Lx ≤ 20.0 cm but loses stability for smaller values
of Lx through a supercritical pitchfork bifurcation and then becomes an unstable
laminar flow for Lx . 11.07 cm. Even though the flow M3 is stable for Lx = 10.0
cm, it was not able to be found in the computation of the bifurcation sequence in
Sect. 4.1. Apparently, for larger values of Lx, this flow has a much larger basin of
attraction and was then easily found and continued backwards for smaller values of
Lx. So this procedure of looking for solutions for different system sizes can actually
be of great use in finding solutions that may have been missed for the system size
one is actually interested in. The unstable, two-vortex, modulated flow (A = 0.800
s−2), remains unstable as the length of the magnets are varied to both smaller as well
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as to larger values. And, similar to what happended with the stable version of M2,
the continuation procedure loses convergence at Lx ≈ 18.0239 cm as the flow pattern
also attempts to become a six-vortex state. These results are summarized in Fig. 25.























Figure 25: Bifurcation diagram (A = 0.250 s−2). The relative vorticity magnitude
Ω0 ≡ ‖Ω− ΩL‖2 is shown. Solid and dotted lines denote stable and unstable states,
respectively and periodic orbits are represented by their time-averaged values.
The same calculation was carried out for a value of where the equilibrium labeled
N is stable as well as for the unstable saddle S from Sect. 4.1 (A = 0.750 s−2). Not
surprisingly, the stability of N changes as Lx is varied and several new periodic flows




Figure 26: Time-periodic flow P1n at A = 0.750 s−2 and (a) t=0, (b) t=T/4, (c)






Figure 27: Time-periodic flow P2n at A = 0.750 s−2 and (a) t=0, (b) t=T/4, (c)






Figure 28: Time-periodic flow P3n at A = 0.750 s−2 and (a) t=0, (b) t=T/4, (c)






Figure 29: Time-periodic flow P4n at A = 0.750 s−2 and (a) t=0, (b) t=T/4, (c)






Figure 30: Time-periodic flow P5n at A = 0.750 s−2 and (a) t=0, (b) t=T/4, (c)
t=T/2, (d) t=3T/4 with T = 140.15 s. System size is 19.5 cm × 5 cm.
The stable node loses its stability for Lx . 9.77 cm and for Lx & 16.23 cm, both
through supercritical Hopf bifurcations, which give rise to two new periodic flows
denoted P1n and P2n, respectively. Four snapshots of each of these flows are shown
in Figs. 26 and 27. P1n undergoes a secondary Hopf bifurcation at Lx ≈ 9.71 cm,
becomes unstable and is replaced with a quasiperiodic flow for smaller values of Lx.
P2n undergoes a pitchfork bifurcation and becomes unstable at Lx ≈ 17.12 cm. From
this bifurcation there emerges a new stable, time-periodic solution, which we will
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denote P3n and is shown in Fig. 28. At Lx ≈ 18.67 cm it becomes unstable through
a saddle-node bifurcation. There is another time-periodic state (denoted P4n and
shown in Fig. 29) which is stable for the range 18.16 cm . Lx . 18.99 cm. At
Lx ≈ 18.16 cm this flow loses stability through a flip bifurcation and at Lx ≈ 18.99
cm it becomes unstable through a Hopf bifurcation. Finally there is yet one more
periodic orbit (denoted P5n and shown in Fig. 30) that is stable or the range 19.42
cm . Lx . 19.53 cm. It too becomes unstable through a Hopf bifurcation for Lx .
19.42 cm. In the range 18.99 cm . Lx . 19.42 cm, the flow is quasiperiodic so
more than likely both Hopf bifurcations on either side of this interval for P4n and
P5n are subcritical. P2n regains its stability through a second pitchfork bifurcation at
Lx ≈ 19.98 cm. The unstable steady flow remains as such over the entire interval and
as can be seen in Fig. 31, both N and S come into existence from the same point.
The same thing occured as A was varied and P1 Sect. 4.1 underwent an infinite
period bifurcation. This flow (as with all the flows from Sect. 4.1)) is characterized
by 4 positively-oriented vortices and 4 negatively-oriented ones. This continuation
procedure loses convergence at Lx ≈ 19.012 cm as 8 more positively-oriented vortices


























Figure 31: Bifurcation diagram (A = 0.750 s−2). The relative vorticity magnitude
Ω0 ≡ ‖Ω− ΩL‖2 is shown. Solid and dotted lines denote stable and unstable states,
respectively and periodic orbits are represented by their time-averaged values.
(a) (b) 
(c) (d) 
Figure 32: Time-periodic flow P6n at A = 0.850 s−2 and (a) t=0, (b) t=T/4, (c)




Figure 33: Time-periodic flow P7n at A = 0.850 s−2 and (a) t=0, (b) t=T/4, (c)






Figure 34: Time-periodic flow P8n at A = 0.850 s−2 and (a) t=0, (b) t=T/4, (c)
t=T/2, (d) t=3T/4 with T = 11.50 s. System size is 16.5 cm × 5 cm.
The unstable state, N (A = 0.850 s−2), very quickly becomes stable as the length
of the magnets is increased at Lx ≈ 10.10 cm. For values of Lx smaller than this
the flow is quasiperiodic so this is almost certainly part of the same branch as the
quasiperiodic attractor that appears when P2 (cf. Sect. 4.1) loses stability through
a secondary Hopf bifurcation. This also means that likely this is a subcritical Hopf
bifurcation that occurs at Lx ≈ 10.10 cm. There is an unstable orbit with extremely
large leading Floquet multipliers but the Newton-Krylov solver could only successfully
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continue it for a very narrow range of Lx. We label this orbit P6n and it is shown
in Fig. 32. As Lx is increased, N loses stability at approximately 10.36 cm through
another subcritical Hopf bifurcation. Just past this point, the flow is chaotic and
remains so until Lx ≈ 10.8 cm where a stable, quasiperiodic attractor appears. A
new stable, periodic state also appears at Lx ≈ 11.28 cm that we will denote P7n
(shown in Fig. 33), and depending on where the initial condition starts in state
space, it will eventually settle into one of these two flows for Lx & 11.28 cm. However,
for Lx & 11.55 cm, it seems that the quasiperiodic flow has either lost its stability
or perhaps its basin of attraction has become extremely small since all the initial
conditions tested converged onto P7n. In any case, N regains stability once again
through yet another Hopf bifurcation at Lx ≈ 11.71 cm. P7n is stable up to Lx ≈ 11.80
cm where it undergoes a saddle-node bifurcation, so there is again a competition
between two stable attractors for this range of Lx. N remains stable until Lx ≈ 15.57
cm where it undergoes a supercritical Hopf bifurcation and another new periodic state
emerges, which we will denote P8n (shown in Fig. 34). This state becomes unstable
through a pitchfork bifurcation at about Lx ≈ 16.74 cm and another stable, periodic
state emerges. All of these results are summarized in the bifurcation diagram which
is Fig. 35. It turns out that, for the appropriate range of Lx, one can continuously
deform P8n into P2n by fixing Lx and varying A. So these two flows are one and
the same, meaning they are both part of the same “branch” in the parameter space






















Figure 35: Bifurcation diagram (A = 0.850 s−2). The relative vorticity magnitude
Ω0 ≡ ‖Ω− ΩL‖2 is shown. Solid and dotted lines denote stable and unstable states,
respectively and periodic orbits are represented by their time-averaged values.
Varying the length of the magnets for the periodic flows from Sect. 4.1 (P1, P2,
and P3) proved to be not as fruitful. For all 3 flows, the step size necessary to achieve
convergence was ∆Ly ∼ 0.001 cm which made the procedure very computationally
intensive. For P1, the continuation procedure in A led to an infinite period bifurcation
and it appears that the same holds true when trying to continue this flow to smaller
and larger values of Ly as the period T increased monotonically in both directions.
For Ly = 9.244 cm, T ≈ 2040 s and for Ly = 11.940 cm, T ≈ 1244 s. For my
Newton-Krylov solver, this meant that it took about 2 to 3 days to get each new
state to converge. And, given the step size necessary for convergence, this meant that
it would take 2000-3000 days to advance the state forward or backward by 1 cm in
Lx! Clearly, a different approach needs to be taken in order to see how these flows
change as one varies the system size.
These various bifurcation analyses show that there are a wide variety of different
types of flows that can be found by changing the parameters of the system. But,
more importantly, they are very structually stable even for relatively high Reynolds
numbers. So in the laboratory, an experimentalist has a lot of freedom in choosing
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the desired parameters for the experimental setup depending on the type of flow he
or she desires. In the next chapter we will discuss the mixing properties of the various
flows in the four-magnet array system.
4.5 Weakly turbulent regime
We conclude the present chapter with a discussion of the weakly turbulent regime for
the 4-magnet system (A = 1.0 s−2, Re ≈ 67). There have been a number of reviews
published in the past ten years which have discussed 2D turbulence in depth summa-
rizing much of what we have learned through both numerical as well as experimental
studies and what questions still remain open [59, 26, 117]. Exact invariant solutions
(or exact coherent structures) have proven useful in recent years for understanding
the dynamics of weak turbulent flow [63, 49, 39]. The point of view is that these
flows can be thought of as a trajectory in phase space whose path is guided by un-
stable invariant solutions and their manifolds. Particularly, periodic orbits appear to
resemble many of the structures seen in turbulent fluids and turbulence consists of a
series of transitions between these states. Additionally, these unstable periodic orbits
can be used to form weighted sums that can quantitatively predict observables and
statistics in turbulent flow [29]. The difficulty is not so much in computing them but,
rather, determining which ones are dynamically the most important. Typically it is
the least unstable ones that play this role. These ideas are part of what is known as
Periodic Orbit Theory, and it has been successfully applied to a great number of low-
dimensional dynamical systems. With fluids, using the theory is a bit more subtle.
These weighted sums are derived under the assumption of hyperbolicity which the
Navier-Stokes equations do not satisfy [21]. Another issue is that to use the tradi-
tional trace formulas one needs strictly periodic orbits, so if one has relative periodic
orbits, the symmetry should quotiented out. Finally, given the high dimensionality, it
is likely that important invariant solutions may be missed thus reducing the accuracy
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of any calculation.
Recently, Chandler and Kerswell [21] computed 50 unstable periodic solutions for
the 2D Kolmogorov flow and used them as mentioned above to attempt to reconstruct
various statistical quantities of the flow. They had a moderate amount of success in
this endeavor but found the power of the theory lacking for higher Reynolds num-
bers. They also mentioned that they found their work to be quite time-consuming
both computationally as well as in the manual labor involved in processing the data.
Coincidentally, we also found 50 unstable solutions, the difference being that it was
using a flow at a higher Reynolds number. Their solutions were computed at Re=40
and ours, using their definition of the Reynolds number, were computed at Re ≈ 60.
Additionally, the two models themselves were different. Their model did not include
the Rayleigh friction term and they used a different number of magnets. Our model
uses four magnets, whereas theirs used eight. While all of the periodic orbits found
are unstable, it remains to determine their stability multipliers. In computing these
solutions, there were literally hundreds of duplicates of each, so it was decided to
postpone the calculation of their stability once they were sorted to be used in peri-
odic orbit expansions. There were 5 periodic orbits found and 45 relative periodic
orbits. Shown in Table 3 are their period, T , and their shift in the direction of the
continuous symmetry, X, and their absolute residual (||fT (Ω)−Ω||2). Two examples




Figure 36: Time-periodic flow RP1 at A = 1.00 s−2 and (a) t=0, (b) t=T/4, (c)
t=T/2, (d) t=3T/4 with T = 19.201 s. The speed of the comoving frame is 5.78×10−3
cm/s. System size is 10 cm × 5 cm.
(a) (b) 
(c) (d) 
Figure 37: Time-periodic flow RP2 at A = 1.00 s−2 and (a) t=0, (b) t=T/4, (c)
t=T/2, (d) t=3T/4 with T = 9.4941 s. The speed of the comoving frame is 5.28×10−3
cm/s. System size is 10 cm × 5 cm.
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Table 3: Invariant sets found directly from turbulent DNS data. T is the period of
the periodic and relative periodic orbit. X is the shift in the direction of continuous
symmetry.
T (s) X (cm) residual (s−1) T (s) X (cm) residual (s−1)
8.8583 0 2.0874e-09 20.725 0 3.7592e-10
9.2727 -6.0487e-02 8.2862e-09 27.558 1.2275e-01 6.1731e-10
9.4941 -5.0147e-02 1.5577e-09 28.155 1.1620e-01 1.9071e-11
9.6401 -5.1403e-02 7.9679e-09 28.434 -9.9363e-02 2.0582e-11
9.6486 -2.0616e-02 1.5861e-10 28.482 -1.5044e-01 1.8343e-11
9.6828 3.1529e-02 1.7004e-08 29.048 9.4586e-02 1.5925e-08
9.8460 1.7802e-02 3.9941e-09 36.238 -1.3288e-01 2.4251e-10
10.132 -9.1437e-03 5.7753e-09 36.437 1.5635e-01 1.3347e-08
10.855 -5.7737e-02 7.9555e-09 37.567 -2.3585e-01 1.0032e-10
18.545 -1.2098e-01 7.5091e-09 38.177 0 2.5899e-09
18.719 1.0866e-01 3.6565e-08 38.379 1.6971e-01 8.7191e-11
18.813 8.7321e-02 8.1460e-11 38.402 -2.2209e-01 1.6797e-09
18.977 7.4574e-02 1.3809e-11 38.571 -1.2742e-01 9.0572e-11
18.981 -1.0450e-01 1.0784e-10 38.594 -8.2463e-02 2.8261e-08
19.988 -1.0029e-01 1.3116e-10 38.619 -5.0578e-02 8.1186e-09
19.089 0 1.3408e-10 38.731 1.2611e-01 3.8195e-10
19.189 -8.4856e-02 1.7970e-08 38.839 -4.9365e-02 5.4705e-09
19.201 -1.1104e-01 6.2379e-09 39.293 1.2661e-01 9.7316e-09
19.280 1.0281e-01 2.4388e-11 39.384 -7.1208e-02 1.4845e-08
19.297 -4.1231e-02 3.1117e-09 41.450 0 1.4575e-09
19.366 6.3057e-02 3.3184e-11 42.570 -1.3553e-02 2.7396e-09
19.692 3.5604e-02 2.0068e-11 47.811 1.7636e-01 1.3388e-09
19.904 3.7952e-03 5.3324e-10 47.927 1.7457e-01 4.0416e-09
20.180 -5.1835e-02 6.5104e-11 55.479 2.5662e-01 1.5099e-08





In this section we discuss the transport properties of the flows found in the 4-magnet
system, which are also representative of the types of flows found in bigger systems.
Transport properties can be conveniently quantified using two different metrics: (i)
the relative size (in this case area) of the mixed region and (ii) the rate of mixing.
Both metrics are most easily evaluated by following the evolution of an initially well-
localized array of passive tracers. Before continuing with the detailed discussion of
mixing dynamics, we should point out that, while the laminar flow L is expected to
be the worst mixer and the aperiodic (turbulent) flow to be the best, the complicated
sequence of transitional states observed as A is increased implies that we should not
expect a monotonic increase for either metric. While one would expect both metrics
to mirror the spatial and temporal complexity of the flow, we find that this correlation
is far from perfect.
The dynamics of passive tracers in 2D flows of incompressible fluids is formally
described by a Hamiltonian system (1) with one degree of freedom where the stream-
function Ψ(x, y, t) plays the role of a Hamiltonian and the coordinates x and y are
the conjugate variables. Time-independent, one-degree-of-freedom Hamiltonian sys-
tems are always integrable and thus exhibit regular motion. The tracers follow closed
streamlines on which Ψ is exactly conserved, hence the initial tracer distribution even-
tually stretches along the streamline passing through its center but never broadens.
However, the introduction of time-dependence is expected to split the flow domain
into regions of chaotic and regular dynamics. The relation between mixing and chaotic
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streamlines establishes a direct analogy between transport in one-degree-of-freedom
Hamiltonian systems and mixing in 2D area-preserving flows.
In order to quantify the mixing process, for each value of A, a set of passive tracers
was initially placed in a square region 0.1 mm on each side (which corresponds to
initial area fraction f(0) = 2× 10−6). Since the greatest degree of stretching usually
occurs along homoclinic or heteroclinic trajectories, the initial sets were centered on
top of one of the saddles of the instantaneous flow field.
Each tracer was advected forward in time by numerically integrating (1) using
a fourth-order, area-preserving, symplectic integrator based on the 2-stage Gauss-
Legendre scheme described in Chapter 3. Velocities for each tracer were computed at
each time step using a cubic interpolation scheme on the 64× 128 grid in real space.
The dispersion of tracers was then used to compute the mixing metrics. The
mixed area fraction f(t) was computed by partitioning the flow domain into a set of
small boxes and computing the ratio between the number of boxes m containing at
least one tracer to the total number of boxes k. When the tracers uniformly cover
the domain, the area fraction should be unity. However, if there are k boxes with
n randomly distributed tracers, the fraction of boxes containing at least one tracer
would on average be pn,k = 1−exp(−n/k). Thus, the measured area fraction for each





so that a uniformly distributed set of tracers would give an area fraction of one.
Fig. 38 shows the area fraction occupied by the tracers after a rather long time
interval of 5 × 104 s. In comparison, the period of P1, P2 and P3 is of order 100 s,
while the characteristic time scale of the flow around vortices is below 10 s. We find
that the area fraction remains near zero for all of the time-independent flows (L, M ,
and N), as it should be since they are integrable.
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For time-dependent flows (1) formally becomes a three-dimensional dynamical sys-
tem (augmented by an equation ṫ = 1) which, in general, possesses chaotic solutions
(streamlines). Chaotic advection, in principle, should dramatically enhance mixing.
However, as Fig. 38 shows, the mixed area fraction for P1 and P2 is only slightly
higher than that for the time-independent flows. The time-periodic flow P3, on the
other hand, produces nearly perfect mixing, with mixed area fraction comparable to



















Figure 38: The fraction f of the mixed area relative to the total area of the domain
at t = 5× 104 s.
Examining the temporal evolution of the area fraction covered by the tracers
shown in Fig. 39, one can discern two distinct stages for the time periodic flows.
Initially there is a very fast increase. For P1 and P2 it corresponds to rapid stretching
of the set of tracers along the homoclinic trajectories forming a thin closed band (see
Figs. 40(a) and (c)). This is followed by a much slower growth associated with the
broadening of this band. However, even after a very long time, the band of tracers
remains quite thin and aligned along the streamlines of the instantaneous flow (see
Figs. 40(b) and (d)).
For P3, on the other hand, the set of tracers undergoes a rapid initial phase of
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both stretching and folding and quickly (within several periods of the flow) covers
almost the entire domain (see Fig. 41(a)). Furthermore, a closer look shows that, for
P2 and P3, the tracer distribution reaches an asymptotic state already around 10
3 s,
while for P1 the area fraction is still growing at t = 5 × 104 s. Finally, although the
asymptotic distribution of the tracers for P3 is essentially uniform, the tracers never
penetrate four small regular islands centered around vortices with positive vorticity,
as Fig. 41(b) illustrates. We will return to this fact in Sect. 5.4.
(a) t (s)
f






















Figure 39: Temporal dependence of the area fraction for the three time-periodic
flows: (a) P1 at A = 0.428 s
−2, (b) P2 at A = 0.817 s







Figure 40: Mixing by the time periodic flows. The distribution of 6 × 104 tracers
and the streamlines of the instantaneous flow for P1 at t = 598 s (a) and t = 5× 104




Figure 41: Mixing by the time-periodic flow P3. The distribution of 6× 104 tracers






Figure 42: Mixing by quasi-periodic flow QP . The distribution of 6 × 104 tracers
and streamlines of the instantaneous flow for A = 0.820 s−2 at t = 1038 s (a) and






Figure 43: Mixing by aperiodic flow. Distribution of 6× 104 tracers and the stream-
lines of the instantaneous flow for A = 0.872 s−2 at t = 369 (a) and t = 3500 s (b).
The same for A = 0.878 s−2 at t = 221 s (c) and t = 3500 s (d).
Fig. 42 shows the tracer distribution for two values of A above the onset of the
secondary Hopf bifurcation which destroys P2 and makes the flow quasi-periodic. We
find the evolution of the tracers to follow the same scenario as in the case of the
time-periodic flow P3: after a short initial stage of stretching and folding, the set of
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tracers fills a significant fraction of the full domain. This stage is followed by a much
slower homogenization process in which the distribution becomes spatially uniform.
However, just like in the case of P3, the tracers never penetrate four regular islands
centered around vortices, now with negative vorticity.
The fundamental difference between (quasi)periodic and aperiodic flows makes
itself apparent if we compare mixing by the periodic flow P3 with that by aperiodic
flows just outside of the window of stability for P3, at A = 0.872 s
−2 and A = 0.878
s−2. Although the forcing is almost identical in these three cases and the short-term
dynamics of the three flows are similar, Fig. 43 shows that the aperiodic flows achieve
perfect mixing in the long term, covering the entire domain, including the four regular
islands of P3.
Fig. 44 summarizes the observed mixing rate as a function of the control parameter
A. As Fig. 39 amply illustrates, the mixing process is characterized by a range of
time scales. The fastest time scale describes stretching of the initial tracer distribution
along the streamline passing through its center. The corresponding rate is defined as
rmax = maxt |df/dt| and is proportional to the average shear rate corresponding to
that streamline.
The slowest time scale describes broadening of the distribution due to transport
of tracers through semi-penetrable barriers discussed in Sect. 5.4. To characterize
this broadening, we computed the time t90 it takes for the area fraction to reach
90% of its asymptotic value, f(t90)/f(t100) = 0.9, where we assumed the asymptotic
distribution is achieved at t100 = 5×104 s. The minimal mixing rate was then defined
as rmin = 1/t90. In both cases we averaged f(t) over a small window to filter out
small oscillations associated with the passage of tracers near saddles.
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Figure 44: The rates of mixing for time-dependent flows as a function of A. The
solid and dashed curves correspond, respectively, the fastest time scale rmax and the
slowest time scale rmin.
The fast time scale rmax is found to increase almost monotonically with A, reflect-
ing the corresponding increase in the shear of the underlying flow. The slow time
scale requires more care to interpret. In particular, for P1 we find rmin to drop by al-
most an order of magnitude as A increases. This decline is associated with the tracer
distribution (shown in Fig. 40(b)) slowly broadening in time as illustrated by Fig.
39(a). This broadening is due to a slow “leak” of tracers across a semi-penetrable
transport barrier, creating a “halo” of tracers surrounding the main band. Another
drop, observed around the secondary Hopf bifurcation at A ≈ 0.818 s−2, is associated
with a similar process for the quasi-periodic flow QP . As A increases past this critical
value of A, the transport barrier which exists for P2 gets eroded, leading to a quick
increase in rmin.
While many of our numerical results are quite logical, several findings raise ques-
tions. For instance, the flows P1 and P3 appear to be qualitatively very similar. Both
are stable, time-periodic and, with the choice of A = 0.428 s−2 for P1, both have
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a time-dependent component of the same magnitude ε ≈ 0.238. Yet, despite these
similarities, their mixing properties are radically different. P1 is a very poor mixer, as
Fig. 40(b) illustrates. It is characterized by both a very low mixing rate and a very
low mixed area fraction. In fact, P1’s mixing properties are comparable to those of
time-independent flows. P3, on the other hand, is an extremely good mixer, almost
as good as the aperiodic flows. The mixing rate for this flow is high and its mixed
area fraction is close to unity.
Another question concerns the islands surrounding positive or negative vortices
that remain impenetrable for extremely long times for both the time-periodic flow P3
(Fig. 41) and the quasi-periodic flow QP succeeding P2 (Fig. 42). In both cases there
appear to be transport barriers surrounding vortices characterized by vorticity of one
sign but not the other. This was also found to occur in the model flow of Danilov et
al. [32] as well as in real oceanic flows [52].
5.2 Lagrangian coherent structures
Finite-time Lyapunov exponent (FTLE) fields associated with the time-dependent
flows provide some intuition regarding their drastically different mixing properties.









which characterizes the amount of stretching along a trajectory x(t) passing through
the point x0 at t = 0 over a finite time interval τ . In particular, the ridges of the
forward FTLE field define Lagrangian Coherent Structures (LCS) [108] which, for
time-periodic flows, correspond to segments of unstable manifolds of saddle orbits
with temporal period equal to that of the flow. Similarly, backward FTLE fields are
defined in the same manner but with respect to backward time, and they correspond
to segments of stable manifolds. As Fig. 45 illustrates, for P1 and P2 the LCS show
very little folding, effectively forming closed, compact curves. For P3, on the other
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hand, the LCS display a lot of folding, which is a necessary ingredient for efficient
mixing and cover a substantial fraction of the total area. Indeed, we find the LCS of
P1 and P2 are qualitatively similar to those of steady flows from which they are born
(i.e., M and N), while the LCS of P3 are qualitatively similar to those of aperiodic
flows, which is consistent with the observed similarities in their mixing properties.
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Figure 45: Forward finite-time Lyapunov exponent field. Light blue indicates the
locations of the ridges. (a) P1 at A = 0.428 s
−2 with τ = 32 s, (b) P2 at A = 0.817
s−2 with τ = 19 s, and (c) P3 at A = 0.875 s
−2 with τ = 22 s.
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Figure 46: Backward finite-time Lyapunov exponent field. Light blue indicates the
locations of the ridges. (a) P1 at A = 0.428 s
−2 with τ = 36 s, (b) P2 at A = 0.817
s−2 with τ = 19 s, and (c) P3 at A = 0.875 s
−2 with τ = 22 s.
LCS play an important role in organizing transport. For instance, placing the
initial set of tracers on top of the saddle orbit we should expect that set to be quickly
stretched along the LCS forming effectively one-dimensional structures for P1 and
P2, while for P3 the structure becomes effectively two-dimensional. Furthermore, the
LCS form transport barriers which cannot be crossed by the tracers. For P1 and P2
(as well for steady flows), these transport barriers are closed, effectively partitioning
the domain and preventing mixing between regions separated by the LCS. For P3 (as
well as for aperiodic flows), the transport barriers are open, enabling transport and
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mixing across the whole domain.
The LCS-based description of transport is consistent with our long-term numer-
ical advection calculations and has the advantage that it requires time-integration
over a considerably shorter time-interval (fraction of the temporal period T of the
flow, compared with hundreds to thousands of periods for numerical advection cal-
culations). However, this approach does not explain why the mixing properties of
the time-periodic flows are so dramatically different. A more insightful approach is
discussed next.
5.3 Separatrix chaotic layers
As we discussed previously, area-preserving, time-periodic flows P1, P2, and P3 can
be treated formally as a perturbed Hamiltonian system (1), with the streamfunc-
tion (28) serving the role of the Hamiltonian. In particular, Ψ0 plays the role of
the unperturbed Hamiltonian and εΨ1, the time-periodic perturbation. Transport
in near-integrable time-periodic Hamiltonian systems and area-preserving flows has
been studied extensively. It is well understood that, for weak perturbations, chaotic
trajectories emerge in the neighborhood of the homo- or heteroclinic manifolds of
saddle fixed points of the integrable unperturbed, or base, flow. These manifolds
self-intersect as a result of the imposed perturbation, forming a homoclinic tangle
with the lobe dynamics [102] which provides an insightful, albeit computationally
intractable in practice, description of mixing in the separatrix chaotic layer (SCL).
However, there is an alternative description which can be used to describe the
width of an SCL for low frequency perturbations such as the ones characterizing the
flows we are dealing with here. For small ε, both Ψ and Ψ0 are adiabatic invariants:
away from the separatrices the change in each is slow, small (this is discussed in more
detail later in this section), and bounded in the limit t → ∞. In particular, the
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where x̃ is the streamline of the “frozen” streamfunction Ψ(x, 0). The second of the
three integrals in (56) vanishes identically, so the first integral dominates and is the
same for all tracers that originate on a particular streamline of Ψ. Hence, for slow
perturbations (ω1  ω0) the tracers closely follow the evolution of the streamlines of
the time-dependent flow.
However, as shown by Neishtadt [81, 82], for Hamiltonian systems, the adiabatic
invariance is broken for the trajectories (in our case streamlines) of the perturbed
flow which cross the separatrices of the base (unpertubed) flow. If the value of Ψ
at any of the saddles (more precisely, saddle periodic orbits of the perturbed flow)
changes as a function of time, the corresponding separatrices will slowly sweep over
a continuous band of streamlines (both effectively coincide with level sets of Ψ),
causing quasirandom jumps in the value of the adiabatic invariant leading to an
effective diffusion of the adiabatic invariant [126]. Destruction of adiabatic invariance
for these streamlines will lead to transport and mixing across the corresponding band.
This mechanism was identified as being responsible for mixing, e.g., in 3D volume-
preserving flows in translating droplets perturbed by time-periodic electric fields [131,
132] and thermal gradients [125] as well as in some time-periodic 2D flows [32].
In our 2D time-periodic flows the boundaries of each SCL are defined by two level
sets Ψ±(t) which touch (but do not intersect) the graph of Ψ(xi(t), t), where xi(t) is
the saddle periodic orbit that anchors that SCL. In the adiabatic limit xi(t) defines
the location of the saddle of the instantaneous flow. As Fig. 47 (a)-(c) illustrates,
all of the saddle periodic orbits for P1 and P2 and most of the orbits for P3 are so












































Figure 47: Saddle periodic orbits xi(t) − x̄i. (a) P1 at A = 0.428 s−2 with x̄1 =
(0.625, 1.010), (b) P2 at A = 0.817 s
−2 with x̄1 = (0.625, 0.927), (c) P3 at A = 0.875
s−2 with x̄1 = (4.375, 5.447), and (d) P3 at A = 0.875 s
−2 with x̄2 = (3.125, 2.947) .
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separatrices are defined simply by Ψ(x̄i, t). However, for some of the orbits of P3,
as illustrated by Fig. 47 (d), this is not the case, and the streamfunction must be
evaluated on the separatrix as it evolves in time. From (56) we find that the values








In the adiabatic limit, the solution of (57) is closely approximated by the value of
streamfunction Ψ(x±(t), t) evaluated for any tracer that originates on the streamline
with Ψ = Ψ±. An example is shown in Fig. 48(b) for the flow P2. Red and blue
curves show the values of the streamfunction at the two saddles of the flow, while the
black curves show the values of the streamfunction for the tracers that move along
the boundaries of the two SCLs. The fast oscillations of the black curves represent
deviations from adiabatic behavior (smooth, periodic variation).
If the values of Ψ at different saddles cross, as they do for P1 and P3 (cf. Figs.
48(a) and 48(c)), then the respective SCLs merge, forming an even wider mixed
region, with boundaries that can be found in the same way as for the non-overlapping
SCLs. Although the perturbations εΨ1 of the base flows Ψ0 in our system cannot be
considered weak, the mechanism of scattering of an adiabatic invariant still produces
a remarkably accurate description of the mixed region as long as the perturbations
are essentially monochromatic (e.g., for P1 and P2). The shape of the SCLs in the
physical space is shown in Fig. 49 for all three periodic flows. For P2, the tracers are
seen to cover, quite precisely, the SCL which contained the initial set. The other SCL
contains no tracers, since there is no transport between the SCLs. For P1, the SCL
is not uniformly covered by the tracers. This is not surprising, since the diffusion of
the adiabatic invariant is relatively slow, as Fig. 39(a) illustrates. In fact, for P1 the
integration was performed over a time interval which corresponds to only 136 periods
of the perturbation. In comparison, for P2 the same time interval corresponds to 379
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Figure 48: Time-dependent streamfunction Ψ evaluated evaluated over one temporal
period of the flow, 0 < t < T . The value at the saddles are shown in color. The values
on the bounding streamlines are shown in black. The minimal and maximal values
of Ψ (for P3) are shown in gray. (a) P1 at A = 0.428 s
−2, (b) P2 at A = 0.817 s
−2,
and (c) P3 at A = 0.875 s
−2.
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periods of the perturbation, leading to a much more uniform coverage of the SCL.
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Figure 49: Separatrix chaotic layers (gray) with asymptotic tracer distributions
(black dots). (a) P1 at A = 0.428 s
−2, (b) P2 at A = 0.817 s
−2, and (c) P3 at
A = 0.875 s−2.
Unlike P1 and P2, the flow P3 is characterized by global transport, with the mixed
region which covers almost the entire domain. The merged SCLs define the shape of
the mixed region reasonably well, although the agreement with the results of direct
numerical simulation is not perfect, as Fig. 49(c) illustrates. For instance, the quartet
of small islands predicted by the adiabatic description is completely filled in by the
tracers. The islands are centered at the minimum of Ψ. Near the extrema of Ψ (gray
curves at the top and bottom of Fig. 49(c)) a small error in evaluting Ψ± leads to a
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large error in the shape of the corresponding boundary in real space. A very small
decrease in the value of Ψ− (e.g., due to inclusion of higher order corrections in (56)
and (57) for moderate ε) will lead to a complete disappearance of these islands.
The adiabatic description also somewhat overestimates the size of the four big
islands which are centered around the maximum of Ψ. Since the predicted boundary
Ψ+ is further away from the maximum of Ψ (see Fig. 50), a different explanation is
likely needed. We discuss one possibility in the next Section.
5.4 Resonant chaotic layers
The flow P3 is characterized by a perturbation which contains a lot of harmonics,
so in addition to the SCLs, we may also need to take into account additional mixed
regions that emerge outside of the SCLs. According to the KAM theory [66, 5, 79],
in the presence of a time-periodic perturbation, resonant tori of the unperturbed
flow (tori whose frequency ω0(Ψ0) is in rational ratio with the frequency ω1 of the
perturbation) break up, forming chains of elliptic and hyperbolic time-periodic orbits
(or streamlines), each with their own sets of self-intersecting stable and unstable
manifolds generating resonant chaotic layers (RCL). These RCLs can overlap with
each other and with the SCLs, making the chaotic domain much broader.
The dynamics away from the separatrices can be described by computing the





between streamlines corresponding to values of the unperturbed streamfunction Ψ0
























where Ψ∗0 is the value of the unperturbed streamfunction at the elliptic fixed point
enclosed by the streamline. The action I is the invariant of the unperturbed flow
(and the adiabatic invariant of the perturbed flow), while the angle evolves according
to







such that H0(I) = 2πΨ0(I). The perturbed Hamiltonian can then be written in terms
of the action-angle variables:
H = H0(I) + εV (I, θ, t) = 2π[Ψ0(I) + εΨ1(I, θ, t)]. (62)
According to the KAM theory of Hamiltonian systems [137] the width of the
resonant chaotic layer that forms around the unperturbed streamline with frequency
ω0 which is in resonance with the perturbation frequency ω1 of the perturbation,




















and the t-integral is taken along the streamline.
For low-frequency perturbations characterizing periodic flows P1, P2, and P3, res-
onances with m > 1 will have exponentially small thickness and can be ignored. The
width of the dominant k:1 RCLs (with Ψ0 = Ψ
k

















between the neighboring resonant tori, we can determine which RCLs overlap and
which do not for a particular strength of the perturbation.
Streamlines with low values of k lie extremely close to separatrices of the unper-
turbed flow, so numerical calculation of their period or separation becomes impossible.








where ψl is the value of Ψ0 characterizing the separatrix l, λl,i are the positive eigen-
values of all the saddles on the separatrix and ξl is a constant. Indeed, we find that
the distance from the separatrix to the nearest k:1 resonant streamline (1-torus) is
exponentially small for low k:















l,i /2π. The distance between the resonant streamlines for low k












It should be pointed out however that, for ω1  ω0, the resonant streamlines with
low k will be inside an SCL, so calculation of their width and separation is unneces-
sary. For P1 and P2, which are nearly monochromatic, the widths of the RCLs are
exponentially small for moderate k, so none of their RCLs need to be considered.
For moderate ε, we can expect several RCLs to overlap with each other and with
the SCL for non-monochromatic flows, such as P3. Let us denote p± the orders of the
resonant streamlines that lie inside an SCL and are the closest to its boundary (p−
near the low-Ψ side, p+ near the high-Ψ side). If the half-width of the corresponding
RCL exceeds the distance to the boundary of the SCL, the corresponding boundary
of the chaotic region would be determined by an outer edge of an RCL (rather than
an SCL).
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Figure 50: The frequency ω0(Ψ0) of the base flow for P3. The range of Ψ0 corre-
sponding to the merged SCLs is shown in gray, with red bars showing the position
and width of the RCLs.
This is illustrated in Fig. 50 where the SCLs and the RCLs are plotted along with
the base flow frequency ω0 as a function of Ψ0. As discussed previously, the merged
SCLs form a fully mixed region which covers most of the range between the minimim
and the maximum of Ψ0, where the boundaries of the mixed region in terms of Ψ0
were obtained by temporally averaging Ψ±(t). However, the predicted sizes of the
islands (both the small ones with Ω < 0 surrounding the minima of Ψ0 and the large
ones with Ω > 0 surrounding the maxima of Ψ0) are somewhat larger than what the
set of advected tracers defines, according to Fig. 49(c).
In principle, the RCLs can extend the mixed region of the flow beyond the SCLs.
In this particular flow, the widths of the RCLs are comparable to their separation
and we do find a significant number of overlapping RCLs in Fig. 50, especially near
the separatrices of the base flow (characterized by the values of Ψ0 for which ω0 = 0).
However, the overlapping RCLs do not appreciably extend the region defined by the
merged SCLs and, thus, do not appear to resolve the slight discrepancy between the
predictions of the adiabatic description and direct numerical simulation. It is likely
that higher order corrections are needed to more accurately estimate the widths of
the RCLs, since the estimate (65) is valid only in the limit ε → 0, while for P3 we




One of the main objectives of this thesis was to understand how the transport proper-
ties of this fluid dynamical system change in the process of transitioning from steady
laminar flow to turbulence. Particularly, as we asked in Section 1.5, “time-dependence
is a necessary condition for mixing via chaotic advection in 2D, but is it also a suffi-
cient condition?” It turns out that the answer to this question is definitively no. Even
for strongly perturbed time-dependent flows which are qualitatively very similar, we
found that for one of the flows, the mixing is poor, while for the other, near perfect
mixing was achieved. The reason for this depends on whether or not the perturba-
tion is monochromatic – the presence of multiple frequencies seems to be the sufficient
condition for mixing rather than time-dependence. Another question posed in Sec-
tion 1.5 was “can we expect the mixing to improve monotonically with the strength
of externally applied shear?” Naively, one might think this to be the case – it seems
quite natural that the stronger one drives a fluid, the more efficiently it would tend to
mix. However, as the results in Chapter 5 showed, this is not necessarily true. As one
would expect, we found that fluids in the turbulent regime mix extremely well, but, in
transitioning to turbulence as the driving was increased, the flow progressed through
a variety states each with very different mixing properties which did not advance in
a monotonic fashion. Finally, we asked “is there a strong correlation between mixing
quality of the flow and its type (steady, time-periodic, quasi-periodic, aperiodic)?”
To a certain degree the answer is yes. Steady flows, which are integrable and thus
exhibit regular motion, were very poor mixers as the theory predicts. Similarly, it
was not surprising to find that the aperiodic flows were extremely efficient at mixing.
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As far as periodic and quasiperiodic flows are concerned, we found that there is no
direct correlation between the time-dependence and the quality of mixing. Rather,
the mixing properties are affected by subtle properties of time-dependent flows, such
as their spectral content. Although we illustrated that the mixing properties of a va-
riety of flows could be described qualitatively using a fairly simple approach, a more
detailed and careful analysis is required in some cases for a quantitative description.
One significant contribution provided by the research in this thesis is that we have
developed an accurate 2D model of the flow as well as a very efficient and accurate
numerical code to simulate it. The experiment itself is relatively easy to setup, and
the tools are in place to facilitate comparison between theory and experiment on any
number of issues. One area where this code could be extended and improved upon
is the incorporation of more realistic boundary conditions rather than using periodic
ones. However, even as it currently stands, we have found it to be in good agreement
with the results found experimentally for low to moderate Reynolds numbers. We
have also implemented the Newton-Krylov method for computing recurrent solutions,
and it has proven to be extremely successful in finding them for a wide range of
Reynolds numbers. Combined with the simulation code, it is straightforward to
generate as much data as one desires, look for close recurrences, and feed these into
the solver. The number of invariant solutions that one can compute is limited only
by the length of the data set. The solver, as it currently stands, searches for fixed
points, periodic orbits, and solutions which are shifted in the direction of continuous
symmetry (traveling waves and relative periodic orbits), but it would be very easy to
incorporate searches for solutions shifted in the directions of the discrete symmetries.
We have also done a very extensive bifurcation analysis and examined what solu-
tions there are, how their stability properties change, and what new solutions arise
as different parameters of the system are varied. There have been some bifurcation
studies performed over the years for the Kolmogorov flows but, to the best of our
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knowledge, none were anywhere near as comprehensive and thorough as the ones
presented in Chapter 4. More important than the actual details presented in that
Chapter, though, was the overarching result that the computed flows exhibits a large
amount of structural stability. The solutions found as well as their various bifurca-
tions persisted over a wide range of different parameters. This means that for an
experimentalist, there is quite a lot of freedom in how they choose to design the
experimental setup.
In Chapter 5 we presented the results and analysis of certain mixing properties for
many of the different flows that we found. In the literature there are a variety of ways
that are used to describe mixing in fluid flows. For instance, Lagrangian Coherent
Structures defined as the ridges of Finite Time Lyapunov Exponents are interpreted
as transport barriers. At best, these structures can give only qualitative information
about the flow. One can see that if the ridges do not exhibit much folding then flow is
likely a poor mixer and vice-versa. However, one cannot quantify the quality of mixing
either in terms of its rate or the size of the mixed region. Furthermore, we found
that these ridges do not always serve as barriers to transport on large time scales.
Similarly, one can use the results of long-time tracer advection in order to describe the
mixing quality, which we have done. But, as we found out, this is an extraordinarily
expensive way to quantify mixing; and the validity of these long-time computations
cannot be trusted without the use of very high-order, implicit integration schemes.
As described in Chapter 5, we have developed an extremely economical description
of the quality of mixing for low frequency perturbations. And this description works
remarkably well even for strongly perturbed time-periodic flows. However, as we
discovered, these calculations will have to be done more carefully and higher order
corrections will need to be included for perturbations containing a large number of
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