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Abstract
Unresolved language equations and inequalities with various sets of operations are considered. It is proved that systems of
unresolved equations with linear concatenation and union only, as well as systems with linear concatenation and intersection only,
are as expressive as the more general unresolved inequalities with all Boolean operations and unrestricted concatenation: the class
of languages deﬁned by unique (least, greatest) solutions of these systems is shown to coincide with the families of recursive (RE,
co-RE, resp.) sets, which result extends even to individual equations of the form ⋃ ujXij vj = w ∪ ⋃ yjXtj zj . On the other
hand, unresolved equations with different sets of operations are shown to differ in the hardness of their decision problems, and
it is demonstrated that several types of unresolved equations cannot effectively simulate each other in spite of the equality of the
language families they deﬁne.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Language equations are one of the fundamental notions in formal language theory. In its early days, resolved sys-
tems of equations with union and concatenation were used by Ginsburg and Rice [10] to obtain a purely denotational
characterization of context-free grammars [2]. The algebraic approach to ﬁnite automata theory pioneered by Salomaa
[25] included a representation of regular languages by resolved systems of equations with union and one-sided concate-
nation, which was further investigated by Brzozowski and Leiss [7], arriving at what is now known as an alternating
ﬁnite automaton [26].
The recent renewal of interest in language equations was largely inﬂuenced by their newfound applications. Aug-
mented with intersection and restricted complement, the equations of Ginsburg and Rice [10] have been used to deﬁne
more potent language speciﬁcation formalisms than the context-free grammars [18,21]. Different types of language
equations found use in logic [3–5,27]: for instance, unresolved equations of the form L0 ∪ X1L1 ∪ · · · ∪ XnLn =
L′0 ∪ X1L′1 ∪ · · · ∪ XnL′n, where X1, . . . , Xn are variables and Li, L′i are constant languages, regular or ﬁnite, can be
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used to represent uniﬁcation in description logics [3–5]. Generally, language equations are an abstract mathematical
notion that appears wherever sets of strings are concerned, and hence their importance extends beyond the applications
realized so far to the innumerable potential applications.
Let (X1, . . . , Xn) be a vector of variables that assume values of languages over an alphabet . Resolved and
unresolved systems of language equations are deﬁned as follows:
X1 = 1(X1, . . . , Xn)
...
Xn = n(X1, . . . , Xn)
⎫⎪⎬
⎪⎭ , (∗)
1(X1, . . . , Xn) = 1(X1, . . . , Xn)
...
m(X1, . . . , Xn) = m(X1, . . . , Xn)
⎫⎪⎬
⎪⎭ , (∗∗)
where i and i are expressions over some ﬁxed set of operations (such as union, concatenation, etc.) that depend
upon the variables and the constant languages from some ﬁxed family. A vector of languages L = (L1, . . . , Ln) is a
solution of (∗) or (∗∗) if the substitution Xi = Li for all i turns each equation into an equality. In vector form this is
denoted by L = (L) or (L) = (L), respectively. If inclusions appear instead of equalities in (∗∗), it becomes a
system of inequalities; any equation  =  can be viewed as two such inequalities,  ⊆  and  ⊆ .
In this paper, as in the most of the existing literature on language equations, the set of allowed operations is limited
to concatenation, union, intersection and complement, of which the concatenation is sometimes restricted to linear
(where one of the expressions being concatenated has to be a constant) or further to one-sided (where constants must
appear either always on the left, or always on the right). Also, let us assume the set of constant languages {} and {a}
(for all a ∈ ), unless stated otherwise. These languages will be denoted in equations by just  and a.
Systems of language equations are often used to specify individual languages by a designated component (typically
the ﬁrst one) of a designated solution (e.g., unique, or extremal with respect to some order). This allows one to associate
a family of languages with every class of language equations. It has been shown that resolved systems of language
equations (∗) with different sets of allowed operations give rise to various noteworthy language families:
• Resolved systems with union and one-sided concatenation specify regular languages [25,26]; the same applies to
syntactically restricted resolved systems with all Boolean operations and one-sided concatenation [7,16,26]. More
generally, regularity of solutions of different types of equations with one-sided concatenation follows from the results
of Rabin [24].
• Resolved systems with union and concatenation (linear concatenation) characterize context-free (linear context-free,
resp.) grammars [10].
• Resolved systems with union, intersection and concatenation (linear concatenation) [18] characterize conjunctive
(linear conjunctive, resp.) grammars [17], which are an extension of context-free grammars with an intersection
operation imbued in the formalism of rules and implemented in the machinery of derivation.
Systems with union, intersection and linear concatenation admit another quite unobvious characterization [20]: they
are equivalent to trellis automata [9], a model of massively parallel computation known since early 1980s.
• Resolved systems with union, intersection, complement and linear or unrestricted concatenation characterize re-
cursive sets by their unique solutions [19], recursively enumerable (RE) sets by their least solutions [22] and co-
recursively enumerable (co-RE) sets by their greatest solutions [22], where least and greatest solutions are deﬁned
with respect to a partial order of componentwise inclusion.
A natural restriction upon these equations limits their expressive power to a subset of the context-sensitive languages,
yielding Boolean grammars, a generalization of context-free grammars with all Boolean operations [21].
What are the families of languages that can be deﬁned by solutions of unresolved language equations and inequalities
(∗∗) with different sets of allowed operations?
It is known that if all Boolean operations are allowed, then the difference between resolved (∗) and unresolved (∗∗)
systems almost disappears, since an inclusion  ⊆  can be directly expressed as a resolved equation T = T ∩  ∩ 
for a dummy variable T [22]. Hence, all the results on resolved systems with all Boolean operations and linear or
unrestricted concatenation extend to unresolved systems with these operations [19,22]. On the other hand, the study
of unresolved equations equipped only with union and one-sided concatenation showed that they specify exactly the
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regular languages [3,4]. However, nothing is known about the intermediate cases of unresolved equations with a limited
set of Boolean operations and linear or unrestricted concatenation. The main properties of these classes are investigated
in the present paper.
In Section 2 it is shown how some types of unresolved equations can directly simulate other types of resolved and
unresolved equations; this leads to a speciﬁcation of the language of computations of a Turing machine using two very
simple types of unresolved equations. Section 3 uses these results to determine the precise expressive power of six types
of unresolved language equations, showing that each of them is computationally universal. However, the complexity
of main decision problems for unresolved equations with different sets of operations turns out to be distinct, which is
proved in Section 4; this also implies that despite the equivalence of the set of languages they specify, some types of
unresolved language equations cannot be effectively simulated by others.
2. Basic properties of unresolved equations and inequalities
2.1. Direct simulation techniques
A resolved system of language equations, (∗) in Introduction, contains an equation of the formXi = i (X1, . . . , Xn)
for each variable Xi . Their expressive power greatly varies for different sets of operations allowed in i .
If the set of operations is union, intersection and concatenation (unrestricted, linear or one-sided), or some subset of
these, the resulting class of systems characterizes one of the classes of grammars and automata listed in the Introduction.
The fact that is mainly responsible for the attractive formal properties of these systems is that their right-hand sides
are monotone with respect to componentwise inclusion (a vector of languages L′ = (L′1, . . . , L′n) is said to be less
or equal to L′′ = (L′′1, . . . , L′′n), denoted by L′L′′, if and only if L′1 ⊆ L′′1, . . . , L′n ⊆ L′′n) and continuous in the
lattice-theoretic sense. The partial order “ ’’ induces the notions of a least and a greatest upper bound of a set of
language vectors, which can be determined as a componentwise union (intersection) of the elements of such a set. This
allows one to use general properties of lattices [8] to prove the following:
Theorem 1 (The main property of monotone resolved systems [18], cf. [2, Theorem 2.2]). Let  be an alphabet, let
X = (X1, . . . , Xn) be a vector of variables, let X = (X) be a resolved system of language equations with union,
intersection and concatenation. Then the system has a least and a greatest solution given by sup∞k=0 k(∅, . . . ,∅) and
inf∞k=0 k(∗, . . . ,∗).
Consider the following resolved system with two variables:
X = XX ∪ aXb ∪ ,
Y = aXY . (1)
The corresponding sequence {k(∅,∅)} consists of the terms (∅,∅), ({},∅), ({, ab},∅), ({, ab, aabb, abab},∅), . . .,
and its least upper bound, (LDyck,∅) (where LDyck is the Dyck language of balanced parentheses), is the least solution
of (1) by Theorem 1. The other sequence {k(∗,∗)} goes as follows: (∗,∗), (∗, a∗), (∗, a∗a∗), . . .,
converging to (∗,∅), which is hence the greatest solution of the system.
Once the operation of complement is added, all these properties wreck: a system may have no solutions (X =
X) or multiple pairwise incomparable solutions (X = Y , Y = Y ), checking the existence of a solution is co-RE-
complete [19,22], while the solution uniqueness [19,22], minimality and maximality [22] problems are 2-complete.
The expressive power becomes enormous: unique, least and greatest solutions specify exactly the recursive [19,22],
RE and co-RE [22] sets, respectively. All the mentioned results also extend to unresolved systems with the same set of
operations [22].
The ﬁrst thing that attracts attention about unresolved systems is that the monotonicity of operations is no longer
relevant. In fact, complement, the operation responsible for a huge blowup in the expressive power of resolved systems
of language equations, can be directly simulated by unresolved equations using union and intersection only. Taking
note that L′ = L if and only if L ∩ L′ = ∅ and L ∪ L′ = ∗, the following can be observed:
Proposition 1. An equation X = Y is equivalent to two equations X ∩ Y = ∅ and X ∪ Y = ∗.
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Fig. 1. (a) Simulation of intersection by union; (b) simulation of union by intersection.
In the formal notation (∗∗), with the allowed constant languages {} and {a} (for all a ∈ ), the two equations in
Proposition 1 have to be rewritten as, say,X∩Y = V ,X∪Y = W , V = aV (for some a ∈ ) andW =  ∪⋃a∈ aW ,
where V and W are extra variables that specify ∅ and ∗, respectively.
Thus, unresolved language equations with union, intersection and linear concatenation are as expressive as the more
general type of language equations with unrestricted concatenation and all Boolean operations, and hence directly
inherit their computational universality and undecidability results [19,22]. The rest of this paper is devoted to more
restricted types of unresolved equations that have either union or intersection, but not both of these operations.
The second obvious fact is that if either union or intersection is allowed, then unresolved equations are as powerful
as inequalities:
Proposition 2. An inclusion  ⊆  is equivalent to an equality  ∪  =  or an equality  ∩  = .
As it will ultimately be shown in Corollary 1, there is no effective way to express union through intersection or
intersection through union, in the sense that there is no algorithm to transform an unresolved system with union and
intersection to an equivalent systemwith only one of these operations. However, if two languages and their complements
can be speciﬁed independently, then the union of these languages can be speciﬁed using intersection only, while the
intersection of these languages can be speciﬁed using union only. This is based upon the following relationship:
Lemma 1. Let L,L1, L2 ⊆ ∗. Then L = L1 ∩ L2 if and only if L ⊆ L1, L ⊆ L2 and L ∪ L1 ∪ L2 = ∗.
Proof. ⇒© Clear, since L1 ∩ L2 ⊆ L1, L1 ∩ L2 ⊆ L2 and (L1 ∩ L2) ∪ L1 ∪ L2 = (L1 ∩ L2) ∪ (L1 ∩ L2) = ∗.
⇐© By L ⊆ L1 and L ⊆ L2, L is a subset of L1 ∩L2, as shown in Fig. 1(a), where the light grey area is L1 ∪L2. The
condition L ∪ L1 ∪ L2 = ∗ forces the white area in this ﬁgure to be empty, which makes L equal to L1 ∩ L2. 
The result dual to Lemma 1 is proved in a similar way:
Lemma 2. Let L,L1, L2 ⊆ ∗. Then L = L1 ∪ L2 if and only if L1 ⊆ L, L2 ⊆ L and L ∩ L1 ∩ L2 = ∅.
Proof. ⇒© Clear.
⇐© ByL1 ⊆ L andL2 ⊆ L,L1∪L2 is a subset of L (see Fig. 1(b)). The grey area in the ﬁgure representsL ∩ L1 ∩ L2,
and it has to be empty according to L ∩ L1 ∩ L2 = ∅. Therefore, L coincides with L1 ∪ L2. 
Specifying the relationship given by Lemmas 1 and 2 in language equations allows one to express the intersection
or the union of two languages, provided that these languages and their complements have already been speciﬁed:
Proposition 3. Let i = i (1 ik) be an unresolved system of language equations in variables (X1, X2, . . . , Xm,
Y1, Y2, . . . , Yn, Z), such that for every solution (L1, L2, . . . , Lm,L′1, L′2, . . . , L′m,L0) of this system it holds that
L′1 = L′1 and L′2 = L′2.
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Then the system {i = i , Z = X1 ∩ X2} has the same set of solutions as the system {i = i , Z ⊆ X1,
Z ⊆ X2, Z ∪ Y1 ∪ Y2 = ∗}, while another system {i = i , Z = X1 ∪ X2} has the same set of solutions as the
system {i = i , X1 ⊆ Z, ;X2 ⊆ Z, Z ∩ Y1 ∩ Y2 = ∅}.
If union is among the operations allowed and the alphabet has cardinality of two or more, then a system of multiple
equalities can be simulated with a single equation. The basic idea of this transformation belongs to Baader and
Küsters [3]:
Proposition 4. Let i (X1, . . . , Xn) = i (X1, . . . , Xn) (1 im) be an unresolved system of language equations
over an alphabet  (||2). Let {x1, . . . , xm} be a block code over  (i.e., xi ∈ ∗ are pairwise distinct and |x1| =
· · · = |xm|). Then the system i = i (1 im) has the same set of solutions as the equation x11 ∪ · · · ∪ xmm =
x11 ∪ · · · ∪ xmm.
Indeed, for any vector L,
⋃
i xii (L) =
⋃
i xii (L) holds if and only if xjj (L) = xjj (L) (for all j), because
only these components of each side produce strings that start with xj . This is equivalent to j (L) = j (L) for all j.
Lemma 3. For every system of m language equations (inequalities) i = i (i ⊆ i) with union and linear
concatenation and in variables X1, . . . , X, there exists and can be effectively constructed a single language equation
in variables X1, . . . , X,X+1 of the form
u1Xi1v1 ∪ · · · ∪ umXimvm = y1Xj1z1 ∪ · · · ∪ ynXjnzn ∪ w (m, n1, w ∈ ∗,
1 it + 1 and ut , vt ∈ ∗ for all t (1 tm),
1jt + 1 and yt , zt ∈ ∗ for all t (1 tn))
(2)
such that X+1 ≡ {} in every solution of (2), and (L1, . . . , L) is a solution of the original system if and only if
(L1, . . . , L, {}) is a solution of (2).
Proof. First, according to Proposition 1, rewrite every inequality  ⊆  as an equation  ∪  = ; the expressions
on both sides may contain arbitrarily nested union and right(left)-concatenation of terminals, with variables and  as
the base terms. Using the distributivity of concatenation and union, transform the right- and left-hand sides of each
equation to the form
u1Xi1v1 ∪ · · · ∪ umXimvm ∪ w1 ∪ · · · ∪ wn. (3)
Next, add an equation X+1 =  and replace each expression (3) with
u1Xi1v1 ∪ · · · ∪ umXimvm ∪ w1X+1 ∪ · · · ∪ wnX+1. (4)
Now, we have a system of equations each of the form  = , where both  and  are as in (4), and an additional
equation X+1 = . Finally, apply the transformation from Proposition 4, which will in this case give an equation
of the requested form (2), where the term w comes from left-concatenating the codeword x+1 to  from the last
equation. 
2.2. Simulating linear context-free grammars using intersection
Every linear context-free language can be speciﬁed by a unique solution of a resolved system of language equations
with union and linear concatenation, providing a certain minimum expressive power for unresolved equations with
these operations, useful for the subsequent constructions for more complex languages. For the case of systems with
intersection but without union, there is no known “base language family’’ to rely upon, as resolved systems with
intersection and concatenation have very limited descriptive capacity (which will be investigated later in Section 3.3).
But any linear context-free language can still be deﬁned using intersection and linear concatenation, if unresolved
equations are essentially used. This requires a fairly elaborate argument that will be now presented.
Theorem 2. For every linear context-free grammar G there exists and can be effectively constructed a system of
language inequalities with intersection and linear concatenation, such thatL(G) andL(G) are among the components
of the unique solution of the system.
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Proof. Suppose, without loss of generality, that for every nonterminalAi in the given grammarG = (, {A1, . . . , An},
P ,A1) there is either a single rule of the form Ai → bAj , Ai → Ajc or Ai →  or two or more chain rules Ai →
Aj1 | . . . | Ajk , such that the rule for each Ajt is of the former type. Let us construct a system of language inequalities
with intersection and linear concatenation in 2n + 1 variables, such that
(LG(A1), . . . , LG(An), LG(A1), . . . , LG(An),
∗) (5)
would be its unique solution.
First, construct the following system of language inequalities (X) ⊆ (X) in variables X = (X1, . . . , Xn):
Xj1 ⊆ Xi
...
Xjk ⊆ Xi
⎫⎪⎬
⎪⎭
(for all Ai ∈ N, such that
Ai → Aj1 | . . . | Ajk
are all the rules for Ai),
(6a)
bXj ⊆ Xi (for all Ai → bAj ∈ P), (6b)
Xjc ⊆ Xi (for all Ai → Ajc ∈ P), (6c)
 ⊆ Xi (for all Ai →  ∈ P). (6d)
Let us prove that (LG(A1), . . . , LG(An)) is the least solution of system (6).
(I) (LG(A1), . . . , LG(An)) is a solution of (6).
This directly follows from the resolved system of language equations corresponding to the given context-free
grammar, according to which:
• LG(Ai) = LG(Aj1) ∪ · · · ∪ LG(Ajk ) for the nonterminals as in (6a),
• LG(Ai) = bLG(Aj ) for (6b),
• LG(Ai) = LG(Aj )c for (6c) and
• LG(Ai) = {} for (6d).
Clearly, (LG(A1), . . . , LG(An)) satisﬁes (6a) and a strengthened variation of (6b)–(6d) with inclusions replaced
by equalities— and hence satisﬁes (6) as it is.
(II) Let (L1, . . . , Ln) be a solution of (6). Then for all Ai ∈ N and w ∈ ∗, if Ai ⇒∗ w, then w ∈ Li .
Induction on the length of derivation of w from Ai .
Basis: Ai ⇒ w in one step. Then w =  and there is a rule Ai →  ∈ P . Hence, by (6d),  ∈ Li .
Induction step: Ai ⇒  ⇒ · · · ⇒ w in k2 steps. Consider the rule used at the ﬁrst step of the derivation:
• If it is Ai → bAj , then  = bAj , w = bu and Aj derives u in k − 1 steps. Then, by the induction hypothesis,
u ∈ Lj . Therefore, by the inclusion (6b), w = bu ∈ bLj ⊆ Li .
• The case of Ai → Ajc is handled similarly.
• If the rule is Ai → Aj , then the nonterminal Aj is required to have a single rule of the form Aj → bAk ,
Aj → Akc or Aj → , which is used at the second step of the derivation. Using the arguments above, this
gives w ∈ Lj . Then one of the inclusions (6a) implies w ∈ Li .
This proves that (LG(A1), . . . , LG(An)) is the least solution of (6). Next, construct another system of language
inequalities (Y ) ⊆ (Y ) in variables Y = (Y1, . . . , Yn, U):
Yi = Yj1 ∩ · · · ∩ Yjk (for all Ai ∈ N as in (6a)), (7a)
 ⊆ Yi
aU ⊆ Yi (for all a ∈  : a = b)
bY j ⊆ Yi
⎫⎬
⎭ (for all Ai → bAj ∈ P), (7b)
 ⊆ Yi
Ua ⊆ Yi (for all a ∈  : a = c)
Yj c ⊆ Yi
⎫⎬
⎭ (for all Ai → Ajc ∈ P), (7c)
a ⊆ Yi (for all a ∈ )
aYi ⊆ Yi (for all a ∈ )
}
(for all Ai →  ∈ P), (7d)
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 ⊆ U
aU ⊆ U (for all a ∈ )
}
. (7e)
It is now claimed that (LG(A1), . . . , LG(An),∗) is the least solution of this system.
(III) (LG(A1), . . . , LG(An),∗) is a solution of (7).
For every nonterminal Ai of the original grammar, system (7) contains one of the four groups of equations and
inequalities for Yi , depending on the rules for Ai .
For a nonterminal with the rules Ai → Aj1 | . . . | Ajk , we know that LG(Ai) = LG(Aj1) ∪ · · · ∪ LG(Ajk ). By
de Morgan laws, LG(Ai) = LG(Aj1) ∩ · · · ∩ LG(Ajk ), and hence the equality (7a) is satisﬁed.
For a nonterminal with a rule Ai → bAj , LG(Ai) = bLG(Aj ), and hence
LG(Ai) = bLG(Ai) = {} ∪ ⋃
a =b
a∗ ∪ bLG(Aj ), (8)
and the inequalities (7b) are satisﬁed. The case of a rule Ai → Ajc is proved in the same way.
In the case of Ai → , LG(Ai) = +, which is easily seen to satisfy (7d). The inclusions (7e) for the variable U
are satisﬁed, because  ∈ ∗ and a∗ ⊆ ∗ for every a ∈ ∗.
(IV) If (L1, . . . , Ln, Ln+1) is a solution of (7), then Ln+1 = ∗.
 ∈ Ln+1 by the ﬁrst equation in (7e), while u ∈ Ln+1 implies au ∈ Ln+1 for every a ∈  and u ∈ ∗. An
obvious inductive argument shows that every string has to be in Ln+1.
(V) Let (L1, . . . , Ln, Ln+1) be a solution of (7). Then, for all Ai ∈ N and w ∈ ∗, if Ai ∗ w, then w ∈ Li .
Induction on the length of the string w.
Basis: w = . Let Ai ∗  and consider the rules for the nonterminal Ai :
• Ai → : the case is impossible, because Ai ⇒∗  then.
• If the rule is Ai → bAj , then  ∈ Li by the ﬁrst equation in (7b).
• If the rule is Ai → Ajc, then, similarly,  ∈ Li by the ﬁrst equation in (7c).
• If the rules are Ai → Aj1 | . . . | Ajk , then each nonterminal Ajt is required to have a single rule of the form
Ajt → , Ajt → bAk or Ajt → Akc. The ﬁrst of these cases is impossible (then Ai would derive ), while in
each of the two other cases  ∈ Ljt by the same argument as above. Then  ∈ Lj1 ∩ · · · ∩Ljk and hence  ∈ Li
by the equation (7a).
Induction step: |w|1. Let Ai ∗ w and consider the rules for the nonterminal Ai :
• Ai → . If w = a ∈ , then w ∈ Li by the ﬁrst equation in (7d). If |w|2, then factorize it as w = au,
where a ∈ , u ∈ +. Clearly, Ai ∗ u, and hence, by the induction hypothesis, u ∈ Li . Therefore,
w = au ∈ aLi ⊆ Li by the second equation in (7d).
• If the rule is Ai → bAj and Ai ∗ w, then either w = au (where a ∈ \{b}) or w = bu, where Aj ∗ u.
In the former case, w = au ∈ aLn+1 by claim (IV), while aLn+1 ⊆ Li by the second equation in (7b). In the
latter case, u ∈ Lj by the induction hypothesis, and hence w = bu ∈ bLj ⊆ Li by the third equation in (7b).
• The case of Ai → Ajc is handled similarly.
• The case of the rules Ai → Aj1 | . . . | Ajk is handled as in the basis of induction.
Finally, take (6), (7) and n equations
Xi ∩ Yi = ∅ (1 in), (9)
which can be formally written as Xi ∩ Yi = a(Xi ∩ Yi). It remains to prove that system (6), (7), (9) has the unique
solution
(LG(A1), . . . , LG(An), LG(A1), . . . , LG(An),
∗). (10)
The vector (10) satisﬁes equations (6) and (7) by the claims (I) and (III), respectively. It obviously satisﬁes (9), since
the corresponding components are complements of each other.
Suppose the system (6), (7), (9) has another solution
(L1, . . . , Ln, L
′
1, . . . , L
′
n, L
′
n+1). (11)
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By claim (IV), L′n+1 = ∗. For every i, LG(Ai) ⊆ Li by claim (II), LG(Ai) ⊆ L′i by Claim (V), and hence
L′i ⊆ LG(Ai). Therefore, L′i ⊆ Li . If L′iLi for some i, then Li\L′i = Li ∩ L′i = ∅, which would contradict the
equation (9). This proves that L′i = LG(Ai) = Li for every i, and thus every solution (11) has to coincide with (10).
The components of (10) corresponding to X1 and Y1 are L(G) and L(G), respectively, which completes the proof
of Theorem 2. 
2.3. Specifying computation histories
The proofs ofmany undecidability and universality results in formal language theory rely upon encoding the language
of all computations of a Turing machine, which can be speciﬁed as an intersection of two linear context-free languages,
while the complement of this language is linear context-free. The idea belongs to Hartmanis [12], who proved it for the
context-free languages, while its reﬁnement for the linear context-free languages is due to Baker and Book [6]. These
languages will now be speciﬁed by unresolved language equations.
Let us assume Turing machines that halt by entering one of the two designated states, qAcc or qRej; in the former
case the input is accepted, rejected in the latter case. Let T be a Turing machine with the input alphabet , and assume,
without loss of generality, that when T halts on some input, it halts in an even number of states. Let 	 be the union of
the tape alphabet of T, the set of states of T and {#}. Deﬁne CT : ∗ → 	∗, an encoding of terminating computations
of T on different strings as strings over 	:
CT (w) = { x1 # x3 # · · · # x2k−1 # x2k # xR2k−2 # · · · # xR2 # xR0 |
x0 is the initial conﬁguration on w, x0  x1  x2  · · ·  x2k, x2k is a halting conf.}, (12)
where individual conﬁgurations are written as q
.
Let  /∈ ∪	 be another separator, and deﬁne the languages of valid and invalid accepting computations of T, where
the latter means just the complement of the former [12]:
VALC(T ) = {wCT (w) | T halts on w and accepts} ⊆ ( ∪ {} ∪ 	)∗, (13a)
INVALC(T ) = ( ∪ {} ∪ 	)∗\VALC(T ). (13b)
Lemma 4 (Baker and Book [6], see also Okhotin [22]). For every Turing machine T, the language VALC(T ) is an
intersection of two linear context-free languages L1, L2 ⊆ ∗	∗, such that the complements of L1 and L2 are linear
context-free as well. The language INVALC(T ) is the union of these complements. Given T, the linear context-free
grammars for L1, L2, L1 and L2 can be effectively constructed.
Lemma 4 directly allows one to specify the language VALC(T ) using resolved language equations with union,
intersection and linear concatenation. Let us prove that it can be speciﬁed with unresolved language equations using
more modest sets of operations.
Theorem 3. For every Turingmachine T and for each of the two languagesVALC(T ), INVALC(T ), there exist and can
be effectively constructed: (i) an unresolved systemwith union and linear concatenation, such that the language in ques-
tion is the ﬁrst component of its unique solution; (ii) an unresolved system with intersection and linear concatenation,
such that the language in question is the ﬁrst component of its unique solution.
Proof. Since INVALC(T ) is linear context-free, it can be directly speciﬁed even by a resolved system with union
and linear concatenation. A system with intersection and linear concatenation can be constructed in accordance with
Theorem 2.
ExpressingVALC(T ) using intersection and linear concatenation is also easy. Each of its linear context-free “halves’’,
L1 andL2 fromLemma 4, can be speciﬁed byTheorem 2, and then a new variableXwith a single equationX = X1∩X2
would give an intersection of these two languages, which equals VALC(T ).
In order to specify VALC(T ) using union and linear concatenation, the technique of Lemma 1 has to be employed.
Since both L1, L2 and their complements to ∗	∗ are linear context-free by Lemma 4, there exists a resolved system
with union and linear concatenation, such that the ﬁrst four components of its unique solution are these four languages.
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Construct the following unresolved system in variables (Y,W,X1, . . . , Xn):
Y ⊆ X1
Y ⊆ X2
Y ∪ X3 ∪ X4 = W
⎫⎬
⎭ Equations that specifyY = L1 ∩ L2, (14a)
W =  ∪ ⋃
a∈
aW ∪ ⋃
t∈	
Wt (speciﬁes ∗	∗), (14b)
X1 = 1(X1, . . . , Xn)
...
Xn = n(X1, . . . , Xn)
⎫⎪⎬
⎪⎭
A system with the unique solution
(L1, L2, L3, L4, . . . , Ln), where
L1, L2 are as in Lemma 4,
L3 = ∗	∗\L1 and L4 = ∗	∗\L2.
(14c)
Its unique solution is (VALC(T ),∗	∗, L1, . . . , Ln). 
Having obtained basic results on specifying languages with unresolved language equations, it is now time to give a
complete characterization of their expressive power.
3. Expressive power of unresolved equations
3.1. Extracting the language of a Turing machine out of its computation histories
The following three simple yet important results show different ways to interrelate the languages of computations
of a Turing machine with the language recognized by this Turing machine. Of course, their relation to each other is
speciﬁed using unresolved language equations, which will subsequently allow one to use these constructs for proving
the computational universality of different types of equations. The ﬁrst of these results is already known, the other two
are new.
Lemma 5 (Okhotin [19]). Let T be an arbitrary Turing machine. Let L ⊆ ( ∪ {} ∪ 	)∗. Then
VALC(T ) ⊆ L	∗ (15)
if and only if L(T ) ⊆ L.
Proof. ⇒© Let w be in L(T ). Then T accepts w, and therefore wCT (w) ∈ VALC(T ). By (15), wCT (w) ∈ L	∗,
which implies w ∈ L.
⇐© Consider a stringwCT (w) ∈ VALC(T ). Thenw ∈ L(T ); sinceL(T ) ⊆ L,w ∈ L and consequentlywCT (w) ∈
L	∗. 
Lemma 6. Let T be an arbitrary Turing machine. Let L ⊆ ( ∪ {} ∪ 	)∗. Then
L	∗ ⊆ INVALC(T ) (16)
if and only if L ⊆ ∗\L(T ).
Proof. Both conditions imply that L ⊆ ∗, so let us take this for granted.
L ⊆ ∗\L(T ) if and only if L(T ) ⊆ ∗\L. By Lemma 5, the latter is equivalent to VALC(T ) ⊆ (∗\L)	∗. This
holds if and only if ∗	∗\(∗\L)	∗ ⊆ ∗	∗\VALC(T ), which is the same as (16). 
The next lemma holds for a special class of Turing machines that halt on every input (in the accepting or in the
rejecting state), which correspond to the notion of effective decidability. While the property of halting on every input
is, of course, undecidable, this lemma can be applied to every given recursive language, since every such language has
a Turing machine that halts of every input.
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Lemma 7. Let T be a Turing machine that halts on every input, let T˜ be obtained fromT by interchanging the accepting
and the rejecting state. Let L ⊆ ( ∪ {} ∪ 	)∗. Then
VALC(T ) ⊆ L	∗ ⊆ INVALC(T˜ ) (17)
if and only if L(T ) = L.
Proof. As in Lemma 6, both conditions imply L ⊆ ∗. Note that, since both T and T˜ halt on every input and T˜ accepts
whenever T rejects, L(T˜ ) = ∗\L(T ).
By Lemma 5, VALC(T ) ⊆ L	∗ if and only if L(T ) ⊆ L. By Lemma 6, L	∗ ⊆ INVALC(T˜ ) if and only if
L ⊆ ∗\L(T˜ ) = L(T ). Since L(T ) ⊆ L ⊆ L(T ) is equivalent to L(T ) = L, the lemma is proved. 
Let us note that the languages VALC(T˜ ) and INVALC(T˜ ) can be viewed as the languages of valid and invalid
rejecting computations of T.
3.2. Characterizations of expressive power
Theorem 4. Consider the following general form of language equations (proposed in Lemma 3):
u1Xi1v1 ∪ · · · ∪ umXimvm = y1Xj1z1 ∪ · · · ∪ ynXjnzn ∪ w. (18)
For every Turing machine T there exist and can be effectively constructed:
(I) An equation (18), such that the ﬁrst component of its least solution is L(T ).
(II) An equation (18), such that the ﬁrst component of its greatest solution is ∗\L(T ).
(III) Provided that T halts on every input, an equation (18), such that the ﬁrst component of its unique solution is
L(T ).
A single equation (18) is a particular case of an unresolved system with union and linear concatenation. Also note
that a string w in (18) is essential: if it is omitted, then a vector of empty sets becomes a solution.
Proof. In each of the three cases it sufﬁces to construct a system of language inequalities. It can then be transformed
to an equation of the form (18) by Lemma 3.
(I) L(T )bya least solution.LetZ be theﬁrst variable of the newsystem.The construction relies upon the following: (a)
specifying the languageVALC(T ) according to Theorem 3; (b) expressing the concatenationZ∗; (c) expressing
the inclusion VALC(T ) ⊆ Z∗, which, by Lemma 5, means that L(T ) ⊆ Z. Thus, Z = L(T ) is the least value
of Z that satisﬁes these requirements.
Let i = i (1 im) be an unresolved system with union and linear concatenation, in variables X =
(X1, . . . , Xn), such that the ﬁrst component of its unique solution is VALC(T ) (see Theorem 3). Fix the set
of variables (Z, V,X1, . . . , Xn) and construct the following system:
V = Z ∪ ⋃
s∈	
V s (speciﬁes V = Z	∗), (19a)
X1 ⊆ V (speciﬁes VALC(T ) ⊆ Z	∗), (19b)
1(X) = 1(X)
...
m(X) = m(X)
⎫⎪⎬
⎪⎭
An unresolved system that has
the unique solution (L1, . . . , Ln),
where L1 = VALC(T ).
(19c)
The set of solutions of (19a) is {(L,L	∗, L1, . . . , Ln) |L(T ) ⊆ L}; there is a least among these solutions, which
equals (L(T ), L(T )	∗, L1, . . . , Ln).
(II) L(T ) by a greatest solution. Here, the construction is very similar to the previous case: (a) the language
INVALC(T ) is speciﬁed as in Theorem 3; (b) the concatenation Z∗ is expressed; (c) the inclusion Z	∗ ⊆
INVALC(T ) is added, which, by Lemma 6, forces Z to be a subset of L(T ).
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Using the system i = i in variables (X1, . . . , Xn) that speciﬁes INVALC(T ), construct the following system
in variables (Z, V,X1, . . . , Xn):
V = Z ∪ ⋃
s∈	
V s (speciﬁes V = Z	∗), (20a)
V ⊆ Y1 (speciﬁes Z	∗ ⊆ INVALC(T )), (20b)
1(X) = 1(X)
...
m(X) = m(X)
⎫⎪⎬
⎪⎭
An unresolved system that has
the unique solution (L1, . . . , Ln),
where L1 = INVALC(T ).
(20c)
System (20) has the set of solutions {(L,L	∗, L1, . . . , Ln) | L ⊆ ∗\L(T )}. The greatest among these is(
∗\L(T ), (∗\L(T ))	∗, L1, . . . , Ln
)
.
(III) L(T ) by a unique solution, provided that T always halts. The proof of this case combines the proofs of the two
previous cases to specify the condition (17) of Lemma 7.
Let T˜ be T with accepting and rejected states swapped, as in Lemma 7. By Theorem 3, there exists an unresolved
system of language equations with union and linear concatenation, in variables (X1, . . . , Xn), such that the ﬁrst
two components of its unique solution are VALC(T ) and INVALC(T˜ ). Add new variables Z and V and construct
the following system:
V = Z ∪ ⋃
s∈	
V s (speciﬁes V = Z	∗), (21a)
X1 ⊆ V (speciﬁes VALC(T ) ⊆ Z	∗), (21b)
V ⊆ X2 (speciﬁes Z	∗ ⊆ INVALC(T˜ )), (21c)
1(X) = 1(X)
...
m(X) = m(X)
⎫⎪⎬
⎪⎭
An unresolved system that has
the unique solution (L1, . . . , Ln), where
L1 = VALC(T ) and L2 = INVALC(T˜ ).
(21d)
According to Lemma 7, this system has the set of solutions {(L,L	∗, L1, . . . , Ln) | L(T ) ⊆ L ⊆ L(T )}, i.e.,
the unique solution (L(T ), L(T )	∗, L1, . . . , Ln). 
Let us now consider the casewhere intersection is used instead of union. Before starting to prove a statement similar to
Theorem 4, it is convenient to establish the following technical result on expressing the concatenation Z	∗, something
that is taken for granted in the case of union and linear concatenation (cf. (19a), (20a), (21a)), but requires some efforts
to obtain in the case of intersection and linear concatenation.
Lemma 8. Let ,	 be ﬁnite nonempty disjoint alphabets, let  /∈  ∪ 	. Let Z ⊆ ∗. Then V = Z	∗ if and only if
V ⊆ ∗	∗, (22a)
V ∩ ∗ = Z, (22b)
V ∩ ∗	∗s = V s (for all s ∈ 	). (22c)
Proof. ⇒© Substituting V = Z	∗ in (22), one obtains the following: (22a) V = Z	∗ ⊆ ∗	∗, since Z ⊆ ∗. (22b)
V ∩ ∗ = Z	∗ ∩ ∗ = Z. (22c) for each s ∈ 	: V ∩ ∗	∗s = Z	∗ ∩ ∗	∗s = Z	∗s = V s.
⇐© Suppose (22) holds for some V and Z, and let us show that V should be equal to Z	∗. Since V ⊆ ∗	∗ by
(22a), while Z	∗ ⊆ ∗	∗ because Z ⊆ ∗, it sufﬁces to show that a string wy (w ∈ ∗, y ∈ 	∗) is in V if and
only if wy ∈ Z	∗, where the latter is equivalent to w ∈ Z.
The proof is an induction on |y|.
Basis y = . w ∈ V if and only if w ∈ V ∩ ∗ (since w ∈ ∗), which, by (22b), holds if and only if w ∈ Z,
which is equivalent to w ∈ Z.
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Induction step y = xs (x ∈ 	∗, s ∈ 	). wxs ∈ V if and only if wxs ∈ V ∩ ∗	∗s, which, by Eq. (22c) for this
particular s, holds if and only if wxs ∈ V s. The latter is equivalent to wx ∈ V , which, by the induction hypothesis,
holds if and only if w ∈ Z. 
Theorem 5. For every Turing machine T there exist and can be effectively constructed the following three unresolved
systems of language equations, each using intersection and linear concatenation:
(I) A system, such that the ﬁrst component of its least solution is L(T ).
(II) A system, such that the ﬁrst component of its greatest solution is ∗ ⊆ L(T ).
(III) Provided that T halts on every input, a system, such that the ﬁrst component of its unique solution is L(T ).
Proof. The structure of the proof repeats that of Theorem 4. The differences lie in the representation of the languages
VALC(T ), INVALC(T ) and INVALC(T˜ ), and in the way the concatenation Z	∗ is speciﬁed.
(I) L(T ) by a least solution. Again, Z is the ﬁrst variable of the system. As in Theorem 4, the following has to be
done: (a) the language VALC(T ) has to be speciﬁed, following Theorem 3; (b) the concatenation Z∗ has to
be expressed, which has been worked out in general in Lemma 8; (c) then the inclusion VALC(T ) ⊆ Z∗
can be stated. The following languages are needed to implement this: L1 = ∗	∗, L2 = ∗ (these two are
necessary to write down (22) from Lemma 8) and L3 = VALC(T ). The latter language can be speciﬁed by
an unresolved system with intersection and linear concatenation by Theorem 3, while L1, L2 are covered by
Theorem 2, as they are regular.
Let i = i (1 im) be a system in variables X = (X1, . . . , Xn), such that the ﬁrst three components of
its unique solution are these three languages. Fix the set of variables as (Z, V,X1, . . . , Xn) and construct the
following system:
V ⊆ X1
V ∩ X2 = Z
V ∩ X1s = V s (for all s ∈ 	)
⎫⎬
⎭ Speciﬁes V = Z	
∗
using the method of Lemma 8, (23a)
X3 ⊆ V (speciﬁes VALC(T ) ⊆ Z	∗), (23b)
1(X) = 1(X)
...
m(X) = m(X)
⎫⎪⎬
⎪⎭
An unresolved system that has
the unique solution (L1, L2, L3, . . . , Ln), where
L1 = ∗	∗, L2 = ∗ and L3 = VALC(T ).
(23c)
The set of solutions of (23) is {(L,L	∗, L1, . . . , Ln) | L(T ) ⊆ L}; there is a least among these solutions,
which equals (L(T ), L(T )	∗, L1, . . . , Ln).
(II,III) Following the example of the ﬁrst part of this proof, it is not hard to adapt parts (II) and (III) of the proof of
Theorem 4 to the case of intersection and linear concatenation. 
Theorem 6. Consider any of the following classes of language equations:
• Individual equations of the form⋃mt=1 utXit vt = w ∪⋃nt=1 ytXjt zt , which is a special case of unresolved systems
with union and linear concatenation.
• Unresolved systems of language equations (inequalities) with union and concatenation (linear concatenation).
• Unresolved systems of language equations (inequalities) with intersection and (linear) concatenation.
• Unresolved systems of language equations (inequalities) with union, intersection and (linear) concatenation.
Then:
1. The class of languages speciﬁed by least solutions of such equations is the class of RE sets.
2. The class of languages speciﬁed by greatest solutions of such equations is the class of co-RE sets.
3. The class of languages speciﬁed by unique solutions of such equations is the class of recursive sets.
Proof. The upper bound for the classes of languages speciﬁed by unique (least, greatest, resp.) solutions of unresolved
systems of language inequalities with unrestricted concatenation and all Boolean operations is known [19,22]: these are
exactly the recursive (RE, co-RE, resp.) languages. All types of language equations listed in this theorem are particular
cases of those systems, and hence cannot generate more than that.
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By Theorem 4, a single language equation (18) that speciﬁes any given recursive (RE, co-RE) set as one of the
components of its unique (least, greatest, resp.) solution, exists and can be effectively constructed. A similar assertion
for unresolved systems of language equations with intersection and linear concatenation is stated by Theorem 5. The
rest of the equations speciﬁed in this theorem are more general than one of these, and hence are computationally
universal in the same sense. 
Thus, initially different constructions for different classes of language equations ﬁnally led to the realization of their
equal expressive power. Despite that, these types of equations are actually not the same: later in Section 4 it will be
shown that their decision problems differ in hardness, and that there is no effective procedure to convert a system of
one type to a system of another.
3.3. Comparison with the resolved case
Having shown that unresolved language equations with different sets of operations are computationally universal,
let us compare this to the expressive power of resolved language equations with the same sets of operations. As
mentioned in Introduction, they form a hierarchy that includes context-free and linear context-free languages [2,10],
linear conjunctive [17,18] or trellis [9,20] languages, conjunctive languages [17,18] and ﬁnally the recursive, RE and
co-RE languages deﬁned by resolved equations with concatenation and all Boolean operations [19,22].
Two cases are missing: nothing is known about resolved language equations with intersection and concatenation,
whether linear or unrestricted. Since, as demonstrated in Theorem 5, these operations possess formidable descriptive
power when used in unresolved equations, the corresponding resolved equations are certainly worth investigation.
Their least and unique solutions are completely disappointing:
Theorem 7. The classes of languages representable by least and by unique solutions of resolved systems of language
equations with intersection and concatenation (whether linear or unrestricted) coincide. This class consists of the
empty set and all singleton languages {w} (w ∈ ∗).
For the proof, the following property comes very instrumental:
Lemma 9 (Uniqueness of assignment in resolved equations with ∩ and ·). Letbeanalphabet, letX = (X1, . . . , Xn)
be a vector of variables. Let X = (X) be a resolved system of language equations, where i contain variables from
X, arbitrary constant languages, and the operations of intersection and concatenation. Denote the vector k(∅, . . . ,∅)
by L(k). Then there do not exist i, p and q (1 in, 0 < q < p), such that ∅ = L(q)i = L(p)i .
Let us explain the situation that is claimed not to exist. Viewing the inﬁnite sequence {L(k)}∞k=0 as a computation,
which uses n language variables, ∅ = L(q)i = L(p)i means reassignment of the variable Xi : initially empty, and having
got a nonempty value at step q, it gets another value at step p. So the claim of Lemma 9 means uniqueness of assignment,
in the sense that every Xi either holds the value ∅ at every step of the computation, or it keeps ∅ until some step p1,
when it gets assigned some nonempty language, which it keeps thereafter. Note the difference with the case of union
and concatenation, in which the sequence {L(k)} can have inﬁnitely many distinct terms, as shown in the example
following Theorem 1.
Proof. Consider the more general notion of reassignment of an expression:  is said to be reassigned at step p > 0, if
there exists a number q (0 < q < p), such that ∅ = (L(q)) = (L(p)). Let us now prove that if an expression gets
reassigned, then so is at least one of its subexpressions:
Claim I. If  ∩  is reassigned at step p, then  or  are reassigned at step p.
Let ∅ = (L(q)) ∩ (L(q)) = (L(p)) ∩ (L(p)). The former inequation implies that both (L(q)) and (L(q))
are nonempty. The latter part shows that (L(q)) = (L(p)) or (L(q)) = (L(p)) (otherwise (L(q)) ∩ (L(q))
and (L(p)) ∩ (L(p)) would coincide). Assume, without loss of generality, that (L(q)) = (L(p)). Then we have
∅ = (L(q)) = (L(p)), i.e., a reassignment of  at step p.
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Claim II. If  is reassigned at step p, then  or  are reassigned at step p.
The proof is exactly the same as in the case of intersection. If∅ = (L(q))(L(q)) = (L(p))(L(p)), then∅ = (L(q))
and ∅ = (L(q)), and, on the other hand, (L(q)) = (L(p)) or (L(q)) = (L(p)). Hence,  or  is reassigned at
step p.
Claim III. A constant language LC cannot be reassigned at any step p.
Obvious, since LC(L(p)) = LC for any p0.
Claim IV. If Xi is reassigned at step p, then i is reassigned at step p − 1.
Let ∅ = L(q)i = L(p)i . Since L(q)i = i (L(q−1)) and L(p)i = i (L(p−1)) by the deﬁnition of the sequence, we obtain
∅ = i (L(q−1)) = i (L(p−1)), which exactly means a reassignment of i at the (p − 1)th step.
Now it is claimed that no variable Xi can ever get reassigned. The proof is by contradiction. Suppose some variables
get reassigned, i.e., ∅ = L(q)i = L(p)i for some 0 < q < p and 1 in. Let p be the smallest number for which this
takes place for some i and q, and consider the equation Xi = i .
By Claim IV, since Xi is reassigned at step p, i is reassigned at step p − 1. Going down by the structure of i
according to Claims I and II, we obtain smaller and smaller subexpressions of i that are reassigned at step p − 1,
ﬁnally arriving at an atomic expression, which has to be of the form LC or Xj . The former possibility is ruled out by
Claim III. So we obtain that Xj is reassigned at the (p − 1)th step, which contradicts the assumption that the earliest
reassignment took place at the pth step, and thus proves the lemma. 
Proof of Theorem 7. The uniqueness of assignment established in Lemma 9 means that all assignments are done in
a bounded number of steps (at most n steps, since there are only n variables to assign to), and the rest of the terms of
the sequence {k(∅, . . . ,∅)} are identical:
n+k(∅, . . . ,∅) = n(∅, . . . ,∅) = sup
n0
n(∅, . . . ,∅) (for all k0). (24)
So the least solution of a system X = (X) is of the form (24). Since every component of the vector n(∅, . . . ,∅)
is a ﬁnite combination of empty sets and singletons with intersection and concatenation, it is either the empty set or a
singleton itself, proving that nothing more can be speciﬁed by least solutions of such systems.
If a system has a unique solution, this solution is the least, and therefore is of the same form.
Every language from this degenerate family can be described by a unique (and hence by a least) solution of a single
equation: X = aX (for any a ∈ ) speciﬁes ∅, while X = w speciﬁes {w}. 
Theorem 8. The class of languages representable by greatest solutions of resolved systems of language equations with
intersection and linear concatenation consists of the empty set, all singletons and all ﬁnite intersections⋃ni=1 ui∗vi
(n1, ui, vi ∈ ∗).
In technical terms, this is the closure of {{w}, u∗v} under intersection, denoted by [{w}, u∗v]∩. It is a tiny subset
of the regular languages.
Proof. Let us ﬁrst prove that every component of the greatest solution of such a system is in [{w}, u∗v]∩. Suppose,
without loss of generality, that every equation in the system is of the form X = Y ∩ Z, X = bZ, X = Yc or X = .
In order to convert a system to this form, composite expressions can be decomposed by adding extra variables and
specifying subexpressions in separate equations; chain equations Xi = Xj (j = i) and self-loops Xi = Xi can
be written as Xi = Xj ∩ Xj or Xi = Xi ∩ Xi . Now, the proof is an induction on the number of variables in the
system.
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The basis is simple: if there is only one variableX, then an equationX = X∩X has the greatest solution∗ = ·∗ ·,
an equation X = bX or X = Xc has the unique solution ∅ = {} ∩ {a}, while an equation X =  has the unique
solution {}.
For the induction step, let (X1, . . . , Xn) be the vector of variables, and consider the graph of dependence of the
variables with the set of vertices X1, . . . , Xn, which contains an arc (Xi,Xj ) if and only if the right-hand side of
the equation for Xi contains Xj . Note that every graph has a vertex with no inbound arcs or a strongly connected
component with no inbound arcs coming from the outside. Consider each of these cases:
A source vertex: Let the vertex X1 have no incoming arcs. Then the equations for the rest of the variables are
Xi = i (X2, . . . , Xn) (2 in), and, by the induction hypothesis, the greatest solution (L2, . . . , Ln) of this system
consists of languages from [{w}, u∗v]∩.
Let X1 = (X2, . . . , Xn) be the equation for X1. Then the greatest solution of the whole system is ((L2, . . . , Ln),
L2, . . . , Ln), and it is easy to verify that its ﬁrst component is in [{w}, u∗v]∩ as required.
A strongly connected component with no inbound arcs: Let the ﬁrst m (1mn) variables of the system form a
strongly connected component in the graph. The equation for everyXi (1 im) in this strongly connected component
is
Xi = Xj ∩ Xk (1jm, 1km), (25a)
Xi = Xj ∩ Xt (1jm, m < tn), (25b)
Xi = bXj (b ∈ , 1jm) (25c)
or
Xi = Xjc (c ∈ , 1jm). (25d)
If m < n, then the equations for the remaining variables Xm+1, . . . , Xn do not refer to any of the ﬁrst n variables,
and hence are of the form Xi = i (Xm+1, . . . , Xn) (m < in). Then, by the induction hypothesis, all components
of the greatest solution (Lm+1, . . . , Ln) of this remainder are in [{w}, u∗v]∩. Otherwise, if m = n and the entire
graph is strongly connected, the induction hypothesis is not invoked and, for notational uniformity, (Lm+1, . . . , Ln) is
a well-deﬁned empty vector.
The ﬁrst claim is that if there is at least one equation of the form (25c) or (25d), then the greatest solution of
the system is (∅, . . . ,∅, Lm+1, . . . , Ln). It is easy to see that this is a solution. In order to prove that every solution
(L1, . . . , Lm,Lm+1, . . . , Ln) must have the ﬁrst m components empty, let Xp be the variable with the equation Xp =
bXq or Xp = Xqc, and let us ﬁrst establish that Lp = ∅. Supposing the contrary, let w be the shortest string in Lp,
and let us prove that no Li (1 im) contains any strings of length less than |w| (denoted by Li ⊆  |w|). This is
proved by induction on the length of the path from Xi to Xp in the graph as follows:
• The basis, i = p, holds because w is the shortest string in Lp.
• For the induction step, let the path from Xi to Xp be of length +1. If the equation for Xi is (25a), then, without loss
of generality, the path fromXj toXp has length , and, by the induction hypothesis,Lj ⊆  |w|, henceLi ⊆  |w|.
If the equation for Xi is (25b), then the path from Xj to Xp has length , Lj ⊆  |w| by the induction hypothesis
and thus Li ⊆  |w|.
If the equation for Xi is (25c), the induction hypothesis gives Lj ⊆  |w|, which implies Li = bLj ⊆  |w|+1 ⊆
 |w|. The case of (25d) is similar.
Since this claim holds for every Li , it holds, in particular, for Lq . So there are no strings shorter than w in Lq , and
therefore, there are no strings shorter than |w| + 1 in Lp, which contradicts the assumption of w ∈ Lp.
It has been proved that if the equation for Xp is Xp = bXq or Xp = Xqc, then Lp = ∅. This easily propagates to the
rest of the variables in the strongly connected component: using induction on the length of the path from Xi (1 im)
to Xp it can be shown that Li = ∅. The basis, Lp = ∅, is given. The induction step goes as for the previous claim: if
the path from Xi to Xp has length  + 1, then the path from Xj to Xp is of length , hence Lj is ∅ by the induction
hypothesis, and then each of the equations (25) implies that Li has to be empty.
Consider the remaining case, when the equation for every Xi (1 im) is (25a) or (25b). Let L˜ be the intersection
of all Lt corresponding to the equations of the form (25b), or let it be ∗ if all the equations are of the form (25a)
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Table 1
Expressive power of language equations
X =   = ;  ⊆ 
Unique Least Greatest Unique Least Greatest
∩, LIN· ∅, {w} ∅, {w} ∅, {w},∩ui∗vi Rec. RE co-RE
∩, · ∅, {w} ∅, {w} ? Rec. RE co-RE
∪, LIN· LinCF [10] LinCF [10] LinCF Rec. RE co-RE
∪, · CF [10] CF [10] CF Rec. RE co-RE
∪,∩, LIN· Lin.Conj. Lin.Conj. [18] Lin.Conj. Rec. RE co-RE
∪,∩, · Conj. Conj. [18] Conj. Rec. RE co-RE
∪,∩,∼, LIN· Rec. [22] RE [22] co-RE [22] Rec. [22] RE [22] co-RE [22]
∪,∩,∼, · Rec. [19,22] RE [22] co-RE [22] Rec. [22] RE [22] co-RE [22]
(note that in either case L˜ is in [{w}, u∗v]∩). Then the greatest solution of the system is claimed to be
(L˜, . . . , L˜, Lm+1, . . . , Ln). (26)
It is easy to see that (26) satisﬁes the system: (25a) becomes L˜ = L˜∩L˜, which is true, while (25b) turns into L˜ = L˜∩Lt ,
which holds because L˜ ⊆ Lt by its deﬁnition.
Let (L1, . . . , Lm,Lm+1, . . . , Ln) be any solution of the system. To show that the solution (26) is the greatest, it
sufﬁces to prove that Li ⊆ L˜ for all i (1 im). Suppose, the contrary, that for some Xp (1pm) there exists a
string w ∈ Lp\L˜. Then w ∈ Li for all i (1 im), which can be proved by induction on the length of the path from
p to i (note that this time the paths are being traced forward, not backwards).
• Basis: w ∈ Lp by assumption.
• Induction step: Let Xp be connected to some Xi by a path of length  and suppose w ∈ Li . If the equation for Li is
(25a), then w ∈ Li = Lj ∩Lk implies w ∈ Lj and w ∈ Lk . If the equation is (25b), then w ∈ Li = Lj ∩Lt implies
w ∈ Lj . All paths of length  + 1 are obtained in this way.
Since w ∈ Li for all i (1 im), w ∈ Lt for every equation of the form (25b). Therefore, by the construction of L˜, w
has to be in L˜, which contradicts its choice.
It remains to prove that every intersection of {w}w∈∗ and u∗v can be speciﬁed by a greatest solution of such a
system. That is trivial: a system of two equations X = w1 ∩ · · · ∩wk ∩ u1Yv1 ∩ · · · ∩ uYv (k, 0) and Y = Y has
the required greatest solution. 
The case of greatest solutions of resolved systems with intersection and unrestricted concatenation turns out to be
harder to deal with. A result similar to Theorem 8 can be expected:
Conjecture 1. The class of languages representable by greatest solutions of resolved systems of language equations
with intersection and concatenation and with the set of constant languages C ⊆ 2∗ equals the closure of C ∪ {∗}
under intersection and concatenation.
In particular, for the standard set of constant languages C = {{a}a∈, {}}, greatest solutions of these equations are
conjectured to specify the closure of {{a}a∈, {},∗} under intersection and concatenation, which is a proper subset
of regular languages. To be more speciﬁc, this is a proper subset of star-free regular languages [26,23], or, yet more
precisely, it is located between the levels zero and 12 of the dot-depth hierarchy of star-free languages [1,23].
This conjecture is left as an open problem. Note that the approach of Lemma 9 will not work in this case, since the
sequence (∗, . . . ,∗) can contain inﬁnitely many distinct terms (consider X = aX with the greatest solution ∅).
The classes of languages speciﬁed by various types of language equations are listed in Table 1. Resolved equations
with different sets of operations form a rather elaborate hierarchy discussed in the Introduction, while the corresponding
types of unresolved equations might appear identical. This is not so (cf. Table 2), and the next section reveals essential
differences between them.
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4. Decision problems
4.1. Solution existence and uniqueness
For any class of language equations, consider the following two decision problems: “Given a system from this class,
determine whether it has at least one solution’’ (existence problem) and “Given a system from this class, determine
whether it has a unique solution’’ (uniqueness problem).
For resolved systems with union, intersection and (linear) concatenation, the solution existence problem is trivial
by Theorem 1, as every system has solutions. For resolved systems that additionally allow a complement operation,
this problem becomes nontrivial and in fact co-RE-complete [19]. The solution uniqueness problem for such systems
is known to be 2-complete [19].
In order to state these results, which will be extended to unresolved systems below, some simple terminology has to
be introduced. A language L is said to be closed under substrings if all contiguous substrings of any string w ∈ L are
also in L. Two languages L1, L2 ⊆ ∗ are said to be equal modulo a language M ⊆ ∗ if L1 ∩ M = L2 ∩ M; this is
denoted byL1 = L2 (mod M).L1 is a subset ofL2 moduloM ifL1∩M ⊆ L2∩M . For a system of language equations
or inequalities in variables (X1, . . . , Xn), a vector of languages (L1, . . . , Ln) is said to be its solution moduloM, if each
equation or inequality of the system satisﬁes is modulo M by this vector: i (L1, . . . , Ln) = i (L1, . . . , Ln) (mod M)
for all i, if the system is i = i (1 im).
Theorem 9 (Criterion of solution existence [19,22]). A system with all Boolean operations and concatenation has a
solution if and only if for every ﬁnite language M closed under substrings there exists a solution modulo M.
Theorem 10 (Criterion of solution uniqueness [19,22]). A system with all Boolean operations and concatenation has
a unique solution if and only if for every ﬁnite language M closed under substrings there exists a ﬁnite language
M ′ ⊇ M closed under substrings, such that there exists at least one solution of the system modulo M ′, and all the
solutions modulo M ′ are equal modulo M.
The existence criterion is actually a ﬁrst-order formula with one universal quantiﬁer, while the uniqueness criterion
uses two quantiﬁers. These results were used to prove the respective co-RE-completeness and 2-completeness of
these problems for systems with union, intersection and concatenation, resolved [19,22] and unresolved [22]. Let us
extend these results to unresolved systems with limited sets of operations.
Theorem 11. For each of the classes of language equations listed in Theorem 6:
1. The set of those that have solutions is co-RE-complete.
2. The set of those that have a unique solution is 2-complete.
Proof. The membership of both problems in the corresponding classes is known from the similar results on the more
general systems with union, intersection, complement and concatenation [19,22]. Let us prove the hardness claim for
each case, which will be an improvement over the mentioned results [19,22], since the systems we now consider have
much more limited expressive means.
Solution existence: Proved by a reduction from the co-RE-complete Turing machine emptiness problem, stated as:
“Given a Turing machine M, determine whether L(M) = ∅’’.
Note that the equality L(T ) = ∅ holds if and only if
VALC(T ) = ∅. (27)
Then it sufﬁces to specify the language VALC(T ) using the method of Theorem 3, obtaining a system with the unique
solution (L1, . . . , Ln), where L1 = VALC(T ), and augment this system with a single equation aX1 = X1, which
would require precisely (27). If L(T ) = ∅, (L1, . . . , Ln) = (∅, L2, . . . , Ln) is a solution of the augmented system as
well. If L(T ) = ∅ and thus L1 = ∅, the augmented system has no solutions.
Solution uniqueness: Reduction from the Turing machine universality problem, “Given a Turing machine M with an
input alphabet , determine whether L(M) = ∗’’, which is known to be 2-complete.
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As in Theorem 4 or in Theorem 5, construct a system in variables (Z, V,X1, . . . , Xn) with the set of solutions
{(L,L	∗, L1, . . . , Ln) | L(T ) ⊆ L}. Couple it with an additional restriction L ⊆ ∗; formally, the language ∗ can
be speciﬁed by equations for a separate variable W , and then the additional equation would be Z ⊆ W . The solution
of the resulting system is unique if and only if the bounds on L are tight, i.e., L(T ) = ∗. 
4.2. Solution minimality and maximality
Another type of decision problems is to determine whether there is the least or the greatest among the solutions of
a given system, where vectors of languages are partially ordered by componentwise inclusion. In view of Theorem 1,
these properties are trivial for resolved systems with union, intersection and concatenation. On the other hand, they
can easily be seen to be nontrivial for resolved systems that allow the use of complement. As a decision problem, each
of them is known to be 2-complete for resolved or unresolved equations with union, intersection, complement and
linear concatenation [22].
For unresolved equations with union and linear concatenation or with intersection and linear concatenation it has just
been proved (Theorem 6) that their least and greatest solutions deﬁne exactly the RE and the co-RE sets, respectively.
In this section, the issue of existence of these extremal solutions is investigated for different classes of unresolved
language equations, and the exact complexity of the corresponding decision problems is established.
Let us start from a few simple examples of systems that do or do not have least or greatest solutions.A single equation
XY =  with two variables has the unique solution X = Y = {}, which is at the same time the least and the greatest.
On the other hand, a very similar equation XY = a has exactly two solutions, ({a}, {}) and ({}, {a}), and these two
solutions are incomparable, so there is neither a least nor a greatest solution. Another equation XY = ∗ has inﬁnitely
many solutions, among which there is the greatest, (∗,∗), but none of them is the least: indeed, since both ({},∗)
and (∗, {}) are solutions, the supposed least solution should be at most ({}, {}), which is insufﬁcient to make the
concatenation equal to ∗. One more equation, XY = ∅, also has inﬁnitely many solutions, of which (∅,∅) is the least,
but there is no greatest solution, because the solutions (∅,∗) and (∗,∅) are majorized only by (∗,∗), which does
not satisfy the equation. Finally, the equation XY = YX has inﬁnitely many solutions, which form an intricate structure
[13], but the least and the greatest of them are just (∅,∅) and (∗,∗).
Some classes of unresolved language equations that are guaranteed to have a greatest solution have been previously
studied [4,13]. A single equation XL0 = L0X has a greatest solution for every constant language L0 [13, Lemma
2]. Any unresolved system of equations with union and one-sided concatenation also always has a greatest solution
[4, Theorem 3]. Let us prove a straightforward generalization of these facts:
Lemma 10. Consider an unresolved system of equations/inequalities with union and linear concatenation over an
alphabet  and in variables (X1, . . . , Xn). Then for every set {L(i)}i∈I of solutions of this system (where I is an
arbitrary nonempty index set, possibly inﬁnite and even uncountable, and L(i) = (L(i)1 , . . . , L(i)n ) for all i ∈ I ), the
componentwise union (
⋃
i∈I L
(i)
1 , . . . ,
⋃
i∈I L
(i)
n ) of these solutions is also a solution.
Similarly, for every unresolved system with intersection and linear concatenation, the componentwise intersection
(
⋂
i∈I L
(i)
1 , . . . ,
⋂
i∈I L
(i)
n ) of every nonempty set of solutions {L(i)}i∈I of the system is its solution as well.
Proof. Let us prove the former claim. First, for every expression  that uses union and linear concatenation and for
every nonempty set {L(i)}i∈I of n-tuples of languages, the following can be proved by induction on the structure
of :

(⋃
i∈I
L
(i)
1 , . . . ,
⋃
i∈I
L(i)n
)
= ⋃
i∈I
(L(i)1 , . . . , L
(i)
n ). (28)
Basis: If  = Xj , then (28) reads⋃i∈I L(i)j = ⋃i∈I L(i)j , which is true.
If  = L0 for any constant language L0 ⊆ ∗, (28) becomes L0 = ⋃i∈I L0, also true.
Induction step: Denote L = (⋃i∈I L(i)1 , . . . ,⋃i∈I L(i)n ); it has to be proved that (L) = ⋃i∈I (L(i)), assuming
that the same holds for all subexpressions of .
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Let  =  ∪ . By the induction hypothesis, (L) = ⋃i∈I (L(i)) and (L) = ⋃i∈I (L(i)). Then
(L) = (L) ∪ (L) = ⋃
i∈I
(L(i)) ∪ ⋃
i∈I
(L(i)) = ⋃
i∈I
((L(i)) ∪ (L(i))) = ⋃
i∈I
(L(i)).
If  = b (b ∈ ∗), then (L) = ⋃i∈I (L(i)) by the induction hypothesis, and
(L) = b(L) = b
(⋃
i∈I
(L(i))
)
= ⋃
i∈I
b(L′) = ⋃
i∈I
(L(i)).
The case  = c is proved identically.
Now, let the system be of the form j (X1, . . . , Xn) ⊆ j (X1, . . . , Xn) (1jm), where all j ,j contain union
and linear concatenation. If all vectors {L(i)}i∈I are its solutions, then j (L(i)) ⊆ j (L(i)) for all i ∈ I , and therefore⋃
i∈I j (L(i)) ⊆
⋃
i∈I j (L(i)) Consider L = (
⋃
i∈I L
(i)
1 , . . . ,
⋃
i∈I L
(i)
n ), the componentwise union of L(i). Using
the equality (28) twice, we obtain j (L) =
⋃
i∈I j (L(i)) ⊆
⋃
i∈I j (L(i)) = j (L), and hence L is a solution of the
system.
The second case of the lemma is proved similarly: for any  with intersection and linear concatenation,

(⋂
i∈I
L
(i)
1 , . . . ,
⋂
i∈I
L(i)n
)
= ⋂
i∈I
(L(i)1 , . . . , L
(i)
n ), (29)
can be proved by induction on the structure of, whichwould imply that a componentwise intersection of any nonempty
set of solutions must be a solution. 
From Lemma 10 there follows a condition for solution minimality and maximality for these classes of language
equations:
Theorem 12. If an unresolved system with union and linear concatenation has solutions, then there is a greatest
among them. If an unresolved system with intersection and linear concatenation has solutions, then there is a least
among them.
Note that Lemma 10 essentially uses the linearity of concatenation, and the condition of linearity in Theorem 12
cannot be lifted: the single equationXY = a discussed above uses unrestricted concatenation and noBoolean operations
at all, and already has neither a least nor a greatest solution. The limits of the applicability of Theorem 12 actually mark
the borderline between co-RE- and 2-completeness of these decision problems.
Theorem 13. For each of the classes of language equations listed in Theorem 6:
1. The set of those that have a least solution is 2-complete, with the exception of the case of equations/inequalities
with intersection and linear concatenation, where it is co-RE-complete.
2. The set of those that have a greatest solution is2-complete, with the exception of the case of equations/inequalities
with union and linear concatenation, where it is co-RE-complete.
Proof. All problems are in 2 by the known results on the more general classes of language equations [22]. Thus for
those of them that are 2-complete it remains to prove their 2-hardness.
Minimality, the case of union and linear concatenation: The problem is 2-complete. Its 2-hardness is proved by
a reduction from Turing machine universality problem.
Like in Theorem 5 (the case of a least solution), construct a system in variables (Z, V,X1, . . . , Xn)
with the set of solutions {(L,L	∗, L1, . . . , Ln) | L(T ) ⊆ L}. Then add a new variable Y and add the equations
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specifying the restriction Z ∪ Y = ∗. The system thus obtained has the following set of solutions:
{(L,L	∗, L1, . . . , Ln, L′) | L(T ) ⊆ L,L ∪ L′ = ∗}. (30)
If L(T ) = ∗, then L is ﬁxed at ∗, while L′ can be any subset of ∗; as a result, the least among the solutions is
(∗,∗	∗, L1, . . . , Ln,∅).
IfL(T ) = ∗, then (L(T ), L(T )	∗, L1, . . . , Ln,∗\L(T )) and (∗,∗	∗, L1, . . . , Ln,∅) are two incomparable
solutions in (30), while no vector that is less than both of these can be a solution of the system, because it would have
to be (L(T ), L(T )	∗, L1, . . . , Ln,∅) or less, and thus L∪L′ would be less than ∗. Hence, there is no least solution.
This shows the correctness of the reduction.
Minimality, the case of intersection and linear concatenation:This problem is co-RE-complete,which is the exception
mentioned in part 1 of this theorem’s claim. Indeed, by Theorem 12, such a system of language equations has a least
solution if and only if it has solutions. Thus, the relevant result of Theorem 11 gives co-RE-completeness of this
problem.
Minimality, the case of intersection and unrestricted concatenation: The 2-hardness of this problem is proved by
reducing the Turing machine universality problem.
Construct a system in variables (Z, V,X1, . . . , Xn) with the set of solutions {(L,L	∗, L1,
. . . , Ln) | L(T ) ⊆ L}, introduce three new variables, Y, A and B, and add the following || + 2 equations:
aZ ⊆ Y (for some arbitrarily chosen a ∈ ), (31a)
b∗ ⊆ Y (for all b ∈ \{a}), (31b)
 ⊆ Y, (31c)
YAB = ∗ (31d)
(as always, it is formally assumed that ∗ is deﬁned by some other variable W using the method of Theorem 2, while
the actual equation (31d) takes form YAB = W , and each (31b) is written as bW ⊆ Y ).
Suppose L(T ) = ∗. Then the variable Z is ﬁxed at ∗, hence Y is ﬁxed at ∗ as well, while the variables A,B
can assume any values, as long as the condition (31d) is met. A = B = {} satisﬁes this condition, while any
attempts to reduce these languages lead to A = ∅ or B = ∅, and hence the left-hand side of (31d) is reduced
to ∅, failing the condition. Therefore, in this case (∗,∗	∗, L1, . . . , Ln,∗, {}, {}) is the least solution of the
system.
If L(T ) = ∗, then L(T ) is the least possible value of Z, hence L′ = aL(T ) ∪⋃b =a b∗ ∪ {} is the least possible
value of Y. Note that L′ = ∗, since there exists w /∈ L(T ), and hence aw /∈ L′. Following are two incomparable
solutions of the system:
(L(T ), L(T )	∗, L1, . . . , Ln, L′,∗, {}) (32a)
and
(L(T ), L(T )	∗, L1, . . . , Ln, L′, {},∗). (32b)
If the system had a least solution, it would be less than the minimum of (32),
(L(T ), L(T )	∗, L1, . . . , Ln, L′, {}, {}). (33)
However, L′ · {} · {} ⊂ ∗, and hence for every vector of languages less or equal than (33), the condition (31d) would
be violated. This shows that in the case L(T ) = ∗ the system would not have a least solution, which completes the
proof of the correctness of the reduction.
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It must be noted that the use of nonlinear concatenation Y ·A·B in (31d) is essential: if only linear concatenation were
used, the system would fall under the previous case and the problem would descend one level lower in the arithmetical
hierarchy.
Maximality, the case of union and linear concatenation: Being co-RE-complete, this decision problem constitutes
the other exception stated in the claim of this theorem. The result follows from Theorems 12 and 11.
Maximality, the case of union and unrestricted concatenation: The problem is 2-complete, proved by another
reduction from the Turing machine universality problem.
As in the second case of Theorem 4, consider a system in variables (Z, V,X1, . . . , Xn) with the set of solutions
{(L,L	∗, L1, . . . , Ln) | L ⊆ ∗\L(T )}. Add two new variables, A and B, bound by the following equation:
Z$ ∪  = AB, (34)
where $ is a symbol not in .
If L(T ) = ∗, then Z has to be ∅, while the condition (34) means that AB = {}, which uniquely determines the
values of A and B as A = B = {}. Hence, the system has the unique solution (∅,∅, L1, . . . , Ln, {}, {}), which is,
obviously, its greatest solution.
Assume that L(T ) = ∗, and let L = ∗\L(T ); note that L = ∅. Then
(L,L	∗, L1, . . . , Ln, L$ ∪ {}, {}) (35a)
and
(L,L	∗, L1, . . . , Ln, {}, L$ ∪ {}) (35b)
are among the solutions of the system. If we suppose that the system has a greatest solution, then it has to be greater than
both (35a) and (35b), and thus the values of A and B in this greatest solution should be A ⊇ L$∪{} and B ⊇ L$∪{}.
Therefore, AB ⊇ L$L$ ∪ L$ ∪ {}, and hence, according to (34), L$L$ ⊆ L$, which is a contradiction, since there
exists w ∈ L, while w$w$ /∈ L$.
The correctness of the reduction has been proved; the use of nonlinear concatenation in (34) is again essential.
Maximality, the case of intersection and linear concatenation: 2-complete; yet another reduction from the Turing
machine universality problem.
Construct a system invariables (Z, V,X1, . . . , Xn)with the set of solutions {(L,L	∗, L1, . . . , Ln)|L ⊆ ∗\L(T )}.
Add a new variable Y and the following equations:
Z ∩ Y = ∅, (36a)
Y ⊆ ∗. (36b)
The set of solutions of the resulting system is
{(L,L	∗, L1, . . . , Ln, L′) | L ⊆ ∗\L(T ), L′ ⊆ ∗, L ∩ L′ = ∅}. (37)
If L(T ) = ∗, then L has to be ∅, while L′ can be any subset of ∗ disjoint with L, i.e., any subset of ∗. So, the
greatest solution among (37) is (∅,∅, L1, . . . , Ln,∗).
If L(T ) = ∗, then two of the solutions in (37),
(∗\L(T ), (∗\L(T ))	∗, L1, . . . , Ln, L(T )) (38a)
and (∅,∅, L1, . . . , Ln,∗), (38b)
are incomparable. If the system is supposed to have a greatest solution, it must be greater than both (38a) and (38b),
i.e., greater or equal to (∗\L(T ), (∗\L(T ))	∗, L1, . . . , Ln,∗). But any such solution would violate (36a), since
L(T ) = ∗ and thus (∗\L(T )) ∩ ∗ = ∅. 
Besides characterizing the complexity of these decision problems, Theorem 13 has a noteworthy corollary that
asserts the impossibility of certain direct simulations similar to Propositions 1 and 2, thus ﬁnally exposing fundamental
differences in the descriptive means of these classes of unresolved language equations.
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Corollary 1. Let (X1, . . . , Xn) be a vector of variables, and let us call two systems in these variables equivalent if
they have the same set of solutions. Then there is no algorithm to convert
1. An unresolved system with union and concatenation to an equivalent unresolved system with union and linear
concatenation.
2. An unresolved system with intersection and concatenation to an equivalent unresolved system with intersection and
linear concatenation.
3. An unresolved system with union and linear concatenation to an equivalent unresolved system with intersection
and linear concatenation, or vice versa.
Indeed, each of these supposed transformations would reduce a 2-complete solution minimality or maximality
problem to a problem in co-RE, which is impossible, since the arithmetical hierarchy is strict.
4.3. Comparison with the resolved case
Let us compare the complexity of decision problems for unresolved language equations, obtained in Theorems 11
and 13, to the similar properties of resolved systems. For resolved systems with monotone operations, solution
existence, minimality and maximality problems are trivial, since every such system has a least and a greatest solution
by Theorem 1. However, as we shall now see, the solution uniqueness problem is still undecidable even for the very
simple resolved systems with union and linear concatenation:
Theorem 14. The set of resolved systems of language equations with union, intersection and concatenation that have a
unique solution is co-RE-complete. The same result holds for systems with union, intersection and linear concatenation;
with union and concatenation; with union and linear concatenation.
Although undecidable, this is still a certain improvement over the 2-completeness result of Theorem 11. In order
to prove Theorem 14, a technical result have to be established ﬁrst.
Lemma 11. LetX = (X) be a resolved monotone system of language equations. LetL = (L1, . . . , Ln) be a solution
modulo someMclosed under substrings, assumeLi ⊆ M .Then sup{k(L)}∞k=0 is a solution of the system that coincides
with L modulo M.
Proof. The proof is very similar to the (omitted) proof of Theorem 1.
The ﬁrst claim is that the sequence {k(L)}∞k=0 increases, i.e., k(L)k+1(L) for every k0. This is proved by
induction on k. The basis,L(L), follows from the fact thatL is a solutionmoduloM, and henceL = (L) (mod M),
while L = (∅, . . . ,∅)(L) (mod M). The induction step is immediate by the monotonicity of : k−1(L)k(L)
implies (k−1(L))(k(L)), proving the claim.
The second claim is that the least upper bound L′ = sup{k(L)} is a solution of the system. By the continu-
ity of  [2,18], (L′) = (sup{k(L)}) = sup{(k(L))} = L′, where the last equality comes from the ob-
servation that {k(L)} and {(k(L))} are actually the same sequence and thus their least upper bounds have to
coincide.
It remains to demonstrate that L′ = L (mod M). This comes from the fact that every term k(L) of the sequence
{k(L)} equals L modulo M, which is established by yet another induction on k: the basis, L = L (mod M), is true;
in the induction step, assuming that k(L) = L (mod M), it follows that k+1(L) = (k(L)) = (L) (mod M),
while (L) = L (mod M), because L is a solution modulo M. 
The next theorem is worth being compared to the similar assertion for the general case of language equations
(Theorem 10).
Theorem 15 (Criterion of solution uniqueness for resolved monotone systems). A resolved system of language equa-
tions with union, intersection and concatenation has a unique solution if and only if it has a unique solution modulo
every ﬁnite language closed under substrings.
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Proof. ⇒© Let a system have a unique solution, and suppose that it has two distinct solutions modulo some ﬁnite M
closed under substrings, L′ and L′′. Then, by Lemma 11, these two solutions can be extended to distinct solutions of
the system, which contradicts the assumption of solution uniqueness.
⇐© If a system has a unique solution modulo every M, this implies that for every M there exists M ′ = M , such that
all solutions modulo M ′ are equal modulo M. By the criterion of solution uniqueness for systems of a more general
form (Theorem 10), the solution of the system is unique. 
With this criterion established, the promised result on the complexity of the uniqueness problem can now be proved.
Proof of Theorem 14. Membership in co-RE (∪,∩, ·). Given by Theorem 15.
Co-RE-hardness (∪, LIN·). Reduction from the universality problem for linear context-free grammars, stated as “Given
a linear context-free grammar G over an alphabet , determine whether L(G) = ∗’’.
First, transform G to linear normal form [11] and then write it down as a system of language equations Xi = i
(1 in for some n), such that the ﬁrst component L1 of its unique solution (L1, . . . , Ln) equals L(G). Construct the
system
Z = Z ∪ X1, (39a)
X1 = 1(X1, . . . , Xn)
...
Xn = n(X1, . . . , Xn)
⎫⎪⎬
⎪⎭
The system
constructed out of G. (39b)
The set of solutions of (39) is {(L,L1, . . . , Ln) |L ⊇ L1}. Hence, the solution is unique if and only if L1 = ∗, which
completes the reduction and proves the theorem. 
Finally, the solution uniqueness problem for resolved systems with intersection and concatenation has an effective
solution:
Theorem 16. There exists an algorithm to determine whether a given resolved system of language equations with
intersection and concatenation has a unique solution.
Proof. ByTheorem7, the components of a unique solution of such a system are empty sets and singletons; the algorithm
will actually compute the unique solution, if it exists. Let the equations of the system be of the form X = Y ∩ Z,
X = YZ , X = a and X = . Using the inductive approach of Theorem 8, the algorithm reduces the computation of the
solution of a system to the same problem for a system with fewer variables.
Basis: If there is only one variable with an equation X = X ∩ X or X = XX, then there exist multiple solutions; if
the sole equation is X = a or X = , its unique solution is {} or {a}, respectively. For the induction step, let the vector
of variables be (X1, . . . , Xn) and consider the graph of variable dependence, deﬁned as in the proof of Theorem 8.
Again, consider the cases of a vertex or a strongly connected component with no incoming arcs.
A source vertex: If the vertex X1 has no incoming arcs, then check whether the system Xi = i (X2, . . . , Xn)
(2 in) has a unique solution. If it does not, then the whole system also has multiple solutions, and the algorithm
terminates. Otherwise, let (L2, . . . , Ln) be this solution, comprised of empty sets and singletons. Then the unique
solution of the whole system is ((L2, . . . , Ln), L2, . . . , Ln), where X1 = (X2, . . . , Xn) is the equation for X1.
A strongly connected component with no inbound arcs: If the ﬁrstm variables of the system form a strongly connected
component in the graph, such that the rest of the equations are Xi = i (Xm+1, . . . , Xn) (m < in), then test this
system of n − m equations for solution uniqueness. If it has multiple solutions, reject, otherwise let (Lm+1, . . . , Ln)
be the computed unique solution. For the case m = n, (Lm+1, . . . , Ln) can be formally assumed to be a unique empty
vector.
The equation for every Xi(1 im) in this strongly connected component is Xi = Xj ∩ Xk , Xi = XjXk
(1j, km), Xi = Xj ∩ Xt , Xi = XtXj or Xi = XjXt (1jm, m < tn). If there exists an equation
Xi = XtXj or Xi = XjXt , there are two cases to consider: if Lt = {}, then this equation can be equivalently rewritten
as Xi = Xj ∩ Xj . On the other hand, if Lt = ∅ or Lt = {w} for w ∈ +, then the unique solution of the system
is (∅, . . . ,∅, Lm+1, . . . , Ln): for Lt = ∅, evidently, Xi has to be empty, and its emptiness propagates throughout the
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Table 2
Complexity of decision problems (complete for the speciﬁed classes)
X =   = ;  ⊆ 
∃ sol. ∃! sol. ∃ min ∃ max ∃ sol. ∃! sol. ∃ min ∃ max
∩, LIN· Trivial Decidable Trivial co-RE 2 co-RE 2
∩, · Trivial Decidable Trivial co-RE 2 2 2
∪, LIN· Trivial co-RE Trivial co-RE 2 2 co-RE
∪, · Trivial co-RE Trivial co-RE 2 2 2
∪,∩, LIN· Trivial co-RE Trivial co-RE 2 2
∪,∩, · Trivial co-RE Trivial co-RE 2 2
∪,∩,∼, LIN· co-RE [22] 2 [22] 2 [22] co-RE [22] 2 [22] 2 [22]
∪,∩,∼, · co-RE [19] 2 [19] 2 [22] co-RE [22] 2 [22] 2 [22]
strongly connected component, while for Lt = {w} the argument using the length of the shortest string from the proof
of Theorem 8 is directly applicable.
Now, it can be assumed that each equation is Xi = Xj ∩ Xk , Xi = XjXk or Xi = Xj ∩ Xt . Obviously,
(∅, . . . ,∅, Lm+1, . . . , Ln) (40)
is a solution of the system: the question is whether there are any other solutions. Consider all equations Xi = Xj ∩Xt
that refer to variables outside of this strongly connected component. If there are none, then (∗, . . . ,∗, Lm+1, . . . , Ln)
is another solution of the system, and the algorithm can terminate.
So assume there exists an equation of the form Xi = Xj ∩ Xt and suppose the system has another solution
(L′1, . . . , L′m,Lm+1, . . . , Ln) (41)
besides (40). Then each L′i must be nonempty, because the emptiness of any of them implies the emptiness of the rest
by the strong connectivity, and thus for the equation Xi = Xj ∩ Xt there should be Li = Lt = {w}.
Let Mw be the set of substrings of w and compute all solutions of the system modulo Mw. If there are multiple
solutions modulo Mw, then the system has multiple solutions by Theorem 15. If no solutions modulo Mw besides (40)
are found, this means that the system does not have a solution of the form (41), such that w ∈ L′i , and hence, by the
argument above, the solution (40) is unique. 
The complexity of main decision problems for various types of language equations is presented in Table 2. Together
with the raw information on the classes of representable languages given in Table 1, these results tell a lot about the
differences between these equations.
Resolved language equations can be classiﬁed into three types: trivial monotone with decidable solution unique-
ness problem and very limited descriptive power, nontrivial monotone with co-RE-complete uniqueness problem and
descriptive power roughly comparable to context-free grammars, and nonmonotone with 2-complete uniqueness
problem, which are computationally universal.
Unresolved language equations considered in this paper are all computationally universal, but the simplest of them,
thosewith one Boolean operation and linear concatenation, have a co-RE-completeminimality ormaximality problem,
which makes them slightly easier than the rest. Those with union, intersection and at least linear concatenation are
certainly as hard as the most general type of systems, because they can directly simulate complement. Unresolved
equations with one Boolean operation and unrestricted concatenation stand in between: although all of their decision
problems considered so far are as hard as in the most general case, no direct technique to simulate complement has
been found, and thus some differences so far unnoticed could still exist.
5. Conclusion
The properties of unresolved counterparts of the relatively well-studied resolved language equations have been
determined, thus making a contribution to the abstract theory of language equations.
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In particular, single language equations of the form
u1Xi1v1 ∪ · · · ∪ umXimvm = y1Xj1z1 ∪ · · · ∪ ynXjnzn ∪ w (42)
were found to be computationally universal. It is interesting to note that the main difference between (42) and the
equations recently used by Baader and Küsters [3,4] to represent uniﬁcation of terms in description logic lies in the
use of two-sided and one-sided linear concatenation, respectively. While the greatest solutions of the equations of
Baader and Küsters are exactly the regular languages, the greatest solutions of (42) are exactly the co-RE languages,
an interesting and sudden blowup in the expressive power. It would be worthwhile to consider the expressive power
and the decision problems of more limited cases of unresolved language equations that would perhaps produce some
language families located in between.
First, there is the case of unresolved language equations with concatenation only and without any Boolean opera-
tions [13], possibly with concatenation replaced by other word operations [14]. An unexpected method of achieving
computational universality in such equations has very recently been discovered by Kunc [15]. One can also study
these equations augmented with some Boolean operations that can simulate neither union nor intersection, such as
complement or symmetric difference.
Second, unresolved language equations with one-sided concatenation and with various sets of Boolean operations
could be considered. While the case of union has been completely studied by Baader and Küsters [4], the other cases
remain to be investigated.Their unique, least and greatest solutionsmust be regular in all cases, since they are expressible
in Rabin’s monadic second-order logic on inﬁnite trees [24], but the complexity of different decision problems is open.
Finally, some very basic problems for language equations have never been considered. Such is, for instance, the
problem of testing whether two given equations or systems thereof have the same set of solutions. What is its hardness
for different families of equations? Could it be decidable for any nontrivival family?
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