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Abstract
Starting from an (m+1)×(n+1)matrix A one can construct (m+ p+1)×(n+1)(p+1) block Toeplitz matrices T ρA (p), p ≥ 0,
based on the rows of A. The connections between the ranks of the two matrices is studied by comparing the corresponding vector
spaces of row relations R and R(p). A main tool are the Hankel matrices with rows in R. The dimension of R(p) is determined
in terms of geometric invariants attached to the Hankel matrices with rows in R. The study of Hankel r -planes of Pm , for r ≥ 1,
turns out to be very useful and interesting in itself since they constitute a subvariety of the Grassmannian G(r,m).
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In a previous paper [6] we considered the problem of describing the multiplicative structure of the Rao module
M(C) = H1∗ (P3,IC ) =
⊕
n≥0
Mn
of a curve C lying on a smooth quadric Q ⊆ P3. This means to give, for any form Γ of degree m, the rank of the
linear map “product by Γ ”
Mn
·Γ−→Mn+m .
Since any form of degree m in k[x0, x1, x2, x3] gives a curve of type (m,m) lying on Q (see below Remark 2.6),
the above multiplication map can be described starting from the matrix A representing Γ as a curve on Q. In [6] we
solved the problem of describing the multipicative structure when m = 1, 2 and we gave a complete description of
the matrix M associated to this map with respect to suitable bases of Mn and Mn+m . It turns out that M is a matrix
which can be seen as a block matrix. Each block is a horizontal strip, i.e. it has the same number of columns as M ,
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having the same rank as a certain block Toeplitz matrix T ρA (p) constructed from the rows of A (see Section 2 for the
definition; here ρ stands for row).
Here, in order to study the rank of M , we try to understand how the rank of A affects the rank of T ρA (p). More
precisely, we consider the same problem in a more general context: starting from a rectangular matrix A ∈ km+1,n+1
we construct T ρA (p) for any p ≥ 0, and study the connections between the rank of A and of T ρA (p). We found that the
problem is not trivial and requires a deep knowledge of the vector space RA ⊆ km+1 of the relations among the rows of
A. A surprising fact is that the connection between the ranks of A and of T ρA (p) strongly involves the standard rational
normal curves XN , which are defined, in any PN , as the locus of the points (λN , λN−1µ, . . . , µN ). In particular the
connection involves the s-planes meeting XN in s + 1 points. In this paper we have studied the relations among the
rows of the matrices involved since this is the situation which occurred in [6]. But, of course, similar methods work
using the columns and their relations.
After giving some definitions and preliminary results, in Section 3 we find out the connection between the ranks
of A and T ρA (p). Main results are Proposition 3.6 and Theorem 3.7, which give the number of independent Hankel
matrices contained in pir = P(RA). This number is the dimension of the kernel of a matrix Sp(pir ), this being also the
dimension of the relevant vector space of Hankel matrices having p+ 1 rows in RA. Hence, setting dimk RA = r + 1,
we have rank T ρA (p) = m + p + 1− dimk RA(p) = m + pr − r + rank Sp(pir ) ≥ m + p − r .
We define (Definition 4.1) as Hankel the s-planes which contain s + 1 points whose coordinates are rows of a
Hankel matrix and explore some interesting properties of Hankel planes using Theorem 3.7 as a main tool. They are
strictly related to the standard rational normal curve Xm ⊆ Pm : the projectivities ω = τ (m) of Pm which map Xm into
itself (see Proposition 4.7) are just those that send Hankel s-planes into Hankel s-planes (Theorem 4.8). Hence the
subvariety of Hankel s-planes in the Grassmannian G(s,m) ⊆ PN is invariant under the action of the projectivities of
PN induced by projectivities of Pm of type τ (m).
Theorem 4.10 ties the rank of a Hankel matrix built from coordinates of a Hankel plane pis ⊆ Pm to whether pis is
contained in some h-plane secant to Xm .
Theorem 4.13 summarizes our knowledge on the dimensions of the spaces R( j) of relations among the rows of
T ρA ( j). These dimensions were exactly computed in Theorem 3.7; here we see that, if dim R(1) < dim R, they are
a sequence which strictly decreases for p steps, and then stabilizes to s + 1, this number being the cardinality of
pir ∩ Xm . This result depends on a procedure based on the Hankel s-planes contained in pir , the most important
being those which are skew to Xm . The second part of Theorem 4.13 reports the results of a second procedure which
gives bounds to dim R( j) only in terms of the knowledge of the maximal independent Hankel j-planes contained
in pir .
In Section 4.1 we particularly study the Hankel lines of Pm : we determine the 3-dimensional cone HP (1,m) ⊆ Pm
locus of the Hankel lines passing through a fixed point P (Proposition 4.16), and its sections with secant s-planes
(Proposition 4.17).
2. Preliminaries
In this section we give the basic notation and definitions that will be used in the sequel. Throughout this paper k
will be an algebraically closed field of characteristic zero. Given a matrix
A =

A0
A1
...
Am
 = (A0 . . . An) ∈ km+1,n+1
where Ai , i = 0, . . . ,m, is the (i + 1)-th row of A and similarly A j , j = 0, . . . , n, is the ( j + 1)-th column of A,
let RA ⊆ km+1 (resp. CA ⊆ kn+1) be the k-space of the relations among the rows (resp. columns) of A; from now on
we shall set RA = R (resp. CA = C) when the matrix A can be understood. For every p ≥ 0 one can construct the
following block Toeplitz matrices, using the rows or the columns of A:
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T ρA (p) =

A0 0 . . . 0
A1 A0 . . . 0
A2 A1 . . . 0
. . . . . . . . . . . .
Am Am−1 . . . . . .
0 Am . . . . . .
. . . . . . . . . . . .
0 0 . . . Am

T cA(p) =

A0 A1 . . . An 0 . . . 0
0 A0 . . . An−1 An . . . 0
. . . . . . . . . . . . . . . . . . . . .
0 0 . . . . . . . . . . . . An

with T ρA (p) ∈ km+p+1,(n+1)(p+1) and T cA(p) ∈ k(m+1)(p+1),n+p+1. As block matrices T ρA (p) ∈ (k1,n+1)m+p+1,p+1
and T cA(p) ∈ (km+1,1)p+1,n+p+1.
As the referee pointed out, when A is a square matrix, the Toeplitz block matrix T ρA (p) can be obtained, in
operator theory, as the matrix associated in the standard basis to the multiplication by the row vector polynomial
Φ = A0 + A1t + · · · + Am tm , Φ : kp[t] → (kp+m[t])n+1, where ks[t] is the finite vector space of polynomials of
degree at most s. The Toeplitz matrices we use in this paper are just finite submatrices of those arising in this theory:
in fact, regarding Φ as a function, Φ : k → kn+1, the linear operator associated to Φ has the infinite block Toeplitz
matrix T ρA : `r → `n+1r where `r is the Banach space of sequences {zi } such that (
∑∞
i=0 |zi |r )
1
r <∞. The reader can
find in [4,5] material and more references on operator theory.
It would be nice if one could apply methods or results from this theory to our problems but, in spite of our efforts,
we were not able to find results useful in our situation; the hope remains that some of our results could be useful in
operator theory.
Denote, for any p ≥ 0, by R(p) (resp. C(p)) the k-vector space of the relations among the rows of T ρA (p) (resp. the
columns of T cA(p)). The main purpose of this paper is to find the connections between the rank of A and that of T
ρ
A (p)
(resp. T cA(p)). Note that T
c
A(p) = t (T ρt A(p)) as one can check, so that from now on we shall study the dimension of
R(p). So we set T (p) = T ρA (p) since no confusion is possible.
The connection between elements of R(p) and elements of R = R(0) can be formulated in terms of Hankel
matrices (see [9,10]), also called catalecticant matrices. The following definition clarifies this connection.
Definition 2.1. Let λ = (λ0, . . . , λi , . . . , λi+m, . . . , λm+p) ∈ R(p). For any j , 0 ≤ j ≤ p and for any i ,
0 ≤ i ≤ p − j , we call i-th (m + j)-truncation λi of λ the vector λi = (λi , λi+1, . . . , λi+m+ j ) ∈ km+ j+1. Note that
the (m + j)-truncations of λ are vectors of R( j) which are rows of a (p + 1− j)× (m + j + 1) Hankel matrix.
Denote R( j)(p− j) ⊆ k p− j+1,m+ j+1 the k-vector space of Hankel matrices whose rows are the (m+ j)-truncations
of elements in R(p).
For j = 0 we have the following result.
Lemma 2.2. There is a k-linear isomorphism between R(p) and R(0)(p). Moreover, for any p > 0, dim R(p) ≤
dim R(p − 1).
Proof. A relation among the rows of T (p), λ = (λ0, λ1, . . . , λm+p), gives rise to p + 1 relations among the rows of
A: these are just the p+1 m-truncations λ0, λ1, . . . , λp of λ. The matrix having these truncations as rows is a Hankel
matrix:
H =

λ0 λ1 . . . λm
λ1 λ2 . . . λm+1
. . . . . .
λp λp+1 . . . λm+p
 ∈ k p+1,m+1
not necessarily of maximal rank.
Vice versa: every Hankel matrix H ∈ k p+1,m+1 having for rows elements of R determines an element of R(p),
precisely λ = (λ0, . . . , λm, λm+1, . . . , λm+p).
For the last part, suppose that (0, 1)m = (0, 0, . . . , 0, 1) 6∈ R, as can be obtained by a suitable change of basis in
km+1. Then the linear map pi : R(p) → R(p − 1) defined by pi(λ) = (λ0, λ1, . . . , λm+p−1) is injective. In fact, an
122 S. Giuffrida, R. Maggioni / Journal of Pure and Applied Algebra 209 (2007) 119–138
element of kerpi should give a Hankel matrix
0 . . . 0 0
. . . . . . . . . . . .
0 . . . 0 0
0 . . . 0 λm+p

with rows in R, so that λm+p = 0 because (0, 1)m 6∈ R, hence λ = 0. 
It is easy to see that there are natural isomorphisms
R(p) = R(p)(0) ∼= R(p − 1)(1) ∼= · · · ∼= R(0)(p)
given by the correspondences among the “squares” first row+ last column.
Definition 2.3. In any projective space Pr we shall denote by Xr the rational normal curve locus of the points
(a, b)r = (ar , ar−1b, . . . , br ), with a, b ∈ k. We shall call secant s-plane any s-dimensional linear subspace Σs ⊆ Pr
cutting Xr in s+1 points (counting multiplicities): we shall write Σs = 〈t0P0, t1P1, . . . , thPh〉 when Σs cuts Xr at Pi
with multiplicity ti , (i = 0, 1, . . . , h,∑ ti = s + 1). We shall call incident s-plane any s-dimensional linear subspace
pis cutting Xr in l points (counting multiplicities), 1 ≤ l ≤ s. As usual we denote by Secs(Xr ) ⊆ Pr the variety of
secant s-planes. Secs(Xr ) is the rank s + 1 locus of any Hankel matrix built up with variables x0, . . . , xr having at
least s + 2 rows and s + 2 columns (see [8]). In particular Xr = Sec0(Xr ).
Remark 2.4. If the Hankel matrix H corresponding to an element λ ∈ R(p) has rank s + 1 (with s < min(m, p))
then all the (s + 2)-minors of H vanish, hence λ belongs to a secant s-plane Σs ⊆ Pp+m . Note that if R contains an
element (a, b)m = (am, am−1b, . . . , bm) ∈ Xm ⊆ Pm , then one can construct with this vector an element of R(p) for
any p, precisely (a, b)m+p ∈ Xm+p. Obviously the corresponding matrix H has rank 1:
H =

am+p am+p−1b . . . a pbm
am+p−1b am+p−2b2 . . . a p−1bm+1
. . . . . .
ambp am−1bp+1 . . . bm+p
 .
If the intersection P(R) ∩ Xm contains the point P ′ ≡ (a, b)m with intersection multiplicity t > 1, then, setting
um = (u, u′)m , the (t − 1)-th order derivatives(
∂ t−1um
∂u j∂u′t− j−1
)
P ′
j = 0, . . . , t − 1
evaluated at P ′ provide t independent generators of R (see [3] p. 383 and [7] Section 3). Moreover, using these
derivatives one can build, for any p > 0, t independent elements of R(p): the (t−1)-th derivatives of um+p evaluated
at P ≡ (a, b)m+p, i.e. t independent Hankel matrices with rows in the vector space VP ′ generated by the above
derivatives. For the sake of simplicity we show how to construct these Hankel matrices in the case t = 2, p = 2.
Consider the vector (a, b)m+2 ∈ R(2) and consider the first order derivatives of um+2 evaluated at P ≡ (a, b)m+2
λ =
(
∂um+2
∂u
)
P
= ((m + 2)am+1, (m + 1)amb, . . . , bm+1, 0),
µ =
(
∂um+2
∂u′
)
P
= (0, am+1, . . . , (m + 1)abm, (m + 2)bm+1).
For the Hankel matrix Hλ = t (λ0, λ1, λ2), whose rows are the m-truncations of λ, a simple computation shows that
λ0 =
m + 2
m
a2
(
∂um
∂u
)
P ′
+ 2
m
ab
(
∂um
∂u′
)
P ′
,
λ1 =
m + 1
m
ab
(
∂um
∂u
)
P ′
+ 1
m
b2
(
∂um
∂u′
)
P ′
, λ2 = b2
(
∂um
∂u
)
P ′
.
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Similarly, for the rows µ
0
, µ
1
, µ
2
of the Hankel matrix Hµ we have
µ
0
= a2
(
∂um
∂u′
)
P ′
, µ
1
= 1
m
a2
(
∂um
∂u
)
P ′
+ m + 1
m
ab
(
∂um
∂u′
)
P ′
,
µ
2
= 2
m
ab
(
∂um
∂u
)
P ′
+ m + 2
m
b2
(
∂um
∂u′
)
P ′
. M
The above remark explains a correspondence which is stated precisely in the next lemma.
Lemma 2.5. For each point P ≡ (a, b)m+p ∈ Xm+p let P ′ ≡ (a, b)m ∈ Xm be the corresponding point and let
t ≤ m be an integer. Let VP be the vector space spanned by the (t − 1)-th derivatives of um+p evaluated at P and let
VP ′ be the corresponding vector space spanned by the (t − 1)-th derivatives of um at P ′.
Then VP ′ = 〈i-th m-truncations of the elements of VP , i = 0, . . . , p〉.
Proof. If t = 1 then VP = 〈(am+p, am+p−1b, . . . , bm+p)〉 and its m-truncations are λ j = (am+p− jb j ,
. . . , a p− jbm+ j ) = a p− jb j (a, b)m for any j = 0, . . . , p, so that VP ′ = 〈(a, b)m〉.
Assuming the statement true for t we prove it for t + 1. VP is generated by the t + 1 derivatives of um+p of order
t , evaluated at P . Each of these derivatives can be written
∂
∂u
(
∂ t−1um+p
∂ui−1∂u′t−i
)
or
∂
∂u′
(
∂ t−1um+p
∂ui∂u′t−i−1
)
.
Recalling that the truncations of an element in km+p+1 define a Hankel matrix, look at the matrix H defined by any
of the above (t − 1)-th derivatives (think i fixed); the vector space of its rows, H0, H1, . . . , H p is generated, by the
inductive hypothesis, by the (t − 1)-th derivatives of um :
H r =
t−1∑
j=0
hr j
(
∂ t−1um
∂u j∂u′t− j−1
)
hr j ∈ k[u, u′]. (1)
Deriving with respect to u one obtains the Hankel matrix
∂H
∂u
=
t(
∂H0
∂u
∂H1
∂u
. . .
∂H p
∂u
)
which is just the Hankel matrix obtained by the (m + p + 1)-tuple which we started from. Now, deriving (1) with
respect to u, we get
∂H r
∂u
=
t−1∑
j=0
(
∂hr j
∂u
)
∂ t−1um
∂u j∂u′t− j−1
+
t−1∑
j=0
hr j
∂ tum
∂u j+1∂u′t− j−1
.
Since by the Euler formula the (t − 1)-th derivatives of um can be expressed in terms of the t-th derivatives, we see
that the rows of ∂H/∂u are generated by the t-th derivatives of um . The same result is obtained for the derivative with
respect to u′. Now the conclusion follows by a dimension argument. 
Remark 2.6. Recall that any matrix A ∈ km+1,n+1 can be thought as the matrix associated to a curve Γ of type (m, n)
on the quadric Q = P1 × P1. Setting u = (u, u′), v = (v, v′), the curve Γ has equation
F(u, u′; v, v′) = um A tvn = 0.
We know (see [7]) that the vector (a, b)m ∈ km+1 is a relation among the rows of A if and only if Γ contains the
(1, 0)-line L ⊆ Q of equation bu − au′ = 0. Moreover, if P ∈ P(R) ∩ Xm with intersection multiplicity t , then Γ
contains the line L t times, i.e. F = (bu − au′)t · F ′. Then the matrix T (p) represents the curve Γp ⊆ Q of equation
Fp(u, u
′; v, v′) = um+pT (p) tvnp+n+p = 0.
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An explicit calculation gives:
Fp =
t

um+p
um+p−1u′
...
u pu′m
...
u′m+p


A0 0 . . . 0
A1 A0 . . . 0
A2 A1 . . . 0
. . . . . .
Am Am−1 . . . . . .
0 Am . . . . . .
. . . . . .
0 0 . . . Am


...
v(n+1)(p− j+1)−1v′ j (n+1)
...
v(n+1)(p− j)v′( j+1)(n+1)−1
...

= 0
j = 0, . . . , p.
Fp =
(
u p(um A0 + um−1u′A1 + · · · + u′m Am), u p−1u′(um A0 + um−1u′A1
+ · · · + u′m Am), . . . , u′p(um A0 + um−1u′A1 + · · · + u′m Am)
)
· t (. . . , v(n+1)(p− j+1)−1v′ j (n+1), . . . , v(n+1)(p− j)v′( j+1)(n+1)−1 . . .) = 0;
Fp = u p(um A t vn)v p(n+1) + u p−1u′(um A t vn)v(p−1)(n+1)v′n+1 + · · · + u′p(um A t vn)v′p(n+1) = 0
j = 0, . . . , p. So
Fp = F · (u pv p(n+1) + unp−1u′v(p−1)(n+1)v′n+1 + · · · + u′pv′p(n+1)) = 0
that is, Γp contains Γ and a curve Γ p of type (p, p(n+ 1)) of equation F p = 0. Setting vn+1 = h, v′n+1 = h′ we get
F p = u ph p + u p−1u′h p−1h′ + · · · + u′ph′p.
Note that
u p+1h p+1 − u′p+1h′p+1 = (uh − u′h′) · F p
so, calling ε0 = 1, ε1, . . . , εp the (p + 1)-th roots of unity one gets
F p =
p∏
i=1
(uvn+1 − εiu′v′n+1)
that is, Γp is the union of Γ and of p very particular curves of type (1, n+1). Hence every (1, 0)-line of Γ is contained
in Γp for any p > 0, counting multiplicities. M
3. Extending relations
In this section we compute the dimension of R(p) for any p (Corollary 3.8).
As we saw in Lemma 2.2, an element λ ∈ R(p) gives a Hankel matrix H whose rows H0, H1, . . . , H p belong
to R. Let Σs ⊆ Pm+p be a secant s-plane to Xm+p. If Σs meets Xm+p in s + 1 distinct points, then the coordinates
of these points span Σs . Otherwise, if a point P ∈ Xm+p ∩ Σs has intersection multiplicity t > 1, then P gives t
generators of Σs : the (t − 1)-th derivatives of um+p evaluated at P . We show the connection between secant s-planes
of Xm+p and secant s-planes of Xm . The contents of Propositions 3.1 and 3.3 are perhaps classically known, but we
were not able to find a reference in the literature.
Proposition 3.1. Let Σs ⊆ Pm+p be a secant s-plane of Xm+p, Σs = 〈t0P0, . . . , thPh〉, Pi ≡ (ai , bi )m+p (i =
0, . . . , h). Assume s < m and let Σ ′s ⊆ Pm be the corresponding secant s-plane of Xm , Σ ′s = 〈t0P ′0, . . . , thP ′h〉,
P ′i ≡ (ai , bi )m . If λ = (λ0, . . . , λm+p) ∈ Σs then its m-truncations λi = (λi , . . . , λi+m) ∈ Σ ′s for i = 0, . . . , p.
Conversely, if v0, . . . , vp ∈ Σ ′s are the rows of a Hankel matrix, they are the m-truncations of an element of Σs .
Proof. Since Σs and Σ ′s are spanned by the elements determined by the respective intersection points with the rational
normal curve, we start working on these points.
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The direct part follows immediately: using the notation of Lemma 2.5, for any λ ∈ Σs we have λ = µ1 + µ2 +
· · · + µh with µi ∈ VPi . Hence each m-truncation of λ has the same property: λi = µ1i + µ2i + · · · + µhi and, by
Lemma 2.5, µ ji ∈ Σ ′s for j = 1, . . . , h. Conversely, we can construct t0 independent Hankel matrices with rows in
VP ′0 , . . . , th Hankel matrices with rows in VP ′h . Hence we have found
∑h
i=1 ti = s + 1 independent Hankel matrices
with p + 1 rows in R, with Σ ′s = P(R). Since dim R(p) ≤ s + 1, equality holds and P(R(p)) = Σs . 
Remark 3.2. In Lemma 2.2 we proved that dim R(p) ≤ dim R. If rank A = 1 then dim R = m and the linear space
P(R) ⊆ Pm is a secant hyperplane of Xm ; in this case dim R(p) = dim R for any p ≥ 0. In fact, if P(R) cuts Xm
in m distinct points Pi ≡ (ai , bi )m , then these points span P(R) and (ai , bi )m+p span P(R(p)). When P(R) cuts Xm
in h distinct points Pi with multiplicity ti , then the generators of R and R(p) are given by derivatives, as shown in
Lemma 2.5.
More generally, if P(R) cuts Xm in P with multiplicity t , then P gives t independent generators both of R and of
R(p), so for any p ≥ 0 dim R(p) ≥ t . Hence secant planes contained in P(R) produce secant planes contained in
P(R(p)) for any p > 0. M
Proposition 3.3. Let λ ∈ R(p) and λ0, . . . , λp ∈ R be its m-truncations. Let s be the minimal dimension of a
secant s-plane Σs ⊆ Pm+p such that λ ∈ Σs . Assume that Σs = 〈t0P0, . . . , thPh〉, with Pi ≡ (ai , bi )m+p and let
Σ ′s = 〈t0P ′0, . . . , thP ′h〉 ⊆ Pm with P ′i ≡ (ai , bi )m . If s ≤ p then Σ ′s ⊆ R and Σs ⊆ R(p).
Proof. First we consider the general case, i.e. assume that Σs cuts Xm+p in s + 1 distinct points: Σs = 〈P0, . . . , Ps〉.
Since λ =∑si=0 αi (ai , bi )m+p, then
λ0 =
(
s∑
i=0
αia
m+p
i ,
s∑
i=0
αia
m+p−1
i bi , . . . ,
s∑
i=0
αia
p
i b
m
i
)
λ1 =
(
s∑
i=0
αia
m+p−1
i bi ,
s∑
i=0
αia
m+p−2
i b
2
i , . . . ,
s∑
i=0
αia
p−1
i b
m+1
i
)
· · ·
λp =
(
s∑
i=0
αia
m
i b
p
i ,
s∑
i=0
αia
m−1
i b
p+1
i , . . . ,
s∑
i=0
αib
m+p
i
)
from the equalities λi A = 0 (i = 0, . . . , p) one has:
s∑
i=0
αia
p
i (ai , bi )
m A = 0
s∑
i=0
αia
p−1
i bi (ai , bi )
m A = 0
· · ·
s∑
i=0
αib
p
i (ai , bi )
m A = 0.
Rewriting the above equalities by columns:
α0
(
a0
b0
)p
(a0, b0)
m A + α1
(
a1
b1
)p
(a1, b1)
m A + · · · + αs
(
as
bs
)p
(as, bs)
m A = 0.
Since the vectors
(
ai
bi
)p ∈ X p (i = 0, . . . , s) are linearly independent and all the coefficients αi are not zero by the
minimality of s, the matrix(
α0
(
a0
b0
)p
α1
(
a1
b1
)p
· · ·αs
(
as
bs
)p)
(2)
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has rank s + 1 by hypothesis, hence one must have
(ai , bi )
m A = 0 i = 0, . . . , s
and the points (ai , bi )m ∈ Xm are elements of R; so Σ ′s ⊆ R, hence Σs ⊆ R(p) by Proposition 3.1.
If Σs is an osculating s-plane then we can repeat the above argument taking, as generators of Σs at Pi the (ti − 1)-
th derivatives of um+p evaluated at Pi (i = 0, 1, . . . , h). One finds, after cumbersome computations, in place of the
matrix (2), a new matrix whose first t0 columns depend on the (t0 − 1)-th derivatives of up evaluated at P0 and are
linearly independent, and so on. To explain what happens in detail we handle the case Σs = 〈2P0, P2, . . . , Ps〉.
An element λ ∈ Σs is
λ = α0
(
∂um+p
∂u
)
P0
+ α1
(
∂um+p
∂u′
)
P0
+ α2(a2, b2)m+p + · · · + αs(as, bs)m+p
with (α0, α1) 6= ρ(a0, b0). Its first m-truncation is
λ0 = (α0(m + p)am+p−10 + α2am+p2 + · · · , α0(m + p − 1)am+p−20 b0 + α1am+p−10 + α2am+p−12 b2 + · · · ,
. . . , α0 pa
p−1
0 b
m
0 + α1ma p0 bm−10 + α2a p2 bm2 + · · ·)
and one sees that
λ0 = α0a p0
m + p
m
(
∂um
∂u
)
P ′0
+ α0a p−10 b0
p
m
(
∂um
∂u′
)
P ′0
+ α1a p0
(
∂um
∂u′
)
P ′0
+α2a p2 (a2, b2)m + · · · + αsa ps (as, bs)m
where P ′0 ≡ (a0, b0)m . Similarly, for the second m-truncation one has
λ1 = α0a p−10 b0
m + p − 1
m
(
∂um
∂u
)
P ′0
+ α0a p−20 b20
p − 1
m
(
∂um
∂u′
)
P ′0
+ α1a p0
1
m
(
∂um
∂u
)
P ′0
+α1a p−10 b0
m + 1
m
(
∂um
∂u′
)
P ′0
+ α2a p−12 b2(a2, b2)m + · · · + αsa p−1s bs(as, bs)m
and so forth. So one can obtain the first two columns C1,C2 of the matrix (2), referred to the variables(
∂um
∂u
)
P ′0
A,
(
∂um
∂u′
)
P ′0
A, (a2, b2)
m A, . . . , (as, bs)
m A :
(C1,C2) =

α0
m + p
m
a p0 α0
p
m
a p−10 b0 + α1a p0
α0
m + p − 1
m
a p−10 b0 + α1
1
m
a p0 α0
p − 1
m
a p−20 b
2
0 + α1
m + 1
m
a p−10 b0
α0
m + p − 2
m
a p−20 b
2
0 + α1
2
m
a p−10 b0 α0
p − 2
m
a p−30 b
3
0 + α1
m + 2
m
a p−20 b
2
0
. . . . . .
α0b
p
0 + α1
p
m
a0b
p−1
0 α1
m + p
m
bp0

.
The last step is to write C1 and C2 as linear combination of the derivatives
(
∂up
∂u
)
P ′′0
,
(
∂up
∂u′
)
P ′′0
where P ′′0 ≡ (a0, b0)p:
C1 = 1p
m + p
m
α0a0
(
∂up
∂u
)
P ′′0
+ 1
p
(
α0b0 + α1 pm a0
)(∂up
∂u′
)
P ′′0
C2 = 1p
(
α0
p
m
b0 + α1a0
)(∂up
∂u
)
P ′′0
+ 1
p
m + p
m
α1b0
(
∂up
∂u′
)
P ′′0
.
These columns are linearly independent because α0b0 − α1a0 6= 0.
Note that if m ≤ s ≤ p, then Σ ′s = Pm = P(R) so that A = Ω (the null matrix) and P(R(p)) = Pm+p for any p.

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Remark 3.4. Recall that the Grassmannian of the r -planes of PN has dimension
dimG(r, N ) = (r + 1)(N − r).
Consider a general linear subspace pir ⊆ PN of dimension r , i.e. a linear subspace skew to Secs(XN ) whenever
r + 2s + 1 < N and intersecting Secs(XN ) in a scheme of dimension r + 2s + 1− N otherwise. We want to find the
minimum integer s0 such that there exists a secant s-plane Σs ⊆ PN containing pir for some s ≤ s0. We know (see for
instance [2], Theorem 3.17) that the dimension of the family of r -planes contained in some secant s-plane to Xm is
min {(s + 1)+ (r + 1)(s − r), (r + 1)(N − r)} .
In order that a general r -plane be contained in some secant s-plane it must happen that
(s + 1)+ (r + 1)(s − r)− (r + 1)(N − r) ≥ 0
so that, denoting by dae the least integer bigger or equal to a, the minimum s0 is
s0 =
⌈
N (r + 1)− 1
r + 2
⌉
.
In particular, for r = 0, any point in PN belongs to a secant s-plane with s ≤ s0 =
⌈
N−1
2
⌉
. Note that the hypothesis
s ≤ p of Proposition 3.3 is satisfied for every λ ∈ Pm+p whenever p ≥ m. In fact in this case s0 = dm+p−12 e ≤ p, so
R(p) is generated by points of Xm+p and R is generated by points of Xm . Hence P(R(p)) is a secant plane for any
p ≥ m. M
The behaviour of a point of P(R)∩ Xm , with intersection multiplicity t ≥ 1, is clear enough: such a point produces
a point of intersection multiplicity t in P(R(p)) for any p ≥ 0. In the next section we shall deal with subspaces
of R disjoint from Xm ; we conclude this section by computing the dimension of the vector space R(p). In order to
construct the elements of R(p), the first step is to determine R(1) (note that R(p) 6= {0} ⇒ R(1) 6= {0}). Set
R = 〈v0, v1, . . . , vr 〉 with vi = (di0, di1, . . . , dim), i = 0, . . . , r;pir = P(R)
so that, assuming dim R = r + 1 < m + 1 the matrix
D =

v0
v1
...
vr
 = (D0 D1 . . . Dm) = (di j )
has rank r +1. The elements of R(1) are interpreted as Hankel matrices with two rows taken in R. The generic matrix
of this type is
(
α0v0 + α1v1 + · · · + αrvr
β0v0 + β1v1 + · · · + βrvr
)
=

r∑
i=0
αidi0,
r∑
i=0
αidi1, . . . ,
r∑
i=0
αidim
r∑
i=0
βidi0,
r∑
i=0
βidi1, . . . ,
r∑
i=0
βidim

and it is Hankel if the following system of linear equations in the indeterminates αi , βi has non-zero solutions:
r∑
i=0
αidi1 =
r∑
i=0
βidi0
r∑
i=0
αidi2 =
r∑
i=0
βidi1
. . .
r∑
i=0
αidim =
r∑
i=0
βidim−1.
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The matrix of the coefficients of this m × 2(r + 1) system is
S1(pir ) =

d01 d11 . . . dr1 | d00 d10 . . . dr0
d02 d12 . . . dr2 | d01 d11 . . . dr1
. . . . . . |
d0m d1m . . . drm | d0m−1 d1m−1 . . . drm−1
 =

tD1
tD0
tD2
tD1
...
...
tDm
tDm−1
 = (Bh B f ).
Remark 3.5. Bh is the matrix whose columns are the vectors of the given basis of R, missing the first component
(without head); B f has the same vectors, missing the last component (without foot). Hence
dim R(1) = 2(r + 1)− rank (Bh B f ) = 2(r + 1)− rank (S1(pir )).
Note that this equality implies that the rank of S1(pi1) is independent of the choice of the basis of R. M
Proposition 3.6. With the above notation, let pir = P(R) and r < m. Then rank S1(pir ) ≥ r + 1 and equality holds if
and only if pir is a secant r-plane to Xm .
Proof. Observe that a projectivity ω of Pm such that ω(Xm) = Xm induces a k-isomorphism between the vector
spaces of Hankel matrices with two rows in R and in R′ = ω(R) (see below Theorem 4.8). Hence, setting pi ′r = P(R′),
the two matrices S1(pir ) and S1(pi ′r ) have the same rank since their kernels have the same dimension. So we can
suppose that (0, 0, . . . , 1) = (0, 1)m 6∈ R: otherwise we can use a projectivity ω of Pm leaving Xm fixed and such that
(0, 1)m 6∈ ω(R). Hence B f has rank r + 1.
If P(R) is a secant r -plane then rank S1(pir ) = r + 1 (see Remark 2.4). Conversely, let rank S1(pir ) = r + 1 and
proceed by induction on m − r . If m − r = 1 then P(R) is a hyperplane of Pm , hence it intersects Xm in m points, so
it is a secant r -plane to Xm .
Let ϕ1 : R(1) → R be the linear function which associates to every Hankel matrix of R(1) its first row. ϕ1 is an
isomorphism because (0, 1)m 6∈ R: both R and R(1) have dimension r + 1 and ϕ1 is injective. In fact an element of
the kernel is of type(
0 0 . . . 0
0 0 . . . a
)
and a = 0 since (0, 0, . . . , 1) 6∈ R. Consider now the projection ψ : km+1 → km on the first m components and
observe that ψ induces an isomorphism ψ|R : R → R = ψ(R) (this is once more a consequence of the hypothesis
(0, 1)m 6∈ R). Identify R(1) (resp. R(1)) with the vector space of Hankel matrices having two rows in R (resp. R) and
consider the linear function ψ(1) : R(1)→ R(1) given by
ψ(1)
(
x0 x1 . . . xm−1 xm
x1 x2 . . . xm xm+1
)
=
(
x0 x1 . . . xm−1
x1 x2 . . . xm
)
which is an isomorphism too. Since R ⊆ km by the inductive hypothesis P(R) is a secant r -plane to Xm−1. Let
P(R) = 〈t0P ′0, . . . , thP ′h〉 with
∑
ti = r + 1, P ′i ≡ (ai , bi )m−1. Let P ′ ≡ (a, b)m−1 ∈ P(R) ∩ Xm−1 be one of them
with intersection multiplicity 1, then(
am am−1b . . . abm−1
am−1b am−2b2 . . . bm
)
∈ R(1)
hence (a, b)m ∈ R via the previous isomorphisms.
If P ′ ≡ (a, b)m−1 ∈ P(R) ∩ Xm−1 has intersection multiplicity t > 1, P ≡ (a, b)m ∈ P(R) by the previous
argument; moreover, using the vector space VP ′ generated by the (t − 1)-th derivatives of um−1 evaluated at P ′, one
can construct t Hankel matrices having two rows in VP ′ such that each of these Hankel matrices provides a (t − 1)-th
derivative of um evaluated at P . Hence P ∈ P(R) with intersection multiplicity t . Notice that this argument requires
the results of Remark 2.4. For the reader’s convenience we explicitly consider the case t = 2.
Let P ′ ≡ (a, b)m−1 ∈ P(R) ∩ Xm−1 with intersection multiplicity 2. Consider the derivatives(
∂um−1
∂u
)
P ′
= ((m − 1)am−2, (m − 2)am−3b, . . . , bm−2, 0)
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∂um−1
∂u′
)
P ′
= (0, am−2, . . . , (m − 2)abm−3, (m − 1)bm−2)
using the technique explained in Remark 2.4 one can construct the Hankel matrices(
mam−1 (m − 1)am−2b . . . 2abm−2 bm−1
(m − 1)am−2b . . . . . . bm−1 0
)
(
0 am−1 . . . (m − 2)a2bm−3 (m − 1)abm−2
am−1b . . . . . . (m − 1)abm−2 mbm−1
)
which show, via the previous isomorphisms, that (∂um/∂u)P ,
(
∂um/∂u′
)
P ∈ R.
Repeating this argument for each of the points P ′0, . . . , P ′h we can conclude that P(R) is a secant r -plane. 
Note that the above Proposition 3.6 solves, in principle, the problem of determining the dimension of R(p). In fact,
for any h ≥ 0, we have R(h + 1) ∼= R(h)(1) (observation before Definition 2.3), so one can apply p times this result.
In any case Proposition 3.6 can be restated in a more general setting, using the same notation used there. In
particular, an element in R(p) can be interpreted as a Hankel matrix with p+ 1 rows taken in R, and a generic matrix
of this type is
r∑
i=0
α0ivi
r∑
i=0
α1ivi
...
r∑
i=0
αpivi

.
Requiring that this matrix be Hankel one gets a homogeneous linear system in (p + 1)(r + 1) variables αi j (i =
0, . . . , p; j = 0, . . . , r). So we can write the matrix of the linear system:
Sp(pir ) =

Bh B f Ω . . . Ω Ω
Ω Bh B f . . . Ω Ω
. . . . . . . . .
Ω Ω Ω . . . Bh B f
 ∈ k pm,(p+1)(r+1)
where Ω is the m × (r + 1) null matrix. Now, the following theorem is quite evident.
Theorem 3.7. Let pir ⊆ Pm be an r-plane; with the above notation the number of independent Hankel matrices
contained in pir equals the number of independent solutions of the linear system associated to the matrix Sp(pir ),
namely (p + 1)(r + 1)− rank Sp(pir ). 
The above theorem gives the following corollary:
Corollary 3.8. Let pir = P(R). Then dimk R(p) = (p + 1)(r + 1)− rank Sp(pir ). 
Observe that the rank of Sp(pir ) is at least p(r + 1): in fact with a change of basis one can obtain that, say, the
matrix Bh has rank r + 1 since r < m. When rank Sp(pir ) = p(r + 1) then dim R(p) = r + 1 so that pir is a secant
r -plane.
4. Hankel planes
We give a definition which will be useful in the sequel.
Definition 4.1. An r -plane pir ⊆ Pm is said to be Hankel if there exists a Hankel matrix whose r + 1 rows are
coordinates of points of pir .
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Let Σ ⊆ Pm be a linear space. A Hankel r -plane pir ⊆ Σ is maximal in Σ if pir is not contained in any Hankel
(r + 1)-plane of Σ .
If P ∈ pir ∩ Xm , P ≡ (a, b)m , then pir is trivially Hankel since (Remark 2.4) one gets a Hankel matrix of rank 1 just
using the coordinates of P . Of course it is more interesting to study Hankel r -planes which are skew to Xm .
Remark 4.2. In case p = r , if rm < (r + 1)2 then the system of Theorem 3.7 has a solution, so each r -plane of
Pm is Hankel: every line of P3, every 2-plane in P3 or P4, and so on. If rm ≥ (r + 1)2 to have Hankel r -planes
all the (r + 1)2-minors of Sr (pir ) must vanish. In the Grassmannian G(r,m) of r -planes of Pm the vanishing of the
(r+1)2-minors of Sr (pir ) gives the equations of the proper subvariety of G(r,m)whose points parametrize the Hankel
r -planes. The determinant of an (r + 1)2-minor of Sr (pir ) can be computed in terms of products of (r + 1)-minors
extracted from the columns of Bh and B f . In this way we see that the vanishing of an (r + 1)2-minor is given by a
polynomial equation of degree r + 1 in the grassmannian coordinates. So we are led to the following definition. M
Definition 4.3. For any r such that 1 ≤ r < m and rm ≥ (r + 1)2 we denote by H(r,m) the proper subvariety of
G(r,m) parametrizing the Hankel r -planes of Pm
H(r,m) = {Hankel r -planes of Pm} ⊆ G(r,m).
Proposition 4.4. Let pir ⊆ Pm be an r-plane. If pir is contained in a secant (r + 1)-plane Σr+1 to Xm , then pir is
Hankel.
Proof. If pir ∩ Xm 6= Ø then pir is Hankel. Otherwise, by Theorem 3.7, we must check that the rank of Sr (pir ) is
less than (r + 1)2. Suppose pir = 〈Q0, Q1, . . . , Qr 〉, Qi ≡ (di0, di1, . . . , dim); Σr+1 = 〈t0P0, t1P1, . . . , thPh〉 with
Pi ≡ (ai , bi )m ∈ Xm , i = 0, . . . , h,∑ ti = r + 2.
For each point Pi = (ai , bi )m (i = 0, . . . , h) call VPi ⊆ km+1 the vector space generated by the (ti − 1)-th
derivatives of um at Pi . Let P ′i = (ai , bi )m−1 ∈ Pm−1 be the corresponding point and let VP ′i ⊆ km be the vector
space defined as above and let Σ ′r+1 = 〈t0P ′0, t1P ′1, . . . , thP ′h〉.
Since Qi ∈ Σr+1, Qi =∑hj=0wi j where wi j ∈ VPj , i = 0, . . . , r . Using the notation of Theorem 3.7, each column
of the matrix Bh can be written using the m-truncations w
i j
0 , w
i j
1 ∈ VP ′j of the elements wi j
(di1, di2, . . . , dim) =
h∑
j=0
αi jw
i j
1
and similarly for the columns of B f
(di0, di1, . . . , dim−1) =
h∑
j=0
αi jw
i j
0 .
Since the m-truncations wi j0 , w
i j
1 ∈ Σ ′r+1 then rank (Bh B f ) ≤ r + 2 (and in fact = r + 2 by Proposition 3.6). Hence
rank Sr (pir ) ≤ r(r + 2) = (r + 1)2 − 1. 
Lemma 4.5. Let R = 〈v0, v1, . . . , vr 〉 ⊆ km+1 be a proper subspace and let pir = P(R). If pir ∩ Xm = Ø then
there is a secant s-plane Σs containing pir and transversal to Xm , Σs = 〈P0, P1, . . . , Ps〉 with Pj = (a j , b j )m ∈
Xm ( j = 0, . . . , s). Let vi = ∑sj=0 αi j (a j , b j )m . The matrix H = t (v0 v1 . . . vr ) is Hankel if and only if
αi jb j = αi+1 ja j for i = 0, . . . , r − 1; j = 0, . . . , s.
Proof. Since pir is skew to Xm , the general hyperplane containing pir does not osculate Xm . Using the points which
span Σs , the matrix H is
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H =

s∑
j=0
α0 ja
m
j
s∑
j=0
α0 ja
m−1
j b j . . .
s∑
j=0
α0 jb
m
j
s∑
j=0
α1 ja
m
j
s∑
j=0
α1 ja
m−1
j b j . . .
s∑
j=0
α1 jb
m
j
. . .
s∑
j=0
αpja
m
j
s∑
j=0
αpja
m−1
j b j . . .
s∑
j=0
αpjb
m
j

= (hi j ).
It is Hankel if and only if hi j+1 = hi+1 j . From the first two rows one gets
s∑
j=0
α0 ja
m−1
j b j −
s∑
j=0
α1 ja
m
j = 0
s∑
j=0
α0 ja
m−2
j b
2
j −
s∑
j=0
α1 ja
m−1
j b j = 0
. . .
s∑
j=0
α0 jb
m
j −
s∑
j=0
α1 ja jb
m−1
j = 0
and one can write
s∑
j=0
am−1j (α0 jb j − α1 ja j ) = 0
s∑
j=0
am−2j b j (α0 jb j − α1 ja j ) = 0
. . .
s∑
j=0
bm−1j (α0 jb j − α1 ja j ) = 0
so there exists a linear dependence relation among the columns t (a j , b j )m−1; but these are linearly independent
because s < m, hence
α0 jb j = α1 ja j j = 0, . . . , s.
Similarly, comparing second and third row, . . . , p-th and (p + 1)-th row one gets
α1 jb j = α2 ja j
. . .
αp−2 jb j = αp−1 ja j
αp−1 jb j = αpja j
j = 0, . . . , s. 
Remark 4.6. The conditions αi jb j = αi+1 ja j for a fixed j give the equalities:
α0 jb
r
j = αr jarj
α1 jb
r−1
j = αr jar−1j
. . .
αr−1 jb j = αr ja j
⇒ brj

α0 j
α1 j
...
αr j
 = αr j
(
a j
b j
)r
that is, the matrix of the coordinates D = (αi j ) (i = 0, . . . , r; j = 0, . . . , s) of the vectors vi with respect to the
basis of Σs , P0, P1, . . . , Ps , has columns that are suitable coordinates of points of the rational normal curve Xr ⊆ Pr :
(a0, b0)r , . . . , (as, bs)r . M
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Let once more Xm ⊆ Pm be the rational normal curve; we want to characterize the projectivities ω of Pm (a
projectivity is a transformation of Pm determined by an element of PGL(m + 1, k)) which send Xm into itself. Let V
be a k-vector space of dimension 2, τ : V → V an automorphism and T its associated matrix with respect to a basis
of V . τ induces an automorphism
τ (m) = Symmτ : SymmV → SymmV
and the matrix T (m) associated to Symmτ is easily obtained from T (see [7], Section 2).
Proposition 4.7. A projectivity ω of Pm is such that ω(Xm) = Xm if and only if there exists a projectivity τ of P1
with ω = τ (m).
Proof. Every projectivity τ of P1 induces the projectivity τ (m) which sends points (xi , yi )m ∈ Xm into points
(x ′i , y′i )m ∈ Xm ([7], Section 2).
Vice versa, let ω be a projectivity of Pm which sends Xm into itself. ω induces an automorphism of Xm , hence an
automorphism of P1 via the canonical isomorphism P1 → Xm . Every isomorphism of P1 is a projectivity τ . On the
other hand τ (m) = ω since they have the same action on m + 2 points of Xm . 
Theorem 4.8. If a projectivity ω of Pm leaves fixed the rational normal curve Xm ⊆ Pm then ω(pir ) is a Hankel plane
for any Hankel plane pir , for any r. Conversely, if there exist an integer r such that rm ≥ (r + 1)2 and a projectivity
ω of Pm sending Hankel r-planes in Hankel r-planes then ω leaves fixed the rational normal curve Xm .
Proof. Let ω be a projectivity of Pm which leaves Xm fixed: then ω is induced by a projectivity τ of P1, ω = τ (m) (by
Proposition 4.7) and the matrix associated to τ is
T =
(
a b
c d
)
.
Let pir be a Hankel r -plane; if it is an incident r -plane then ω(pir ) is too, so it is Hankel. Assume that pir ∩ Xm = Ø,
so that rm ≥ (r + 1)2, and let λi ∈ pir , with λi = (λi , . . . , λi+m) such that t (λ0, . . . , λr ) is a Hankel matrix. Let us
consider a secant s-plane Σs ⊇ pir (see Lemma 4.5), Σs = 〈P0, P1, . . . , Ps〉, Pi = (ai , bi )m , s < m. We get
λi =
s∑
j=0
αi j Pj i = 0, . . . , r.
By hypothesis and Remark 4.6 the coordinate matrix D = (αi j ) ∈ kr+1,s+1 is of the following type:
D =
(
k0
(
a0
b0
)r
k1
(
a1
b1
)r
. . . ks
(
as
bs
)r)
.
We want to prove that the coordinates of the points:
λ∗i =
s∑
j=0
α′i jω(Pj ) i = 0, . . . , r
give a Hankel matrix, with coefficient matrix:
D′ = (α′i j ) = T (r)D =
(
k0
(
c0
d0
)r
k1
(
c1
d1
)r
. . . ks
(
cs
ds
)r)
where we have set T
(
a j
b j
)
=
(
c j
d j
)
, so that
ω(Pj ) = T (m)
(
a j
b j
)m
=
(
T
(
a j
b j
))m
=
(
aa j + bb j
ca j + db j
)m
=
(
c j
d j
)m
.
By Lemma 4.5 it is enough to prove that d jα′i j = c jα′i+1 j . In fact we have:
d jα
′
i j − c jα′i+1 j = k j (d jcr−ij d ij − c jcr−i−1j d i+1j ) = 0.
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Finally we verify that λ∗i ∈ ω(pir ):
λ∗0
λ∗1
...
λ∗r
 = (T (r)D)

ω(P0)
ω(P1)
...
ω(Ps)
 = T (r)
D

ω(P0)
ω(P1)
...
ω(Ps)

 = T (r)

ω(λ0)
ω(λ1)
...
ω(λr )
 .
Vice versa, let us consider a point P ∈ Xm and the r -planes of Pm passing through P . They are Hankel r -planes, hence
their images by the projectivity ω are Hankel r -planes passing through the point ω(P). Then ω(P) ∈ ω(Xm) = Xm :
otherwise all the hyperplanes passing through a point ω(P) 6∈ Xm would be Hankel, a contradiction because the
Hankel r -planes through a point not belonging to Xm describe a proper closed subset in the Grassmannian G(r,m)
(Remark 4.2). 
Remark 4.9. Let pir ⊆ Pm be an r -plane and let s be the minimum integer such that there is a secant s-plane Σs
containing it. We want to see in which cases Σs is unique. So, suppose that there exists another secant s-plane Σ ′s
containing pir and let
Σs = 〈t0P0, . . . , thPh〉 with Pi ∈ Xm,
Σ ′s = 〈t ′0P ′0, . . . , t ′l P ′l 〉 with P ′i ∈ Xm,
pir = 〈Q0, Q1, . . . , Qr 〉.
Now suppose for simplicity that both Σs and Σ ′s are transversal to Xm , so that ti = t ′j = 1 and h = l = s.
1. If #{Pi , P ′i } ≤ m + 1 then Σs = Σ ′s . Otherwise, expressing a point of pir in term of the Pi ’s and of the P ′i ’s we
could write a vanishing linear combination of these points, which are linearly independent.
2. If #{Pi , P ′i } = m + 1+ h, h > 0, the r + 1 independent relations
Qi =
s∑
j=0
xi j Pj =
s∑
j=0
yi j P
′
j
allow us to express r of the points Pi , P ′i in terms of the others and a relation is left among the remaining m+1+h−r
points. If m + 1+ h − r ≤ m + 1, that is h ≤ r , this is not possible, so Σs = Σ ′s .
If Σs or Σ ′s are osculating secant s-planes to Xm , it is possible to repeat the above argument using, in place of
the points Pi , P ′i , the derivatives as done in the second part of the proof of Proposition 3.3. Instead of the number
#{Pi , P ′i } we must consider the number∑
Pi∈Σs
ti +
∑
P ′i ∈Σ ′s
t ′i −
∑
Pi∈Σs∩Σ ′s
min (ti , t ′i ). M
Theorem 4.10. Let pir ⊆ Pm be a Hankel r-plane and Λ be a Hankel matrix built up with the coordinates of r + 1
points of pir and suppose s < r . Then rankΛ = s + 1 if and only if pir contains a secant s-plane Σ ′s .
Proof. Let λ0, λ1, . . . , λr ∈ pir be the rows of the Hankel matrix Λ, rankΛ = s + 1. Since the (s + 2)-minors of Λ
vanish, the point λ = (λ0, λ1, . . . , λm+r ) ∈ Pm+r belongs to a secant s-plane of Pm+r , Σs = 〈t0P0, . . . , thPh〉, Pj ≡
(a j , b j )m+r ,
∑
ti = s + 1, so we can write
λ = w0 + w1 + · · · + wh
with w j ∈ VPj the vector space generated by the (t j − 1)-th derivatives of um+r at Pj . By Lemma 2.5, calling
P ′j ≡ (a j , b j )m ( j = 0, . . . , h), we have that VP ′j is generated by the m-truncations of the elements of VPj . So that
the m-truncations of λ, λi = w0i + · · · + whi (i = 0, . . . , r), are linear combinations of the m-truncations w ji ∈ VP ′j .
So, setting Σ ′s = 〈t0P ′0, . . . , thP ′h〉 and looking at the dimension, we have
〈λ0, λ1, . . . , λr 〉 = Σ ′s ⊆ pir .
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Conversely, suppose Σ ′s = 〈t0P ′0, . . . , thP ′h〉 ⊆ pir with P ′j ≡ (a j , b j )m . Consider the secant s-plane Σs =
〈t0P0, . . . , thPh〉 ⊆ Pm+r with Pj ≡ (a j , b j )m+r . The general point P ∈ Σs belongs to Secs(Xm+r ), so its
coordinates annihilate all the (s + 2)-minors of a Hankel matrix built up with the variables x0, . . . , xm+r , but not
all the (s + 1)-minors. 
Theorem 4.11. Let pir ⊆ Pm be a Hankel r-plane; then pir ∩ Xm = Ø if and only if with the coordinates of points of
pir one can construct just one Hankel matrix with r + 1 rows, and this matrix has maximal rank.
Proof. Let pir ∩ Xm = Ø. Suppose that there are two Hankel matrices
Λ =

λ0
λ1
...
λr
 , M =

µ
0
µ
1
...
µ
r
 λi , µi ∈ pir i = 0, . . . , r.
By Theorem 4.10 Λ and M have maximal rank hence λ0, λ1, . . . , λr ;µ0, µ1, . . . , µr are two bases of pir . There exists
an invertible matrix T ∈ kr+1,r+1 such that M = TΛ. Consider the Hankel matrices that are linear combinations of
Λ and M :
xM + yΛ = (xT + y I )Λ.
There are elements x, y ∈ k such that xM + yΛ = (xT + y I )Λ drops rank (one can use the pair x = 1, y = λ, where
λ is an eigenvalue of the matrix T ). By Theorem 4.10 pir must intersect Xm , which is a contradiction.
Conversely, pir ∩ Xm 6= Ø implies the existence of a (r + 1)(m + 1) Hankel matrix of rank 1, built using just one
point of pir ∩ Xm . 
When the above theorem applies to pir = P(R), then dim R(r) = 1 and R(n) = {0} for any n > r .
Remark 4.12. Let pir ⊆ Pm be a Hankel r -plane skew to Xm . Consider the Hankel matrix H = t (v0, v1, . . . , vr )
corresponding to pir by the previous theorem. Then pir contains two independent Hankel (r − 1)-planes,
t (v0, . . . , vr−1), t (v1, . . . , vr ); three independent Hankel (r−2)-planes t (v0, . . . , vr−2), t (v1, . . . , vr−1), t (v2, . . . , vr );
. . . ; r independent Hankel lines t (v0, v1), . . . , t (vr−1, vr ). If pir , pir ′ are two Hankel planes it can well happen that the
Hankel h-planes that they contain (h < min{r, r ′}) are linearly dependent.
Let Σ ⊆ Pm be a linear subspace, skew to Xm , of dimension r . Using repeatedly Proposition 3.6 it is easy to prove
that if Σ contains r Hankel lines then it contains r − 1 Hankel 2-planes, . . . , 1 Hankel r -plane, so that Σ is a Hankel
r -plane. As a consequence, two maximal Hankel planes in a linear space Σ have to be skew. M
Given the subspace R of relations among the rows of the matrix A, R ⊆ km+1, dim R = r + 1, pir = P(R), in the
previous section we saw how to compute dim R( j) for any j ≥ 0: just evaluate rank S j (pir ) (Theorem 3.7) or, step
by step, rank S1(P(R)), . . . , rank S1(P(R(p))) (Proposition 3.6). If one wants to know dim R( j) for any j in any case
one has to evaluate the rank of a matrix for any choice of j . Now we want to give a procedure to compute dim R( j)
which allows, at the same time, control of how this dimension varies step by step.
We start considering the set pir ∩ Xm = {t0P0, . . . , thPh} with Pi ≡ (ai , bi )m , ∑ ti = s + 1, and denoting
by Σs ⊆ pir the secant s-plane they span. By Lemma 2.5 Σs determines a secant s-plane Σ js contained in
P(R( j)) ⊆ Pm+ j for any j ≥ 0 so that s + 1 ≤ dim R( j) ≤ r + 1.
If r = s then dim R( j) = s + 1 for any j ≥ 0 and the procedure stops.
If s < r we compute the Hankel lines, i.e. the Hankel matrices with two rows in R, solving the homogeneous
system associated to the matrix (Bh B f ) (Proposition 3.6). So one finds dim R(1) = s + 1+ h1 with 0 ≤ h1 < r − s;
in fact h1 = r − s implies dim R(1) = r + 1 so that r = s.
If h1 = 0, there are no Hankel lines skew to Xm and the procedure stops.
If h1 > 0 then we consider R(2) ∼= R(1)(1); Proposition 3.6 in this case gives: s+1 ≤ dim R(2) = dim R(1)(1) <
s + 1+ h1 and calling dim R(2) = s + 1+ h2 we have 0 ≤ h2 < h1.
If h2 = 0 the procedure stops.
If h2 > 0 consider R(3), dim R(3) = dim R(2)(1) = s + 1+ h3, 0 ≤ h3 < h2.
S. Giuffrida, R. Maggioni / Journal of Pure and Applied Algebra 209 (2007) 119–138 135
After at most h1 steps the procedure ends, say at h p > 0.
A second procedure allows to find how many maximal independent Hankel j-planes are contained in pir , for
j = 1, . . . , p. For any j > 0 consider in R( j) the vector subspace V j generated by the j-truncations of those
elements of R( j + 1) which represent Hankel matrices of rank j + 2: V j contains the Hankel j-planes of pir which
are not maximal, hence we get h j − dim V j maximal independent j-planes.
So we have in pir :
s + 1 points (counting multiplicities) in Xm ;
h1 − dim V1 maximal Hankel lines;
h2 − dim V2 maximal Hankel 2-planes;
. . .
h p maximal Hankel p-planes.
Note that the numbers h j , dim V j ( j = 1, . . . , p) are invariants of the vector space R. An open question is to find
which are the possible decreasing sequences h1, h2, . . . , h p which can occur as invariants of some vector space R.
The following theorem summarizes the results of the above procedures and shows how dim R( j) is bounded if one
just knows the maximal Hankel planes contained in P(R).
Theorem 4.13. With the notation used after Remark 4.12 on P(R) and Xm , let Σs ⊆ P(R) be the maximal secant
s-plane and let pis1 , . . . , pisq be the maximal Hankel si -planes (si ∈ N, i = 1, . . . , q) contained in P(R), with pisi skew
to Xm . Let p = max{s1, . . . , sq}. Then for any j > 0
dim R( j) =
{
s + 1+ h j for 0 < j ≤ p
s + 1 for j > p
dim R( j) ≤ s + 1+
q∑
i=1
max{si + 1− j, 0}
moreover if equality holds for some j = ` then equality holds for any j > `.
Proof. The theorem is a consequence of the procedures exposed after Remark 4.12; the inequality is due to the
possibility that, for some j , the Hankel j-planes built from the maximal ones might be dependent. 
The following Fig. 1 gives an example with
R =
(z0, z1, . . . , z10) ∈ k11
∣∣∣∣∣∣
z3 − 2z4 + 5z5 − z7 − 3z8 − 2z9 = 0
z2 − z4 + 3z5 − z6 − 2z8 − z9 = 0
z1 − z4 + 3z5 − 2z8 − z9 = 0

dim R = 8, P(R) contains the secant lineΣ1 passing through (1, 0)10, (0, 1)10 and two maximal Hankel planes, pi1, pi3
represented, respectively, by (0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0,−1) ∈ R(1) and (1, 0, 0, 0, 1, 1, 0, 0, 1, 0,−1, 2, 0, 1) ∈
R(3).
Remark 4.14. Let pir ⊆ Pm be a Hankel r -plane and let t
(
λ0 λ1 . . . λr
)
be a Hankel matrix of maximal rank, with
λi = (λi , λi+1, . . . , λi+m) ∈ pir . Then the point λ = (λ0, λ1, . . . , λm+r ) ∈ Pm+r is defined. Recall (see Remark 3.4)
that λ ∈ Σs (a secant s-plane) with s ≤ s0 = dm+r−12 e. By Proposition 3.1 there exists a secant s-plane Σ ′s ⊆ Pm
which contains pir . It follows that an r -plane pir ⊆ Pm , skew to Xm , can be Hankel only if it is contained in some
secant s-plane Σ ′s ⊆ Pm , with s ≤ s0. Note that the minimal integer s′0 such that pir ⊆ Σ ′s for some s ≤ s′0 is given by
s′0 =
⌈
m(r + 1)− 1
r + 2
⌉
and it can well happen that s′0 > s0. M
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Fig. 1.
Remark 4.15. If we set Ur = {Hankel r -planes pir ⊆ Pm | pir ∩ Xm = Ø}, Wr = {points λ ∈ Pm+r not belonging to
Secr−1(Xm+r )} the preceding theorems allow us to define a bijection Ur → Wr given by
λ0 λ1 . . . λm
λ1 λ2 . . . λm+1
. . .
λr λr+1 . . . λm+r
 7→ λ = (λ0, λ1, . . . , λm+r )
in fact pir can be represented by the r + 1 independent rows of its unique Hankel matrix.
As a consequence, since Ur is an open dense subset of the subvariety H(r,m) of Hankel r -planes of G(r,m) (see
Definition 4.3) and Wr is an open set in Pm+r , the variety H(r,m) has dimension m + r and is rational. Of course
H(r,m) is invariant under the action of projectivities ω of PN , N =
(
m+1
r+1
)
− 1, induced by projectivities of Pm of
type ω = τ (m) (see Proposition 4.7).
An open problem is the following: to describe the subvarieties of H(r,m) which are invariant under the action of
the above projectivities ω of PN . M
4.1. Hankel lines
Now we consider the particular case of Hankel lines. Let a line L ⊆ Pm be given by its points P ≡
(a00, a01, . . . , a0m), Q ≡ (a10, a11, . . . , a1m); by Proposition 3.6 PQ is a Hankel line if and only if the matrix
S1(PQ) =
(
Bh B f
)
has rank < 4. This is true for any line if m = 3; otherwise we have the following possibilities:
rank S1(PQ) = 2, so L is a secant line (a chord of Xm); rank S1(PQ) = 3 either L is incident to Xm or L ∩ Xm = Ø.
We want to find the locus of Hankel lines of Pm passing through a fixed point P ≡ (a00, a01, . . . , a0m). Of course
if P ∈ Xm all the lines through P are Hankel lines.
Proposition 4.16. The locus in Pm (m > 3) of the Hankel lines containing a fixed point P 6∈ Xm , call it HP (1,m),
is a dimension 3 cone of Pm with vertex P and is the intersection of quadric hypersurfaces. Moreover HP (1,m) is a
locally complete intersection.
Proof. Let X ≡ (x0, x1, . . . , xm) ∈ Pm , X 6= P be a point; the line PX is Hankel if in the matrix S1(PX) all the
minors of order 4, which are degree 2 polynomials, are zero. If we choose a 3-minor of S1(PX), in the open set in
which this minor is not zero, HP (1,m) is defined by them−3 equations of the 4-minors containing it. These equations
can be ordered so that each contain a new variable with respect to the preceding ones. Hence HP (1,m) locally is a
complete intersection of dimension 3. 
Note that HP (1,m) ⊆ Pm depends only on the point P and on Xm . Explicit calculations (by CoCoA, see [1]) show
that, for low values of m (m ≤ 10), HP (1,m) is a rational variety of degree m − 2. We do not know if this is true in
general.
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We want to study sections of HP (1,m) with a secant s-plane, s < m, passing through the vertex P . Let
Σs = 〈P0, P1, . . . , Ps〉, Pi ≡ (ai , bi )m and P = ∑si=0 αi Pi . If Q ∈ Σs is any point, Q = ∑si=0 βi Pi , the line
L = 〈P, Q〉 is Hankel if there are x, x ′, y, y′ ∈ k such that the following matrix is Hankel:
(
x P + yQ
x ′P + y′Q
)
=

s∑
i=0
(xαi + yβi )Pi
s∑
i=0
(x ′αi + y′βi )Pi
 .
One gets the system:
s∑
i=0
(x ′αi + y′βi )ami −
s∑
i=0
(xαi + yβi )am−1i bi = 0
s∑
i=0
(x ′αi + y′βi )am−1i bi −
s∑
i=0
(xαi + yβi )am−2i b2i = 0
. . .
s∑
i=0
(x ′αi + y′βi )aibm−1i −
s∑
i=0
(xαi + yβi )bmi = 0
which can be written:
s∑
i=0
[ai (x ′αi + y′βi )− bi (xαi + yβi )]
(
ai
bi
)m−1
= 0
and since s < m we get the linear system{
aiαi x
′ − biαi x + aiβi y′ − biβi y = 0 i = 0, . . . , s .
This system has solutions in x, x ′, y, y′ if and only if its coefficient matrix A has rank < 4:
A =

a0α0 b0α0 a0β0 b0β0
a1α1 b1α1 a1β1 b1β1
. . . . . . . . . . . .
asαs bsαs asβs bsβs
 .
Note that if s = 2 the system always has solutions, hence every secant 2-plane passing through P is contained in
HP (1,m). If we suppose fixed the coordinates α0, . . . , αs of P in Σs , every 4-minor is a polynomial of degree two in
the indeterminates β0, . . . , βs . For instance the minor of the first 4 rows is a quadric with associated matrix
B =

0 c01c23α2α3 −c02c13α1α3 c03c12α1α2
c01c23α2α3 0 c03c12α0α3 −c02c13α0α2
−c02c13α1α3 c03c12α0α3 0 c01c23α0α1
c03c12α1α2 −c02c13α0α2 c01c23α0α1 0

where crs = arbs − asbr 6= 0. Using the equality: c01c23 − c02c13 + c03c12 = 0 one sees that (α0, α1, α2, α3) is
a solution of the homogeneous linear system of matrix B. Hence B has rank ≤ 3; precisely the rank of B is 3 if
αi 6= 0, i = 0, 1, 2, 3; the rank of B is 2 if either 1 or 2 of the αi are zero; B = Ω if 3 of the αi are zero. So the
locus of Hankel lines of Σs passing through P is all of Σs if and only if P ∈ Xm . Otherwise there are nonvanishing
equations. Now, in the open set where a fixed 3-minor of A is not zero, the locus of Hankel lines passing through
P is defined by s − 2 equations (in the variables βi ). So this locus is a 2-dimensional cone of Σs passing through
P0, . . . , Ps . Note that if αi 6= 0 (i = 0, . . . , s) this cone is an irreducible surface. So we have proved the following
Proposition 4.17. For any P ∈ Pm , any secant s-plane Σs ⊆ Pm (s > 2) passing through P cuts HP (1,m) in a
2-dimensional cone which is irreducible when P is a general point of Σs , i.e. P is not contained in any coordinate
hyperplane of Σs . 
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It is possible to verify that, when the above cone is irreducible, one can choose as directrix a rational normal curve
of Σs passing through P0, . . . , Ps ; such curves can be obtained by the technique shown in [8], ex. 1.17.
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