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R E S U M O 
Neste trabalho investigamos a viabilidade do uso do 
método bootstrap {Efrorn (1979)) como procedimento para obten 
ção do desvio padrão dos estimadores e construção de intervalos 
de confiança para os parâmetros da regressão L 1 quando o tama 
nho de amostra é pequeno. 
Inicialmente apresentamos o problema de regressão L 1 
como um problema de programação linear, suas propriedades e al 
gorítmos propostos para obtenção das estimativas 
tros. 
dos par ame 
Após, sao apresentados os resultados inferenciais já 
conhecidos, o método bootstrap e sua aplicação ao caso de r e 
gressão L1 . 
A verificação da validade do método proposto é feita 
através de um estudo computacional que é descrito e cujos re 
sultados são apresentados obtendo-se então uma conclusão final. 
S U M M A R Y 
In this work we investigate the possíbility ~ use 
bootstrap method (Efrom (1979)) for to obtain estimates for 
standard deviatíon and constructíon of the confidence intervals 
on the parameters in the L 1 regression model when we have small 
sarnple size. 
Firstly, we present, L 1 regression as one linear 
progran~ing problern, pro?erties and algorithms for to obtain 
the estirnates. 
After, ínference results, bootstrap method and its 
application in the L 1 regression are presented. 
Finally, we describe the computational study realized, 
the results obtained and final conclusion. 
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C A P r T U L O 1 
INTRODUÇÃO 
A análise estatística de um conjunto de dados pode 
ser realizada através de uma variedade de métodos existentes. 
A escolha do método a ser utilizado deve estar de acordo com o 
tipo de informação disponível e os objetivos que desejamos al 
cançar. 
Um dos métodos estatísticos utilizados com grande fr~ 
quência em diferentes áreas e que consequentemente tem recebido 
especial atenção por parte dos pesquisadores em estatística é a 
análise de regressão. Técnica simples através da qual procur~ 
mos expressar o relacionamento entre um conjunto de variáveis. 
O seu principal objetivo é obter uma função que esteja o mais 
próximo possível dos pontos observados de acordo com um crité 
rio pré-estabelecido. o tipo de função a ser utilizada varia a 
cada caso, podendo ser sugerida por experiências anteriores com 
o mesmo tipo de informação, por evidências teóricas que estamos 
interessados em investigar, ou mesmo pela amostra observada. 
Num estudo deste tipo, torna-se de fundamental importância a 
análise a posteriori dos resultados obtidos a fim de se verifi 
car a validade do modelo proposto. 
o modelo usado com maior frequência e o linear: 
y = XB +E ( 1. 1 ) 
• 2. 
onde: 
Y:: {y .) i=1,2, ••. ,n e o vetor da variável resposta. 
' 
X= (x .. ) i=1,2, ... ,n j=1,2, ... ,m; matriz das variáveis predit~ 
'J 
ras. 
6 = (!3 .) j=l, 2, ... ,m vetor de parâmetros desconhecidos. 
J 
t: =(si) i=1~2, ... ~n vetor de erros aleatórios, independentes e 
identicamente distribuídos de acordo com uma determina 
da distribuição F. 
Utilizando este modelo procuramos estimar o vetor de 
parâmetros desconhecidos B, de tal forma que o hiperplano aju~ 
tado esteja o mais próximo possível do vetor Y de observações. 
A medida de proximidade é, comumente estabelecida em termos da 
norma Lp' ou seja, obter um vetor B tal que: 
n ' p EIY.-x.sl 
i= 1 '/.. '1, 
( 1 • 2) 
seja mínima, para p 2: 1, onde X. é a i-ésima linha da matriz X. 
' 
Os valores de p mais usados são p = 1, 2, 00 • Para p = 1 
temos o critério da minimização dos erros absolutos; para p ~2 
o critério dos mínimos quadrados e p = oo o critério do erro 
máximo absoluto (estimador minimax ou Chebyschev). Dentre 
estes critérios o mais utilizado na análise de regressão é o mé 
todo dos mínimos quadrados. Isso se deve em grande parte a si~ 
plicidade computacional e matemática do mesmo, e o que ainda e 
mais importante, está presente em praticamente todos pacotes de 
programas estatísticos disponíveis no mercado. Além disso o as 
. J. 
pecto inferencial é amplamente desenvolvido e divulgado. Entre 
tant~ desvios da hipótese de que os erros são normalmente dis 
tribuidos e a presença de valores aberrantes podem fortemente 
afetar a análise através do método dos mínimos quadrados. Rice 
e White (1964} mostraram, através de um estudo de Monte Carlo, 
que se os erros se afastarem da hipótese de normalidade e se 
sua distribuição possuir cauda mais alongada do que a distribu! 
çao normal, o critério de minimização dos erros absolutos dá 
origem a estimadores com menor erro quadrático médio do que 
aqueles obtidos pelo método dos mínimos quadrados~ Hogg (1979) 
sugeriu que se deveria dar maior atenção aos métodos robustos 
de estimação em análise de regressao. Ele recomenda ao ajustar 
um modelo do tipo (1.1) utilizar o método dos mínimos quadrados 
e também procedimentos robustos. Caso o conjunto de 
ções não satisfaça as hipóteses dos mínimos quadrados 
observa 
devemos 
investigá-los detalhadamente a fim de verificar valores aberran 
tes e dados que podem ter influência muito grande nas estimati 
vas dos mínimos quadrados. Quando valores aberrantes ou valo 
res influentes são encontrados, estes devem ser examinados cui 
dadosamente. Se são dados de má qualidade, ou erro de codifica 
ção, por exemplo, podemos corrigi-los ou abandoná-los. Se fo 
rem resultantes do processo de geração dos dados, eles devem 
ser mantidos na análise e então aplica-se um método robusto tal 
como o critério de minimização dos erros absolutos. 
O critério de minimização dos erros absolutos (MSAE), 
ou mínimo valor absoluto (LAV), ou mínimos desvios absolutos 
{LAD), ou critério L 1 , ••. , por ser resistente a pontos aberran 
tes é considerado uma boa alternativa robusta ao método dos mí 
nimos quadrados. De acordo com Eisenhart (1961), este crité 
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rio foi sugerido por Boscovich (1757) antes mesmo de Legendre 
(1805) propor o método dos mínimos quadrados. 
A partir da proposta de Boscovich alguns estudos fo 
ram realizados a cerca deste critério, entre eles, Fourier 
(1820}, Edgeworth (1877) e Jackson {1921}, porém, todos eles es 
barraram nas dificuldades computacionais que se apresentavam. 
Este problema fez com que por várias décadas, este critério nao 
fosse mais utilizado. Foi a partir do desenvolvimento da teo 
ria da programação linear, especialmente do método simplex, que 
este aspecto começou a ser resolvido. Charnes, Cooper e 
Fergusson (1955) apresentaram o problema de análise de regres 
são sob critério de minímização dos erros absolutos formulado 
como um problema de programaçao linear. Este fato somado ao 
surgimento de computadores de grande porte, propiciou as condi 
ções necessárias para um melhor desenvolvimento da regressao 
sob o critério Lr Uma série de algorítrnos foram propostos para 
estimar os parâmetros da regressão L 1 (Brrrcx:lale e Young (1966), 
Barrodale e Roberts (1973) 1 Abdelmalek (1975), Armstrong, Frome 
e Kung (1979), Bloomfield e Steiger (1980), entre outros). Po 
rém, um outro problema tão importante quanto o de estimação dos 
parâmetros da regressao L 1 , fez com que os pesquisadores relu 
tassem em utilizar este critério: a falta de conhecimento da 
distribuição dos estimadores. 
vários estudos de Monte Carla foram realizados 
dando este problema (Ashar e Wallace (1963}, R ice e 
abor 
White 
(1964), Rosemberg e Carlson {1970), Blattberg e Sargent (1971), 
Bourdon (1974)), porém o primeiro resultado indicando a forma 
desta distribuição somente foi apresentada por Rosemberg e 
. 5. 
Carlson em 1977. Num estudo de Monte Carlo verificaram as pr~ 
priedades para pequenas amostras dos estirnadores da regressão 
L 1 no caso de erros simetricamente distribuídos. Concluíram que 
se a curtose da distribuição dos erros é grande, os estimadores 
L 1 têm distribuição muito próxima a normal e possui um erro me 
dio quadrático significativamente menor que o estirnador do mét2 
to dos mínimos quadrados. Bassett e Koenker (1978} mostraram 
analiticamente que o estimador L 1 é consistente, não viciado e 
que assintoticamente segue a distribuição normal rnultivariada 
encontrada por Rosemberg e Carlson. A partir desse resultado 
foi possível desenvolver testes estatísticos e intervalos de 
confiança assintóticos para os parâmetros da regressão L 1 . 
A converqência nara esta distribuição assintótica foi 
- . 
estudada oor Dielmann e Pfaffemberger (1982) sendo que a 
conclusão obtida foi de que para casos em que a distribuição 
dos erros se aproxima da distribuição normal, a convergência 
ocorre rapidamente. Porém, quando a distribuição dos erros 
apresenta caudas mais alongadas do que a distribuição normal, 
tal como as distribuições de La:;:_:Jlace e cauchy, esta convergência 
somente começa a ocorrer a partir de tamanhos de amostras maio 
res do que 100. Portanto, o uso desta distribuição assintótica 
pode acarretar graves problemas quando utilizada em pequenas 
amostras. 
Surge daí a necessidade do desenvolvimento de proced~ 
mentos estatísticos para pequenas amostras. Neste trabalho es 
tudamos a viabilidade do uso do método bootstrap (Efrom {1979)) 
como procedimento para a determinação do desvio padrão dos est~ 
madores e construção de intervalos de confiança para os parâm~ 
tros da regressão L 1 , quando o tamanho de amostra e pequeno. 
• 6 • 
Consideramos distribuições de erros simétricas como a normal p~ 
drão, normal contaminada, Laplace e Cauchy e diferentes 
nhos de amostra. 
ta ma 
No Capítulo 2 abordamos o problema de regressão L 1 , 
visto através de um problema de programação linear, as propri~ 
dades dos estirnadores bem como alguns algoritmos propostos para 
resolução do problema. 
No Capítulo 3 apresentamos os estudos realizados com 
relação ao comportamento assintótico dos estimadores da regre~ 
são L 1 • 
O método bootstrap e sua aplicação a regressao L 1 são 
expostos no Capítulo 4. 
No Capitulo 5 descrevemos o estudo computacional uti 
lizado para a verificação da nossa proposta e também apresent~ 
mos os resultados obtidos neste sentido. 
As conclusões finais são apresentadas no Capítulo 6. 
. 7. 
C A P ! T U L O 2 
REGRESSÃO L1 COMO PROBLEMA DE PROGRAMAÇÃO LINEAR 
Neste capítulo apresentamos o problema de regressão 
L 
1 
sob o p:mto de vista de um problema de programação linear, d~ 
finições, propriedades e algorítrnos propostos para a obtenção 
das estimativas dos parâmetros. 
2.1 -FORMULAÇÃO DO PROBLEMA 
O problema de regressão L 1 pode ser visto como um pre. 
blema de programaçao linear. Este aspecto tem sido exaustiva 
mente apresentado na literatura {Charnes, Cooper e Fergusson 
{1955), Wagner {1959}, Barrodale e Young (1966), Sposito {1976) 
entre outros). Esta abordagem do problema de regressão L 1 fa 
cilitou a obtenção de propriedades da regressão L 1 sendo tam 
bém a base para os melhores algorítmos de estimação dos parame 
tros. 
Consideremos o modelo de regressão (1.1). O problema 
de regressão L 1 consiste em determinar o vetor de estimativas 
ê para o vetor de parâmetros desconhecidos 6, tal que: 
n , 
l: jY. -X .Sj 
i=l 7.- 7.-
( 2. 1 ) 
seja mínima. 
. 8. 
Sejam u. e v. os desvios absolutos positivos e negati 
' ' 
' ' 
vos respectivamente em relação ao hiperplano ajustado, Y::: XB. 
Para cada uma das observações, temos então que: 
m , 
f. X •• 6 . 
j=1 'J J 
+ u. -v. 
' ' 
i:::1,2, .•• ,n 
Assim ( u. + v . ) é o desvio absoluto com 
' ' 
i-ésima observação. Isto leva-nos à formulação 
problema de programação linear: 
min 1 'u + 1 'v 
sujeit~ 
' 
4B+Iu-It.' = .Y 
u:::(u 1 ,u 2 , ••• ,un)' 
v=(v 1 ,v 2 , ••• ,vn)' 
u' ü 2: c 
(2.2) 
relação a 
do seguinte 
( 2. 3 ) 
onde 1 é um vetor coluna unitário n-dimef'.sional e I representa 
uma matriz identidade de ordem n. 
o problema dual de (2.3) e dado por 
max f'Y ( 2 . 4) 
sujeito a 
X'f = O 
i;::1,2, ••• ,n. 
Uma relação importante entre o problema primal e dual 
é dado pelo 1'eorema da Folga Complementar através do qual te 
mos as condições onde a variável primal ótima não negativa as 
sume valor zero ou o seu dual correspondente é satisfeito por 
.. 9. 
uma igualdade. 
Para o problema ( 2 • 3) temos: 
i) u. 
' 
= o ou f· i- = 1 
( 2 • 5 ) 
ii) v. 
' 
= o ou fi = -1 
Consequentemente se o i-ésimo ponto está acima do hi 
perplano ótimo, u. >O e f. = 1 e se está abaixo v. >O e f.,· ::: -1. 
~ ~ ~ v 
Este teorema e outros resultados fundamentais de pr~ 
gramação linear são diretamente aplicados ao problema de r e 
gressão L 1 e, por serem amplamente encontrados na literatura 
não serão aqui apresentados. 
2.2 - DEFlNlÇOES 
VEFJNJÇÃO 7, 
Qualquer (B~u,v) que satisfaç2 XB+Iu-Iv =Y é denomina 
da urna solução para {2.3). 
VEFJNJÇÃO 2, 
Qualquer solução w = (S,u,vJ para (2.3) que também sa 
tisfaça w. ~O para j=m+1 •..• , m+l +2n é denominada uma 
J 
possível para o problema (2.3). 
VEFJN1ÇÃO J, 
solução 
Qualquer solução possível W e chamada uma solução bá 
sica possível se as colunas de A = (X I -I J correspondentes a 
componentes de W diferentes de zero, formam um conjunto de ve 
teres linearmente independentes no Rn. 
• 1 o. 
VEFINIÇÃO 4: 
Um ponto W G F = fiJ ! A W = Y, w.d;D, 
J 
j = m+l, •.. ~m+1+2n} 
e chamado um ponto extremo de F se nao existem w1 e w2 G F, 
-w 1 ;f-w2 , O< À< 1 tal que "iJ = \w1 + (1-Uw2 . 
VEFIN!ÇÃO 5: 
n 
Qualquer W G F 1 que rninimiza E (u. +v.) é chamado uma 
i=l 1- '& 
solução ótima do problema (2.3} e X'W é denominado hiperplano 
L 1 ótimo. 
2.3 - PROPRIEDADES DOS ESTIV~DORES DE REGRESSÃO 1 1 
Quando a matriz X das variáveis preditoras tem posto 
completo, temos as seguintes propriedades associadas às solu 
ções do problema (2.3) ~ 
PROPRIEVAVE 1: 
Existe pelo menos um hiperplano L 1 ótimo que 
através de no mínimo m pontos observados. 
Ve.monh.tJtação: 
passa 
Em (2.3) existem n equaçoes, 2n semi-espaços e 2n+m 
variáveis. Se um ponto nao pertence ao hiperplano ternos que 
ui ou vi é diferente de zero. Mas em um dos pontos extremos 
n+m das 2n variáveis devem ser iguais a zero de tal forma que 
junto com as n equações fique definido um ponto extremo. Con 
sequentemente, no máximo n-m pontos estão fora do hiperplano 
correspondente a esse ponto extremo4 
o 
• 11 • 
PROPRIEVAVE 2, 
Uma solução para o problema (2.3) é um hiperplano tal 
que a diferença absoluta entre o número de pontos com desvios 
;?OSitivos e neqativos com relação a esse hir:err?lano nunca sur:era m. 
Sejam n 1 e n 2 o número de desvios absolutos positivos 
e negativos, respectivamente, em relação ao hiperplano L 1 óti 
mo. Pelo teorema da folga complementar temos: 
i) u. =o ou f.= 1 e ~ ~ 
ii) 1!. ;:;Q ou f. = -1 
~ ~ 
Pela primeira restrição do problema dual (2.4)' 
Ef.= Zf. 
~'~- i6I
1 
t-
+ E f. 
i6I 
2 
t-
+ z f. = o 
i6I3 t-
onde I 1 ,I2 ,I3 representam respectivamente o conjunto de pontos 
com resíduos positivos 1 negativos e nulos em relação ao hipe~ 
plano L 1 ótimo. 
Usando (i} e (ií) comf.S[-1,1] temos: 
~ 
= I L f .j 
i6I
3 
t-
o 
Com estas duas propriedades podemos restringir a pr~ 
cura de um hiperplano ótimo a um subconjunto de (n) 
m 
nos. 
hiperpl~ 
No caso da matriz X nao possuir posto completar estas 
duas propriedades podem ser facilmente extendidas. Considere 
• 12. 
mos que o posto da matriz X seja K ~ m. Na primeira propried~ 
de teremos pelo menos um hiperplano L 1 ótimo gue passa através 
de no mínimo K pontos observados. Na segunda propriedade, se 
o número de pontos no hiperplano L1 ótimo for nK, então a dife 
rença absoluta entre o número de pontos acima e abaixo deste 
hiperplano não excederá a este valor. 
PR0PR1EVAVE 3, 
Se um conjunto de observações possuir múltiplos hipeE 
planos L 1 ótimos, então qualquer combinação linear convexa des 
ses hiperplanos também é ótimo. 
Vemo n.6.tJtação: 
Sejam b 1 e b 2 dois vetores L 1 ótimos e v a soma dos 
desvios absolutos. 
tão: 
e 
Seja b* uma combinação linear convexa de b 1 e b 2 , en 
n m 
I jY.- E X .. b~~ = 
i=l ~ J·=l 1-J J 
= cw + (1-o.Jv 
a G [0,1} 
n 
(1-a!IIu2 . i:::: 1 1.-
. 13. 
Logo o hiperplano b* também e L1 ótimo~ 
D 
PROPRIEVAVE 4: 
Se um hiperplano L 1 nao passa por qualquer ponto ob 
servado então In 1 -n 2 1 =O. 
Ve.mon..õ:t!tação: 
A 
Suponhamos que Y =X' B é um hiperplano que na o passa 
por qualquer ponto observado e que n 1 >n 2 • 
n A 
Seja D = L I y. - y ·I 
i=l 1- 1.-
Consideremos S* um vetor cujos elementos sao idênti 
cos aos de S exceto para A* A 6 1 = B 1 + s , onde E é um numero posit.!_ 
vo menor ou igual ao mínimo desvio positivo, então: 
n 
v*= ZIY.-Y~I 
i=l 1.- 1.-
n A 
= I jY_. -Y. -cj 
i= 1 ir 1.-
< D 
A 
Portanto Y não é um hiperplano L1 Ótimo. 
Da mesma forma mostramos que se n 1 <n 2 , então o hipe~ 
plano não é ótimo. 
D 
• 14 • 
PROPR!EVAVE 5: 
Se o número de observações é ímpar, então qualquer hi 
perplano L1 Ótimo passa por pelo menos 1 ponto observado. 
Ve.monl!tJtação: 
Esta propriedade é consequência imediata do teorema 
anterior. Se o hiperplano nao passa por nenhum ponto observa 
do então ]n 1-n 2 1 =0. Como n e ím9ar isto não é 9ossive1, logo 
necessariamente o hiperplano passa por pelo menos um ponto ob 
servado. 
o 
PROPR!EVAVE ó: 
Se n e ímpar, todos hiperplanos L 1 ótimos passam atra 
ves de um mesmo ponto observado. 
V e_ mo vr,t,tJtacão: 
Suponhamos dois hiperplanos L 1 Ótimos que não possuam 
um ponto em comum e que sejam paralelos. Logo, podemos encon 
trar um terceiro hiperplano L 1 ótimo que seja uma combinação 
linear desses dois e que não passa por nenhum ponto 
do, contradizendo a Propriedade 5. 
observa 
Se os pontos não são paralelos e a intersecção nao e 
um ponto em comum, podemos encontrar um hiperplano L 1 ótimo, 
combinação linear dos hiperplanos considerados, que não passa 
por qualquer ponto observado, contradizendo novamente 
priedade 5. 
a Pro 
o 
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PROPRJEVAVE 7: 
Nenhum ponto observado poderá ter desvio positivo com 
relação a determinado hiperplano e um desvio negativo com rela 
ção a outro hiperplano. 
Ve.mon.õtJLação: 
Sejam dois hiperplanos L 1 ótimos. 
Y = X 1b 
Y = X 1 c 
Suponhamos que exista um ponto observado (x.,y .) 
J J 
en 
tre eles. Existe um hiperplano que passa por (x.,y .) que 
J J PQ 
de ser escrito como combinação linear convexa de H1 e H2 • 
O restante dos pontos tem desvios positj_vus em rela 
ção a H1 ou negativos com relação a H2 . Escrevendo a soma dos 
desvios absolutos com relação a H3 temos: 
l: IY.-(aX 1b+(1-a)X'c!l 
iij 7-
= l: la!Y.-X'h)+(l-a)(Y.-X'o) I 
iij ~ ~ 
=a l: IY .-X'bi+U-a! l: IY.-X'cl 
i:íJ .. iij 1..-
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n n 
<a l: IY.-X'bl+!1-a) l: IY.-X'cl 
i=l ~ i=l ~ 
n (~) l: IY .-X'cl = 
i=l "Ir 
n 
l: IY .-X'bl 
i:::] t. 
Temos (A) pelo fato dos desvios serem sempre tomados 
em módulo e serem positivos ou nulos com relação a H1 ou neg~ 
tivos ou nulos em relação a H2 , e {B) pelo fato dos dois hiper 
planos H1 e H2 serem ótimos. 
Portanto chegamos a um absurdo, pois toda combinação 
linear convexa de hiperplanos ótimos também é ótima. 
o 
2. 4 - EST!MAÇ]\0 DOS PAR.~METROS DA REGRESSM L 1 
A maior dificuldade para a utilização do critério de 
minimizaç~o dos erros absolutos na análise de regressao foi 1 
durante longo tempo, a falta de algoritmos rápidos e eficien 
tes para obter a estimativa do vetor de parâmetros desconheci 
dos e. 
Desde o século passado foram realizados estudos em 
busca de procedimentos para solução do problema de regressao 
L 1 • Trabalhos como o de Fourier (1820) e Edgeworth {1887) não 
puderam ser melhor desenvolvidos devido às dificuldades comp~ 
tacionais da época. 
O desenvolvimento da programação linear e especialmen 
te do método simplex possibilitaram o surgimento de um trata 
mente computacional mais adequado ao problema de regressão L 1 • 
O primeiro trabalho nesta linha foi apresentado por Singleton 
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em 1940, ainda sem o conhecimento do método simplex, mas com 
toda a estrutura do mesmo. Charnes, Cooper e Fergusson em 
1955, apresentaram o primeiro trabalho utilizando as técnicas 
de programação linear para solução do problema de regressão 
A partir daí, durante os Últimos 30 anos, vários méto 
dos e algoritmos foram propostos em sua maioria baseados em 
técnicas de programação linear, alguns abordando o problema 
sOO o p:)nto de vista primal e outros sob o ponto de vista dual. 
Dentre estes t.rabalhos temos: 
Karst {1958): Método iterativo para estimação dos parâmetros 
da reta de melhor ajuste em duas situações: 
1) a reta deve passar num determinado ponto. 
2) Sem nenhuma restrição no ajuste. 
Barrodale e Young (1966): Algoritmo usando urna modificação 
do método simplex~ 
Schlossmacher (1973): Método utilizando iterativamente o me 
todo dos mínimos quadrados ponderados. 
Abdelmalek ( 1975) : t•i.étodo baseado no algoritmo simplex dual 
utilizando a decomposição LU para obter uma melhor estabili 
dade numérica. 
Armstrong e Kung (1978): Modificação do aloorítmo de Barrada 
- -
le e Roberts (1973) para o caso específico de regressão li 
near simples. 
Bloornfield e Steiger (1980): Extensão do método proposto por 
Karst. Utiliza os mesmos procedimentos de pivotamento do me 
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todo simplex. 
Wesolowsky (1981): Baseado no princípio de caminho descenden 
te ao longo da superfície da função objetivo. 
Josvanger e Sposito {1983): Modificação do algoritmo de Weso 
lowsky para o caso de regressão linear simples. 
Entre todos os métodos até aqui apresentados os que 
aparecem com maior destaque sao os propostos por Barrodale e 
Roberts (1973) e Armstrong, Freme e Kung (1979). Apresentar~ 
mos, desta forma, cada um desses métodos mais detalhadamente. 
2.4.1 -ALGORITMO VE BARROVALE E ROBERTS 
Este algoritmo, proposto em 1973, é baseado no método 
sírnplex e supera o algoritmo de Barrodale e Young (1966) pelo 
fato de em uma mesma iteração poder passar por v3.rios vértices 
do conjunto de soluções possíveis, reduzindo significativame~ 
te o número de iterações necessárias para encontrar a solução 
ótima do problema. 
Reescrevendo (2.3) obtemos: 
min l'u + 1 1 v (2.6) 
sujeito a X{b-e) + Iu- I v = Y 
b,c,u,v ;;;:; O 
onde (b-c) = 8. 
Ternos então uma solução básica formada por 
u 1,u2 , ... ,u caso todos os Y. sejam não negativos. Para o ca - n ~ 
so de algum valor negativo troca-se o sinal da linha correspo~ 
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dente e o elemento u. desta linha e substituido pelo v. corres 
' ' 
pendente na base. 
Sabemos que bj =-cj' ui =-vi e que a soma dos custos 
marginais de b. e c. e zero e deu. e v~ e -2. A partir des J J 'Z. ,__ 
tes resultados podemos construir um quadro inicial do método 
simplex condensado para o algoritmo, assumindo todos 
Y. não negativos. 
' 
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O algoritmo é implementado em dois estágios. No está 
gio 1, a escolha da coluna pivô durante as iterações restring~ 
se aos vetores b. e cJ .• O vetor escolhido para entrar na base 
J 
é aquele que apresenta maior custo marginal não negativo. O ve 
tor escolhido para sair da base é aquele que proporciona maior 
redução na função objetivo. 
Pode ocorrer que nenhum vetor seja encontrado para 
sair da base, isto é, a coluna ~ivotal escolhida, pode conter 
somente elementos não positivosi isto ocorre somente quando a 
matriz X não tem posto completo. Nesse caso ignora-se a colu 
na pivô bj (ou cj) e não realiza-se a transformação simplex. 
Ao final do estágio 1 o posto da matriz X é determi 
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nado pelo número total de vetores b. e c. na base. Consideran 
J J 
do que K dos vetores u. (ou v.) foram retirados da base, o aua 
1- 1-- - -
dro neste instante representa uma aproximação que interpola K 
pontos observados (Propriedade 1). Quando a aproximação inter 
polar mais ão que K pontos, o quadro ficará degenerado, porém 
isto na prática não causa problemas. 
No estágio 2 ocorre a troca dos vetores ui e vi não 
básicos com os vetores u. e v. básicos. os vetores 
> ' 
b. ou c. 
J J 
não podem deixar a base neste estágio. Novamente o vetor esco 
lhido para entrar na base é aquele que apresenta maior custo 
marginal positivo e o vetor escolhido para sair da base e aqu~ 
le gue proporciona maior redução na função objetivo. o al 
gorítmo termina quando todos os custos marginais são nao posi 
ti vos. 
Neste segundo estágio, cada tabela do simplex corres 
ponde a uma interpolação de K pontos observados. Em cada uma 
iteração (K-1) pontos permanecem fixos, o vetor a ser retira 
do da base determina o ponto que será excluído da interpolação 
e consequentemente o vetor incluído na base determina o novo 
ponto de interpolação. Ao final deste estágio, ocorrendo valores 
negativos para alguns b. ou c. básicos, estes devem ser substi 
J J 
tuídos pelos correspondentes c. ou b. não básicos. 
J J 
A principal modificação com relação ao método simplex 
padrão é a escolha do vetor ui ou vi a ser retirado da base. 
Em a~bos os estágios, este vetor é escolhido como o que causa 
maior redução na função objetivo. Geometricamente a transfor 
maçao proposta é equivalente a saltar vários vértices no méto 
do simplex padrão. 
A regra para determinar o vetor para sair da base e 
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modificada da seguinte forma: primeiramente aplicamos a regra 
usual para determinar a linha pivô e subtraímos duas vezes o 
valor deste do custo marginal da coluna pivô. Se o resultado 
for não positivo fazemos a transformação simplex usando este 
pivô. Caso contrário, subtraímos duas vezes a linha pivô da 
linha de custos marginais, multiplicamos a linha pivô por -1 e 
trocamos o vetor u. (ou v.) da base, corresPondente a linha pi 
~ ~ - -
vô por vi (ou ui}. A multiplicação pelo valor 2 é devida ao 
fato de que a soma dos custos marginais de cada par u. ou v. e 
~ < 
-2. Essa operação reduz o valor da função objetivo e troca o 
sinal do pivô. A regra normal para a escolha da linha pivô e 
novamente aplicada e um novo pivô é escolhido, repetindo-se es 
te pr-ocesso até que um pivô não seja rejeitado e a transforma 
ção simplex possa ser utilizada com este pivô. 
Z.4.Z . ALGORJTMO VE ARMSTRONG, FROME E KUNG (AFK) 
Este algoritmo apresentado em 1979 é uma modificação 
do algoritmo de Barrodale e Roberts. A principal diferença e~ 
tre os dois algoritmos é que o de AFK utiliza o método simplex 
revisado com a decomposição LU na manutenção da base corrente. 
Porém, os critérios de entrada e saída de vetores da base e o 
mesmo. 
O método sirnplex revisado é mais eficiente que o méto 
do simplex básico por não necessitar modificar toda tabela sim 
plex a cada iteração realizada, porem exige o cálculo de uma 
matriz inversa a cada entrada e saída de vetores de base. 
Suponhamos o seguinte problema: 
max Z (2. 7) 
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sujeito a 
z -e 'x = o 
Ax = b 
X 
" 
o 
Existem n+l variáveis, m+1 restrições e uma base àe 
posto m+l. 
Este problema pode ser reescrito como: 
max Z 
sujeito a: 
t--+-f-+-] [ ~ ] = [ ~ ] 
Colocando-se as colunas de A de forma a obtermos uma 
base de posto m, podemos ter uma base de posto m+l dada por: 
B ~ --~--t--;~--
[ 
1 ' -e' J 
' m 
A inversa de B é dada por: 
A partir de B-l podemos determinar os valores da tabe 
la seguinte do método simplex bem como a solução do problema 
neste instante. Portanto necessitamos atualizar esta matriz 
a cada iteração realizada. 
Surge então a necessidade de um bom método de in ver 
.2 3. 
são de matrizes para que o algoritmo tenha um bom desempenho. O 
algoritmo de AFK utiliza a decomposição LV para cálculo da ma 
triz inversa inicial e também para sua atualização a cada itera 
çao realizada~ O resultado é um algoritmo rápido e eficiente 
com boa estabilidade numérica e que apresenta melhor desempenho 
que o algoritmo de Barrodale e Roberts. 
2.4.3 - COMPARAÇÃO ENTRE OS ALGORfTMOS 
Diversos estudos foram realizados a fim de comparar 
os dist.intos algoritmos para a determinação da regressão L 1 • 
Ao longo destes estudos verificamos que o desemryenho 
dos algoritmos está relacionado a certas características do pr~ 
blerna, entre as quais: 
~~ numero de observaçõesi 
ii) numero de parâmetros no modelo; 
iii) numero de condição dos dados. 
Os dois primeiros fatores acima podem ser facilmente 
controlados para efeito de comparação de algorítmos. Para o 
terceiro ponto, Kennedy, Gentle e Sposito (1977) e Hoffmann e 
Shier (1980) apresentaram métodos para geração aleatória de pr~ 
blemas testes em regressão L 1 com número de condição desejado e 
vetor de soluções conhecido. 
Um estudo comparativo dos mais recentes algoritmos 
propostos para a solução do problema de regressão L1 foi apr~ 
sentado por Gentle, Narula e Sposito (1987). Neste trabalho fo 
raro estudados os algoritmos de Armstrong e Kung (1978) (AK), 
Josvanger e Sposito (1983) (JS), Abdelmalek (1980} (A), Arrnstrong, 
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Frome e Kung (1979) (AFK), Bloomfield e Steiger (1980) (BS) • 
Destes algoritmos os de AK e JS são es?ecíficos ~ara o caso de 
regressão linear sim~les. O algoritmo de Barrodale e Roberts 
não foi utilizado pelos autores devido a estudos anteriores 
(Armstrong, Freme e Kung (1979)) mostrando ·::rue sua ?erformance 
e inferior ao algoritmo de AFK. 
o desempenho dos algoritmos foi estudado sob diversas 
condições de número de observações (n) e número de parâmetros no 
modelo {m). Os valores da matriz de variáveis preditoras X 
foram geradas segundo uma distribuição uniforme (0,1) e, para 
obtenção dos valores da variável dependente Y foram acrescenta 
dos erros segundo urea distribuição normal de média zero e des 
vio padrão o assumindo diversos valores4 
os resultados obtidos sao apresentados na Tabela 2.1 
e 242. A comparação dos algoritmos é feita pelo tempo médio de 
CPU, em milisegundos, utilizados na solução de 100 problemas 
testes. 
TABEL~~ 2. 1 - TEl4PO HÉDIO CPU PARA HODELO LINEAR SIHPLES. 
n o M!. JS A AFK BS 
100 0.0 0.051 0.028 0.089 0.039 0.039 
3.0 0.021 0.023 0.094 0.034 0.023 
500 0.0 0.702 0.560 1. 287 0.345 0.229 
3.0 o. 193 0.302 1.434 0.287 0.145 
1000 0.0 2.420 2.070 4.309 0.881 0.565 
3 .o 0.544 0.971 4. 775 o. 784 o .422 
5000 0.0 1 7. 068 1 o. 148 198.21* 3.091 + 
3.0 1 .262 2.837 211.23* 1 . 614 + 
* I4édia de três execuções. 
+ Não produz resposta correta. 
.25. 
TABELA 2.2 -TEMPO MtDIO DE CPU PARA DIFERENTES VALORES DE m. 
n m a A AFK BS 
100 5 0.0 0.301 o .153 0.188 
3.0 0.331 o. 149 o. 114 
15 0.0 1 • 646 1 .569 1. 301 
3 .o 1 .976 1.313 0.933 
500 5 0.0 3.483 1. 156 1. 182 
3 .o 3.686 1.120 0.829 
15 0.0 15.978 8.349 9.714 
3.0 17.876 7.808 7.294 
1000 5 0.0 11.253 2.876 + 
3.0 13.211 2.930 + 
15 0.0 43.547 18.096 + 
3.0 49.866 17.901 + 
5000 5 0.0 118.81* 34.788 + 
3.0 248.91* 34.311 + 
15 0.0 706.74* 142.647 + 
3.0 687 .31* 140.321 + 
* Hédia de três execuções. 
+ Não produz resposta correta. 
Pelos resultados acima podemos verificar que os dife 
rentes algoritmos utilizados não apresentam performance muito 
diferente para número de observações igual a 100. Porém, à me 
dida que este número de observações cresce, o desempenho dos al 
gorítmos difere bastante. Podemos notar que os algoritmos de 
AFK e BS apresentam uma estabilidade bem maior que os demais. O 
algoritmo de BS porém, apresenta problemas para grande numero 
de observações principalmente quando o número de parâmetros no 
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modelo também é grande. 
Portanto o algoritmo que se apresenta de maneira mais 
uniforme nas diferentes situações estudadas e que consequent~ 
mente é o mais recomendado numa situação geral e o algoritmo 
AFK. 
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C A P ! T U L O 3 
JNFERENCIA EM REGRESSÃO 11 
Neste capítulo abordamos aspectos da inferência em re 
gressao L, principalmente aqueles relacionados às propriedades 
1 
assintóticas dos estimadores L 1 • 
3.1 - INTRODUÇÃO 
A inferência em regressão L 1 é ainda hoje uma area 
que necessita ser melhor estudada a fim de facilitar a utiliza 
ção desta metodologia. Até pouco tempo atrás, por exemplo, não 
se conhecia qualquer tipo de informação com relação a distribui 
ção dos estimadores dos parâmetros da regressão L 1 • 
Os primeiros trabalhos nesta área foram baseados es 
sencialmente em simulações e procuravam comparar a eficiência 
dos estimadores da regressão L 1 coro relação aos tradicionais e~ 
timadores de regressão dos mínimos quadrados, sob as mais diver 
sas distribuiçÕes de erros (Rice e White {1964), Blatteberg e 
Sargent (1971), Pffaferrii::Jerger e Dinkel (1978), entre outros). Es 
tes trabalhos indicaram que os estimadores de regressão L 1 são 
mais eficientes do que os estimadores obtidos pelo critério dos 
mínimos quadrados quando a distribuição dos erros apresenta cau 
das mais alongadas do que a distribuição normal. As h ar e 
Hallace { 196 3) e Wilson ( 1978) mostraram que os estimadores de 
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regressão L1 têm uma eficiência relativa de 80% com relação aos 
estimaàores de regressão L2 quando as condições de mínimos qu~ 
drados são satisfeitas. 
A consistência e a tendenciosidade dos estimadores de 
regressão L 1 foi estudada por Taylor {1974). Uma forma de con 
sistência foi apresentada quando os resíduos são simetricamente 
distribuídos em torno de zero. A não tendenciosidade dos esti 
madores também foi apresentada para o caso de erros simetrica 
mente distribuídos, porém, com a condição que o problema tenha 
solução única. Para o caso de múltiplas soluções Sielken e 
Hartley (1973} apresentaram um algoritmo que produz estimadores 
de regressão L 1 não tendenciosos. 
o primeiro resultado com relação a distribuição dos 
estimadores dos parâmetros da regressão L 1 foi apresentado por 
Rosemberg e Carlson (1977). Neste trabalho eles investigaram 
as propriedades dos estimadores da regressão L 1 através de um 
estudo de Monte Carla. Foram utilizados dois tamanhos amos 
trais n:::31 e n:::39 1 três tipos de variáveis preditoras (constan 
te, normal padrão e normal contaminada com curtose alta) e três 
tipos de distribuições de erros, normal padrão e duas normais 
contaminadas ambas com mesmo percentual de contaminação, 15%, 
porém com variâncias da distribuição contaminante diferentes, 
15 e 25. Para cada combinação destes três fatores foi realiza 
do um experimento com 1000 repetições. Neste conjunto de rep~ 
tições, os valores das variáveis preditoras foram mantidos fi 
xos, variando a cada execução o valor da distribuição dos er 
ros. Em cada uma das repetições foram obtidas as estimativas 
dos parâmetros de regressao usando os critérios de rninimiza 
çao dos erros absolutos e mínimos quadrados. Obtidas as 1000 
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estimativas para os parâmetros de regressão, foram então calcu 
ladas as variâncias das estimativas de ambos os métodos. Este 
procedimento foi feito para o caso de regressão linear simples, 
duas e seis variáveis preditoras e ao final as principais con 
clusões foram: 
i) os estimadores de regressao L 1 possuem erro padrão signifi 
cativamente menor que os estimadores de regressão L2 qua~ 
do a distribuição dos erros tem curtose elevada. 
i i) 
iii) 
Os estimadores de regressao L1 têm distribuição aproxim.ê: 
damente normal quando os erros têm curtose alta. 
' Os erros IS-S! nos estimadores de regressão Ll sao aprox~ 
madamente distribuídos segundo urra normal m-variada com vetor 
nédias O e matriz de variâncias e covariâncias \ 2 (X 1X)-l onde X é 
matriz das variáveis preditoras e À 2 In é a variância assintótica 
m:.::!iana de uma arrostra de tamanho n na distribuição dos erros. 
de 
a 
da 
Este Último resultado foi mais tarde obtido por 
Bassett e Koenker (1978) que mostraram, analiticamente, que a 
distribuição de amostragem do vetor de estimativas dos parâme 
' tros de regressão L1 , S, e assintoticamente normal com média S 
e matriz de variâncias e covariâncias À2 (X'XJ- 1 . Este resulta 
do possibilitou o desenvolvimento dos primeiros proced:imentos 
inferenciais assim como a construção de intervalos de confian 
ça e testes de hipóteses. 
Os trabalhos recentes em regressão L 1 têm abordado 
pontos como o problema de seleção do melhor subconjunto de va 
riáveis em regressão L 1 (Gentle e Hanson {1977), Narula e 
Wellington (1979)} e também a influência de cada observação na 
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regressão L 1 (Narula e Wellington (1985)). 
3.2 - TEORIA ASSINT0TICA 
Consideremos o modelo (1.1) e suponhamos que as compo 
nentes do vetor~. são independentes e identicamente distribuí 
' 
das com função de distribuição F cuja mediana é zero. Denotemos 
-por S, o estimador de S na regressão L1 , isto e, 
min [Y -XS[ = [Y -XB[ 
s 
( 3. 1 ) 
Seja {gn} a seguência de soluções únicas de problemas 
(3.1),n+oo 
Suponhamos que: 
i) F e contínua e tem densidade f positiva e continua na media 
na. 
ii} lim n-1 (X'X)-l::: Q 
n+oo 
onde Q é uma matriz definida positiva, temos então que: 
-vn-rs-BJ converge em distribuição para uma distribui 
çao normal m-var>iada com vetor de médias O e matriz de variâncias e cova 
À 2 /n é a variância assintótica da mediana de 
amostras de tamanho n da distribuição F. Este é o resultado de 
Bassett e Koenker e a consequência imediata do mesmo é que o 
critério de minimização dos erros absolutos é superior ao de mí 
nimos quadrados no modelo linear geral, sempre que a distribui 
çao dos erros é tal que a mediana é um estimador mais eficiente 
que a média como medida de posição. 
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A convergência dos estimadores da regressão 
L 1 para a distribuição normal foi estudada por Dielman e 
Pfaffemberger (1982). Concluíram que no caso de erros norrnalmen 
te distribuídos é necessário que o tamanho de amostra seja 20 
para que a hipótese de normalidade seja aceita. Para erros com 
distribuição normal contaminada é preciso uma amostra de tama 
nho 30 para que a convergência ocorra ao nível de significância 
de 10%. Porém, no caso de erros com distribuição de Cauchy a 
convergência ao nível de significância de 5% ocorre somente 
quando n=100 e se os erros são provenientes da distribuição de 
Laplace o tamanho de amostra necessário para convergência cres 
ce para 150 ao nível de significãncia de apenas 1%. 
Portanto, o uso da distribuição assintótica e adequ~ 
do quando a distribuição dos erros é normal ou normal contamina 
da ou quando o tamanho de amostra é grande. A utilização da 
teoria assintótica em procedimentos estatísticos ~ara pequenas 
amostras pode ocasionar resultados incorretos principalmente no 
caso dos erros provenientes de distribuições com caudas along~ 
das. 
Com o resultado de Bassett e Koenker tornou-se sim 
ples a construção de intervalos de confiança e testes de hipót~ 
ses para os estimadores de regressão L 1 • 
Supondo que estamos interessados em um intervalo de 
confiança para r'S, onde r é um vetor de constantes usado para 
especificar uma particular combinação linear dos parâmetros ~-
Um intervalo de confiança de (1-a)% para r'S pode ser escrito 
como: 
( 3 • 2) 
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onde Z denota o percentil apropriado da distribuição normal p~ 
drão. 
Para a i-ésima componente do vetor S, um intervalo de 
confiança de (1-aJ% de confiança e: 
-1/2 
onde (X'X)ii denota a raiz quadrada do i-ésimo elemento da 
diagonal da matriz (X'XJ- 1• 
Podemos também construir um teste para hipóteses do 
tipo: 
Fixando um nível de significância a, as regiões de re 
jeiçãc e aceitação são dados por: 
a) Rejeitar s 0 se: -Za/ 2 > z* ou 
b) Aceitar H0 se: 
onde 
z* = 
z < z* 
a/2 
-Z I a 2 
' 
r 'S- h 
z 
a/2 
( 3 • 4) 
Para uma componente específica do vetor S, onde dese 
jarnos testar a hipótese 
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temos: 
a) Rejeitar n0 se: za 12 < z* ou 
b} Aceitar H0 
onde 
z* = 
* -Z I > z a 2 
( 3. 5) 
Urna alternativa para testar hipóteses sobre os param~ 
tros da regressão L1 é através dos testes usuais de Wald, Multi 
plica~ores de Lagrange e Razão de Verossimilhança. Estes três 
testes foram estudados no caso de regressão L 1 por Bassett e 
Koenker (1982), obtendo o seguinte resultado: Os testes de 
~Vald, Razão de Verossimilhança e Multiplicadores de Lagrange 
são assintoticamente equivalentes e convergem em distribuição 
para uma qui-quadrado com K graus de liberdade e parâmetro de 
não centralidade n, onde 
( 3 • 6) 
K = posto da matriz X. 
A 
si é o vetor de estimativas do vetor ei que se deseja testar e 
Dij é o bloco correspondente na matriz (X'XJ- 1 ~ 
O teste dos Hultiplicadores de Lagrange e mais reco 
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mendado por ser mais simples do ponto de vista computacional. 
uma dificuldade para a utilização destes procedimen 
tos e o fato de À ser desconhecido. Assim uma estimativa de À 
e necessária para que estes procedimentos sejam utilizados. 
Uma estimativa para À é sugerida por Cox e Hinkley 
(1974). Primeiro temos que assintoticamente Ã={2f{m)}-l {crarrer, 
(1946}), onde f(m) e a ordenada da distribuição de erros ava 
liada na mediana. A sugestão de Cox e Hinkley é que 
pode ser estimada por: 
A 
f = 
e(t) -e(s) 
!t-s) /n 
{ ~ )-1 
J (m) 
( 3. 7) 
onde e(i)' i=1,2, ... ,n e o vetor de resíduos ordenados e 1 e(t)' 
e(s) f O. 
o valor de te sem (3.7) devem ser simétricos com re 
lação a mediana amostral dos resíduos e a diferença entre eles 
deve ser pequena. Em particular: 
t = [n/2} + v 
(3.8) 
s = [n/2] - v 
onde [·]representa o maior inteiro contido e v é um valor in 
teiro positivo apropriado. {3.7) e um estimador consistente p~ 
ra 2À, logo uma estimativa para À e dada por: 
' À= f/2 (3.9) 
Sposito (1987) verificou através de um estudo de !·1on 
te Carlo o comportamento de {3.9} como estimador de À. 
Neste estudo foram utilizadas as seguintes distribui 
ções de erros. 
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1. Laplace; 
frx! = 1/2 exp{-\xll _ro<:;c<oo 
2 • Cauchy: 
2 -1 
frx! = [n(l+x !] -""<x<oo 
3. Normal Padrão: 
-1/2 { 2 } f(x) = (2n) exp -x /2 -oo <X < oo 
4. Triangular: 
= {1
0
-lxl f(x! 
-""' <X < ] 
caso contrãrio 
5. Uniforme: 
f(x! = t -1/2;<;;x;;;1/2 
caso contrário 
Tamanhos de amostra, 50, 100, 200, 300 e diferentes 
valores para v foram testados utilizando o modelo Y = (3 0 +e. Os 
resultados foram analisados separadamente para o caso de distri 
. -
buições com amolitude finita e para as distribuições de amplit~ 
de infinita. 
A partir dos resultados obtidos concluiu-se que: 
1. Para distribuições com amplitude finita (3.9) aproxima À ra 
pidamente e para n=10D, v=3 ou 4 apresenta uma boa aproxima 
çao. Se n ~ 200 valores de v=2 ou 3 mostraram-se adequados. 
2. Para distribuições com amplitude infinita: 
.36. 
i) No caso de distribuição normal urna boa aproximação pode 
ser obtida com v=l independentemente do tamanho de amos 
tra considerado. 
ii) Para a distribuição de Laplace uma boa aproximação ocor 
re com n=lOO e v=3 e para n ~ 200, V=l fornece bons re 
sultados. 
iii} Se a distribuição dos erros for Cauchy é necessário um 
tamanho de amostra 300 e 1)=1,2, ou 3 para que uma boa 
aproximação ocorra. 
Podemos então concluir que no caso de distribuições 
com amplitude infinita uma boa aproximação para À utilizando-se 
(3.9) é obtida a partir de uma adequada escolha de v para cada 
tamanho de amostra. 
.37. 
C A P ! T U L O 4 
BOOTSTRAP E REGRESSÃO 1 1 
Neste capítulo apresentamos o método bootstrap propo~ 
to por Efrom (1979), que será utilizado para estimar o desvio 
padrão e construir intervalos de confiança dos estimadores dos 
parâmetros da regressão L 1 • 
4. 1 - ~~~TODO BOOTSTRAP 
Um problema usual em estatística é aquele onde a oar 
tir de uma amostra aleatória Z = rz 1 ,z2 , ... ~Zn) proveniente de 
uma certa distribuição de probabilidade desconhecida F, deseja 
mos fazer inferências sobre a distribuição de amostragem para 
uma determinada variável aleatória R(Z,F), dependente deZ e F. 
Os métodos clássicos de inferência estatística supõe 
que F e uma distribuição de probabilidade conhecida, que nem 
sempre e a verdadeira distribuição da variável aleatória em 
questão e, a partir dela fazem as inferências desejadas. 
O método bootstrap não exige nenhuma suposição sobre 
a distribuição F e procura através dos próprios valores obtidos 
para a amostra Z = (Z 1 ,z2 , ... ,Zn) buscar a solução do problema 
de inferência. A idéia geral do método e simples e consiste em 
retirar amostras aleatórias de tamanho n, com reposição, dos 
próprios valores obtidos para Z, de modo a obter uma distribui 
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ção bootstrap para os estimadores de interesse. Existem três 
propostas básicas para a obtenção da distribuição bootstrap: 
i} cálculo teórico; 
ii) aproximação !1onte Carlo; 
iii) expansao em série de Taylor. 
Neste trabalho utilizaremos a segunda proposta, a dis 
tribuíção bootstrap será aproximada via método Monte Carlo. 
Consideremos Z = rz 1 ,z2 , .•. ,Zn} uma amostra aleatória 
cujas componentes são independentes e identicamente distribuí 
das (i.i.d.), provenientes de uma distribuição F da qual esta 
' 
mos interessados em estudar o parâmetro 8. Seja erz-1 ,z2, ..• ,Zn) 
a estatística de interesse cujo desvio padrão será escrito como 
o 6 (F). Esta notação caracteriza o desvio padrão como uma fun 
ção da distribuição de probabilidade desconhecida F. A estima 
A A A 
ti va bootstrap de o 8 (F J será denotado por o 8 (F J = o (F J , onde F 
e a estimativa de máxima verossimilhança não paramétrica de F. 
O cálculo da estimativa bootstrap do desvio padrão, 
via método de Monte Carlo, segue o seguinte algoritmo. 
1. Constrói-se F como sendo: 
A 
F: massa 1 n sobre Zi• i=1,2, ... ,n ( 4. 1 ) 
2. Retira -se uma amostra bootstrap de F, 
i. i. d. 
"' 
F ( 4 • 2) 
~* A * * * Calculamos então 8 =8(Z1 ,z2 , .•. ,Zn). 
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3. Repete-se o passo 2 independentemente B vezes, obtendo em ca 
da repetição bootstrap, "'ltl ""*2 e , e , .. . , 
onde 
Calculamos então o desvio padrão dos ê*i 
= { B=l 
1 
=B 
B ' . A 2 1í2 
E re*'-e'J J 
i:::l 
A A 
( 4 • 3) 
(4. 4) 
Quando B + "", cr B aproxima a (F J , o estimador bootstrap 
do desvio padrão. 
A 
A partir da estimativa a(FJ, podemos obter um interva 
lo de confiança aproximado para e. Esta aproximação e dada 
por: 
( 4 • 5) 
onde za e o a-ésimo percentil da distribuição normal padrão. Es 
te intervalo é chamado "intervalo padrãou para 8 e é baseado na 
aproximação normal para grandes amostras. 
Outra forma de obtenção de um intervalo de confiança 
,, 
para e 6 a partir da distribUiÇãO bOOtstrap de e 1 é Ü ChamadO 
método dos percentis. 
Seja 
A 
F(tJ = Frob,{e :i t) 
a função de distribuição bootstrap de ê*. Quando esta 
buição é obtida pelo método de Monte Carlo temos que 
aproximada por 
( 4 • 6) 
distri 
íirtJ e 
.40. 
Para um dado a, entre O e 0.5, definimos: 
êiNP(a} = ;-l(a} ( 4 • 7) 
( 4. 8) 
o método dos percentis fornece o intervalo dado por! 
( 4 • 9) 
como um intervalo f1-2a)% de confiança para e. 
Outras sugestões para a ut.ilização da distribuição 
bootstrap na construção de intervalos de confiança foram 
apresentados por Efrom (1982) e Efrom e Tibshirani (1985), mas 
não serão consideradas neste trabalho. 
4.2 -APLICAÇÃO DO MBTODO BOOTSTRAP À REGRESSÃO 1 1 
Consideremos o modelo (1.1) com si' i.i.d., preveni e!! 
tes de uma distribuição desconhecida F. Suponhamos que F seja 
centrada em. zero em algum sentido: EF(s) = O ou P{E <O} = O. 5~ 
Para o caso de regressão L 1 , pela Propriedade 2 do Capitulo 2, 
temos que a mediana dos s. sempre se iguala a zero, 
' 
P{s <o)= 0.5. 
isto e, 
A estimativa bootstrap do desvio padrão ÔB = ârê,FJ P!-2. 
de ser utilizada para medir a precisão dos parâmetros da regre~ 
são L 1 • Neste caso F é a distribuição empírica dos resíduos. 
A A 
Consideremos Y = XS, o vetor estimado pela estimativa 
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A 
L 1 dos parâmetros de regressao. Então, E . = Y • - X • B e o veto r 
' " ' 
de erros estimado para o ajuste obtido através do critério L 1 . 
O algorítrno bootstrap Monte Carla pode ser então des 
crito da seguinte forma: 
1. Constrói-se F colocando-se massa 1 a cada ponto do vetor 
n 
observado. 
F: massa 1 
n 
i::::1,2, ..• ,n (4.10) 
* 2. Retira-se urna amostra bootstrap Y ~ selecionando-se uma amos 
tra i.i.d. de FJ * * * -E~,E 2 , ... ,E , obtemos entao: 1 n 
i:::.1,2, ..•• n 
Calcula-se então uma estimativa L1 do vetor S, 
ra esta amostra 1 mantendo-se X fixa. 
(4.11) 
3. O Passo 2 é repetido independentemente B vezes, obtendo-se 
":r,] "•2 A*B 
as estimativas bootstrap, B ,S~ , ... ,B . 
Uma estimativa para o desvio padrão de cada parâmetro 
,, 
Bi e dada por: 
onde 
' = f _, 
'B-1 
1 
E 
A*( ) J/2 
- B .• )} 
~ 
A utilização deste algoritmo para o problema 
(4.12) 
(4.13) 
de r e 
gressão L 1 pode apresentar dificuldades devido a reamostragem 
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de resíduos iguais a zero levando a subestimacão do desvio p~ 
drão. Pela Propriedade 1 do Capítulo 2, em regressão L 1 , exis 
te pelo menos um hiperplano L 1 ótimo que passa por pelo menos 
m pontos observados, ou seja, existe pelo menos uma solução L 1 
ótima que resulta em pelo menos m valores do vetor de resíduos 
Ei iguais a zero, onde m é o posto da matriz das variáveis pr~ 
di toras. 
Por outro lado, estudos têm mostrado que em geral os 
problemas de regressão L 1 apresentam uma única solução ótima. 
Conjuntos de observações com múltiplas soluções Ótimas precisam 
ser construídos artificialmente. Portanto, pela Propriedade 1, 
salvo raras exceções, as soluções ótimas de problemas de regre~ 
sao L
1 
passam por pelo menos m pontos observados. 
Uma forma de resolver este problema e através do 
bootstrap alisado. Neste caso retira-se uma amostra boots 
' trap de F fN G, onde ® significa convolução. Cada ponto c i da 
amostra bootstrap representa a soma de um ponto selecionado 
aleatoriamente dos dados originais com um ponto selecionado da 
distribuição G. 
A reamostragem dos resíduos nulos pode também ser omi 
tida retirando-se da amostra original de resíduos aqueles 
iguais a zero~ 
O método bootstrap pode ser também utilizado de uma 
forma mais simplificada em problemas de regressão. Considere 
mos cada observação t. = ( Y. ,X.) obtida através 
~ ~ ~ 
de amostragem 
aleatória simples de uma distribuição F. o método bootstrap e 
então aplicado ao conjunto de dados, 
i. i. d. 
t 1 ,t2 , ... ,tn "'-' P. 
.43. 
O algorítmo bootstrap Monte Carlo fica da seguinte 
forma: 
A 
1. Constrói-se F, colocando-se massa 1 
n 
sobre 
F: massa i:;;:1,2, .•. ,n 
2. Retira-se uma amostra bootstrap 
cada 
Calcula-se para esta amostra a estimativa 
tr ap ( ê"' ( j J J • 
observação 
(4.14) 
boots 
3. Repete-se 2, B vezes obtendo-se as estimativas bootstrap 
§>~J j) 
' 
Com os valores ê*(j) 1 calcula-se a estimativa boots 
trap do desvio padrão através de (4.12) e {4.13). 
.44. 
C A P f T U L O 5 
METODOLOGIA E RESULTADOS 
Neste capítulo apresentamos a metodologia utilizada 
para avaliar a aplicação do método bootstrap na obtenção de es 
timativas dos desvios padrões e intervalos de confiança dos p~ 
rârnetros da regressão L 11 bem como os resultados obtidos. 
5.1 - ~lliTODOLOGIA 
Para verificar a viabilidade do uso do método boots 
trap como procedimento para obtenção do desvio padrão e interva 
los de confiança para os estimadores da regressão L 1 quando o 
tamanho da amostra é pequeno, desenvolvemos um extenso estudo 
computacional utilizando o computador VAX11/785 do Centro de Com 
putação da UNICAMP. 
Este estudo foi realizado em duas partes. A primeira 
consistiu em um estudo de Monte Carla para obter os valores des 
conhecidos para o desvio padrão dos estimadores da regressao L 1 
sob diversas condições de distribuições de erros e tamanhos de 
amostras. Estes valores foram então comparados aos resultados 
obtidos pelo método bootstrap, que e a segunda parte do estudo. 
Com este procedimento desejamos mostrar que as estima 
tivas obtidas através do bootstrap aproximam os valores obtidos 
através do estudo de Monte Carla, indicando desta forma a viabi 
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lidade do uso do rrétcxlo bootstrap corro procedimento pard estimar o des 
vio padrão dos estimadores dos parâmetros da regressão L 1 em p~ 
quenas amostras. 
O modelo que utilizamos foi o de regressão linear sim 
ples 
Foram utilizadas as seguintes distribuições 
cas de erros: 
1. Normal Padrão: 
-1/2 2 f(x) = (2n) exp!-x /2) _co < X < ro 
2. Normal Contaminada: 
f = 0.85. N(0,1) +0.15 N(0,5) (x) _oo <X <co 
(5 • 1 ) 
simétri 
onde N{O,a) denota uma variável aleatória proveniente de uma 
distribuição normal com média O e desvio padrão cr, consegue~ 
temente f(x) é uma mistura de distribuições. 
3. Laplace: 
4. Cauchy: 
f = (1/2)exp!-lxll (x) 
2 -1 
= {TI(1+X )} 
_oo < X < oo 
-co<x<w 
Para a geraçao dos numeras aleatórios segundo essas 
distribuições, foram utilizados o Método Polar de Harsaglia p~ 
ra a distribuição normal e o Método da Transformação Inversa pa 
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ra as variáveis de Cauchy e Laplace. Na geraçao de numeres 
aleatórios uniformes [0,1] foi utilizado o gerador RAN da bi 
blioteca FORTRAN/VAX. 
Os tamanhos de amostra usados foram, 10, 20, 30, 50, 
75~ 100 para cada uma das quatro distribuições de erros. Para 
cada um destes tamanhos de amostra foram geradas 5 diferentes 
matrizes X. Foram escolhidos 5 valores para e0 e B1 , conforme 
a Tabela 5.1. Cada par desses valores foi atribuído a uma das 
matrizes para cada tamanho de amostra. 
TABELA 5.1 -VALORES PARA S0 E S1 • 
2 
3 
4 
5 
3 
2 
3.5 
3 . 1 
7 
6 
2 
2.4 
Os valores de x. foram gerados segundo a distribuição 
~ 
normal padrão, independentemente dos erros. Uma vez gerados os 
valores de xi, para cada uma das cinco matrizes, estes valores 
foram então fixados durante todo o estudo. Os valores para a 
variável dependente, Y, em cada urna das matrizes X foram obti 
dos por 
( 5 • 2) 
5.1.1 - ESTUVO VE MONTE CARLO 
Na execução do estudo de r1onte Carlo foram geradas 
5.000 amostras, segundo cada uma das distribuiçÕes de erros. A 
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cada amostra dos erros que era gerada, um novo conjunto de valo 
res para Y era obtido. Com os valores {Y,X), calculávamos en 
tão as estimativas L 1 para S0 e 8 1 utilizando o algorítmo de 
Armstrong, Freme e Kung (1979}. 
Ao final do processo, para cada matriz, em cada tama 
nho de amostra, existiam 5.000 estimativas para s0 e s1 . A pa~ 
tir dessas estimativas foram então obtidos os desvios padrões 
destes estimadores pelo método de !1onte Carlo; estes resultados 
são apresentados, para o caso de 8 0 = S 1 = 1, na Tabela 5. 2. 
5. 7.2 - MÊTOVO BOOTSTRAP 
Para cada matriz X gerada, o método bootstrap foi 
aplicado. Duas formas de reamostragem foram utilizadas; 
i) reamostragem nos pares t.; 
- ~ 
ii) reamostragem no vetor de resíduos ignorando-se aqueles 
iguais a zero. 
A reamostragem utilizando a convolução (F ®G) 1 deixou 
de ser estudada por não apresentar resultados satisfatórios. 
Para definirmos o número B de repetições bootstrap, 
realizamos um estudo comparando quatro possíveis alternativas: 
100 x 100, 100 x 200, 200 x 100 e 200 x 200, onde A xB significa 
que a estimativa bootstrap do desvio padrão é resultado da me 
dia de A execuçoes do método bootstrap com B repetições. Os re 
sultados indicaram que dentre as 4 alternativas, aquela que me 
lhor aproximou os valores do estudo de Monte Carla com menor 
tempo de execuçao foi a de A:;;: 100 e B:;;: 200. 
Para a construção de intervalos de confiança foi uti 
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lizado apenas o método padrão, pois o método dos percentis nao 
apresentou bons resultados, bem como exigia um tempo computacio 
nal muito grande. Foi utilizado somente o caso de matrizes as 
saciadas a S 0 ::: (3 1 = 1 e a performance dos intervalos construí 
dos foi verificada através da probabilidade de cobertura obtida 
em 500 repetições do método bootstrap com 200 repetições. 
5.2 - RESULTADOS PARA REAMOSTRAGEM NOS PARES 
Para cada par de valores fixado, conforme a Tabela 
5.1, para o vetor de parâmetros 8, obtivemos uma tabela conten 
do o desvio padrão para as estimativas dos parâmetros da regre~ 
são L1 pelo estudo de Monte Carla (oMCJ, o resultado de Bassett 
e Koenker (o 8KJ' a média das 100 estimativas bootstrap com rea 
mostragem nos pares t.(&J e o desvio padrão destas estimativas 
~ 
(~EB), para cada uma das distribuições nos diversos tamanhos de 
amostra. No resultado de Bassett e Koenker foi usado o valor 
de À assintótico de cada distribuição de erro. Na Tabela 5.2 
apresentamos estes resultados para o caso de s0 ::: 81 ::: 1. 
Estes resultados comprovam os problemas que podemos 
ter quando utilizamos o resultado de Bassett e Koenker. Quando 
a distribuição de erros e normal ou normal contaminada, o des 
vio padrão pelo resultado de Bassett e Koenker aproxima-se do 
resultado do estudo de M::mte Carlo a partir de tamanhos de amostra 10 
e 30 respectivamente~ Porém, para distribuição de erros de 
Cauchy esta aproximação começa a ficar clara com tamanho de 
amostra 100, o que não ainda ocorre para erros de Laplace. 
Outro resultado que se pode verificar é que os resul 
tados obtidos pelo método bootstrap super-estimam os valores do 
TABELA 5.2 
-
RESULTADOS PARA REAMOSTRAGEM NOS PARES Ba = B 1 = 1. 
TAMANHO DE 
n=lO n=20 DISTRIBUIÇÃO AMOSTRA n=30 n=SO n.::=?5 n=10D 
Bo s "o 1 Bo r 1 1 
0BK 0.399 0.354 0.298 0.330 0.230 0.216 0.177 o. 125 o. 145 o. 139 o .127 o .132 
0 MC 0.378 0.364 0.289 0.326 0.228 0.218 o. 176 0.168 (J. 146 o .139 o. 129 o .132 NORMAL 
' 0.460 0.463 0.341 0.386 0.251 0.255 o. 191 0.190 o. 153 o. 158 0.134 o. 140 aB 
0 EB o. 137 o. 143 o. 129 o. 121 0.060 o .107 0.045 0.045 0.032 0.041 0.027 0.033 
0BK 0.453 0.402 0.443 0.390 0.261 0.246 0.201 o. 191 o .165 o. 161 0.145 o. 1 51 
NORMAL 0MC 0.470 0.462 0.347 0.386 0.263 0.251 0.201 o .198 o. 16 7 0.165 0.143 o. 153 
Ã o. 733 0.782 0.405 0.490 0.301 o .311 0.216 0.209 0.178 0.189 o .152 0.166 CONTAMINADA aB . ... 
0EB 0.333 0.415 o .16 7 o. 187 0.082 0.089 0.047 0.054 0.032 0.046 0.026 0.038 "' 
0BK 0.318 0.282 o. 211 0.233 o. 183 o. 173 o. 141 o .134 o. 11 5 o .113 o. 102 0.106 
0MC 0.420 0.416 0.294 0.346 0.222 o. 219 o. 161 o .158 o. 129 o .136 o. 115 o .120 LAPLACE 
' 0.578 0.617 o .379 0.446 0.260 o .271 0.193 o. 194 o. 141 o. 156 0.120 o .135 aB 
0EB o. 198 0.223 o. 121 o .146 0.066 0.090 0.049 0.053 0.030 0.046 0.025 0.031 
0BK 0.500 0.443 0.374 0.413 0.288 0.271 0.222 o. 211 o .182 o .178 o. 160 o. 167 
CAUCHY 0MC 0.743 0.841 0.437 0.535 0.318 0.330 0.233 o. 232 0.190 0.195 0.165 o. 175 
Ã 13.412 21 .051 0.755 0.902 0.422 0.448 0.278 o .271 0.213 0.230 o. 1 78 0.203 OB 
A 86.916 148.175 0.528 0.565 0.167 0.187 0.061 0.065 0.050 0.075 0.042 0.058 0 EB 
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estudo de .r-1onte Carla, sendo que à medida que o tamanho de amo~ 
tra cresce, a diferença entre estes valores decresce, tanto p~ 
ra s0 como s1 • 
Na Figura 5.1 apresentamos conjuntamente os valores 
obtidos nas diversas situações estudadas pelo método bootstrap 
e o estudo de Monte Carlo, para as estimativas de 8 0 e s1 • A 
partir deste gráfico verificamos urna diferença de comportamen 
to das estimativas para B0 e B1. Portanto os estudos a seguir 
serao feitos independentemente para B0 e B1 • Nas Figuras 5.2 
e 5.3 representamos o gráfico anterior individualmente para s0 
e ~ 1 , respectivamenteT sendo que o valor a?resentado no gráfico 
representa o tamanho de amostra do qual o ponto é proveniente. 
Para que o método bootstrap seja uma boa aproximação do desvio 
padrão dos estimadores da regressão L 1 , devemos obter estes va 
lores próximos a reta de identidade (Ô::: crMC). Podemos notar 
que isto não ocorre porém, estes dois gráficos indicam a exis 
tência de alguma relação funcional entre estas variáveis distin 
ta da identidade. Portanto, 9odemos então determinar uma rela 
çao funcional de modo a obter uma correção que forneça os valo 
res do método bootstrap próximos aos do estudo de Monte Carlo~ 
Na busca de um ajuste adequado para esta função veri 
ficamos a existência de uma relação entre os valores observados 
e o tamanho de amostra do qual eram provenientes. Isto pode 
ser observado nas Figuras 5.2 e 5.3, quanto menor o tamanho de 
amostra~ maior tem que ser a correção para que o bootstrap se 
aproxime do I1onte Carlo, assim sendo, decidimos obter o ajuste 
destas correções em duas partes: 
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FIGURA 5.2 
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i) tamanhos de amostra menor ou igual a 30; 
ii) tamanho de amostra maior do que 30. 
Obtivemos as sequintes correções em que EC denota 
bootstrap corrigido: 
i) n :$ 30 
BC rso! = 
P0 ~o (81) = 
i i) n > 30 
+o. 4?ÔB 0.13 
o 
0.12 +0.4688 
1 
o. 046 +o. 64&!3 
1 
- D.OB(ÔS 2 ) 
o 
- 0.04(88 )2 
1 
Nas Figuras 5.4 e 5.5 reapresentarnos as Figuras 5.2 
e 5. 3 aplicando estas correçoes onde 0odemos verificar que os ")()ll 
tos observados estão agora ~róximos à reta de identidade que desejávamos. 
Para verificar a validade destas correções, novos con 
juntos de valores foram gerados para diferentes tamanhos de 
amostra, diferentes matrizes X e diferentes valores dos param~ 
tros s0 e s1 • Para estes novos conjuntos de observações foram 
obtidos os resultados pelo método Monte Carla e pelo método 
bootstrap nos quais foram aplicadas as correções acima propo~ 
tas. Nas Figuras 5.6 e 5.7 estes valores são apresentados para 
~o e ~ 1 respectivamente. Podemos verificar que os pontos com 
as correções propostas, aproximam-se da identidade rã =aMCJ' in 
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FIGURA 5.4 
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FIGURA 5.5 
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FIGURA 5.6 
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FIGURA 5.7 
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dicando desta forma a validade das correções propostas as estí 
mativas bootstrap. 
Com as estimativas do desvio padrão, partimos então 
para a construção de intervalos de confiança para os parâmetros 
A 
utilizando o método padrão (4.5} com 0 12 (FJ =BC{f3.). Calculamos 
..., i '/.-
então as probabilidades de cobertura destes intervalos, para ca 
da uma das distribuições de erros nos diferentes tamanhos de 
amostra. Os resultados obtidos são apresentados nas Tabelas 
5~3 1 5.4, 5.5, 5.6 para as distribuiçÕes de erros normal, nor 
mal contaminada, Laplace e Cauchy, respectivamente. 
TABELA 5. 3 - PROBABILIDADES DE COBERTURA. REA.MOSTRAGEM NOS PA 
RES ti. DISTRIBUIÇÃO DE ERROS NORNAL. 
PROBABILIDADES FIXADAS 
n 
90% 95% 99% 
Bo sl 80 sl Sa BJ 
10 .896 .912 .932 .948 .980 .992 
20 . 924 . 916 .962 .968 .992 .988 
30 .902 .896 .944 .950 .986 .990 
50 .908 .902 .948 .942 .988 .986 
75 .906 .924 .930 .968 .98.0 .990 
100 .908 .912 .946 .96 .982 .992 
• 60. 
TABELA 5.4 - PROBABILIDADE DE COBERTURA. REAMOSTRAGEM NOS PA 
RES. DISTRIBUIÇÃO DE ERROS NORNAI~ CONTAMINADA. 
PROBABILIDADES FIXADAS 
90% 95% 99% 
n 
so sl so sl e o sl 
~== 
10 .900 .928 .940 .968 .980 .992 
20 .922 .874 .962 .938 .990 .990 
30 .898 .900 • 942 .946 .984 .988 
50 .906 .922 .952 .968 .988 .990 
75 .906 .896 .944 .950 . 990 . 992 
100 .916 .914 .964 .956 .982 .994 
TABELA 5.5 - PROBABILIDADES DE COBERTURA. REAMOSTRAGEM NOS PA 
RES 
' 
DISTRIBUIÇÃO DE ERROS LAPLACE. 
"'i" 
PROBABILIDADES FIXADAS 
90% 95% 99% 
n 
so s, Bo 61 Bo 81 
. 
. -~ 
10 .906 .938 . 944 .972 .986 .990 
20 . 912 .902 .956 .954 .994 .992 
30 .912 .92 .958 .962 .994 .986 
50 .914 .904 .958 .960 .994 .996 
75 .922 .938 .966 .968 .996 .990 
100 .89 .904 .952 .950 .986 .986 
o 61. 
TABELA 5.6- PROBABILIDADES DE COBERTURA. REAMOSTRAGEM NOS PA 
RES t . o DISTRIBUIÇÃO DE ERROS CAUCHY. 
'/. 
PROBABILIDADES FIXADAS 
90% 95% 99% 
n 
Sa 81 8·º~· sl Bo sl 
10 .632 .732 .696 .794 .758 .850 
20 .872 .878 .930 .926 .978 .974 
30 .884 .910 .940 .964 • 994 .992 
50 o 912 .912 .958 .938 .992 .986 
75 .890 .904 .952 .950 .986 .986 
100 .918 .884 .962 .930 .982 
A partir destes resultados podemos concluir que em ge 
ral o intervalo de confiança obtido pelo método padrão aprese~ 
ta bons resultados. As probabilidades de cobertura aproxi~ 
se das probabilidades fixadas. Como poderíamos prever existe 
uma variabilidade nos resultados em torno do valor fixado, po 
rem esta variabilidade, com algumas exceções 1 não ultrapassa a 
2%. Podemos verificar também que esta variabilidade aparece 
com maior evidência para probabilidade fixada de 90%. Para va 
leres fixados de 95% e 99% a estabilidade do método padrão é 
bem maior. 
Na utilização desta reamostragem encontramos dois pr~ 
blemas: 
i) No cálculo da estimativa do desvio padrão as correções en 
centradas foram para n .::.;; 30 e n > 30. Quando obtivemos as 
probabilidades de cobertura verificamos que para n = 30 os 
valores encontrados estavam um pouco distantes dos valores 
• 6 2. 
fixados. Utilizamos então a correçao para n >30 e recalcu 
lamas estas probabilidades e verificamos que os novos resul 
tados estavam bem mais próximos dos valores fixados do que 
os valores obtidos com a correção para n ~30. Portanto os 
valores apresentados para n = 30 nas Tabelas 5.3, 5.4 1 5.5 
e 5.6 utilizam a correção para n >30. 
ii) Quando temos a distribuição de erros Cauchy 1 as probabil~ 
dades de cobertura !?ara n = 1 O estão longe dos valores fixa 
dos, com n :::: 2 O esta diferença é menor e apenas com n = 3 O os 
resultados se apresentam de acordo com o comportamento gl~ 
bal do método~ Portanto isto nos indica que devemos ter 
cuidado em usar o método padrão quando a variância da dis 
tribuição de erros for infinita 1 como a Cauchy. 
5.3 - RESULTADOS PARA REANOSTRAGEM NOS ERROS 
Os resultados obtidos para reamostragem nos erros ci 
diferentes de zero são apresentados na Figura 5.8 que foi cons 
truída a partir de tabelas análogas a Tabela 5.2. Verificamos 
que o comportamento das estimativas do desvio padrão para s0 e 
s1 são semelhantes para tamanhos de amostra maior do que 30. 
Também podemos verificar que os pontos observados estão próx~ 
mos da identidade ( Ô = o MC). Estes dois fatos f icarn mais eviden 
tes nas Figuras 5.9 e 5.10 onde são apresentados individualmen 
te os resultados obtidos para s0 e B11 respectivamente. 
Podemos verificar que para tamanhos de amostra maior 
ou igual a 30 1 em ambos os casos 1 os valores observados estão 
em torno da reta de identidade 1 alguns acima outros abaixo da 
mesma. Porém para n < 30 1 os valores observados encontram-se um 
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FIGURA 5.10 
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pouco abaixo da reta de identidade, indicando desta forma que 
o bootstrap está super-estimando o desvio padrão, principalme~ 
te nas estimativas para s0 . Como na reamostragem nos pares, 
procuramos encontrar uma relação funcional entre o resultado do 
Monte Carla e do bootstrap. Nas Figuras 5.11 e 5.12 são apre 
sentados os resultados para os tamanhos de amostra com n ;;; 3 O. 
Para estes dados ajustamos algumas possíveis relações entre o 
Monte Carlo e o bootstrap, as melhores funções obtidas foram um 
modelo quadrático para s(j e um modelo linear para sl. porém es 
tas correções não melhoraram a qualidade das estimativas, po~ 
tanto não foram utilizadas. 
A partir das estimativas do desvio padrão, construí 
mos intervalos de confiança para os parâmetros usando o método 
padrão {4.5). As probabilidades de cobertura obtidas são apr~ 
sentadas nas Tabelas 5.7~ 5.8, 5.9, para as distribuições de er 
ros normal, normal padrão e Laplace. Os resultados para a dis 
tribuiçâo de erros Cauchy não serão apresentados pois os mesmos 
não se mostraram corretos, super-estimando totalmente as proba 
bilidades fixadas. 
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FIGURA 5.11 
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FIGURA 5.12 
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TABELA 5.7 
-
PROBABILIDADES DE COBERTURA. REAI!OSTRAGEM NOS ER 
ROS. DISTRIBUIÇÃO DE ERROS NORMAL PADRÃO. 
PROBABILIDADES FIXADAS 
90% 95% 99% 
n 
80 81 so 8] Bo 81 
.~===~---=- --= ~-""----
10 .896 .832 .920 .884 .964 .956 
20 .932 .874 .966 .930 .984 .984 
30 .908 .868 .946 .922 .984 .972 
50 .910 .880 .950 .926 .992 .980 
75 .918 .886 .958 .928 .996 .980 
100 .916 .898 • 956 .95 .990 .986 
TABELA 5.8 - PROBABILIDADES DE COBERTURA. REA.'IOSTRAGEM NOS ER 
ROS. DISTRIBUIÇÃO DE ERROS NORMl1.L CON'TAMINADA. 
PROBABILIDADES FIXADAS 
90% 95% 99% 
n 
Bo 81 80 81 Ba 81 
="·----=- - =-= 
1 o .912 .900 .946 .942 .988 .978 
20 .914 .880 .946 .946 .988 .988 
30 .904 .882 .944 .944 .984 .980 
50 .920 .882 .962 .934 .996 .980 
75 .930 .876 .964 .932 .986 
100 .930 • 916 .958 . 934 .99 .980 
.70. 
TABELA 5. 9 - PROBABILIDADES DE COBERTURA. REAMOSTRAGEM NOS ER 
ROS. DISTRIBUIÇÃO DE ERROS LAPLACE. 
PROBABILIDADES FIXADAS 
90% 95% 99% 
n 
Bo 81 so sl~ SQ 81 
~==="==-.=-:="'--=~---===-
-=-= 
10 .92 .878 .954 .922 .982 .970 
20 . 938 • 904 .978 .948 .992 .984 
30 .928 .884 .966 .934 .994 .990 
50 .914 .912 .952 .952 .986 .992 
75 .920 .922 .96 .954 .996 .992 
100 .938 . 916 .974 .952 .990 .980 
A partir destes valores verificamos que o método pa 
drão utilizando a estimativa do desvio padrão obtida pelo boot~ 
trap com reamostragem nos resíduos apresenta probabilidades de 
cobertura com comportamento semelhante ao ·:Ja reamostragem nos 
pares. Os erros com relação ao valor fixado 1 com algumas exce 
çÕes, estão ao redor de 2%. Porém, no caso de probabilidade fi 
xada de 90% ou para tamanhos de amostras menores do que 30 a va 
riabilidade em torno dos valores fixados é bem maior, indicando 
uma maior instabilidade do método padrão para estes casos. 
. 71. 
C A P t T U L O 6 
CONCLUSOES 
Pelos resultados apresentados no capítulo anterior f~ 
ca evidente a viabilidade do uso do método bootstrap como proc~ 
dimento para fins práticos na obtenção do desvio padrão das es 
timativas dos parâmetros da regressão L 1 e o seu uso na constru 
ção de intervalos de confiança, no caso de pequenas amostras. 
A maior dificuldade na aplicação do método, ocorre 
quando os erros apresentam distribuição com variância infinita. 
No bootstrap com reamostragem nos erros, se a distribuição apr~ 
senta esta característica o método bootstrap não se mostra viá 
vel em qualquer uma das situações estudadas. Quando a rearnos 
tragem é feita nos pares, é esta característica que apresenta 
maior influência na obtenção da correção para os valores orígi 
nais, e, mesmo com esta correção, os intervalos de confiança ob 
tidos através do método padrão não são satisfatórios quando o 
tamanho de amostra é menor do que 30. 
Finalmente, resta-nos a escolha do tipo de reamostra 
gern r.Jue devemos utilizar na aplicação do método bootstrap. Pelos 
resultados apresentados, os dois métodos propost.os tem comport~ 
menta semelhante, sendo que cada um deles apresenta problemas, 
levando à algumas restrições no seu uso. 
No caso de reamostragem nos pares, necessitamos de 
• 7 2 • 
uma correção nos valores obtidos e, consequentemente estudos p~ 
ra casos com mais de urna variável independente precisam ser fei 
tos para verificar o comportamento destas correções. A reamos 
tragem nos erros mostra-se superior à medida que nao necessita 
de correção dos valores obtidos, porém, torna-se inviável de 
ser utilizada quando a distribuição dos erros tem variância in 
finita. 
Baseados nestes aspectos, podemos dividir a resposta 
da questão acima em duas partes; 
i) Se o tamanho de amostra for maior ou igual a 30 e se for 
possivel mostrar que a distribuição dos erros nao apresen 
ta variância infinita, a rearnostragem nos erros é recomenda 
da. 
ii} Quando o tamanho de amostra for menor do que 30 ou a distri 
buição dos erros apresentar variância infinita, a reamostra 
gem nos pares deve ser usada. 
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A P E N D I C E I 
RECURSOS COMPUTACIONAIS 
O método de regressão L 1 está disponível no 
mente PROC LAV do SAS (Statistical Analysis System) , 
procedi 
porém a 
aplicação do método bootstrap através do mesmo é inviável pela 
impossibilidade de geração de um arquivo com as estimativas dos 
parâmetros obtidas a cada execução do algorítmo. 
'Está em fase de desenvolvimento uma macro para obten 
çao da regressão L 1 utilizando o SOC (Software Científico) de 
senvolvido pela NTIA/EMBRAPA que é compatível com diferentes am 
bientes de hardware (superminis, supermicros e micros de 16 
bits). Para construção desta macro estão sendo utilizados os 
recursos do módulo CM (Cálculo Matricial) do soe. 
Um programa em linguagem Fortran 77 que calcula a re 
gressao L 1 e executa o método bootstrap com reamostragem nos p~ 
res ou nos erros obtendo no final um intervalo de confiança p~ 
ra os parâmetros da regressão L 1 pode ser obtido com 
deste trabalho no seguinte endereço: 
Departamento de Estatística 
o autor 
UFSCar - Universidade Federal de São Carlos 
Via Washington Lui-z, Km 235 
Caixa Postal 676 
13.560 - São Carlos, S.P. 
I 
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