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We investigate a coherent feedback squeezer that uses quantum coherent feedback (measurement-
free) control. Our squeezer is simple, easy to implement, robust to the gain fluctuation, and broad-
band compared to the existing squeezers because of the negative coherent feedback configuration.
We conduct a feasibility study that looks at the stability conditions for a feedback system to opti-
mize the designs of real optical devices. The feasibility study gives fabrication tolerance necessary
for designing and realizing the actual device. Our formalism for the stability analysis is not limited
to optical systems but can be applied to the other bosonic systems.
I. INTRODUCTION
A squeezer is one of the most fundamental components
in continuous-variable (CV) quantum information pro-
cessing [1]. One reason is that a squeezer generates a
squeezed vacuum state whose uncertainty in one of two
quadratures is squeezed less than that of a vacuum state.
A squeezed vacuum state can be used as an ancilla in a
wide range of CV protocols [2, 3] to improve the sensitiv-
ity of metrology or capacity of quantum communication,
and to generate quantum entanglement. Another reason
of importance is that a squeezer realizes a squeezing op-
eration which is built into almost all CV quantum state
manipulation protocols. By combining a squeezer with
passive linear optics, it can implement arbitrary Gaus-
sian multi-mode transformations [4] and a quantum cubic
phase gate which is one of the non-Gaussian one-mode
transformations [5, 6], leading to universal quantum com-
puting [7].
The most common implementation of a squeezer in
the continuous-wave optical regime is a degenerate op-
tical parametric oscillator (DOPO) consisting of a non-
linear crystal with a pump inside an optical cavity. This
configuration has been the de facto standard for gen-
erating squeezed vacuum states over the past 30 years
[8]. Currently, the highest squeezing level reported is
about −15 dB [9], which almost reaches the well-known
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thresholds (−15 to −17 dB) to realize fault-tolerance in
measurement-based CV quantum computation [10, 11].
However, DOPO has two drawbacks when using it to
perform squeezing operation on an arbitrary input state
other than a vacuum state: an optical loss inside the
cavity degrades the input, and the controllability of the
strength of squeezing operation has low precision since
it depends on the pump power. Therefore, DOPO is not
suitable to realize a squeezer for an arbitrary input state.
One of the other implementations is a measurement-
and-feedforward squeezer (MFS) utilizing a squeezed vac-
uum state as an ancilla generated by DOPO [12–15]. In
MFS, an input state is combined with a squeezed vacuum
state by a beamsplitter, and one of the outputs of the
beamsplitter is measured by homodyne detection. Ac-
cording to the outcome of the homodyne detection, a
displacement operation is implemented on the remaining
output, resulting in a squeezing operation for the input.
An input state does not propagate through the DOPO,
avoiding the drastic degradation. The squeezing strength
of the operation is determined by the beamsplitter reflec-
tivity, which is often configured by the combination of a
half wave plate and a polarization beamsplitter [14]. By
rotating the half wave plate, the effective reflectivity is
easily changeable, which leads to the precise controllabil-
ity of the squeezing strength. However, the bandwidth
of the squeezing operation is limited by the bandwidth
of the electrical circuits. In addition, the electric gain
of the feedforward (the displacement operation) must be
adjusted according to the beamsplitter reflectivity, which
makes the fast control of the feedforward gain difficult.
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2For example, the bandwidth of a dynamic squeezing op-
eration demonstrated in Ref. [12] is about 1 MHz. Fur-
thermore, in MFS, we have to synchronize electric and
optical signals for feedforward, which demands a long op-
tical delay line (e.g., 12 m of optical delay line was used
in Ref. [15]). Thus, MFS can realize a squeezer for an ar-
bitrary input state, but there are experimental challenges
to be solved.
In this paper, we investigate a coherent feedback
squeezer (CFS) [Fig. 1(a)], which is an alternative im-
plementation based on a quantum coherent feedback
(measurement-free) control [16–29]. CFS consists of a
high-gain DOPO and a negative coherent feedback loop
with a beamsplitter whose reflectivity determines the
strength of the squeezing operation as in MFS. In con-
trast to MFS, CFS does not have any quantum mea-
surement and feedforward (i.e. electronics and optical
delay line), which allows fast control of the strength of
the squeezing operation only by changing the reflectivity
of the beamsplitter. Furthermore, the negative feedback
configuration improves the sensitivity to gain fluctuation
of the DOPO, and makes the bandwidth broader com-
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FIG. 1. Coherent feedback squeezer. (a) The system consists
of DOPO (plant) and a negative feedback loop by a beam-
splitter (controller) with an energy reflectivity of Rf . Config-
urations in (b) free space and (c) optical waveguide. DOPO
has a nonlinear crystal or periodic poling with a pump inside
a cavity with an output coupler Ro.
pared to the incorporated DOPO. Although the feedback
system has such advantages, it also incurs the possibility
of making the system unstable. Thus, we need to care-
fully consider the feasibility of whether the feedback loop
causes oscillation or not.
Quantum coherent feedback system have been eagerly
investigated in terms of the application and the stability
[19–22, 24]. However, previous studies do not fully cover
the stability analysis involving certain actual proper-
ties such as wavelength dispersion, phase-matching band-
width, and periodic resonances of the feedback loop.
For example, the linear quantum feedback networks in
Ref. [24] include our CFS, and those authors discussed
the stability, but they did not consider such complicated
experimental parameters. In order to design and im-
plement an actual experimental setup, it is a significant
step to investigate how these parameters affect the sta-
bility in a negative feedback system. We conduct feasi-
bility studies for possible implementations of a quantum
CFS in both free space [Fig. 1(b)] and optical waveg-
uides [Fig. 1(c)], where we consider complex system pa-
rameters as we mentioned above. This analysis gives us
new knowledge in the form of the tolerance to the cavity
length mismatch.
We note that there are several investigations about
similar coherent feedback system, which maybe confus-
ing as to what differentiates ours. For example, the setup
in Ref. [25] is equivalent to ours while their feedback po-
larity is positive, which means the main property is to
enhance the amplification of the small gain [24]. The
drawback of the positive feedback is that it will be sen-
sitive for gain fluctuations of the original amplifier. The
fluctuation itself is also amplified and disturbs the out-
put, which is opposite to one of the properties of a neg-
ative feedback system.
Recently, Shimazu and Yamamoto reported useful ap-
plications of negative coherent feedback systems includ-
ing quantum versions of the differentiator, integrator,
self-oscillator, and active filters [22]. Negative coherent
feedback makes a system robust and broadband as an
electrical circuit using well-known op-amps [19]. Their
system consists of a non-degenerate optical parametric
oscillator and a beamsplitter with a negative feedback
loop, which is also quite similar to our CFS but whose
function is a phase-preserving quantum amplification.
Our CFS would be a more basic component in terms
that the phase-preserving quantum amplifier can be de-
composed to two squeezers and two beamsplitters [4, 30].
We show the details of modeling our system and deriva-
tions in the appendixes. The representation does not
use any assumptions except for the linear time-invariant
(LTI) system with bosons. Therefore, it is a general ap-
proach that can be applied to other physical systems.
Our results will contribute to the development of quan-
tum control theory and the broad range of quantum tech-
nologies utilizing quantum coherent feedback control.
3II. COHERENT FEEDBACK SQUEEZER
In this section, we will explain the CFS as shown in
Fig. 1(a). We first derive the input-output relation of
the CFS in the ideal case without optical loss and dis-
cuss the sensitivity to the gain fluctuation of a DOPO,
which is a standard figure of merit in the feedback sys-
tem. Then, we calculate the frequency spectrum of CFS,
which indicates that the negative feedback configuration
makes a squeezer flat-gain and broadband compared to a
DOPO. Finally, we consider the stability condition of our
coherent feedback system and clarify the role of actual
experimental parameters that are crucial when designing
an CFS. Detailed derivations of equations can be found
in the appendixes.
A. Input-output Relation
The CFS consists of a DOPO, a beamsplitter with
an energy reflectivity Rf , and a negative feedback loop
[Fig. 1(a)]. In the context of quantum feedback, the
DOPO and the beamsplitter are called a plant (target
system) and a controller, respectively. We assume the
input-output relation of an ideal (lossless) DOPO as
xˆ2 = Gxxˆ1, pˆ2 = Gppˆ1, (1)
Gx = 1/Gp = G > 0, (2)
where xˆ and pˆ are canonical conjugate variables of quan-
tized electromagnetic fields ([xˆ, pˆ] = i/2) which can
be represented by annihilation and creation operators
[xˆ = (aˆ + aˆ†)/2, pˆ = (aˆ − aˆ†)/(2i), [aˆ, aˆ†] = 1], the
subscriptions denote input and output modes, and G is
a gain of DOPO.
The input-output relation of a beamsplitter is written
as (
xˆout
xˆ1
)
=
( √
Rf
√
1−Rf√
1−Rf −
√
Rf
)(
xˆin
xˆ2
)
, (3)(
pˆout
pˆ1
)
=
( √
Rf
√
1−Rf√
1−Rf −
√
Rf
)(
pˆin
pˆ2
)
. (4)
Note that the minus sign of the matrix element of −√Rf
represents the negative feedback. The “loop gain”,
defined as the total gain around a feedback loop, is
−Gq
√
Rf (q = x, p). The feedback factor is also de-
fined as Rf . From the above equations, we can derive
the input-output relation as
xˆout = G
(fb)
x xˆin, pˆout = G
(fb)
p pˆin, (5)
G(fb)q ≡
√
Rf +Gq
1 +Gq
√
Rf
, (q = x, p). (6)
In the limit of Gx →∞ and Gp → 0 (G→∞), the gain
of the system (i.e. “transfer function”) can be approxi-
mated as
G(fb)x ≈ 1/G(fb)p ≈ 1/
√
Rf . (7)
This shows that the squeezing operation is applied to the
input. In addition, the squeezing level of the operation
is determined only by the reflectivity of the beamsplitter
Rf , which can be precisely controlled.
B. Sensitivity to Gain Fluctuation of Plant
One of the advantages of the CFS is its robustness
against gain fluctuation in the plant (DOPO). The sen-
sitivity of a quantum feedback system is defined by the
normalized gain fluctuation at the output of the system
due to the gain fluctuation of the plant, and can be ex-
pressed as [19]
SCFS ≡
∣∣∣|G(fb)q (Gq + δGq)| − |G(fb)q (Gq)|∣∣∣
|G(fb)q (Gq)|
(8)
≤
∣∣∣G(fb)q (Gq + δGq)−G(fb)q (Gq)∣∣∣
|G(fb)q (Gq)|
. (9)
In our CFS, the upper bound of the sensitivity is calcu-
lated as
SCFS ≤ 1−Rf
1 +Rf +
√
Rf (Gq + 1/Gq)
|δGq|
Gq
(10)
≤ 1−Rf
(1 +
√
Rf )2
|δGq|
Gq
<
|δGq|
Gq
= SDOPO. (11)
This upper bound is less than the sensitivity of the
DOPO for any feedback factor Rf and original ampli-
fier gain Gq, which includes both squeezing Gp < 1 and
anti-squeezing Gx > 1 cases.
C. Frequency Response
The above discussion holds for all frequencies. How-
ever, to discuss bandwidth and stability, we must con-
sider the frequency response of the CFS by using a re-
alistic model with actual lengths, propagation losses and
DOPO parameters [Fig. 2].
To do so, we first define the Fourier transform of an
annihilation operator in the rotating frame of a carrier
(angular) frequency ωc as
Aˆ(ω) ≡
∫ ∞
−∞
[
aˆ(t)eiωct
]
eiωtdt, (12)
which has canonical commutation relations as
[Aˆ(ω), Aˆ†(ω′)] = δ(ω − ω′) and [Aˆ(ω), Aˆ(ω′)] =
[Aˆ†(ω), Aˆ†(ω′)] = 0, where δ(·) is a Dirac delta function.
We also define the Fourier transform of quadratures as
Xˆ(ω) ≡ 1
2
[
Aˆ(ω) + Aˆ†(−ω)
]
, (13)
Pˆ (ω) ≡ 1
2i
[
Aˆ(ω)− Aˆ†(−ω)
]
. (14)
4In the form of the Fourier transform of quadratures, the
input-output relation as a frequency function in CFS can
be expressed as follows [see App. B for the derivation]:
Xˆout(ω) = G
(CFS)
x (ω)Xˆin(ω) +
∑
j
G
(CFS)
jx (ω)Xˆj(ω),
Pˆout(ω) = G
(CFS)
p (ω)Pˆin(ω) +
∑
j
G
(CFS)
jp (ω)Pˆj(ω),
where Xˆj(ω) and Pˆj(ω) (j = G,Γ1,Γ2) are the quadra-
tures representing unwanted noises from the environment
at the DOPO, one before the DOPO, and one after the
DOPO, respectively [Fig. 2]. The transfer functions for
an input signal and noises of the CFS are written as
G(CFS)q (ω) ≡
√
Rf − Λ(CFS)q (ω)/
√
Rf
1− Λ(CFS)q (ω)
,
G
(CFS)
Gq (ω) ≡
√
(1−Rf )(1− L2)eiωτ2
1− Λ(CFS)q (ω)
G
(DOPO)
∆q (ω),
G
(CFS)
Γ1q
(ω) ≡
√
(1−Rf )L1(1− L2)eiωτ2
1− Λ(CFS)q (ω)
G(DOPO)q (ω),
G
(CFS)
Γ2q
(ω) ≡
√
(1−Rf )L2
1− Λ(CFS)q (ω)
, (q = x, p), (15)
which include the loop gain of CFS Λ
(CFS)
q (ω),
Λ(CFS)q (ω) ≡ −
√
Rf (1− Lf )eiωτfG(DOPO)q (ω), (16)
In Out
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FIG. 2. Schematics of CFS including realistic imperfections.
G, Γ1, and Γ2 are unwanted noises at a DOPO, one before
a DOPO, and one after a DOPO. Their optical losses and
propagation length are Lj and lj (j = o, 1, 2), respectively.
lf = l1 + l2 is a total feedback loop length. Rf and Ro are
the energy reflectivity of a beamsplitter at the feedback and
DOPO output coupler. ξ is a normalized pump amplitude.
and the transfer functions for an input signal and an
external noise of the DOPO,
G(DOPO)q (ω) ≡
(γTo − γLo)/(2γ) + iω/γ + sqξ
1− iω/γ − sqξ ,
G
(DOPO)
∆q ≡
√
γToγLo/γ
1− iω/γ − sqξ , (sx = −sp = 1). (17)
Here, we use many experimental parameters: L1 (L2),
the optical loss at one after the DOPO with the length l1
(one after the DOPO with the length l2); τ1 = l1/c (τ2 =
l2/c), the propagation time at l1 (l2); c, the speed of light
in vacuum; lf = l1 + l2, the total feedback loop length;
Lf = 1 − (1 − L1)(1 − L2), the total propagation loss;
τf = τ1 + τ2, the total propagation time; To(= 1 − Ro),
the energy transmittance of the DOPO output coupler;
Lo the intra-cavity loss of the DOPO; lo, the round trip
length of the DOPO; γ = (γTo +γLo)/2, decay rate at the
DOPO where γTo = cTo/lo and γLo = cLo/lo; and ξ, the
pump amplitude normalized by the oscillation threshold
amplitude (0 ≤ ξ < 1).
Note that the loop gain Λ
(CFS)
q (ω) for the quadrature
q is the total gain around a feedback loop, which con-
sists of the effective feedback factor Rf (1 − Lf ), the
phase factor of the propagation eiωτf , and the DOPO
gain G
(DOPO)
q (ω). In the case without propagation loss
Lf = 0 at the carrier frequency ω = 0, the transfer func-
tion for an input signal G
(CFS)
q (ω = 0) reduces to Eq. (6).
In the ideal case without any losses, the output does not
have any noise term, which means the operation is an
unitary transformation on an input. On the other hand,
MFS always has finite noise coming from an ancillary
squeezed vacuum even in lossless case unless the ancillary
state is infinitely squeezed. In that sense, CFS would be
better than MFS in term of the final state purity.
Figure 3 shows simulations of the anti-squeezing and
squeezing spectrums at the output of CFS for the vacuum
input. Parameters used in the simulations are listed in
Table I, and are based on actual experimental parameters
[31]. The output power spectrums are normalized by the
vacuum fluctuation. The traces with Rf = 0 show the
results without feedback, that is, the spectrums of the
DOPO. As the feedback factor Rf increases, the squeez-
ing level decreases around the carrier frequency. As with
a classical electrical amplifier consisting of an op-amp
with negative feedback, the lower the squeezing level be-
comes (the stronger the feedback factor becomes), the
wider the bandwidth becomes. However, if the feedback
factor is too high, the gain peaking occurs due to the
phase delay, which is observed at around 30 MHz with
Rf = 0.9. Note that the phase delay by the feedback
loop may invert the feedback polarity, that is, in CFS,
the squeezing gain is suppressed by the negative feed-
back around the carrier frequency while the gain may be
increased at a higher frequency due to the phase delay.
Therefore the bandwidth of the negative feedback system
can be wider than that of the DOPO. We also note that,
in a positive feedback system [25], the gain is suppressed
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FIG. 3. The output spectrums of CFS for vacuum input with
several gains Rf = 0, 0.1, 0.3, 0.5, 0.7, 0.9. The power spec-
trums are normalized by vacuum fluctuation.
TABLE I. Parameters for CFS spectrum calculation in Fig. 3.
System parameter Symbol Value
Normalized pump amplitude ξ 0.9
DOPO output coupler To(= 1−Ro) 0.1
DOPO intra-cavity loss Lo 0.5%
DOPO round trip length lo 500 mm
Controller BS Rf 0, 0.1, 0.3
0.5, 0.7, 0.9
Feedback loop loss Lf 2%
L1 = L2 1.01%
Feedback loop length lf 500 mm
l1 = l2 250 mm
at a higher frequency due to the phase delay. Thus, the
bandwidth of a positive feedback system is narrower than
that of the DOPO.
In the classical op-amp design, when realizing such a
low gain amplifier by a high feedback factor, we can avoid
the gain peaking of the output by, for example, adding
a capacitor in the feedback loop for phase compensation,
or replacing the amplifier itself into unity-gain stable one.
If we want to design CFS with the low squeezing, we can
think of several possible methods such as lowering the
gain of DOPO, reducing the phase delay of the feedback
loop (designing the shorter loop), or adding a frequency
filter in the loop. However, the problem is more compli-
cated than the classical op-amp case. We will discuss the
details of the stability condition in the next section.
D. Stability
The stability of the linear quantum system is defined
as with classical linear systems [17]: We consider the
quantum expectation value of a quadrature in a system
as a function of time 〈x(t)〉. “The system is said to be:
• Asymptotically stable or simply stable if |〈x(t)〉| →
0 as t→∞ for any initial state of the system.
• Marginally stable if |〈x(t)〉| does not go to 0 as t→
∞, but remains bounded at all times t ≥ 0 for any
initial state of the system.
• Unstable if there exists some initial state of the sys-
tem such that |〈x(t)〉| → ∞ as t→∞.”
The stability analysis in quantum LTI systems can be
conducted in the Laplace domain [19–22], that is, sub-
stituting is into ω in a transfer function. In order for a
quantum LTI system to be stable, all of the roots of the
characteristic equation,
ΛD(ω = is) = 0, (18)
must have negative real parts. In our case, the charac-
teristic function ΛD is written as [Eq. (A32)],
ΛD(ω) = [1− Λx(ω)][1− Λp(ω)]− Λx→p(ω)Λp→x(ω),
(19)
where Λx, Λp, Λx→p, and Λp→x are the elements of the
loop gain matrix for the quadratures [Eq. (A30)]. The
significant fact is that the characteristic equation consists
of only the loop gains. Thus, it is enough to investigate
the loop gains for the stability analysis. Note that, if we
assume that the system has no wavelength dispersion, its
symmetry around the carrier frequency [Eq. (A34)] leads
to Λx→p(ω)Λp→x(ω) becoming zero [Eq. (A48)].
Now, let us consider the stability of our CFS. In the
case of an optical cavity, since there is a resonance ev-
ery free spectral range (FSR, c/lo = 0.6 GHz from the
parameters in Table I), we need to consider not only the
gains around the squeezing bandwidth (cavity line width,
γ/(2pi) = 5 MHz from the parameters in Table I), but
also whole gains within the phase-matching bandwidth
in the nonlinear material, which is typically of the or-
der of THz and determined by the wavelength disper-
sion of the refractive index [32]. The DOPO transfer
function shown in Eqs. (17) is derived from the quan-
tum Langevin equation [33] considering only frequencies
around the first resonance. This approximation does not
account for the effect of length mismatch. In order to
conduct a proper stability analysis, we need to replace
Eqs (17) with other equations that incorporate the phase-
matching bandwidth of the squeezing. We derived such
a transfer function of the DOPO as G
(o,f)
q (ω) [Eq. (C21)]
in free space, and the loop gain Λ
(CFS,f)
q (ω) [Eq. (C20)].
Figures 4(a)(b)(d)(e) show the Bode plot (the abso-
lute value and the phase) of the loop gain of the feed-
back −Λ(CFS,f)x (ω) for the parameters given in Table I
6FIG. 4. Bode plots of the loop gains of the feedback of
CFS with free space optics. The loop gain Λ
(CFS,f)
x (ω) is
given by Eq. (C20). (a)(d) Gain 20 log10 |Λ(CFS,f)x (ω)| with
lo = 500 mm. (Rf = 0.5, other parameters listed in Ta-
ble I). Phases in the case of (b)(e) lf = 500 mm and (c)(f)
lf = 450 mm. (i) The phase of loop gain arg[−Λ(CFS,f)x (ω)] is
the sum of (ii) the phase of feedback loop arg[eiωlf/c] and (iii)
the phase of plant arg[G
(o,f)
x (ω)] [Eq. (C21)]. The zero phase
means that the feedback polarity is negative, while ±180 de-
gree corresponds to the positive feedback. The loop gain <
0 dB at the phase of ±180 degree is necessary for the system
to be stable (iv), while the system oscillates if the loop gain
> 0 dB at the phase of ±180 degree (v).
and Rf = 0.5. Here, we plot them up to the third reso-
nance. The phase of the loop gain arg[−Λ(CFS,f)x (ω)] [red
trace (i) in (b) and (e)] is the sum of the phase of the
DOPO arg[G
(o,f)
x (ω)] [blue trace (ii) in (b) and (e)] and
the phase of the feedback loop arg[eiωlf/c] [cyan trace (iii)
in (b) and (e)]. Note that the zero phase means that the
feedback polarity is negative, while ±180 degree corre-
sponds to the positive feedback. The stability condition
by a Bode plot is interpreted that the loop gain must be
less than 1 (= 0 dB) if the feedback polarity is positive
(iv). The absolute value and the phase of loop gain have
a periodic structure determined by FSR, while the period
of the feedback loop phase is determined by the feedback
loop length lf . If the feedback loop length is the same
as the DOPO round trip length (lf = lo), the periods
are identical as Fig. 4(b)(e). Figures 4(c)(f) show the
phases in the case of lf = 450 mm ( 6= lo). Although the
stability condition is satisfied within the first resonance,
the third resonance has completely positive polarity due
to the periods mismatching, which means the system is
unstable (v). Thus, in addition to the feedback factor Rf
and the pump power, the length mismatch contributes to
the stability condition.
III. FEASIBILITY STUDY USING STABILITY
CONDITION
In this section, we will conduct the stability analysis of
CFS for both free space [Fig. 1(b)] and waveguide optics
[Fig. 1(c)]. For the stability analysis, we consider the loop
gains of feedback [App. C] derived from the more general
framework of a coherent feedback system [App. A].
A. CFS in Free Space
Let us consider the design of a CFS with a DOPO
built of free space optics as shown in Fig. 1(b). As we
explained in Sec. II D, the stability condition is given in
terms of functions of several parameters: a pump ampli-
tude normalized by the oscillation threshold amplitude
ξ (0 ≤ ξ < 1), a feedback factor Rf , and a length mis-
match between the DOPO round trip length and the feed-
back loop length. Notably, because of the broad phase-
matching bandwidth, the effect of the length mismatch
is critical at high frequency. To reduce the sensitivity to
the length mismatch, the narrower phase-matching band-
width is better. Fortunately, in the case of free space
optics, an optical bandpass filter (BPF) can be used to
eliminate the higher frequency signals. In this analysis
we assume the presence of a BPF with the cutoff fre-
quency of 100 GHz in the feedback loop. The loop gain
of CFS in free space is given as
Λ(CFS,f)q (ω) = −
√
Rf (1− Lf )eiωlf/c
×H(ω)G(o,f)q (ω), (q = x, p), (20)
7where H(ω) is the transfer function of the BPF, G
(o,f)
q (ω)
is the approximated transfer function at the DOPO
around the carrier frequency [see App. C 2 for the de-
tails].
To analyze the stability condition, we use the Nyquist
plot which is the trajectory of the loop gain −Λ(CFS,f)x (ω)
for all ω ∈ R [20]. If and only if there is no encirclement of
around −1+0i in the complex plane, the system is said to
be stable. We investigate the range of δlf (lf = lo + δlf )
that satisfies the stability condition for the parameters
given in Table I and Rf ∈ [0, 1), ξ ∈ [0, 1). We define
the range as “allowable length mismatch” = [max(δlf )−
min(δlf )]/2.
Figure 5 shows the calculated results of allowable
length mismatch to satisfy the stability condition for a
CFS made of free space optics. The horizontal and ver-
tical axes correspond to the feedback factor Rf and the
normalized pump amplitude of the DOPO ξ, respectively.
For parameters in the upper right, larger gains lead to in-
stability in the system. The blue-filled area at the lower
left is the unconditionally stable region, where there are
no restrictions about δlf to satisfy stability condition be-
cause of the small gains. On the other hand, the grey-
filled area at the top right is the unconditionally unstable
region, which means the stability condition is never sat-
isfied even if δlf = 0 because of the large feedback factor.
In the middle area, the condition on the allowable length
mismatch is obtained by numerical calculation. The line
written as 0.1 means that the system works stably in the
area of the lower left part of the line with 0.1 mm toler-
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FIG. 5. Allowable length mismatch to satisfy the stability
condition about CFS with DOPO in free space optics. The
blue-filled (gray-filled) area is the unconditionally stable (un-
stable) region, respectively.
ance. The required precision to fabricate the device can
be read from this figure.
For the full feasibility study, we may need to consider
the other effects for the stability analysis based on var-
ious physics knowledge, which are not included in the
above calculation. In the free space optics, the beam typ-
ically propagates as a Gaussian beam, which has a Gouy
phase depending on the beam size and the propagation
distance [34]. Even if the two loop lengths are identical,
the difference in beam size caused by the different cav-
ity structures generates the phase difference. However,
the difference can be compensated by adding an offset to
the length, which can be negligible when calculated for
a specific cavity design at a wavelength of 1550nm. In
this particular design, the wavelength dispersion at the
transmitting elements such as lens and mirrors changes
the effective path length as long as the dispersion can be
approximated as linear. At the stage of designing an ex-
perimental setup, we can adjust the length to compensate
for the effect of those transmitting elements.
The required fabrication precision is a good indicator
of what to ignore and what to consider. In this case, a
precision of 0.1 mm is necessary in order to satisfy the
stability condition in almost the entire region [Fig. 5].
This value is crucial for the design of more reliable ex-
perimental setup.
B. CFS in a Waveguide
We now explore the design of CFS using waveguide
integrated optics instead of free space optics. When
compared with the free space implementation, with inte-
grated optics each component can be arranged compactly
on a single substrate, enabling large-scale integration and
very-fast (broad bandwidth) operation. Even for this
configuration, a stability analysis must be conducted on
the effects of the wavelength dispersion in the waveguide
medium and the broadband amplifier-gain bandwidth.
Figure 1(c) shows the schematics of CFS in a waveg-
uide. We assume a ridge waveguide device using an x-cut
5 mol. % Magnesium-doped Lithium Niobate (MgO:LN)
thin-film on an insulator substrate of SiO2 [35]. The
Lithium Niobate on an insulator (LNOI) platform, al-
lows us to take advantage of the low propagation losses
and high refractive index contrast enabling compact de-
vices with small bending radii (> 100µm) [36, 37]. We
use the effective refractive index of the waveguide nωc+ω,
which is calculated by using the Sellmeier equations for
5 mol. % MgO:LN [38] and for SiO2 [39]. High mode
confinement of the LNOI platform results in geometry
specific dispersion. Here we assume waveguide dimen-
sions similar to that of Ref. [36], which has demon-
strated low propagation losses of 0.03 dB/cm. Short
devices are favourable because they have less propaga-
tion losses. Nevertheless reducing the length broadens
the phase-matching bandwidth and makes the system
prones to oscillations. We suppose a periodically poled
8region of 5 mm (= lc) and the round trip length as
11 mm (= lo). The corresponding propagation losses are
Lo = Lf = 1 − 10−0.03×1.1/10 = 0.76%. To reduce the
effect of intra-cavity loss, we suppose to use the higher
reflectivity beamsplitter Ro = 0.7.
The loop gains of CFS in waveguide optics are derived
with wavelength dispersion [see App. C 3 for the details].
The characteristic function Λ
(CFS,w)
D (ω) for the stability
analysis consists of those loop gains. By substituting the
above experimental parameters and given Rf and ξ into
the characteristic equation Λ
(CFS,w)
D (ω) = 0, we calculate
the range of δf (lf = lo + δf ) to satisfy the stability
condition as well as the free space optics case.
Figure 6 shows the numerically calculated result of al-
lowable length mismatch to satisfy the stability condition
about CFS in a waveguide. Unlike the case of free space,
we calculate the stability condition with the discrete val-
ues of normalized pump amplitude ξ = 0.1, · · · , 0.9. As
in the free space case, the requirement regarding the fab-
rication precision can be read from this figure, e.g., if
the fabrication error is ±10 µm, the CFS is stable in the
region of (Rf < 0.38 and ξ < 0.9) or (Rf < 0.94 and
ξ < 0.1).
Notably, the dependency of the allowable length mis-
match on Rf has discontinuous transitions at around 20-
30 µm and 100-300 µm. This can be understood by look-
ing at the DOPO gain spectrum. Figure 7 shows the gain
spectrums of the single pass gain 20 log10G
(s)
x˜ (ω) and
DOPO 20 log10G
(o)
x˜ (ω) in the case of ξ = 0.9 [App. D].
The wave vector mismatch ∆kω determines the sin-
gle pass gain spectrum as sinc2(∆kωlc/2), (sinc(x) =
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FIG. 6. Allowable length mismatch to satisfy the stability
condition about CFS with DOPO in a waveguide.
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FIG. 7. Amplifier gain spectrum with ξ = 0.9. (a) Single
pass gain spectrum 20 log10 G
(s)
x˜ (ω). (b) DOPO gain spec-
trum 20 log10 G
(o)
x˜ (ω). The DOPO spectrum has resonance
peaks whose interval is a FSR (inset). The envelope is deter-
mined by the parametric amplification gain spectrum and the
wavelength dispersion in DOPO.
(sinx)/x), which also gives the envelope of the DOPO
gain peaks if there is no wavelength dispersion. How-
ever, under the dispersion, since the resonance condi-
tion for the feedback loop of upper frequency differs
from the lower one (exp[iωnωc+ωlo/c] = 1 for upper,
exp[iωnωc−ωlo/c] = 1 for lower, see Fig. 9 in App. A 2),
the envelope of the DOPO gain peaks does not match
the single pass gain spectrum. It means that the enve-
lope also has another resonance condition exp[iω(nωc+ω−
nωc−ω)lo/c] = 1. The first peak of the envelope has less
than 1 THz bandwidth which is narrower than the band-
width of the single pass gain of about 2.5 THz, which
leads to relaxing the requirement for the stability com-
pared with the case without dispersion at propagation.
The next peak of the envelope around 2.7 THz is within
the first comb of the single pass gain spectrum. If the
peak affects the stability condition, the requirement for
the stability will be severe. Note again that
√
Rf times
the DOPO gain is (roughly) the loop gain. In the case of
Rf < 7% which corresponds to the attenuation of more
9than about −12 dB, the resonance of the envelope around
2.7 THz is negligible, so the required precision is more
than 100 µm determined by the first peak of the enve-
lope. Thus, the discontinuous transition in Fig. 6 shows
the transition between these two situations.
In the case of free space optics, if the fabrication er-
ror is less than 0.1 mm, the stability condition is almost
satisfied in the whole area. On the other hand, in the
case of a waveguide, the order is 10 µm, which is an or-
der of magnitude smaller. This is because the 100 GHz
optical BPF was inserted into the feedback loop in free
space optics, while the phase-matching bandwidth is the
same in both cases. Considering that the typical fabrica-
tion accuracy integrated optical devices is on the order
of tens of nanometers, this constraint should not prevent
the realization of an integrated CFS.
IV. CONCLUSION
We investigate a new type of squeezer called a coherent
feedback squeezer and show that the CFS has the sev-
eral advantages over the existing squeezer, in particular,
in terms of sensitivity and bandwidth. To conduct the
analysis, we utilize frequency representation of an LTI
quantum coherent feedback system. We derive input-
output relations of the system, which are represented by
the transfer functions, and the stability condition that
the system does not oscillate. Our formulation enables
precise analysis of the stability condition in terms of the
loop gains, which are functions of frequency and incorpo-
rate experimental factors such as wavelength dispersion
and phase-matching bandwidth.
As a demonstration of the feasibility study, we conduct
the stability analysis of CFS based on both a free-space
optics and waveguide devices. The result of the feasibil-
ity studies are interpreted as the tolerance to fabrication
errors. This gives us the knowledge of what is the best
design candidates as well as the physics insight of the
system.
Although the feasibility studies in this paper were con-
ducted on the optical devices, our formalism based on
frequency representation is applicable also to different
bosonic systems as well. The toolbox for theoretical anal-
ysis developed in this paper provides useful methods for
designing and developing feasible devices in quantum en-
gineering.
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Appendix A: Theoretical Formulations of Quantum
Coherent Feedback System
In this Appendix, we will derive the full representa-
tion of a quantum coherent feedback system with a linear
quantum amplifier. Figure 8 shows the block diagram of
our interest. We consider a quantum coherent feedback
system with a plant that includes a quantum amplifier.
This is a generalization of CFS shown in Fig. 1(a). We
assume a general linear quantum amplifier, e.g., phase-
sensitive and phase insensitive amplifiers. The deriva-
tions in this section assume realistic imperfections; un-
wanted noises at an amplifier and a controller, and losses
and time-delays for propagations between an amplifier
and a controller. The system is assumed to be a LTI
system and composed of passive components except for
the plant. The descriptions are based on general open
linear quantum systems. They involve a broad range of
classes written by bosonic annihilation and creation op-
erators such as optical devices [1, 40], mechanical oscilla-
tors [41–43] and atomic ensembles [26, 44, 45]. Although
we mainly focus on the optical descriptions, the following
calculations are not limited to optics.
Controller
Plant
Propagation
properties
K
G
Ki
In Out
Ko
Go Gi
FIG. 8. Block diagram of quantum coherent feedback system
consisting of a linear quantum amplifier G (plant), controller
K, and filters Γ1 and Γ2 describing propagation properties.
∆ˆG, ∆ˆK , ∆ˆΓ1 , and ∆ˆΓ2 are unwanted noise operators. The
entire system is linear time-invariant, and all components ex-
cept for a plant are passive.
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1. System Representations
a. Plant
Plant is defined as a single input single output (SISO)
and LTI system whose input-output relation is repre-
sented in the frequency domain as
AˆGo(ω) = Ga(ω)AˆGi(ω) +Gc(ω)Aˆ
†
Gi(−ω) + ∆ˆG(ω).
(A1)
Here, the subscriptions are the indices of input Gi and
output Go for the plant. ∆ˆG is an operator describing
unwanted noise from the environment which commutes
with AˆGi(ω) and Aˆ
†
Gi(−ω). To preserve the commutation
relations [Aˆk(ω), Aˆ
†
l (ω
′)] = δk,lδ(ω−ω′) (δk,l: Kronecker
delta) and [Aˆk(ω), Aˆl(ω
′)] = [Aˆ†k(ω), Aˆ
†
l (ω
′)] = 0 (k, l ∈
{Go,Gi}), the noise operator must satisfy the following
equations:
[∆ˆG(ω), ∆ˆ
†
G(ω
′)]
= [1− |Ga(ω)|2 + |Gc(ω)|2]δ(ω − ω′), (A2)
[∆ˆG(ω), ∆ˆG(ω
′)]
= [Ga(−ω)Gc(ω)−Ga(ω)Gc(−ω)]δ(ω + ω′), (A3)
[∆ˆ†G(ω), ∆ˆ
†
G(ω
′)]
= [G∗a(ω)G
∗
c(−ω)−G∗a(−ω)G∗c(ω)]δ(ω + ω′). (A4)
b. Controller
Controller is defined as a two input two output and
passive LTI system whose input-output relation can be
represented in the frequency domain as
(
Aˆout(ω)
AˆKo(ω)
)
=K(ω)
(
Aˆin(ω)
AˆKi(ω)
)
+ ∆ˆK(ω), (A5)
K(ω) ≡
(
K11(ω) K12(ω)
K21(ω) K22(ω)
)
, (A6)
∆ˆK(ω) ≡
(
∆ˆK1(ω)
∆ˆK2(ω)
)
. (A7)
The subscriptions are the indices of inputs and outputs
for the controller, as shown in Fig. 8, where the indices of
in and out means input and output modes for the entire
system, respectively. ∆ˆK1(ω) and ∆ˆK2(ω) are noise oper-
ators commuting with Aˆin(ω) and AˆKi(ω), which vanish
in the ideal case. K(ω) and ∆ˆK(ω) must satisfy the
following conditions
(
[∆ˆK1(ω), ∆ˆ
†
K1
(ω′)] [∆ˆK1(ω), ∆ˆ
†
K2
(ω′)]
[∆ˆK2(ω), ∆ˆ
†
K1
(ω′)] [∆ˆK2(ω), ∆ˆ
†
K2
(ω′)]
)
=[(
1 0
0 1
)
−K(ω)K†(ω)
]
δ(ω − ω′), (A8)
[∆ˆKj (ω), ∆ˆKj′ (ω
′)] = [∆ˆ†Kj (ω), ∆ˆ
†
Kj′
(ω′)] = 0, (A9)
which are derived from the conditions to preserve com-
mutation relations at the output.
c. Other passive components
Additional passive components, one before and one af-
ter the plant, are defined as SISO and passive LTI sys-
tems which input-output relations [Fig. 8] can be repre-
sented in the frequency domain as
AˆGi(ω) = Γ1(ω)AˆKo(ω) + ∆ˆΓ1(ω), (A10)
AˆKi(ω) = Γ2(ω)AˆGo(ω) + ∆ˆΓ2(ω), (A11)
where Γ1 and Γ2 are the transfer functions for the prop-
agation, and ∆ˆΓ1 and ∆ˆΓ2 are noise terms for Γ1 and
Γ2. To satisfy the energy conservation law, the absolute
values of the transfer function must be less than or equal
to 1 (|Γ(ω)| ≤ 1). From the preservation of commutation
relations at the output, the noise terms must satisfy the
following conditions
[∆ˆj(ω), ∆ˆ
†
j(ω
′)] =
[
1− |Γj(ω)|2
]
δ(ω − ω′), (A12)
[∆ˆj(ω), ∆ˆj(ω
′)] = [∆ˆ†j(ω), ∆ˆ
†
j(ω
′)] = 0, (j = Γ1,Γ2).
(A13)
2. Transfer Function of the Entire System
By using Eqs. (A1),(A5),(A10), and (A11), we derive
the input-output relation for the entire system as
Aˆout(ω) = G
(fb)
a (ω)Aˆin(ω) +G
(fb)
c (ω)Aˆ
†
in(−ω)
+
∑
j
[
G
(fb)
ja (ω)∆ˆj(ω) +G
(fb)
jc (ω)∆ˆ
†
j(−ω)
]
.
(A14)
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where j = G,Γ1,Γ2,K1,K2, and transfer functions are
G(fb)a (ω) =
1
K22(ω)
[
detK(ω) +
1−Λ∗a(−ω)
ΛD(ω)
K12(ω)K21(ω)
]
,
G(fb)c (ω) =
Λc(ω)
ΛD(ω)
K12(ω)K
∗
21(−ω)
K22(ω)
Γ∗1(−ω)
Γ1(ω)
,
G
(fb)
Γ1a
(ω) =
[
1−Λ∗a(−ω)
ΛD(ω)
− 1
]
K12(ω)
K22(ω)
1
Γ1(ω)
,
G
(fb)
Γ1c
(ω) = Λc(ω)ΛD(ω)
K12(ω)
K22(ω)
1
Γ1(ω)
,
G
(fb)
K2a
(ω) =
[
1−Λ∗a(−ω)
ΛD(ω)
− 1
]
K12(ω)
K22(ω)
,
G
(fb)
K2c
(ω) = Λc(ω)ΛD(ω)
K12(ω)
K22(ω)
Γ∗1(−ω)
Γ1(ω)
,
G
(fb)
Γ2a
(ω) =
1−Λ∗a(−ω)
ΛD(ω)
K12(ω),
G
(fb)
Γ2c
(ω) = Λc(ω)ΛD(ω)
K12(ω)K
∗
22(−ω)
K22(ω)
Γ∗1(−ω)
Γ1(ω)
,
G
(fb)
Ga (ω) =
1−Λ∗a(−ω)
ΛD(ω)
K12(ω)Γ2(ω),
G
(fb)
Gc (ω) =
Λc(ω)
ΛD(ω)
K12(ω)K
∗
22(−ω)
K22(ω)
Γ∗1(−ω)Γ∗2(−ω)
Γ1(ω)
,
G
(fb)
K1a
(ω) = 1,
G
(fb)
K1c
(ω) = 0. (A15)
Here, we define Λa, Λc, and ΛD as
Λa(ω) ≡ K22(ω)Γ1(ω)Γ2(ω)Ga(ω), (A16)
Λc(ω) ≡ K22(ω)Γ1(ω)Γ2(ω)Gc(ω), (A17)
ΛD(ω) ≡ [1− Λa(ω)][1− Λ∗a(−ω)]
− Λc(ω)Λ∗c(−ω). (A18)
Λa(ω) and Λ
∗
a(−ω) correspond to the loop gains for
Aˆ(ω) and Aˆ†(−ω), respectively. On the other hand,
Λc(ω)Λ
∗
c(−ω) also corresponds to another loop gain
[Fig. 9]. We also define the transfer function matrix as
Λa,c(ω) ≡
(
Λa(ω) Λc(ω)
Λ∗c(−ω) Λ∗a(−ω).
)
(A19)
By using this matrix, ΛD(ω) is expressed as
ΛD(ω) = 1− Tr[Λa,c(ω)] + det[Λa,c(ω)]. (A20)
3. Representation by Quadratures
The input-output relation in Eq. (A14) is represented
by a matrix form as
Aout(ω) = G
(fb)(ω)Ain(ω), (A21)
where, G(fb)(ω) is a corresponding transfer function ma-
trix, and
Aout(ω) ≡ (Aˆout(ω), Aˆ†out(−ω))T , (A22)
Ain(ω) ≡ (Aˆin(ω), Aˆ†in(−ω), ∆ˆG(ω), ∆ˆ†G(−ω),
∆ˆΓ1(ω), ∆ˆ
†
Γ1
(−ω), ∆ˆΓ2(ω), ∆ˆ†Γ2(−ω),
∆ˆK1(ω), ∆ˆ
†
K1
(−ω), ∆ˆK2(ω), ∆ˆ†K2(−ω))T .
(A23)
Plant
Controller
Controller
FIG. 9. The equivalent block diagram in the frequency do-
main. Unwanted noise operators are omitted for simplicity.
The relation between annihilation-creation operators and
quadratures is expressed as
Qout(ω) = JAout(ω), (A24)
where
Qout(ω) ≡
(
Xˆout(ω)
Pˆout(ω)
)
, J ≡ 1
2
(
1 1
−i i
)
. (A25)
Equation (A21) is rewritten in the form of quadratures
as
Qout(ω) = G
(fb)
q (ω)Qin(ω), (A26)
where
G(fb)q (ω) ≡ JG(fb)(ω) diag[J−1, · · · ,J−1], (A27)
and
Qin(ω) ≡ (Xˆin(ω), Pˆin(ω), ∆ˆ(X)G (ω), ∆ˆ(P )G (ω),
∆ˆ
(X)
Γ1
(ω), ∆ˆ
(P )
Γ1
(ω), ∆ˆ
(X)
Γ2
(ω), ∆ˆ
(P )
Γ2
(ω),
∆ˆ
(X)
K1
(ω), ∆ˆ
(P )
K1
(ω), ∆ˆ
(X)
K2
(ω), ∆ˆ
(P )
K2
(ω))T .
(A28)
Here, we use the noise operators in the quadrature form,(
∆ˆ
(X)
j (ω)
∆ˆ
(P )
j (ω)
)
≡ J
(
∆ˆj(ω)
∆ˆ†j(−ω)
)
, (j = G,Γ1,Γ2,K1,K2).
(A29)
The transfer function from input to output at the plant
is expressed as(
Gx(ω) Gp→x(ω)
Gx→p(ω) Gp(ω)
)
≡ J
(
Ga(ω) Gc(ω)
G∗c(−ω) G∗a(−ω)
)
J−1.
(A30)
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In the same manner, we define the loop gain matrix for
the quadratures as
Λx,p(ω) ≡
(
Λx(ω) Λp→x(ω)
Λx→p(ω) Λp(ω)
)
= JΛa,c(ω)J
−1.
(A31)
Since this transformation preserves both trace and de-
terminant of the transfer function matrix, we can express
ΛD by loop gains for the quadratures in the same manner
as Eq. (A20):
ΛD(ω) = [1− Λx(ω)][1− Λp(ω)]− Λx→p(ω)Λp→x(ω)
= 1− Tr[Λx,p(ω)] + det[Λx,p(ω)]. (A32)
4. Stability
As we mentioned in the main text, in order for a quan-
tum LTI system to be stable, all of the roots of the char-
acteristic equation
ΛD(ω = is) = 0, (A33)
must have negative real parts [19–22]. Note again, that
we may omit ∆ˆK(ω), ∆ˆΓ1(ω), ∆ˆΓ2(ω) in certain systems.
These noise terms do not affect stability analysis; that
is, the characteristic equation ΛD does not include any
information about the noise operators. Of course, the loss
represented by Γ1 and Γ2 appears in the characteristic
equation. The significant fact is that the characteristic
equation consists of only the loop gains (Λa(ω), Λ
∗
a(−ω),
Λc(ω)Λ
∗
c(−ω)) or (Λx(ω), Λp(ω), Λx→p(ω)Λp→x(ω)); It
is enough to investigate the loop gains for the stability
analysis.
In an LTI system, the ensemble average of quan-
tum fluctuation does not depend on time, which allows
measuring these transfer functions directly by injecting
probes like a coherent beam which has an expectation
value substantially larger than quantum fluctuations as
long as the system keeps linearity. That is, we assume
that the transfer function obtained from the classical
measurement is the same as the transfer function regard-
ing the expectation values of the input-output for a quan-
tum system [46]. Under this assumption, there is no need
to measure the quantum responses to the quantum sig-
nals. In the main text, we conduct the stability analysis
for our optical CFS by means of the loop gains derived
from the information such as an optical bandpass filter
and wavelength dispersion.
5. Symmetry around the Carrier Frequency
Equations (A14) and (A27) are the transfer functions
in general representation. As seen in many of the optical
systems, the transfer function has typically the symmetry
around the carrier frequency, which makes the expression
simpler. We define the symmetry of the system as fol-
lows.
The frequency-symmetric system is defined as the sys-
tem in which transfer functions O(ω) have the following
symmetry around the carrier frequency:
O∗(−ω) = O(ω), (O = K,Γ1,Γ2, Ga, Gc). (A34)
In the following, we assume the symmetry around the
carrier frequency for all of the frequency functions. The
symmetry simplifies the transfer function of the plant for
the quadratures:
Gx(ω) = Ga(ω) +Gc(ω), (A35)
Gp(ω) = Ga(ω)−Gc(ω), (A36)
Gx→p(ω) = Gp→x(ω) = 0. (A37)
Under the symmetry around the carrier frequency, the
transfer function matrix [Eq. (A30)] is diagonalized. The
situation is the same in the other components. Figure 10
shows the block diagram of the system with the symme-
try around the carrier frequency. All of the transforma-
tions are closed in each Xˆ or Pˆ quadratures. As a result,
the transfer function of the entire system [Eq. (A14)] is
composed of only Xˆ or Pˆ :
Xˆout(ω) = G
(fb)
x (ω)Xˆin(ω) +
∑
j
G
(fb)
jx (ω)∆ˆ
(X)
j (ω),
(A38)
Pˆout(ω) = G
(fb)
p (ω)Pˆin(ω) +
∑
j
G
(fb)
jp (ω)∆ˆ
(P )
j (ω),
(A39)
where j = G,Γ1,Γ2,K1,K2, and
G(fb)x (ω) = G
(fb)
a (ω) +G
(fb)
c (ω), (A40)
G
(fb)
jx (ω) = G
(fb)
ja (ω) +G
(fb)
jc (ω), (A41)
G(fb)p (ω) = G
(fb)
a (ω)−G(fb)c (ω), (A42)
G
(fb)
jx (ω) = G
(fb)
ja (ω)−G(fb)jc (ω). (A43)
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FIG. 10. The equivalent block diagram under the symmetry
around the carrier frequency. Unwanted noise operators are
omitted for simplicity. The plant is considered as a SISO
system for each quadrature.
These transfer functions are written explicitly as follows:
G(fb)q (ω) = K11(ω) +
K12(ω)K21(ω)
K22(ω)
Λq(ω)
1−Λq(ω) ,
G
(fb)
Γ1q
(ω) = 1K21(ω)Γ1(ω)
[
G(fb)q (ω)−K11(ω)
]
= K12(ω)K22(ω)Γ1(ω)
Λq(ω)
1−Λq(ω) ,
G
(fb)
K2q
(ω) = Γ1(ω)G
(fb)
Γ1q
(ω)
= K12(ω)K22(ω)
Λq(ω)
1−Λq(ω) ,
G
(fb)
Γ2q
(ω) = K22(ω)K21(ω)
[
G(fb)q (ω)− detKK22(ω)
]
= K12(ω)
1
1−Λq(ω) ,
G
(fb)
Gq (ω) = Γ2(ω)G
(fb)
Γ2q
(ω)
= K12(ω)Γ2(ω)
1
1−Λq(ω) ,
G
(fb)
K1q
(ω) = 1, (A44)
where q = x, p.
The loop gain matrix for the quadratures is also diag-
onalized:
Λx(ω) = Λa(ω) + Λc(ω), (A45)
Λp(ω) = Λa(ω)− Λc(ω), (A46)
Λx→p(ω) = Λp→x(ω) = 0. (A47)
So, the characteristic function [Eq. (A32)] can be factor-
ized as
ΛD(ω) = [1− Λx(ω)] [1− Λp(ω)] , (A48)
where
Λx(ω) = K22(ω)Γ1(ω)Γ2(ω)Gx(ω), (A49)
Λp(ω) = K22(ω)Γ1(ω)Γ2(ω)Gp(ω). (A50)
Λx(ω) and Λp(ω) correspond to the loop gains for Xˆ(ω)
and Pˆ (ω) quadratures. In our quantum feedback system
for a SISO plant, the stability condition is given by loop
gains for each quadrature Xˆ(ω) and Pˆ (ω) under the as-
sumption of the symmetry around the carrier frequency.
We assume this symmetry around the carrier frequency
in Sec. III A and App. C 2 for the sake of simplicity. On
the other hand, we do not assume the symmetry in order
to consider the wavelength dispersion in Sec. III B and
App. C 3.
Appendix B: Derivation of Input-Output Relation as
a Function of Frequency in Coherent Feedback
Squeezer
We have derived equations for the “general coherent
feedback system” in App. A. Here we will explain the
coherent feedback “squeezer”.
We consider a DOPO as a plant in our coherent feed-
back squeezer. The second-order nonlinear conversion for
the intra-cavity field Aˆ is described by quadratic Hamil-
tonian HˆDOPO = i/4[(Aˆ†)2 − Aˆ2], where the pump am-
plitude is  ∈ R. The Langevin equation and the con-
straint between the intra-cavity field and ouput fields are
described as [33]
dAˆ
dt
= −2i[Aˆ, HˆDOPO]− (γ + iωd)Aˆ
+
√
γToAˆGi +
√
γLoAˆ∆G, (B1)
AˆGo =
√
γT Aˆ− AˆGi. (B2)
Here, AˆGi, AˆGo, and Aˆ∆G are annihilation operators
of an input, an output, and a vacuum, respectively,
where the argument t is omitted for simplicity. The de-
cay rates are given by the experimental parameters as
γTo = cTo/lo, γLo = cLo/lo, and γ = (γTo + γLo)/2,
where c is the speed of light in vacuum, while ωd, lo,
To, and Lo are the detuning from resonance frequency,
the cavity round trip length, the energy transmissivity
(output coupler of DOPO), and the intra-cavity energy
loss, respectively. Under the assumption of zero detuning
ωd = 0, the transfer functions in Eq. (A1) are written as
[33]
G(DOPO)a (ω) =
(γTo/2)
2 − (γLo/2− iω)2 + 2
(γ − iω)2 − 2 , (B3)
G(DOPO)c (ω) =
γTo
(γ − iω)2 − 2 , (B4)
∆ˆ
(DOPO)
G (ω) =
√
γToγLo(γ − iω)
(γ − iω)2 − 2 Aˆ∆G(ω)
+

√
γToγLo
(γ − iω)2 − 2 Aˆ
†
∆G(−ω). (B5)
DOPO itself must satisfy the stability condition; the root
of the characteristic equation (γ+s)2−2 = 0 must lie on
the left side of a complex plane to be stable. Thus, ξ ≡
14
/γ < 1, where we define the normalized pump amplitude
ξ ∈ [0, 1), ( ≥ 0).
We also consider the transfer function of the controller
[Eq. (A5)] as
K(ω) =
( √
Rf
√
1−Rf√
1−Rf −
√
Rf
)
, ∆ˆK(ω) = 0, (B6)
and the transfer functions regarding propagations
[Eqs. (A10)(A11)] as
Γ1(ω) =
√
1− L1eiωτ1 , ∆ˆΓ1(ω) =
√
L1Aˆ∆Γ1(ω),
(B7)
Γ2(ω) =
√
1− L2eiωτ2 , ∆ˆΓ2(ω) =
√
L2Aˆ∆Γ2(ω),
(B8)
where L1 (L2) and τ1 (τ2) are the optical loss and the
propagation time at one before a plant with the length l1
(one after a plant with the length l2), respectively. Here,
we assume the symmetry around the carrier frequency
[Eq. (A34)] in all of the system. Thus, the transfer func-
tions of the entire system can be simplified in the form
of quadratures.
We use the loop gains for quadratures as
Λ(CFS)x (ω) = −
√
Rf (1− Lf )eiωτfG(DOPO)x (ω), (B9)
Λ(CFS)p (ω) = −
√
Rf (1− Lf )eiωτfG(DOPO)p (ω), (B10)
where
G(DOPO)x (ω) =
(γTo − γLo)/(2γ) + iω/γ + ξ
1− iω/γ − ξ , (B11)
G(DOPO)p (ω) =
(γTo − γLo)/(2γ) + iω/γ − ξ
1− iω/γ + ξ . (B12)
Here, we redefine Lf = 1−(1−L1)(1−L2), τf = τ1+τ2 =
l1/c + l2/c = lf/c, where Lf , τf , and lf are the total
feedback loop loss, time, and length, respectively.
The transfer function from input to output is calcu-
lated from Eqs. (A38)-(A44) as
Xˆout(ω) =
√
Rf − Λ(CFS)x (ω)/
√
Rf
1− Λ(CFS)x (ω)
Xˆin(ω)
+
√
(1−Rf )(1− L2)eiωτ2
1− Λ(CFS)x (ω)
G
(DOPO)
∆x (ω)Xˆ∆G(ω)
+
√
(1−Rf )L1(1− L2)eiωτ2
1− Λ(CFS)x (ω)
G(DOPO)x (ω)Xˆ∆Γ1(ω)
+
√
(1−Rf )L2
1− Λ(CFS)x (ω)
Xˆ∆Γ2(ω), (B13)
where
G
(DOPO)
∆x =
√
γToγLo/γ
1− iω/γ − ξ , (B14)
G
(DOPO)
∆p =
√
γToγLo/γ
1− iω/γ + ξ , (B15)(
Xˆ∆j(ω)
Pˆ∆j(ω)
)
= J
(
Aˆ∆j(ω)
Aˆ†∆j(−ω)
)
. (B16)
In the same manner, we can get the input-output rela-
tion of Pˆ quadrature by replacing (Xˆ, Λ
(CFS)
x , G
(DOPO)
x ,
G
(DOPO)
∆x ) with (Pˆ , Λ
(CFS)
p , G
(DOPO)
p , G
(DOPO)
∆p ).
Appendix C: Loop Gains and Stability Conditions in
Realistic Systems
In App. B, we derived the general description of a CFS
as a function of frequency from the quantum Langevin
equation which is approximated to consider only frequen-
cies around the first resonance. They also do not account
the effect of realistic parameters such as the wavelength
dispersion. Instead of the approximated equations, we
will derive the characteristic equations in realistic sys-
tems [Fig. 11] in order for the stability analysis. We use
the equations derived in the previous section [App. A 2].
Once we get the loop gain of the feedback which composes
the characteristic equation, we do not need to consider
the transfer function for the stability analysis [App. A 4].
We assume the symmetry around the carrier frequency
[Eq. (A34)] in the case of free space optics, which leads
to simplifying the analysis.
1. DOPO - Positive feedback system
DOPO can be considered as one of the quantum coher-
ent positive-feedback systems. The transfer function of
DOPO derived in the previous section [Eqs. (B3)-(B5)]
does not include the phase-matching bandwidth caused
by the wavelength dispersion of the refractive index. In
order for the precise analysis, we use another transfer
function of DOPO [G
(o)
a (ω) and G
(o)
c (ω)], which consists
of the transfer function of degenerate optical amplifica-
tion in a nonlinear material [G
(s)
a (ω) and G
(s)
c (ω)]. Ac-
cording to Ref. [47], the transfer function of the process
under the pump with the frequency of 2ωc is given as
follows:
A(s)(ω) = G(s)a (ω)A(ω) +G
(s)
c (ω)A
∗(−ω), (C1)
G(s)a (ω) = e
i∆kωlc/2
[
cosh gω − i∆kωlc
2gω
sinh gω
]
, (C2)
G(s)c (ω) = e
i∆kωlc/2
κω
gω
sinh gω, (C3)
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where
∆kω = k2ωc − kωc+ω − kωc−ω, (C4)
gω =
√
κωκ∗−ω −
(
∆kωlc
2
)2
, (C5)
κ±ω ∝ iA2ωc lc
ωc ± ω
nωc±ω
. (C6)
Here, kω = nωω/c and nω are the wave vector and
the refractive index at the frequency ω, c is the speed
of light in vacuum, lc is the interaction length, and
A2ωc is the amplitude of the pump beam. Note that
we change the notations of Eq. (2.9.2) in Ref. [47] as
gl → gω, κ1l → κω, κ2l → κ−ω, ω1 → ωc + ω, ω2 →
ωc − ω, ω3 → 2ωc. The parametric gain gω is deter-
mined by the wave vector mismatch ∆kω, A2ωc , lc, and
the second-order nonlinear susceptibility which is omit-
ted since we assume it as a constant for the frequency.
The transfer functions G
(s)
a (ω) and G
(s)
c (ω) do not sat-
isfy the the symmetry around the carrier frequency
[
(
G
(s)
a (−ω)
)∗ 6= G(s)a (ω), (G(s)c (−ω))∗ 6= G(s)c (ω)], de-
spite some symmetries: gω = g−ω, ∆kω = ∆k−ω. Under
the realistic assumption of perfect phase-matching at the
carrier frequency (∆kω=0 = 0), the wave vector mismatch
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FIG. 11. The abstract diagram of CFS involving DOPO. CFS
is a quantum coherent negative-feedback system, while DOPO
is also one of coherent feedback system with positive feedback
polarity.
∆kω can be written as
∆kω =
1
c
[2ωcnωc − (ωc + ω)nωc+ω − (ωc − ω)nωc−ω] .
(C7)
We also assume the phase of the pump beam as iA2ωc =
|A2ωc | leading to κ±ω ∈ R. We note that Eq. (C1) does
not include the phase factor for the propagation of the in-
teraction length with lc. We involve it in another transfer
function describing the propagation between controller
and plant in the stability analysis.
Now, let us consider a DOPO with the transfer func-
tion of parametric amplification [G
(s)
a (ω) and G
(s)
c (ω)].
The loop gains for DOPO and the characteristic func-
tion are written as
Λ(o)a (ω) =
√
Ro(1− Lo)eiωnωc+ωlo/cG(s)a (ω), (C8)
Λ(o)c (ω) =
√
Ro(1− Lo)eiωnωc+ωlo/cG(s)c (ω), (C9)
Λ
(o)
D (ω) = [1− Λ(o)a (ω)][1− (Λ(o)a (−ω))∗]
− Λ(o)c (ω)(Λ(o)c (−ω))∗, (C10)
where lo, Ro, and Lo are the DOPO cavity round trip
length, the energy reflectivity, and the intra-cavity en-
ergy loss, respectively, while nωc+ω is the refractive in-
dex of the frequency ωc + ω at the propagation path.
The transfer functions regarding input-output relation
are calculated from Eqs. (A15) as
G(o)a (ω) =
1√
Ro
[
−1 + 1− (Λ
(o)
a (−ω))∗
Λ
(o)
D (ω)
(1−Ro)
]
,
(C11)
G(o)c (ω) =
1−Ro√
Ro
Λ
(o)
c (ω)
Λ
(o)
D (ω)
. (C12)
For the stability, since DOPO has the maximum gain at
the carrier frequency and the feedback is positive, it is
enough to find the condition at the carrier frequency.
We describe the parametric gain near the carrier fre-
quency under the perfect phase-matching as
gω≈0 ≈ |κω=0| ≡ Cξ, (C13)
where C is a constant, and ξ ≡ |A2ωc |/|Ath| (0 ≤ ξ < 1) is
the pump amplitude normalized by the oscillation thresh-
old amplitude of |Ath|. Equation (C1) can be approxi-
mated as
A(s)(ω) ≈ cosh(Cξ)A(ω) + sinh(Cξ)A∗(−ω). (C14)
By using this approximation, the characteristic equation
for the stability condition of DOPO is given as
Λ
(o)
D (ω ≈ 0) ≈ [1− (Λ(o)a (ω ≈ 0) + Λ(o)c (ω ≈ 0))]
× [(1− (Λ(o)a (ω ≈ 0)− Λ(o)c (ω ≈ 0))]
=
[
1− eCξ
√
Ro(1− Lo)eiωnωc lo/c
]
×
[
1− e−Cξ
√
Ro(1− Lo)eiωnωc lo/c
]
= 0. (C15)
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Here, we also use the approximation as (Λ
(o)
j (−ω ≈
0))∗ ≈ Λ(o)j (ω ≈ 0), (j = a, c) and nωc+ω ≈ nωc . The
stability condition of DOPO in this form can be written
as
eCξ
√
Ro(1− Lo) < 1. (C16)
From this oscillation condition, the constant C can be
represented by cavity parameters as
C = ln
1√
Ro(1− Lo)
. (C17)
Therefore, by using the normalized pump amplitude ξ
and the cavity parameters Ro and Lo, we can represent
the κω as
κω =
ωc + ω
ωc
nωc
nωc+ω
Cξ. (C18)
2. CFS with DOPO in Free Space - Negative
feedback system with the symmetry around the
carrier frequency
We consider CFS involving DOPO as shown in Fig. 11.
We also consider utilizing BPF in the case of free space
optics. The transfer function of second-order Butter-
worth BPF is represented as
H(ω) =
ω2HWHM
(iω − ω1)(iω − ω2) , (C19)
where ω1 = ωHWHMe
i3/4pi, ω2 = ωHWHMe
i5/4pi, and
ωHWHM/(2pi) is the cutoff frequency [we assume it is
100 GHz as in the main text]. Since the cutoff frequency
is narrower enough than the phase-matching bandwidth
of the nonlinear optics, we approximate the transfer func-
tion of a plant as Eq. (C14) for the stability analysis,
which has no frequency dependence. Furthermore, in
free space, the wavelength dispersion regarding the prop-
agation is negligible, which corresponds to nωc+ω = 1 in
Eqs. (C8)(C9). They lead to the the symmetry around
the carrier frequency [Eq. (A34)] for all transfer func-
tions, which means that the representations are simpli-
fied in the form of quadratures. The resulting loop gain
of CFS with DOPO in free space is
Λ(CFS,f)q (ω) = −
√
Rf (1− Lf )eiωlf/c
×H(ω)G(o,f)q (ω), (q = x, p), (C20)
where the approximated transfer function at the DOPO
G
(o,f)
q (ω) is written by the loop gains in the DOPO
Λ
(o,f)
q (ω) as
G(o,f)q (ω) =
1√
Ro
Λ
(o,f)
q (ω)−Ro
1− Λ(o,f)q (ω)
, (C21)
Λ(o,f)q (ω) =
√
Ro(1− Lo)eiωlo/cG(s)q (0), (C22)
G(s)x (0) = G
(s)
a (0) +G
(s)
c (0) = e
Cξ, (C23)
G(s)p (0) = G
(s)
a (0)−G(s)c (0) = e−Cξ. (C24)
Here, C is the constant regarding the single pass squeez-
ing level given by Eq. (C17). The characteristic function
in Eq. (A48) is
Λ
(CFS,f)
D (ω) = [1− Λ(CFS,f)x (ω)]
× [1− Λ(CFS,f)p (ω)]. (C25)
Since |Λ(CFS,f)p (ω)| < 1, the characteristic equation
Λ
(CFS,f)
D (ω = is) = 0 becomes
1− Λ(CFS,f)x (ω = is) = 0. (C26)
3. CFS with DOPO in a Waveguide - Negative
feedback system without the symmetry around the
carrier frequency
We consider CFS in a waveguide. Unlike CFS in free
space, we need to consider the effects of the wavelength
dispersion in the waveguide. Thus, we can not simplify
the representations in the form of quadratures. The loop
gains of CFS with DOPO in a waveguide are expressed
as
Λ
(CFS,w)
j (ω) = −
√
Rf (1− Lf )eiωnωc+ωlf/c
×G(o)j (ω), (j = a, c). (C27)
Note again that the transfer function of DOPO G
(o)
j (ω)
is given by Eqs. (C11)(C12), which also consists of the
loop gains of DOPO Λ
(o)
j (ω) in Eqs. (C8)-(C10) and the
transfer function of the parametric amplification G
(s)
j (ω)
in Eqs. (C2)(C3). The characteristic function [Eq. (A18)]
is
Λ
(CFS,w)
D (ω) = [1− Λ(CFS,w)a (ω)]
× [1− (Λ(CFS,w)a (−ω))∗)
− Λ(CFS,w)c (ω)(Λ(CFS,w)c (−ω))∗. (C28)
The characteristic equation is
Λ
(CFS,w)
D (ω) = 0. (C29)
Appendix D: Gain Spectrum Obtained from
Singular Value
As we explained in Eq. (A30), the transfer function
matrix in the quadrature form has nonzero off-diagonal
elements in general. The transfer function can be decom-
posed into a rotation and a lossy phase-sensitive amplifier
and a rotation for quadratures by using singular value de-
composition (called the Bloch–Messiah reduction in the
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ideal limit without loss [1, 4]) which is expressed as fol-
lows:
J
(
G
(s)
a (ω) G
(s)
c (ω)
(G
(s)
c (−ω))∗ (G(s)a (−ω))∗
)
J−1
= U(θ)
(
G
(s)
x˜ (ω) 0
0 G
(s)
p˜ (ω)
)
U(φ), (D1)
U(θ) ≡
(
cos θ − sin θ
sin θ cos θ
)
, (D2)
where U(θ) is the matrix representing θ rotation for Xˆ
and Pˆ quadratures, while G
(s)
x˜ (ω) and G
(s)
p˜ (ω) are the
singular values (G
(s)
x˜ (ω) ≥ G(s)p˜ (ω) ≥ 0). The larger
singular value corresponds to the single pass gain. In the
same manner, we denote the larger singular value of the
transfer function matrix for DOPO as G
(o)
x˜ (ω).
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