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In this work, we examine the motion of particles which are subjected to varying
levels of turbulence, inertia, and gravity, in both homogeneous and inhomoge-
neous turbulence. These investigations are performed through direct numerical
simulation (DNS) of the Eulerian fluid velocity field combined with Lagrangian
particle tracking. The primary motivation of these investigations is to better un-
derstand and model the dynamics and growth of water droplets in warm, cu-
mulus clouds. In the first part of this work, we discuss the code we developed
for these simulations, Highly Parallel Particle-laden flow Solver for Turbulence
Research (HiPPSTR). HiPPSTR uses efficient parallelization strategies, time-
integration techniques, and interpolation methods to enable massively paral-
lel simulations of three-dimensional, particle-laden turbulence. In the second,
third, and fourth sections of this work, we analyze simulations of particle-laden
flows which are representative of those at the edges and cores of clouds. In the
second section, we consider the mixing of droplets near interfaces with varying
turbulence intensities and gravitational orientations, to provide insight into the
dynamics near cloud edges. The simulations are parameterized to match wind-
tunnel experiments of particle mixing which were conducted at Cornell, and
the DNS and experimental results are compared and contrasted. Mixing is sup-
pressed when turbulence intensities differ across the interface, and in all cases,
the particle concentrations are subject to large fluctuations. In the third and
fourth sections, we use HiPPSTR to analyze droplet motion in isotropic turbu-
lence, which we take to be representative of adiabatic cloud cores. The third sec-
tion examines the Reynolds-number scaling of single-particle and particle-pair
statistics without gravity, while the fourth section shows results when gravity is
included. While weakly inertial particles preferentially sample certain regions
of the flow, gravity reduces the degree of preferential sampling by limiting the
time particles can spend interacting the underlying turbulence. We find that
when particle inertia is small, the particle relative velocities and radial distri-
bution functions (RDFs) are almost entirely insensitive to the flow Reynolds
number, both with and without gravity. The relative velocities and RDFs for
larger particles tend to weakly depend on the Reynolds number and to strongly
depend on the degree of gravity. While non-local, path-history interactions sig-
nificantly affect the relative velocities of moderate and large particles without
gravity, these interactions are suppressed by gravity, reducing the relative ve-
locities. We provide a physical explanation for the trends in the relative veloc-
ities with Reynolds number and gravity, and use the model of [198] to under-
stand and predict how the trends in the relative velocities will affect the RDFs.
The collision kernels for particles representative of those in atmospheric clouds
are generally seen to be independent of Reynolds number, both with and with-
out gravity, indicating relatively low Reynolds-number simulations are able to
capture much of the physics responsible for droplet collisions in clouds. We
conclude by discussing practical implications of this work for the cloud physics
and turbulence communities and suggesting areas for future research.
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3.1 Initialization parameters for the DNS for the high turbulence
side (TTI and TNI) and low turbulence side (TNI only). The ini-
tial fields are created according to the procedure given in §3.3.2.
Parameters are in arbitrary units. . . . . . . . . . . . . . . . . . . . 41
3.2 Parameters in DNS and experiment. All DNS values correspond
to the high turbulence region and are in arbitrary units. The ‘ex-
periment’ refers to data from the wind-tunnel tests of [62] and
[65]. All data, with the exception of the large-eddy turnover
time τ, are taken at t/τ = 0.7. For the experiment, τ was com-
puted based on values at the test section since no accurate initial
values were available; for the DNS, τwas computed from values
at initialization as was done in previous shearless mixing layer
studies [28, 93, 166, 90]. DNS values of τ calculated at t/τ = 0.7
differ from the initial value by less than 15%. . . . . . . . . . . . . 44
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1.1 Particle-laden flows in industry and the environment
The focus of this dissertation is on understanding turbulent flows laden with
inertial particles through computational simulations. Here, we use the term ‘in-
ertial particles’ to denote particles which are more dense than their carrier flow.
It is well-known that inertial particles can have dramatically different behav-
ior in turbulence than inertialess fluid particles, and their dynamics can have a
profound impact in a variety of different industrial and environmental settings.
For example, to better design spray combustion chambers or aerosol drug deliv-
ery systems, engineers must understand the role of a turbulent field on particle
clustering, collision, and coalescence. Inertial-particle interactions also affect
such diverse natural phenomena as plankton distribution, cloud growth, and
planetesimal formation.
While the research here is generally conducted from a fundamental perspec-
tive, the primary motivation of this work is to understand the role of turbulence
on droplet motion and growth in warm, cumulus clouds. One long-standing
question in the cloud physics community is why warm, cumulus clouds precip-
itate as quickly as they do. As discussed in [148, 45, 69], the smallest droplets
in clouds tend to form around cloud condensation nuclei and initially grow as
the surrounding humid air condenses around these droplets, increasing their
size. However, as the size increases, the volumetric growth rates of the droplets
induced by condensation must decrease. For droplets with diameters greater
than 30µm, the timescales on which condensational growth occurs become pro-
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hibitively large, and condensational growth essentially stops. In the opposite
limit (i.e., droplet diameters greater than about 80µm), gravitational forces are
significant, and droplet growth is driven by collisions between droplets with
different settling speeds. While it is thought that droplet diameters must grow
between 30µm and 80µm as a result of the underlying turbulence, it is still un-
clear the extent to which turbulence will alter these growth rates. In this disser-
tation, we seek to clarify this issue by means of computational simulations.
1.2 Simulating particle-laden flows
One of the most challenging problems in computational fluid dynamics is the
study of a dispersed phase in a highly turbulent flow. We provide a summary
of some of the challenges relevant to this work below. More information can be
found in the review of [9].
In order to simulate a particle-laden flow, one must solve the relevant equa-
tions governing both the fluid and particle phases, and in some cases, account
for the interaction between the two phases.
1.2.1 Fluid-phase simulation
There are three general ways to simulate the fluid phase of a turbulent flow. The
first simulation method involves solving the Reynolds-averaged Navier Stokes
(RANS) equations. These equations are constructed by taking the time average
of the Navier Stokes equations and provide information about the mean veloc-
ity and pressure fields. While this approach is popular because of its simplicity
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and the ease with which it can be applied to arbitrary geometries and large
Reynolds numbers, it has a number of significant disadvantages which render
it unsuitable for this research. The first disadvantage is that it contains no infor-
mation about the fluctuations and coherent structures in the flow. We will show
in this dissertation that these elements of the turbulence have a profound effect
on the motion of inertial particles and thus cannot be neglected. The second dis-
advantage is that the RANS equations contain unclosed Reynolds-stress terms
(i.e., terms which involve the covariance of the fluid velocity fluctuations), and
models must be introduced to close these terms. In some cases, these closure
models can lead to significant errors in the computed fluid field. Thus, even if
particle motion could be attributed strictly to the averaged turbulent flow, there
is no guarantee that RANS is able to solve for the average flow with sufficient
fidelity to enable meaningful simulations of a dispersed particle phase.
Another commonly used simulation technique is Large Eddy Simulation
(LES). In this approach, the large scales of the turbulence are computed, while
the smaller scales are represented through a sub-grid model. LES has some of
the advantages of RANS (e.g., the ability to simulate complex geometries and
high Reynolds numbers with relative ease), but incurs considerably more com-
putational expense. While LES is expected to be accurate for particles which
are much larger than the grid size, in many flows of interest, the particles may
be much smaller than the smallest resolved scales, and thus the accuracy of the
simulation approach will be strongly tied to that of the sub-grid model. While
promising work is underway in developing accurate sub-grid models for LES of
particle-laden turbulence [135, 136], the field is not yet mature enough to justify
using LES to predict the dynamics of small, dispersed particles.
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For these reasons, we use a different computational approach, direct nu-
merical simulation (DNS), to analyze particle dynamics in turbulence. While
DNS provides an accurate description of the underlying flow field and does
not require any sub-grid models, it is much more computationally demanding
than both RANS and LES, and the computational expense increases dramati-
cally both as the Reynolds number increases and as the geometric complexity
of the domain increases. To achieve the maximum possible Reynolds numbers
for our studies, we therefore consider turbulence on cubic, tri-periodic domains.
Evenwith such simple geometries, however, the time needed to perform a simu-
lation grows as R6
λ
(as discussed in [130]), where Rλ is the Taylor-scale Reynolds-
number. Sophisticated tools are therefore necessary to simulate the flow-field
on highly parallel architectures in order to study flows at Reynolds numbers
characteristic of those in the environment.
1.2.2 Particle-phase simulation
We now discuss the methodology for simulating the dispersed particle phase.
A simple way to do so would be to treat the particle phase as a continuum and
to solve the governing particle equations on an Eulerian grid. However, this
approach has significant shortcomings which render it unsuitable for the stud-
ies in this dissertation. The first is that it involves closures, which (like RANS
models) can cause leading-order errors in the particle motions. In addition, my
investigations are primarily focused on particle motion near contact; for parti-
cles which are small, particle contact will occur at separations which are much
less than the grid spacing, and an Eulerian model will be unable to provide in-
formation about the relative particle motion here. Finally, we will show that
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when the particle inertia is large, the particle velocities are significantly affected
by non-local, path-history interactions (i.e., caustics), which can cause the par-
ticle velocities to take on multiple values at a single point. An Eulerian field
description of the particle motions is by construction unable to capture these
effects.
We therefore adopt a Lagrangian description of the dispersed phase. While
the most accurate way to simulate the particle phase is through a fully resolved
particle-fluid DNS, the expense of such an approach renders it impractical for all
but the lowest values of Rλ. We instead use a Lagrangian point-particle method
based on the work of [109]. This approach assumes that particles are very small
and dense, and can therefore be represented as infinitesimal points in the flow.
Furthermore, We take the particle volume and mass loadings to be so low that
the particle phase will not impact the flow itself, an approach known as ‘one-
way coupled simulation.’ These conditions are generally reasonable for particle
classes representative those in atmospheric clouds. Wewill discuss the accuracy
of these approximations throughout this dissertation andwill highlight any lim-
itations in our numerics and the resulting particle statistics.
1.3 Organization of the dissertation
The first chapter of the dissertation (§2) discusses the code used to simulate
particle-laden turbulence. In the following chapter (§3), we use an earlier ver-
sion of this code to study particle motion across an interface with different lev-
els of turbulence. This study is designed to mimic an experimental analysis
and to provide insights into the motion of droplets near cloud boundaries. In
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§4 and §5, We use this code to study droplet motion in homogeneous, isotropic
turbulence (which we take to be representative of adiabatic cloud cores) at the
highest Reynolds numbers to date. Section 4 focuses of the effect of Reynolds
number on particle statistics without gravity, while §5 analyzes how gravity
affects the particle motions at the different Reynolds numbers simulated. We
conclude in §6 by discussing practical implications of the research for the cloud
physics and turbulence communities, and by suggesting possible avenues for
future research on particle-laden turbulent flows. To guide researchers who are
undertaking large computational studies, we have included an appendix (Ap-
pendix C) discussing some of the challenges we faced and lessons we learned
in running large-scale parallel computations.
6
CHAPTER 2
HIGHLY PARALLEL PARTICLE-LADEN FLOW SOLVER FOR
TURBULENCE RESEARCH†
2.1 Abstract
In this paper, we present a Highly Parallel Particle-laden flow Solver for Turbu-
lence Research (HiPPSTR). HiPPSTR is designed to perform three-dimensional
direct numerical simulations of homogeneous turbulent flows using a pseu-
dospectral algorithm with Lagrangian tracking of inertial point and/or fluid
particles with one-way coupling on massively parallel architectures, and is the
most general and efficient multiphase flow solver of its kind. We discuss the
governing equations, parallelization strategies, time integration techniques, and
interpolation methods used by HiPPSTR. By quantifying the errors in the nu-
merical solution, we obtain optimal parameters for a given domain size and
Reynolds number, and thereby achieve good parallel scaling on O(104) proces-
sors.
2.2 Introduction
Turbulent flows laden with inertial particles (that is, particles denser than the
carrier fluid) are ubiquitous in both industry and the environment. Natural
† P. J. Ireland, T. Vaithianathan, P. S. Sukheswalla, B. Ray, and L. R. Collins. Highly parallel
particle-laden flow solver for turbulence research. Comput. Fluids, 76:170–177, 2013.
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phenomena such as atmospheric cloud formation [55, 148, 179], plankton distri-
butions in the sea [103], and planetesimal formation in the early universe [39, 38]
are all influenced by particle-turbulence interactions. Inertial particle dynamics
also impact engineered systems such as spray combustors [54], aerosol drug de-
livery systems [100], and powder manufacturing [132, 116], among many other
systems [9]. Despite extensive research, however, open questions remain about
the distribution of these particles in the flow, their settling speed due to gravity,
and their collision rates. This is due in part to our incomplete understanding of
the effect of the broad spectrum of flow scales that exists at intermediate or high
Reynolds numbers.
Since inertial particle dynamics are strongly sensitive to the smallest scales
in the flow [9], large-eddy simulation, with its associated small-scale modeling,
has difficulties representing sub-filter particle dynamics accurately, including
particle clustering that is driven by the Kolmogorov scales [57, 135]. Conse-
quently, our investigations rely on the direct numerical simulation (DNS) of the
three-dimensional Navier-Stokes equations and the Maxey & Riley equation for
particle motion [109]. DNS has proven to be an extremely effective tool for in-
vestigating inertial particle dynamics, albeit at modest values of the Reynolds
number due to the heavy computational demands of resolving all relevant tem-
poral and spatial scales.
To extend the range of Reynolds numbers that can be simulated, we have
developed a more advanced DNS code: the Highly Parallel, Particle-laden flow
Solver for Turbulence Research (HiPPSTR). HiPPSTR is capable of simulating
inertial particle motion in homogeneous turbulent flows on thousands of pro-
cessors using a pseudospectral algorithm. The main objective of this paper is to
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document the solution strategy and numerical algorithms involved in solving
the relevant governing equations.
This paper is organized as follows. In §2.3, we show the equations govern-
ing the fluid and particle motion and the underlying assumptions of the flow
solver. We discuss the time integration and interpolation techniques in §2.4 and
§2.5, respectively, complete with an error analysis for optimizing code perfor-




The underlying flow solver is based on the algorithm presented in Ref. [30]
and summarized below. It is capable of simulating both homogeneous isotropic
turbulence (HIT) and homogeneous turbulent shear flow (HTSF) with a pseu-
dospectral algorithm, while avoiding the troublesome remeshing step of earlier
algorithms [140]. The governing equations for the flow of an incompressible


















where ui is the velocity vector (with magnitude u), ǫi jk is the alternating unit
symbol, ωi is the vorticity, p is the pressure, ρ is the density, ν is the kinematic
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viscosity, and fi is a large-scale forcing function that is added to achieve sta-
tionary turbulence for HIT. Aside from the term 12u
2, which ultimately will be
subsumed into a modified pressure term—see Eq. (2.10) below, this form of the
Navier-Stokes equation has only six nonlinear terms, as compared to nine in
the standard form, which reduces the expense of computation and renders the
solution method more stable.
Reynolds decomposition
We apply the standard Reynolds decomposition on the velocity, vorticity, and
pressure, yielding
ui = Ui + u′i , (2.3)
ωi = Ωi + ω
′
i , (2.4)
p = P + p′, (2.5)
where capitalized variables denote mean quantities and primed variables de-
note fluctuating quantities.
Subtracting the ensemble average of Eqs. (2.1) and (2.2) from Eqs. (2.1) and
(2.2), respectively, and specializing for the case of homogeneous turbulence (ho-
mogeneous turbulence implies all single-point statistics are independent of po-
sition, with the exception of the mean velocity Ui, which can vary linearly while

























+ f ′i . (2.7)
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We consider HTSF with a uniform mean shear rate S, where coordinates x1,
x2 and x3 are the streamwise, spanwise and shear directions, respectively, with-
out loss of generality. Under these conditions, the mean velocity and vorticity
can be expressed as
U = (Sx3, 0, 0), (2.8)
Ω = (0,S, 0), (2.9)
thus reducing Eq. (2.7) to
∂u′i
∂t











+ f ′i , (2.10)
where the modified pressure p∗ ≡ p′/ρ + 12u′2. The above equations are written
to encompass both HIT and HTSF; for HIT S = 0 and f ′i , 0, while for HTSF
S , 0 and f ′i = 0.
Spectral transforms
Pseudospectral algorithms take advantage of the fact that the fluid velocity and
pressure satisfy periodic boundary conditions. For HIT the period is simply the
box domain, and so for a box of length L1, L2 and L3 in the x1, x2 and x3 di-















where the integers ni vary between −Ni/2 + 1 and Ni/2 for Ni grid points in each
direction [130]. Note that the code allows you to independently set the number
of grid points Ni and the box length Li in each direction.
For HTSF, the presence of the mean shear modifies this to a “shear-periodic
boundary condition,” as illustrated in Fig. 2.1. The classic Rogallo [140] al-
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gorithm eliminated this complication by solving the equations of motion in a
frame of reference that deforms with the mean shear, enabling standard fast
Fourier transforms (FFTs) to be applied; however, in order to relieve the distor-
tion of the physical space grid with time, the standard Rogallo algorithm maps
the variables on the positively deformed mesh onto a mesh that is deformed
in the opposite direction, a step known as “remeshing.” Remeshing leads to
sudden changes in the turbulent kinetic energy and dissipation rate as a conse-
quence of zeroing out certain wavenumbers. The algorithm of Brucker et al. [30]
eliminates this remeshing step by directly applying the spectral transform in a
fixed frame of reference while incorporating the phase shift that results from the
mean shear analytically. We begin by defining a modified wavevector as
k′i ≡ ki − Stk1δi3, (2.12)




φ(x, t) exp (−Ik′i xi) , (2.13)
where ˆφ(k, t) is the forward spectral transform of φ(x, t), denoted as F {φ(x, t)},
and I is the imaginary unit. The inclusion of the cross term Stk1δi3 in the mod-
ified wavevector accounts for the shear-periodic boundary condition. We can
similarly define a modified discrete backward spectral transform of ˆφ(k, t) as




ˆφ(k, t) exp (Ik′i xi) . (2.14)
With these definitions, we can transform (2.6) and (2.10) to spectral space to
obtain




























Figure 2.1: Shear-periodic boundary conditions due to the mean shear ap-
plied in the x3 direction. The orthogonal domain is shown with
the solid lines, while the shear-periodic boundary points are
indicated by the black dots.
where k′2 = k′i k′i . Note that we have used the incompressibility of the flow, as
specified by Eq. (2.15), to project the pressure out of Eq. (2.16) (refer to Ref. [30]
for a detailed derivation).







prohibitively expensive. The “pseudospectral approximation” is obtained by
first transforming the velocity and vorticity into physical space, computing the
product, then transforming the result back into spectral space [123]. The trans-
formations between physical and spectral spaces are accomplished using mod-
ified fast Fourier transforms (FFTs) that are described in §2.6. The pseudospec-
tral algorithm introduces aliasing errors that are eliminated by a combination




To achieve stationary turbulence with HIT, we must introduce forcing to com-
pensate for the energy that is dissipated [53]. The forcing is usually restricted to
low wavenumbers (large scales) with the hope that the intermediate and high
wavenumbers behave in a natural way that is not overly influenced by the forc-
ing scheme. The two most widely used forcing schemes in the literature are
“deterministic” and “random” forcing schemes. Both are described below.
The deterministic forcing scheme [184] first computes the amount of turbu-
lent kinetic energy dissipated in a given time step h, ∆Etot(h). This energy is re-
stored at the end of each time step by augmenting the velocity over the forcing
range between kf,min and kf,max so as to precisely compensate for the dissipated
energy
uˆ(k, t0 + h) = uˆ(k, t0 + h)
√√√1 + ∆Etot(h)∫ kf,max
kf,min
E(k, t0 + h)dk
, (2.17)
where E(k, t0 + h) represents the turbulent kinetic energy in a wavenumber shell
with magnitude k at time t0 + h.
The alternative forcing scheme is based on introducing a stochastic forcing
function, ˆf ′i (k, t) [53]. This function is non-zero only over the forcing range
between kf,min and kf,max and evolves according to a vector-valued complex
Ornstein-Uhlenbeck process [53], as shown below
d ˆf ′i (k, t) = −






dWi(k, t), ∀k  (kf,min, kf,max] , (2.18)
where T f is the integral time-scale of the random forcing, σ2f denotes its strength,
and Wi(k, t) is the Wiener process whose increment dWi is defined to be a joint-
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normal, with zero mean, and covariance given by
〈dWidW∗j 〉 = hδi j. (2.19)
While implementing on a computer, we set the increment dWi = (αi + Iβi)
√
h/2,
where αi and βi are two independent random numbers drawn from a standard
normal distribution.
2.3.2 Particle phase
The Maxey & Riley equation [109] is used for simulating spherical, non-
deforming particles in the flow. We take the particles to be small (i.e., d/η ≪ 1,
where d is the particle diameter, η ≡ ν3/4/ǫ1/4 is the Kolmogorov length scale,
and ǫ is the average turbulent kinetic energy dissipation rate) and heavy (i.e.,
ρp/ρ ≫ 1, where ρp and ρ are the densities of the particles and fluid, respec-
tively). We also assume that the particles are subjected to only linear drag forces,
which is valid when the particle Reynolds number Rep ≡ ||u(x) − v||d/ν < 1.
Here, u(x) denotes the undisturbed fluid velocity at the particle position, and v
denotes the particle velocity. For HTSF, we express u(x) as
ui(x) = u′i(x) + Sx3δi1, (2.20)
and for HIT, ui(x) = u′i(x).
Under these assumptions, the Maxey & Riley equation simplifies to a system
of ordinary differential equations for the position and velocity of a given particle
dx







where τp ≡ ρpρ d
2
18ν is the particle response time and g is the gravitational accel-
eration vector. Note that the numerical solution of (2.21) and (2.22) requires an
interpolation of grid values of the fluid velocity to the location at the center of
each particle. The interpolation methods used are discussed in §2.5.
The influence of particles on the continuity and momentum equations is ne-
glected due to the low volume (O(10−6)) and mass (O(10−3)) loadings [50, 162],
and therefore we consider only one-way coupling between the flow field and




To calculate the temporal evolution of the fluid, we introduce the integrating
factor

















= Ai j(t)RHS j(t), (2.24)

















1Suˆ′3 − δ j1Suˆ′3. (2.25)
Integrating (2.24) from time t0 to time t0 + h, we obtain
Ai j(t0 + h)uˆ′j(t0 + h) = uˆ′j(t0)Ai j(t0) +
∫ t0+h
t0
RHS j(t)Ai j(t)dt. (2.26)
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The trapezoid rule is used to approximate the integral on the RHS of (2.26),
yielding∫ t0+h
t0
RHS j(t)Ai j(t)dt ≈ h2RHS j(t0)Ai j(t0) +
h
2
RHS j(t0 + h)Ai j(t0 + h). (2.27)
As the integrand in Eq. (2.23) is a rational function of time, we can evaluate Ai j(t′)
analytically, substitute the result into Eq. (2.26), and apply the approximation in
Eq. (2.27) to formulate a second-order Runge-Kutta method (RK2) for Eq. (2.26)
as follows






























RHS i(t0 + h).
(2.28)





min(∆x1,∆x2,∆x3) . 0.5, (2.29)
where u′max is the maximum velocity fluctuation in the domain, and ∆xi is the
grid spacing in the ith coordinate direction.
2.4.2 Particle update
Inertial particles introduce another time scale into the simulation, namely the
particle response time τp, which is a parameter that is independent of the fluid
time step h. For the case where τp ≪ h, the system defined by (2.21) and (2.22)
is stiff, and traditional explicit Runge-Kutta schemes require an extremely small
time step for numerical accuracy and stability. Note that updating the particle
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equations implicitly would be prohibitively expensive, as it necessarily would
involve multiple interpolations of the fluid velocity to the particle location. An
alternative scheme we have used in the past is known as “subcycling,” whereby
the time step used to update the particle field is chosen so as to ensure h/τp ≤ 0.1.
The fluid velocity field is linearly interpolated between the values at consecutive
fluid time steps. While this method improves the accuracy of the RK2 method,
it is computationally expensive, particularly for particles with low values of
τp. Additionally, subcycling can degrade the parallel scaling of the code for
simulations with a distribution of values of τp. The distribution of τp may vary
from processor to processor, causing the entire calculation to run at the speed of
the slowest processor (i.e., the processor with the highest load).
We have overcome these limitations by formulating an alternative second-
order scheme that is uniformly effective over the entire range of τp, including
the challenging case of τp ≪ h. The numerical scheme is based on “exponential
integrators” [75]. Exponential integrators are a broad class of methods that treat
the linear term in (2.22) exactly and the inhomogeneous part using an exponen-
tial quadrature.
The starting point for all of the updates is as follows
v(t0 + h) = e−h/τpv(t0) + w1u[x(t0)] + w2u[x(t0) + v(t0)h] + (1 − e−h/τp)τpg, (2.30)
where the weights w1 and w2 define the method. In our standard RK2 imple-










where the superscript “RK” indicates the standard RK method. In the new for-

































, ϕ2(z) ≡ e
z − z − 1
z2
. (2.33)
Figure 2.2 compares the behavior of the RK weights with the newly defined
exponential weights as a function of h/τp for particles with Stokes numbers S t ≡
τp/τη ≤ 0.1, where τη ≡ (ν/ǫ)1/2 is the Kolmogorov time scale. In the limit h/τp →
0, we see all the weights converge, implying consistency between the RK and
exponential-quadrature methods in the limit of a highly resolved simulation,
and confirming the newmethod’s second-order accuracy. In the other limit, that
is S t → 0 (or equivalently h/τp → ∞), we see the standard RK weights diverge,
which clearly will lead to large numerical errors. In contrast, the exponential-
quadrature weights have limits w1 → 0 and w2 → 1, implying from Eq. (2.30)
that the particle velocity smoothly approaches u[x(t0)+ v(t0)h]+ τpg in this limit,
which is the fluid velocity (corrected for gravitational settling) at the anticipated
particle position at time t0 + h based on an Euler time step, i.e., the correct limit.











, indicating that the error




greater than that of the exponential integrator.
We quantify the integration errors in the two schemes by performing a nu-
merical experiment on a domain with 5123 grid points, 2, 097, 152 particles, and
small scale resolution kmaxη = 2 (where kmax = N
√
2/3 is the maximum resolved
wavenumber magnitude). We first use a Courant number of 0.5 to advance the
particle field for one time step, with both the RK2 scheme and the exponential
integrator scheme. To reduce time-stepping errors and attain a baseline case
for quantifying these errors, we perform a set of low-Courant-number simula-
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Figure 2.2: Functional behavior of weights for the exponential integrator
(denoted as solid lines with closed symbols) and the Runge-
Kutta scheme (denoted as dashed lines with open symbols) in
a Stokes number range of interest.
tions, starting from the same initial condition as the simultations with a Courant
number of 0.5. We advance the particle field for 1000 time steps using the expo-
nential integrator scheme with the Courant number of 0.0005 (i.e., a time step
equal to 1/1000th that of the other simulations) and h/τp ≤ 0.1. The estimated
root-mean-square (RMS) velocity errors incurred during numerical integration
for the exponential integrator and RK2 schemes are plotted in figure 2.3(a). The
time to update the positions and velocities of the particles for each of the two
schemes is plotted in figure 2.3(b), normalized by the time to complete one step
of the Navier-Stokes solver, which remains constant for all the cases. From fig-
ures 2.3(a) and (b), it is evident that the exponential integrator outperforms the
RK2 scheme, both in terms of numerical accuracy and computational expense,
particularly for high values of h/τp (i.e., low values of S t).
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Figure 2.3: (a) RMS velocity integration errors in the particle update (nor-
malized by the RMS fluid velocity) as a function of h/τp and S t
for both the exponential integrator and RK2 schemes. (b) Time
to update the positions and velocities of 2, 097, 152 particles for




As discussed in §2.3.2, the solution of (2.21) and (2.22) requires an interpolation
of grid values of the fluid velocity to the particle centers. In principle, this inter-
polation could be performed exactly (provided that the grid is sufficiently fine
to capture all scales of motion) using a spectral interpolation [10]. For a typical
simulation involving at least a million particles, however, such an interpolation
technique is prohibitively expensive.
To compute the fluid velocities at the particle centers, we have embedded
several different interpolation methods into our code. They include linear, La-
grangian [19], Hermite [99], shape function method (SFM) [10], and B-spline
interpolation [169]. For the Lagrangian and B-spline interpolations, we use 4,
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6, 8, and 10 interpolation points (denoted as LagP and BSplineP, where P is the
number of interpolation points). These interpolation methods are compared in
figure 2.4, both in terms of accuracy and computational expense. All data in
figure 2.4 is from a simulation with 5123 grid points, 2, 097, 152 particles, and
kmaxη = 2. In all cases, we determined the “exact” values of the particle veloci-
ties from a spectral interpolation, and defined the velocity error of a particular
scheme as the RMS difference between the velocities obtained from that scheme
and the spectral interpolation at a given time.
Based on figure 2.4, the B-spline interpolation scheme, which is optimized
for spectral simulations [169], provides the best trade-off between computa-
tional expense and accuracy. To determine the optimal number of spline points,
we compare the interpolation error to the local time-stepping error, as given in
figure 2.3(a). From these results, for a given run, we choose the number of spline
points so that the interpolation and time-stepping errors are of the same order
of magnitude.
2.5.2 Interpolation in shear flow
All our interpolation methods are designed for velocities which are stored on an
orthogonal grid in physical space. As discussed in §2.3.1, the Brucker et al. [30]
algorithm for the fluid velocity stores the physical-space velocity on an orthog-
onal mesh that is shear periodic. Consequently, the interpolation methods must
be adapted to accommodate particles that require data from shear-periodic grid
points. As an example, consider linear interpolation for the particle shown in






































Figure 2.4: Interpolation error for different methods as a function of com-
putation time, which is normalized by the time for one step of
the Navier-Stokes solver. All errors are normalized by the RMS
fluid velocity, u′.
Grid values of velocity are stored at the filled circles, and periodic points are
shown as squares: standard periodic points are filled squares and shear-periodic
points are open squares. The dotted lines in the figure illustrate the phase shift
that occurs between points A, B, C and D on the bottom surface and the shear-
periodic points on the top surface. To complete the interpolation, the data on the
top surface must be phase shifted back to the orthogonal mesh points A’, B’, C’
and D’. This is accomplished by applying a one-dimensional spectral transform
along the x1-direction
u˘′boundary(k1, x2, x3) ≡
∑
x1
u′boundary(x1, x2, x3)exp (−Ik1 x1) , (2.34)
multiplying by the following factor to shift the points in the x1-direction
u˘′′boundary(k1, x2, x3) ≡ u˘′boundary(k1, x2, x3)exp (−Ik1StL3) , (2.35)
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Figure 2.5: Example to demonstrate the interpolation approach for shear-
periodic boundary conditions on a 4×4 grid. The particle is in-
dicated by the symbol ×, the stored grid values by filled circles,
the standard periodic boundary points by filled squares, and
the shear-periodic boundary points by open squares. Corre-
sponding boundary points are labeled A, B, C, D to illustrate
the shear-periodic boundary condition. We determine the ve-
locity values at the open circles (A′, B′, C′, D′) to complete the
interpolation.
A’, B’, C’ and D’ (denoted u′′boundary below)





u˘′′boundary(k1, x2, x3)exp (Ik1 x1) . (2.36)
Given these velocity values, we can complete the interpolation using the stan-




As the Reynolds number increases, the range of spatial and temporal scales also
increases, resulting in the approximate scaling NT ∼ R9/2λ , where NT is the to-
tal number of grid points, Rλ ≡ 2K
√
5/(3νǫ) is the Reynolds number based on
the Taylor microscale, and K is the average turbulent kinetic energy. The rapid
increase in the computational load with Reynolds number has limited DNS to
relatively modest values of this parameter. Furthermore, with the slowing of
processor speeds from Moore’s Law over the past decade, the strategy for ad-
vancing supercomputer speeds has shifted toward increasing the number of
accessible processors on the system. Exploiting these massively parallel archi-
tectures requires a new class of algorithms.
The previous version of the code utilized one-dimensional (“plane”) paral-
lel domain decomposition. Using this parallelization strategy, a domain with
N3 grid points can be parallelized on at most N processors, which realistically
can accommodate a maximum simulation size of 10243 grid points or Reynolds
numbers in the range Rλ . 400.
To increase the granularity of the parallelization, we have modified the code
to allow two-dimensional (“pencil”) domain decomposition. With pencil de-
composition, we are able to parallelize a domain with N3 grid points on up to
N2 processors. Figure 2.6 illustrates the difference between the plane and pencil
domain decompositions.
While the Message Passing Interface (MPI) is used as the communication en-
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Figure 2.6: A representative two-dimensional (‘pencil’) decomposition
(left) and one-dimensional (‘plane’) decomposition (right).
vironment, the detailed bookkeeping for the FFTs with pencil decomposition is
performed using the P3DFFT library [128]. P3DFFT uses standard FFT libraries
(such as FFTW [60] or ESSL [1]) to compute the three-dimensional FFT of the ve-
locity or pressure distributed over the two-dimensional array of processors. The
FFTs are necessary for computing the nonlinear convolution sums described in
§2.3.1 and constitute the bulk of the computational expense of the overall fluid
solver. They are performed as a series of one-dimensional FFTs in each of the
three coordinate dimensions. Starting from a spectral-space variable ˆφ(k1, k2, k3),
where the entire k3-dimension is stored on each pencil, we first perform N1 × N2
one-dimensional complex-to-complex pencil transforms in the x3 direction to
obtain
ˇφ(k1, k2, x3) ≡ 1N3
∑
k3
ˆφ(k1, k2, k3)exp (Ik3x3) . (2.37)
For HTSF only, we phase shift ˇφ(k1, k2, x3) to account for the shear-periodic
boundary conditions, as discussed in §2.3.1
˜φ(k1, k2, x3) ≡ ˇφ(k1, k2, x3)exp (−Ik1Stx3) . (2.38)
The data in the second and third dimensions is then transposed using the
P3DFFT column communicator, so that all the data from the second dimension
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is now contiguous. Next, N1×N3 one-dimensional complex-to-complex FFTs are
performed on the second dimension
˘φ(k1, x2, x3) ≡ 1N2
∑
k2
˜φ(k1, k2, x3)exp (Ik2x2) . (2.39)
The data in the first and second dimensions is then transposed using
the P3DFFT row communicator, after which N2 × N3 complex-to-real one-
dimensional transforms are performed on the first dimension, to obtain
φ(x1, x2, x3) = 1N1
∑
k1
˘φ(k1, x2, x3)exp (Ik1x1) . (2.40)
The forward transform follows by analogy. Starting from a real-space vari-
able φ(x1, x2, x3), we first perform N2×N3 real-to-complex one-dimensional trans-
forms on the first dimension
˘φ(k1, x2, x3) =
∑
x1
φ(x1, x2, x3)exp (−Ik1x1) . (2.41)
The data in the first and second dimensions is transposed using the P3DFFT row
communicator, and N1×N3 complex-to-complex one-dimensional transforms are
performed on the second dimension
˜φ(k1, k2, x3) =
∑
x2
˘φ(k1, x2, x3)exp (−Ik2x2) . (2.42)
We then perform a transpose of the second and third dimensions using the
P3DFFT column communicator, and phase shift to account for the shear-
periodic boundary conditions
ˇφ(k1, k2, x3) = ˜φ(k1, k2, x3)exp (−Ik1Stx3) . (2.43)
We complete the transformation by calling N1 × N2 complex-to-complex one-
dimensional transforms
ˆφ(k1, k2, k3) =
∑
x3
ˇφ(k1, k2, x3)exp (−Ik3x3) . (2.44)
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2.6.2 Particle update
The scale separation between the largest and smallest turbulent flow features
increases with the flow Reynolds number. Therefore, an increase in Reynolds
number requires an increase in the number of Lagrangian particles, to ensure
that the particles sample the flow with sufficient resolution. The flow Reynolds
number we achieve is determined by both the number of grid points and the
small-scale resolution kmaxη. From experience, for kmaxη ≈ 2, we have found that
a population of (N/4)3 particles (where N is the number of grid points in each di-
rection) for a given S t provides a good balance between statistical convergence
and computational expense.
At the start of a simulation, particles are placed randomly throughout the so-
lution domain with a uniform distribution. These random initial positions are
generated efficiently in parallel using version 2.0 of the SPRNG library [104].
Each particle is assigned to a processor based on its physical location in the
flow. Some of the grid values of the fluid velocity needed for the interpolation
discussed in §2.5 may reside outside of that processor’s memory, however. We
therefore pad the processor’s velocity field with ghost cells, as illustrated in fig-
ure 2.7. The unshaded grid cells represent fluid velocities that are local to a
given processor, and the shaded grid cells represent ghost cell values from adja-
cent processors. The cells are numbered to indicate the correspondence between
standard grid cells and ghost cells. The ghost cell exchanges are performed us-
ing two-sided, nonblocking MPI. As the simulation progresses, particles travel
throughout the simulation domain under the influence of the turbulent flow.
Particles which cross processor boundaries are exchanged at the end of every
time step, also using two-sided, nonblocking MPI.
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Figure 2.7: Ghost cell communication for interpolation for a representa-
tive two-dimensional parallel domain decomposition over four
processors. The unshaded grid cells are fluid velocities which
are local to each processor, and the shaded grid cells are ghost
cells from adjacent processors. The cells are numbered to indi-
cate the correspondence between standard grid cells and ghost
cells.
2.6.3 Parallel scaling
In figure 2.8, we show timing data for simulations with a total of N3 grid points
and (N/4)3 particles as a function of the number of processors M. The wall-
clock time per step t is normalized by N3log2N, the expected scaling for a three-
dimensional FFT. The ideal scaling case (slope −1 line) is shown for comparison.
All timings were performed on the computing cluster “Jaguar” at Oak Ridge
National Laboratory (ORNL).
We achieve good scaling on ORNL Jaguar for the largest problem sizes. For
a domain with 20483 grid points, for example, we observe 85% strong scaling
when moving from 1024 processors to 4096 processors, and nearly 60% strong
scaling on up to 16, 384 processors.
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Slope − 1 Line
Figure 2.8: Parallel scaling on ORNL Jaguar for grids of size N3 with
(N/4)3 particles on M processors. The wall-clock time per step
t is normalized by N3log2N, the expected scaling for a three-
dimensional FFT.
2.7 Conclusion
We have presented a highly parallel, pseudospectral code ideally suited for the
direct numerical simulation of particle-laden turbulence. HiPPSTR, the most ef-
ficient and general multiphase flow code of its kind, utilizes two-dimensional
parallel domain decomposition, Runge-Kutta and exponential-integral time-
stepping, and accurate and efficient B-spline velocity interpolation methods. All
of these methods are selected and tuned for optimal performance on massively
parallel architectures. HiPPSTR thus achieves good parallel scaling on O(104)
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CHAPTER 3
DIRECT NUMERICAL SIMULATIONOF INERTIAL PARTICLE
ENTRAINMENT IN A SHEARLESSMIXING LAYER†
3.1 Abstract
We present the first computational study of the dynamics of inertial particles
in a shearless turbulence mixing layer. We parameterize our direct numerical
simulations to isolate the effects of turbulence, Reynolds number, particle iner-
tia, and gravity on the entrainment process. By analyzing particle concentra-
tions, particle and fluid velocities, particle size distributions, and higher-order
velocity moments, we explore the impact of particle inertia and gravity on the
mechanism of turbulent mixing. We neglect thermodynamic processes, includ-
ing phase changes between the drops and surrounding air, which is equivalent
to assuming the air is saturated (i.e., 100% humidity). Entrainment is found to
be governed by the large scales of the flow and is relatively insensitive to the
Reynolds number over the range considered. Our results show that both fluid
and particle velocities exhibit intermittency and that gravity and turbulent dif-
fusion interact in unexpected ways to dictate particle dynamics. An analysis of
the temporal evolution of fluid and particle statistics suggests that particle con-
centration profiles and velocities are self-similar under certain circumstances.
We also observe large fluctuations in particle concentrations resulting from en-
trainment and introduce a model to estimate the impact these fluctuations have
† P. J. Ireland and L. R. Collins. Direct numerical simulation of inertial particle entrainment
in a shearless mixing layer. J. Fluid Mech, 704:301–332, 2012.
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on the radial distribution function, a statistic that is often used to quantify iner-
tial particle clustering. Our study is both a computational counterpart to and an
extension of the wind-tunnel experiments by [62] and [65]. We find good agree-
ment between these experimental studies and our computational results. We
anticipate that a better understanding of the role of gravity and turbulence on
inertial particle entrainment will lead to improved cloud evolution predictions.
3.2 Introduction
Entrainment, the drawing in of external fluid by a turbulent flow, is ubiqui-
tous to both industrial and natural turbulent processes. In jets, plumes, and
mixing layers, entrainment results from the turbulent diffusion of momentum
from a central core region [130]. There have been a number of experimental
and numerical investigations of the fluid mechanics and mixing characteristics
of tracer species convected by these flows [41, 171, 21, 105, 181, 180, 77, 78]. In
particular, the connection of tracer species to a wide range of combustion pro-
cesses has led to a broad literature on the mixing characteristics of entraining
flows [11, 27, 29, 117, 96, 131].
Entrainment also has been recognized as an important process in atmo-
spheric clouds. In particular, entrainment of dry air near cloud boundaries by
turbulence can affect precipitation mechanisms, yet still little is known about
the fundamental parameters and mechanisms that control the entrainment pro-
cess [134, 148]. Indeed, the observation of [22] still remains relevant today, ‘It is
even possible that if cumulus clouds did not entrain, many problems in cloud
physics would have been more-or-less solved.’ Clouds, aside from their role in
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weather, are responsible for the greatest uncertainty in global climate models
[148, 160].
In the meantime, our understanding of the motion of inertial particles in
turbulence has advanced considerably. A number of numerical studies demon-
strate inertial particle clustering outside of vortices due to a centrifugal effect
[106, 159, 48, 137, 178, 61, 14]. Recent experimental measurements with suf-
ficient precision show clustering levels that are similar to the numerical sim-
ulations [186, 145, 146, 43]. Clustering has been shown to affect aerosol pro-
cesses such as particle collisions and coalescence [161, 178, 138, 200], particle
sedimentation [108, 106, 175, 118, 4, 91], the modulation of turbulence by parti-
cles [157, 50, 162, 46, 79], and particle acceleration statistics [12, 8, 7, 63, 98].
That understanding, however, has not been extended to the entrainment of
inertial particles across interfaces by turbulence, as is found at the boundaries
of atmospheric clouds; that is, the impact of inertia and gravity on the mixing
process is not well understood. In two recent studies, [62] and [65] investi-
gated this issue by examining the motion of droplets across a ‘shearless mixing
layer,’ which is simply an interface between flows with the same mean veloc-
ity but different turbulence levels [170, 28, 93, 166, 90, 167]. These studies are
particularly relevant to entrainment in cumulus clouds, where a sharp interface
exists between the highly turbulent cloud and the less turbulent ambient air
[148]. By eliminating mean shear in their flow, they were able to focus on the
intrinsic turbulence effects. Both experiments [170, 90, 62, 65] and simulations
[28, 93, 166, 90] show that the fluid velocity field is marked by high intermit-
tency near the interface, characteristic of turbulent bursts penetrating the low
turbulence region. Prior numerical studies of the shearless mixing layer have
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not considered the effect of particle inertia, and thus one of the goals of this
study is to determine how inertial particles behave differently from the passive
scalars or inertialess ‘tracer’ particles in this flow.
Gravity also plays an unexpected role on inertial particle dynamics. Some
experiments [4] and simulations [175] have shown that inertial particles fall
faster through turbulence than through a quiescent fluid. The enhancement
is due to ‘preferential sweeping,’ whereby inertial particles are preferentially
swept toward downward-moving fluid by the vortices. Other studies [118, 91,
65] have shown that for certain parameters, sedimentation can be inhibited by
turbulence. [118] postulated that large particles are subject to a ‘loitering’ effect,
whereby they spend more time (on average) in fluid moving opposite to the
direction of gravity.
In this paper, we analyze the entrainment of inertial particles across a shear-
less mixing layer using direct numerical simulations (DNS). In contrast to sev-
eral previous studies which focus on the thermodynamics of entrainment at
cloud boundaries (e.g., see [101, 151, 112]), our objective is to understand more
fully the underlying turbulent processes in the absense of thermodynamics. The
simulations thus neglect phase changes between the drops and the surrounding
air, corresponding to the limit of perfectly saturated air (i.e., 100% humidity).
The shearless mixing layer is perhaps the simplest inhomogeneous turbulent
flow to consider because of its lack of any mean velocity gradients, and hence
production, making it ideal for isolating the various mechanisms involved in
the entrainment process. Our DNS conditions have been chosen to mimic (to
the extent possible) the parameters in the recent wind-tunnel experiments of
[62] and [65]. As with the experiments, we too consider two turbulent flow
35
conditions. The turbulence–turbulence interface (TTI) case considers particle
entrainment across an interface with uniform turbulence parameters, and the
turbulence–non-turbulence interface (TNI) case considers particle entrainment
across an interface with a step change in the turbulence parameters. By vary-
ing particle inertia, flow Reynolds number, gravitational orientation, and turbu-
lence intensity, we are able to explore the role of each parameter on the overall
mixing process. We provide comparisons with the experiments where applica-
ble. The overall goal of this study is to develop new insight into the entrainment
process for inertial particles that can be used to improve existing cloud models.
The paper is organized in the following manner. We explain the methods,
equations, assumptions, and relevant parameters in the DNS in §3.3. Fluid
statistics are discussed in §3.4 with reference to previous studies of turbulent
fluid in a shearless mixing layer, and particle dynamics are analyzed in §3.5
through profiles of particle concentration, velocity, and inertia. Finally, in §3.6,
we summarize our work and suggest practical implications for cloud physics
and other fields.
3.3 Numerical methods
3.3.1 Governing equations and numerical methods
The governing equations for an incompressible fluid in a three-dimensional pe-
riodic cube are the continuity equation and the Navier-Stokes equations, here
presented in rotational form












= ν∇2u , (3.2)
where u is the fluid velocity, ω ≡ ∇ × u is the vorticity, p is the pressure, ρ f is
the fluid density, and ν is the kinematic viscosity. We employ a pseudospectral
method to advance these equations on a 5123 grid using a second-order, explicit
Runge-Kutta scheme with aliasing errors removed by means of a combination
of spherical truncation and phase-shifting. Further details of the fluid update
are given in [30].
Non-evaporating, solid particles in the flow field are advanced according to
the equation of [109], which in the limit of small, heavy particles (i.e., d/η ≪
1, where d is the particle diameter and η is the Kolmogorov lengthscale, and
ρp/ρ f ≫ 1, where ρp is the particle density) reduces to the following set of linear











+ (1 − ρ f /ρp)g, (3.4)
where Xi and vi are the instantaneous position and velocity of the ith parti-
cle respectively, u(Xi) is the undisturbed fluid velocity at the particle center,
τpi ≡ d2i ρp/(18ρ fν) is the particle response time, and g is the gravitational accel-
eration. Equations (3.3) and (3.4) have the additional restriction that the particle
Reynolds number must be small, i.e., Rep ≡ ‖u(X) − v‖d/ν < 0.5 [49]. This con-
dition is met by over 99.8% of the particles at a given time in the simulation. To
obtain u(Xi), we employ an 8th order Lagrange polynomial interpolation in three
dimensions. The influence of particles on the continuity and momentum equa-
tions is negligible for low volume (Φv ∼ 10−6) and mass (Φm ∼ 10−3) loadings
(e.g., see [50, 162]), and we therefore consider only one-way coupling between
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the flow field and the particles. All particles are represented as point particles,
and collisions are neglected [137].
3.3.2 Initialization
For the isotropic velocity field, we first generate a random phase velocity with
components that are scaled to match the following prescribed energy spectrum
[85]
E0(k) = Cκǫ2/30 k−5/3

(k/κ0)2 k < κ0
(k/κ0)−5/3 κ0 ≤ k ≤ κη ,
0 k > κη
(3.5)
where k is the wavenumber, Cκ ≈ 1.5 is the Kolmogorov constant, ǫ0 is the ini-
tial energy dissipation rate, κ0 is the initial location of the peak in the energy
spectrum, and κη is the maximum energy-containing wavenumber. We select
these parameters to give good resolution of both large- and small-scale motions.
For adequate large-scale resolution, we require that L/ℓ & 8, where L = 2π is
the length of one side the computational domain, and ℓ is the longitudinal in-
tegral lengthscale [130]. Small-scale resolution is maintained by ensuring that
kmaxη > 1, where kmax is the maximum resolved wavenumber [52]. After gen-
erating a random phase velocity field, we let the flow evolve according to (3.1)




converged to the accepted value of about −0.4 [164]. This then was the initial
velocity field for all of the turbulence–turbulence interface (TTI) studies.
The turbulence–non-turbulence interface (TNI) simulations require that we
generate turbulence with strong spatial variation (i.e., the ‘shearless’ mixing
layer). Our approach is based on the initialization procedure used by [28], [93],
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and [166]. We first create two separate isotropic velocity fields according to the
algorithm described above, each with different turbulence characteristics. We
shall refer to the low and high turbulence velocity fields, respectively, as ulow
and uhigh. The two velocities are combined to generate a provisional mixing
layer velocity uˇ as follows
uˇ(x) = [1 − G(x)] ulow(x) + G(x)uhigh(x) , (3.6)
where the smoothing function G(x) is defined as [93]
G(x) =

0 if 0 ≤ y < 5π/12
1
2(sin(6(y − π2 )) + 1) if 5π/12 ≤ y < 7π/12
1 if 7π/12 ≤ y < 17π/12
1
2(sin(6(y − 4π3 )) + 1) if 17π/12 ≤ y < 19π/12
0 if 19π/12 ≤ y ≤ 2π
. (3.7)
In this way, we establish variation of the turbulence intensity in the y–direction,
with a slab of high intensity turbulence in the center of the cube surrounded by
low-intensity turbulence on either side. The blending region between high and
low turbulence intensities comprises 1/6 of the total width of the periodic cube.
The resulting velocity uˇ(x) has the correct turbulence levels; however, as a
consequence of the filter, it no longer satisfies continuity (i.e., ∇ · uˇ , 0). To
correct this, we take the Fourier transform of uˇ(x), say ˆuˇ(k), and form the inner
product with the ‘projection tensor’ Pi j(ki) = δi j − kik j/k2 [130]
uˆ(k) ≡ P(k) · ˆuˇ(k) . (3.8)
The resulting velocity field uˆ(k) in Fourier space or u(x) in physical space is,
by definition, divergence-free. This procedure, however, diminishes the ratio
of the intensity of the high and low turbulence regions. By iteratively rescaling
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the velocity components and projecting to satisfy continuity, we can converge
the divergence-free velocity field arbitrarily close to the intended turbulence
intensity ratio.
The particles are placed randomly throughout the central slab of the cube
(the one corresponding to the high turbulence region in the TNI simulations).
They are initialized with the fluid velocity at their location plus a Stokes’ drift
term to account for gravitational settling. It should be noted that other simula-
tions performed with the Stokes’ drift omitted at initialization showed no dis-
cernible difference in particle statistics at later times, suggesting that the effect
of the initial velocity is quickly forgotten.
The periodic boundary conditions require that we use this slab configura-
tion, where the two interfaces are statistically equivalent and can be analyzed
together. We define y = 0 as the location of the initial interfaces, with the particle
injection side (the initial high energy side for the TNI) given by y < 0 and the
non-injection side (the initial low energy side for the TNI) given by y > 0. Thus,
by our sign convention, particle velocities directed toward the non-injection side
are positive. All statistics are presented as a function of the inhomogeneous co-
ordinate y and are averaged over the statistically homogeneous x–z plane cor-
responding to that value of y. Properties such as the energy and dissipation
spectra, the large-eddy turnover time, the Stokes numbers, and the settling ve-
locities, which are presented without regard to their spatial location, are defined
based on fluid properties in the center of the high energy region, where the flow
is approximately isotropic.
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Parameter High Turbulence Side Low Turbulence Side
I II III I II III
ν 0.001 0.0012 0.002 0.001 0.0012 0.002
ǫ0 6 6 6 0.048 0.048 0.048
κ0 4 4 4 4 4 4
κη 152 152 152 152 152 152
Table 3.1: Initialization parameters for the DNS for the high turbulence
side (TTI and TNI) and low turbulence side (TNI only). The ini-
tial fields are created according to the procedure given in §3.3.2.
Parameters are in arbitrary units.
3.3.3 Parameters
The parameters in the simulations are chosen to match those of the wind-tunnel
experiments described in [62] and [65]. One complication is our inability in the
simulations to match the Reynolds numbers in the experiments. On a 5123 grid
the Taylor microscale Reynolds number Rλ ≡ 2K
√
5/(3νǫ) is less than half that
of [62] and [65] (Rλ = 275), where K is the turbulent kinetic energy and ǫ is
the turbulent energy dissipation rate. We perform three different simulations
at Reynolds numbers Rλ ranging from 75 to 111 at initialization and from 54
to 71 at t/τ = 0.7, where τ ≡ K0/ǫ0 is the initial large-eddy turnover time (as
defined in previous studies of the shearless mixing layer, e.g., [28, 93, 166, 90],
to study the effect of the Reynolds number on fluid and particle statistics over
the range we could access. As is evident from table 3.1, the three flow fields
corresponding to the three different Reynolds numbers are created to have sim-
ilar large scales, but different dissipation (small) scales. Normalized energy and
dissipation spectra for the TTI for the three fields are shown in figure 3.1.
Because we are unable to match the Reynolds number in the experiment, we
are forced to choose whether to match the large or small scales to the experi-
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Figure 3.1: Normalized (a) energy and (b) dissipation spectra at 0.7 large-
eddy turnover times for the three TTI cases defined in table 3.2.
ments (since both could not be matched simultaneously). As we will demon-
strate, the overall fluid and particle dynamics are a strong function of the large-
scale turbulence, and hence we choose to match those statistics.
We attempt to match the turbulent energy ratio between the high and low
turbulence sides to the TNI wind-tunnel experiments. Their initial energy ratio
was estimated to be 27; however, the uncertainty is large due to the large error
in the intensity measurement on the low turbulence side. The energy ratio was
approximately 27 at the test section, corresponding to t/τ = 0.7. This ratio in
the simulation was approximately 33 initially and 17 at t/τ = 0.7. We attribute
the difference in energy decay rates between the experiment and DNS to the dis-
crepancy in the Reynolds numbers and the large uncertainties in the experiment
at the entrance. Nevertheless, in both cases the turbulent energy ratio is suffi-
ciently large that the turbulence dynamics are controlled by the high turbulence
side of the flow.
To avoid additional complexities in the mixing process, we match the inte-
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gral length scales ℓ in the high and low turbulence regions. These scales differ
by no more than 20% at the start of the simulations. Accurate measurements of
ℓ in the low turbulence side in [62] and [65] were not available. To learn more
about the effect of the length scale ratio, the interested reader is referred to the
study by [166] that varied the length scale ratio ℓhigh/ℓlow.
Following convention (e.g., see [158, 159]), we define the particle Stokes
number as S tℓ ≡ τp/τℓ, where τℓ ≡ ℓ/u′ is the large-eddy turnover time, and
u′ ≡ √2K/3 is the turbulence intensity. τℓ was defined in [62] based on the the
homogeneous velocity component u, i.e., τℓ = ℓ/urms. However, turbulence in
the wind-tunnel is inherently anisotropic as compared to the DNS, and conse-
quently, τℓ/τ is larger in the experiment than in the DNS. As there is no unique
way to reconcile this discrepancy, we adopt the convention of using τ to define
the dimensionless time (i.e., t/τ) and τℓ to define the particle Stokes number.
The parameters in the simulations and the corresponding values in the ex-
periment (where applicable) are given in table 3.2. The particle Stokes number
distributions at t/τ = 0.7 are shown in figure 3.2 for both (a) S tℓ and (b) S tη.
As you can see, there is very close agreement in S tℓ but not in S tη due to the
difference in Reynolds numbers.
For the cases with gravity, a key dimensionless number is the settling pa-
rameter S vℓ ≡ τpg/u′, which is the ratio of the particle terminal velocity τpg to
the turbulence intensity u′ (e.g., see [188]). Note that for given values of S tℓ
and S vℓ we can form a large-scale Froude number (Frℓ ≡ S vℓ/S tℓ = gu′/τℓ ) which
depends only on fluid parameters. Frℓ can be viewed as the ratio between the




Kinematic viscosity ν 0.001 0.0012 0.002 1.5 × 10−5 m2/s
Turbulent kinetic energy K 1.09 1.11 1.18 0.106 m2/s2
Energy dissipation rate ǫ 1.57 1.58 1.59 0.138 m2/s3
Integral lengthscale ℓ 0.385 0.387 0.404 0.24 m
Kolmogorov lengthscale η 0.00503 0.00575 0.00843 0.397 mm
Kolmogorov timescale τη 0.0253 0.0276 0.0355 0.0105 s
Large-eddy timescale τℓ 0.452 0.450 0.456 0.774 s
Large-eddy turnover time τ 0.794 0.789 0.732 0.764 s
Reynolds number Rλ 71 66 54 275
kmaxη (minimum) 1.04 1.18 1.71 -
CFL (maximum) 0.301 0.295 0.283 -
Table 3.2: Parameters in DNS and experiment. All DNS values correspond
to the high turbulence region and are in arbitrary units. The ‘ex-
periment’ refers to data from the wind-tunnel tests of [62] and
[65]. All data, with the exception of the large-eddy turnover time
τ, are taken at t/τ = 0.7. For the experiment, τ was computed
based on values at the test section since no accurate initial val-
ues were available; for the DNS, τ was computed from values
at initialization as was done in previous shearless mixing layer
studies [28, 93, 166, 90]. DNS values of τ calculated at t/τ = 0.7
differ from the initial value by less than 15%.



































Figure 3.2: Stokes number distribution at t/τ = 0.7 for DNS and experi-
ment of [62] in terms of (a) S tℓ and (b) S tη. All timescales are de-
fined by the turbulence characteristics at the center of the high
turbulence region. Frequencies are normalized by the area un-
der the PDF. The values for S tη in (b) are for case I (the highest
Reynolds number case).
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We set the gravitational acceleration in the DNS to g = 50 (arbitrary units)
so that the settling parameters for the particles in the DNS match those of the
experiment (and hence Frℓ ≈ 25 is the same in both the experiment and DNS).
Since there is little variation in the large scales among the three Reynolds num-
ber cases, g was fixed for all three flow fields.
3.4 TNI Fluid Statistics
As was done in previous shearless mixing layer studies, we present fluid statis-
tics for the TNI flow as a function of the inhomogeneous coordinate y normal-
ized by a mixing layer half-width Lui1/2 [170, 28, 93, 166, 90, 167]. We define L
ui
1/2
by mapping the variance of velocity component ui (u
2
i ) in high energy side to 1
and in the low energy side to 0, and calculating the distance between the scaled
velocity variances of 0.25 and 0.75, as was first proposed by [170]. We define
Luy1/2 as the half-width based on the inhomogeneous component uy and L
ux ,uz
1/2 as
the half-width based on the homogeneous velocity components ux and uz that
are statistically equivalent and therefore averaged together.
In figure 3.3, we show profiles of the spatial variation of turbulent kinetic
energy for TNI for three different Reynolds numbers at t/τ = 0.7, normalized
by the kinetic energy in the high turbulence region of the flow. Experimental
results from [62] at the same dimensionless time are included for comparison.
The good agreement between energy levels in the experiment and DNS at this
time confirms that the blending parameters chosen in §3.3.2 are appropriate.
Two-dimensional contours of the turbulent kinetic energy field in figure 3.4
show pockets of high turbulence in what initially was the low-turbulence re-
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Figure 3.3: Profiles of turbulent kinetic energy for TNI at t/τ = 0.7. DNS
profiles are shown for the three different Reynolds number
cases defined in table 3.2. Experimental results from [62] are
shown for comparison. The energy levels are scaled by the en-
ergy in the high turbulence region, and the coordinate y is nor-
malized by the mixing layer half-width Lux ,uz1/2 computed from
the variances of the homogeneous velocity components.
gion. We expect that these pockets of high turbulence will lead to increased
intermittency across the mixing layer.
We consider the normalized third-order (skewness, S ux = 〈u3x〉/〈u2x〉3/2) and
fourth-order (kurtosis, Kux = 〈u4x〉/〈u2x〉2) moments of each velocity component
(where S uy , S uz , Kuy and Kuz are defined by analogy) to quantify the degree of
intermittency of the flow. Note that S ≡ 0 and K ≡ 3 for a Gaussian field. To
improve statistics, skewness and kurtosis values for the two statistically equiv-
alent, homogeneous velocity components ux and uz are averaged together.
Figure 3.5 gives skewness and kurtosis profiles for the TNI at t/τ = 0.7. The
results for each velocity component are presented as a function of the inhomo-








Figure 3.4: Contours of turbulent kinetic energy levels K (scaled by the
average energy in the high turbulence region) in a two-
dimensional x–y plane for the TNI at t/τ = 0.7.
velocity component. Experimental data from [62] show similar trends. As is
evident from figure 3.5(a), S uy is positive near the interface, indicative of high
intensity turbulent bursts which preferentially are directed toward the low-
turbulence region. The skewness of the homogeneous velocity components (not
shown) is close to zero throughout the entire domain.
Figure 3.5 indicates strong departures from Gaussian behavior in the mixing
region. Notice that Kuy > Kux ,uz , which implies that uy is the most highly intermit-
tent component of the fluid velocity. The reason for this stronger intermittency
is explained in detail in [170]. Again, we see similar trends between our DNS
and [62]. The location and magnitude of the Kuy peaks are slightly different,
possibly due to differences in the Reynolds numbers or the imperfect match of
the initial conditions of the two flows. All velocity components for the TTI are
nearly Gaussian throughout the entire domain.
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Figure 3.5: (a) Skewness and (b) kurtosis of the inhomogeneous velocity
component uy at t/τ = 0.7 for the three TNI cases defined in ta-
ble 3.2. Also shown, (c) kurtosis of the homogeneous velocity
components ux and uz. Experimental results from [62] are in-
cluded for comparison. Since experimental measurements for
uz were not made, the experimental statistics in (c) are only for
the component ux.
3.5 Particle statistics
We now consider the motion of inertial particles that are convected by both the
TTI and TNI flow fields. The particles initially are seeded randomly through-
out the centre slab (for the TNI, this corresponds to the high turbulence region)
with two different mean concentration profiles between the particle-rich and
particle-lean regions (see figure 3.6). The first is a step change and the second
has a gradual transition based on the smoothing function G(x) defined in (3.7).
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Figure 3.6: Two initial mean concentration profiles for the particle field.
The solid line is a step change at the interface and the dashed
line uses the smoothing function G(x) as defined in (3.7) to
provide a more gradual transition between the high- and low-
concentration regions.
We advance the particle positions and velocities according to (3.3) and (3.4).
Statistics are gathered by averaging over the homogeneous x–z plane and are
treated as a function of the inhomogeneous coordinate, y.
3.5.1 Mean particle concentrations
Figure 3.7 plots the number of particles at a given y–coordinate normalized by
the number of particles in the particle injection side (here taken to be the initial
concentration in the central slab) at a dimensionless time t/τ = 0.7 equal to the
time in the experiment that corresponds to the test section and for both initial
particle concentration profiles. It is evident that the initial particle distribution
only weakly affects the particle distributions at later times for both the TTI and
TNI. Moreover, the choice of the initial distribution does not resolve the discrep-
ancies between the DNS and experimental measurements presented later in the
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Figure 3.7: Particle concentration profiles at t/τ = 0.7 for the TTI and TNI
for the two different initial particle distributions shown in fig-
ure 3.6 on (a) a semilog scale and (b) a linear scale. The results
are for the highest Reynolds number case (I).
paper (cf. figure 3.12). As the gradual distribution introduces parameters that
were not measured in the experiments [62, 65], and the impact on the results is
relatively weak, we hereafter present only the results from the step distribution.
Figure 3.8(a) shows the velocity measures of the half-width for the TNI
(Lux ,uz1/2 and L
uy
1/2) and
˜L1/2 for both the TNI and the TTI. Notice that all mea-
sures of the half-width are of the same order of magnitude for the duration
of the simulation. The half-width ˜L1/2 is greater for the TTI case than that for
the TNI case at all times, indicating that the TTI mixes more quickly than the
TNI. In figure 3.8(b), we plot least-squares power-law fits for ˜L1/2 of the form
˜L1/2/ℓ = c0(t/τ)c1 (where ℓ is the integral length scale at t/τ = 0.7). (We are un-
able to simulate past t/τ ≈ 0.7 for the TTI and t/τ ≈ 0.9 for the TNI, because
after this point the particles will reach the y-boundary of our domain and pe-
riodic boundary conditions in y will contaminate the results.) For the TTI, we
calculate c0 = 2.03 ± 0.16 and c1 = 0.774 ± 0.064, while for the TNI, we ob-
tain c0 = 1.47 ± 0.071 and c1 = 0.854 ± 0.045. Due to the uncertainties on the
power-law fits for c1 (which represent 95% confidence intervals), we cannot de-
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Figure 3.8: Time evolution of the mixing layer half-width. Different mea-
sures of L1/2 are shown in (a), and power-law fits for ˜L1/2 are
given in (b). All measures of L1/2 are normalized by ℓ, the in-
tegral length scale at t/τ = 0.7. We observe very similar results
when L1/2 is normalized by the instantaneous integral length
scale.
termine whether the ˜L1/2 grows more quickly for the TTI or the TNI. c1 in our
DNS agrees well with the value of 0.83 presented in [171], which was computed
from the mean concentration profiles of a passive scalar line source mixing in a
TNI.
Figure 3.9 shows the particle concentration profiles for the casewithout grav-
ity (hereafter referred to as ‘g0’). As we are interested in making an absolute
comparison between the TTI and TNI which have different values of ˜L1/2, we
normalize the inhomogeneous coordinate by the longitudinal integral length
scale ℓ in the homogeneous region of the flow, which is identical for both cases.
From these profiles, we again see that the TTI is much more effective at trans-
porting the particles than the TNI. This finding is consistent with the observa-
tion that the boundaries between cumulus clouds (generally more turbulent)
and the ambient air (generally less turbulent) are sharp and well-defined (e.g.,
see [148]). From figure 3.9(b), we also note the symmetry in the TTI profile but
the asymmetry in the TNI profile, a consequence of the gradient in mean tur-
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Figure 3.9: Particle concentration profiles for the TTI and TNI at the three
indicated Reynolds numbers and t/τ = 0.7 on (a) a semilog
scale and (b) a linear scale. Negative values of y correspond
to regions initially laden with particles, while positive values
of y correspond to regions initially void of particles.
bulent kinetic energy in the TNI. Symmetric TTI profiles and asymmetric TNI
profiles were observed by [171] for passive scalar dispersion and are discussed
in detail there.
This difference between the TTI and TNI cases can be explained by a simple
eddy diffusivity argument. If we approximate the transport of particles as that
of passive scalars, we expect the particle concentration plots to take the form of
error functions, and the turbulent diffusivity to scale with u′ [97, 102, 156]. Since
u′ is smaller in the low turbulence region, we expect a lower diffusivity there
and fewer particles to be mixed. [62] and [65] showed that the particle concen-
tration profiles can be well represented by an error function with a diffusivity
that varies based on the local turbulence intensity u′, which is consistent with
our findings.
Figure 3.9 also shows the variation in the mean particle concentration with
Reynolds number (see §3.3.3 for the description of the three cases). Over the
limited range of Reynolds numbers achieved in our simulations (Rλ = 54 − 71
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Figure 3.10: Particle concentration plots for the (a) TTI and (b) TNI at the
indicated times, t/τ.
at t/τ = 0.7), we observe no discernible Reynolds number dependence in these
profiles. We similarly find no Reynolds number dependence when gravitational
effects are included. Hence for the remaining figures we only show the highest
Reynolds number case (I). (We also found no Reynolds number dependence in
the statistics of particle concentration fluctuations, mean velocities, and higher-
order velocity moments presented in the following sections.)
Figure 3.10 shows the temporal evolution of the TTI and TNI mean particle
concentration profiles using the half-width ˜L1/2 to normalize the y coordinate.
In these coordinates, the TTI profiles appear to be self-similar, with only a slight
deviation far into the non-injection side of the first profile at t/τ = 0.23. The TNI
profiles also approach self-similarity after an initial transient period indicated
by the first profile. The approximate self-similarity of these profiles, combined
with the power-law relation for ˜L1/2, suggests that particle concentration profiles
at different times can be estimated from data at a given time, at least for t/τ . 1.
We examine the role of particle inertia on the mean concentration profiles
at t/τ = 0.7 by splitting the particles into two classes. Following the binning
procedure of [65], we define ‘large’ particles as those with a response time τp
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greater than 2.4τ¯p (where τ¯p is the arithmetic mean response time), and ‘small’
particles as those with a response time τp less than 0.6τ¯p. Concentration profiles
for large and small particles, without gravity, are compared in figure 3.11. Also
shown are concentration profiles for inertialess (tracer) particles. Figure 3.11
shows that in the absence of gravity, particle inertia plays a negligible role on the
mean concentration profiles. From figure 3.2(b) we see the particles span a rel-
atively large range of Stokes numbers defined based on the Kolmogorov scales
(0 < S tη . 0.7), so we would expect an appreciable effect of inertia if the small
scales were playing a significant role in the mixing process. Since all particles
have large-scale Stokes numbers S tℓ close to zero, we would expect a relatively
weak effect of inertia if particle dynamics are a function of the large-scale turbu-
lence. The relatively weak effect of inertia that is observed is consistent with the
large scales being dominant and further justifies the use of the large-scale Stokes
number S tℓ as the appropriate measure of particle inertia. To test this hypothesis
further, we performed additional simulations with a broader small-scale Stokes
number distribution (0 < S tη . 3) to match the experimental values of S tη in
figure 3.2(b). Even with this wider range, the concentration profiles without
gravity (not shown) exhibit no appreciable dependence on Stokes number.
Next we examine the effect of gravity on particle transport by considering
gravity acting either favorably or adversely to the mixing process (hereafter re-
ferred to as ‘g+’ and ‘g−,’ respectively). The particle concentration profiles for
each case at t/τ = 0.7 are shown in figure 3.12. The first-order effect of gravity is
to shift the concentration profiles from their position without gravity, resulting
in more (less) particles deeper into the non-injection side for g+ (g−). Experi-
mental data from [62] are included in figure 3.12 for comparison. Note that the
experimental data have been shifted slightly (5.5 cm for the TTI and 7.5 cm for
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Figure 3.11: Effect of particle inertia on the (a) TTI and (b) TNI concentra-
tion profiles at t/τ = 0.7 and without gravity.
the TNI) toward the non-injection side for two reasons. First, in both the TTI
and TNI experiments, the streamwise velocity component exhibits a boundary
layer near the splitter plate. This momentum deficit leads to a decrease in the
particle flux on the particle injection side, effectively shifting the particle con-
centration profiles towards the particle injection side. We are able to generate
a qualitatively similar shift in our DNS by initializing the particle distribution
with a deficit of particles near the interface. Second, the experimental studies
have shown that an asymmetric wake is formed past the splitter plate for the
TNI due to the difference in turbulence intensity on each side of the plate. The
center of the wake is shifted approximately 3 cm into the high turbulence region.
For more information about these shifts, refer to [65].
The particle concentration profiles in figure 3.13 indicate that the particle
response time τp is an important parameter when gravity is present. Gravity
preferentially acts on the particles with the largest particle response time. Thus,
when gravity assists particle transport (g+), larger particles are transported far-
ther from their initial location than smaller particles; the reverse is true when
gravity hinders particle transport (g−). These trends can be observed in the vi-
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Figure 3.12: Effect of gravity on the (a) TTI and (b) TNI concentration pro-
files at t/τ = 0.7. Lines correspond to DNS and symbols are
the experimental data from [62].




































Figure 3.13: Effect of particle inertia on the (a) TTI and (b) TNI concen-
tration profiles at t/τ = 0.7, with the indicated particle size
and direction of gravity. Experimental data from [65] are
shown for comparison, where + corresponds to g+ and × to
g−. Large symbols are for large particles, and small symbols
are for small particles.
sualizations of particles in the non-injection side in figure 3.14, where we see
that the g+ case has larger particles in the non-injection side than the g0 case.
Our data in figure 3.13 agree well with the results of [65] (shown for compari-
son).
The results presented thus far have been focused on the mean particle con-
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Figure 3.14: Instantaneous particle field on the non-injection side (positive
y) at t/τ = 0.7 for the (a) TTI with g0, (b) TNI with g0, (c) TTI
with g+, and (d) TNI with g+.
centration. In the next section, we look more closely at the impact of gravity and
particle inertia on particle concentration fluctuations.
3.5.2 Apparent ‘clustering’ due to particle entrainment
As discussed in §3.2, inertia can cause an initially uniform distribution of par-
ticles to cluster outside the vortices of the flow. The mechanism responsible
for inertial clustering is completely unrelated to the entrainment process that
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is the focus of this study. Inertial clustering occurs when inertial particles are
‘centrifuged’ out of regions of high vorticity and accumulate in regions of high
strain (e.g., [9]). The nonuniform particle concentrations we observe, however,
are due to the mixing of particles from one region of flow to the other. This is
apparent in figure 3.14, which shows particle positions in the non-injection side
of the TTI and TNI flows, with and without gravity. The nonuniform particle
concentration field is present in both flows, with the degree of the fluctuations
being higher for the TNI. Note that this nonuniform distribution occurs even for
inertialess (tracer) particles. The connection between the large eddies and high
concentration regions is apparent in figure 3.15, which shows isocontours of
the turbulent kinetic energy (left) and particle concentrations (right) along a x–y
slice. From these figures, we see that highly turbulent regions are particularly
effective at transporting particles. For example, the turbulent patch in the upper
right corner of the mixing layer drives a protrusion of particle-rich fluid that ad-
vances into the non-injection side of the box with time. We believe intermittent
‘bursts’ such as these play a critical role in mixing the particles, particularly for
the TNI case. As a consequence, we see that regions of high turbulence and high
particle flux are closely correlated. The spatial coherence and intermittency of
the turbulence (and hence the flux) leads to high concentration regions on scales
on the order of the integral length scale.
Both inertial clustering and particle entrainment impact statistical measures
of the particle concentration fluctuations. For example, the statistic most com-
monly used to quantify inertial clustering is the radial distribution function
(RDF, e.g., see [161]). As noted in the experimental study by [146], spatial in-
homogeneities resulting from incomplete mixing impact the RDF. In particular,

















Figure 3.15: Isocontours of normalized turbulent kinetic energy (left) and
particle concentration (right) in a two-dimensional x–y plane
for the TNI case with g0 at the indicated times.
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ertial range (i.e., beyond the separation distance where inertial clustering is ex-
pected to be important). To investigate this phenomenon in the present system,
we evaluate the two-dimensional RDF (2D RDF) measured along the x–z plane
for a fixed value of y. We define the 2D RDF as follows
g2D(ri) ≡ Ni/AiN/A , (3.9)
where Ni is the number of particle pairs that lie within a shell with an average
radius of ri and radial width ∆r, Ai is the area of the shell, and N is the total
number of particle pairs located in the total cross-sectional area, A. Note the 2D
RDF is not equivalent to the 3D RDF, but instead involves a projection of the 3D
RDF onto the 2D plane, introducing a loss of information [76]. Nevertheless, it
is the highest measure we can consider in this inhomogeneous particle field.
Figure 3.16 shows the 2D RDF at t/τ = 0.7 for g0, g+, and g− at y/ℓ = −1, 0
and +1. We observe that the degree of nonuniformity is consistently greater for
the TNI than for the TTI, increases with distance towards the non-injection side,
and is enhanced for g− and suppressed for g+. To better understand the com-
peting processes controlling the particle concentration fluctuations, we plot the
temporal evolution of g2D(ri) in figure 3.17. At y/ℓ = 0 and y/ℓ = 1, the degree of
nonuniformity decreases with time, while at y/ℓ = −1 it increases slightly with
time. Turbulent transport of particles from regions of higher concentration to
regions of lower concentration forms apparent ‘clusters’ of variable sizes that
scale with the integral length scale of the turbulence, causing g2D(ri) to increase.
Turbulent mixing within the x–z plane tends to break up these ‘clusters,’ reduc-
ing g2D(ri). The lower turbulence levels on the non-injection side in the TNI flow
weaken the homogenization process, leading to larger values of g2D(ri) than for
the TTI flow. Particles that reach deeper into the non-injection side must neces-
sarily be transported by the most energetic turbulent fluctuations, and therefore
60
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Figure 3.16: 2D RDFs for the (a) TTI and (b) TNI at t/τ = 0.7 and at the
indicated y–location (line type) and direction of gravity (sym-
bol).
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Figure 3.17: Temporal evolution of the 2D RDFs for the (a) TTI and (b) TNI
at the indicated y–location (line type) and time (symbol). Note
some curves are not shown due to inadequate statistics.
they are the most densely concentrated. When gravity assists transport (g+),
the particles are less dependent on the turbulent fluctuation, and therefore they
exhibit lower levels of nonuniformity relative to the g− case.
As already noted, the apparent ‘clustering’ observed in this mixing study
is qualitatively different than inertial clustering. For example, the length scale
of inertial clustering is of the order 10η [4], whereas the nonuniformity in the
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particle distribution here scales with the integral length scale. Additionally, in-
ertial clustering is very sensitive to the particle Stokes number, whereas mixing-
driven concentration inhomogeneities are only weakly dependent on the parti-
cle Stokes number. Indeed, simulations performed with inertialess (tracer) par-
ticles have similar 2D RDFs to the inertial cases without gravity.
We can estimate the degree of nonuniformity by assuming the particle con-
centration within each ‘cluster’ is approximately equal to the maximum parti-
cle concentration, and the particle concentration outside each ‘cluster’ is zero.
If we analyze this idealized case, in the limit r/ℓ → 0 the 2D RDF approaches
the asymptote A/Ac, where Ac is the cross-sectional area of the clusters per total
cross-section, A. Furthermore, the same assumption implies n/nmax = (A/Ac)−1.
Hence if this assumptionwere valid, wewould expect the product n/nmax×g2D(ri)
to approach unity at small separations. Figure 3.18 shows the rescaled 2D RDF
as a function of r/ℓ. We see that while the asymptote is not precisely unity, it is
reasonably close for the variety of conditions shown. Indeed, the above analysis
represents an upper bound for mixing-driven concentration nonuniformity, as
it neglects the effect of mixing in the x–z plane, which tends to reduce the 2D
RDF.
[65] include one-dimensional RDFs for g+ at different values of y/ℓ. Their
plots of g1D(ri) and n/nmax × g1D(ri) show similar qualitative trends.
3.5.3 Particle velocity statistics
To investigate the dynamics of the mixing process further, we present in this
section an analysis of the particle velocity statistics. We first examine the av-
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Figure 3.18: 2D RDFs multiplied by n/nmax for the (a) TTI and (b) TNI at
the indicated y–location (line type) and time (symbol).
erage velocities of particles in the shearless mixing layer. Then, to investigate
discrepancies between DNS and experiments in the particle injection side, we
study particle settling in isotropic turbulence with uniformly seeded particles.
Finally, we examine second- and third-order moments of the particle velocity
field in the shearless mixing layer.
Average particle velocities in the shearless mixing layer
We plot the average y–component of the velocity for the case without gravity
in figure 3.19, separating small and large particles. Consistent with the results
shown in figure 3.11, we see no discernible effect of the particle size on the mean
velocity. The increase in the average velocity with increasing y is due to the tur-
bulent flux of particles. For the TNI flow, we notice that the average velocity
reaches a maximum far into the non-injection side and then decreases. This
trend is greater than the 95% confidence interval and so is statistically signifi-
cant. Particles that are carried the farthest into the non-injection side are gen-
erally carried by fluid experiencing the largest turbulent fluctuations. As this
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Figure 3.19: Profiles of the average particle velocity 〈vy〉 for the (a) TTI and
(b) TNI at t/τ = 0.7, g0, and the indicated particle size. Error
bars are 95% confidence intervals.
fluid penetrates the low- turbulence region of the TNI flow, its kinetic energy
is diminished by the surrounding fluid, causing the mean particle velocity to
decrease far into the non-injection side.
Figure 3.20 gives the temporal evolution of the average particle transport
velocities for the case without gravity. For the TTI, this scaling does not produce
a self-similar behavior, suggesting the average particle velocity spreads more
quickly than does the half-width ˜L1/2. For the TNI, in contrast, we see that the
four lines collapse well in these coordinates, up to y/ ˜L1/2 ≈ 1. Therefore, as with
the particle concentration profiles, there is good potential for a model for the
TNI case based on the turbulence intensity of the carrier fluid u′, the half-width
˜L1/2, and a velocity profile at a given time t/τ.
We consider gravitational effects on the mean particle velocity in figure 3.21.
Experimental data from [65] are shown for comparison. We expect both turbu-
lent diffusion and gravity to contribute to particle transport velocities for g+ and
g−. As expected, when gravity acts in the same direction as turbulent diffusion,
we have larger transport velocities, and when gravity acts opposite to turbulent
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Figure 3.20: Evolution of the average particle velocity 〈vy〉 profiles for the
(a) TTI and (b) TNI with g0, and the indicated dimensionless
times t/τ.
































Figure 3.21: Profiles of the average particle velocity 〈vy〉 for the (a) TTI and
(b) TNI at t/τ = 0.7 and the indicated particle size and direc-
tion of gravity. Experimental data from [65] are shown for
comparison, where + corresponds to g+ and × to g−. Large
symbols are for large particles, and small symbols are for
small particles.
diffusion, we have smaller transport velocities. Both the experiment and DNS
indicate that the large particles are more strongly affected by gravity than the
small particles. In the DNS, however, the particle velocity is a much stronger
function of particle size than in the experiment, particularly in the injection side
(y < 0). We will discuss this further in §3.5.3.
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Figure 3.22: Average fluid velocity 〈uy〉 at the particle centers for the (a) TTI
and (b) TNI at t/τ = 0.7, and the indicated particle size and
direction of gravity.
We also see in figure 3.21 that the g+ and g− curves for the large particles
converge with increased y, particularly for the TNI. This convergence is essen-
tially a sampling effect. Far into the non-injection side, for a given value of y,
the sample only contains particles that have transport velocities 〈vy〉 above a
certain threshold, as particles with velocities below this threshold will not reach
this value of y. Therefore for g−, the particles sampled at a given location on
the non-injection side generally come from turbulent fluid with an even larger
velocity fluctuation than for g+, since this fluid is acting in opposition to grav-
ity. Plots of the average fluid velocity at the particle centers 〈uy〉 in figure 3.22
confirm this hypothesis. This trend in 〈uy〉 is strongest for the largest particles,
which experience the largest gravitational effect. The increased values of 〈uy〉 in
the non-injection side for g− counter the decrease due to gravitational settling,
causing the g+ and g− particle transport velocity curves in figure 3.21 to con-
verge. This convergence is more pronounced for the TNI than for the TTI, since
gravitational effects are even more significant. (S vℓ, a non-dimensional measure
of gravitational effects, scales with K−1/2.) Indeed for the TNI, at y/ ˜L1/2 ≈ 1.5,
〈vy〉 is the same for g+ and g−.
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Average velocities with uniform particle seeding
To separate the effects of turbulent diffusion from gravity, we performed ad-
ditional simulations with the same turbulence parameters as the homogeneous
TTI flow, but now with uniform particle seeding throughout the entire domain.
We used a series of monodisperse particles (400, 000 particles for each Stokes
number) over a wider Stokes number range than in the mixing layer DNS. To
remain consistent with themixing layer study, we used the same value for gravi-
tational acceleration, and hence Frℓ ≡ S vℓ/S tℓ is matched to the shearless mixing
layer.
To investigate the effects of nonlinear drag on particle motion, we introduce





+ (1 − ρ f /ρp)g , (3.10)
where CD = 1 for linear drag, and the nonlinear drag coefficient is given by
[33, 175, 111]
CD = 1 + 0.15Re0.687p . (3.11)
The simulations were run in decaying isotropic turbulence for the same dura-
tion (t/τ = 0.7) as for the mixing layer simulations.
We plot in figure 3.23(a) DNS and experimental results for the average set-
tling velocity 〈vy〉 as a function of S tℓ. Also shown for comparison is τpg, the
settling velocity in a quiescent fluid with linear Stokes’ drag. To more clearly
show the enhancement or reduction of the settling velocity in the DNS due to
turbulence, we subtract the nonlinear settling velocity in a quiescent fluid vylam
from 〈vy〉 and normalize by u′ (e.g., see [175]) in figure 3.23(b). Consistent with
[175] and the experiments of [65], we observe preferential sweeping at modest
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Figure 3.23: (a) Average particle settling velocity with uniform particle
seeding for the DNS (with linear and nonlinear drag) and the
experiment of [65]. (b) Settling velocity enhancement (com-
pared to the settling velocity in a quiescent fluid vylam) for the
DNS (with linear and nonlinear drag).
Stokes numbers and loitering at high Stokes numbers, but the magnitudes of
the two effects differ significantly from the experiment.
For the smallest S tℓ particles, [65] show settling speeds in excess of τpg. They
attribute this velocity enhancement to the ‘preferential sweeping’ mechanism
identified by [175] and [118], whereby a particle is more likely to reside in fluid
traveling in the same direction of gravity. The findings in [65] are consistent
with the experimental results of [118] and [91], which also show preferential
sweeping at very low values of Stokes number. For the DNS, we observe pref-
erential sweeping only at much larger Stokes numbers, consistent with earlier
DNS [175, 188, 23] and some experiments [4, 189, 190]. Since we would expect
inertial particles with S tℓ → 0 to behave like tracers (with vy → 0), the reason for
this deviation in the experiment is unclear.
For the largest S tℓ particles, [65] show settling speeds which are consider-
ably slower than predicted by Stokes’ drag. They argue that this reduction is
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not caused by nonlinear drag, since the majority of the particles with reduced
settling speeds are still in the linear drag regime. Citing [118], [65] attribute
this reduction to the ‘loitering effect.’ [118] reasoned that heavy particles bisect
turbulent eddies and spend more time (on average) in fluid that is moving op-
posite to the direction of gravity. He argued that loitering still could occur even
in the linear drag regime. Our DNS (figure 3.23(b)) shows only a modest loi-
tering with nonlinear drag. The explanation for loitering due to nonlinear drag
is given by [175]. Particles falling in the nonlinear drag regime will experience
higher drag when traveling in fluid that is moving opposite to gravity (due to
higher slip velocities) and lower drag in fluid that is moving in the same direc-
tion as gravity (due to lower slip velocities). Hence, on average, particles will
loiter in fluid that is traveling opposite to gravity. This loitering, however, is
relatively modest in our DNS–about 5% for the largest particles.
In summary, while the DNS with nonlinear drag show both preferential
sweeping and loitering at moderate and high Stokes numbers, respectively,
the magnitude of the deviations are considerably smaller than those observed
in the experiments of [65]. This deviation cannot be explained by nonlinear
drag. Turbulence modulation by the particles in the experiment and other col-
lective effects are also unlikely due to the low volume and mass loadings (e.g.,
[50, 162, 4]). Some possible explanations are the difference in Reynolds numbers
between the experiment and simulations, and possible effects due to the mean
flow and anisotropy of the turbulence in the wind tunnel, but this is purely
speculative since none of these effects have been systematically explored in the
literature. Finally, we note that while there are significant differences in the
settling speeds as a function of Stokes number, the trends with respect to parti-
cle concentrations, particle concentration fluctuations, and higher-order particle
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velocity moments (presented below) agree well.
Higher-order particle velocity moments
Returning to the shearless mixing layer with nonuniform particle seeding, we
consider the variance of particle velocities across the mixing layer. The higher-
order moments for the small particles are very weak functions of gravity, and
therefore we show g0 for all particles and g+ and g− only for the large particles.
Figure 3.24 shows the particle velocity variance of the x and z (homogeneous di-
rection) components and y (inhomogeneous direction) component as a function
of position for the TTI and TNI, scaled by the average fluid velocity variance
of that component in the injection side 〈u2i 〉. The variance for the fluid field
(dotted line) as well as experimental data from [65] (symbols) are shown for
comparison. The variances of the homogeneous velocity components for the
TTI (figure 3.24(a)) are nearly identical to those of the underlying fluid velocity,
suggesting that the particles in those directions are simply responding to the
fluid. On the other hand, σ2vy decreases in the non-injection side of the TTI (fig-
ure 3.24(c)), relative to the underlying fluid velocity. Moreover, we observe a
slightly higher variance for g+ than for g0 or g− over most of the domain. The
experiments of [65] show the same qualitative trend, although their spatial vari-
ation is much greater than the DNS. We hypothesize that for g0 and g−, particles
are transported by relatively large, intermittent fluctuations that are compara-
tively coherent and strongly correlated. These fluctuations lead to large mean
fluxes of particles, but somewhat less variance because of their coherence. In
contrast, g+ allows somewhat weaker fluctuations to carry the particles the same
distance, and these weaker events are more randomized, leading to a slightly
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Figure 3.24: Profiles of the particle velocity variance of the components in
the homogeneous directions for the (a) TTI and (b) TNI, and
component in the inhomogeneous direction for the (c) TTI and
(d) TNI, at t/τ = 0.7. As indicated in the legend, we consider
all particles for g0 and only large particles for g+ and g−. The
variances are scaled by the average fluid velocity variance of
that component in the injection side, 〈u2i 〉. Experimental data
from [65] for large particles are shown for comparison, where
+ corresponds to g+ and × to g−.
higher variance. Farther into the non-injection side, however, this effect disap-
pears as the memory of the fluid fromwhich the particles originated decays and
the variances for all three cases approach each other.
For the TNI cases (figures 3.24(b) and 3.24(d)), we observe a much stronger
spatial variation in the velocity variance of all three velocity components, re-
flecting the spatial variation in the underlying fluid. In addition to the physics
described above for the TTI, the particles on the non-injection side are also equi-
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librating with surrounding fluid that is at a lower turbulent kinetic energy. We
observe that the dependencies on the injection side are qualitatively the same as
for the TTI; however, on the non-injection side there is a reversal, with the vari-
ances for g0 and g− exceeding that for g+. We believe this results from a memory
effect, whereby particles overcoming gravity (g−) must initially have larger ve-
locity fluctuations, relative to the g+ case, to overcome gravity. As the particles
equilibrate their energy with the surrounding fluid, they retain somememory of
the fluctuation that brought them there, causing the g− case to achieve a higher
variance than the g+ case.
Our trends are qualitatively consistent with those of [65], although the mag-
nitudes differ. One surprising experimental result in figures 3.24(c) and 3.24(d)
is the high particle y-velocity variances for y < 0. We observe particle veloc-
ity variances from the experiment which are about 50% greater than the corre-
sponding fluid velocity variances. A recent DNS study in isotropic turbulence
[144] yielded the same unexpected trend over a range of Stokes numbers, and
attributed it to biased sampling of the fluid flow due to particle inertia. How-
ever, the relative amount of the overshoot by the particles was well below 5%
and hence cannot explain the experiment. The much larger discrepancy in the
particle statistics in the experiment may be due to the inherent difference in
the underlying flows, which is caused, at least in part, by the anisotropy in the
wind-tunnel flow and the difference in Reynolds numbers.
The final higher-order moment we consider is the standardized third-order
moment, or skewness, of the velocity fluctuations. Skewness provides informa-
tion about the asymmetry of the underlying velocity PDF, which is indirectly
related to its intermittency. Note that the homogeneous velocity components
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Figure 3.25: Profiles of skewness of the particle velocity component in the
inhomogeneous direction for the (a) TTI and (b) TNI at t/τ =
0.7. As indicated in the legend, we consider all particles for
g0 and only large particles for g+ and g−. Experimental data
from [65] for large particles are shown for comparison, where
+ corresponds to g+ and × to g−.
(not shown) have essentially no skewness, and so we focus our attention on the
y–component of velocity. Figure 3.25 shows the skewness profiles for (a) the TTI
and (b) the TNI. On the injection side of the TTI, the skewness values are neg-
ligible; however, on the non-injection side, we see strongly negative skewness,
with the largest magnitude associated with g− and smallest magnitude associ-
ated with g+. The skewness in the velocity of the underlying fluid is approx-
imately zero throughout, suggesting this effect must be related to the particle
flux, particle inertia, or both. The effect of the biased sampling is observed by
considering the fluid skewness along tracer particle trajectories (dotted line).
We see almost identical results for tracer particles and inertial particles without
gravity, indicating that the negative skewness results almost entirely from the
biased sampling introduced by the particle flux. Gravity acting in the adverse
direction (g−) further enhances negative velocity fluctuations, which decreases
the skewness even further, while the opposite is true for favorable gravity (g+).
In contrast to the TTI, we observe positive skewness for the TNI over nearly
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the entire mixing region (cf. figure 3.25(b)). Recall that the underlying fluid ve-
locity is also highly positively skewed due to the inhomogeneous turbulent ki-
netic energy (cf. figure 3.5(a)). Undoubtedly the particle velocity is responding
to this forcing from the fluid velocity field. However, the degree of skewness of
the particle velocity is less than that for the fluid for the same reasons described
above for the TTI. That is, biased sampling and adverse gravity tend to reduce
the skewness. The qualitative trends for the TNI are the same as for the TTI, but
shifted due to the underlying skewness in the fluid velocity.
All of these trends are qualitatively consistent with the experimental results
of [65], which are shown for comparison in figure 3.25. Again, the differences in
magnitudes are likely an effect (at least in part) of anisotropy and differences in
the Reynolds numbers.
3.6 Conclusions
We investigated the entrainment of inertial, non-evaporating particles across
a shearless mixing layer in the absense of thermodynamic processes with the
goal of understanding the fundamental turbulence mechanisms involved and
their dependence on parameters such as particle inertia (Stokes number), grav-
ity (acting in both a favorable and adverse direction) and the Reynolds num-
ber. The studies were carried out with two flow configurations, the turbulence–
turbulence interface (TTI) and the turbulence–non-turbulence interface (TNI),
so that the effect of the inhomogeneous turbulent field in the latter could be iso-
lated. The entire study was motivated by recent experiments by [62] and [65]
of the equivalent system carried out in a wind-tunnel that built off of earlier
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experiments of the shearless mixing layer [170].
Consistent with the experiments, we find that the TTI is more effective at
mixing the inertial particles than the TNI. Over the limited range of Reynolds
numbers we could achieve in these 5123 DNS (Rλ = 54 − 71 at t/τ = 0.7), we find
little dependence on Reynolds number, and moreover clear evidence that the
inertial particle mixing is dominated by the largest scales of the turbulence, con-
firming our use of S tℓ as the appropriate measure of inertia. Note that S tℓ . 0.04
for all the particles and hence in general inertial effects are negligible, in the
absence of gravity. With gravity present, however, the mixing process is either
enhanced (favorable gravity, g+) or inhibited (adverse gravity, g−), with larger
particles experiencing the stronger effect. Gravity therefore causes the distribu-
tion of particle response times across the layer to go from uniform for no gravity
to an enrichment (favorable) or depletion (adverse) of larger particles deep into
the non-injection side. The explanation for these effects could be found from
a simple analysis of the settling speed of the particles for each condition, and
hence the mean concentration statistics are quite similar to the well-studied case
of passive scalars undergoing gravitational settling.
One contribution of this work is to demonstrate the impact of mixing on
the 2D RDF. To gain a further understanding of the nonuniform particle con-
centrations, we examined the 2D RDF computed along x–z planes at fixed y.
Both visual evidence and the 2D RDF show evidence of apparent ‘clustering’
resulting from the mixing process. Particles swept into a particular plane would
be locally concentrated by the coherent bursts of turbulence that carried them.
Mixing along the plane would tend to break up the high concentration regions
and hence diminish the 2D RDF. The 2D RDFs increase with decreasing r/ℓ, ap-
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proaching a constant for r/ℓ ≪ 1. This constant is found to be related to the ratio
A/Ac, where Ac is the cross-sectional area of the ‘clusters’ within the total cross
section, A. This analysis assumes the concentration within the ‘cluster’ is fixed
to the maximum particle concentration, and hence represents an upper bound.
Under the assumptions of this model, we expect the product n/nmax × g2D(ri) to
approach unity as r/ℓ → 0. Plots of this rescaled 2D RDF approach constants
that are at or below unity most likely because of mixing in the homogeneous
directions. This part of the study highlights the role inhomogeneous mixing
plays in the ‘clustering’ process. Note these issues previously have been raised
by [146], who found evidence of apparent ‘clustering’ due to spatial inhomo-
geneities in the particle concentration field in their wind-tunnel measurements.
We then went on to study different moments of the particle velocity statis-
tics across the mixing layer. Our findings show that when gravity assists parti-
cle transport (g+), particles are less dependent on the highly turbulent fluid for
transport, and particle velocities have higher-order moments that are closer to
the underlying flow. For g− the opposite is true (though the differences are not
simply monotonic), as particles have higher-order moments farther from the
underlying flow due to an increased dependence on the high turbulence fluid
for transport. We observe good qualitative agreement between the experiments
of [65] and our DNSwith regard to higher-order moments. The intermittency of
the particle velocity distributions and non-montonic trends in particle velocity
moments with gravity show that inertial particles undergoing entrainment ex-
hibit much more complex and unexpected dynamics than passive scalars with
gravitational settling.
An important discrepancy between our DNS and [65] involves the gravi-
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tational settling velocity of the particles. In simulations with uniform particle
seeding and both linear and nonlinear drag forces on the particles, we find en-
hanced settling for moderate Stokes numbers, consistent with the ‘preferential
sweeping’ mechanism described by [175]. [65], however, observed enhanced
settling for particles with very small Stokes numbers. They also found reduced
settling for large Stokes number particles that they claim were still in the linear
drag regime. We only observe reduced settling in our DNS for large Stokes num-
ber particles with nonlinear drag, consistent with [175]. The reason for these
discrepancies is unclear, and further experimental and computational studies
which analyze the effect of scale separation, anisotropy, and the mean flow on
particle settling are needed.
This study is relevant for industrial and environmental processes with in-
ertial particles that are subject to entrainment, including exhaust plumes, the
atmospheric boundary layer, and the oceanic thermocline. In particular, we are
interested in better understanding the impact of entrainment on cloud growth
and evolution. Our particle parameters are all within the range of those in cu-
mulus clouds, though the flow Reynolds number is considerably lower [153].
Since much of our results show a very weak dependence on the Reynolds num-
ber (though this hypothesis remains to be tested at the higher Reynolds numbers
characteristic of environmental flows), computational simulations may be able
to predict the dynamics of particle entrainment accurately in cumulus clouds.
Furthermore, since particle dynamics are dependent mostly on the large scales
on the flow, it is possible that LES can reproduce the essential flow dynamics at
realistic Reynolds numbers. We hope that this paper will lead to improved un-
derstanding and modeling of inertial particle entrainment and thereby advance
cloud and climate modeling.
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THE EFFECT OF REYNOLDS NUMBER ON INERTIAL PARTICLE
DYNAMICS IN ISOTROPIC TURBULENCE. PART I: SIMULATIONS
WITHOUT GRAVITATIONAL EFFECTS.†
4.1 Abstract
In this study, we analyze the statistics of both individual inertial particles
and inertial particle pairs in direct numerical simulations of homogeneous
isotropic turbulence in the absence of gravity. The effect of the Taylor microscale
Reynolds number Rλ on the particle statistics is examined over the largest range
to date (from Rλ = 88− 597), at small, intermediate, and large Kolmogorov-scale
Stokes numbers S t. We first explore the effect of preferential sampling on the
single-particle statistics and find that low-S t inertial particles are ejected from
both vortex tubes and vortex sheets (the latter becoming increasingly prevalent
at higher Reynolds numbers) and preferentially accumulate in regions of irro-
tational dissipation. We use this understanding of preferential sampling to pro-
vide a physical explanation for many of the trends in the particle velocity gra-
dients, kinetic energies, and accelerations at low S t, which are well-represented
by the model of [32]. As S t increases, inertial filtering effects become more im-
portant, causing the particle kinetic energies and accelerations to decrease. The
effect of inertial filtering on the particle kinetic energies and accelerations di-
† P. J. Ireland, A. D. Bragg, and L. R. Collins. The effect of Reynolds number on inertial
particle dynamics in isotropic turbulence. Part I: Simulations without gravitational effects. 2014.
In preparation.
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minishes with increasing Reynolds number and is well-captured by the models
of [2] and [197], respectively.
We then consider particle-pair statistics, and focus our attention on the rel-
ative velocities and radial distribution functions (RDFs) of the particles, with
the aim of understanding the underlying physical mechanisms contributing
to particle collisions. The relative velocity statistics indicate that preferential-
sampling effects are important for S t . 0.1 and that path-history/non-local ef-
fects become increasingly important for S t & 0.2. While higher-order relative
velocity statistics are influenced by the increased intermittency of the turbu-
lence at high Reynolds numbers, the lower-order relative velocity statistics are
only weakly sensitive to changes in Reynolds number at low S t. The Reynolds-
number trends in these quantities at intermediate and large S t are explained
based on the influence of the available flow scales on the path-history and in-
ertial filtering effects. We find that the RDFs peak near S t of order unity, that
they exhibit power-law scaling for low and intermediate S t, and that they are
largely independent of Reynolds number for low and intermediate S t. We use
the model of [198] to explain the physical mechanisms responsible for these
trends, and find that this model is able to capture the quantitative behavior of
the RDFs extremely well when DNS data for the structure functions are spec-
ified, in agreement with [24]. We also observe that at large S t, changes in the
RDF are related to changes the scaling exponents of the relative velocity vari-
ances. The particle collision kernel closely matches that computed by [141] and
is found to be largely insensitive to the flow Reynolds number. This suggests
that relatively low-Reynolds-number simulations may be able to capture much




Since the pioneering study of [122] over forty years ago, direct numerical sim-
ulation (DNS) has been widely used to study turbulent flows. Previous DNS
studies have provided a wealth of information about the underlying turbulent
flow field, much of which is very difficult to obtain experimentally, including
Lagrangian statistics [192], pressure fluctuations [155], and velocity gradient
tensors [5].
Only within the last ten years, however, with the advent of tera- and petas-
cale computing, have DNS at Reynolds numbers comparable to those in the
largest laboratory experiments become possible. The highest-Reynolds-number
simulations to date (with Taylor microscale Reynolds numbers Rλ ∼ 1000) have
been of isotropic turbulence in tri-periodic domains and have considered both
the Eulerian dynamics of the turbulent flow field and the Lagrangian dynamics
of inertialess tracer (i.e., fluid) particles advected by the flow [89, 86, 87, 191].
Many industrial and environmental turbulent flows, however, are laden
with dense, inertial particles, which can display profoundly different dynam-
ics than inertialess fluid particles. The degree to which the dynamics of iner-
tial particles differ from those of fluid particles depends on their Stokes num-
ber S t, a non-dimensional measure of particle inertia, which we define based
on Kolmogorov-scale turbulence. We summarize the relevant physical mecha-
nisms at small, intermediate, and large values of S t below.
It is well-known from both computational and experimental studies that in-
ertial particles preferentially concentrate in certain regions of the flow (e.g., see
[9]). This preferential concentration is often attributed to the fact that heavy par-
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ticles are centrifuged out of vortex cores and accumulate in low-vorticity and
high-strain regions [107, 159, 48], leading to higher collision rates [161]. How-
ever, this centrifuge mechanism ismainly important for small-S t particles which
are strongly coupled to the underlying flow. As S t is increased, the particle dy-
namics become less coupled to the local fluid velocity field and the influence
of their path-history interactions with the turbulence becomes increasingly im-
portant (e.g., see [25]). Particles with sufficiently large S t can therefore come
together from different regions of the flowwith large relative velocities, increas-
ing their collision rate [183, 56]. Such a process is referred to as ‘caustics’ [183]
and the ‘sling effect’ [56]. At high values of S t, several studies (e.g., [12, 7]) have
shown that particles have amodulated response to the underlying turbulence as
they filter out high-frequency flow features (i.e., features with timescales signif-
icantly below the particle response time), and they therefore have lower kinetic
energies and lower accelerations.
Despite recent advances in simulating high-Reynolds-number turbulent
flows, current studies of inertial particles in turbulence are primarily at low
and moderate Reynolds numbers (Rλ . 500), and only recently have DNSs been
conducted of inertial particles in turbulence with a well-defined inertial range
[15, 16, 126, 135, 141, 125]. It is vital to understand the effect of Reynolds number
on the mechanisms above (preferential accumulation, path-history interactions,
and inertial filtering), particularly at higher Reynolds numbers which are more
representative of those in nature. We give two examples to emphasize the im-
portance of developing such an understanding.
The first example, cloud formation, is the primary motivation for this work.
For reviews on this subject, see [148, 45, 69]; here we provide a brief overview.
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It is well-known that standard microphysical cloud models over-predict the
time required for the onset of precipitation in warm cumulus clouds (e.g., see
[148]). At early stages of cloud formation, particles experience condensational
growth. This process slows down quickly with increasing droplet diameter,
making condensational growth effective only for droplets with diameters less
than about 30µm [69]. Moreover, gravity is only able to significantly enhance
collisional growth for particles with diameters above 80µm [134, 69], leaving a
‘size gap’ where neither condensational growth nor gravitational coalescence is
very effective. For particles between these two limits, it has been proposed that
turbulence-induced collisions are primarily responsible for droplet growth.
It is unclear, however, the extent to which particle collision rates are affected
by changes in Reynolds number at conditions representative of those in cu-
mulus clouds (which have Rλ ∼ 10, 000, see [152]). [161] showed that particle
collision rates depend on both the degree of clustering and on the relative ve-
locities between particles, and thus many subsequent analyses have considered
the Reynolds-number dependence of both of these statistics. While the early
study of [178] suggested that clustering increases with Rλ, later investigations
[34, 15, 135, 141] indicate that clustering saturates at higher Reynolds numbers.
Other researchers have suggested that caustics become more prevalent at high
Reynolds numbers, leading to larger relative velocities and thus more frequent
particle collisions [55, 183]. The findings of [15] and [141], however, do not seem
to support that trend. In all cases, the Reynolds-number range (Rλ . 500) leaves
open the question of whether the results apply to atmospheric conditions at
much higher Reynolds numbers.
The second example relates to planetesimal formation. Planetesimals begin
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to formwhen small dust grains collide and coalesce in turbulent protoplanetary
nebulae [124]. [40] estimated that the turbulence in such nebulae is character-
ized by Rλ ∼ 104 − 106. It is unclear to what extent the rate of coalescence de-
pends on the Reynolds number, and studies at progressively higher Reynolds
numbers are necessary to develop scaling relations for particle collision rates
at conditions representative of nebula turbulence. [124] noted that the range of
relevant particle sizes in the planetesimal formation process spans about nine
orders of magnitude, and therefore we expect that the collision rates will be
affected by preferential accumulation (for small, medium, and large particles),
path-history interactions (for medium and large particles), and inertial filtering
(for the largest particles).
In this study, we use high-performance computing resources provided by
the U. S. National Center for Atmospheric Research [35] to simulate inertial par-
ticles in isotropic turbulence over the range 88 ≤ Rλ ≤ 597. To our knowledge,
the top value represents the highest Reynolds-number flow with particles sim-
ulated to date. The overall goal is to improve predictions for the collision kernel
at Reynolds numbers more representative of those in atmospheric clouds. Grav-
itational forces are neglected in this study, but will be considered in detail in Part
II of this study [82].
The paper is organized as follows: §4.3 provides a summary of the numer-
ical methods used and the relevant fluid and particle parameters. In §4.4, we
study single-particle statistics (small-scale velocity gradients, large-scale veloc-
ity fluctuations, and accelerations). Many of the results from this section help
explain the particle-pair statistics presented in §4.5. These statistics include the
particle relative velocities, radial distribution functions, and collision kernels.
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Finally, in §4.6, we summarize our results and suggest practical implications for
the turbulence and cloud physics communities.
4.3 Overview of simulations
A brief summary of the simulation parameters and numerical methods is pro-
vided below. Refer to [84] for a more detailed description of the code, including
integration techniques, parallelization strategies, and interpolation methods.
4.3.1 Fluid phase
We perform DNS of isotropic turbulence on a cubic, tri-periodic domain of
length L = 2π with N3 grid points. A pseudospectral method [123] is used to
evaluate the continuity and momentum equations for an incompressible flow,
∇ · u = 0, (4.1)
∂u
∂t








= ν∇2u + f . (4.2)
Here, u is the fluid velocity, ω ≡ ∇ × u is the vorticity, p is the pressure, ρ f is
the fluid density, ν is the kinematic viscosity, and f is a large-scale forcing term
that is added to make the flow field statistically stationary. For our simulations,
we added forcing to wavenumbers with magnitude κ =
√
2 in Fourier space in
a deterministic fashion to compensate precisely for the energy lost to viscous
dissipation [184].
We perform a series of five different simulations, with Taylor microscale
Reynolds numbers Rλ ≡ 2k
√
5/ (3νǫ) ranging from 88 to 597, where k denotes
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Figure 4.1: (a) Energy (a) and (b) dissipation spectra for the different sim-
ulations described in table 4.1. The diagonal dotted line in (a)
has a slope of −5/3, the expected spectral scaling in the inertial
subrange. All values are in arbitrary units.
the turbulent kinetic energy and ǫ the turbulent energy dissipation rate. Details
of the simulations are given in table 4.1. The simulations are parameterized to
have similar large scales, but different dissipation (small) scales. The small-scale
resolution for the simulations was held constant, with κmaxη ≈ 1.6 − 1.7, where
κmax ≡
√





Kolmogorov lengthscale. Time-averaged energy and dissipation spectra for all
five simulations are shown in figure 4.1. A clear −5/3 spectral slope is evident
for the three highest Reynolds-number cases (Rλ ≥ 224), indicating the presence
of a well-defined inertial subrange. The simulations are performed in parallel
on Nproc processors, and the P3DFFT library [128] is used for efficient parallel
computation of three-dimensional fast Fourier transforms.
4.3.2 Particle phase
We simulate the motion of small (d/η ≪ 1, where d is the particle diameter),
heavy (ρp/ρ f ≫ 1, where ρp is the particle density), spherical particles. 18 dif-
86
Table 4.1: Flow parameters for the DNS study. All dimensional param-
eters are in arbitrary units, and all statistics are averaged over
time T . All quantities are defined in the text in §4.3.1 and §4.3.2.
Simulation I II III IV V
Rλ 88 140 224 398 597
ν 0.005 0.002 0.0008289 0.0003 0.00013
ǫ 0.270 0.267 0.253 0.223 0.228
ℓ 1.46 1.41 1.40 1.45 1.43
ℓ/η 55.8 107 204 436 812
u′ 0.914 0.914 0.915 0.915 0.915
u′/uη 4.77 6.01 7.60 10.1 12.4
TL 1.60 1.54 1.53 1.58 1.57
TL/τη 11.7 17.7 26.8 43.0 65.4
T/TL 15.0 10.4 11.4 11.1 5.75
kmaxη 1.59 1.59 1.66 1.60 1.70
N 128 256 512 1024 2048
Np 262,144 262,144 2,097,152 16,777,216 134,217,728
Ntracked 32,768 32,768 262,144 2,097,152 16,777,216
Nproc 16 16 64 1024 16,384
ferent particle classes are simulated with Stokes numbers S t ranging from 0 to
30. S t ≡ τp/τη is a non-dimensional measure of a particle’s inertia, comparing




to the Kolmogorov timescale
τη ≡ (ν/ǫ)1/2.
We assume that the particles are subjected to only linear drag forces, which
is a reasonable approximation when the particle Reynolds number Rep ≡
|u(xp(t), t) − vp(t)|/ν < 0.5 [49]. Here, u(xp(t), t) denotes the undisturbed fluid
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velocity at the particle position xp(t), and vp(t) denotes the velocity of the par-
ticle. (Throughout this study, we use the superscript p on x, u, and v to de-
note time-dependent, Lagrangian variables defined along particle trajectories.
Phase-space positions and velocities are denoted without the superscript p.)
Though particles with large S t experience non-negligible nonlinear drag forces
(e.g., see [175]), the use of a linear drag model for large-S t particles provides
a useful first approximation and facilitates comparison between several theo-
retical models that make the same assumption (e.g., [32, 198, 71]). The present
study also neglects the influence of gravity. Part II of this study [82] will address
the combined effects of gravity and turbulence on particle motion. Finally, since
a primary motivation is to understand droplet dynamics in atmospheric clouds,
where the particle mass and volume loadings are low [148], we assume that the
particle loadings are sufficiently dilute such that inter-particle interactions and
two-way coupling between the phases are negligible [50, 162].






u (xp(t), t) − vp(t)
τp
, (4.3)




To compute up(t) = u(xp(t), t), we need to interpolate from the Eulerian grid
to the particle location. While other studies (e.g., see [15, 47]) have done so
using tri-linear interpolation, [84] showed that such an approach can lead to er-
rors in the interpolated velocity which are orders of magnitude above the local
time-stepping error. In addition, [168] demonstrated that tri-linear interpola-
tion, which possesses only C0 continuity, leads to artificial high frequency os-
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cillations in the computed particle accelerations. [136] noted that the relative
motion of particles at small separations will depend strongly on the interpola-
tion scheme. Since a main focus of this paper is particle motion near-contact
and its influence on particle collisions, it is crucial to calculate u(xp(t), t) as ac-
curately as possible. To that end, we use an eight-point B-spline interpolation
scheme (with C6 continuity) based on the algorithm in [169].
The particles were initially placed in the flow with a uniform distribution
and velocities vp equal to the underlying fluid velocity up. We began comput-
ing particle statistics once the particle distributions and velocities became sta-
tistically stationary, usually about 5 large-eddy turnover times TL ≡ ℓ/u′ (where
ℓ is the integral lengthscale and u′ ≡ √2k/3) after the particles were introduced
into the flow. Particle statistics were calculated at a frequency of 2-3 times per
TL and were time-averaged over the duration of the run T .
For a subset Ntracked of the total number of particles in each class Np, we stored
particle positions, velocities, and velocity gradients every 0.1τη for a duration of
about 100τη. These data are used to compute Lagrangian correlations, accelera-
tions, and timescales of the particles.
4.4 Single-particle statistics
We first consider single-particle statistics from our simulations. These statis-
tics will provide a basis for our understanding of the two-particle statistics pre-
sented in §4.5. We explore velocity gradient (i.e., small-scale velocity) statistics
in §4.4.1, kinetic energy (i.e., large-scale velocity) statistics in §4.4.2, and acceler-
ation statistics in §4.4.3. In each case, we study the effect of the underlying flow
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topology on these statistics.
4.4.1 Velocity gradient statistics
We consider the gradients of the underlying fluid velocity at the particle lo-
cations, A(xp(t), t) ≡ ∇u(xp(t), t). These statistics provide us with informa-
tion about the small-scale velocity field experienced by the particles. (Re-
fer to [114] for a recent review on this subject.) In particular, to under-
stand the interaction of particles with specific topological features of the turbu-
lence, we decompose A(xp(t), t) into a symmetric strain rate tensor S(xp(t), t) ≡
[A(xp(t), t)+A⊺(xp(t), t)]/2 and an antisymmetric rotation rate tensorR(xp(t), t) ≡
[A(xp(t), t) −A⊺(xp(t), t)]/2.
Due to their inertia, heavy particles are ejected out of regions of high rotation
rate and accumulate in regions of high strain rate (e.g., [107, 159, 48]), and this is
associated with a ‘preferential sampling’ of A(x, t). For particles with low iner-
tia (S t ≪ 1), preferential sampling is the dominant clustering mechanism (e.g.,
see [32]). As the particle inertia increases, the particle motion becomes increas-
ingly decoupled from the local fluid turbulence, and the effect of the preferen-
tial sampling on the particle dynamics decreases. At the other limit (S t ≫ 1),
preferential sampling vanishes and the particles have a damped response to the
underlying flow which leads them to sample the turbulence more uniformly
(e.g., see [12]).
We first consider the average of the second invariants of the strain rate and
rotation rate tensors evaluated at the inertial particle positions
〈S2〉p ≡ 〈S(xp(t), t) : S(xp(t), t)〉, (4.5)
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and
〈R2〉p ≡ 〈R(xp(t), t) : R(xp(t), t)〉. (4.6)
By definition, for fully mixed fluid particles (S t = 0) in homogeneous turbu-
lence, τ2η〈S2〉p = τ2η〈R2〉p = 0.5.
Since small-S t particles are centrifuged out of regions of high rotation, we
expect that τ2η〈R2〉p will decrease with increasing S t; their accumulation in high
strain regions would also lead to the expectation that τ2η〈S2〉p will increase with
increasing S t. In figure 4.2 we see that while τ2η〈R2〉p is more strongly affected
by changes in Rλ than is τ2η〈S2〉p, both quantities decrease with increasing S t
(for S t ≪ 1). This surprising result is consistent with other DNS [34, 32, 143].
Our data also show that both τ2η〈S2〉p and τ2η〈R2〉p decrease with increasing Rλ for
S t ≪ 1, in agreement with [34].
We use the formulation given in [32] (and re-derived in [143]) to model the
effect of biased sampling on τ2η〈S2〉p and τ2η〈R2〉p in limit of S t ≪ 1. [32, 143]
showed that for an arbitrary quantity φ, the average value of φ sampled along a
particle trajectory 〈φ〉p can be reconstructed entirely from fluid particle statistics
using the relation,

















Here, σpY denotes the standard deviation of a variable Y along a fluid particle


















Y(xp(0), 0) − 〈Y(xp(t), t)〉][Z(xp(t′), t′) − 〈Z(xp(t), t)〉]〉 dt′〈[
Y(xp(t), t) − 〈Y(xp(t), t)〉][Z(xp(t), t) − 〈Z(xp(t), t)〉]〉 . (4.9)
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Figure 4.2: Data for 〈S2〉p (a,c) and 〈R2〉p (b,d) sampled at inertial particle
positions as function of S t for different values of Rλ. The data
are shown at low S t in (c,d) to highlight the effect of biased
sampling in this regime. The solid lines in (c) and (d) are the
predictions from Eq. (4.7) for S t ≪ 1. DNS data are shownwith
symbols.
The predictions from Eq. (4.7) for small S t are shown by the solid lines in fig-
ure 4.2(c) and figure 4.2(d). In the limit of small S t, this model is able to capture
the decrease in both τ2η〈S2〉p and τ2η〈R2〉p with increasing S t, and also the decrease
in these quantities with increasing Rλ. It is uncertain whether the quantitative
differences between the DNS data and the model are due to shortcomings of the
model or the fact that the smallest inertial particles (S t = 0.05) are too large for
the model (which assumes S t ≪ 1) to hold.
Despite the success of the model of [32] in reproducing the trends in the
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Figure 4.3: (a) Joint PDFs of τ2η : S : S and τ
2
ηR : R for Rλ = 597 for S t = 0
and S t = 0.1 particles. Certain regions of the flow are labeled
to aid in the discussion of the trends. (b) Joint PDFs of τ2ηS : S
and τ2ηR : R for different Rλ for S t = 0 particles. In both plots,
the exponents of the decade are indicated on the contour lines.
DNS, the physical explanation for the changes in the mean strain and rotation
rates remains unclear. In figure 4.3(a), we plot joint PDFs of the strain and ro-
tation rates sampled by both S t = 0 and S t = 0.1 particles to better understand
the specific topological features of the regions of the flow contributing to these
changes. Following the designations given in [154], we refer to regions with
high strain and high rotation (indicated by ‘A’ in figure 4.3(a)) as ‘vortex sheets,’
regions of low rotation and high strain (indicated by ‘B’) as ‘irrotational dissi-
pation’ areas, and regions of high rotation and low strain (indicated by ‘C’) as
‘vortex tubes.’
Our results show three main trends in the particle concentrations. First, iner-
tial particles are ejected from vortex sheets (A) into regions of moderate rotation
andmoderate strain (A′). This ejection from vortex sheets has only recently been
discussed in the literature [143]. Second, they move from irrotational dissipa-
tion regions (B) to regions of comparable rotation and even higher strain (B′).
Third, the particles move out of vortex tubes (C) into regions of lower rotation
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and higher strain (C′). Evidently, this first effect is primarily responsible for the
decrease in τ2η〈S2〉p at small S t, as suggested in [143], and the first and third ef-
fects both contribute to the decrease in τ2η〈R2〉p. We will revisit these three trends
in relation to the particle kinetic energies (§4.4.2) and the particle accelerations
(§4.4.3).
Figure 4.3(b) shows the PDF map for fluid particles at three values of the
Reynolds number. Notice that as Rλ increases, the probability of encountering a
vortex sheet (overlapping high strain and high rotation) increases. This finding
is consistent with the results of [191], who observed that high strain and rota-
tion events increasingly overlap in isotropic turbulence as the Reynolds num-
ber increases. It is thus likely that with increasing Reynolds number, rotation
and strain events become increasingly intense, and the resulting vortex sheets
become increasingly efficient at expelling particles, causing both τ2η〈S2〉p and
τ2η〈R2〉p to decrease (cf. figure 4.2).
[107] noted that at low S t, the compressibility of the particle field (and hence
the degree of particle clustering) is directly related to the difference between the
rates of strain and rotation sampled by the particles, τ2η〈S2〉p − τ2η〈R2〉p. From
figure 4.4, we see that at low S t, τ2η〈S2〉p − τ2η〈R2〉p increases with increasing Rλ,
suggesting that the degree of clustering may also increase here. We will test this
hypothesis in §4.5.2 when we directly measure particle clustering at different
values of S t and Rλ.
We finally consider the Lagrangian strain and rotation timescales, which will
be useful for understanding the trends in particle clustering in §4.5.2. Since the
fluid and particle phases are isotropic, we will have nine statistically equivalent



































Figure 4.4: The difference between the mean rates of strain and rotation
sampled by the particles as a function of S t for different values
of Rλ.




































Figure 4.5: Lagrangian timescales of a single component of the strain rate
(a) and rotation rate (b) tensors, plotted as a function of S t for
different values of Rλ.
T pS33S33 . We take the strain timescale T
p
SS to be the average of these nine compo-
nents. We similarly take the rotation timescale T pRR to be the average of three
statistically equivalent components: T pR12R12 , T
p
R13R13 , and T
p
R23R23 .
We see that T pSS/τη is independent of Rλ for S t < 10, and decreases weakly
with increasing Rλ for S t ≥ 10. On the other hand, T pRR/τη tends to decrease with
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increasing Rλ for all values of S t, and this decrease becomes more pronounced
as S t increases. We also see that T pRR is muchmore sensitive to changes in S t than
T pSS, suggesting that the dominant effect of inertia is to cause particles to spend
less time in strongly rotating regions. As a result, the particles will generally
have less time to respond to fluctuations in the rotation rate, causing 〈R2〉p to be
strongly reduced with increasing S t, as was seen above.
4.4.2 Particle kinetic energy
We now move from small-scale velocity statistics to large-scale velocity statis-
tics. Figure 4.6 shows the average particle kinetic energy kp(S t) ≡ 12〈vp(t) · vp(t)〉
(normalized by the average fluid kinetic energy k) for different values of Rλ.
We first consider the effect of inertial filtering on this statistic, and then ex-
amine the effect of biased sampling. It is well-known that filtering leads to a
reduction in the particle turbulent kinetic energy for large values of S t. This
reduction is the strongest (weakest) for the lowest (highest) Reynolds numbers,
as seen in figure 4.6(a). These trends are captured by the model in [2], which
assumes an exponential decorrelation of the Lagrangian fluid velocity. Under












where τℓ is the Lagrangian correlation time of the fluid, which we approximate
using the relation given in [199]. The model predictions of kp(S t)/k are included
in figure 4.6(a) and are in good agreement with the DNS at large S t, where fil-
tering is dominant. The trends with Rλ are also reproduced well.
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Figure 4.6: (a) The ratio between the average particle kinetic energy kp(S t)
and the average fluid kinetic energy k for different values of Rλ.
DNS data are shown with symbols, and the predictions of the
filtering model in Eq. (4.10) are shown with solid lines. (b) The
ratio between kp(S t) and k (open symbols), and the ratio be-
tween the average fluid kinetic energy at the particle locations
k f p(S t) and k (filled symbols), shown at low S t to highlight the
effects of biased sampling. Also shown is the prediction from
the biased sampling model given in Eq. (4.7) (solid lines).
We thus have the following physical explanation of inertial filtering on the
particle kinetic energies: for low-Reynolds-number flows, the response time of
the largest particles exceeds the timescales of many large-scale flow features.
The result is a filtered response to the large-scale turbulence and an overall re-
duction in the particle kinetic energy. As the Reynolds number is increased (and
the particle response time is fixed with respect to the small-scale turbulence),
more flow features are present with timescales that exceed the particle response
time, and hence the effect of inertial filtering is diminished with increasing Rλ,
as predicted by Eq. (4.10).
To highlight the effect of biased sampling on the particle kinetic energy, fig-
ure 4.6(b) shows both the average particle kinetic energy kp(S t) and the av-
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erage kinetic energy of the fluid sampled along an inertial particle trajectory,
k f p(S t) ≡ 12〈u(xp(t), t) · u(xp(t), t)〉. As is evident in figure 4.6(b), the particle ki-
netic energy exceeds k for low values of S t. By comparing kp to k f p, we see that
the increased kinetic energy of the smallest particles is due almost entirely to bi-
ased sampling of the flow field. While [144] were the first to show an increase in
kp(S t)/k for low S t (which they attributed to biased sampling), this trend is also
suggested by the early study of [159], in which the authors observed that small
inertial particles preferentially sample certain high kinetic energy regions they
referred to as ‘streaming zones.’ Figure 4.6(b) also shows that at small values of
S t, kp(S t)/k decreases with increasing Reynolds number.
The solid lines in figure 4.6(b) show the predictions of the particle kinetic
energy from Eq. (4.7). In the limit of small S t, the model of [32] is able to capture
qualitatively both the increase in kp(S t)/k with increasing S t and the decrease in
kp(S t)/k with increasing Rλ.
To further elucidate the physical mechanisms leading to these trends, we
plot the mean kinetic energy of the fluid conditioned on S2 and R2, kS2,R2 , in
figure 4.7. Isocontours of the concentrations of S t = 0 and S t = 0.1 particles are
shown for comparison. While the data contain considerable statistical noise, we
can draw a few conclusions about the qualitative trends.
From figure 4.7(a), we see that the change in kinetic energy at Rλ = 88 can
be divided into the three mechanisms discussed in §4.4.1. First, particles are
ejected from vortex sheets (A) into moderate rotation and moderate strain re-
gions (A′), which generally tends to decrease the particle kinetic energy. Sec-
ond, as S t increases, particles in irrotational straining regions (B) travel into
regions of higher strain (B′), which are characterized by higher kinetic energy.
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Figure 4.7: Filled contours of the fluid kinetic energy conditioned on S2
and R2, kS2 ,R2 , normalized by the unconditioned mean fluid ki-
netic energy k at (a) the lowest Reynolds number and (b) the
highest Reynolds number. The dotted contour lines indicate
kS2 ,R2/k = 1. Isocontours of particle concentration for S t = 0
and S t = 0.1 particles are included for reference, with the ex-
ponents of the decade indicated on the contour lines. Certain
regions of the flow are labeled to aid in the discussion of the
trends.
Third, some inertial particles are ejected from vortex tubes (C), which are char-
acterized by lower kinetic energies, and travel into lower rotation and higher
strain regions (C′), which have higher kinetic energies. The observed increase
in kp(S t)/k must therefore be due to the second and third mechanisms.
At high Reynolds numbers (figure 4.7(b)), however, a larger portion of the
flow is occupied by regions of overlapping high strain and high rotation from
which particles are ejected (see §4.4.1). The first mechanism (which tends to de-
crease the kinetic energy) therefore plays a larger role. Also, at Rλ = 597, high
rotation and low strain regions (C) are no longer associated with very low ki-
netic energies, causing the third mechanism to be less effective at increasing the
particle kinetic energy. The overall result is a decrease in kp(S t)/k with increas-
ing Reynolds number at small values of S t.
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Figure 4.8: (a) The acceleration variance of Lagrangian fluid particles as a
function of Rλ. The results from the present study (open cir-
cles) are compared to DNS data from [193] (filled squares) and
several theoretical predictions (lines). (b) The acceleration vari-
ance of inertial particles as a function of S t for different values
of Rλ.
4.4.3 Particle accelerations
In this section, we analyze fluid and inertial particle accelerations ap(t) ≡
dvp(t)/dt. Fluid particle accelerations are known to be strongly intermittent (e.g.,
see [173, 86]), with the probability of intense acceleration events increasing with
the Reynolds number. Before accounting for inertial effects, we consider the
effect of Rλ on the acceleration variance 〈a2〉p ≡ 〈ap(t) · ap(t)〉/3 of Lagrangian
fluid particles in figure 4.8(a). To facilitate comparison between the different
Reynolds numbers, we have normalized 〈a2〉p by the Kolmogorov acceleration
variance a2η ≡
√
ǫ3/ν. The DNS data from [193] and the theoretical predictions
of [74], [147], and [199] are shown for comparison. We see that our DNS data
agrees well with [193], and that the model of [147] best reproduces the trends in
the DNS. [74] breaks down at low Rλ, while [199] fails at high Rλ.
We turn our attention to inertial particle accelerations in figure 4.8(b). The
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observed trend for inertial particles is analogous to that for fluid particles: at
each value of S t considered, the particle acceleration variance (normalized by
Kolmogorov units) monotonically increases with Rλ (cf. [12]). As S t increases,
the acceleration variance decreases, presumably as a result of both biased sam-
pling of the flow field and inertial filtering.
We now seek to understand and model how inertia changes the accelera-
tions of particles through the filtering and biased sampling effects. To do so, we
rescale the inertial particle acceleration variance by that of fluid particles and
plot the results in figure 4.9. In figure 4.9(a), we compare the rescaled acceler-
ation variance to the model of [197], which only accounts for inertial filtering
of the underlying flow. The model of [197] is able to capture all the qualitative
trends in Rλ and S t, and the model predictions provide remarkably good quan-
titative agreement with the DNS at the largest values of S t, where filtering is the
dominant mechanism. At lower values of S t, the rescaled particle acceleration
variance decreases with increasing Rλ. In this case, as Rλ increases, the under-
lying flow is subjected to increasingly intermittent acceleration events, and the
inertial particles filter a larger fraction of these events. At the largest values of
S t, most intermittent accelerations are filtered, and a particle’s acceleration vari-
ance is determined by its interaction with the largest turbulence scales. Since the
range of available large scales increases with Rλ, the rescaled particle accelera-
tion variance increases with Rλ for the largest values of S t.
We now consider the effect of biased sampling on the acceleration variances.
In figure 4.9(b), we plot the variance of both inertial particle accelerations and
fluid accelerations along inertial particle trajectories (scaled by the acceleration
variance of S t = 0 particles). As expected, for S t ≪ 1, where biased sampling
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Figure 4.9: (a) Inertial particle acceleration variances scaled by the fluid
particle acceleration variance (open symbols). The solid lines
and arrows indicate the predictions from the filtering model
of [197]. (b) The variance of the inertial particle accelerations
(open symbols) and the fluid velocity accelerations along the
particle trajectories (filled symbols), shown at low S t to high-
light the effect of biased sampling. The solid lines indicate the
predictions from the biased sampling model given in Eq. (4.7).
is the dominant mechanism, inertial particle accelerations are almost equivalent
to the accelerations of the underlying flow sampled along the particle trajecto-
ries. The model of [32] (Eq. (4.7)) is able to reproduce all the qualitative trends
correctly in the limit of small S t. The scaled variances decrease with increasing
Rλ, and we expect that this trend is due to the fact that high vorticity regions
are associated with high accelerations [20] and become increasingly efficient at
ejecting particles (refer to §4.4.1).
We test this expectation in figure 4.10 by plotting the acceleration variance
for fluid particles conditioned on S2 and R2, 〈a2〉pS2 ,R2 , and normalized by the
unconditioned variance 〈a2〉p. We see that inertial particles are indeed ejected
from high vorticity regions (both vortex sheets and vortex tubes) into lower
vorticity regions (e.g., A into A′ and C into C′), and that these high vorticity
regions are marked by very large accelerations. Though some inertial particles
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Figure 4.10: Filled contours of the variance of the fluid particle accelera-
tions conditioned on S2 and R2, 〈a2〉pS2,R2 , normalized by the
unconditioned fluid particle acceleration variance 〈a2〉p, at (a)
Rλ = 88 and (b) Rλ = 597. Isocontours of particle concentra-
tion for S t = 0 and S t = 0.1 particles are included for refer-
ence, with the exponents of the decade indicated on the con-
tour lines. Certain regions of the flow are labeled to aid in the
discussion of the trends.
experience higher accelerations as they move into irrotational straining regions
with higher strain rates (e.g., B into B′), this effect is relatively weak, and the
overall trend is a decrease in the particle accelerations with increasing inertia.
To investigate the intermittency of inertial particle accelerations, we plot
the kurtosis of the particle accelerations, 〈a4〉p/(〈a2〉p)2, in figure 4.11, where
〈a4〉p ≡ 〈ap1(t)4+ap2(t)4+ap3(t)4〉p/3. (Note that a Gaussian distribution has a kurtosis
of 3, as indicated in figure 4.11 by a dotted line.) As expected, the particle ac-
celerations are highly intermittent, with the degree of intermittency increasing
with increasing Rλ. The kurtosis decreases very rapidly as S t increases. Fig-
ure 4.11(b) indicates that the kurtosis of very small particles (S t = 0.05) at the
highest value of Rλ is over a factor of two smaller than that of fluid particles. The
largest-S t particles have kurtosis values approaching those of a Gaussian distri-
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Figure 4.11: Particle acceleration kurtosis as a function of S t for different
values of Rλ. The dotted line indicates a kurtosis of 3, the value
for a Gaussian distribution. Values over the whole range of
non-zero S t are shown in (a). (b) shows only small-S t results
on a linear plot to emphasize the rapid reduction in kurtosis
as S t increases from 0.
bution. These trends can be explained by the fact that both biased sampling and
inertial filtering decrease the probability of high-intensity acceleration events.
Standardized moments of up to order 10 (not shown) were also analyzed and
found to exhibit the same trends.
We should note that the grid resolution study in [193] suggests that the accel-
eration moments from our DNS may be under-predicted. [193] showed that at
Rλ ≈ 140, increasing the grid resolution kmaxη from 1.5 to 12 led to a 10% increase
in the fluid acceleration variance and a 30% increase in the fluid acceleration
kurtosis. It is unclear how these trends will change at higher Rλ, but it suggests
that the quantitative results reported here should be interpreted with caution.
(The velocity gradients presented earlier are likely reliable, however, since [193]
found that such statistics are less dependent on the grid resolution.)
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4.5 Two-particle statistics
We now consider two-particle statistics relevant for predicting inertial particle
collisions. We analyze particle relative velocities in §4.5.1, clustering in §4.5.2,
and use these data to compute the collision kernel in §4.5.3. (The mean-squared
separation of inertial particle pairs was also studied from these data and is the
topic of a separate publication [26].)
4.5.1 Particle relative velocities
We study particle relative velocities as a function of both S t and Rλ. The relative







2 (t) − vp1 (t)
]
· ep‖,⊥(t). (4.11)
Here, vp1 and v
p
2 indicate the velocities of particles 1 and 2, respectively, which
are separated from each other by a distance rp(t) = |rp(t)|. The subscripts ‖ and ⊥
indicate directions parallel (longitudinal) to the separation vector or perpendic-
ular (transverse) to the separation vector, respectively, and ep‖,⊥ denotes the unit
vector in the corresponding direction. (We use the method discussed in [125] to
compute the transverse components.)











where up1 and u
p
2 are the velocities of the fluid underlying particles 1 and 2,
respectively. Note that for uniformly-distributed fluid (S t = 0) particles, the
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particle velocity statistics are equivalent to the underlying fluid velocity statis-
tics.
Following the nomenclature in [24, 25], we denote particle relative velocity



















for components perpendicular to the separation vector. In these expressions 〈·〉r
denotes an ensemble average conditioned on rp(t) = r.
For the purposes of computing the collision kernel (see §4.5.3), we are also
interested in the mean inward relative velocity parallel to the separation vector,
defined as




where p(w‖|r) = 〈δ(wp‖ (t) − w‖)〉r is the PDF for the longitudinal particle relative
velocity conditioned on rp(t) = r.
Finally, in some cases we are also interested in moments of the fluid velocity
differences. We use a superscript f p to denote the moments of fluid velocity
differences at the particle locations, and a superscript f to denote the moments











∆u‖(r, t)]n 〉. (4.17)
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Figure 4.12: The particle relative velocity variances parallel to the separa-
tion vector (a) and perpendicular to the separation vector (b),
plotted as a function of the separation r/η for Rλ = 597. The
Stokes numbers are indicated by the line labels, and the S t = 0
curves are shown with dashed lines for clarity. The expected
dissipation and inertial range scalings (based on [94]) are in-
cluded for reference.
The components perpendicular to the separation vector are defined analo-
gously.
We first consider dissipation-range statistics, and then consider inertial-
range statistics.
Dissipation range relative velocity statistics
In figure 4.12, we plot the relative velocity variances S p2‖ and S
p
2⊥ versus r/η at
Rλ = 597. The mean inward relative velocity (not shown) has the same qualita-
tive trends, and will be considered later in this section. For the purposes of the
following discussion, we define the dissipation range as the region over which
the fluid velocity variances follow r2-scaling, which is seen to be 0 ≤ r/η . 10 in
figure 4.12, in agreement with [87].
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At small separations, the relative velocity variances parallel to the separa-
tion vector (figure 4.12(a)) increase monotonically with S t and deviate from r2-
scaling, while the relative velocity variances perpendicular to the separation
vector decrease for S t . 0.1 and then increase monotonically with S t for S t & 0.1
(figure 4.12(b)). We expect that the trends at small separations and small S t are
primarily due to biased sampling of the underlying flow, which also dictates
much of the single-particle dynamics for small S t (refer to §4.4).
To test this expectation, we compare the particle relative velocity variances
to those of the fluid sampled by the particles in figure 4.13. In all cases, the
velocity variances are normalized by those of S t = 0 particles. At S t = 0.05
and S t = 0.1, the effect of biased sampling is dominant at all separations, as
evidenced by the fact that S f p2‖ and S
f p





We note that for small S t and small r/η, biased sampling leads to an increase
in S f p2‖ with increasing S t and to a decrease in S
f p
2⊥ with increasing S t. This is
consistent with the trends observed in figure 4.12 andwith our argument (§4.4.1)
that inertia causes particles to be ejected from vortex tubes. We expect that two
particles which are rotating in a vortex tube will experience small (large) relative
velocities parallel (perpendicular) to the particle separation vector, and that the
parallel (perpendicular) relative velocities will increase (decrease) as particles
are ejected from a vortex tube.
For S t & 0.2, the particle relative velocities are much larger than the un-
derlying fluid velocity differences at small separations. This difference is due
to path-history effects (see [24, 25]). That is, as inertial particles approach each
other, they retain a memory of more energetic turbulence scales along their path
histories, leading to relative velocities that exceed the local fluid velocity differ-
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Figure 4.13: The parallel (a) and perpendicular (b) relative velocity vari-
ances of inertial particles (S p2‖ and S
p
2⊥, open symbols) and of
the fluid at inertial particle positions (S f p2‖ and S
f p
2⊥, filled sym-
bols) for Rλ = 597. All quantities are normalized by the rela-
tive velocity variances of S t = 0 particles.
ence. These path-history effects imply that inertial particles can come together
from different regions in the flow, occupy the same position in the flow at the
same time, and yet have different velocities due to their differing path histories.
This effect is referred to as ‘caustics,’ ‘crossing trajectories,’ or ‘the sling effect,’
causes a departure from r2-scaling in the second-order structure functions at
small separations, and can lead to large relative velocities [195, 55, 182, 183, 56].
(Also note that while caustics are instantaneous events, the statistical manifes-
tation of caustics is known as ‘random, uncorrelated motion’ and is discussed
in [80].) Since the timescale over which the particles retain a memory of their
interactions with turbulence increases with increasing inertia, caustics become
more prevalent as S t increases.
One effect of caustics is to make the parallel and perpendicular relative ve-
locity components nearly the same in the dissipation range, as can be seen in
figure 4.12 for S t & 0.3. (Note that fluid particles do not experience caustics and
have 2S p2‖ = S
p
2⊥ for r/η ≪ 1 as a result of continuity (e.g., see [130]).) For S t ≥ 10,
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the relative velocities are almost unaffected by the underlying turbulence in the
dissipation range. As a result, the relative velocities are nearly independent of
r/η in this range.
The effect of caustics can also be clearly seen in figure 4.14(a,b), where we
plot the parallel relative velocities at a given separation as a function of S t.
From this figure, it is evident that the particle relative velocities at the small-
est separation sharply increase as S t exceeds about 0.2. The rapid increase in
the particle relative velocities with S t is consistent with the notion that caustics
take an activated form [183] and that they are negligible below a critical value of
S t [144, 80]. Our data suggest a critical Stokes number for caustics of about 0.2
to 0.3, in agreement with [56] and [144]. The increase in the relative velocities
occurs at higher values of S t as the separation increases. In this case, the parti-
cles are subjected to larger-scale turbulence, and hence the particles must have
more inertia for their motion to deviate significantly from that of the underlying
flow.
We now examine the Reynolds-number dependence of the relative veloci-
ties, restricting our attention to the component parallel to the separation vector.
The relative velocities of the largest particles (S t & 10) increase strongly with
increasing Rλ in figure 4.14(a,b). There are two reasons for this trend. The first
is that the effect of filtering on the larger turbulence scales decreases as Rλ is
increased (see §4.4.2). The second is that u′/uη increases with increasing Rλ, in-
dicating that large-S t particles in the dissipation range carry a memory of in-
creasingly energetic turbulence (relative to the Kolmogorov scales) in their path
history as Rλ is increased.
For smaller values of S t (S t ≤ 3), the relative velocities in figure 4.14(a,b) are
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Figure 4.14: (a) The mean inward relative velocities and (b) the relative
velocity variances, plotted as a function of S t for small sep-
arations and different values of Rλ. Open symbols denote
r = 0.25η, gray filled symbols denote r = 1.75η, and black
filled symbols denote r = 9.75η. To emphasize any Reynolds-
number dependencies for S t ≤ 3, we also plot (c,d) the ra-
tio between the value of these quantities at a given Reynolds
number to their value at Rλ = 88 at separation r = 0.25η.
only weakly dependent on Rλ, in agreement with previous DNS studies [178, 15,
141, 120, 121] and the model of [124]. To highlight any small Reynolds-number-
effects in this range, we therefore divide the relative velocities at r = 0.25η and
a certain Rλ by their value at Rλ = 88 and plot the results in figure 4.14(c,d).
For S t . 1, the relative velocity variances increase weakly with increasing
Rλ (figure 4.14(d)). Since the dynamics of such particles are generally only af-
fected by their memory of dissipation-range flow scales (e.g., see [136]), we do
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not expect these trends with Rλ to be caused by the increase in u′/uη described
above. Instead, we expect that these larger relative velocities are due to the
fact that the intermittency of the turbulence increases with increasing Rλ, which
in turn slightly increases the particle relative velocity variances. We also note
that this intermittency does not significantly alter the mean inward velocities
(figure 4.14(c)), presumably because the mean inward velocity is a lower-order
statistic that is less influenced by intermittent events.
For 1 . S t . 3, we also expect the increased intermittency of the turbulence
to act to increase the relative velocities. However, we observe an overall de-
crease in the relative velocities here with increasing Rλ here, in agreement with
[15, 141]. These reduced relative velocities are likely linked to the decrease in
the Lagrangian rotation timescales T pRR/τη with increasing Rλ observed in §4.4.1.
That is, as T pRR/τη decreases with increasing Rλ, the particles have a shorter mem-
ory of fluid velocity differences along their path histories, which in turn causes
the relative velocities to decrease.
We now examine the behavior of the scaling exponents of S p−‖ ∝ rζ
−
‖ and
S p2‖ ∝ rζ
2
‖ at small separations. (These scaling exponents will also be used in
§4.5.2 to understand and predict the trends in the particle clustering.) We com-
pute ζ−‖ and ζ
2
‖ using a linear least-squares regression for 0.75 ≤ r/η ≤ 2.75 at
different values of S t and Rλ. Note that while using such a large range of r/η
will necessarily introduce finite-separation effects, there is generally too much
noise in the data to accurately compute the scaling exponents over smaller sep-
arations.
The scaling exponents are plotted in figure 4.15. We note that the scaling
exponents are below those predicted by [94] (hereafter ‘K41’) for fluid (S t = 0)
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Figure 4.15: Dissipation-range scaling exponents for S p−‖ (a) and S
p
2‖ for
various values of S t and Rλ. The exponents are computed
from linear least-squares regression for 0.75 ≤ r/η ≤ 2.75.
particles (ζ−‖ = 1 and ζ
2
‖ = 2) and, like the relative velocities themselves, vary
only slightly as Rλ changes.
For S t ≥ 10, the scaling exponents are about zero, indicating that the relative
velocities are generally independent of r, as explained above. The scaling ex-
ponents for 1 . S t . 3 generally increase with increasing Rλ, since path-history
interactions (which generally decrease the scaling exponents) become less im-
portant, as explained above. Finally, we note that ζ2‖ decreases with increasing
Rλ for S t . 1, since intermittent path-history effects are expected to be more
important here.
We next consider the PDFs of the relative velocities in the dissipation range.
Figure 4.16 shows the PDFs for 0 ≤ r/η ≤ 2 and Rλ = 597. In figure 4.16(a), we
see that as S t increases, the tails of the PDF of wp‖ /uη become more pronounced,
indicating that larger relative velocities become more frequent, in agreement
with our observations above.
We show PDFs in standardized form in figure 4.16(b) to analyze the extent
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Figure 4.16: PDFs of the particle relative velocities wp‖ for separations 0 ≤
r/η ≤ 2 and Rλ = 597. The relative velocities are normalized by
both uη (a) and (S p2‖)1/2 (b). The solid lines denote the relative
velocity PDFs for S t = 0 particles, and the dotted line in (b)
indicates a standard normal distribution.
to which they deviate from that of a Gaussian distribution. It is evident that
the degree of non-Gaussianity peaks for S t ∼ 1 and becomes smaller as S t in-
creases. The physical explanation for this intermittency at S t ∼ 1 is that the
motion of these particles is affected by both the small-scale underlying turbu-
lence and by the particles’ memory of large-scale turbulent events in their path
histories. This combination of contributions from both large- and small-scale
events leads to strong intermittency. We also see that the underlying fluid is
itself quite intermittent at this small separation, as expected (e.g., see [68]).
We now use three statistical measures to quantify the shape of the PDFs. The
first is the ratio between the mean inward relative velocities and the standard
deviation of the relative velocities, S p−‖/(S p2‖)1/2; the second is the skewness of
the relative velocities, S p3‖/(S p2‖)3/2; and the third is the kurtosis of the relative
velocities, S p4‖/(S p2‖)2. (Due to insufficient statistics, we will not consider data
from these latter two quantities for r/η < 1.75.)
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Figure 4.17: The ratio between mean inward relative velocities and the
standard deviation of the relative velocities as a function of S t
for small separations and different values of Rλ. Open sym-
bols denote r = 0.25η, gray filled symbols denote r = 1.75η,
and black filled symbols denote r = 9.75η. The horizontal dot-
ted line indicates that value of this quantity for a Gaussian
distribution.
We show the ratio S p−‖/(S p2‖)1/2 in figure 4.17. One motivation for looking at
this ratio is that existing theories (e.g., see [199, 124]) only predict the relative
velocity variance, and by assuming the relative velocities have a Gaussian dis-
tribution, relate this variance to the mean inward relative velocity. For a Gaus-
sian distribution, this ratio is approximately 0.4. At all values of S t, Rλ, and r/η,
our data indicate that the ratio is below 0.4 and thus that the particle relative ve-
locities are intermittent (see also [178, 125]). The degree of intermittency peaks
for order unity S t, high Rλ, and small r/η, and using a Gaussian prediction in
this regime would lead to predictions of the mean inward velocity which are in
error by more than a factor of 2.
We next consider the skewness, S p3‖/(S p2‖)3/2, to provide information about
the asymmetry of the relative velocities. Figure 4.18(a) indicates that the rel-
ative velocities are negatively skewed [178, 135]. This skewness is a result of
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Figure 4.18: The (a) skewness and (b) kurtosis of the relative velocities as
a function of S t for separations in the dissipation range and
different values of Rλ. Gray filled symbols denote r = 1.75η,
and black filled symbols denote r = 9.75η.
two contributions. First, the velocity derivatives of the underlying turbulence
are negatively skewed, a consequence of the energy cascade [164]. Second, ad-
ditional skewness arises from the path-history effect described earlier (see also
[25]). Figure 4.18(a) shows by implication that at S t ∼ 1 it is the latter effect
that dominates the skewness behavior. At even larger values of S t, the effect of
both mechanisms decreases because, with increasing Stokes number, the parti-
cle velocity dynamics become increasingly decoupled from the small-scale fluid
velocity field and their motion becomes increasingly ballistic in the dissipation
range.
Finally, we consider the kurtosis of the relative velocities, S p4‖/(S p2‖)2, in fig-
ure 4.18(b) to quantify the contributions from intermittent events in the tails of
the PDFs. The trends are similar to those in S p−‖/(S p2‖)1/2, as expected, indicating
that contributions from intermittent events become strongest for intermediate
S t, the smallest separations, and the highest Reynolds numbers. In all cases, the
kurtosis is above that for a Gaussian distribution (S p4‖/(S p2‖)2 = 3).
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Inertial range relative velocity statistics
We finally consider the inertial-range statistics of the relative velocities. In fig-
ure 4.12, we see that the relative velocities in the inertial range generally de-
crease with increasing S t. This implies that the filtering mechanism (which
causes the velocities to decrease with increasing S t) dominates the path-history
mechanism (which causes the velocities to increase with increasing S t), in con-
trast to their relative roles in the dissipation range. The role reversal occurs
because the path-history effect weakens as the separation is increased, as ex-
plained in [25].
For S t ≤ 10, the relative velocity variances appear to scale with r2/3, the same
scaling predicted by K41 for S t = 0 particles. However, we observe that at
S t = 30, no clear inertial-range scaling is present. The lack of inertial scaling
suggests that these particles are affected by their memory of large-scale turbu-
lence throughout the entire inertial range.
We now determine the scalings of the structure functions in the inertial range
for S t ≤ 10 by computing the scaling exponents ζn‖ and ζn⊥. Following conven-
tion (e.g., see [87]), we consider the scaling exponents of the relative velocity
magnitudes of wp‖ (t) and wp⊥(t) here,
S p|n|‖(r) =





∝ rζn⊥ . (4.19)
According to K41, for η ≪ r ≪ ℓ and S t = 0, ζn‖,⊥ = n/3. It is well-known,
however, that for fluid particles, the effect of intermittency leads to a nonlinear
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relationship between ζn‖,⊥ and n (e.g., see [130]). Kolmogorov’s refined similarity
hypothesis ([95], hereafter ‘K62’) attempts to correct for the effect of intermit-





1 − µ6(n − 3)
]
, (4.20)
where µ is typically taken to be 0.25 [130].
ζn‖,⊥ are shown in figure 4.19 at Rλ = 88 and Rλ = 597. For Rλ = 88, we have no
clear inertial range and therefore used extended self-similarity ([18], hereafter
‘ESS’) to increase the scaling region for η ≪ r ≪ ℓ. At Rλ = 597 we have nearly a
decade of inertial range scaling (50 . r/η . 500), and thus we can compute the
exponents directly over this range.
(To verify that any differences between the scaling exponents at Rλ = 88 and
Rλ = 597 were in fact due to Reynolds-number effects and were not merely ar-
tifacts of ESS, we also computed the exponents for Rλ = 597 using ESS. Both
methods of computing the exponents (directly and with ESS) gave similar re-
sults, with differences that were less than 8%, indicating the trends observed
below are robust. We also note that while the inertial scaling region varies with
S t, we used the same fitting range for all values of S t for consistency.)
For S t = 0, Eq. (4.20) approximates the longitudinal scaling exponents ex-
cellently for p ≤ 8 at Rλ = 88 (figure 4.19(a)), while it slightly under-predicts
them at Rλ = 597 (figure 4.19(b)). By comparing figure 4.19(a) and figure 4.19(b),
it is evident that ζn‖ increases with increasing Rλ. For Rλ = 88, the longitudinal
scaling exponents decrease monotonically with increasing S t, as was observed
in [144]. However, for Rλ = 597, the exponents increase with S t up to S t ≈ 1
before decreasing for higher values of S t. The reason for these trends is unclear.
118

























































Figure 4.19: (a,b) Longitudinal and (c,d) transverse particle structure func-
tion scaling exponents in the inertial range for various values
of S t. (a,c) are for Rλ = 88, and (b,d) are for Rλ = 597. The
exponents are computed from linear least-squares regression
using ESS in (a,c) and directly in (b,d). The predicted scal-
ings from from K41 and K62 (i.e., Eq (4.20) with µ = 0.25) are
indicated by the solid and dotted lines, respectively.
For most values of S t, the transverse structure functions (figure 4.19(c,d))
are more intermittent than their longitudinal counterparts (figure 4.19(a,b)), in
agreement with earlier observations (e.g., see [87]). The difference between
the longitudinal and transverse structure functions seems to decrease as Rλ in-




As discussed in §4.2, inertial particles form clusters when placed in a turbulent
flow. We first consider a theoretical framework for understanding this cluster-
ing, and then analyze the clustering using DNS.
Theoretical framework for particle clustering
A variety of measures have been proposed to study particle clustering, includ-
ing Voronoı¨ diagrams [115], Lyapunov exponents [13], Minkowski functionals
[31], and radial distribution functions (RDFs) [110]. The RDF has distinct advan-
tages over these other methods. The RDF, unlike both Minkowski functionals
[31] and Voronoı¨ diagrams [163], is not biased by the number of particles simu-
lated. Also, as [13] noted, the accurate computation of Lyapunov exponents is
numerically unfeasible for high-Reynolds-number simulations, while computa-
tion of the RDF is relatively straightforward. Finally, the RDF, unlike the other
measures, has a direct relevance to particle collisions, since it precisely corrects
the collision kernel for particle clustering [161].
The RDF g(r) is defined as the ratio of the number of particle pairs at a given





Here, Ni is the number of particle pairs that lie within a shell with an average
radius r and a radial width ∆r, Vi is the volume of the shell, and N is the to-
tal number of particle pairs located in the total volume V . An RDF of unity
corresponds to uniformly distributed particles, while an RDF in excess of one
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indicates a clustered particle field.
Based on the findings of [24] we use the model of [198] as a framework for
understanding the physical mechanisms governing particle clustering. We will
validate this model against DNS data in §4.5.2. In the following discussion, we
non-dimensionalize all variables by Kolmogorov units and use ˆY to denote the
non-dimensionalized form of a variable Y .
From [198], the equation describing g(rˆ) at steady-state for an isotropic sys-
tem is
0 = −S t
(
ˆS p2‖ + ˆλ‖
)
∇rˆg − S tg
(
∇rˆ ˆS p2‖ + 2rˆ−1
[
ˆS p2‖ − ˆS p2⊥
])
, (4.22)
where ˆλ‖ is a diffusion coefficient describing the effect of the turbulence on the
dispersion of the particle pairs (e.g., see [24]). We now consider Eq. (4.22) in the
regimes of small S t and large S t in order to consider the effect of changes in Rλ
within these regimes.
In the limit S t ≪ 1, Eq. (4.22) reduces to (see [24]),




〈 ˆS2〉p − 〈 ˆR2〉p
)
, (4.23)
where Bnl is a S t-independent, non-local diffusion coefficient (see [32, 24]). The
first term on the right-hand-side is associated with an outward particle diffu-
sion which reduces clustering, while the second term on the right-hand-side is
responsible for an inward particle drift which increases clustering.
ˆS f2‖ is independent of Rλ in the dissipation regime (based on our data and the
findings in [68]), and so assuming that Bnl is also independent of Rλ, we expect
the diffusion to be independent of Rλ. The drift is dependent on τ2η〈S2〉p−τ2η〈R2〉p
and we see from §4.4.1 that τ2η〈S2〉p−τ2η〈R2〉p increases weakly with Rλ for S t ≪ 1.
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We therefore expect the degree of clustering at low S t to increase weakly as Rλ
increases. We will test this expectation against DNS data in §4.5.2.
We next simplify Eq. (4.22) when S t is large. As noted in §4.5.1, at sufficiently
large S t and small r/η, the relative particle velocities are dominated by caustics,
and S p2‖ ≈ S p2⊥. Furthermore, λ‖ ≪ S p2‖ in this regime (see [25]). Using these
results we can simplify Eq. (4.22) in the dissipation range to the form,
0 ≈ −S t ˆS p2‖∇rˆg − S tg∇rˆ ˆS p2‖. (4.24)
The overall changes in the particle clustering at high S t will therefore be de-
termined by the extent to which the drift coefficient (∇rˆ ˆS p2‖) and the diffusion
coefficient ( ˆS p2‖) are influenced by changes in Rλ. That is, if the ratio between
the drift and diffusion coefficients increases (decreases) with increasing Rλ, the
RDFs are expected to increase (decrease).








where ζ2‖ is the scaling exponent of the longitudinal relative velocity variance.
Eq. (4.25) implies that increases (decreases) in ζ2‖ are fundamentally linked to
increases (decreases) in the RDFs at high S t. From §4.5.1, we see that ζ2‖ increases
with increasing Rλ for 1 . S t . 3, which suggests that g(r/η) will increase with
increasing Rλ here.
We also note that Eq. (4.24) is only applicable for high-S t particles in the
dissipation range, and is thus unable to predict the clustering for S t > 3 parti-
cles, which is primarily dependent on inertial-range scales. We will examine the
RDFs for S t > 3 from DNS data below.
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Figure 4.20: RDFs for (a) low-S t particles and (b) high-S t particles at three
different values of Rλ, plotted as a function of the radial sep-
aration r/η. The Stokes numbers are indicated by the line la-
bels.
In summary, at small S t, clustering may increase with increasing Rλ depend-
ing upon whether Bnl varies with Rλ. At high S t, the degree of clustering is
determined by the influence of path-history effects on the scaling of the relative
velocity variances, which in turn affects the relative strengths of the drift and
diffusion mechanisms. Based on our relative velocity data in §4.5.1, we expect
that clustering will increase with increasing Rλ here. We next consider DNS data
to test these predictions.
Particle clustering results
In figure 4.20, we plot the RDFs for the different values of S t considered at three
different Reynolds numbers. Note that as the size of the simulation (and thus
Rλ) increases, we are able to calculate g(r/η) statistics accurately at progressively
smaller values of r/η.
In agreement with past studies (e.g., see [175, 161, 9]), we see that particle
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clustering peaks for S t ∼ 1 at all Reynolds numbers shown. Figure 4.20 also
indicates that the largest particles (S t ≥ 10) exhibit clustering outside of the dis-
sipation range of turbulence, and that the degree of clustering is independent of
separation in the dissipation range. This is because large-S t particles are unre-
sponsive to the dissipative range scales and so move almost ballistically at these
separations. The clustering that is observed for these particles is due almost
entirely to eddies in the inertial range with timescales similar to the particle re-
sponse time [67, 16]. If we make that assumption, along with the standard K41
approximations for the inertial range, we expect the clustering will depend only
on ǫ and r, and will occur at lengthscales on the order of ηS t3/2 [51, 16]. We test





at the three highest Reynolds numbers. (The two lower
Reynolds numbers do not have a well-defined inertial range, as noted in §4.3.1,





∼ 1, suggesting that the particles are indeed clustering
due to the influence of turbulent eddies in the inertial range with a timescale on
the order of τp.
We now discuss how the RDFs change with the Reynolds number. In §4.5.2,
we argued that g(r/η) might increase weakly with Rλ for S t ≪ 1, since τ2η〈S2〉p −
τ2η〈R2〉p increases with Rλ in this limit. In figure 4.20(a), however, we observe
that g(r/η) is essentially independent of Rλ for S t . 1, which implies that the
non-local correction coefficient Bnl in Eq. (4.23) must increase weakly with Rλ
in a compensating way. Several authors have also found the level of particle
clustering to be independent of Rλ at small S t (without gravity), including [34]
(from data at 65 ≤ Rλ ≤ 152), [14] (65 ≤ Rλ ≤ 185), [15] (185 ≤ Rλ ≤ 400), [135]
(95 ≤ Rλ ≤ 227), and [141] (28 ≤ Rλ ≤ 304). Our data confirms this point up
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Figure 4.21: RDFs for S t = 20 and S t = 30 particles at the three highest
values of Rλ. The separations are scaled by ηS t3/2 to test for
inertial range scaling. The Stokes numbers are indicated by
the line labels.
to Rλ = 597. The fact that g(r/η) is independent of Rλ for small Stokes numbers
implies that the clustering mechanism is driven almost entirely by the small-
scale turbulence, independent of any intermittency in the turbulence that occurs
at higher Reynolds numbers. At higher values of S t, the RDFs increase with
increasing Rλ, in agreement with our expectations in §4.5.2.
We note, however, that two recent studies [120, 121] found that g(r/η) de-
creases weakly with increasing Rλ over the range 81 ≤ Rλ ≤ 527 at S t = 0.4
and S t = 0.6. Our results do not indicate such a trend, possibly because we are
unable to analyze g(r/η) at separations as low as those considered in [120] and
[121]. It is also possible that the differences in the observed trends stem from
differences in the underlying numerical methods, since [120] and [121] use a
finite-difference method, while our study and most of the other literature use a
pseudospectral method. In any case, the trends with Rλ at low S t reported here,
in [120] and [121], and in the rest of the literature are at most very weak.
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It is important to note, however, that just because g(r/η) is invariant with
Rλ for low-S t particles does not necessarily imply that higher-order moments
of clustering are also independent of Rλ. For example, g(r/η) is related to the
variance of the particle density field [149]. Higher-order moments or PDFs of
the particle density field (e.g., see [126]) could also be compared at different
values of Rλ. However, we found that the number of particles in our simula-
tions was insufficient to compute such statistics accurately at small separations.
We would likely need about an order of magnitude more particles to test the
Reynolds-number dependence of these higher-order clustering moments. Refer
to [194] for a more complete discussion on the number of particles necessary for
accurate higher-order clustering statistics.







(Note that c1 is related to the correlation dimension D2 [14] by the relation
c1 = 3 − D2.) This allows us to compare the DNS data to several theoretical
predictions in figure 4.22. For each value of Rλ, we computed c0 and c1 by fitting
g(r/η) in the range 0.75 ≤ r/η ≤ 2.75 using linear least-squares regression. For
S t ≥ 10, we do not observe power-law scaling for the RDF, and thus no values
of c0 and c1 are plotted here.
To verify the arguments presented above, we compare the DNS values of
c0 and c1 to the predicted values from [198] at Rλ = 597. The comparisons are
performed in two ways. In the first way (which we denote as ‘ZT’), we use the
model of [198] to compute the relative velocities, and then use these predicted
relative velocities in Eq. (4.22) to solve for the RDFs. In this manner, we can test
the quantitative predictions of themodel when no additional inputs are used. In
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Figure 4.22: Power-law fits for g(r/η) from Eq. (4.26). (a) shows the coeffi-
cient c0, and (b) shows the exponent c1. DNS data are shown
with symbols, and the theoretical predictions from [198] (‘ZT’
and ‘ZT + DNS’), [32] (‘CT1’ and ‘CT2’), and [71] (‘GT’) at
Rλ = 597 are shown with lines and plus signs. The details of
each of the theoretical models are discussed in the text.
the second approach (which we denote as ‘ZT + DNS’), we solve Eq. (4.22) with
the particle velocities and the strain rate timescales along particle trajectories
specified using DNS data. (The strain rate timescales are used in computing the
dispersion tensor λ. To maintain consistency in the model, we also adjusted the
inertial range timescales through Eq. (18) in [196].) In both cases, we used the
non-local diffusion correction discussed in [24], with Bnl = 0.056.
As expected, ‘ZT’ is only able to provide a reasonable prediction for c0 and
c1 for S t . 0.3. Above this point, inaccuracies in the predicted relative velocities
lead to inaccurate clustering predictions, as discussed in [24]. However, ‘ZT +
DNS’ predicts c1 almost perfectly, with only slight discrepancies at S t ∼ 1, in
agreement with the findings of [24] at a lower Reynolds number. We expect
that these discrepancies are due to an additional drift term that was omitted
in [198], as discussed in [24]. ‘ZT + DNS’ also provides reasonable predictions
for c0, though the agreement is not as good as that for c1, possibly because c0
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is influenced by the inertial-range scales, which are generally more difficult to
model. From these comparisons, we see that the model presented above is accu-
rate, validating its use in interpreting the physical mechanisms responsible for
particle clustering.
We next compare our results for c1 against two relations derived in [32] in
the limit of small S t. The first (which we denote as ‘CT1’) uses DNS data for the









The second (which we denote as ‘CT2’) requires only DNS data for quantities































‘CT1’ agrees well with the DNS up to S t ≈ 0.5, while ‘CT2’ only agrees well
for S t = 0.05, in agreement with [32, 24]. At higher values of S t, both models
from [32] over-predict c1. As explained in [24], this over-prediction is because
the theory of [32] fails to account for the contribution of the path-history effects
on the drift and diffusion mechanisms that govern the clustering.
Finally, we compare our DNS values for c1 against the theory from [71], here
denoted as ‘GT.’ The theory in [71] predicts that in the limit of small r/η,
S p
n‖ ∝ rc1 , (4.29)
for n > c1. (Note that the predictions of [198] and [71] are equivalent when S t




‖ , where ζ
2
‖ is the scaling exponent of the relative velocity variance in the
dissipation range, as computed in §4.5.1.
We include the prediction c1 = ζ
‖
2 in figure 4.22, and see that while ‘GT’ is in
excellent agreement with the DNS for S t = 2, 3, significant discrepancies exist at
low S t, as explained in [24].
4.5.3 Collision kernel
We now consider the kinematic collision kernel K for inertial particles, which
has been shown to depend on both the radial distribution function and the ra-
dial relative velocities,
K(d) = 4πd2S p−‖(r = d)g(r = d), (4.30)
where d is the particle diameter (see [161, 177]). While we simulate only point-
particles (refer to §4.3.2), we compute d from S t by assuming a given ρp/ρ f .
To study the dependence of K(d) on ρp/ρ f , we consider three different values
for this parameter: 250, 1000, and 4000. (Note that for droplets in atmospheric
clouds, ρp/ρ f ≈ 1000.)
In general, we do not have adequate statistics to calculate g(r) or S p−‖(r) at
r = d at low values of S t (S t ≤ 3 for ρp/ρ f = 250 and 1000, and S t ≤ 10 for
ρp/ρ f = 4000) and so we extrapolate from the power-law fits in §4.5.1 and §4.5.2
down to these separations, as was also done in [141]. For larger S t (S t ≥ 10
for ρp/ρ f = 250 and 1000, and S t ≥ 20 for ρp/ρ f = 4000), the particle diameters
are sufficiently large such that we can compute g(d) and S p−‖(d) by interpolating
between data at smaller and larger separations.
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Figure 4.23: (a) The non-dimensional collision kernel ˆK(d) as a function of
S t for different values of Rλ. Data are shown for ρp/ρ f = 250
(filled black symbols), ρp/ρ f = 1000 (open symbols), and
ρp/ρ f = 4000 (filled gray symbols). Legend entries marked
with † indicate data taken from [141] (deterministic forcing
scheme, no gravity) at ρp/ρ f = 1000. These data are only in-
cluded in the inset, where they are compared with our results
at ρp/ρ f = 1000. (b) The ratio between ˆK(d) at a given value of
Rλ to that at Rλ = 88, to highlight any Reynolds-number effects
for S t ≤ 3. All data correspond to ρp/ρ f = 1000.
Following [172], we compute the non-dimensional collision kernel ˆK(d) ≡
K(d)/(d2uη) = 4πg(d)S p−‖(d)/uη. Figure 4.23(a) shows ˆK(d) for different values
of ρp/ρ f . Results from [141] (deterministic forcing scheme, no gravity, ρp/ρ f =
1000) are included in the inset to Figure 4.23(a).
For S t ≥ 10, the collision kernels increase strongly with increasing Rλ, since
both the relative velocities and the RDFs increase with Rλ here (see §4.5.1 and
§4.5.2). ˆK(d) is also independent of ρp/ρ f here. The physical explanation is that
while changes in ρp/ρ f lead to changes d, S p−‖(d)/uη and g(d) are largely indepen-
dent of d here (see §4.5.1 and §4.5.2).
Such particles, however, are generally above the size range of droplets in
atmospheric clouds (e.g., see [6]), and thus our primary focus is on the collision
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rates of smaller (S t . 3) particles. ˆK(d) is independent of ρp/ρ f for 1 . S t ≤ 3, in
agreement with the findings of [172]. In this case, while both g(d) and S p−‖/uη are
dependent on d, these two quantities have opposite scalings (see §4.5.2), causing
their product to be independent of d (and thus of ρp/ρ f ).
For S t . 3, our data show very little effect of Rλ on the collision rates, and
are in good agreement with the collision statistics from [141] at ρp/ρ f = 1000
(shown in the inset to figure 4.23(a)). However, since the Reynolds numbers in
clouds (Rλ ∼ 10, 000) are at least an order of magnitude larger than those in the
DNS, it is important to discern even weak trends in the collision kernel with
the Reynolds number. We therefore plot the ratio of ˆK(d) at a given Reynolds
number to that at Rλ = 88 for S t ≤ 3 in figure 4.23(b).
At S t . 0.2, the collision statistics are almost completely independent of Rλ,
since both S p−‖/uη and g are independent of Rλ here (refer to §4.5.1 and §4.5.2). For
larger S t, the collision kernel very weakly decreases with increasing Rλ, since
the mean inward relative velocities decrease with increasing Rλ here (see §4.5.1).
Finally, for 1 < S t ≤ 3, the collision kernel increases weakly as Rλ increases.
In this case, the increase in the RDFs with increasing Rλ (§4.5.2) overwhelms the
decrease in the relative velocities (§4.5.1), causing the collision kernel to increase
weakly.
These findings suggest that lower-Reynolds-number studies may in fact cap-
ture the essential physics responsible for droplet collisions in highly turbulent
clouds. However, the results must be interpreted with caution for two reasons.
First, the collision rates at low andmoderate S t were computed by extrapolating
power-law fits to very small separations, and it is not known if the functional
form of the relative velocities and the RDFs remains the same at these separa-
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tions. Second, even the highest Reynolds numbers in this study are still at least
an order of magnitude smaller than those in atmospheric clouds. It is thus pos-
sible that the turbulence could exhibit different characteristics at much higher
Reynolds numbers, or that the above trends in the Reynolds number, though
weak, could lead to substantially different collision rates when Rλ is increased
by another order of magnitude.
4.6 Conclusions
We have studied the effect of particle inertia and the flow Reynolds number
on particle dynamics at the highest Reynolds number (Rλ ≈ 600) and largest
number of particles (∼ 2.5 billion) to date. These simulations have provided new
insights into both single- and two-particle statistics in homogeneous isotropic
turbulence.
We first analyzed the statistics of individual inertial particles. At large S t, the
particle motions were seen to be influenced primarily by inertial filtering. The
theoretical models of [2] and [197] were able to quantify the effect of filtering on
kinetic energies and particle accelerations, respectively, in this limit, and pro-
vided us with a clear physical understanding of the effect of Reynolds number
on these quantities.
In the opposite limit (S t ≪ 1), the particle motions were influenced primar-
ily by preferential sampling, and we used the theoretical model of [32] to under-
stand and predict the statistics here. For S t ≪ 1, the mean rotation rate sampled
by the particles decreased with increasing S t and Rλ, since intense rotation re-
gions became more prevalent and more efficient at ejecting particles (see [34]).
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As Rλ increased, intense rotation regions tended to occur together with intense
strain regions in ‘vortex sheets,’ in agreement with [191], and particles were also
ejected from these regions, decreasing the mean strain rate sampled by the par-
ticles. In agreement with [144], the particle kinetic energy increased with S t for
S t ≪ 1 due to biased sampling of the flow field. However, since ejections from
vortex sheets tend to reduce the particle kinetic energy, this trend was reduced
as the Reynolds number was increased. Fluid particle accelerations were seen to
be extremely intermittent at high Rλ, and the trends in the acceleration variance
were well-captured by the model of [147]. The particle acceleration variances
decreased rapidly with increasing S t, as inertial particles tended to be ejected
from vortex tubes and vortex sheets, which were both characterized by very
high fluid accelerations.
We then studied the relative velocity, clustering, and collision statistics of
inertial particles. For S t ≪ 1, biased sampling led to an increase in the longi-
tudinal relative velocities and to a decrease in the transverse relative velocities,
and the relative velocities were generally independent of Rλ for S t . 0.1. At
higher values of S t, the particle motions were influenced more by path-history
interactions, leading to a sharp increase in the relative velocities with increasing
S t. While the mean inward relative velocities were generally independent of Rλ
for 0.2 . S t . 1, the relative velocity variances increased weakly with increasing
Rλ here, a trend we attributed to the increased intermittency of the turbulence at
higher Reynolds numbers. For intermediate S t (1 . S t . 3), the relative veloci-
ties decreased with increasing Rλ, which we argued was related to the decrease
in the Lagrangian rotation timescales with increasing Rλ. We observed that the
relative velocities of particles with S t & 10 increased with increasing Rλ, since
inertial filtering effects diminish and u′/uη increases as the Reynolds number
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increases.
We also analyzed the dissipation-range scaling exponents of the relative ve-
locities, and found that particles with higher relative velocities generally had
lower scaling exponents, since the particles were more influenced by path-
history effects. Relative velocities in the dissipation range were seen to be
strongly non-Gaussian, with the degree of non-Gaussianity being largest for
S t ∼ 1, r/η → 0, and high Rλ, suggesting that theories which assume a Gaussian
distribution to relate the velocity variances to the mean inward velocities pro-
vide poor predictions for the mean inward relative velocities at particle contact.
Higher-order inertial range structure functions were also examined and were
observed to follow similar trends to those reported in [144].
We then used these trends in the relative velocities to predict the degree of
clustering through the model of [198], and compared the results to DNS data.
The trends in the RDFs at low S t were tied to preferential sampling effects,
which increased the inward particle drift, as was found in [32]. The RDFs were
independent of Rλ here, in agreement with [34, 135, 141], suggesting that the
non-local coefficient Bnl (see [32, 24]) must weakly increase as Rλ increases. (We
were unable to test higher-order measures of clustering to determine if they
were affected by changes in Rλ due to the limitations in the number of particles
that could be simulated.)
At high S t, the degree of clustering was tied to the influence of path-history
effects on the particle drift and diffusion, as explained in [24]. By simplifying
the model of [198] in this limit, we showed that changes in the scaling expo-
nents of the relative velocity variances directly affected the drift and diffusion
mechanisms, which in turn altered the clustering. The scaling exponents gen-
134
erally increased with increasing Rλ (suggesting that path-history effects became
less important), which in turn led to increased levels of clustering. For S t ≥ 10
and Rλ ≥ 224, particles were seen to cluster in the inertial range of turbulence,
and the separation at which clustering decreased was predicted accurately by
inertial-range scaling arguments.
For S t . 3, the RDFs exhibited power-law scaling, consistent with [137]. The
full model of [198] (without any inputs from the DNS) was able to predict the
power-law coefficient c0 and power-law exponent c1 accurately only for S t . 0.4
due to errors in the predicted relative velocities. However, when these rela-
tive velocities (and the associated Lagrangian timescales) were specified from
the DNS, the model in [198] provided excellent predictions for c1 and reason-
able predictions for c0, as was also found in [24] at a lower Reynolds number.
We also tested the DNS against two model predictions from [32], one which re-
quired only fluid particle statistics from the DNS, and one which required strain
and rotation statistics along particle trajectories. The former prediction was in
acceptable agreement with the DNS only for S t = 0.05, while the latter predic-
tion was in good agreement up to S t ≈ 0.5, in agreement with [32, 24]. Finally,
we found that the theory of [71] was able to predict c1 well for S t = 2, 3.
We used the relative velocity and RDF data to compute the kinematic colli-
sion kernel for inertial particles [161], and found that this quantity varied only
slightly with Reynolds number (under 50% when Rλ changed by a factor of 7)
for 0 ≤ S t ≤ 3. Our collision kernels were in good agreement with those com-
puted by [141].
As mentioned in §4.2, one of the primary motivations for this study was
to determine the extent to which turbulence-induced collisions are responsi-
135
ble to the rapid growth rate of droplets observed in warm, cumulus clouds.
Our observations indicate that the collision rates of like particles are generally
unaffected by changes in the Reynolds number, which suggests that relatively
low-Reynolds-number simulations may allow us to study the essential physics
of droplet collisions in highly turbulent atmospheric clouds. One promising
avenue of future work would be to determine the droplet growth rates pre-
dicted by these collision kernels, either by solving an associated kinetic equa-
tion [187, 174] or by simulating the particle collision and coalescence process
directly [138].
Finally, we note that it is unclear to what extent these conclusions would be
altered if gravity were incorporated in the particle dynamics, since the introduc-
tion of gravity will likely cause particles to preferentially sample certain regions
of the flow, and will alter the residence time of particles around certain flow
features (e.g., see [175, 42, 66]). We will analyze the effect of gravity on inertial
particle motion in turbulence in Part II [82].
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CHAPTER 5
THE EFFECT OF REYNOLDS NUMBER ON INERTIAL PARTICLE
DYNAMICS IN ISOTROPIC TURBULENCE. PART II: SIMULATIONS
WITH GRAVITATIONAL EFFECTS.†
5.1 Abstract
In Part I [81], we analyzed the motion of inertial particles in isotropic turbulence
in the absence of gravity using direct numerical simulations (DNSs). Here, in
Part II, we introduce gravity and study its effect of single-particle and particle-
pair dynamics over a wide range of flow Reynolds numbers. We find that the
dynamics of heavy particles falling under gravity can be artificially influenced
by the finite domain size and the periodic boundary conditions, and we there-
fore perform our simulations on larger domains to reduce these effects. We see
that gravity causes particles to sample the flowmore uniformly and reduces the
time particles can spend interacting with the underlying flow. These reduced
interaction times tend to reduce the particle kinetic energies, and the model of
[176] is able to accurately capture the trends with Reynolds number, particle in-
ertia, and gravity in the strong gravity/weak turbulence limit. We also find that
gravity tends to increase inertial particle accelerations and introduce a model to
understand and predict these changes.
† P. J. Ireland, A. D. Bragg, and L. R. Collins. The effect of Reynolds number on inertial
particle dynamics in isotropic turbulence. Part II: Simulations with gravitational effects. 2014.
In preparation.
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We then analyze the particle relative velocities and radial distribution func-
tions (RDFs), which are generally seen to be independent of Reynolds number
for low andmoderate Kolmogorov-scale Stokes numbers S t. We see that gravity
causes particle relative velocities in the dissipation range to decrease by reduc-
ing the degree of preferential sampling and the importance of path-history in-
teractions, and that the relative velocities have higher scaling exponents in both
the dissipation and inertial ranges with gravity. We observe that gravity has a
non-trivial effect on clustering, acting to decrease clustering at low S t and to in-
crease clustering at high S t. By considering the effect of gravity on the clustering
mechanisms described in the theory of [198], we provide an explanation for this
non-trivial effect of gravity. We also show using DNS data that an extension of
the theory of [198] which accounts for gravity is able to predict the quantitative
effects of gravity on clustering, validating our proposed explanations. The rel-
ative velocities and RDFs exhibit considerable anisotropy at small separations,
and this anisotropy is quantified using spherical harmonic decomposition. We
use the relative velocities and the RDFs to compute the particle collision kernels,
and find that the collision kernels are generally independent of Reynolds num-
ber for low and moderate S t. We conclude by discussing practical implications
of the results for the cloud physics and turbulence communities and suggesting
possible avenues for future research.
5.2 Introduction
This is the second part of a two-part paper in which we consider the Reynolds-
number dependence of inertial particle statistics using direct numerical simu-
lations (DNSs). In Part I of this study [81], we used high-Reynolds-number
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DNSs to explore the motion of inertial particles in the absence of gravity. We
saw that particles with weak inertia congregated in certain regions of the turbu-
lence (a phenomenon known as ‘preferential sampling,’ see [106, 159, 48]). By
exploring the specific regions of the flow contributing to this preferential sam-
pling and using the theory in [32], we were able to understand and model the
resulting trends. Particles with strong inertia had a modulated response to the
underlying turbulence (a phenomenon known as ‘inertial filtering’), decreasing
the particle kinetic energies and accelerations, and we found our DNS data for
these quantities to be in excellent agreement the model predictions of [2] and
[197]. Such particles also exhibited increased relative velocities and ‘caustics’
[182, 183], which occur as a result of the particles’ memory of their path-history
interactions with the turbulence.
A primary goal of our analysis in Part I was to determine the effect of
Reynolds number on particle collision rates. It is well-known that that droplet
growth and precipitation in warm, cumulus clouds occurs faster than current
microphysical models can predict, and the discrepancies are generally linked to
turbulent effects (see [148, 45, 69]). We explored droplet motions in turbulence
at the highest Reynolds numbers to date, and used the results to extrapolate to
Reynolds numbers representative of those in atmospheric clouds. A secondary
motivation to understand the extent to which protoplanetary nebulae forma-
tion (which depends on the collision and coalescence of small dust grains) is
affected by turbulence. (A more complete explanation of the physical processes
involved in cloud and protoplanetary nebulae formation is provided in Part I.)
To determine the collision rates, we computed particle radial distributions
and relative velocities and used the theory of [161] to calculate the kinematic
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collision kernel from these quantities. We observed that the collision rates of
weakly inertial particles (such as those that would be present in the early stage
of cloud formation) are almost entirely insensitive to the flow Reynolds num-
ber. This suggests that particle collisions are determined by the small-scale tur-
bulence, and that DNS at low Reynolds numbers is able to capture the essential
physics responsible for particle collisions in highly turbulent clouds.
One major simplification in Part I, however, was the neglect of gravitational
forces on the particles, which (1) allowed us to clearly discern the effect of iner-
tia on particle motions, (2) reduced the parameter space we must consider, (3)
ensured that the particle phase was isotropic, and (4) limited artificial periodic-
ity effects associated with the finite domain sizes. However, as noted in Part I,
gravity is not negligible for many particle-laden environmental flows. For ex-
ample, in warm cumulus clouds, the gravitational settling speeds of droplets
may be an order of magnitude larger than the Kolmogorov velocity, suggesting
that such droplets fall quickly through the turbulence and may therefore have
a substantially modified response to the underlying flow [6]. Therefore, in Part
II of our study, we systematically explore the effect of gravity on inertial par-
ticle statistics. To do so, we must consider how gravity introduces additional
complexity to our analysis, in particular with regard to the four points listed
above.
First, when gravitational forces are present, it becomes difficult to decouple
the effects of inertia and gravity on particle motion. We must therefore repeat-
edly compare our data with gravity to comparable data from Part I without
gravity, noting and explaining any changes in the results.
Second, the addition of gravity extends the dimensionality of the param-
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eter space we must consider. In Part I, where gravity was ignored, we were
able to consider only the effect of the Taylor-scale Reynolds number Rλ and the
small-scale Stokes number S t on the particle statistics. However, here in Part
II, we must introduce an additional non-dimensional parameter to account for
the gravitational acceleration. One way to do so is through a Froude number
Fr, which compares the turbulent Kolmogorov acceleration to the gravitational
acceleration (e.g., see [17]). Even for terrestrial atmospheric clouds (in which the
gravitational acceleration may be regarded as fixed) the turbulent acceleration
may vary by orders of magnitude (see [134]), leading to significant variations
in Fr. To properly understand the role of gravity, therefore, we must consider
particle statistics over a wide range of S t, Rλ, and Fr.
Third, gravity may cause the particle distributions and motions to become
anisotropic, even if the underlying turbulence is itself isotropic [6, 185, 17, 73].
This is because gravity acts along a given direction, reducing the symmetry of
the particle phase from isotropic to axisymmetric. We now must consider how
single-particle motions vary based on their direction relative to gravity, and also
how particle-pair dynamics depend on the orientation of the particle separation
vector relative to the direction of gravity.
Fourth, when gravity is strong, a particle may traverse the length of the do-
main more rapidly than the flow field decorrelates temporally. With periodic
boundary conditions, a particle may encounter the same turbulence multiple
times, artificially affecting its motion [185]. The domain size must be increased
to prevent this from occurring, and thus larger simulations and more computa-
tional resources are needed.
Previous DNSs of inertial particles subjected to gravity have primarily fo-
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cused on how turbulence alters particle settling velocities [175, 188, 190, 83,
17, 66] and collision rates [59, 6, 185, 119, 141, 17]. Our work here extends the
knowledge gained from these studies by performing simulations on larger do-
mains, over a wider-Reynolds-number range, and with more particle classes.
We also consider the effect of gravity on additional particle statistics (such as
velocity gradients, Lagrangian timescales, and accelerations), and specifically
address the influence of anisotropy on these and other statistics. To understand
the trends in many of these statistics, we introduce theoretical models and com-
pare these models with the DNS data.
The organization of this paper is similar to that of Part I. In §5.3, we dis-
cuss the numerical methods and parameters for our simulations. Single-particle
statistics are presented in §5.4, and particle-pair statistics in §5.5. We conclude
in §5.6 by summarizing our findings and suggesting some practical implications
for the cloud physics and turbulence communities.
5.3 Overview of simulations
5.3.1 Fluid phase
As in Part I, the flow fields here are from pseudospectral DNSs of isotropic tur-
bulence on cubic, tri-periodic domains of length L with N3 grid points, subject
to the continuity and momentum equations for an incompressible flow,
∇ · u = 0, (5.1)
∂u
∂t








= ν∇2u + f , (5.2)
143
where u is the fluid velocity, ω ≡ ∇ × u is the vorticity, p is the pressure, ρ f is
the fluid density, ν is the kinematic viscosity, and f is a large-scale forcing term
that is added to make the flow field statistically stationary. In these simulations,
deterministic forcing is applied to wavenumbers with magnitude κ =
√
2. More
details of the numerical methods are given in [84].
In Part I, L = 2π for all the simulations performed. To reduce artificial pe-
riodicity effects in these simulations with gravity, the domain lengths are here
extended to L = 16π (for Rλ = 90), L = 8π (for Rλ = 147), and L = 4π (for
Rλ = 230). (Rλ ≡ 2k
√
5/ (3νǫ) denotes the Taylor-scale Reynolds number, where
k is the kinetic energy and ǫ is the turbulent energy dissipation rate.) The grid
spacing is kept the same as the domain size is increased, and so the small-scale
resolution κmaxη is approximately constant between the different domain sizes
(where κmax is the maximum resolved wavenumber and η ≡ (ν3/ǫ)1/4 is the Kol-
mogorov length scale). In increasing the domain size, we also keep the viscosity
and forcing parameters the same, and thus both small-scale and large-scale flow
parameters are held approximately constant. At the two highest Reynolds num-
bers, we expect periodicity effects to be minimal, and the domain sizes are the
same (L = 2π) both with andwithout gravity. Refer to AppendixA for a detailed
examination of the effect of the domain size on fluid and particle statistics.
The simulation parameters are given in table 5.1. In all cases, the parameters
are very close to those given in Part I, and based on the results in Appendix A,
we can safely assume (with the exception of the acceleration kurtosis statistics–
see §5.4.3) that the differences in the particle statistics between these simulations
and those in Part I are due entirely to gravitational effects and not to any differ-
ences in the underlying flow. For simplicity, we will refer to all fields (both with
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Table 5.1: Simulation parameters for the DNS study. All dimensional pa-
rameters are in arbitrary units, and all quantities are defined in
the text in §5.3.1 and §5.3.2.
Simulation I II III IV V IIIb
Rλ 90 147 230 398 597 227
L 16π 8π 4π 2π 2π 2π
ν 0.005 0.002 0.0008289 0.0003 0.00013 0.0008289
ǫ 0.257 0.244 0.239 0.223 0.228 0.246
ℓ 1.47 1.44 1.49 1.45 1.43 1.43
ℓ/η 55.6 107 213 436 812 206
u′ 0.912 0.914 0.914 0.915 0.915 0.915
u′/uη 4.82 6.15 7.70 10.1 12.4 7.65
κmaxη 1.61 1.63 1.68 1.60 1.70 1.67
N 1024 1024 1024 1024 2048 512
and without gravity) by nominal Reynolds numbers which correspond to those
in table 5.1. The Reynolds numbers for the simulations in Part I are within 5%
of these values in all cases.
To perform a more complete parametric study of the effects of inertia and
gravity on particle statistics, we also conducted a simulation with similar flow
parameters to simulation III, but with a smaller domain size (due to computa-
tional limitations). The parameters for this simulation (referred to as IIIb) are
also given in table 5.1.
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5.3.2 Particle phase
We simulate the motion of spherical particles with finite inertia and gravi-
tational forces. The magnitude of a particle’s inertia is expressed as a non-





time of the particle, and the Kolmogorov timescale τη ≡ (ν/ǫ)1/2.
The gravitational forces on a particle can be parameterized in a number
of different ways (e.g., see [66]), with the two most commonly used non-
dimensional parameters being the Froude number Fr ≡ uη/(gτη) (which com-
pares the Kolmogorov-scale turbulent acceleration uη/τη to the gravitational ac-
celeration g) and the settling parameter S v ≡ τpg/uη (which compares a particle’s
settling velocity τpg to the Kolmogorov velocity of the turbulence uη ≡ (νǫ)1/4).
Note that these two non-dimensional parameters can be related through the
Stokes number, Fr = S t/S v, and that the Froude number Fr is independent of
τp.
Since a primary aim of this paper is to study the effect of gravity at conditions
representative of those in cumulus clouds, we calculate Fr and S v by assuming a
dissipation rate ǫ = 10−2 m2/s3 [148], a kinematic viscosity ν = 1.5×10−5 m2/s, and
a gravitational acceleration g = 9.8 m/s2. This gives us Fr = 0.052 or S v = 19.3S t.
Simulations I, II, III, and IV were therefore run with particles with 0 ≤ S t ≤ 3
and Fr = 0.052. Due to computational limitations, simulation V was only run
with 0 ≤ S t ≤ 0.3 and Fr = 0.052.
However, while the gravitational parameters were selected to be represen-
tative of those in a cumulus cloud, experimental observations have suggested
that cloud dissipation rates can vary by orders of magnitude (e.g., see [134]),
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resulting in large variations in Fr and S v. For example, a strongly turbulent cu-
mulonimbus cloud with ǫ ∼ 10−1 m2/s3 will give Fr ≈ 0.3 and S v ≈ 3.4S t, while
a weakly turbulent stratiform cloud with ǫ ∼ 10−3 m2/s3 will yield Fr ≈ 0.01
and S v ≈ 100S t [129]. To study a larger S t-S v parameter space, therefore,
we analyzed 513 different combinations of S t and S v in simulation IIIb, with
0 ≤ S t ≤ 56.2 and 0 ≤ S v ≤ 100. The results from this simulation will be used
to study detailed trends in particle accelerations, clustering, relative velocities,
and collision rates for different values of particle inertia and gravity. (The trends
in the particle kinetic energies and settling velocities obtained from this data set
are discussed in detail in [66].)
To model the dynamics of inertial particles, we make the following simplify-
ing assumptions. The particles are assumed to be small (d/η≪ 1, where d is the
particle diameter) and dense (ρp/ρ f ≫ 1, where ρp is the particle density), and
subject to only linear drag forces. The last assumption is reasonable when the
particle Reynolds number Rep ≡ |u(xp(t), t)−vp(t)|/ν < 0.5 [49]. (u(xp(t), t) = up(t)
denotes the undisturbed fluid velocity at the center of the particle at position xp,
and vp denotes the velocity of the particle. As in Part I, we will use the super-
script p on x, u, and v to denote time-dependent, Lagrangian variables defined
along particle trajectories. Phase-space positions and velocities will be denoted
without the superscript p.) While the linear drag model clearly breaks down
for particles with large slip velocities (as would be the case for strong inertia
or gravitational acceleration), the study of [66] suggests that existing nonlinear
drag models provide only a poor approximation to the complex effects of drag
on large, heavy particles. We have therefore restricted our attention to the case
of linear drag, with the understanding that the results are likely in quantitative
error when inertia and gravity are strong.
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u (xp(t), t) − vp(t)
τp
+ g, (5.3)
where g = (0, 0,−g) is the gravitational acceleration vector. To compute
u(xp(t), t), we employ an eight-point B-spline interpolation from the Eulerian
grid [169].
As in Part I, we began computing particle statistics once the particle distri-
butions and velocities became statistically stationary and independent of their
initial condition. For a subset Ntracked of the total number of particles in each
class Np, we stored particle positions, velocities, and velocity gradients every
0.1τη for a duration of about 100τη. These data are used to compute Lagrangian
correlations, accelerations, and timescales. Due to limitations in the available
hard-disk space, these statistics were only stored for particles with 0 ≤ S t ≤ 3
and Fr = 0.052.
5.4 Single-particle statistics
As in Part I, we first study the statistics of individual inertial particles. We
present small-scale velocity gradient statistics in §5.4.1, large-scale velocity
statistics in §5.4.2, and acceleration statistics in §5.4.3.
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5.4.1 Velocity gradient statistics
We denote the velocity gradients sampled by inertial particles as A(xp(t), t) ≡
∇u(xp(t), t). We first consider the diagonal components of A. In isotropic
turbulence without gravity, these components are statistically equivalent, and
for particles which uniformly sample the flow, their variances are given by
〈[A11(xp(t), t)]2〉 = 〈[A22(xp(t), t)]2〉 = 〈[A33(xp(t), t)]2〉 = 1/(15τ2η).
We expect that with the introduction of gravity, however, the particle phase
will be anisotropic, and thus these components may no longer be statistically
equivalent. Since gravity is applied along the x3-direction, we expect that the
statistics along this direction will differ from those in the x1- and x2-directions,
and that the particle statistics along the x1- and x2-directions will be equivalent.
For the remainder of the paper, the x3-direction will be denoted as the vertical
direction. The x1- and x2-directions will hereafter be referred to as the horizon-
tal directions, and data along these two directions will be averaged together
whenever possible and denoted with the subscript ‘1.’
We first consider vertical longitudinal velocity gradients (A33) and horizon-
tal longitudinal velocity gradients (A11). We plot the variance of A11(xp(t), t) and
A33(xp(t), t) in figure 5.1 at different values of Rλ, both with gravity (Fr = 0.052)
and without gravity (Fr = ∞). Without gravity, the velocity gradients decrease
with increasing S t for S t . 0.3. This is closely related to the trend in the strain
rates observed in Part I, which was attributed to the fact that inertia causes par-
ticles to be ejected from vortex sheets. With gravity, the velocity gradients in the
horizontal direction also decrease with increasing S t for S t . 0.3, as seen in fig-
ure 5.1(b). In addition, they are quite close to the corresponding values without
gravity here, suggesting that gravity does not lead to significant changes in pref-
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Figure 5.1: The normalized variance of the longitudinal velocity gradients
sampled by inertial particles for different values of Rλ and S t.
Open symbols denote data with gravity (Fr = 0.052), and filled
symbols denote data without gravity. The horizontal dotted
line indicates the expected value for uniformly distributed par-
ticles in isotropic turbulence. The gradients in the vertical and
horizontal directions are shown in (a) and (b), respectively.
erential sampling in the horizontal direction at low S t. We see in figure 5.1(a),
however, that gravity causes low-S t particles to sample regions of larger verti-
cal velocity gradients, and that these gradients are considerably different from
those when gravity is absent. These results suggest that gravity has a stronger
effect on the degree of preferential sampling in the vertical direction. Finally, we
observe that gravity also tends to reduce the degree of preferential sampling at
high S t, causing the gradients to approach the values predicted for uniformly
distributed particles in isotropic turbulence when S t & 1.
To further study the degree of preferential sampling, we decompose
A(xp(t), t) into a symmetric strain rate tensor S(xp(t), t) ≡ [A(xp(t), t) +
A⊺(xp(t), t)]/2 and an anti-symmetric rotation rate tensor R(xp(t), t) ≡
[A(xp(t), t) − A⊺(xp(t), t)]/2. We denote the average of the second invariants of
the strain and rotation rates sampled by the particles as 〈S2〉p ≡ 〈S(xp(t), t) :
S
⊺(xp(t), t)〉 and 〈R2〉p ≡ 〈R(xp(t), t) : R⊺(xp(t), t)〉, respectively.
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Figure 5.2: 〈S2〉p (a), 〈R2〉p (b), and 〈S2〉p − 〈R2〉p (c) as function of S t for
different values of Rλ. Open symbols denote data with gravity
(Fr = 0.052), and filled symbols denote data without gravity.
In figure 5.2, we plot τ2η〈S2〉p, τ2η〈R2〉p, and τ2η〈S2〉p−τ2η〈R2〉p, for particles which
are subject to gravity (Fr = 0.052) and for particles which are not subject to
gravity (Fr = ∞). As noted in Part I, when preferential sampling effects are
absent, τ2η〈S2〉p = τ2η〈R2〉p = 0.5. We see from figure 5.2 that gravity reduces the
degree of preferential sampling, causing τ2η〈S2〉p, τ2η〈R2〉p, and τ2η〈S2〉p − τ2η〈R2〉p
to be closer to the corresponding values for uniformly distributed particles. We
also note that preferential sampling effects are eliminated altogether for S t & 1,
which consistent with our observations above. The trends in the mean strain
and rotation rates with Rλ are similar both with and without gravity, and are
discussed in Part I.
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To explain the reduction in preferential sampling with gravity, we note that
gravity, by causing particles to downward through the underlying flow, reduces
the interaction times between the particles and the turbulent eddies. As a result,
particles have less time to be affected by straining and rotating regions of the
flow, and therefore experience less preferential sampling (see also [73]).
We test this argument by computing Lagrangian strain and rotation
timescales along inertial particle trajectories, both with and without gravity.
These timescales will also be used in §5.5.2 to model the degree of particle clus-
tering. We first consider the averaged strain timescale T pSS and the averaged
rotation timescale T pRR. As in Part I, T
p
SS is defined as the average of T
p
S11S11 ,












S23S23 , and T
p
S33S33 , while T
p
RR is taken
to be the average of T pR12R12 , T
p
R13R13 , and T
p
R23R23 . As noted in Part I, these compo-
nents of the strain and rotation timescales are statistically equivalent in isotropic
turbulence in the absence of gravity. Here, we define








Si j(xp(t), t)Skm(xp(t), t)
〉 , (5.4)
and we define the rotation timescales T pRi jRkm analogously.
Figure 5.3 shows DNS results for T pSS and T
p
RR, both with and without grav-
ity. We see that gravity does indeed reduce these timescales, in agreement with
our explanations above. We note that both with and without gravity, the strain
timescales are almost entirely insensitive to the flow Reynolds number. Also,
while the rotation timescales without gravity weakly vary with Rλ (as noted in
Part I) the rotation timescales with gravity appear to be Reynolds-number inde-
pendent.
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Figure 5.3: T pSS (a) and T
p
RR (b) plotted as a function of S t for different val-
ues of Rλ. Open symbols denote data with gravity (Fr = 0.052),
and filled symbols denote data without gravity. The theoreti-
cal predictions for S v ≫ u′/uη from Eq. (5.8) and Eq. (5.9) are
indicated by solid lines in (a) and (b), respectively.
We now develop a theoretical model to understand and quantify these
timescales when gravitational forces are strong (S v ≫ u′/uη). In this limit, the
particle motion is predominantly downward, and a particle’s displacement over
a time s is approximately equal to τpgs. We therefore model the Lagrangian
timescale of Si jSkm as
T pSi jSkm =
1〈







Si j(X , s)Skm(0, 0)
〉
̺(X , s) dXds, (5.5)
where ̺(X , s) ≡ δ(X − τpgs). Note that Eq. (5.5) is constructed by assuming that
the Lagrangian and Eulerian timescales are equivalent (i.e., ‘Corrsin’s hypoth-
esis,’ see [36]). In the limit S v ≫ u′/uη, Corrsin’s hypothesis is expected to be
exact, since the particle motions are almost independent of the underlying flow
field here.
Taking the integral of Eq. (5.5), we obtain
TSpi jSpkm =
1〈









In deriving Eq. (5.6), we have assumed that the particles fall so quickly that the
spatial decorrelation of the flow along their trajectories dominates the temporal
decorrelation of the turbulence.
To derive an analytical expression for the timescales, we assume that
〈Si j(τpgs, 0)Skm(0, 0)〉 decorrelates exponentially, which gives us





ℓSi jSkm,3 is the integral lengthscale of Si jSkm evaluated along the x3-direction. We
express Eq. (5.7) in non-dimensional form,




where we have used the top-hat symbol to denote a variable normalized by
Kolmogorov units. The rotation timescales T pRi jRkm are defined analogously,




Eq. (5.8) and Eq. (5.9) indicate that when S v ≫ u′/uη, the Lagrangian integral
timescales of the flow experienced by the particles are directly proportional to
the Eulerian integral lengthscales of the strain and rotation fields. Furthermore,
we see that as S v increases (i.e., gravitational forces become stronger), these
timescales become smaller, in agreement with our explanation above.
We use Eq. (5.8) and Eq. (5.9) to predict the averaged timescales T pSS and T
p
RR,
and include comparisons with the DNS data in figure 5.3. We see that as S t (and
thus S v) increases, our modeled timescales approach those from the DNS. The
differences between the DNS and theory are likely caused by the fact that we are
not able to reach sufficiently large values of S v for the model to hold, though it
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is possible some of the discrepancies are due to the assumed exponential form
of the correlations and slight periodicity effects (see Appendix A).
We next consider the anisotropy in the timescales. Based on the symmetries
in the system, we divide the strain timescales into six groups:
1. T pS11S11 , T
p
S22S22 ,
2. T pS11S22 ,
3. T pS12S12 ,
4. T pS13S13 , T
p
S23S23 ,
5. T pS11S33 , T
p
S22S33 ,
6. T pS33S33 ,
and the rotation timescales into two groups:
1. T pR12R12 .
2. T pR13R13 , T
p
R23R23 ,
with each of the elements in a group being statistically equivalent. These
timescales are plotted in figure 5.4 at Rλ = 398. Any statistically equivalent
timescales are averaged together, and the timescales are denoted by the first (or
only) item in the groups above.
We can explain the directional dependence of the timescales when gravity is
strong through Eq. (5.8) and Eq. (5.9). By using tensor invariance theory and the
properties of the strain rate tensor in an isotropic, incompressible flow, we can
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Figure 5.4: The Lagrangian strain (a) and rotation (b) timescales in differ-
ent directions at Rλ = 398, plotted as a function of S t, for parti-
cles with gravity (Fr = 0.052).
show that
2ℓS11S11,3 =ℓS11S22,3,
ℓS11S33,3 =ℓS33S33,3 = 0,
4ℓS11S11,3 =3ℓS12S12,3,
ℓS12S12,3 =ℓS13S13,3.











We similarly find that 2ℓR13R13,3 = ℓR12R12,3 in this limit, which implies that
2T pR13R13 = T
p
R12R12 here.
The trends in the relative magnitudes of the timescales are in agreement with
the predictions above at high S t, indicating that the Lagrangian timescales here
are dictated by the Eulerian integral lengthscales of the strain and rotation fields.
While comparisons between the DNS and theory for each of the components
are not shown here, we found that the theory tends to under-predict the DNS
timescales for S t ≤ 3, in agreement with our observations above. Two excep-
tions are the timescales T pS11S33,3 and T
p
S33S33,3, which our model predicts to be
zero, but the DNS show to be slightly negative at large S t (indicating that the
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negative correlations are more significant than the positive correlations here).
The physical explanation for these negative timescales is unknown.
5.4.2 Large-scale particle velocity statistics
We next consider the large-scale particle velocity statistics, focusing our atten-
tion on both themean particle settling velocities (§5.4.2) and the particle velocity
variances (§5.4.2). A discussion of these statistics over a large range of values of
S t and S v can be found in [66]. Here, we discuss the large-scale velocity statistics
of particles with 0 ≤ S t ≤ 3 with gravity (Fr = 0.052) and without gravity.
Mean particle settling velocities
We are interested in analyzing the effect of turbulence on the mean settling
speed of inertial particles. These settling speeds are indirectly related to the
collision rates of different-sized particles, though this relationship is in general
more complex than the simplified treatment used in some models (e.g., those
of [42, 64]). (Refer to [69] for a discussion of the relationship between the mean
settling velocity and the particle relative velocities.)
In [66], we showed that turbulence causes particles with low and intermedi-
ate S t to settle more quickly than they would in a quiescent flow. This finding
was also documented in several other DNS [175, 188, 83, 17] and experimental
[4, 189, 190, 66] studies. From Eq. (5.3), we can show that
〈u(xp(t), t)〉 = 〈vp(t)〉 − τpg ≡ −〈∆v〉p, (5.10)
where τpg = (0, 0,−τpg) is the gravitational settling velocity in a quiescent flow.
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We therefore see that settling velocities are enhanced (〈∆v3〉p > 0) when par-
ticles preferentially sample downward-moving flow. This phenomenon has
been referred to as both ‘preferential sweeping’ [175] and ‘fast-tracking’ [118].
(Note that we have defined 〈∆v3〉p such that positive values indicate turbulence-
enhanced settling, to follow the standard convention in the literature (e.g., see
[175]).)
At larger values of S t, a number of experimental studies have indicated that
turbulence acts to reduce the particle settling speed [118, 189, 91]. In [66], we
performed DNSs over a large range of different particle classes and concluded
that these reduced settling velocities are only possible in isotropic turbulence
when particles experience nonlinear drag forces. With nonlinear drag forces,
particles spend more time in upward-moving flow (due to the higher drag co-
efficients) and less time in downward-moving flow (due to lower drag coeffi-
cients), leading to reduced settling speeds. However, we found that DNSs with
a simple nonlinear drag model (e.g., see [33]) are in considerable quantitative
disagreement with experiments, suggesting that more sophisticated treatments
of the nonlinearities are necessary.
The DNSs in this study are performed using only a linear drag model (see
§5.3.2), and thus our settling speeds at the largest values of S t are likely in both
qualitative and quantitative error. However, the results in [66] suggest that the
settling rates at low and intermediate S t (S t . 1) are reasonably accurate, and
the larger Reynolds-number range of this study allows us to analyze how the
setting speeds of these particles are affected by changes in the flow Reynolds
number.
In figure 5.5(a) we plot the settling velocity enhancement 〈∆v3〉p normalized
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by the Kolmogorov velocity uη. In agreement with [66], the DNS with linear
drag shows no statistically significant indication of reduced settling speeds at
any Reynolds number simulated. We see that the mean settling speeds are in-
dependent of Rλ for S t ≤ 0.1, indicating that the settling speeds in this limit are
determined entirely by the small-scale turbulence, in agreement with [17]. [17]
also argue that for S t ≫ R1/2
λ
Fr and Fr ≪ R1/2
λ
, the particles will fall so quickly
that they sample the underlying turbulence as if it were a white-noise velocity






Our data in figure 5.5(b) support this scaling for small R3/4
λ
Fr2/3/S t, indicating
that the settling velocities of these particles are dependent on both the small-
and large-scale turbulence. However, the results must be interpreted with cau-
tion, since nonlinear drag effects (which are neglected in these simulations) are
likely important when R3/4
λ
Fr2/3/S t is small.
Particle velocity variances
We now consider the variance of the particle velocities. In Part I, we demon-
strated that the theories of [32] and [2] approximate inertial particle velocity
variances well in the limits of weak and strong inertia, respectively, in the ab-
sence of gravity. We now test the theory in [176], for the case where particles
are subjected to strong gravitational forces (S v ≫ u′/uη). Based on [176, 66], we









































Figure 5.5: Turbulence-induced enhancements (positive) or reductions
(negative) in the mean settling velocities of inertial particles
with gravity (Fr = 0.052), normalized by the Kolmogorov ve-
locity uη. The symbols denote different values of Rλ. The
data are plotted as a function of S t in (a), and as a function
of R3/4
λ
Fr2/3/S t in (b) to test the scaling in Eq. (5.11).
















Eq. (5.12) and Eq. (5.13) imply that the particle velocity variances decrease
with increasing S t and increasing S v. The physical explanation is that for large
S t or large S v, the particles have a diminished response to the underlying flow,
either because they filter out high frequency velocity modes as a result of their
inertia (for large S t) or because they fall quickly through the flow and have
less time to respond to velocity fluctuations (for large S v). We also observe
from Eq. (5.12) and Eq. (5.13) that the particle velocity variances increase with
increasing Rλ (since η/ℓ decreases). In this case (as explained in Part I), more
velocity modes are present with timescales greater than the particle response
time, causing the filtering effect to be minimized.
160














which implies that the vertical velocity variance exceeds the horizontal velocity
variance. The physical explanation is provided in [195, 37, 66] and is summa-
rized below. As the particles fall, the fluid velocity along the particle trajectories
decorrelates both spatially and temporally. In the limit of strong gravity, the
particles traverse the lengthscales of the flow in a time which is much shorter
than the temporal correlation of the flow field. Consequently, the fluid velocity
field may be approximated as being ‘frozen,’ and it is the spatial correlations
of the fluid velocity experienced by the particles that govern the particle ve-
locity behavior. In the limit of strong gravity, the dominant particle motion is
in the vertical direction. Since in isotropic turbulence the longitudinal integral
lengthscale is twice the transverse integral lengthscale, the particles falling un-
der gravity will experience vertical fluid velocities which are more significantly
correlated over the timescale τp than are horizontal fluid velocities. This then
leads to larger particle velocity variances in the vertical direction. Following
[37], we will hereafter refer to this as the ‘continuity effect.’
In figure 5.6, we show comparisons between the theory (Eq. (5.12) and
Eq. (5.13)) and the DNS. The theory is in excellent agreement with the DNS
at large S t, as expected. We note that as Rλ increases, the agreement between
the theory and DNS begins at increasingly larger values of S t. This is because
the theory is expected to hold for S v = S t/Fr ≫ u′/uη, and thus as Rλ increases
(increasing u′/uη), larger values of S t are required.
We finally analyze the velocity variances when S t is small. In this case, we
expect the particle motion to be primarily determined by preferential sampling.
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Figure 5.6: The variance of the particle velocities in the vertical (a) and hor-
izontal (b) directions. The symbols denote the DNS data with
gravity (Fr = 0.052), and the lines and plus signs in (a) and (b)
indicate the predictions from Eq. (5.12) and Eq. (5.13) for the
different Reynolds numbers simulated.
In Part I, we demonstrated that small-S t particles preferentially sample high
energy regions in the absence of gravity, causing them to have larger velocity
variances than corresponding fluid particles. Figure 5.7 compares the variances
of inertial particles to the variance of the fluid sampled by these particles for
low S t and Fr = 0.052. As expected, for low S t (and hence low S v), the particle
velocity variances exceed u′2 and are almost equal to the variances of the fluid
velocity sampled by the particles. For S t > 0.1, the particle velocity variances
begin to deviate from those of the underlying fluid, indicating that preferential
sampling is less significant here.
5.4.3 Particle accelerations
We now move from particle velocity statistics to particle acceleration statistics.
In §5.4.3, we consider the expected acceleration behavior for different values of
S t and S v, discuss DNS data for the acceleration variances, and introduce two
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Figure 5.7: DNS data for the variance of the particle velocities with grav-
ity (Fr = 0.052) at low S t for different values of Rλ. Variances
in the vertical and horizontal directions are shown in (a) and
(b), respectively. Open symbols denote the variance of the par-
ticle velocities, and filled symbols denote the variance of fluid
velocities at the particle locations.
theoretical models to understand and quantify the accelerations when gravita-
tional forces are strong. We then examine higher-order acceleration statistics
from the DNS in §5.4.3.
Particle acceleration variances
We first consider the particle acceleration variances, which we expect to be
strongly dependent on both S t and S v. For S t ≪ 1 and S v = 0 (weakly inertial
particles without gravity), preferential sampling is the dominant mechanism (as
discussed in Part I), the particle acceleration ap(t) ≡ dvp(t)/dt is approximately
equal to the fluid acceleration at the particle locations a f p(t), and we therefore
have (e.g., see [12]),
ap(t) ≈ a f p(t) = ∂u(x
p(t), t)
∂t
+ u(xp(t), t) · ∇u(xp(t), t). (5.15)
163
In Part I, we showed that the trends in the accelerations at low S t without grav-
ity can be well-modeled by the preferential-sampling theory in [32].
As S v is increased, but S t still remains small, the particles will still respond
almost instantaneously to the underlying flow, but the imposed gravitational
forces will induce a downward particle motion. The particles will therefore
encounter different regions of the turbulence over a short duration, increasing
their accelerations. We refer to this phenomenon as the ‘gravitational trajectory
effect.’ (Note that [195] used the term the ‘effect of crossing trajectories’ to refer
to this mechanism. Since current literature generally uses the term ‘crossing
trajectories’ to denote the fact that the particle velocity can take on multiple
values at a single point in the absence of gravity (e.g., see [58, 113, 144]), we use
an alternate term, the ‘gravitational trajectory effect,’ to avoid any ambiguity.)
The particle acceleration in this case can be approximated by the derivative of







+ vp(t) · ∇u(xp(t), t). (5.16)
We expect that for S t ≪ 1 and S v ≪ 1, u(xp(t), t) ≈ vp(t), and thus ap(t), a f p(t),
and dup/dt will be equivalent.
As S t (and thus S v) increases, the particles will fall more rapidly through
the flow, causing dup/dt to become larger. However, large-S t particles will no
longer respond quickly to changes in the underlying flow (due to the inertial
filtering effect, as discussed in Part I), and we expect that ap(t) will eventually
decrease with increasing S t.
We test these arguments in figure 5.8(a,b) by plotting DNS data for the vari-
ance of ap(t), a f p(t), and dup/dt in the vertical and horizontal directions for
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S t ≤ 3. (The vertical and horizontal variances of ap(t) are denoted as 〈a23〉p and
〈a21〉p, respectively; the vertical and horizontal variances of a f p(t) are denoted
as 〈a23〉 f p and 〈a21〉 f p, respectively; and the vertical and horizontal variances of
dup/dt are denoted as 〈(du3/dt)2〉p and 〈(du1/dt)2〉p, respectively.) The data are
also shown in figure 5.8(c,d) for S t ≤ 0.3 to highlight the trends when S t is
small.
At the smallest Stokes number (S t = 0.05, corresponding to S v = 0.96),
inertial and gravitational effects are small, and all three quantities are almost
identical, indicating that the preferential-sampling effect is dominant. The ac-
celerations increase with increasing Rλ, since the fluid acceleration field be-
comes increasingly intermittent (refer to Part I). For S t > 0.05 (corresponding
to S v > 0.96), gravitational effects are important, and 〈a21,3〉p increases due to
the gravitational trajectory effect and deviates from 〈a21,3〉 f p. For S t . 0.2, the
〈a21,3〉p ≈ 〈(du21,3/dt)〉p, demonstrating that Eq. (5.16) holds here. 〈(du1/dt)2〉p and
〈(du3/dt)2〉p continue to increase with increasing S t, as expected, while 〈a21〉p and
〈a23〉p begin to decrease with increasing S t for S t & 0.7 (due to the inertial filter-
ing effect). All of these trends are in agreement with our physical explanations
above.
By comparing the DNS data with gravity here to the data without gravity in
Part I, we see that gravity can lead to particle acceleration variances which are
orders of magnitude larger than those without gravity. The physical explana-
tion is that with gravity, preferential sampling effects (which tend to decrease
the accelerations, as explained in Part I) are reduced, and gravitational trajec-
tory effects (which tend to increase the accelerations, as explained above) are
introduced.
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Figure 5.8: Inertial particle acceleration variances in the vertical direction
(a,c) and horizontal directions (b,d) for different values of S t
and Rλ. All data are with gravity included (Fr = 0.052). Open
symbols denote 〈a21,3〉p, filled black symbols denote 〈a21,3〉 f p, and
filled gray symbols denote 〈(du1,3/dt)2〉p. (a) and (b) show data
over the full range of non-zero S t on logarithmic axes, and (c)
and (d) show data for S t ≤ 0.3 on linear axes to highlight the
trends here. The lines in (a) and (b) are the predictions from
Eq. (5.19) and Eq. (5.20), respectively.
We now develop two theoretical models to predict these quantities when
gravitational forces are strong (S v ≫ u′/uη). The first predicts the variance of
dup/dt, while the second predicts the variance of ap(t).
For S v ≫ u′/uη, the convective velocity vp(t) is about equal to the gravita-



































We computed each of the terms on the right-hand-side of Eq. (5.18) from
DNS data to test their relative magnitudes. The first term was seen to be highly
intermittent and generally independent of S t. [165] attributed this intermittency
to the large-scale advection of dissipation-range eddies (which causes the ve-
locity at a fixed point to vary rapidly in time), and proposed that this quantity
scales with Rλa2η. A linear least-squares regression from our DNS suggests that
it scales approximately with R1.3
λ
a2η, though presumably the linear scaling with
Rλ may be recovered at larger Reynolds numbers. We therefore expect the first
term to be large at high Reynolds numbers, though for the Reynolds numbers
simulated in our study, it is always less than 50a2η.
DNS indicate that the second term is negligible, since the partial temporal
and partial spatial derivatives are generally uncorrelated. (The correlation coef-
ficients are always less than 5%.) One possible explanation is that ∂up3(xp(t), t)/∂t
is influenced by large-scale advection, while ∂up3(xp(t), t)/∂x3 is affected almost
entirely by small-scale motions. These terms are therefore expected to be uncor-
related given a sufficient separation between the large and small scales of the
turbulence.
Based on our results in §5.4.1, the third term is given as τ2pg
2/(15τ2η) for S t & 1,
which is equivalent to a2ηS v2/15. For large S v, this term is much larger than the
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Eq. (5.19) and Eq. (5.20) indicate that 〈(du1/dt)2〉p = 2〈(du3/dt)2〉p. The physical
explanation is that, since the particle motion is mostly downward, the horizon-
tal acceleration components will involve transverse velocity derivatives, and
these are larger than the longitudinal velocity derivatives since they include the
effect of rotation.
The predictions from Eq. (5.19) and Eq. (5.20) are included in figure 5.8, and
are in good agreement with the DNS for S t & 1. The DNS also indicates that at
large S t, the variance of dup/dt is larger (smaller) in horizontal (vertical) direc-
tion, as explained above.
We now develop a model for the particle acceleration variances in the limit











[u(xp(t), t) − u(xp(s), s)] ds. (5.21)
Without loss of generality, we take t = 0 and write the particle acceleration














































































In deriving Eq. (5.23), we have used the fact that 〈u(xp(t), t)〉 = 〈vp(t)〉 − τpg ≡
−〈∆v〉p and that |〈∆v〉p|/u′ ≪ 1 (see §5.4.2). Based on PDF theory [139], the
second term on the right-hand-side of Eq. (5.22) is equivalent to the particle
velocity covariance multiplied by −2τ−2p , while the third term equivalent to the
particle velocity covariance multiplied by τ−2p .
Using these relationships and the expressions for the velocity variances in
















































This implies that the acceleration variances, in contrast to the velocity variances,
are larger in the horizontal than in the vertical direction. There are two reasons
for this trend. The first is that the variance of dup/dt is larger in the horizontal
direction, as explained above. The second is because of the continuity effect
described in §5.4.2. That is, the spatial correlation of the fluid velocity along the
particle trajectories is shorter for horizontal velocity components. As a result,
the horizontal fluid velocities will changemore rapidly, leading to larger particle
accelerations in these directions.
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Figure 5.9: The variance of the particle accelerations in the vertical (a) and
horizontal (b) directions. Open symbols denote DNS data with
gravity (Fr = 0.052), and the lines and plus signs in (a) and (b)
indicate the predictions from Eq. (5.24) and Eq. (5.25) for the
different Reynolds numbers simulated.
In figure 5.9, we compare the predictions from Eq. (5.24) and Eq. (5.25) to
DNS data. The results are in excellent agreement at large S t. For large S t, the
theory is able to capture the trends with Rλ, the decrease in the variances with
increasing S t, and the fact that the variances are larger in the horizontal direc-
tions than in the vertical direction.
To further explore the trends in the accelerations for particles with varying
levels of inertia and gravity, we plot in figure 5.10 inertial particle acceleration
variances for 0 < S t ≤ 56.2, 0 < S v ≤ 100, and Rλ = 227. (It is important to
recognize, however, that the statistics at large S v are likely in significant quanti-
tative error and should be treated with caution. Refer to Appendix A for more
information on the effects of periodicity.) As expected, the particle acceleration
variances are the largest for S t ≪ 1 and S v ≫ 1, due to the gravitational trajec-
tory effect, as suggested by Eq. (5.24) and Eq. (5.25). For sufficiently large S t,
particles filter out nearly all of the large-scale turbulence, and so acceleration


























Figure 5.10: Filled contours of the particle acceleration variances, 〈a23〉p
(a) and 〈a21〉p (b), normalized by the Kolmogorov acceleration
variance a2η, for Rλ = 227. The contours are logarithmically
scaled, and the labels on the colorbar denote exponents of the
decade. The diagonal lines denote three different values of
Fr, corresponding to conditions representative of stratiform
clouds (Fr = 0.01), cumulus clouds (Fr = 0.05), and cumu-
lonimbus clouds (Fr = 0.3). The dotted line corresponds to
〈a21,3〉p = a2η.
determined by a combination of preferential-sampling, gravitational-trajectory,
and inertial-filtering effects. We also observe from this figure that the particle
acceleration variances are the largest in conditions representative of stratiform
clouds (i.e., Fr = 0.01) and the smallest in conditions representative of cumu-
lonimbus clouds (i.e., Fr = 0.3).
Higher-order particle acceleration statistics
Having considered the acceleration variances, we now examine higher-order
statistics of the particle accelerations. In figure 5.11, we plot PDFs of the particle
acceleration, both with and without gravity, at Rλ = 398. We observe that as
S t increases (both with and without gravity), the tails of the acceleration PDFs
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Figure 5.11: PDFs of the vertical (a) and horizontal (b) acceleration compo-
nents at Rλ = 398. The open symbols denote data with gravity
(Fr = 0.052), the filled symbols denote data without gravity,
and the solid line denotes data for fluid (S t = 0) particles. The
insets show the central region of the PDFs on a linear scale.
become less pronounced, indicating that the particles are less likely to experi-
ence very strong accelerations [12, 143]. However, in the presence of gravity,
this reduction in the tails is less apparent, suggesting that the particles sample
more high intensity accelerations than they would without gravity. As shown
in the insets in figure 5.11, gravity also leads to an increased probability of mod-
erate acceleration events and a decreased probability of low acceleration events,
causing the increased variances discussed in §5.4.3.
The PDFs in figure 5.11(a) have a slight positive skewness for moderate S t
with gravity, indicating a preference for strongly positive accelerations (i.e., ac-
celerations opposite to gravity) over strongly negative ones (i.e., accelerations
in the same direction as gravity). The PDFs without gravity and in the hori-
zontal directions exhibit no skewness, as expected. We quantify the skewness
in the vertical direction (denoted as 〈a33〉p/(〈a23〉p)3/2) at different values of Rλ in
figure 5.12, where we see that it peaks for S t ∼ 1. From Eq. (5.3), we can show
that the positive skewness in the particle accelerations corresponds to a positive
172


















Figure 5.12: Skewness of the particle accelerations parallel to gravity as a
function of S t at different values of Rλ. The symbols denote
DNS data with gravity (Fr = 0.052).
skewness in the slip velocity up3 − vp3 , and that the mean slip velocity of a statis-
tically stationary system must equal τpg. The skewness in the vertical particle
accelerations therefore indicates an asymmetry in the slip velocities at the par-
ticle positions. Specifically, it indicates that the slip velocities which are farthest
from the mean are associated with a small fraction of particles which reside in
regions where up3 − vp3 ≫ τpg. This skewness in the acceleration diminishes as S t
increases, since the particles tend to sample the flow more uniformly here (see
§5.4.1), causing their slip velocities to become more symmetric.
Finally, in figure 5.13, we examine the kurtosis of the particle accelerations
(denoted as 〈a41,3〉p/(〈a21,3〉p)2) with and without gravity. We see that gravity de-
creases the kurtosis of the largest particles (as compared to the case without
gravity) and that the kurtosis values are almost identical in both vertical and
horizontal directions. By analyzing the PDFs in figure 5.11, we notice that while
gravity increases the tails of the PDFs, it also increases the central region, caus-
ing an overall increase in the variance and a subsequent decrease in the kurtosis.
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Figure 5.13: Kurtosis of the particle accelerations in the vertical (a) and
horizontal directions (b) as a function of S t at different val-
ues of Rλ. The open symbols denote DNS data with gravity
(Fr = 0.052), and the filled symbols denote DNS data without
gravity.
We also observe that at the lowest values of S t and the three lowest Reynolds
numbers, the acceleration kurtosis values with gravity are slightly larger than
those without gravity. This, however, is a numerical artifact of the differences in
the box size between the cases with and without gravity (refer to §5.3.1), and no
such deviations are seen if the box sizes are kept the same. (Refer to AppendixA
for a more complete discussion.)
In closing this section, we note that our study is, to the best of our knowl-
edge, the first study to analyze the accelerations of particles with non-negligible
gravitational forces in homogeneous turbulence. Previous studies which con-
sidered particle accelerations in channel flows demonstrated that the coupling
between particle inertia, gravity, and shear can lead to strong accelerations in
the near-wall region [63, 98]. Here, we demonstrate that even in a homogeneous
and isotropic turbulence, the coupling between particle inertia and gravity is
sufficient to lead to large particle acceleration variances under certain condi-
tions.
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The large particle accelerations observed here are particularly relevant to col-
lisions between particles with different sizes. As explained in [32], the relative
velocity between two particles of different sizes is related to their accelerations.
It is thus possible that increased particle accelerations could lead to larger rela-
tive velocities and more frequent collisions between different-sized particles.
5.5 Two-particle statistics
We now consider two-particle statistics with gravity, in particular, particle rela-
tive velocities (§5.5.1), clustering (§5.5.2), and collision kernels (§5.5.3). In each
case, we compare our results to those without gravity (from Part I) to highlight
the role gravity plays on each statistic.
5.5.1 Particle relative velocities
In this section, we examine the effect of gravity on the relative velocities of iner-
tial particles. These data will help us to model and explain the trends in particle
clustering in §5.5.2. We first discuss the expected effect of gravity on the relative
velocities from a theoretical framework (§5.5.1), and then analyze DNS results
for separations in the dissipation (§5.5.1) and inertial (§5.5.1) ranges. Finally, in
§5.5.1, we study the anisotropy in the relative velocities induced by gravity.
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Theoretical framework for particle relative velocities
We define wp(t) as the relative velocity between two particles at time t, and
∆u(rp(t), t) as the difference in the fluid velocities at the particle locations at
that time. Following the nomenclature in Part I, we define the second-order









where 〈·〉r denotes an ensemble average conditioned on rp(t) = r. (rp(t) is the
particle separation vector at time t.)
To construct an exact integral solution for S p2 (r), we first rewrite Eq. (5.3) as






It is thus clear that gravity does not explicitly affect the relative motion of like
particles; indeed, gravity only features implicitly in Eq. (5.27) through its effect
on∆u(rp(t), t).
The formal solution of Eq. (5.27) can then be used to construct the exact ex-
















S t−1(sˆ + ˆS )
]
dsˆd ˆS . (5.28)
In this equation, we have used ˆY to denote a variable Y normalized by Kol-
mogorov units.
We first consider Eq. (5.28) in the absence of gravity. From Eq. (5.28), we
observe that particle relative velocities are affected by the fluid velocity differ-
ence∆u(rp(t), t) along their trajectories. For small values of S t, the exponential
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term in Eq. (5.28) causes contributions to the integral from times in the past
(i.e. sˆ < 0, ˆS < 0) to be negligible, and the particle relative velocities become
equivalent to the fluid velocity differences at the particle positions, indicating
that preferential sampling is the dominant mechanism affecting relative particle
motion. As shown in Part I, preferential sampling causes inertial particles to ex-
perience larger (smaller) fluid velocity differences than those of fluid particles
in directions parallel (perpendicular) to the particle separation vector.
As S t increases (but gravitational forces are still absent or negligible), the
exponential term is no longer small for times in the past. These particles retain
a memory of their interactions with the turbulence, and it is the fluid velocities
at larger separations along their path histories that dominate the contribution
to the particle velocity dynamics, leading to particle relative velocities which
are greater than those of the local fluid. This phenomenon has been referred to
as ‘caustics’ (e.g., see [182, 183]). Refer to [25] for a more complete theoretical
discussion of the relative velocities of inertial particles in the absence of gravity,
and to Part I for a detailed examination of relative velocity statistics here.
We now discuss how these relative velocities will be modified by the pres-
ence of gravity. We saw in §5.4.1 that gravity generally reduces the degree of
preferential sampling. With gravity, we therefore expect the relative velocities
of small-S t particles to be affected less by preferential sampling, and therefore
to be closer to those of S t = 0 particles.
At higher values of S t, gravity is expected to alter the inertial particle rel-
ative velocities through its influence on the path-history mechanism. We ob-
served in §5.4.1 that gravity reduces the correlation timescales of the flow along
particle trajectories. This implies that gravity causes the fluid velocity differ-
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ences in Eq. (5.28) to become decorrelated more rapidly, and thus it reduces
the correlation radius over which the relative velocities are influenced by their
path-history interactions with the fluid. We therefore expect the particle relative
velocities here to be reduced with gravity.
To summarize, particles with weak inertial (S t ≪ 1) and gravitational
(S v ≪ 1) forces are subject to preferential sampling effects, which tend to in-
crease (decrease) their relative velocities parallel (perpendicular) to the sepa-
ration vector. As gravitational forces are increased, however, this preferential
sampling effect is reduced, causing the relative velocities to approach those of
fluid particles. Particles with strong inertia (S t & 1) and weak gravitational
forces (S v ≪ 1) retain a memory of path-history interactions with the turbu-
lence, which increases their relative velocities. However, as S v increases, the
influence of these path-history interactions is reduced, decreasing the relative
velocities. We now test these arguments using DNS data for different values of
S t and S v.
Dissipation range relative velocity statistics
We first consider DNS data for separations in the dissipation range, which is
taken to extend from 0 ≤ r . 10η, as in Part I and [87]. We define the relative ve-
locities parallel to the separation vector (i.e., the longitudinal relative velocities)
as wp‖ , and the relative velocities perpendicular to the separation vector (i.e., the
transverse relative velocities) as wp⊥.
Before examining different moments of the relative velocity statistics, we
first consider PDFs of wp‖ to gain an understanding of the overall effect of grav-
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Figure 5.14: PDFs of the radial relative velocities without gravity (a) and
with gravity (Fr = 0.052) (b) at Rλ = 398 and 0 ≤ r/η ≤ 2. The
solid line denotes data for fluid (S t = 0) particles.
ity on the distribution of the relative velocities. We see from figure 5.14 that
gravity has a dramatic effect on the relative velocities at large S t and leads to
strong reductions in the tails of the PDFs here. This is in agreement with our
explanation above, where we argue that gravity suppresses path-history effects
and thereby reduces the relative velocities.
We now quantify the effect of gravity at both low and high S t by examin-
ing the longitudinal and transverse relative velocity variances. As in Part I, we


















where 〈·〉r denotes an ensemble average conditioned on |rp(t)| = r.
In figure 5.15, we plot the relative velocity variances S p2‖ and S
p
2⊥. For S t ≥ 1
(corresponding to S v ≥ 19.3), we observe that gravity strongly decreases the
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Figure 5.15: The variance of the particle relative velocities parallel to the
separation vector (a) and perpendicular to the separation vec-
tor (b) for Rλ = 398, plotted as a function of r/η for different S t.
The thin solid lines indicate data with gravity (Fr = 0.052), the
dashed lines indicate data without gravity, and the thick dot-
ted line indicates fluid (S t = 0) particles. The Stokes numbers
are indicated by the line labels, and the fluid velocity scalings
are indicated by thick solid lines.
relative velocities, in some cases causing them to be orders of magnitude smaller
than their values without gravity. This indicates that gravity reduces the effect
of path-history interactions on the relative velocities, as explained above.
For S t = 0.3 and very small separations (r/η . 1), the relative velocities show
evidence of path-history effects (see also Part I), causing the relative velocities
to exceed those of S t = 0 particles in both the parallel and perpendicular direc-
tions. At larger separations (1 . r/η . 10), however, we observe the expected
increase (decrease) in the longitudinal (transverse) relative velocities as a result
of preferential sampling. We also see that gravity causes the relative velocities
here to be closer to those of the underlying fluid, since it decreases preferen-
tial sampling effects. These trends are consistent with our explanations above.
(Note that since particles with S t < 0.3 have only weak gravitational forces
(S v < 5.79), the effect of gravity on the relative velocities is less apparent, and
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data from these particle classes are therefore not shown.)
The decreased influence of path-history interactions is also apparent in the
scaling of the relative velocity variances in figure 5.15. In the dissipation range
the fluid relative velocity variances scale with r2. In the absence of gravity, the
relative velocities for S t ≥ 1 do not exhibit r2-scaling over any of the dissipation
range, as was noted in Part I. However, with the addition of gravity, we see a
clear r2-scaling for 1 . r/η . 10. Compared to the case without gravity, one
has to go to smaller separations to observe deviations from r2 scaling, since the
reduction in the path-history contribution means that one needs to go to regions
where ∆u is much smaller before the history contribution becomes important.
While our efforts to this point have primarily been focused on understand-
ing the relative velocity variance, we are primarily interested in the mean in-
ward relative velocity, since this quantity is directly proportional to the particle
collision kernel (see §5.5.3). We define the longitudinal mean inward relative
velocity as





‖ p(wp‖ |r)dwp‖ , (5.31)
where p(wp‖ |r) is the probability density function of the relative velocity condi-
tioned on a separation magnitude r. The mean inward relative velocity is more
difficult to model than the relative velocity variance, but we expect both statis-
tics to followmany of the same trends. In figure 5.16, we show S p−‖(r) at Rλ = 398,
both with and without gravity.
We see that the mean inward velocities, like the variances, decrease with
the addition of gravity at large (small) S t due to the reduced influence of the
path-history (preferential-sampling) mechanisms. Interestingly, with gravity,
the mean inward relative velocities (in contrast to the relative velocity variances)
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Figure 5.16: The mean inward particle relative velocity for Rλ = 398, plot-
ted as a function of r/η for different S t. The thin solid lines
indicate data with gravity (Fr = 0.052), the dashed lines indi-
cate data without gravity, and the thick dotted line indicates
fluid (S t = 0) particles. The Stokes numbers are indicated by
the line labels, and the fluid velocity scalings are shown by
thick solid lines.
follow the local fluid scaling almost perfectly throughout the entire dissipation
range. This result was also noted in [17]. One plausible explanation is that since
the mean inward velocity is a lower-order statistic than the velocity variance,
it is less affected by path-history interactions, which generally tend to decrease
the scaling (see Part I).
To further verify our arguments above, it is helpful to decouple the effects
of gravity and inertia by varying each independently. We do so in figure 5.17,
where we show S p−‖(r) and S p2‖(r) for 0 < S t ≤ 56.2, 0 < S v ≤ 100, and Rλ = 227.
While the results at high S v are likely artificially affected by the periodic bound-
ary conditions, we can nevertheless use these data to discuss the qualitative
trends in the relative velocities at different values of S t and S v.


























Figure 5.17: Filled contours of S p−‖(r)/uη (a) and S p2‖(r)/u2η (b) evaluated at
r/η = 0.25 and Rλ = 227 for different values of S t and S v. The
contours are logarithmically scaled, and the colorbar labels in-
dicate the exponents of the decade. The diagonal lines denote
three different values of Fr, corresponding to conditions rep-
resentative of stratiform clouds (Fr = 0.01), cumulus clouds
(Fr = 0.05), and cumulonimbus clouds (Fr = 0.3).
S v . 10, both quantities increase with increasing S t, either due to preferential-
sampling effects (at low S t) or path-history effects (at high S t). The relative
velocities also decrease with increasing S v, since gravity causes both effects to
be less significant, as explained in §5.5.1. Finally, we observe that the relative
velocities are the smallest for the largest values of S v and S t ∼ 1. At smaller
(larger) S t, preferential-concentration (path-history) effects are more significant,
leading to an increase in the relative velocities. One implication of these results
is that for a given value of S t, droplets in stratiform clouds (Fr = 0.01) will
generally have smaller relative velocities than droplets in cumulonimbus clouds
(Fr = 0.3).
We have thus far examined and explained relative velocity statistics for
fixed Reynolds numbers. We now consider how these statistics are affected by




η. For 0 ≤ S t ≤ 3,
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Figure 5.18: The normalized mean inward radial relative velocities (a) and
relative velocity variances (b) plotted as a function of S t for
different values of Rλ. The open symbols denote the case with
gravity (Fr = 0.052), and the filled symbols denote the case
without gravity. Data are shown for particles with separations
r = 0.25η and r = 9.75η.
the longitudinal relative velocities have a very weak dependence on Rλ, both
with and without gravity. In Part I, we noted that S p2‖/u
2
η increases weakly with
increasing Rλ in the absence of gravity for 0.3 . S t . 1, and attributed this trend
to the increase in the intermittency of the turbulence with increasing Rλ. While
we expected the increased intermittency of the turbulence to also increase the
relative velocities for higher-S t particles, we instead found that the relative ve-
locities decreased with increasing Rλ for 1 . S t . 3. We argued that this trend
was caused by a corresponding decrease in the rotation timescales T pRR/τη, which
in turn reduced the influence of path-history effects and decreased the relative
velocities. However, with gravity, we find that T pRR/τη is generally independent
of Rλ (see §5.4.1), and thus we expect the increased intermittency of the turbu-
lence to cause S p2‖/u
2
η to uniformly increase with increasing Rλ for S t & 0.3. Our
results in figure 5.18 confirm this expectation. We also see that S p−‖/uη is gener-
ally unaffected by changes in Rλ, since it is less influenced by the intermittency
of the flow (as explained in Part I).
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Figure 5.19: (a) The transverse relative velocity variances, plotted as a
function of S t for different values of Rλ. Data are shown for
particles with separations r = 0.25η and r = 9.75η. (b) The ra-
tio between the transverse and longitudinal relative velocity
variances S p2⊥/S
p
2‖, evaluated at r/η = 0.25. In both plots, the
open symbols denote the case with gravity (Fr = 0.052), and
the filled symbols denote the case without gravity.
We are also interested in the effect of the Reynolds number on the transverse
relative velocities. Figure 5.19(a) shows the transverse relative velocity vari-
ances S p2⊥ for different values of S t, r/η, and Rλ. We see that the trends with Rλ
are identical to those in the longitudinal direction.
In Part I, we found that without gravity, the longitudinal and transverse rela-
tive velocities became equivalent at small separations for S t & 0.3. The physical
explanation is that the path-history contribution to their relative velocities de-
creases the coherence of the pairmotion, and in the ballistic limit where the pairs
move independently of each other, the longitudinal and transverse components
are equal. However, with gravity, path-history effects are weaker, and thus the
longitudinal and transverse velocities may not be the same in this regime. We
compare these two quantities in figure 5.19(b) by plotting S p2⊥/S
p
2‖ at r/η = 0.25.




2‖ approaches 2, the value for fluid particles (e.g., see [130]), at low val-
ues of S t. Figure 5.19(b) also indicates that for S t & 0.3 without gravity, S p2⊥ and
S p2‖ are equivalent, as expected. At high values of S t with gravity, however, the
longitudinal and transverse components are not equivalent, since path-history
effects are less significant. As Rλ increases, the particle relative velocities are
affected by increasingly intermittent turbulence along their path histories. As a
result, the relative velocities and larger and the particles move more ballistically,
causing the ratio S p2⊥/S
p
2‖ to decrease with increasing Rλ.
We now examine the effects of Reynolds number on the scaling of the relative
velocities. As in Part I, we compute the scaling exponents of the mean inward
relative velocity (ζ−‖ ) and the relative velocity variance (ζ
2
‖ ) by performing lin-
ear least-squares power-law fits over separations 0.75 ≤ r/η ≤ 2.75. While our
observations from figure 5.15 suggest that the power-law exponent may vary
considerably over this range, we are forced to use this relatively large range due
to insufficient statistics at smaller separations. Thus, while these scaling expo-
nents allow us to assess the qualitative trends in the scaling as we change Rλ
and add gravity, they only provide an indication of the average scaling behav-
ior between 0.75 ≤ r/η ≤ 2.75, and do not necessarily suggest that the velocities
follow the same scaling throughout this entire region.
The scaling exponents are shown in figure 5.20. The trends at a given value
of Rλ are in agreement with our observations from figure 5.15 and figure 5.16,
which are explained above. We also see that with gravity, the scaling expo-
nents tend to decrease with increasing Rλ, since the particles are more influenced
by their memory of increasingly intermittent turbulence, and therefore tend to
move ballistically, as noted above.
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Figure 5.20: The scaling exponents of the longitudinal mean inward rela-
tive velocities (a) and relative velocity variances (b) plotted as
a function of S t for different values of Rλ. The open symbols
denote the case with gravity (Fr = 0.052), and the filled sym-
bols denote the case without gravity. The scaling exponents
are computed using linear least-squares regression over the
range 0.75 ≤ r/η ≤ 2.75.
Finally, in closing this section, we note that we also examined higher-order
moments of the relative velocities in the dissipation range and found them to
follow very similar trends both with and without gravity. The higher-order
statistics with gravity are not shown here due to space considerations, but these
statistics without gravity are shown and discussed in detail in Part I.
Inertial-range relative velocity statistics
We now consider the scaling of the inertial particle relative velocity statistics
for separations in the inertial range. Following convention (e.g., see [87]), we
consider the scaling exponents of the velocity magnitudes here,
S p|n|‖ =
〈 ∣∣∣wp‖ (t)∣∣∣n 〉r ∝ rζn‖ , (5.32)
where n is the order of the structure function considered.
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[94] (hereafter ‘K41’) predicts that ζn‖ = n/3, while Kolmogorov’s refined sim-





1 − µ6(n − 3)
]
, (5.33)
where µ is generally taken as 0.25 [130].
In Part I, we analyzed these statistics in the absence of gravity. We expect
that for sufficiently large separations, the large relative velocities induced by
the turbulence will overwhelm any gravitational effects, and thus the relative
velocity statistics here will be equal to those in the absence of gravity. However,
for the values of Rλ simulated and all but the smallest-S t particles, the finitude
of the scale separation prevents us from attaining such large separations, sug-
gesting that gravity will influence the particle relative velocity statistics over the
entire inertial range.
We plot the scaling exponents in figure 5.21 at Rλ = 88 and Rλ = 398. At
Rλ = 88, we have no clear inertial range and therefore used extended self-
similarity (hereafter ‘ESS’, see [18]) to compute the scaling exponents. We com-
puted the scaling exponents at Rλ = 398 both directly and through ESS, and the
two methods gave results which varied by under 6% in all cases. The exponents
shown in figure 5.21 at Rλ = 398 are those computed through ESS.
Our data suggest that the scaling exponents are only weakly dependent of
Rλ for the Reynolds numbers simulated. We also observe that for S t . 0.3 (cor-
responding to S v . 5.8), the effect of gravity is negligible in the inertial range,
the scaling exponents are almost identical with and without gravity, and K62 is
able to model these exponents well. However, while the scaling exponents gen-
erally decrease with increasing S t in the absence of gravity, they increase with
increasing S t when gravity is present, and in some cases are larger than even
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Figure 5.21: Longitudinal particle structure function scaling exponents in
the inertial range for various values of S t. (a,b) are for Rλ = 88,
and (c,d) are for Rλ = 398. The data without gravity are shown
on the left (a,c), and the data with gravity are shown on the
right (b,d). The exponents are computed from linear least-
squares regression using ESS. The predicted scalings fromK41
and K62 are indicated by the solid and dotted lines, respec-
tively.
K41 predicts.
We provide a possible explanation for these larger scaling exponents with
gravity by using K62-type arguments. In §5.4.1, we found that gravity reduces
the time particles spend interacting with the turbulence. One consequence of
this is that the relative motion of particles will be unaffected by eddies with
timescales below a certain value. In this case, we can define an effective fluid
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dissipation rate experienced by a particle, which we denote as ǫp. Based on






If the particle separation is small, the relative motion of particles will be due to
small turbulence scales. If gravity is strong, the particles will fall through these
scales in a time much less than their response time τp, and thus they will be
unresponsive to these small-scale motions. In this case, the particle separation
will be unaffected by the turbulence, suggesting that ǫp → 0.
As the particle separation increases, however, the particle relative motion
will be determined by larger turbulence scales, and it will take settling parti-
cles longer to fall through these scales. As a result, the particles will be more
responsive to the underlying turbulence, causing their relative velocities to in-
crease. In this case, we expect ǫp to increase from its value at small separations,
since turbulence now has an effect on the particle motions. At sufficiently large
separations, the time it takes a particle to fall through the corresponding large
scales will greatly exceed τp. As a result, the particles will have sufficient time
to respond to nearly all of the turbulence at these separations, and thus ǫp → ǫ.
These observations suggest that ǫp will increase with increasing r, and thus
that (ǫp)n ∝ rαn‖ , where αn‖ > 0. We can therefore rewrite Eq. (5.34) as
S p|n|‖(r) ∝ rn/3+α
n
‖ , (5.35)
where αn‖ > 0. This indicates that scaling exponents for sufficiently strong grav-
ity may exceed those predicted by K41, as was observed in figure 5.21.
Finally, we note that while we only consider longitudinal structure functions
in this section, the transverse structure functions were also examined and were
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seen to be affected by gravity in a similar manner. Refer to Part I for a detailed
discussion of trends in the transverse velocity components without gravity.
Anisotropy in the relative velocity statistics
We finally consider the directional dependence of the relative velocity statistics.
We here define the directionally dependent mean inward relative velocity as





‖ p(wp‖ |r, θ, φ)dwp‖ , (5.36)
where p(wp‖ |r, θ, φ) is the probability density function of the relative velocity con-
ditioned on a separation magnitude r, a polar axis θ, and an azimuthal angle φ.
The polar axis is taken to coincide with the orientation of gravity.
Figure 5.22 shows S p−‖(r, θ, φ)/S p−‖(r) on a unit sphere for different values of S t,
Rλ = 398, and r < η. We see that the asymmetry in the relative velocities follows
opposite trends at small and large S t.
At small S t, the relative velocities are largest for particles which are sepa-
rated in the vertical direction. The physical explanation is as follows. At small
separations, particle pairs which are separated vertically will have longitudinal
relative velocities which are proportional to A33(xp(t), t), the longitudinal veloc-
ity gradient in the vertical direction as sampled by inertial particles (see §5.4.1).
Particle pairs which are separated along the horizontal direction, however, will
have longitudinal relative velocities which are proportional to A11(xp(t), t), the
longitudinal velocity gradient in the horizontal direction. In §5.4.1, we observed
that particles tend to preferentially sample flow where the vertical (horizontal)
velocity gradients are larger (smaller). As a result, the relative velocities are
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Figure 5.22: The directionally dependent mean inward relative velocity
S p−‖(r, θ, φ), normalized by the spherically averaged mean in-
ward relative velocity S p−‖(r), shown on a unit sphere for
Rλ = 398 and r < η with gravity (Fr = 0.052). The different
columns correspond to different values of S t. The top row
shows the projection where gravity is directed into the page,
and the bottom row shows the projection where gravity is di-
rected downward.
larger (smaller) for particles which are separated in the vertical (horizontal) di-
rections.
At large S t, however, the relative velocities are smallest for particles which
are separated vertically. The physical explanation is that the correlation
timescales of the flow along this direction are the smallest (see §5.4.1), causing
fluid velocity differences here to decorrelate the most rapidly, leading to lower
particle relative velocities.
Figure 5.22 indicates that the relative velocity statistics are axisymmetric, as
expected. We therefore represent them as a combination of axisymmetric spher-
ical harmonic functions,




where c02ℓ are the spherical harmonic coefficients and Y
0
2ℓ are the spherical har-
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Figure 5.23: The second (a) and fourth (b) spherical harmonic coefficients
of S p−‖(r, θ, φ), normalized by the zeroth spherical harmonic co-
efficient, plotted as a function of r/η for different S t and Rλ
with gravity (Fr = 0.052). The different values of S t consid-
ered (0.3, 0.5, 1, 3) are shown in black, red, blue and green,
respectively, and the Stokes numbers are indicated by the line
labels.
monic functions. The spherical harmonic coefficients of order 2 and 4 are plotted
in figure 5.23. (Coefficients above order 4 are comparatively small and are thus
not shown.)
We see that the anisotropy in the relative velocities generally decreases with
increasing separation. The physical explanation is that at large separations, the
motion of particle pairs will generally be influenced by large, isotropic turbu-
lent eddies, and the relative velocities induced by these eddies will generally
be larger than any anisotropic velocities induced by gravity. At small separa-
tions, however, the turbulence-induced relative velocities are small, and there-
fore gravitational effects are expected to be more significant.
For small (large) values of S t, c02 and c04 are positive (negative), indicating that
the particle relative velocities are strongest for particles which are separated
vertically (horizontally). These observations are in agreement with the trends
shown in figure 5.22. We also see that c02 and c
0
4 tend to become more (less)
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isotropic at high (low) S t as Rλ increases. While the physical explanation for the
trend at low S t is unclear, at high S t, we expect that this increase in isotropy is
linked to the increase in the relative velocities with increasing Rλ. That is, as the
overall relative velocities increase, the anisotropic velocities induced by gravity
will be comparatively weaker, and thus the particle relative velocities will be
more isotropic.
5.5.2 Particle clustering
It is well-known that particles with inertia cluster in a turbulent flow field, both
with and without gravity. In this section, we consider how gravity affects this
clustering process. We first provide a theoretical explanation for the clustering
(§5.5.2) and then compare our theory to DNS results (§5.5.2).
Theoretical framework for particle clustering
We use the angular distribution function g(r) (hereafter ‘ADF,’ see [70]) to quan-
tify the degree and orientation of particle clustering. We define g(r) as
g(r) = g(r, θ, φ) ≡ N(r, θ, φ)/V(r, θ, φ)
N/V
. (5.38)
In this equation, N(r, θ, φ) denotes the number of particle pairs in a truncated
spherical cone with nominal radius r, polar angle θ, and azimuthal angle φ. The
volume of the truncated spherical cone V(r, θ, φ) is given by
V(r, θ, φ) ≡ sin(θ)∆θ∆φ
[
(r + ∆r)3 − (r − ∆r)3
]
/3,
where ∆r is the radial width, ∆θ is the extent of the polar angle, and ∆φ is the
extent of the azimuthal angle.
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By integrating the ADF over θ and φ and averaging, we recover the spheri-




where N(r) is the number of particle pairs in a spherical shell with radius r and
radial width ∆r, V(r) = 4π/3
[
(r + ∆r)3 − (r − ∆r)3
]
is the volume of the shell, N is
the total number of particle pairs, and V is the total volume (refer to Part I for a
more complete discussion).
As shown in §5.5.1, the equation governing the relative motion of like parti-
cles (Eq. (5.27)) is the same with and without gravity. A consequence of this is
that theories describing the positions and relative velocities of like particles are
identical in form for systems with and without gravity. We therefore consider
the effect of gravity on the theoretical model of [198] (which was developed
for systems without gravity) to predict the behavior of g(r) in the presence of
gravity. From [198, 24], the equation describing g(r) at steady-state is






·∇rg − S tτηg∇r · S p2 , (5.40)
where λ is a dispersion tensor describing the influence of the fluid velocity dif-
ference field on the dispersion of the particles (see [24]).
Since §5.5.1 indicates that the particle phase is anisotropic with gravity, to
predict the ADF g(r) from Eq. (5.40), we would first need to compute the full
tensor S p2 for every possible orientation of r, and then solve for g(r) over these
different orientations. To simplify, however, we take the spherical average of
Eq. (5.40) and use the resulting equation to predict the RDF g(r). (Note that
a similar approach was adopted in [3] to model particle clustering based on
Eq. (5.40) in a homogeneous turbulent shear flow.) We will test the accuracy of
this method in §5.5.2.
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The isotropic form of Eq. (5.40) is
0 = −S t
(
ˆS p2‖ + ˆλ‖
)
∇rˆg − S tg
(
∇rˆ ˆS p2‖ + 2rˆ−1
[
ˆS p2‖ − ˆS p2⊥
])
, (5.41)
where ˆY denotes a variable Y normalized by Kolmogorov units. λ‖ denotes the
projection of the dispersion tensor λ along a direction parallel to the particle
separation vector.
In [24], it was shown that for S t ≪ 1, Eq. (5.41) simplifies to




〈 ˆS2〉p − 〈 ˆR2〉p
)
, (5.42)
where Bnl is the non-local coefficient, as defined in [32], and ˆS f2‖ is the second-
order longitudinal relative velocity structure function at fixed points in an Eu-
lerian reference frame with separation r. We noted that the first term on the
right-hand-side is associated with an outward particle diffusion (which acts to
decrease the RDF) and the second term on the right-hand-side is associated with
an inward particle drift (which acts to increase the RDF).
We expect the first term to unaffected by gravity (since it depends only on the
Eulerian velocity field). Based on §5.4.1, however, we see that gravity reduces
the drift term by reducing 〈S2〉p − 〈R2〉p. We therefore expect the clustering at
low S t to decrease with gravity.
We also note that at low S t, the trends in the strain and rotation rates with
Rλ are very weak and are the same both with and without gravity. In Part I, we
showed that these trends caused the clustering at low S t to be independent of
Rλ without gravity. We therefore expect the degree of clustering at low S t to also
be independent of Rλ when gravity is present.
We next use Eq. (5.41) to understand clustering at larger values of S t. In Part
I, we argued that without gravity, ˆS p2‖ ≈ ˆS p2⊥ for S t & 0.3, and we were thus able
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to neglect the term 2rˆ−1( ˆS p2‖ − ˆS p2⊥) in Eq. (5.41) at high S t. However, with the
addition of gravity, the longitudinal and transverse relative velocity variances
are generally not equal (as discussed in §5.5.1), and this term must be retained
in the analysis here. We are still able to neglect ˆλ‖ at small separations and high
S t, however, since this term is inversely proportional to S t and decreases as the
timescales of the fluid velocity field seen by the particle decrease (see [24]).
The simplified form of Eq. (5.41) at high S t is then
0 = −S t ˆS p2‖∇rˆg − S tg
(
∇rˆ ˆS p2‖ + 2rˆ−1
[
ˆS p2‖ − ˆS p2⊥
])
. (5.43)
We take the ratio of the drift and diffusion coefficients to analyze the trends in
the clustering. Changes in this ratio as we go to a new state (e.g., by changing
gravity or the Reynolds number) indicate that the drift and diffusion mecha-
nisms are unequally affected, which in turns alters the degree of clustering. In
particular, an increase (decrease) in this ratio will correspond to an increase (de-
crease) in clustering. We therefore have
∇rˆ ˆS p2‖ + 2rˆ−1
[







ζ2‖ + 2 − 2 ˆS p2⊥/ ˆS p2‖
)
, (5.44)
where ζ2‖ is the scaling exponent of the longitudinal relative velocity variance
(see §5.5.1). Eq. (5.44) implies that that increases (decreases) in the RDFs at high
S t are linked to increases (decreases) in ζ2‖ − 2 ˆS p2⊥/ ˆS p2‖.
We now use Eq. (5.44) and DNS relative velocity statistics to predict how
g(r) will be affected by changes in gravity and Rλ at high S t. From §5.5.1, we see





weakly. We attributed these trends to the fact that gravity reduces the influence
of path-history effects. We expect that ζ2‖ − 2 ˆS p2⊥/ ˆS p2‖ will therefore increase with
gravity, leading to an increase in the clustering.
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Note that this reversal in the effect of gravity on clustering at high and low
S t is a consequence of the fact that gravitational effects are stronger on the drift
mechanism at low S t than they are on the diffusion mechanism, but that the
opposite occurs at higher S t when the caustic contribution to the particle rela-
tive velocities dominates [24]. In other words, at low S t, gravity causes the ratio
between the drift and diffusion to decrease (and thus decreasing the clustering),
while at higher S t, gravity causes the ratio between the drift and diffusion to
increase (and thus increasing the clustering). Without this reversal in the rela-
tive effect of gravity on the ratio between the drift and diffusion, the clustering
would be uniformly affected by gravity for all S t.
We also see from §5.5.1 that with gravity, increasing Rλ generally leads to a




2‖, due to the increased influence of path-history
effects at higher Reynolds numbers. While both quantities seem to be decreased
by about the same amount as Rλ increases, the latter quantity has a greater effect
on the clustering, since it is multiplied by a factor of two in Eq. (5.44). We there-
fore expect the ratio between the drift and diffusion to increase as Rλ increases,
leading to a decrease in the clustering.
In summary, we expect that gravity will reduce the inward particle drift by
reducing the effect of preferential concentration at low S t and will thereby de-
crease the clustering here. The RDFs at low S t are also expected to be inde-
pendent of Rλ. At high S t, gravity will increase the ratio between the drift and
the diffusion by making path-history effects less important, causing the cluster-
ing to increase. We also predict that the clustering at high S t will increase with
increasing Rλ.
We now compare our arguments regarding the effect of gravity on cluster-
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ing to existing explanations in the literature. At low S t, our explanation for the
trends in the clustering is similar to the one proposed by [59, 6, 185, 119, 141];
namely, that gravity causes particles to have shorter interaction times with the
underlying turbulence and thereby reduces particle clustering. At high S t,
however, several authors have argued that gravity facilitates interactions with
large-scale turbulent eddies, which in turn leads to increased particle clustering
[59, 185, 141]. We argue, however, that gravity reduces the importance of path-
history interactions, and therefore causes particles to be less affected by their
interactions with larger-scale turbulence. In fact, our explanations suggest that
this reduced path-history interaction is the cause of the increased clustering at
high S t with gravity.
Another recent explanation for the increased clustering at high S t with grav-
ity is given in [127], where the authors argue that this enhanced clustering is
linked to the skewness of the vertical velocity gradients of the underlying fluid.
Our results, however, indicate that for S t & 1, the particle velocities are strongly
affected by non-local, path-history effects at small separations (see §5.5.1), and
thus we expect that the local fluid velocity gradients will have a weak or neg-
ligible effect on the particle clustering. In addition, [73] observed qualitatively
similar strong clustering of high-S t particles in the presence of gravity, and their
studies were conducted in a Gaussian flow field (whose velocities by definition
have no skewness). Our findings and those of [73] therefore cast doubt upon
any causal connection between particle clustering at high S t with gravity and
the skewness of the underlying flow field.
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Particle clustering results
Before using DNS to quantify the degree of particle clustering, it is helpful to
examine instantaneous snapshots of particle positions in the simulations in fig-
ure 5.24. From these visualizations, it is evident that gravity alters both the
degree and orientation of the clusters, and generally causes them to be aligned
with the gravity vector. We emphasize that this clustering at large S t with grav-
ity is unrelated to the centrifuging mechanism explained in [106]. For example,
while figure 5.24 indicates that clustering is strong with gravity for S t ≥ 1, fig-
ure 5.2 indicates that such particles uniformly sample the underlying strain and
rotation fields. This is consistent with recent theoretical explanations for clus-
tering which argue that when S t 3 1, the centrifuge mechanism gives way to
a non-local clustering mechanism that does not depend upon preferential sam-
pling of the turbulent velocity field [72, 24].
We first consider RDFs to provide a leading-order measure of the cluster-
ing, and later consider ADFs to investigate the anisotropy and directional de-
pendence of the clusters. In figure 5.25, we plot the RDFs for S t = 0.3 and
S t = 3 both with gravity (Fr = 0.052) and without gravity at Rλ = 398. Our
DNS shows that when gravity is included, the RDFs decrease (increase) at low
(high) values of S t, in agreement with our arguments in §5.5.2 and the findings
of [59, 6, 185, 119, 141, 17, 73]. For sufficiently large separations, the RDFs with
and without gravity become equivalent.
To test the theory above quantitatively, we compute g(r) from Eq. (5.41). We
do so by prescribing DNS data for the relative velocities S p2‖ and S
p
2⊥. In ad-
dition, we use the directionally averaged strain timescales TSpSp from the DNS
(see §5.4.1) and the non-local closure proposed in [24] to compute the dispersion
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Figure 5.24: Instantaneous particle locations in 1000η × 1000η × 10η slices
of the domain for different values of S t and Rλ = 398. The
top row is for the case without gravity, and the bottom row is
for the case with gravity (Fr = 0.052), with the gravitational
vector pointing downward.
tensor. This allows us to test the formulation of Eq. (5.41) and the theoretical
arguments above. Figure 5.25 shows that the theory captures the quantitative
results in the DNS well, indicating Eq. (5.41) is an accurate model even with
an anisotropic particle phase, and thus verifying our physical explanations in
§5.5.2.
Next, we consider the dependence of the RDFs on Rλ in figure 5.26. As was
the case without gravity (see Part I), the RDFs are largely independent of Rλ for
S t . 1 with gravity (figure 5.26(a)). This is in agreement with our arguments
above and implies that small-S t clustering is a small-scale phenomenon (both
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Figure 5.25: DNS (symbols) and theoretical (lines) data for the RDFs g plot-
ted as a function of r/η at Rλ = 398 both with gravity (open
symbols and solid lines) and without gravity (filled symbols
and dashed lines). (a) shows RDFs for S t = 0.3, and (b) for
S t = 3. The theoretical predictions are calculated from the
equations in [198] with the non-local correction from [24], us-
ing our DNS data to specify TSS, S p2‖, and S
p
2⊥.
























Figure 5.26: The RDFs g plotted as a function of r/η for different Rλ for
S t ≤ 1 (a) and for S t = 3 (b). The Stokes numbers in (a) are
indicated by the line labels.
with and without gravity) that is generally unaffected by the intermittency of
the turbulence. At larger S t (figure 5.26(b)) the RDFs increase monotonically
with increasing Rλ, since the ratio between the drift and diffusion increases, as
explained above.
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Figure 5.27: The prefactor c0 (a) and the exponent c1 (b) of the power-
law fits of the RDFs using Eq. (5.45). Open symbols denote
data with gravity (Fr = 0.052), and filled symbols denote
data without gravity. The predictions from [198] for Rλ = 398
(where DNS data are used to specify the relative velocities and
the strain timescales here) are shown with solid lines (gravity)
and dashed lines (no gravity).
We can also quantify the degree of small-scale clustering by performing a







as was discussed in Part I. The power-law fits are performed over the range
0.75 ≤ r/η ≤ 2.75, and the calculated values of c0 and c1 are plotted in figure 5.27.
We observe that both the power-law coefficient c0 and the exponent c1 decrease
when gravity is introduced for S t . 1.5 and increase when gravity is introduced
for S t & 1.5, consistent with our explanations above. The theoretical model for
g(r/η) from Eq. (5.41) (with the relative velocities and strain timescales specified
from the DNS) is in good agreement with the DNS data, both with and without
gravity. We also note that our DNS results for the exponent c1 agree well with
those of [141] and [17] (not shown).





























Figure 5.28: Filled contours of the RDF evaluated at r/η = 0.25 (a) and
r/η = 9.75 (b) for different values of S t and S v, for Rλ = 227.
The diagonal lines denote three different values of Fr, cor-
responding to conditions representative of stratiform clouds
(Fr = 0.01), cumulus clouds (Fr = 0.05), and cumulonimbus
clouds (Fr = 0.3).
ity, we consider the RDFs at Rλ = 227 for 0 < S t ≤ 56.2 and 0 < S v ≤ 100
in figure 5.28. While the particle clustering behavior here is generally complex
and varies strongly with S t and S v, we are able to provide physical explana-
tions for some of the observed trends. For S t ≫ 1, the RDFs generally decrease
with increasing S t, since the particles become unresponsive to almost all of the
underlying turbulence, as expected. Also, for S t < 1, the RDFs tend to decrease
with increasing S v, since preferential sampling effects tend to be reduced by
gravity (see §5.4.1). We also see that for 1 < S t < 10, the RDFs generally increase
with increasing S v, as expected, since gravity increases the ratio between the
drift and the diffusion, as explained above.
It is important to note, however, the results presented in figure 5.28 are likely
in considerable quantitative error for large values of S t and S v and only are
meant to provide a qualitative picture of particle clustering here, since the as-
sumption that these particles are infinitesimal points subjected to linear drag
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Figure 5.29: The ADF g(r, θ, φ) (normalized by the RDF g(r)) shown on a
unit sphere for Rλ = 398 and separations r < η with gravity
(Fr = 0.052). The different columns correspond to different
values of S t. The top row shows the projection where grav-
ity is directed into the page, and the bottom row shows the
projection where gravity is directed downward.
(refer to §5.3.2) breaks down (see [66]) and the effects of the domain periodicity
are likely severe (see Appendix A).
We now consider the full ADFs g(r, θ, φ), where the polar axis is taken to
coincide with the gravitational direction. We plot the three-dimensional ADFs
(normalized by the spherically symmetric RDFs) in figure 5.29 for various val-
ues of S t with gravity (Fr = 0.052) at Rλ = 398.
In accord with our qualitative observations from figure 5.24, we see that par-
ticle clustering is strongest along the vertical direction, in agreement with the
findings of [44, 17, 127]. At low S t, the anisotropic clustering is caused by the
fact that particles tend to preferentially sample downward-moving flow (see
§5.4.2). [17] showed that this preferential sampling causes particles to form ver-
tical clusters when S t is small.
When S t is large, the effects of preferential sampling vanish, and the
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anisotropy is related to the way gravity influences path-history effects. In §5.5.1,
we saw that at high S t, gravity causes the relative velocities of vertically sepa-
rated particles to be smaller than the relative velocities of horizontally sepa-
rated particles. Since our arguments in §5.5.2 are only developed to describe
the spherically averaged clustering, we are unable to use them to predict these
trends. However, we note that Eq. (5.40) implies the reduced vertical relative
velocities are evidently causing the ratio between the drift and the diffusion to
be larger in the vertical direction.
We also note that the anisotropy tends to increase with increasing S t. The
physical explanation is that as S t (and thus S v) increases, gravitational forces
become more significant, causing the particle motion to be more anisotropic.
We expect that at some point, the particles will become so large that they are
unaffected by underlying turbulence, and thus the clustering and clustering
anisotropy will vanish.
Since the ADFs are axisymmetric about the vertical direction, we quantify
the anisotropy of particle clustering by decomposing the ADFs into a series of
axisymmetric spherical harmonic functions,




where c02ℓ are the spherical harmonic coefficients and Y
0
2ℓ are the spherical har-
monic functions.
The spherical harmonic coefficients c02 and c
0
4 are plotted in figure 5.30 (co-
efficients above order four are much smaller and are not shown). In agreement
with figure 5.24, we see that the anisotropy increases with increasing S t. We
also observe that as r/η increases, the anisotropy goes to zero, since both the
clustering and the clustering anisotropy vanish as the separation increases.
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Figure 5.30: The second (a) and fourth (b) spherical harmonic coefficients
of the angular distribution function, normalized by the zeroth
spherical harmonic coefficient, plotted as a function of r/η, for
different S t and Rλ with gravity (Fr = 0.052). The different
values of S t considered (0.3, 0.5, 1, 3) are shown in black, red,
blue and green, respectively, and the Stokes numbers are in-
dicated by the line labels.
The degree of anisotropy is also Reynolds-number-dependent and decreases
with increasing Rλ for larger values of S t. Since the relative velocities of high-
S t particles generally also tend to become more isotropic as Rλ increases (see
§5.5.1), it is likely that the reduction in the anisotropy of the relative velocities
will cause a similar reduction in the anisotropy of the clustering.
5.5.3 Particle collision kernels
The final two-particle statistic we consider is the kinematic collision kernel K
for inertial particles. [161, 178] showed that for an isotropic particle field, K is
proportional to the product between the spherically averaged RDF and mean
inward radial relative velocity,
K(d) = 4πd2g(d)S p−‖(d), (5.47)
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Figure 5.31: The non-dimensional collision kernel ˆK(d) plotted as a func-
tion of S t for different values of Rλ. The open symbols denote
data with gravity (Fr = 0.052), and the filled symbols denote
data without gravity.
where d is the particle diameter. In Appendix B, we show mathematically that
Eq. (5.47) holds even for an anisotropic particle phase. As in Part I, we plot
the non-dimensional collision kernel ˆK(d) = K(d)/(d2uη) in figure 5.31 (see also
[172]). Note that while we simulate only point particles, we calculate d from S t
by prescribing the density ratio ρp/ρ f = 1000. Since our statistics are generally
not sufficient to compute the RDFs and relative velocities at separations on the
order of the particle diameter, we fit both quantities using linear least-squares
power-law regression and extrapolate the resulting power-law fits to r = d (refer
to [141]).
Figure 5.31 indicates that the collision kernel is reduced with gravity. At
low S t, the RDFs and the relative velocities both decrease with gravity, thereby
decreasing the collision kernel. At higher S t, the strong decreases in the relative
velocity with gravity (see §5.5.1) overwhelm the slight increases in clustering
here (see §5.5.2), causing the collision kernel to decrease. Finally, we note that at
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large S t with gravity, the collision rates increase with increasing Rλ, since both
the relative velocities and RDFs are larger at higher Reynolds numbers.
We found in Part I that ˆK(d) is independent of ρp/ρ f for S t & 1 without grav-
ity, in agreement with [172]. The physical explanation is that g(d) and S p−‖(d)/uη
are either independent of d (for S t ≥ 10) or have opposite scalings with d (for
1 . S t ≤ 3). With gravity, however, path-history effects are suppressed, and
these quantities have different scaling behaviors (see §5.5.1 and §5.5.2). We
therefore find (not shown) that with gravity, ˆK(d) depends strongly on ρp/ρ f
at all values of S t considered.
Next, we expand our parameter space to consider the collision kernel for
0 < S t ≤ 56.2 and 0 < S v ≤ 100 at Rλ = 227 in figure 5.32. We note that
these results should be treated with caution, especially at large S t and S v, since
the statistics are likely artificially affected by the periodicity of the domain (see
Appendix A), and the linear dragmodel used (refer to §5.3.2) is likely inaccurate
here (e.g., see [66]). In addition, we calculated the collision kernels by assuming
that the RDFs and relative velocity statistics can be extrapolated to separations
r = d using power-law fits, an assumption which is questionable for S t > 3 (as
discussed in Part I). Nevertheless, we can use the data in figure 5.32 to discern
the qualitative trends in the collision kernel for different degrees of inertia and
gravity.
In agreement with our observations above, we see that the collision kernel
generally increases with increasing S t and generally decreases with increasing
gravity (i.e., increasing S v and decreasing Fr). One practical implication is that
at a given value of S t, cumulonimbus clouds (Fr ≈ 0.3) will have more frequent

















Figure 5.32: Filled contours of ˆK(d) for different values of S t and S v at Rλ =
227. The contours are logarithmically scaled, and the colorbar
labels indicate the exponents of the decade. The diagonal lines
denote three different values of Fr, corresponding to condi-
tions representative of stratiform clouds (Fr = 0.01), cumulus
clouds (Fr = 0.05), and cumulonimbus clouds (Fr = 0.3).
We now consider the anisotropic collision kernel, K(r, θ, φ), defined as
K(r, θ, φ) ≡ 4πr2g(r, θ, φ)S p−‖(r, θ, φ). (5.48)
K(r = d, θ, φ) provides a measure of the rate at which particles with diameter d
collide along an orientation defined by the radial angle θ and azimuthal angle
φ. We plot the ratio between K(r, θ, φ) and its spherical average in figure 5.33
at Rλ = 398. (We are unable to show the anisotropic collision kernel at r = d
due to inadequate statistics at these small separations. We instead show data
at 0 ≤ r < η, the smallest separation range over which adequate statistics are
available.)
At low S t, the collision kernel is approximately isotropic, since gravitational
effects are weak. Interestingly, the collision kernel also tends toward isotropy at
large S t, due to the opposing trends in anisotropy of the relative velocities (see
figure 5.22) and ADFs (see figure 5.29). For S t between 0.1 and 1, particles are
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Figure 5.33: The anisotropic collision kernel K(r, θ, φ) (normalized by the
spherical average K(r)) shown on a unit sphere for Rλ = 398
and separations r < η with gravity (Fr = 0.052). The differ-
ent columns correspond to different values of S t. The top row
shows the projection where gravity is directed into the page,
and the bottom row shows the projection where gravity is di-
rected downward.
more likely to collide along the vertical direction, since both the ADFs and the
relative velocities are strongest in the vertical direction for these values of S t.
As we did in §5.5.1 and §5.5.2, we quantify the anisotropy by decomposing
the collision kernel into a series of axisymmetric spherical harmonic functions,




We plot the second harmonic coefficient c02 (normalized by the zeroth harmonic
coefficient c00) for different values of r in figure 5.34. (Coefficients above order
two are very close to zero and are therefore not shown.) Note that, for a given
particle class, the collision kernel is only strictly defined when r = d (i.e., when
the particles are in contact). Due to limitations in the number of particles that
can be simulated, however, we are generally only able to consider values of
r > d. We therefore plot c02 as a function of r to discern the trends in this quantity
and to help us extrapolate to smaller separations where particle contact occurs.
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Figure 5.34: The second spherical harmonic coefficient of the collision ker-
nel, normalized by the zeroth spherical harmonic coefficient,
plotted as a function of r/η for different S t and Rλ with gravity
(Fr = 0.052). The different values of S t considered (0.3, 0.5, 1,
3) are shown in black, red, blue and green, respectively, and
the Stokes numbers are indicated by the line labels.
In agreement with figure 5.33, we see that the maximum anisotropy occurs
around S t ≈ 0.3, and then decreases at higher values of S t. The collision ker-
nel anisotropy, unlike the collision kernel itself, seems to be dependent of the
Reynolds number, since the anisotropy of both the ADFs and the relative veloc-
ities varies with Rλ.
Before closing this section, we emphasize two practical implications of these
collision results for the cloud physics community. The first is that since the DNS
indicates that the collision rates of particles with low and moderate S t are inde-
pendent of Rλ, it is likely that the collision kernels computed here will be useful
for predicting droplet collisions in high-Reynolds-number atmospheric clouds.
The second is that gravity significanly reduces the collision kernels for S t & 0.1.
This implies that simulations without gravity can significantly overpredict the
collision rates of droplets in atmospheric clouds, and highlights the need to in-
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clude gravity in any analysis of collisional droplet growth in turbulent clouds.
5.6 Conclusions
In this study, we explored the influence of gravity on inertial particle statis-
tics in isotropic turbulence. The simulations were performed over the largest
Reynolds-number range (90 ≤ Rλ ≤ 597), domain lengths (L/ℓ . 40), and range
of particle classes (0 ≤ S t ≤ 56.2, 0 ≤ S v ≤ 100) to date. We showed that
such large domain sizes are necessary to obtain accurate statistics of heavy par-
ticle motion, suggesting that that results of several published DNSs may be in
quantitative error, and that accurate analysis of particle-laden turbulence with
gravitational forces requires more computationally intensive simulations (see
Appendix A).
Our results indicate that preferential sampling affects the dynamics of par-
ticles with S t ≪ 1, both with and without gravity, and that the particle veloc-
ity and acceleration variances at small S t are equivalent to those of the fluid
sampled by the particles. Gravity, however, decreases the degree of preferen-
tial sampling by limiting the interaction between the particles and the under-
lying turbulence, which in turn decreases the Lagrangian strain and rotation
timescales along particle trajectories. We introduced and verified a model for
these timescales, which were seen to be independent of Rλ.
As gravitational forces were increased, the particles fell rapidly through the
flow, leading to smaller velocities and larger accelerations than in the case with-
out gravity. We used the theory in [176] to model the velocity variances in the
limit of strong gravity/weak turbulence, and developed a similar model for the
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acceleration variances in this limit. Our model predictions were in excellent
agreement with the DNS when S v ≫ u′/uη. We also observed that the mean set-
tling velocities in our DNS scaled according to the predictions in [17]. These
mean settling velocity results, however, must be interpreted with caution at
large S t, since [66] showed that the settling behavior predicted by a linear drag
particle model is qualitatively incorrect here.
We then used this knowledge of single-particle statistics with gravity to un-
derstand the effect of gravity on two-particle statistics relevant for predicting
the collision kernel. At high S t, we observed that gravity reduced the particle
relative velocities from their values without gravity by limiting the influence of
both path-history interactions. At low S t, gravity acts primarily to reduce the
degree of preferential sampling, causing the relative velocities at small separa-
tions to be closer to those of fluid particles.
Next, we related the trends in the relative velocities to the trends in the par-
ticle clustering by considering the effect of gravity on the model of [198]. With
gravitational effects included, this model was able to predict the RDFs very ac-
curately when DNS data was used to prescribe the relative velocities and the
Lagrangian strain timescales. By analyzing this model at low S t, we saw that
the predominant effect of gravity is to decrease in the inward particle drift, lead-
ing to a decrease in the RDFs. At high S t, however, gravity caused the ratio
between the inward drift and the outward particle diffusion to increase by lim-
iting the effect of path-history interactions. This led to an increase in clustering
with gravity. We also found that the degree of clustering was generally indepen-
dent of Rλ at low S t, and increased with increasing Rλ at high S t. The model of
[198] was able predict these trends by relating them to the effect of path-history
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interactions on the particle relative velocities.
We also quantified the degree and orientation of anisotropy in these two-
particle statistics through spherical harmonic decompositions. Our results indi-
cate that the particle angular distribution functions and radial relative velocities
can have anisotropies on the order of 25%, with the degree of anisotropy gener-
ally peaking at small r/η. At larger separations, the relative velocities induced
by turbulence become comparatively stronger, limiting the effect of gravity on
particle dynamics.
We used these data for the RDFs and relative velocities to compute the par-
ticle collision kernel. As in Part I, we found that the collision kernel is generally
independent of Rλ at low S t, while it increases with increasing Rλ at high S t.
We analyzed the collision kernel using spherical harmonic decompositions, and
found that the collision kernel is generally more isotropic than the ADFs and
the mean inward relative velocities, since the anisotropies in the ADFs and the
relative velocities have opposing trends at large S t.
We conclude by highlighting some practical implications of this work for the
cloud physics and turbulence communities and suggesting promising research
directions. As in Part I, the fact that the collision rates are generally independent
of Rλ for droplet sizes representative of those in warm, cumulus clouds suggests
that the collision rates predicted here (for Rλ . 600) may agree well with those in
atmospheric clouds (Rλ ∼ 10, 000). Of course, more simulations will be needed
to verify this point at even higher Reynolds numbers. Also, as noted in §5.5.3,
we observed that collision rates with gravity are considerably lower than those
without gravity. This implies that many earlier studies which do not account
for gravity are likely to substantially overpredict the collision rates.
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While our study has primarily focused on the dynamics of like-sized parti-
cles, our results suggest that gravity may have a substantial effect of the colli-
sions of different-sized particles. For example, we observed that gravity tends
to enhance the settling speeds of particles with low and intermediate values of
S t. The coupling between turbulence and gravity may thereby increase the rel-
ative velocities of different-sized particles, leading to more frequent collisions.
In addition, we found that gravity causes inertial particles in turbulence to ex-
perience large accelerations. [32] found that large accelerations can contribute
to higher relative velocities between different-sized particles, thereby leading to
more frequent collisions.
Finally, one especially promising finding of this study was that by extend-
ing the model of [198] and using DNS data to specify the Lagrangian strain
timescales and relative velocities, we were able to accurately predict the RDFs
both without gravity (as was also found in [24]) and with gravity. As noted in
[25], however, this model provides poor approximations to the relative veloci-
ties of particles with moderate and large inertia. Future work should therefore
be directed at improving these relative velocity predictions. In addition, while
we developed a model for the strain and rotation timescales in the limit of large
S t with gravity, we generally require a model for all values of S t. If accurate
models can be developed for the relative velocities and the strain and rotation
timescales over the entire range of S t in atmospheric clouds, we will be able to
use the theory of [198] to predict the RDFs without any inputs from the DNS,
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1. In §2 [84], we discussed the code we developed for the simulation of
particle-laden turbulence. The code is the most efficient and general mul-
tiphase code of its kind and enables highly parallel simulations of high-
Reynolds-number turbulence.
(a) We implemented a two-dimensional domain decomposition to in-
crease the granularity of the parallelization. The fluid solver was par-
allelized based on the P3DFFT library [128], and the particle solver
was parallelized using efficient, ghost-cell communication.
(b) We embedded a number of different interpolation methods for com-
puting the particle velocities, and analyzed the computational ex-
pense and numerical accuracy of each.
(c) We introduced an exponential integrator scheme for the particle up-
date, which improves the accuracy of the particle solver, particularly
when the characteristic timescales of the flow and particles differ by
orders of magnitude.
2. In §3 [83], we performed the first computational study of the dynamics
of inertial particles across a shearless turbulence mixing layer, which is
arguably the simplest inhomogeneous turbulent flow. This study was de-
signed to mimic wind-tunnel experiments performed at Cornell [62, 65]
and to provide insight into the mixing of water droplets near the bound-
aries of clouds.
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(a) We observed that particle mixing was controlled by the large scales
of the flow, independent of the Reynolds number. This suggests that
low-Reynolds-number simulations may be able to accurately rep-
resent the mixing processes at the edges of highly turbulent atmo-
spheric clouds.
(b) The degree of particle mixing was stronger for the turbulent–
turbulent interface (TTI) and weaker for the turbulent–non-turbulent
interface (TNI). This provides a physical understanding for the ob-
servation that the boundaries of turbulent clouds are generally sharp
and well-defined.
(c) Under certain conditions, the mean profiles of the particle concentra-
tions and particle velocities are self-similar. Given a relation for the
growth of the mixing layer half-width, we can therefore predict these
profiles at earlier and later stages in the flow evolution.
(d) The particles in the non-injection region were clustered on scales on
the order of the integral lengthscale of the turbulence. This clustering
resulted from the mixing and transport of the particles by large ed-
dies and was seen to be unrelated to the commonly observed small-
scale clustering of inertia particles in homogeneous turbulence.
(e) Gravity (unlike particle inertia) had a strong effect on the particle dy-
namics, and changes in the orientation of gravity relative to the inter-
face led to substantial changes in the mean concentration profiles.
3. In §4 [81], we studied the effects of Reynolds number on inertial particle
dynamics in isotropic turbulence when gravity was absent. We did so by
performing simulations at the highest Reynolds number ever studied for
inertial-particle-laden DNS.
219
(a) We analyzed the characteristics of the different regions of the flow
sampled by inertial particles. We used this analysis and the model
of [32] to understand the trends in the fluid strain and rotation rates,
fluid kinetic energies, and fluid accelerations sampled by the particles
at different Stokes numbers S t and Reynolds numbers Rλ.
(b) We found that the models of [2] and [199] were able to accurately
represent the effects of inertial filtering on particle kinetic energies
and accelerations, respectively, when S t was large. We used these
models to explain the trends in these statistics with S t and Rλ.
(c) The relative velocities of small-S t particles are largely independent
of Rλ in the dissipation range. The weak trends in the relative ve-
locities with Rλ at higher values of S t are due to the intermittency of
the turbulence, non-local/path-history effects, and the role of inertial
filtering.
(d) The radial distribution functions (RDFs) of particles with weak and
moderate inertia are independent of Rλ, suggesting that small-scale
clustering is driven almost entirely by the small-scale turbulence. The
RDFs of higher-S t particles increased with increasing Rλ, since the
particle clustering here was affected by inertial-range scales and the
size of the inertial range.
(e) We used the model of [198] to understand and predict the trends in
the particle radial distribution functions (RDFs) with varying Rλ. The
model provided excellent qualitative and quantitative predictions of
the RDFs for S t . 3 when DNS data was used to specify the particle
relative velocities. We also tested two models from [32] against the
DNS data, and the models (which do not account for path-history
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effects) were seen to break down at much lower values of S t than
that of [198].
(f) The particle collision kernel is largely insensitive to the flowReynolds
number. This suggests that relatively low-Reynolds-number simula-
tions may provide accurate representations of droplet collision pro-
cesses in highly turbulent atmospheric clouds.
4. In §5 [82], we studied the effect of gravity on the dynamics of inertial par-
ticles in turbulence at various Reynolds numbers.
(a) We observed that with gravity, the periodic boundary conditions can
artificially affect the interactions between particles and underlying
turbulence, which can in turn alter the particle kinetic energies, accel-
erations, strain and rotation timescales, relative velocities, and RDFs.
We therefore performed the simulations on extended domain lengths
to minimize these issues.
(b) We found that gravity reduced the time particles spend interacting
with straining and rotating regions of the flow, and hence lowered
the degree of preferential sampling.
(c) At high values of S t, gravity acted to reduce the particle velocity vari-
ances, and themodel of [176] was able to accurately predict the trends
here.
(d) The coupling between particle inertia, gravity, and turbulence can
lead to large particle accelerations. We introduced two models to pre-
dict and understand these accelerations.
(e) At high S t, gravity led to a decrease in the particle relative velocities,
which we attributed to the reduced influence of path-history interac-
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tions. The particle relative velocities were generally independent of
Rλ at low S t and increased weakly with increasing Rλ at higher S t.
(f) The RDFs, as in the case without gravity, were independent of Rλ at
low S t and increased with increasing Rλ at high S t. We extended the
model of [198] to account for gravitational effects, and found that this
extended model was able to predict and quantify the trends in the
RDFs with S t and Rλ.
(g) Both the relative velocities and the RDFs were strongly anisotropic.
We considered this anisotropy both visually and through spherical
harmonic decomposition, and provided an explanation for many of
the trends in the anisotropy of these statistics.
(h) We found that the particle collision kernel was generally independent
of Rλ for S t . 1, suggesting that (as in the case without gravity) low-
Reynolds-number simulations may accurately capture the essential
physics responsible for droplet collisions in clouds.
6.2 Conclusions and future research directions
When taken together, these studies indicate that relatively low-Reynolds-
number simulations may provide accurate predictions of both large-scale par-
ticle mixing and small-scale particle collisions in atmospheric clouds. As com-
putational capabilities evolve, larger simulations at higher Reynolds numbers
should be used to verify that the mixing and collision processes are indeed in-
dependent of Rλ at conditions more representative of those in cumulus clouds
(Rλ ∼ 10, 000).
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Such large simulations, however, are impractical for use in global climate
models, in which cloud growth and precipitation are treated as sub-grid pro-
cesses. The cloud physics community is thus in need of accurate, computation-
ally efficient models for predicting particle growth. One promising model is
that of [198], which was used extensively in [81] and [82] to predict and under-
stand the RDFs. However, we found (in agreement with [25]) that this model
provides only poor predictions for the particle relative velocities. Future work
should therefore be aimed at improving these predictions.
One important finding of these studies is that gravity can significantly im-
pact the dynamics of inertial particles, and that neglecting gravity may cause
leading-order errors in the predicted particle motions. Since much of the re-
search to date in particle mixing and collisions has been done by assuming grav-
ity is negligible, future work is needed to better understand andmodel the effect
of gravity on particle distributions, velocities, and collision rates.
While this dissertation has mostly focused on the statistics of monodisperse
populations of particles, some of the findings in §5 suggest that bidisperse and
polydisperse particle populations may exhibit large collision rates and rapid
droplet growth, which in turn could partially explain the rapid growth of the
droplet size distribution in warm, cumulus clouds. Specifically, the findings in
[82] indicate that gravity can increase droplet settling speeds and accelerations
under certain conditions, which may in turn lead to higher relative velocities
(see [69, 32]). The datasets generated in [82] could therefore be used to system-
atically explore the relative velocities and collision rates of polydisperse particle
populations.
As noted at the start of this dissertation, a primary motivation of this work
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was to analyze the mechanisms responsible for droplet growth in warm, cumu-
lus clouds. While these studies indicate that turbulence can enhance collision
rates, and that the degree of enhancement is generally independent of Rλ, it is
as yet unclear how these enhanced collision rates will quantitatively alter the
coagulation and growth rates of droplets in cloud-like conditions. One way to
investigate these questions would be to explicitly simulate these droplet col-
lisions and the resulting growth of the droplet size distribution. Such an ap-
proach was taken about 15 years ago in [138], and the subsequent advances in
computing capabilities now allow for simulations with more particles, with a
broader range of particle classes, and with Reynolds numbers which are closer




As noted in [185], particle statistics in DNS may be artificially influenced by
the periodicity of the domain when gravitational forces are strong. In particular,
[185] estimated that periodicity effects become significant when the time it takes
a particle to fall through the domain (∼ Lτ−1p g−1) is less than the large-eddy
turnover time TL ≡ ℓ/u′, or equivalently, when








In this case, particle can artificially encounter the same large eddy multiple
times due to the finite domain length. We define S tcrit as the value of S t at which
S t/Fr = Lu′/(ℓuη). This roughly corresponds to the largest Stokes number at
which we can expect the results to be unaffected by periodicity.
To study the effects of periodicity, we systematically increased the domain
size for the cases at the three lowest Reynolds numbers, while keeping the large
scales, small scales, and the forcing parameters the same. The simulation pa-
rameters are summarized in table A.1. For convenience, we will hereafter refer
to the simulations from groups I, II, and III by their nominal Reynolds numbers
of Rλ ≈ 90, 147, and 230, respectively. In all cases, 0 ≤ S t ≤ 3 and Fr = 0.052.
The resulting energy spectra are shown in figure A.1. In all cases, forcing
is applied deterministically to wavenumbers with magnitude κ =
√
2, and thus
the location of the peak in the spectra is approximately the same for all domain
sizes. The spectra are nearly identical to the right of the peak, indicating that the
inertial- and dissipation-range flow scales remain unchanged. We notice that as
the domain size increases, larger-scale (i.e., lower-wavenumber) flow features
225
Table A.1: Simulation parameters for the periodicity study.
I II III
Rλ 88 90 90 90 140 145 147 226 230
N 128 256 512 1024 256 512 1024 512 1024
L 2π 4π 8π 16π 2π 4π 8π 2π 4π
S tcrit 1.06 2.06 4.26 8.55 1.39 2.69 5.55 1.78 3.39
ℓ 1.46 1.52 1.47 1.47 1.40 1.49 1.44 1.40 1.49
ℓ/η 55.8 57.7 55.7 55.6 106 111 107 202 213
u′ 0.914 0.912 0.912 0.912 0.914 0.916 0.914 0.915 0.914
u′/uη 4.77 4.81 4.82 4.82 6.01 6.12 6.15 7.60 7.70
become present. These features, however, account for very little of the overall
energy, and thus they do not significantly affect the fluid statistics.
We first consider the effect of the domain size on the strain and rotation rates
along particle trajectories. 〈S2〉p and 〈R2〉p (not shown) are generally invariant
with changes in the domain size, since they are small-scale, single-time quan-
tities. The Lagrangian strain and rotation timescales in figure A.2, however,
appear to be over-predicted on the smaller domain sizes at large S t. The ex-
planation is that these timescales involve integrals of the autocorrelations of the
strain and rotation components (see Eq. (5.4)), and artificially high correlations
can result when a particle is wrapped around a domain boundary, increasing
the timescales. At the highest values of S t, our results suggest that the strain
and rotation timescales have not yet converged to a grid-independent result,
even though our scaling argument in Eq. (A.1) indicates that the Stokes num-
bers considered are generally well-below S tcrit. Since these timescales are very
small (∼ 0.1τη), their values can be significantly affected by very weak corre-
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Figure A.1: Energy spectra for different domain lengths L and nominal
Reynolds numbers Rλ = 90 (a), Rλ = 147 (b), and Rλ = 230 (c).
All values are in arbitrary units.
lations induced by periodicity, and thus extremely large domain sizes may be
necessary for these artificial correlations to vanish. We also see that our DNS
timescales are considerably larger than the theoretical predictions from §5.4.1.
While part of this discrepancy at large S t is due to periodicity effects, it is also
possible that the theory in §5.4.1 requires larger values of S v than we are able to
simulate here.
We next consider the effect of periodicity on large-scale velocity statis-
tics. The turbulence-induced changes in the mean particle settling speeds (not
shown) are independent of the domain size to within statistical noise. This
is presumably because the turbulence-induced settling speed modifications of
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Figure A.2: The Lagrangian strain (open symbols) and rotation (filled
symbols) timescales for different domain lengths L and nomi-
nal Reynolds numbers Rλ = 90 (a), Rλ = 147 (b), and Rλ = 230
(c). The theoretical predictions for the strain and rotation
timescales for S v ≫ u′/uη are shown with solid and dashed
lines, respectively.
large-S t particles (which experience the strongest periodicity effects) are negli-
gible, and thus the domain periodicity will not lead to significant changes in this
statistic. It is possible, however, that the settling speeds with a nonlinear drag
model (which are reduced at large S t, see [66]) will be affected by the domain
size.
The velocity variance statistics, however, are strongly affected by changes in
the domain size, as is evident in figure A.3. For example, at the lowest Reynolds
number and smallest domain size, the velocity variances may be in error by
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Figure A.3: DNS data for the ratio between the particle velocity variance
and the underlying fluid velocity variance in the vertical (open
symbols) and horizontal (filled symbols) directions for differ-
ent domain lengths L and nominal Reynolds numbers Rλ = 90
(a), Rλ = 147 (b), and Rλ = 230 (c). The theoretical predictions
for the vertical (Eq. (5.12)) and horizontal (Eq. (5.13)) compo-
nents for S v ≫ u′/uη are shown with solid and dashed lines,
respectively.
nearly a factor of two. We also observe that the vertical velocity variances are
more sensitive to changes in the domain size than the horizontal velocity vari-
ances. The physical explanation is that the vertical velocity variances are cor-
related over longer lengthscales (see §5.4.2), and are thus expected to be more
susceptible to artificial periodicity effects. As the domain size is increased, the
DNS results for both components at high S t converge to our theoretical predic-
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tions from §5.4.2, as expected.
We show acceleration variance statistics in figure A.4 and figure A.5, respec-
tively. The acceleration variances are under-predicted at the smallest domain
sizes, and converge to the theoretical predictions at high S t (see §5.4.3) as the
domain size is increased. As with the velocity variances, the vertical accelera-
tion variances are more affected by the periodic boundary conditions than the
horizontal acceleration variances, since the vertical velocities are correlated over
longer lengthscales.
We next consider acceleration kurtosis statistics in figure A.5. Interestingly,
we see that the acceleration kurtosis increases as the domain size increases for
small S t. (No significant differences are seen between the kurtosis of compo-
nents parallel and perpendicular to gravity, and so we do not show these com-
ponents separately.) The increased kurtosis at small S t suggests that increasing
the domain size causes the underlying fluid accelerations to become more in-
termittent. For a fixed domain size, [193] observed a 30% increase in the fluid
acceleration kurtosis when the grid resolution kmaxη increased from 1.5 to 12.
Our results suggest that a similar increase in the acceleration kurtosis occurs for
a fixed grid resolution when the domain size is increased.
We conclude this section by examining the relative velocity statistics and
the RDFs. Figure A.6 and figure A.7 show the longitudinal mean inward rel-
ative velocities and relative velocity variances, respectively. These statistics
are only weakly sensitive to the domain size for all S t and converge to a grid-
independent result. The relative velocity variances appear to be slightly more
sensitive to the domain size than the mean inward relative velocities, presum-
ably because the former are higher-order statistics and are thus sensitive to
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Figure A.4: DNS data for the particle acceleration variance in the vertical
direction (open symbols) and horizontal direction (filled sym-
bols) for different domain lengths L and nominal Reynolds
numbers Rλ = 90 (a), Rλ = 147 (b), and Rλ = 230 (c).
The theoretical predictions for components parallel to grav-
ity (Eq. (5.24)) and perpendicular to gravity (Eq. (5.25)) for
S v ≫ u′/uη are shown with solid and dashed lines, respec-
tively.
larger and more intermittent flow features.
Figure A.8 indicates that the RDFs are almost entirely unaffected by the finite
domain sizes at low S t. At S t = 3 (figure A.9), however, the RDFs are evidently
quite sensitive to the domain size, and do not converge to a grid-independent
result. It is possible that these RDFs are influenced by the small fraction of
larger-scale features which appear as grid size is increased (see figure A.1), or
that the scaling argument in Eq. (A.1) is not sufficiently stringent for the RDF
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Figure A.5: DNS data for the particle acceleration kurtosis for different do-
main lengths L and nominal Reynolds numbers Rλ = 90 (a),
Rλ = 147 (b), and Rλ = 230 (c). The dotted line indicates the
kurtosis of a Gaussian distribution (3).
statistics. In any case, the results at large S t should be interpreted with cau-
tion, since the linear drag model and the point-particle approximation are less





















































Figure A.6: The longitudinal mean inward relative velocities (normalized
by uη) for different domain lengths L for nominal Reynolds
numbers Rλ = 90 (a), Rλ = 147 (b), and Rλ = 230 (c). The

































































Figure A.7: The longitudinal relative velocity variances (normalized by u2η)
for different domain lengths L for nominal Reynolds numbers
Rλ = 90 (a), Rλ = 147 (b), and Rλ = 230 (c). The different Stokes






































Figure A.8: RDFs for different domain lengths L for nominal Reynolds
numbers Rλ = 90 (a), Rλ = 147 (b), and Rλ = 230 (c). Data







































Figure A.9: RDFs for different domain lengths L for nominal Reynolds
numbers Rλ = 90 (a), Rλ = 147 (b), and Rλ = 230 (c). Data
are shown for S t = 3.
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APPENDIX B
KINEMATIC COLLISION KERNEL FOR AN ANISOTROPIC PARTICLE
PHASE
In this section, we extend the derivation of [161] to determine the kinematic
collision kernel formulation for an anisotropic particle phase. From [161], we









where n is the particle-number density, Φ(r,w, τ) is the collision operator, and
p(r,w) is the joint PDF of the particle-pair separation and relative velocity. At
this stage, it is simpler to leave the PDF as is rather than split it into a conditional




































In the above equations, t∗ denotes the time required to reach the minimum par-
ticle separation, H is the Heaviside function, δ is the Dirac delta function, and ̺
is the particle-pair PDF.
From the definition of t∗ in [161], we require r ·w ≤ 0 for H(t∗) ≥ 0. Since
r · 〈wp(t)〉r = 〈rp(t) ·wp(t)〉r, (B.4)
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δ[d − r]̺S p−‖(r)dr. (B.9)
Since we are interested in collisions on a sphere, we write Eq. (B.9) in spherical














g(d, θ, φ)S p−‖(d, θ, φ) sin θdθdφ.
(B.10)
For an isotropic particle phase, we recover the expected result,

















S p−‖(d, θ, φ) sin θdθdφ. (B.13)
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For an anisotropic particle phase, however, Eq. (B.13) no longer holds. Note
that S p−‖(d) is an average over particle pairs on the entire surface of the sphere,
while S p−‖(d, θ, φ) is an average over particle pairs on a differential element of
the sphere. When the particle phase is anisotropic, we must compute S p−‖(d) by
weighting each of the averages on the differential elements S p−‖(d, θ, φ) by the








S p−‖(d, θ, φ)
g(d, θ, φ)
g(d) sin θdθdφ, (B.14)
which reduces to Eq. (B.13) for an isotropic particle phase. From Eq. (B.14), we
can therefore show that





g(d, θ, φ)S p−‖(d, θ, φ) sin θdθdφ, (B.15)
which is precisely the result we derived in Eq. (B.10) for the anisotropic collision
kernel. We have therefore demonstrated mathematically that Eq. (B.11) holds
for both isotropic and anisotropic particle phases. This explains the empirical
observations in [6], from which the authors argue that Eq. (B.11) holds even
when the particle distribution is anisotropic.
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APPENDIX C
LESSONS LEARNED FROM RUNNING LARGE-SCALE,
MEMORY-INTENSIVE JOBS
In this section, we discuss some of the lessons we learned from running
large-scale simulations. In §C.1, we discuss the computing challenges we faced,
while in §C.2, we focus on issues related to the file system.
C.1 Large-scale-computing challenges
The largest simulations discussed in this dissertation were conducted on 16,384
cores (1024 nodes). We faced a number of challenges in running these simula-
tions, including attaining the necessary CPU hours, debugging and verifying
the code, dealing with frequent hardware failures, and queuing and restarting
jobs.
C.1.1 Attaining CPU hours
In order to perform the largest simulations discussed (Rλ = 597, about 3 billion
particles), we required about 20 million CPU hours. While we had several past
computing allocations and considerable experience in running jobs at national
supercomputing centers, our largest allocations at that time had been on the
order of a few million CPU hours. We therefore had to prove that we were
capable of running much larger jobs, and then attain access to a supercomputer
on which we could run our largest simulations.
Our code was first developed on computing clusters at Cornell University,
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and we were able to use these resources to test our code on up to 64 cores. We
then applied for small computing grants to test and develop our code for use on
larger numbers of processors. These grants were given on a number of different
platforms: Bluefire (National Center for Atmospheric Research), Jaguar (Oak
Ridge National Laboratory), Janus (National Center for Atmospheric Research),
Kraken (National Institute for Computational Sciences), and Ranger (Texas Ad-
vanced Computing Center). We modified the compile commands and library
linkages to enable to code to run on these platforms, and then ran a range of
jobs with different numbers of processors and grid points to test and improve
the parallel scaling of the code. In one case, on Bluefire (a machine with about
4000 cores), our scaling runs caused problems with the job scheduler, and we
had to work with the computing staff to run the jobs at prescribed times when
they would not adversely impact other users.
Having demonstrated the parallel performance of the code, we next needed
to apply for about 20 million CPU hours. While many of our past allocations
had been on XSEDE resources (sponsored the U.S. National Science Founda-
tion), these resources tend to be over-subscribed, have long queuing times, and
impose strict limitations on the number of CPU hours available to users. We
therefore first considered working toward a large-scale INCITE grant through
the U.S. Department of Energy. However, the long review cycle for computing
awards (on the order of a year) discouraged us from applying for this oppor-
tunity. Through conversations with colleagues, we learned that the National
Center for Atmospheric Research was building a new supercomputer (Yellow-
stone), andwas planning to give a few users the opportunity to use this machine
before it was released to the full atmospheric science community. We therefore
submitted a proposal and were awarded 19 million CPU hours on the Yellow-
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stone supercomputer.
C.1.2 Debugging and verifying the code
Extensive debugging and verification is necessary before the results from any
complex code can be taken as reliable. Our initial debugging was performed
using computing resources at Cornell. This allowed us to quickly submit and
run small jobs, and then check that the code ran correctly.
To verify the results were correct, we compared the output from the code
(two-dimensional parallel domain decomposition) to that from the original code
(one-dimensional parallel domain decomposition). We used the same initial
condition for both codes, and ensured that the fluid velocities, particle veloci-
ties, and particle positions between the different codes were identical to within
working precision.
We then used national supercomputing resources to test the code on larger
domains and larger processor counts. While our initial debugging on smaller
problem sizes was able to catch most of the issues with the code, a few problems
appeared as we began to run very large jobs. One particular problem was that
integer variables became larger than their type allowed. To address this, we
either increased the integer precision (i.e., changed from four-byte integers to
eight-byte integers) or changed the order in which operations were performed.
We also encountered an issue on the Jaguar supercomputer which arose from
a buggy MPI implementation. We include this example below to highlight the
fact that errors in one’s code can (on rare occasions) result from problems in the
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external libraries used. On the supercomputer Jaguar, we found that the MPI
calls in the particle-tracking portion of our code were deadlocking when we ran
on more than about 1000 processors. To determine the cause of the deadlock,
we used the Allinea parallel debugger and found that the two of the processors
were stuck in a MPI SENDRECV statement. Since this MPI call is by construc-
tion designed to avoid deadlocks, we contacted the computing staff, who deter-
mined that the issues were caused by an error in the MPI library. By reverting
to an earlier MPI implementation, we were able to eliminate this issue and run
the code successfully.
One of the most pernicious errors in our code, however, was not caught dur-
ing the initial debugging phase of our project. Instead, it appeared during a
production run on 16,384 processors. We include a description of this error to
emphasize the importance of constantly monitoring the results from the simu-
lations and checking for any irregularities.
As the run was under way on 16,384 processors, we checked fluid and par-
ticle statistics at fixed time intervals to make sure the results were as expected.
The results seemed to be in agreement with our expectations, and we convinced
ourselves the code was running correctly. We then began recording a time-series
of the fluid and particle velocities for use in a paper we were putting together.
While the other statistics looked reasonable, the particle-velocity time-series
showed strange oscillations. Upon closer examination, these oscillations per-
fectly coincided with the times when the code was restarted. We then examined
the code segment used in these restarts, and found that the particles were being
assigned incorrect velocities here.
After fixing this segment of the code, we had to let the particle field evolve
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for a longer period of time, and we had to ignore any particle results we had
obtained to that point. While this meant that we were unable to run for as a
long a time as we had hoped, we were able to run in a lower-priority and less-
expensive queue to attain sufficient statistics for accurate time averages, and
our run was still able to provide meaningful data. Had we not checked these
statistics and found this problem during run-time, however, our simulation re-
sults would have been incorrect, and the entire simulation would have been
wasted. It is therefore crucial to systematically analyze the data as the simula-
tion progresses, especially on a newer codes which have not been tested by a
large number of users.
Finally, we note that in order to systematically capture and correct these
bugs, it was very helpful to use a version-control system for the code. We
use Subversion for this, and it allowed us to quickly correct bugs and exam-
ine changes in the code when new versions were introduced.
C.1.3 Dealing with hardware failures
We were among the first users on NCAR Yellowstone, and the supercomputer
experienced frequent hardware failures after it first became available. In many
cases, however, it was unclear which of the errors in our code were due to hard-
ware failures and which were due to problems in the code itself. For example,
one constant concern was to make sure we specified the code parameters so as
not to run out of available memory. Often, when the hardware would fail, it
would give similar error messages to when we ran out of memory. We there-
fore had to work closely with NCAR staff to report times when our code failed,
244
along with information about the processors used at the time. In one humorous
example, we encountered puzzling code failures over a period of two or three
days. Finally, NCAR staff notified us that the failures were caused by a rac-
coon which broke a transformer, caused a power outage, and destabilized the
supercomputer.
Other times, the code itself did not strictly fail, but it exhibited irregular
performance. For example, one step of the fluid solver would take 15 seconds
some times, and would take several minutes other times. We regularly reported
these irregularities to NCAR,who found that they were caused by differences in
the communication patterns between different sets of nodes. They responded
by re-routing the InfiniBand cables until fast and consistent performance was
attained.
Finally, one effect of the hardware failures was to disrupt the queuing and
running of jobs, as discussed below. We therefore could often not rely on au-
tomated queuing tools, and had to constantly monitor existing jobs and submit
new jobs accordingly.
C.1.4 Queuing and restarting jobs
On Yellowstone, we were only able to run a given job for about 12 hours at a
time. In general, however, our jobs required long run times to reach a statis-
tically stationary state and to provide us sufficient statistics for accurate time
averages. We therefore had to restart our jobs frequently.
As early users on Yellowstone, we were granted high priority in the queues,
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and therefore the jobs we submitted to the queue would initially run quite
quickly. During this phase, however, the hardware was quite unstable, and
it was rare for a job to run successfully for the full 12 hours allotted to it. In this
case, we had to frequently output files for restarting the code, and revert back
to the latest files before the job exited. This required considerable vigilance in
managing the data (so as not to exceed disk quotas), as will be discussed in §C.2.
As the system became more mature, hardware failures became less frequent,
and it became more common for the jobs to run successfully for their full du-
ration. However, more users came on board the system during this time, and
queue times increased. Yellowstone uses LSF for job scheduling, and this tool al-
lows the user to submit a number of different dependent jobs. In periods where
none of us would have access to the supercomputer, we could set up the sched-
uler so that a number of jobs could run sequentially. However, in general, it was
preferable to monitor and submit jobs manually, as this allowed us to check the
results and clean up the output data before continuing the simulation.
C.2 File-system challenges
Some of the toughest challenges faced involved managing and accessing the
about 75 terabytes generated by our simulations. We discuss the file formats
used, archival-storage demands, and file-system-bandwidth issues.
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C.2.1 File formats used
An early version of our code output the particle and fluid data using the default
Fortran unformatted writes. While these files provided a relatively compact
representation of the data, they had a number of drawbacks. Using the default
Fortran unformatted write command produces a binary file, and the storage
format is system-specific (e.g., little endian or big endian). In some cases, it is
therefore not possible to transfer these files to another supercomputer and have
this supercomputer read in the data. In addition, these binary files contain ar-
rays, and it is difficult to discern the sizes of the arrays in order to read them
in. In our early implementation, we stored the sizes of the arrays in a separate
ASCII file. We first read in this file, allocated the appropriate array sizes, and
then read in the binary files. However, if the ASCII file became separated from
the binary files, this approach became impossible, and the binary files were es-
sentially inaccessible.
We therefore introduced the Hierarchical Data Format (HDF) into our code.
This format has several advantages. First, it is not platform-specific, and thus
data can be easily exchanged between supercomputers with different storage
formats. Second, it provides information about the data as headers within the
HDF files themselves, eliminating the need for additional files which describe
the shape of the data. Third, it allows for different levels of compression to
provide an optimization between file size and read speed. Fourth, it also allows
multiple cores to write to different regions of a single file. While we did not
take advantage of this last capability (and instead had each core write its own
file), we suggest that future versions of the code be adapted to allow for this
functionality.
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C.2.2 Archival storage demands
Since we generated large amounts of data, we often needed move the data to
a tape archive to avoid running over our hard-disk quota. The tape archive on
Yellowstone (the High Performance Storage System or HPSS) has a tool called
the HPSS Tape Archiver (HTAR) which allows users to compress and transfer
the data using a single command. By using HTAR, we reduced the number of
separate files stored on our tape archive. This led to faster transfers between the
tape archive and the hard-disk. Generally, we tried to post-process this data as
much as possible before moving to a tape archive.
One open question, however, is what to do with these data over the next 5-10
years. Ideally, we would like to make them accessible to a large community of
researchers. To do so, we would need a dedicated place to store about 75 ter-
abytes of data, and an interface through which the researchers could query the
data. We are unsure how to handle this issue, which seems to be an increasingly
pressing one for researchers in high-performance computing.
C.2.3 File-system-bandwidth issues
One of the wayswe unintentionally destabilized Yellowstone was through read-
ing in large amounts of data at a given time. This issue arose was when we were
running a post-processing script on Yellowstone to calculate Lagrangian corre-
lations of statistics along particle trajectories over long times. To run this script,
we had to read in about 50 terabytes of data. Our initial naive implementation
had all 16,384 cores reading their portion of the data simultaneously (i.e., each
core was reading in about 3 gigabytes of the data). While our processing script
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was able to execute successfully, this enormous read essentially ground the file
system to a halt, making other users to be unable to read in data, and causing
some unrelated jobs to crash.
An ideal solution would be to have the file system recognize the threat
posed by such a large read, throttle the read-rates to the program, and thus
keep the system stable for other users. However, the file system on Yellowstone
(the Globally Accessible Data Environment or GLADE) does not currently have
this capability. Instead, we worked with NCAR staff to insert do loops and
MPI BARRIERs into the code to manually control the read rates. While doing
so increased the time to run our processing script by an order of magnitude, it
kept the system stable for other users and prevented their jobs from crashing.
We include this last example to highlight the fact that users should be very
careful in their use of the file system, and should consider ways their file access
patterns could have unintended consequences for other users.
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