Introduction
In [3] , the author proved that the spaces L p,∞ [0, 1] and L p,∞ [0, ∞) are both isomorphic to the atomic space ℓ p,∞ . Subsequently, it was observed that if (Ω, Σ, µ) is countably generated and σ-finite, then L p,∞ (Ω, Σ, µ) is isomorphic to either ℓ p,∞ or ℓ ∞ [4, Theorem 7] . In this paper, we show that the isomorphism of atomic and non-atomic weak L p spaces does not hold beyond the countably generated, σ-finite situation.
Before giving the precise statement of the main theorem, let us agree on some terminology. Throughout this paper, every measure space under discussion is assumed to be non-trivial in the sense that it contains a measurable subset of finite non-zero measure. A measurable subset σ of a measure space (Ω, Σ, µ) is an atom if µ(σ) > 0, and either µ(σ ′ ) = 0 or µ(σ\σ ′ ) = 0 for each measurable subset σ ′ of σ. A purely non-atomic measure space is one which contains no atoms. We say that a collection S of measurable sets generates a measure space (Ω, Σ, µ) if Σ is the smallest σ-algebra containing S as well as the µ-null sets. A measure space (Ω, Σ, µ) is purely atomic if it is generated by the collection of all of its atoms; it is countably generated if there is a sequence (σ n ) in Σ which generates (Ω, Σ, µ). For any measure space (Ω, Σ, µ), and 1 < p < ∞, the weak L p space L p,∞ (Ω, Σ, µ) is the space of all (equivalence classes of) Σ-measurable functions f such that It is well known that · is equivalent to a norm under which L p,∞ (Ω, Σ, µ) is a Banach space. However, since we are only concerned with isomorphic questions, we will employ the quasi-norm · exclusively in our computations. The aim of this paper is to prove the following theorem. Theorem 1. Let (Ω, Σ, µ) be a purely non-atomic measure space, and let 1 < p < ∞. The following statements are equivalent.
1.
is countably generated and σ-finite, and that µ(σ) = 0
It is interesting to note that with regard to (2), the weak L p spaces behave in a way that is "in between" the behavior of the L p spaces,
. On the other hand, along with all Banach spaces, L ∞ (Ω, Σ, µ) is isomorphic to a subspace of ℓ ∞ (J) for a sufficiently large index set J.
The other notation follows mainly that of [5, 6] . Banach spaces E and F are said to be isomorphic if they are linearly homeomorphic; E embeds into F if it is isomorphic to a subspace of F . If I is an arbitrary index set, and (x i ) i∈I , (y i ) i∈I are indexed collections of elements in possibly different Banach spaces, we say that they are equivalent if there is a constant 0 < K < ∞ such that
for every collection (a i ) i∈I of scalars with finitely many non-zero terms. We will also have occasion to use terms and notation concerning vector lattices, for which the references are [6, 8] . In particular, two elements a, b of a vector lattice are said to be disjoint if |a| ∧ |b| = 0. A Banach lattice E satisfies an upper p-estimate if there is a constant M < ∞ such that
is a pairwise disjoint sequence in E. It is trivial to check that every L p,∞ (Ω, Σ, µ) satisfies an upper p-estimate with constant 1. Finally, if A is an arbitrary set, we write P(A) for the power set of A, and A c for its complement (with respect to some universal set).
Proof of the Main Theorem
Let us set the notation for the two types of measure spaces which will command a large part of our attention. By {−1, 1}, we will mean the two-point measure space, each point of which is assigned a mass of 1 2 . If I is an arbitrary index set, {−1, 1}
I is the product measure space of I copies of {−1, 1}. Now let ((Ω α , Σ α , µ α )) α∈A be a collection of pairwise disjoint measure spaces. We define the measurable space (Ω, Σ) to be the set ∪ α∈A Ω α , endowed with the smallest σ-algebra Σ generated by ∪ α∈A Σ α . For any σ ∈ Σ, define
The measure space (Ω, Σ, µ) is denoted by ⊕ α∈A (Ω α , Σ α , µ α ). Of particular interest will be ⊕ α∈A J α , where each J α is a copy of the measure space [0, 1] with the Lebesgue measure.
for any purely atomic measure space (Ω, Σ, µ).
Theorem 3. Let A be an arbitrary index set. For every α ∈ A, let J α be a copy of the measure space
for some purely atomic measure space (Ω, Σ, µ), then the set A is countable.
The proofs of the crucial Theorems 2 and 3 will be the subject of the subsequent sections. To apply these theorems to the proof of the main theorem (Theorem 1) requires the use of certain known facts, which we now recall. Let (Ω, Σ, µ) and (Ω ′ , Σ ′ , µ ′ ) be measure spaces. Denote by Θ µ and Θ µ ′ the µ-and µ ′ -null sets respectively. Then µ induces a function on the σ-complete Boolean algebra Σ/Θ µ , which we denote again by µ. Similarly for µ ′ . We say that the measure spaces (Ω, Σ, µ) and (
For notions and results regarding measure algebras, we refer to [2, §14] . The next fact, which can be found in [7] , follows easily from the observation that the set of functions f ∈ L p,∞ (Ω, Σ, µ) of the form f = a n χ An , where (a n ) ⊆ R, and (A n ) is a pairwise disjoint sequence in Σ, is dense in
The next theorem is stated in the form in which we will use it. It is a consequence of Maharam's theorem on the classification of measure algebras; see [2, Theorems 14.7 and 14.8]. If (Ω, Σ, µ) is a measure space, and c is a positive number, we let cµ be the measure given by (cµ)(σ) = cµ(σ) for all σ ∈ Σ. Clearly, the map
Theorem 5 (Maharam). Let (Ω, Σ, µ) be a purely non-atomic, finite measure space which is not countably generated. Then there is a measurable subset Ω ′ of Ω and an uncountable index set
For the following proof, recall that a Banach space E satisfies the Dunford-Pettis property if x n , x ′ n → 0 whenever (x n ) and (x ′ n ) are weakly null sequences in E and E ′ respectively. It is well known that ℓ ∞ satisfies the Dunford-Pettis property; see, e.g., [8, §II.9 ].
Proof of Theorem 1.
However, since (Ω, Σ, µ) is purely non-atomic, we can easily verify that L p,∞ (Ω, Σ, µ) fails the Dunford-Pettis property. (Use Rademacher-like functions.) Hence it cannot be isomorphic to ℓ ∞ . The implications (4) ⇒ (1) ⇒ (2) are trivial. Therefore, it remains to prove that (2) ⇒ (3). Using Zorn's Lemma, obtain a (possibly empty) collection of measurable subsets (Ω α ) α∈A of Ω which is maximal with respect to the following conditions : µ(Ω α ∩ Ω β ) = 0 if α = β; µ(Ω α ) = 1 for all α ∈ A. For each α ∈ A, let J α be a copy of the measure space [0, 1]. Then J α is isomorphic to a measure subalgebra of (Ω α , Σ ∩ Ω α , µ |Σ∩Ωα ). It follows that ⊕ α∈A J α is isomorphic to a measure subalgebra of (Ω, Σ, µ).
, and hence, by the assumption (2), isomorphic to a subspace of an atomic weak L p space. According to Theorem 3, A must be a countable set. By the maximality of (Ω α ) α∈A , m ≡ sup{µ(σ) : σ is a measurable subset of
It is easily seen that the supremum is attained, say, at Ω 0 . Define
If Ω α is not countably generated for some α ∈ A, then Theorem 5 produces an uncountable index set I such that L p,∞ ({−1, 1} I ) is isometrically isomorphic to a subspace of L p,∞ (Ω α ), and thus isomorphic to a subspace of an atomic weak L p space. This violates Theorem 2. Similarly, we see that Ω 0 is countably generated. Therefore, Ω 1 is countably generated; it is clearly σ-finite. If σ is a measurable subset of Ω 2 = Ω\Ω 1 , and 0 < µ(σ) < ∞, then m < µ(Ω 0 ∪σ) < ∞, contrary to the choice of Ω 0 . Hence µ(σ) = 0 or ∞.
Let Γ be an arbitrary set, and let w : Γ → (0, ∞) be a weight function. We can define a measure µ on P(Γ) by µ(σ) = γ∈ σ w(γ) for all finite subsets F of A, and all ǫ x = ±1. Then there exists C ⊆ A, |C| = |A|, such that the elements of C are pairwise disjoint, and |b| ∧ |c| = 0 whenever b ∈ B, c ∈ C.
Proof. First we show that if Γ
′ is a subset of Γ such that |Γ ′ | < |A|, then there exists
Hence there exist C ⊆ A\A ′ , and n ∈ N such that |C| = |A\A ′ | = |A|, and |x(f (x))| ≥ 1/n for all x ∈ C. Now |C| = |A| > |Γ ′ | ≥ |f (C)|.
Therefore, there is a γ 0 ∈ f (C) such that
As D is infinite, this violates condition (1). Now for each x ∈ ℓ p,∞ (Γ, w), let supp x = {γ ∈ Γ : x(γ) = 0}. Clearly | supp x| ≤ ℵ 0 . Therefore, | x∈B supp x| ≤ max{|B|, ℵ 0 } < |A|. Let Γ 1 = x∈B supp x. By the above, there is a subset A 1 of A, having the same cardinality as A, such that xχ Γ 1 = 0 for all x ∈ A 1 . It remains to choose a pairwise disjoint subset of A 1 of cardinality |A|. This will be done by induction. Choose x 0 arbitrarily in A 1 . Now suppose a pairwise disjoint collection (x ρ ) ρ<β has been chosen up to some ordinal
Using the first part of the proof again, we find a x β ∈ A 1 such that x β χ Γ 2 = 0. It is clear that the collection (x ρ ) ρ≤β is pairwise disjoint. This completes the inductive argument. Consequently, we obtain a pairwise disjoint collection C = (x ρ ) ρ<|A| in A 1 . As each x ∈ C is disjoint from each b ∈ B, the proof is complete. Theorem 7. Let I and Γ be arbitrary sets such that I is uncountable. For any weight function w on Γ, and any p = 2, 1 < p < ∞, ℓ p,∞ (Γ, w) does not contain a subspace isomorphic to ℓ 2 (I). Consequently, Theorem 2 holds if p = 2.
Proof. For any set I, and any i ∈ I, let ǫ i : {−1, 1} I → {−1, 1} be the projection onto the ith coordinate. By Khinchine's inequality, (ǫ i ) i∈I ⊆ L p,∞ ({−1, 1} I ) is equivalent to the unit vector basis of ℓ 2 (I). Hence the first statement of the theorem implies the second. Now suppose (x i ) i∈I is a set of normalized elements of ℓ p,∞ (Γ, w) which is equivalent to the unit vector basis of ℓ 2 (I). If I is uncountable, apply Proposition 6 with A = I, B = ∅ to obtain an uncountable C ⊆ I such that (x i ) i∈C are pairwise disjoint. Since ℓ p,∞ (Γ, w) satisfies an upper p-estimate, there is a constant 0 < K < ∞ such that
for every finite subset F of C. We conclude that 1 < p < 2. Denote by µ the measure associated with (Γ, w). For each i ∈ C, there is a rational number c i > 0 such that c i (
. By using an
uncountable subset of C if necessary, we may assume that c i = c, a constant, for all i ∈ C. For any finite subset F of C,
Hence i∈F x i > 
is an embedding, then (T h n ) cannot be pairwise disjoint.
is an embedding for some measure space (Ω, Σ, µ). Then (T h n ) cannot be a pairwise disjoint sequence.
Proof. By Theorem 1.d. 6 (ii) in [6] , there is a constant D such that
for every sequence of scalars (a n ) which is eventually zero. Given m ∈ N, let a ij
where
j=1 is a pairwise disjoint sequence which is bounded in norm by T . Hence, using the upper 2-estimate in L 2,∞ (Ω, Σ, µ),
Since m is arbitrary, T cannot be an embedding.
We now complete the proof of Theorem 2 for the case p = 2. Suppose I is uncountable, and T :
is a bounded linear operator. We will construct a sequence (g n ) ⊆ L 2,∞ ({−1, 1} I ) which is equivalent to the Haar basis (h n ) ⊆ L 2,∞ [0, 1], and such that (T g n ) is a pairwise disjoint sequence in ℓ 2,∞ (Γ, w). An appeal to Proposition 8 will then yield the desired result that T is not an embedding. Let the functions (ǫ i ) ⊆ L 2,∞ ({−1, 1} I ) be the same as those which appeared in the proof of Theorem 7. For any finite subset F of I, and any {−1, 1}-valued sequence (b i ) i∈F , the family i∈F χ {ǫ i =b i } ǫ j j∈I\F is easily seen to be equivalent to the unit vector basis of ℓ 2 (I\F ). Applying Proposition 6, we see that for any F and (b i ) i∈F as above, and any countable S ⊆ Γ, there exists j ∈ I\F such that (T (( i∈F χ {ǫ i =b i } )ǫ j ))χ S = 0. For any x ∈ ℓ 2,∞ (Γ, w), we let its support be the set supp x = {γ ∈ Γ : x(γ) = 0}. Any element in ℓ 2,∞ (Γ, w) has countable support. Let g 1 be the identically 1 function on {−1, 1} I . Then there exists i 2 ∈ I such that supp T ǫ i 2 ∩ supp T g 1 = ∅. Let g 2 = ǫ i 2 . Now supp T g 1 ∪ supp T g 2 is countable. Therefore, one can find i 3 = i 2 such that supp T ((χ {ǫ i 2 =−1} )ǫ i 3 ) is disjoint from supp T g 1 ∪ supp T g 2 . Define g 3 = (χ {ǫ i 2 =−1} )ǫ i 3 . Next define g 4 = (χ {ǫ i 2 =1} )ǫ i 4 , where i 4 is chosen so that it is distinct from i 2 , i 3 , and supp T g 4 is disjoint from ∪ 3 n=1 supp T g n . Continuing in this way, we obtain the desired sequence (g n ).
4. The space L p,∞ (⊕ α∈A J α )
In this section, we present the proof of Theorem 3. Let A be an uncountable set, and let w be a weight function defined on a set Γ.
is a bounded linear operator. The first step is to show that the range of T is mostly contained in m p,∞ (Γ, w). This will require the following technical lemma.
Lemma 9. Let k ∈ N be given, and let δ, c 1 , c 2 , . . . , c k be strictly positive numbers. Suppose l ∈ N is so large that
Let (Ω, Σ, µ) be any measure space, and let
Proof. We may assume without loss of generality that
σ(m, j).
Corollary 11. Let A be an index set. For each α ∈ A, n ∈ N, and 1 ≤ j ≤ 2 n , let f n,j,α be the characteristic function of the subinterval [ w) is a bounded linear operator, then all but countably many members of {T f n,j,α : α ∈ A, n ∈ N, 1 ≤ j ≤ 2 n } belong to m p,∞ (Γ, w).
Proof. If n is fixed, the collection {f n,j,α : α ∈ A, 1 ≤ j ≤ 2 n } is equivalent to the unit vector basis in m p,∞ (A × {1, . . . , 2 n }). Apply Proposition 10 to complete the proof.
If A is uncountable, and T :
is an embedding, then it follows from Corollary 11 that there exists 
Lemma 12. Let (Ω, Σ, µ) be any measure space, and suppose 1 < p < ∞. If (f n ) is a pairwise disjoint sequence in the unit ball of L p,∞ (Ω, Σ, µ), and (M n ) is a real sequence such that 1 < M n ≤ 2 −1/p M n+1 for all n ∈ N, define g 1 = (f 1 ) M 1 and
is equivalent to the unit vector basis of ℓ 2 , Theorem 13 implies that this is impossible unless p = 2. Now let T : M 2,∞ [0, 1] → m 2,∞ (Γ, w) be an embedding. Without loss of generality, assume that T f ≥ f for all f ∈ M 2,∞ [0, 1]. Denote by (r n ), respectively (h n ), the sequence of Rademacher functions, respectively Haar functions, on [0, 1] . Note that for all f ∈ M 2,∞ [0, 1], f · r n → 0 weakly as n → ∞. Let f 1 = |h 1 |. If k ∈ N, and 2 k−1 < j ≤ 2 k , let f j = √ 2 k−1 |h j |. Define n 1 = 1. Since x 1 = T (h 1 · r n 1 ) ∈ m 2,∞ (Γ, w), there is a finite subset σ 1 of Γ such that x 1 χ σ c 1 < 2 −3 . Now suppose that numbers n i and finite sets σ i have been chosen for i ≤ j. Since T (f j+1 · r n ) → 0 weakly as n → ∞, and ∪ j i=1 σ i is finite, there exists n j+1 > n j so that x j+1 χ ∪ j i=1 σ i < 2 −j−4 , where x j+1 = T (f j+1 · r n j+1 ). Now we can choose a finite subset σ j+1 of Γ, disjoint from ∪ j i=1 σ i , such that x j+1 χ σ c j+1 < 2 −j−3 . Finally, let y j = x j χ σ j for all j ∈ N. Then (y j ) is pairwise disjoint sequence, and hence is a basic sequence with basis constant 1. Moreover,
Also, x j − y j < 1/4. By Proposition 1.a.9 in [5] , (y j ) and (x j ) are equivalent. But then (f j · r n j ) is equivalent to a pairwise disjoint sequence in ℓ p,∞ (Γ, w). However, it is easy to see that (f j · r n j ) is equivalent to (a j h j ), where a 1 = 1 and a j = √ 2 k−1 if 2 k−1 < j ≤ 2 k . Hence we obtain an embedding S of [(h j )] into ℓ p,∞ (Γ, w) such that (Sh j ) is a pairwise disjoint sequence. As (h j ) is a basis of M 2,∞ [0, 1], we have reached a contradiction to Proposition 8. This completes the proof of Theorem 3.
