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Abstract
This paper describes the application of the Momel algorithm
to a corpus of spontaneous speech in Standard (Beijing) Chi-
nese. A selection of utterances by four speakers was analysed
automatically and the resynthesised utterances were evaluated
subjectively with two categories of errors: lexical tone errors
and intonation errors. The target points determining the pitch
contours of the synthetic utterances were then corrected man-
ually in order to obtain a set of acceptable utterances for the
entire corpus. An application attempting to optimise window-
size for the Momel algorithm showed no overall improvement
with respect to the manually corrected data. This annotated data
will nevertheless constitute a useful yardstick for evaluating im-
provements to the automatic algorithm which is expected to be
far more robust than data annotated for languages with no lexi-
cal tone.
Index Terms: intonation, modelling, spontaneous speech, Chi-
nese, Momel
1. Introduction
The study reported in this paper is part of a larger, ongoing
project concerned with the description of the prosody of sponta-
neous speech in various languages, building on results obtained
in earlier work carried out at the Scuola Normale Superiore in
Pisa, Italy [3] and in the CNRS Laboratoire Parole et Langage
in Aix-en-Provence, France [8, 9]. In our general approach we
take the view that a satisfactory model of speech should meet
the epistemological requirements of explicitness, predictivity
and unification ([3]). One way to meet at least the first two
of these requirements, is by a paradigm of analysis by synthesis
[10, 12]. If the representation which is derived from the analy-
sis can be used to provide a satisfactory synthetic output, with
no significant loss of information, then we can conclude that
this representation contains the relevant information that we are
hoping to capture. Synthesis, in this perspective, is seen as a
tool for the evaluation of the quality of analysis rather than as
an end to itself.
In order to achieve really adequate descriptive models of
the prosody of different languages, it will be necessary to go far
beyond the often fairly limited data samples which are generally
used to construct such models. This will obviously imply treat-
ing large quantities of data for which it will not be feasible to
envisage entirely manual annotation. Techniques of automatic
analysis are consequently particularly attractive for this type of
study.
In this paper we are particularly concerned with the de-
scription of the intonation of spontaneous speech in Standard
Chinese (Beijing). In the field of intonation analysis, one ex-
plicit modelling approach is the Momel algorithm [7, 9] (see
3.2), which has so far been successfully used for the modelling
of the intonation of a number of different languages (for refer-
ences see [13]). This study is, however, the first time that the
algorithm has been systematically applied to the intonation of a
language with a complex tonal system like Chinese, and in par-
ticular to a corpus of spontaneous speech in such a language.
We present here the first results of an ongoing evaluation
of potential problems in the application of the Momel algo-
rithm to a corpus of spontaneous speech in Standard Chinese.
A selection of utterances was analysed automatically and then
subjected to manual corrections. It is hoped that the resulting
database with hand-corrected Momel annotation will be a use-
ful tool for the development of improved automatic algorithms
which will be essential for the development of phonological
models on the basis of large-scale corpora.
2. Tone and intonation in Standard Chinese
Modelling the intonation of Chinese is particularly challenging
because of the intertwined relationship between Chinese lexical
tones and intonation in a raw F0 contour.
2.1. The intertwining of tone and intonation
According to [1], the communicative use of sentence intonation
in tone languages is just as free as in non-tone languages. The
study of intonation in a tone language, however, is greatly com-
plicated by the multiple uses of pitch for both lexical tone and
intonation. These two phonological strands are:
phonetically intertwined in the tempo and pitch
contour of an utterance [2]
which is quite unlike the F0 pattern of a completely non-tonal
language like French, Finnish, or Korean, where all the pitch
events of F0 contour are determined by the supra-lexical func-
tions of intonation. In other languages, like English, Russian,
Arabic, the existence of lexical accent, or word-stress, does con-
tribute to some extent to the overall makeup of a global pitch
patten, but the individual lexical items do not have predefined
pitch configurations associated with them in the way that lan-
guages like Chinese, Yoruba or Vietnamese do.
In Chinese, although tone and intonation are independent
as linguistic functions and phonological categories, the pho-
netic output of the two are inseparable from each other in an
F0 contour. The interactive relation between lexical tones and
the purely intonational use of tune [16] make the whole F0 pic-
ture intricate, and in need of further exploration.
Figure 1: Schematic diagram of canonical Standard Chinese
lexical tones (from Chao [5]).
2.2. Lexical tone in Chinese
In the historical literature, the superimposed relation of Chi-
nese lexical tones and intonation tunes is described vividly in a
metaphor by Chao ([6] as, small ripples riding on top of large
waves, where lexical tones are compared to small ripples in an
ocean, which add on the large waves of the overall intonation
tune, resulting in an algebraic sum of the two waves.
In Standard Chinese (Beijing) there exist four canonical
lexical tones, which are marked in written form with an iconic
diacritic, above the nucleus of the associated syllable, such as,
zhı̄ (meaning to know), zhı́ (straight), zhı̌ (paper), zhı̀ (intelli-
gent). The four tones are also categorized numerically as T1,
T2, T3 and T4, so the above four tonal syllables can also be
annotated as: zhi1, zhi2, zhi3 and zhi4. For the phonetic rep-
resentation of the four tones, Chao [5] proposed a numerical
notation system with five scaling points, 1 to 5 corresponding
respectively to low, mid-low, mid, mid-high and high position
within a speakers normal pitch range. Therefore, based on na-
tive speakers acoustic perception, the four lexical tones can be
represented with a succession of numerals marking respectively
the significant points of each tonal contour. Thus, T1 is tran-
scribed as [55], T2 as [35], T3 as [214], and T4 as [51], indi-
cating the high level form of T1, the high-rising (from mid to
high) form of T2, the low-falling-rising form of T3 and the high
falling form of T4. The canonical form of the four tonal shapes
and heights (in relative values) can be seen in Fig. 1.
In the phonetic analysis of intonation with spontaneous
data, there is a big challenge due to the unpredicted manifes-
tation of lexical tones in an F0 contour. In the speech flow, the
actual phonetic values of tones are only rarely close to their un-
derlying pitch configurations, and they present far more variable
features than might be expected. Some common tonal changes
found in speech can be explained by sandhi rules (see [6]: 27-
28). However, when we look at the actual f0 data of fluent run-
ning speech, various allotonal phenomena in Chinese are be-
yond the interpretive capacity of phonological rules. The ex-
tensive undershoot of tones is often too distorted to be easily
recognized, and a limited number of tone sandhi rules are far
from being sufficient to account for all such variation.
The actual surface manifestation of tones is greatly influ-
enced by a number of factors such as the neighbouring tonal
context, the modified pitch range, the speed of utterance, the
sentence focus, the speakers emotion etc. From our data, it can
be seen that a global pattern of intonation may have little re-
semblance to the concatenation features of the consituant tones.
In continuous speech, an underlying rising form of a T2 may
actually show a falling pattern, and there are many other exam-
ples involving such reversed tonal contours in speech. Some
syllables may lose their pitch features partially or even entirely.
Tseng ([18]) also observed in her spontaneous data that
there is often no match between the phonological prediction and
the final phonetic output of lexical tones. However, she noted
that although a substantial portion of a sentence might be pro-
duced with incomplete acoustic information, listeners have no
difficulty in understanding the sentence meaning, for they can
integrate the phonetic input with their native knowledge of the
language.
According to Shen [17], there are five components con-
tributing to the final phonetic output of speech:
a lexical tones at the basic morphemic level,
b normal stress denoting possible lexical stress at the
boundary of word or phrase level,
c tune at the sentence level expressing sentence modality
d emphatic focus
e emotive intonation at the sentence level superimposed on
the overall pitch movement of the utterance.
3. Applying the Momel algorithm to a
corpus of spontaneous Chinese
3.1. Corpus
The corpus employed in our study consists of conversational
recordings taken from the Chinese Spontaneous Conversation
Corpus (or CADCC) produced by the Chinese Academy of So-
cial Sciences, Beijing [15, 14]. The corpus consists of 12 units
of daily conversation with no specific topics defined between
native Beijing speakers. Each unit has two different speakers
involved and each dialogue lasts around one hour. In this study,
100 utterances were chosen from the CADCC corpus. Among
them, 60 utterances (30 utterances from each speaker) are from
a dialogue between two female speakers, and 40 utterances (20
utterances from each) are from a dialogue between two male
speakers. The selected utterances are neutral in emotion and
vary in sentence length and syntactic types, and include as few
as possible disturbing speech variants such as overlaps, laugh-
ing, and background noise, etc. The interjections and pauses
within the utterances were all labeled manually by the first au-
thor in the TextGrid tier, and annotated so that they would not
be taken into account in the acoustic analysis.
3.2. The Momel algorithm
The Momel algorithm [7, 9] analyses a raw fundamental fre-
quency curve as the product of two components: a global
macroprosodic component, corresponding approximately to the
underlying intonation pattern of the utterance, and a local mi-
croprosodic component, representing deviations from the mar-
croprosodic curve which are caused by the articulatory con-
straints of individual phone segments. The discontinuity ob-
served in a raw fundamental frequecy curve is thus modelled by
the microprosodic component, which means that the underly-
ing macroprosodic curve can be modelled as a continuous and
smooth curve, such as is found when speech is ”re-iterated” by
humming or by pronouncing entirely sonorant sequences like
/mamama/ or /lalala/. In the Momel algorithm, this underlying
Figure 2: Example of a pitch curve overlaid with the target
points obtained from the Momel algorithm with, top panel: lin-
ear interpolation, bottom panel: quadratic spline interpolation.
curve is modelled as a quadratic spline function, the simplest
mathematical function which respects the constraints of conti-
nuity and smoothness while interpolating between a sequence
of ’target points’. The algorithm takes as input a raw F0 curve
and gives as output a corresponding sequence of target points
for the quadratic interpolation. The algorithm has recently been
implemented [11] as a plugin for the Praat speech analysis en-
vironment [4].
The Momel algorithm thus constitutes an example of the
analysis by synthesis paradigm we mentioned in section 1.
Once we obtain a satisfactory set of representations of this type
we shall then be in a position to look into the relationship be-
tween these target points and more abstract higher-level repre-
sentations such as that provided by the Intsint coding system,
[9] or other more ToBI-like systems such as that described in
[16]. For the purposes of this study we will restrict our atten-
tion to this first level of abstraction from the raw data in the be-
lief that it will prove sufficiently theory-friendly (if not entirely
theory-neutral) to be useful in different theoretical paradigms.
3.3. Analysing the data with Momel
A representative sample of 100 utterances produced by two
male and two female speakers was selected for this study. The
utterances were first coded using the automatic algorithm with
default parameters [9]. The utterances were then re-synthesised
using Psola resynthesis with the original f0 replaced by the
quadratic spline curve interpolating between the target points
output by the analysis.
In some cases the use of the quadratic interpolation was cru-
cial to obtain the re-synthesis of the correct lexical tones. Figure
2 shows an example of the pitch curve of the utterance ’Na4 shi2
hou0 xia4 xiang1 de0 shi2...’ In the top panel, the target points
are shown connected by straight lines and in the bottom panel,
the same points are shown connected by a quadratic spline func-
tion. When the utterance is synthesised with quadratic inter-
polation then the correct tones are perceived on all the sylla-
bles. When the utterance is synthesised with linear interpola-
tion, however, then the high level tone of the fifth syllable ’xi-
ang1’ is perceived incorrectly as a falling tone.
Each of the utterances was consequently synthesized with
the values from the automatic coding and quadratic spline inter-
polation. The synthetic utterances were then categorised by the
first author using the following categories:
a. lexical tone error - one or more of the lexical items in the
utterance was perceived as being pronounced with the
wrong lexical tone.
b. intonation error - the resynthesised utterance was per-
ceived as being produced with the correct lexical tones
but with a perceptibly different intonational meaning.
c. correct tone and intonation - even if the utterance did
not sound exactly the same as the original, there was no
perceptible lexical or intonational difference of meaning.
Table 1 shows the number of syllables which were manually
corrected from the total corpus, tabled by tone and by speaker.
Table 1: Number of syllables for each tone for each speaker in
our corpus showing (in brackets) the number of these syllables
which require manual correction
speakers
A B C D
T1 63 (12) 73 (4) 47 (3) 23 (0)
T2 83 (12) 86 (13) 59 (10) 36 (8)
T3 52 (14) 62 (8) 41 (9) 41 (9)
T4 107 (22) 144 (19) 85 (7) 63 (10)
T0 57 (7) 53 (6) 35 (2) 23 (0)
In the above table, A, B, C and D represent the four speakers
of the study. A and B are female speakers, C and D male speak-
ers. Horizontal lines refer to tone types (T1, T2, T3, T4 plus T0
for neutral tone). Digits refer to the number of syllables of the
given tone type produced by the given speaker. Digits within
brackets indicate the number of syllables that required manual
correction, due to error in automatic pitch detection.
Utterances of categories a and b were then subjected to
manual correction using the Praat plugin facility [11]. The po-
sition of the target points were adjusted manually until all the
resynthesised utterances could be assigned to category c.
4. Using the database to optimise the
modelling
As described above, the strategy of correction that was adopted
was designed so that the output would be a set of Momel target
points which correspond to acceptable equivalents to the origi-
nal utterances.
As such, these target points can be thought of as a limit-
ing set that we can hope to approach either by modifying the
algorithm itself (cf [13]) or by adapting the parameters of the
algorithm so that it is more suited to the specific needs of a par-
ticular corpus.
In the case of a tonal language like Chinese, it might be
thought that tonal events, being partly determined by lexical
constraints, are likely to be more frequent and rapidly executed
than in languages with no tonal contrasts such as those to which
the Momel algorithm has so far generally been applied. By con-
trast, Xu [19] has claimed that in both Mandarin Chinese and
English, tonal patterns are produced at close to the maximum
speed possible for pitch change.
4.1. Optimising window size for the Momel algorithm
If tonal events are more frequent in spoken Chinese than in En-
glish or French, we might expect that the default window size
for the algorithm (300 ms) which was obtained using data from
languages with no lexical tone would not be optimal for Chi-
nese.
In order to test this we carried out automatic evaluation of
the Momel target points with a variable window size ranging
from one half of the default length to 1.5 times the default length
by steps of 50 ms. The values tested, then, were 150, 200, 250,
300, 350, 400 and 450 ms.
For each of the seven values of window size, the complete
set of 100 utterances was analysed. For each utterance, we cal-
culated the output of a quadratic spline interpolation between
the target points given by the algorithm. The correlation be-
tween this curve and that obtained from the manually corrected
curve was calculated. Following [13] we decided to eliminate
from the analysis those portions of the curve corresponding to
potentially voiceless segments of the utterance. In fact, we de-
cided to include in the correlation analysis only those segments
of an utterance corresponding to the rime of a syllable. This is
justifiable from the fact that in Standard Chinese, both the nu-
cleus and the coda are always fully voiced whereas the onset
may be voiced or voiceless.
The correlations reported here, then, correspond to the por-
tions of the quadratic spline curves corresponding to the nucleus
or the coda of a syllable. These portions were identified from
manually labelled TextGrid files associated with each of the 100
utterances.
An analysis of variance of the correlations obtained for each
of the 100 utterances factors showed no significant effect for
window size (F(6, 700)= 0.732, p=0.619). We interpret this to
mean that there is no systematic improvement to the algorithm
to be obtained simply by reducing the size of the analysis win-
dow.
5. Conclusions and perspectives
A first attempt at applying the Momel algorithm to a corpus
of spontaneous speech from Standard Chinese, a language with
lexical tone, was relatively encouraging. Even though we were
not able to make any systematic improvement to the Momel al-
gorithm by globally modifying the analysis window size for the
corpus that we analysed, we believe that the database and the
evaluation technique described in this paper will be a particu-
larly valuable tool for the evaluation of future adaptations of the
algorithm, since the fact that the majority of errors corrected
manually were lexical errors makes the data far more robust
than data annotated for languages with no lexical tone.
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