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Abstract: We report a new method of using the plasma time difference, which results from
the plasma effect, between the nuclear and electronic recoil events in high-purity germanium
detectors to distinguish these two types of events in the search for rare physics processes.
The physics mechanism of the plasma effect is discussed in detail. A numerical model is
developed to calculate the plasma time for nuclear and electronic recoils at various energies
in germanium detectors. It can be shown that under certain conditions the plasma time
difference is large enough to be observable. The experimental aspects in realizing such a
discrimination in germanium detectors is discussed.
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1 Introduction
In the detection of dark matter or neutrino-nucleus coherent scattering induced nuclear
recoil events (NRs) with high-purity germanium detectors such as SuperCDMS [1], Co-
GeNT [2] and CEvNS [3] experiments, the main background comes from the electronic re-
coil events (ERs) produced by natural radioactivity. The capability of discriminating NRs
from ERs is crucial in reducing the background to reach a better sensitivity for those exper-
iments. The germanium cryogenic bolometers such as CDMS [1]- and EDELWEISS [4]-type
detectors provide excellent discrimination power between NRs and ERs by measuring ion-
ization yield which is the ratio of the ionization energy to the phonon energy. However,
the bolometers must be operated in a temperature range of milli-Kelvin, which demands
high cost for large detectors that are needed for the next generation ton-scale experiments.
Compare with a cryogenic bolometer, a germanium detector operated at liquid nitrogen
temperature (77 Kelvin) is relatively simple and does not require complex cooling systems.
Thus, it would be quite attractive if a generic germanium detector is capable of identifying
NRs from ERs. Digital pulse shape analysis is an encouraging approach to the discrim-
ination of ions with different mass numbers due to their difference in length and density
of their ionizing tracks [5–11]. Similar difference is expected between NRs and ERs. This
is because a nucleus is much heavier than an electron and the heavier particle generates
ionization more densely along its path, we expect that electron-hole (e-h) pairs creation
and charge collection are different between NRs and ERs due to the differences of length
and density of the ionization track. The rise time of the pulse shape is essentially governed
by two effects:
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1. The drift time of the charge carriers that move along the electric field lines towards
the corresponding electrode. This drift time is called the charge transit time, which
depends on the drift paths and the drift velocities for electrons and holes.
2. The density of e-h pairs along the track of the particle. A high density of charge
carriers along the ionization track forms a plasma-like cloud of charges that shields
the interior from the influence of the electric field. Only those charge carriers at
the outer edge of the cloud are subject to the influence of the electric field, and
they begin to migrate immediately. This plasma-like cloud expands radially due to
diffusion of charge carriers and is gradually eroded away until the charges at the
interior are finally subject to the applied field and also begin to drift. The time
needed for total disintegration of this plasma region is called the plasma time, which
is known as the second component of the pulse rise time. The plasma time depends
on the initial density and radius of the plasma-like cloud, on the diffusion constant
for charge carriers, and on the strength of electric field [9, 12–14]. Both drift time
and plasma time are responsible for the pulse rise time in the charge collection. The
question is to determine the difference in the ionization length and density of e-h pairs
between NR and ER events.
In the dual-phase xenon detectors for the direct detection of dark matter [15–17], the
plasma time plays an important role in the recombination of electron-ion pairs [18] as a
function of recoil energy, type, and electric field. The anti-correlation between the charge
and light yield clearly demonstrates the recombination probability as a function of the
plasma time [18].
A direct observation of the plasma time in a silicon detector [19] found a value of ∼3-5
ns for an alpha particle with energy about 5 MeV. In the calculation of the plasma time τpl,
England et al. [9] have proposed a model which takes into account the dependence of the
plasma time on the applied electric field F and the density of the ionization track dE/dx:
τpl =
β
F
√
dE
dx
, (1.1)
where β stands for a normalization factor which is determined by the experiment. This equa-
tion is also expressed by the following form which brings out the Z− and M−dependence
of projectile on τpl:
τpl(ns) = n(MZ
2)1/2[B(
1
E
ln
4m0E
MI
)]1/2/F, (1.2)
where B = 2pie4N0Z/m0A is the Bethe-Bloch constant, M is the mass of the incident ion,
Z is the atomic number of the incident ion, E is the energy for the recoiling ion, I is the
average ionization energy for the absorbing material, m0 is the rest mass of electron and n
is a normalization constant that is determined experimentally. Seibt et al. [12] used first
principles assuming a diffusion process combined with a radial space-charge expansion of
the plasma as electrons are removed to calculate the plasma time. The result for silicon is:
tpl(s) = 1.32× 10−10(n1E)1/3/F, (1.3)
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where E is the energy of the recoiling ion, n1 is the total initial number of charge carriers
per unit length of track and F is the applied reverse bias field.
In the case of germanium detectors, the plasma effect has been studied experimentally
using a coaxial detector [20], which indicates a negligible effect. The negative result from
the experiment using a coaxial detector can be simply understood as the small plasma
effect was washed out by much longer drift time. The theoretical consideration needs to
be developed. It is believed that the formation of the plasma effect on the ionization track
requires the ratio of the Debye screening radius, λD, to the radius of the ionization column,
r, λDr =
√
kT/4e2η ≤ 1 [21], where  = 16 is the dielectric constant of germanium, k is
the Boltzmann constant, T is the temperature, e is electron charge, and η is the number of
ions per unit length of the ionization track. To evaluate the plasma effect induced by NRs
in germanium, one can look into the the number density of charge carriers created by an
incoming neutron for a given recoil energy.
When a neutron elastically scatters off a germanium nucleus and transfers a portion
of its kinetic energy to the germanium nucleus, the germanium nucleus is knocked off
its lattice site and then loses its energy by colliding with electrons and nuclei within the
detector. Therefore, this NR process involves a competition between energy transfer to
atomic electrons and energy transfer to translational motion of an atom. The total rate
at which it loses energy with respect to distance (dE/dx) is dependent on the medium
through which it travels, and it is also called stopping power. At low energies, the total
stopping power of the germanium is divided between the electronic and nuclear stopping
power. Electronic stopping power is the amount of energy per unit distance that the recoil
nucleus loses to electronic excitation and ionization of the surrounding germanium atoms.
Nuclear stopping power is the energy loss per unit length that the recoil nucleus loses to
atomic collisions which add to the kinetic energy of the germanium atoms, but do not result
in internal excitation of atoms. The energy once given to electrons can be transferred back
to atomic motion in a very slow process. The ratio of electronic to nuclear stopping power
depends on the recoil energy of the nucleus. If the recoil energy is very large, the portion
of the nuclear stopping power would be smaller compared to the portion of the electronic
stopping power. However, in the energy range of the recoil germanium atoms from neutron
collisions, the nuclear stopping power plays a significant role in the energy loss of the recoil
nucleus. J. Lindhard et al. [22] discussed the theory of energy loss for low energy nuclei in
detail. For instance, the number density of ions per track length created by 1 keV NR event
is about 2.8×108/cm in germanium, which gives λDr <0.1. Therefore, the plasma effect in
germanium can be formed.
Due to the difference in the stopping power between NRs and ERs, the plasma effects
created by the ionization density are expected to be different between NR and ER events for
a given recoil energy. The calculation of the plasma time must take into account a dynamic
process in which the density of charge carriers, the ambipolar diffusion, the external electric
field, and the charge drifting are all involved. Thus, it is natural to consider numerical
calculations with all physics parameters that are involved in the creation and erosion of the
plasma effect.
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In this paper, the numerical calculation including the general equations, simplifica-
tions in calculation, study of mobility, evolution of various distributions and estimation of
plasma time is presented in section 2, followed by the results of the numerical calculation
in section 3. The experimental consideration on measuring the plasma effect in germanium
detectors is presented in section 4. Finally, the conclusions are summarized in section 5.
2 Numerical calculation
2.1 General equations
The current densities je/h generated by the drift of electrons and holes, respectively, can be
calculated as:
je(x, t) = −qn(x, t)ve(x, t), (2.1)
jh(x, t) = qp(x, t)vh(x, t), (2.2)
where q is the elementary charge, n and p are the number densities of electrons and holes,
respectively, ve/h are the saturated drift velocities of electrons and holes, respectively, and
(x, t) denotes the location and time dependence of j, n, p, and v. The drift velocities can
be calculated as:
ve/h(x, t) = µe/hE(x, t), (2.3)
where µe/h are the drift mobilities of electrons and holes, respectively, and E is the sum of
both external and induced electric fields:
E = Eex +Ein. (2.4)
Ein appears when electron and hole clouds do not overlap with each other completely, and
can be calculated with Gauss’s Law:
∇ ·Ein(x, t) = qp(x, t)− qn(x, t)
ε0εGe
, (2.5)
where, εGe = 16 is the relative permittivity for germanium and ε0 is the free-space permit-
tivity.
The differential continuity equation provides the relationship between the time evolu-
tion of charge carrier number densities (n and p) and the current densities je/h:
−q∂n(x, t)
∂t
= −∇ · je, (2.6)
q
∂p(x, t)
∂t
= −∇ · jh. (2.7)
The diffusion of charge carrier clouds adds another term to eq. 2.6 and 2.7:
−q∂n(x, t)
∂t
= −∇ · je +∇ · [D(n(x, t))∇n(x, t)], (2.8)
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q
∂p(x, t)
∂t
= −∇ · jh +∇ · [D(p(x, t))∇p(x, t)], (2.9)
where D is the collective diffusion coefficient for density n or p at location x.
Given initial number density distributions, n0 and p0, the current densities je/h can be
calculated with eqs. 2.1–2.5. The number densities n1 and p1 after a small time interval dt
can be then calculated as:
n1 = −f(n0)/q dt, (2.10)
p1 = f(p0)/q dt, (2.11)
where f() represent the right hand sides of eq. 2.8 and 2.9. Such an operation can be
repeated N times until the distributions of nN and pN are clearly separated from each
other in space:
ni+1 = −f(ni)/q dt, i = 0, 1, 2, ...N, (2.12)
pi+1 = f(pi)/q dt, i = 0, 1, 2, ...N. (2.13)
The plasma time tpl can be then estimated as:
tpl = N dt. (2.14)
2.2 Simplification
In the case of a high-purity planar germanium detector with a constant high voltage applied
to its left and right surface electrodes, as shown in figure 1, the three-dimensional vector
equations can be reduced to one dimensional ones with the following simplifications: (1)
since the original size of charge carrier clouds is much smaller than the thickness of the
detector, the origin on the x-axis can be chosen to be at the center of the clouds and the
electrodes can be regarded as located at ±∞; (2) the external electric field Eex can be
regarded as a constant in the region around the clouds and is parallel to the x-axis; (3)
the charge carrier clouds are simplified as a horizontal cylindrical tube with a radius of
R; (4) the number density is assumed to be a constant along its radius and a Gaussian
distribution [23] Exp
{−x2/(2σ2)} along x, where σ=R/3; (5) the value of R is estimated
with the amount of energy deposition and dE/dx of incident particles in germanium; (6)
the clouds are allowed to evolve only along x under the influence of the external field Eex
and the induced field Ein once the electron and hole clouds are separated from each other;
and (7) the diffusion of the clouds in any direction is ignored. The diffusion along x was
original included in the simulation but turned out to be negligible and is ignored safely for
the reason of simplicity. The transverse diffusion reduces the density of the clouds and were
believed to have a non-negligible negative impact on the plasma time by some authors [9, 24].
However, their discussion was mainly about the diffusion through the side surface of a long
track in parallel to the electric field in a silicon detector. In case of low energy recoils in
germanium detectors, the track length is rather short according to dE/dx. The plasma
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cloud is more like a sphere1 than a long track. Since the diffusion along x was calculated to
be negligible, a big difference in transverse diffusion is not expected. Of course an accurate
treatment of the diffusion is more convincing than such a simple argument, however, since
our intention is to offer a first order approximation, we do not take the transverse diffusion
into account.
Figure 1. Initial setup for the numerical calculation in a planar germanium detector.
2.3 Effect of mobility on plasma time
The mobility of charge carriers is determined primarily by the scattering of charge carriers
with the following components in a germanium crystal [25]: ionized impurities, neutral
impurities, lattice phonons and dislocations. Mobilities with respect to individual scattering
processes can be combined according to Matthiessen’s rule:
1
µtot
=
1
µion
+
1
µothers
, (2.15)
where µtot represents the total mobility, µion is the contribution from the ionized impurities
and µothers represents the contribution from scattering processes other than µion. In the
intrinsic region of a high-purity germanium detector, the concentration of ionized impurities
is so low that µion can be safely ignored at 77 Kelvin [26]. In this case, µtot ≈ µothers and
the measured value of µtot along 〈100〉 direction, 40180 cm2/(V·s) for electrons [27] and
66333 cm2/(V·s) for holes [28], can be used as an approximation of µothers.
In all existing studies of the plasma time in semiconductor detectors, the mobility
is treated as a constant [12, 24, 29]. This is not necessarily the case when the charge
carrier concentration is too high. Consider a 1 keV NR, the average track length is about
2× 10−7 cm based on the stopping power model in Ref. [30]. Assume the plasma cloud
takes the shape of a cylindrical tube with its initial radius and height equal to the average
track length, the initial average charge carrier concentration is then about 2× 1021 /cm3.
With such a high concentration, electrons and holes in the cloud would work as ionized
impurities and slow down the drift velocity of themselves. In this case, the contribution of
µion cannot be ignored and has to be properly estimated.
1It is regarded as a cylinder with roughly equal height and radius in this paper to simplify the numerical
treatment.
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When the ionized impurity concentration, N , is in the range of [1014, 1018]/cm3, µion
can be calculated based on the Brooks-Herring (BH) model [31]:
µBH =
128
√
2pi(εGeε0)
2(kBT )
3/2
m∗1/2NZ2q3
/ln
24m∗εGeε0(kBT )2
Nq2~2
, (2.16)
where kB is the Boltzmann constant, T is the temperature, m∗ is the band-edge effective
mass equal to 0.12m0 for electrons and equal to 0.21m0 for holes with m0 the mass of
electron, Z is the charge of the impurity in the unit of electron charge, and ~ is the reduced
Planck constant.
When N is in the range of [4×1018, 8×1020]/cm3, the germanium crystal can be simply
treated as a conductor. In this case, µion is the same as the mobility in the conductor (µC)
and can be related to the resistivity through the following relationship:
µC =
1
qNρ
, (2.17)
where ρ is the resistivity in Ohm·cm. The data for ρ was provided by Sze and Irvin [32].
There are no measurements or models available to evaluate µion in the region of
[1 × 1018, 4 × 1018]/cm3. A natural way to get the transition curve would be to simply
connect the end point of µBH to the start point of µC. However, this treatment introduces
sudden changes in the derivatives of µion, which causes artificial oscillations in numerically
calculated distributions. To avoid this problem, we assume µion can be described by equa-
tion 2.18 and 2.19. The parameters in these equations were set by hand so that the curves
can represent a smooth transition from µBH to µC.
µion = 10
−0.46logN+11.51, for electrons, (2.18)
µion = 10
−0.44logN+10.98, for holes. (2.19)
The total mobility calculated with eq. 2.15 as a function of the ionized impurity concentra-
tion for electrons and holes are shown in figure 2.
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Figure 2. Electron (left) and hole (right) mobilities as a function of ionized impurity concentration.
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2.4 Evolution of various distributions
Figure 3 shows the number density distribution of holes created by a 5 keV NR after
0.01 ns of evolution under a field strength of 500 V/cm. It does not differ much from the
initial Gaussian distribution. However, the evolution is already visible in an earlier stage
(after only 1× 10−7 ns) in figure 4, where the difference of the number density distributions
between holes and electrons, p(x)−n(x), is shown. Tiny amount of electrons and holes are
eroded out of the plasma zone on the edges of the Gaussian distribution by external electric
field. Note that the evolution time is calculated based on the number of steps and the time
interval of each step (dt). In our numerical calculation, dt = 1× 10−9 ns for the first 100
steps of the evolution, dt = 1× 10−7 ns for the next 1000 steps and dt = 5× 10−7 ns for
the rest.
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Figure 3. The number density distribution of holes created by a 5 keV NR after 0.01 ns of evolution
under a field strength of 500 V/cm.
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Figure 4. The difference of the number density distributions between holes and electrons, p(x) −
n(x), after 1× 10−8 ns of evolution under the same condition of figure 3.
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Figure 5 shows the net electric field distribution after 1.5× 10−4 ns of evolution under
the same condition of figure 3 and 4. The zero field region around the center of the plasma
zone results from the screening of the external electric field by net electrons and holes
accumulated on the edges of the plasma zone shown in figure 4. The two peaks around
the valley are due to the fact that the induced electric field outside the plasma zone is in
parallel with the external electric field. Their difference in height is due to the difference of
mobilities between electrons and holes.
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Figure 5. The net electric field distribution after 1.5× 10−4 ns of evolution under the same condition
of figure 3.
Figure 6 shows the evolution of overall charge current density on the right edge of the
Gaussian distribution (10 nm away from the center) within 0.01 ns under the same condition
of figure 3. After some initial fluctuations, it quickly approaches a constant value. This
constant is the so-called steady-state erosion current density as defined in Tove and Seibt’s
work [29]. It can be understood as that charge carriers inside the plasma zone do not move
much, they can only be slowly eroded away from the edges of the plasma zone, and such
condition would not change until there are not enough charge carriers left in the plasma
zone to support the magnitude of the current density.
2.5 Estimation of plasma time
Eq. 2.14 shows ideally how the plasma time can be estimated. However, the results shown
in this work are not calculated that way due to the following two reasons: First, the minimal
time interval is chosen to be 1× 10−9 ns, otherwise the calculation is not precise enough
to represent the real evolution. It requires about 1× 107 iterations to reveal the current
density shown in figure 6. The distributions shown in the previous section do not change
much in a long period once the current density approaches the constant value. Since the
calculation was quite time consuming, it was stopped when the current density became
effectively constant. Secondly, as shown in eq. 2.6 and 2.7, numerical differentiation is
involved in the calculation. Small rounding errors propagate over iterations and become
too large after too many iterations. The calculation had to be stopped before that.
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Figure 6. Evolution of overall current density 10 nm to the right of the origin within 0.01 ns.
Due to the fact that the one-dimensional current density, j, reaches a constant value
almost immediately, the plasma time, tpl, can then be estimated using the following relation
instead:
tpl = Q/(jA), (2.20)
where, Q = qE/ε is the initial total charge created by a recoil event, with E the electronic-
equivalent recoil energy and ε = 3 eV the average energy expended per e-h pair for germa-
nium at 77 Kelvin [33–38], and A is the cross-section of the electron or hole clouds shown
in figure 1, A = piR2 with R = EdE/dx .
3 Results of the numerical calculation
Table 1 and 2 summarize the calculated plasma times of NRs at 1 keV, 5 keV, 10 keV and
50 keV and ERs at 0.17 keV, 1.08 keV, 2.36 keV and 15.15 keV at eight different external
fields, 100V/cm, 150V/cm, 200V/cm, 250V/cm, 350V/cm, 500V/cm, 750V/cm and
1000V/cm. The energies of ERs were chosen such that they were the same as the visi-
ble energies of the NRs, which were calculated using the ionization efficiency given by the
Lindhard’s theory [22].
Figure 7 and 8 show the plasma time as a function of the applied field for NRs and
ERs, respectively, based on the data in table 1 and 2. The plasma times for both NRs
and ERs are inversely proportional to the applied field. However, the plasma time for NRs
increases as the recoil energy increases, while the plasma time for ERs decreases as the
recoil energy increases. This is because the stopping power (dE/dx) is the dominant factor
in determining the plasma time in eq. 2.20, and dE/dx increases as NR energy increases
while it decreases as ER energy increases. The best-fit function in figure 7 and figure 8 is,
tpl = p0 · Ep1a , where Ea is the applied field, p0 and p1 are the fitting parameters.
The capability of discriminating NRs from ERs using their differences in the plasma
times in a germanium detector is investigated. Three representative applied fields, 100
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Table 1. The plasma time in ns for NRs.XXXXXXXXXXXXField
Energy/keV
1 5 10 50
100 V/cm 212.0 345.4 416.6 610.1
150 V/cm 110.3 189.1 224.7 298.9
200 V/cm 69.50 123.0 146.1 183.6
250 V/cm 48.82 87.18 104.1 138.7
350 V/cm 28.71 50.90 63.39 72.26
500 V/cm 16.85 28.95 32.82 36.86
750 V/cm 8.89 15.56 17.98 20.84
1000 V/cm 5.64 10.12 11.71 14.12
Table 2. The plasma time in ns for ERs.XXXXXXXXXXXXField
Energy/keV
0.17 1.08 2.36 15.15
100 V/cm 395.3 19.27 10.58 2.54
150 V/cm 214.4 9.66 5.58 1.28
200 V/cm 142.9 6.19 3.18 0.76
250 V/cm 103.1 4.21 2.19 0.51
350 V/cm 62.81 2.45 1.24 0.30
500 V/cm 34.86 1.47 0.69 0.16
750 V/cm 19.27 0.69 0.35 0.09
1000 V/cm 12.61 0.43 0.22 0.06
Applied field (V/cm)
210 310
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m
a 
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e 
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s)
10
210
310 NR 50 keV
NR 10 keV
NR 5 keV
NR 1 keV
Figure 7. The plasma time versus the applied field for NRs with energies, 1 keV, 5 keV, 10 keV and
50 keV.
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Figure 8. The plasma time versus the applied field for ERs with energies, 0.173 keV, 1.075keV, 2.36
keV and 15.15 keV.
V/cm, 500 V/cm and 1000 V/cm, were chosen as examples to show the discrimination
power in figure 9, 10 and 11, respectively.
Figure 9. The discrimination of NRs from ERs with the plasma time under the applied field 100
V/cm.
The best-fit function for data points of NRs and ERs in figure 9, figure 10 and figure 11
are, tpl = p0 ·Ep1r +p2 (NRs) and tpl = pEr+p43 (ERs), with Er the electronic-equivalent recoil
energy, p0, p1, p2, p3 and p4 the fitting parameters. The values of these fitting parameters
are listed in table 3 and table 4 for NRs and ERs, respectively. Note that, as shown in
table 3 and table 4, the value of χ2/ndf for most of fits is quite small. This is mainly due to
the fact that no error bars are introduced when fitting the data points in figure 9, figure 10
and figure 11.
Using the two fitting functions mentioned above for data points in figure 9, figure 10
and figure 11, we found out that only in a region around ∼0.3 keVee no discrimination
– 12 –
Figure 10. The discrimination of NRs from ERs with the plasma time under the applied field 500
V/cm.
Figure 11. The discrimination of NRs from ERs with the plasma time under the applied field 1000
V/cm.
Table 3. The fitting parameters for the fits of NRs in figure 9, figure 10 and figure 11.
p0 p1 p2 χ
2/ndf
figure 9 619.2±39.28 0.13±0.0076 -278.6±38.64 2.6/1
figure 10 -12.28±2.03 -0.39±0.057 41.21±1.74 0.27/1
figure 11 -8.69±0.96 -0.23±0.025 18.74±0.9 0.012/1
Table 4. The fitting parameters for the fits of ERs in figure 9, figure 10 and figure 11.
p3 p4 χ
2/ndf
figure 9 0.036±0.01 -1.97±0.22 112.8/2
figure 10 0.03±0.01 -1.19±0.1 0.48/2
figure 11 0.024±0.009 -0.85±0.068 0.05/2
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is possible for a generic germanium detector utilizing the plasma time. Note that the
plasma effect, in general, can be observed by measuring the plasma time and the amplitude
distortion of the pulse shape due to the recombination of charge carriers induced by plasma
time. However, the lifetime of electrons in germanium at 77 Kelvin is above 10−4 seconds,
the recombination of charge carriers within the plasma time of less than 100 nanoseconds
is negligible according to the recombination probability function developed in [18].
4 Experimental consideration on measuring the plasma effect
High-purity germanium detectors are commonly operated at a field strength of 1000 V/cm.
As shown in figure 11, the difference of the plasma times between NRs and ERs is around
10 ns in this case. The charge carrier drift time is several hundred nanoseconds in the case
of coaxial detectors and more than 1 µs in the case of point-contact ones. Such a long drift
time washes out the subtle difference due to the plasma effect. Besides, pre-amplifiers with
bandwidths around 350 MHz and digitizers with sampling rates about 1 GHz are needed
to resolve time structure in nano second range. Such electronics are not commonly used in
germanium detector systems. These are why the plasma effect in germanium has not yet
been observed.
A successful measurement of the plasma effect in germanium detector requires a sub-
stantial decrease of the drift time and a significant increase of the plasma time. The increase
of the plasma time can be achieved by simply reducing the external field strength. However,
there is a lower limit of such a reduction, that is, the field must be strong enough to deplete
the detector. One way to reduce the depletion voltage of a detector is to make it thinner.
A planar detector is hence a better choice than a coaxial one. Another way is to operate
a detector at low enough temperatures, where most ionized impurities freeze out and there
is no need to have very high voltage to swipe out space charges. The reduction of the drift
time can be achieved by both reducing the drift length and increasing the charge carrier
drift mobility, which increases rapidly when the temperature goes down, since the lattice
scattering becomes less frequent [26, 39]. Liquid neon would be a better choice than liquid
nitrogen as a cooling medium, given its lower boiling point, 27.07 Kelvin. By operating a
thin planar germanium detector at liquid neon temperature, it is possible to deplete the
detector at about 100 V to achieve a drift time of about 10 ns and a plasma time differ-
ence of about 400 ns. Such a big difference can be easily measured using electronics with
moderate bandwidths. Pre-amplifiers with a rise time less than 10 ns have been developed
for the GERDA experiment [40], which makes it possible to resolve subtler differences in
plasma time at higher depletion voltages or around 0.3 keVee energy region.
There are several other advantages coming from the use of liquid neon as cooling ma-
terial. First of all, as other noble gas elements, liquid neon is relatively easy to purify, a
key requirement in dark matter experiments. Secondly, there is no long term radioactive
isotope. Third, it emits scintillation light, providing an anti-coincident veto for dark mat-
ter measurement. Last but not least, it is available in large quantities and is relatively
inexpensive, which are favorable for large scale experiments.
– 14 –
5 Conclusion
We have conducted a numerical calculation of the plasma time for both NRs and ERs
down to 1 keV. The plasma time difference is in the range of a few nanoseconds to a few
hundred nanoseconds depending on the recoil energy and the applied electric field for NRs
and ERs. If one uses a lower applied electric field (100 V/cm), the difference in the plasma
time between NRs and ERs can be enhanced. This difference in the plasma time will result
in a difference in the rise time of the pulse shapes for a generic germanium detector with
a good timing resolution at a level of ∼1 to ∼10 ns at 77 Kelvin. This particular time
difference induced by the plasma effect can be used to discriminate NRs from ERs for a
generic germanium detector with appropriate design for the geometry and electric field for
the direct detection of rare physics processes.
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