Cellular automata are one-dimensional arrays of interconnected interacting finite automata, also called cells. Here, we investigate one of the weakest class of cellular automata, namely the class of real-time one-way cellular automata. Additionally, we impose two restrictions on the inter-cell communication. First, the number of allowed uses of the links between cells is bounded. Moreover, the amount of information to be communicated in one time step is bounded by a constant being independent from the given automaton. In the weakest case, we consider cellular automata with one-way information flow where each cell receives one bit of information exactly once. In this case, we obtain a characterization of the regular languages for unary alphabets and the acceptance of non-context-free languages for non-unary alphabets. Next, a proper language hierarchy can be derived when increasing the number of allowed uses of the links between cells step by step. Finally, decidability problems of these restricted cellular automata are studied and undecidability of almost all problems can be proven even in the most restricted case of one-way one-bit communication.
Introduction
Devices of homogeneous, interconnected, parallel acting automata have widely been investigated from a computational capacity point of view. In particular, many results are known about cellular automata (see, for example, the surveys [1, 2] ) which are linear arrays of identical copies of deterministic finite automata, where the single nodes, which are sometimes called cells, are homogeneously connected to their both immediate neighbors. Additionally, they work synchronously at discrete time steps.
Clearly, the computational power of systems of parallel acting automata, here cellular automata, relies on the ability of the system to communicate information between single automata within given time and space constraints. Thus, it is essential to know how communication should be organized in order to employ cellular languages accepted by real-time one-way cellular automata with a constant number of communications with languages accepted by real-time one-way cellular automata with a constant number of communications and one-bit communication. In this way, undecidability results for the cellular automata in question can be derived from known undecidability results.
Definitions and preliminaries
We denote the positive integers and zero {0, 1, 2, ...} by N. The empty word is denoted by λ, the reversal of a word w by w R , and for the length of w we write |w|. For the number of occurrences of a subword x in w we use the notation |w| x . We use ⊆ for inclusions and ⊂ for strict inclusions. In order to avoid technical overloading in writing, two languages L and L are considered to be equal, if they differ at most by the empty word, i.e., L − {λ} = L − {λ}. Throughout the article two devices are said to be equivalent if and only if they accept the same language.
A one-way cellular automaton is a linear array of identical deterministic finite state machines, sometimes called cells. Except for the rightmost cell each one is connected to its nearest neighbor to the right. We identify the cells by positive integers. The state transition depends on the current state of each cell and on the information which is currently sent by its neighbor. The information sent by a cell depends on its current state and is determined by so-called communication functions. The rightmost cell receives information associated with a boundary symbol on its free input line once during the first time step from the outside world. Subsequently, these input line is never used again. A formal definition is Definition 2.1 A one-way cellular automaton (OCA) is a system S, F, A, B, #, b l , δ , where S is the finite, nonempty set of cell states, F ⊆ S is the set of accepting states, A ⊆ S is the nonempty set of input symbols, B is the set of communication symbols, # / ∈ S is the boundary symbol, b l : (S∪{#}) → B∪{⊥} is the communication function which determines the information to be sent to the left neighbor, where ⊥ means nothing to send, and δ : S × (B ∪ {⊥}) → S is the local transition function.
A configuration of a one-way cellular automaton S, F, A, B, #, b l , δ at time t ≥ 0 is a description of its global state, which is actually a mapping c t : {1, 2, . . . , n} → S, for n ≥ 1. The operation starts at time 0 in a so-called initial configuration. For a given input w = a 1 · · · a n ∈ A + we set c 0,w (i) = a i , for 1 ≤ i ≤ n. During the course of its computation an OCA steps through a sequence of configurations, whereby successor configurations are computed according to the global transition function Δ: Let c t , t ≥ 0, be a configuration. Then its successor configuration c t+1 = Δ(c t ) is as follows. For 1 ≤ i ≤ n − 1, c t+1 (i) = δ(c t (i), b l (c t (i + 1))), and for the rightmost cell we set c 1 (n) = δ(c 0 (n), b l (#)), c t+1 (n) = δ(c t (n), ⊥), for t ≥ 1. Thus, the global transition function Δ is induced by δ, and the flow of information is one-way from right to left.
An input w is accepted by an OCA M if at some time i during its course of computation the leftmost cell enters an accepting state. The language accepted by M is denoted by L(M). Let t : N → N, t(n) ≥ n, be a mapping. If all w ∈ L(M) are accepted with at most t(|w|) time steps, then M is said to be of time complexity t.
In the sequel we are particularly interested in OCAs having weak resources. So, we call the time complexity t(n) = n real time.
In the following, we study the impact of communication in one-way cellular automata. In general, at every time step each link between two cells can be used to send information, and the communication function b l can be chosen to be the identity mapping. Here, we limit the bandwidth of the links between the cells, that is, we bound the number of communication symbols by some constant being independent of the number of states. Furthermore, we measure the communication by the number of uses of the links between cells. It is understood that whenever a communication symbol not equal to ⊥ is sent, a communication takes place. More precisely, the number of communications between cell i + 1 and cell i up to time step t is defined by
For computations we now consider the maximal number of communications between two cells. Let c 0 , c 1 , . . . , c t(|w|) be the sequence of configurations computed on input w by some cellular automaton with time complexity t(n), that is, the computation on w. Then we define
Let f : N → N be a mapping. If all w ∈ L(M) are accepted with computations where mcom(w) ≤ f (|w|), then M is said to be max message bounded by f . As mentioned before, we are particularly interested in OCAs having weak resources. Therefore, we restrict the communication drastically to one communication symbol and a constant max message bound. Clearly, the minimum is reached if we allow just one use of each link. We denote the class of OCAs which have at most k ≥ 1 communication symbols and which are max communication bounded by some con-
The family of all languages which are accepted by some device X in real time is denoted by L rt (X).
Computational capacity
Concerning the constant max communication bound, in [6] it has been shown that the family L rt (MC(O(1))-OCA) contains the non-context-free languages { a n 1 a n 2 · · · a n k | n ≥ 1 }, { a n b m c n d m | n, m ≥ 1 }, as well as the languages
a 2 a 3 a n # Fig. 1 . Initial configuration of a one-way cellular automaton.
these languages are either semilinear or non-bounded. But in contrast to many other computational devices, for example certain multi-head finite automata, parallel communicating finite automata, certain parallel communicating grammar systems, MC(O(1))-OCAs can accept non-semilinear bounded languages, for example, the language { a n b n+ √ n | n ≥ 1 } as well as the language { a 2 n b n c 2 n +n | n ≥ 1 } also belong to the family L rt (MC(O(1))-OCA) [5] .
Concerning the bound on the number of communication symbols, two-way cellular automata as well as cellular automata with sequential input mode, so-called iterative arrays, have been investigated in [3, 4, 9, 10] . The computational capacity of linear-time one-way cellular automata has been considered in [13] .
Next, we study real-time OCAs with minimal communication, that is, the family L rt (MC(1)-OCA 1 ). We start with a minimal input alphabet containing one symbol only. It is known that even unrestricted massively parallel real-time OCAs cannot accept more unary languages than a single deterministic finite-state machine [7] . The following result shows that, to this end, one communication symbol and one use of the links suffice. 
Since every unary language belonging to L rt (OCA) is regular [7] , the only if part follows. Now, let M be some deterministic finite-state machine with a single input symbol a, state set S, initial state s 0 , set of accepting states F , and transition function δ : S × {a} → S. We construct a language equivalent real-time MC(1)-
Basically, M works as follows. During the first time step the rightmost cell receives the message 1 associated with the boundary symbol. Any cell simulates the finite state machine M until it receives the message 1 from its neighbor. When this happens, the cells simulate one more step of M, but now change to the corresponding state ofŜ. Subsequently, they enter the state q, which is a rejecting sink state not sending any information. Since only states fromŜ are sending a message, every cell communicates exactly once. The set of accepting states is defined to be the subset ofŜ that corresponds to the accepting states of M. On input a n the leftmost cell of M enters a state fromŜ once at time step n. It is an accepting state if and only if the finite-state machine M accepts the input a n .
2
The previous result raises the question whether we can characterize or possibly capture the general regular languages by MC( )-OCA 1 s, for some constant . The next example reveals that one communication symbol and two messages per cell are sufficient to accept a non-regular language. On the other hand, it is shown in [3] that there are regular languages which are not accepted by any real-time CA with 1-bit communication. Thus, there are regular languages which cannot be accepted by any MC(O(1))-OCA 1 .
Example 3.2
We describe the computation of an MC(2)-OCA 1 M on inputs of the form a n bc m . The acceptance of the language is governed by two signals. During the first time step the rightmost cell receives the message 1 associated with the boundary symbol and identifies itself to be the rightmost cell. During the second time step the cell with input symbol b (b-cell) sends a message. In this way, the unique a-cell with right neighboring b-cell can identify itself. Subsequently, the acell sends the message 1 with speed 1/2, and the rightmost cell sends the message 1 with maximal speed to the left. So, the slow signal starts at time step 2 in the rightmost a-cell, takes 2n − 2 further time steps to reach the leftmost cell, and, thus stays at time steps 2n and 2n + 1 in the leftmost cell. The fast signal is set up at time step 1 and takes n + m further time steps to reach the leftmost cell. When both signals meet in a cell, that is, n + m + 1 = 2n + 1, an accepting state is entered. Therefore, the leftmost cell accepts if and only if n = m. Moreover, each cell sends at most two messages, and can be set up to send no more messages even for inputs of another form. Now assume that the language accepted by M is regular. Since regular languages are closed under intersection, so is the language L(M) ∩ a * bc * = a n bc n , which is non-regular but context free.
So, we know that MC( )-OCA 1 s, for some constant > 1, cannot characterize the regular languages. The next two results show that, for any ≥ 1, there are regular languages over a two-letter alphabet which are not accepted by any MC( )-OCA 1 . Moreover, they reveal a tight infinite hierarchy of language classes dependent on the number of messages allowed to be sent by each cell. For all ≥ 1, we consider the witness languages L = { w | w ∈ {a, b} + and |w| b ≥ }. Proof. In contrast to the assertion, we assume that L is accepted by some realtime MC( − 1)-OCA 1 M with state set S.
, and so on, and consider the sequence a, a 1 , a 2 , . . . The sequence becomes cyclic, say, after p time steps with a cycle length of q, that is, a p = a p+q . Clearly, the states in the cycle must not send messages, since otherwise the leftmost cell of input infixes a i with i ≥ p + q would send at least messages.
Second, for 1 ≤ i ≤ , let w i = a r 1 ba r 2 b · · · a r i b, where r 1 = p + ( + 1)|S| and
For 1 ≤ j ≤ i, we are interested in the time steps at which the leftmost cell of the j-th sequence of adjacent a-cells in w i (the j-th a-block) cannot send a message. With an eye towards further reasoning we consider inputs of the form u i w i , where u i ∈ {a, b} (cf. Fig. 2 ). The leftmost cell of the j-th a-block becomes cyclic at time step p. Since it does not send messages while in the cycle, it does not send messages at time steps t j with p ≤ t j ≤ r j −1. The b which follows the a-block could break the cycle at time r j . In particular, there are r 1 + r 2 + · · · + r j−1 + j − 1 + cells on the left of the j-th a-block. Between time p and r j = p + ( + 1)|S| r 1 +r 2 +···+r j−1 +j−1+ the sequence of these cells evolves without receiving a message from the right. So, the computation of the entire sequence of cells becomes cyclic at time p + |S| r 1 +r 2 +···+r j−1 +j−1+ , at the latest. Therefore, up to time r j the cycle has been passed through at least times which, in turn, implies that in the cycle there may occur no communication at all. Again, the b which follows the j-th a-block could break the cycle at time r j + 1. Taking into account the arrival of a message sent by this b-cell, we derive that the leftmost a-cell of the j -th a-block, for 1 ≤ j ≤ j − 1, does not send messages at time steps p + |S| r 1 +r 2 +···+r j−1 +j−1+ ≤ t j ≤ r j + 1 + r j +1 + 1 + · · · + r j − 1. We conclude that the leftmost a-cell of the i-th a-block cannot send a message at time steps p, . . . , r i − 1, and, for 1 ≤ j < i, the leftmost a-cell of the j-th a-block cannot send a message at time steps p, . . . , r j − 1, p + |S| r 1 +r 2 +···+r j +j+ , . . . , r j + 1 + r j+1 − 1, p + |S| r 1 +r 2 +···+r j+1 +j+1+ , . . . , r j + 1 + r j+1 + 1 + r j+2 − 1,
. . .
In particular, there are i time periods after time p during which the leftmost a-cell of the first a-block can send messages. We denote this periods as sets of time steps by:
Next, we claim that the leftmost a-cell of the first a-block must send at least one message in each period T j , 1 ≤ j ≤ i, which will prove the theorem by setting i = . To this end, we fix the input prefixes u i to be b −i a i , and consider the inputs u i w i , for 1 ≤ i ≤ . All these inputs belong to L and, thus, have to be accepted by M.
On input u i w i , the leftmost cell of M cannot enter an accepting state before time step + r 1 + 1 + r 2 + 1 + · · · + r i . Otherwise the input u i a r 1 ba r 2 b · · · a r i a / ∈ L would be accepted, too. The leftmost a-cell of the i-th a-block cannot send a message from time p to r i − 1. At the latter time all the + r 1 + 1 + r 2 + 1 + · · · + r i−1 + 1 cells to its left run through cycles and do not send messages. So, in order to obey real time, the leftmost a-cell of the i-th a-block has to send a message at time r i or r i + 1. This message has to break the cycles of all the + r 1 + 1 + r 2 + 1 + · · · + r i−1 + 1 cells to the left. It can arrive at the leftmost cell at time + r 1 + r 2 + · · · + r i + i − 1 at the earliest and one time step later at the latest. So, the leftmost a-cell of the first a-block has to send a message at time r 1 + r 2 + · · · + r i + i − 1 at the earliest (say, this is case Ai) and one time step later at the latest (this is case Bi). Similarly, on an extended input of the form u i a r 1 ba r 2 b · · · a r i +m b, for all m ≥ 1, the leftmost a-cell of the first a-block has to send a message at time r 1 + r 2 + · · · + r i + i − 1 + m or one time step later. This already shows the claim for i = 1. Now, assume that the claim is true for some i ≥ 1. Due to the deterministic behavior of M, we conclude that on input u i+1 w i+1 the leftmost a-cell of the first a-block sends a message in each period T 1 , . . . , T i−1 . In addition, we know from above, that it sends a message in period T i+1 . In case Ai, we observe that the message sent in period T i (on input u i w i ) is independent of a possible right neighbor of the rightmost symbol b (it could be another symbol or the boundary). So, we obtain also a message in period T i on input u i+1 w i+1 . This shows the claim for i + 1 and case Ai.
Assume for a moment that for case Bi there is no message in period T i on input u i+1 w i+1 . Depending on whether case A i+1 or B i+1 applies, the leftmost a-cell of the first a-block sends the period T i+1 message at time r 1 + r 2 + · · · + r i+1 + i or r 1 + r 2 + · · ·+ r i+1 + i+1. For case A(i+ 1) we consider the input u i+1 a r 1 ba r 2 b · · · a r i +r i+1 +1 b, and for case B(i + 1) the input u i+1 a r 1 ba r 2 b · · · a r i +r i+1 +2 b. Both inputs do not belong to L . According to the computation on the extended input for i, we obtain for m = r i+1 and m = r i+1 + 1 that the leftmost a-cell of the first a-block sends also a message at time r 1 + r 2 + · · · + r i+1 + i or r 1 + r 2 + · · · + r i+1 + i + 1. So, in any case a wrong input is accepted. The contradiction shows the claim for i + 1 and case Bi and, thus, concludes the induction and the proof.
In order to derive the infinite tight hierarchy it remains to be shown that language L is accepted by some MC( )-OCA 1 in real time. 
States with a hat send messages. During the first time step the internal counters are initialized and the b-cells change to a state that sends a message. The message associated with the boundary symbol is ignored. Roughly speaking, the counters indicate how many symbols b a cell is aware of. So, the counters of the b-cells are initialized with 1. Moreover, cells that are aware of symbols b accept and ignore further messages from the right. Since a cell sends a message if and only if its counter is increased, any cell sends at most messages. 2
Decidability problems
This section is devoted to investigating decidability problems. Despite their sparse communication even for the structurally weak real-time MC(O(1))-OCAs several problems are known to be undecidable. These results have been obtained in [6] by reduction of Hilbert's tenth problem. Interestingly, the same is true if one trades bounded languages for a number of communications that is at least logarithmic in the length of the input [5] . Here we derive that the problems remain undecidable even for devices with drastically reduced communications, that is, each two neighboring cells may communicate constantly often only where, in addition, the set of communication symbols is reduced to a singleton. Needless to say, the undecidability carries over to all the other stronger devices. 
Proof.
The main task of the construction is to cut down the communication between each two cells to one bit in every time step. Obviously, the given OCA M may communicate one symbol from B ∪ {⊥} between each two cells in every time step. Thus, the principal idea of the construction is to insert a certain number of new symbols for each input symbol at the end of the input and to use these new symbols, that is, the additional time provided by them, to encode the information to be sent. First, we observe that M can be modified by introducing an additional time step such that in the first time step no communication takes place but the communication associated with the boundary symbol. Moreover, we may assume that the communication symbol associated with the boundary symbol is a new unique one, say b # . Next, we add m = |B| + 2 symbols $ for each input symbol and the boundary symbol. We encode B ∪ {⊥, b # } by the following function γ. Let B = {b 1 , b 2 Let M = S , F , A ∪ {$}, B , #, b l , δ be an OCA where B consists of the sole element 1 only. We start by considering inputs of the form w$ m(|w|+1) $, where w ∈ A + , that is, v = $. In the first time step the only communication is the one associated with the boundary symbol. The remaining cells are not communicating. In this way, the rightmost $-cell can identify itself. In each of the next m time steps every $-cell but the rightmost one sends a 1 to its left neighbor as long as itself receives a 1 from its right neighbor. Since the rightmost $-cell does not communicate at time step 1, the (m + 1)st $-cell from the right does not receive a 1 at time m. In the next time step, this cell starts a signal C by sending a 1 to its left neighbor which is forwarded with maximal speed to the left by all other $-cells. It should be remarked that by setting up an internal counter every cell can identify the (m + 1)st time step.
The cells carrying an input symbol from the set A do not communicate in the first m + 1 time steps. (Due to the above modification of the given OCA M this will not cause any delay.) The |w|-th cell from the left receives the encoding γ(b # ) = 1 m during the time steps 2, 3, . . . , m+1, and can simulate one step of M suitably. After the (m + 1)st time step, the leftmost |w| cells simulate the computation of M by sending the encodings of the communication symbols in m time steps, whereby a 1 is sent for a 1, and nothing is sent for a 0. With an eye towards checking the correct number of $ symbols we provide an additional time step m + 1.
In addition to the simulation, a signal D with speed 1/(m + 1) is started in the |w|-th cell at time 2(m + 1). In order to realize a signal with that speed, an internal counter is increased at every time step. When the counter reaches m+1, a message 1 is sent to the left neighboring cell which now starts a counting up to m + 1, and so on. Concerning the accepted inputs we know that an input is accepted if and only if the signals C and D meet in the leftmost cell, which simulates an accepting state of M. The simulation of M can only be accepting if initially the encoding of the unique symbol b # is communicated. This, in turn, can only be done by a $-cell. So, any accepted input starts with a prefix w ∈ L(M) followed by a number of $-symbols. Moreover, since the signal C has to arrive in due time, it has to be set up appropriately. Since in the first m+1 time steps A-cells do not communicate whereas all $-cells try to send the encoding 1 m , all but the rightmost of the number of $-cells send at least one message. Thus, all but the rightmost $-cell can identify an A-cell to the right within the first m + 1 time steps and then block the computation. So, any accepted input is either of the form w$ m(|w|+1) $ or w$ m(|w|+1) xu, where w ∈ L(M), x ∈ A, and u ∈ A(A ∪ {$}) * . Conversely, every input of one of these forms in accepted.
It is straightforward to generalize this construction for cellular automata with two-way communication. Furthermore, since the construction increases the number of communication steps per cell only linearly, it is easy to see that the construction also works for SC(f )-CAs and MC(f )-CAs where f is not necessarily a constant function. Here SC(f )-CA denotes the class of cellular automata whose total number of communications (appearing anywhere in the array) during a computation is bounded by f . For a proper definition of these models we would like to refer to [6, 5] . Now, we can use Lemma 4.1 to reduce the undecidability problems for MC(O(1))-OCAs shown in [6] Clearly, the undecidability carries over to, for example, MC(O(1))-CA k with twoway communication and the models SC(O(n))-OCA k and SC(O(n))-CA k having a different measure on the number of communications (cf. [6, 5] ). In particular, the following corollary shows the undecidability of almost all decidability problems for k-bit one-way cellular automata studied in [13] . Corollary 4.4 Emptiness, finiteness, infiniteness, equivalence, inclusion, regularity, and context-freedom are undecidable for arbitrary real-time OCA k s with k ≥ 1.
