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SELF-ADJOINT INDEFINITE LAPLACIANS
CLAUDIO CACCIAPUOTI, KONSTANTIN PANKRASHKIN, AND ANDREA POSILICANO
Abstract. Let Ω
−
and Ω+ be two bounded smooth domains in R
n, n ≥ 2, separated by a
hypersurface Σ. For µ > 0, consider the function hµ = 1Ω
−
− µ1Ω+ . We discuss self-adjoint
realizations of the operator Lµ = −∇ · hµ∇ in L2(Ω− ∪ Ω+) with the Dirichlet condition
at the exterior boundary. We show that Lµ is always essentially self-adjoint on the natural
domain (corresponding to transmission-type boundary conditions at the interface Σ) and
study some properties of its unique self-adjoint extension Lµ := Lµ. If µ 6= 1, then Lµ
simply coincides with Lµ and has compact resolvent. If n = 2, then L1 has a non-empty
essential spectrum, σess(L1) = {0}. If n ≥ 3, the spectral properties of L1 depend on the
geometry of Σ. In particular, it has compact resolvent if Σ is the union of disjoint strictly
convex hypersurfaces, but can have a non-empty essential spectrum if a part of Σ is flat.
Our construction features the method of boundary triplets, and the problem is reduced to
finding the self-adjoint extensions of a pseudodifferential operator on Σ. We discuss some
links between the resulting self-adjoint operator Lµ and some effects observed in negative-
index materials.
1. Introduction
Let n ≥ 2 and Ω ⊂ Rn be an open bounded set with a smooth boundary ∂Ω. Let Ω−
be a subset of Ω having a smooth boundary Σ (called interface) and such that Ω− ⊂ Ω. In
addition, we consider the open set Ω+ := Ω \ Ω−, whose boundary is ∂Ω+ = Σ ∪ ∂Ω, and
denote by N± the unit normal on Σ exterior with respect to Ω±. For µ > 0, consider the
function h : Ω \ Σ→ R,
hµ(x) =
{
1, x ∈ Ω−,
−µ, x ∈ Ω+.
The aim of the present work is to construct self-adjoint operators in L2(Ω) corresponding to
the formally symmetric differential expression Lµ = −∇ ·hµ∇. The operators of such a type
appear e.g. in the study of negative-index metamaterials, and we refer to the recent paper
[29] for a survey and an extensive bibliography; we remark that the parameter µ is usually
called contrast. A possible approach is to consider the sesquilinear form
ℓµ(u, v) =
∫
Ω
hµ∇u · ∇v dx, u, v ∈ H10 (Ω),
and then to define Lµ as the operator generated by ℓµ, in particular, for all functions v from
the domain of Lµ one should then have∫
Ω
uLµv dx = ℓµ(u, v) , u ∈ H10 (Ω). (1)
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But the form ℓµ is not semibounded below, hence, the operator obtained in this way can have
exotic properties, in particular, its self-adjointness is not guaranteed. We refer to [19, 35, 36]
for some available results in this direction.
In [4] a self-adjoint operator for the above expression was constructed for a very particular
geometry when Ω− = (−1, 0) × (0, 1) and Ω+ = (0, 1) × (0, 1), which enjoys a separation
of variables and some symmetries. An interesting feature of the model is the possibility of
a non-empty essential spectrum although the domain is bounded. Constructing self-adjoint
operators realizations of Lµ for the general case is an open problem, see [23]. In the present
note, we give a solution in the case of a smooth interface.
One should remark that the study of various boundary value problems involving differential
expressions ∇ · h∇ with sign-changing h has a long history, and the most classical form
involves unbounded domains with a suitable radiation condition at infinity, cf. [12, 17, 31].
In particular, the geometric conditions appearing in the main results below are very close to
those of [28, 31] for the well-posedness of a transmission problem. The case of a non-smooth
interface Σ, which was partially studied in [7, 8, 9], is not covered by our approach.
In fact, the problem of self-adjoint realizations the non-critical case µ 6= 1 was essentially
settled in [7], while for the critical case µ = 1 was only studied for the above-mentioned
example of [4], in [36, Chapter 8] for another similar situation (symmetric Ω− and Ω+
separated by a finite portion of a hyperplane), and in [20] for the one-dimensional case.
In a sense, in the present work we recast some techniques of the transmission problems
and the pseudodifferential operators into the setting of self-adjoint extensions. Using the
machinery of boundary triplets we reduce the problem first to finding self-adjoint extensions
of a symmetric differential operator and then to the analysis of the associated Weyl function
acting on the interface Σ. Then one arrives at the study of the essential self-adjointness of a
pseudodifferential operator on Σ, whose properties depend on the dimension. We hope that,
in view of the recent progress in the theory of self-adjoint extensions of partial differential
operators, see e.g. [5, 6, 15], such a direct reformulation could be a starting point for a
further advance in the study of indefinite operators.
Similar to [4], our approach is based on the theory of self-adjoint extensions. Using the
natural identification L2(Ω) ≃ L2(Ω−)⊕ L2(Ω+), u ≃ (u−, u+), we introduce the sets
Dsµ(Ω\Σ) :=
{
u = (u−, u+) ∈ Hs(Ω−)⊕Hs(Ω+) : ∆u± ∈ L2(Ω±) ,
u− = u+ and N− ·∇u− = µN+ ·∇u+ on Σ , u+ = 0 on ∂Ω
}
, s ≥ 0 .
Here and below, the values at the boundary are understood as suitable Sobolev traces; the
exact definitions are given in Section 3. Let us recall that for 1
2
< s < 3
2
and u = (u−, u+) ∈
Hs(Ω−) ⊕ Hs(Ω+) the conditions u− = u+ on Σ and u+ = 0 on ∂Ω entail u ∈ Hs0(Ω), see
e.g. [1, Theorem 3.5.1]. In particular,
D2µ(Ω\Σ) ⊆ H
3
2
−ε
0 (Ω) for ε > 0, D1µ(Ω\Σ) ⊆ H10 (Ω). (2)
Consider the operator
Lµ(u−, u+) = (−∆u−, µ∆u+), with ∆ = ∂
2
∂x21
+ · · ·+ ∂
2
∂x2n
, (3)
acting on the domain
domLµ = D2µ(Ω\Σ) . (4)
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Remark that Lµ satisfies (1) and it is a densely defined symmetric operator in L
2(Ω). There-
fore, we use Lµ as a starting point and seek its self-adjoint extensions. Even if the case µ 6= 1
was studied earlier, we include it into consideration as it does not imply any additional dif-
ficulties.
Theorem 1 (Self-adjointness). The operator Lµ is essentially self-adjoint, and we denote
Lµ := Lµ
its closure and unique self-adjoint extension. Furthermore, if µ 6= 1, then Lµ = Lµ, i.e. Lµ
itself is self-adjoint, and has compact resolvent.
Now we consider in greater detail the critical case µ = 1. The properties of L1 appear to
depend on the dimension. In two dimensions, we have a complete result:
Theorem 2 (Critical contrast in two dimensions). Let µ = 1 and n = 2, then
domL1 = D01(Ω\Σ), L1(u−, u+) = (−∆u−,∆u+), (5)
and the essential spectrum is non-empty, σess(L1) = {0}.
Remark (see Proposition 4 below) that 0 is not necessarily an eigenvalue of L1, contrary
to the preceding examples given in [4] and [36, Chapter 8] for which the essential spectrum
consisted of an infinitely degenerate zero eigenvalue.
In dimensions n ≥ 3 the result appears to depend on the geometric properties of Σ:
Theorem 3 (Critical contrast in dimensions ≥ 3). Let µ = 1 and n ≥ 3, then L1 acts as
L1(u−, u+) = (−∆u−,∆u+), and its domain satisfies
D11(Ω\Σ) ⊆ domL1. (6)
Furthermore,
(a) If on each connected component of Σ the principal curvatures are either all strictly
positive or all strictly negative (in particular, if each maximal connected component
of Σ is strictly convex), then
domL1 = D11(Ω\Σ) (7)
and L1 has compact resolvent.
(b) If a subset of Σ is isometric to a non-empty open subset of Rn−1, then
domL1 6= Ds1(Ω\Σ) for any s > 0, (8)
the essential spectrum of L1 is non-empty, and {0} ⊆ σess(L1).
The proofs of the three theorems are given in Sections 2–4. In section 2 we recall the tools
of the machinery of boundary triplets for self-adjoint extensions of symmetric operators. In
section 3 we apply these tools to the operators Lµ and reduce the initial problem to finding
self-adjoint extensions of a pseudodifferential operator Θµ acting on Σ, which is essentially
a linear combination of (suitably defined) Dirichlet-to-Neumann maps on Ω±. The self-
adjoint extensions of Θµ are studied in Section 4 using a combination of some facts about
Dirichlet-to-Neumann maps and pseudodifferential operators.
In addition, we use the definition of the operators Lµ to revisit some results concerning
the so-called cloaking by negative materials, see e.g [29, 30]. For δ > 0, consider the operator
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Tµ,δ generated by the regularized sesqulinear form
tµ,δ(u, v) :=
∫
Ω\Σ
∇u · (hµ + iδ)∇v dx, u, v ∈ H10 (Ω).
By the Lax-Milgram theorem, the operator Tµ,δ : L
2(Ω) ⊃ H10(Ω) ⊃ domTµ,δ → L2(Ω) has
a bounded inverse, hence, for g ∈ L2(Ω) one may define uδ := (Tµ,δ)−1g ∈ H10 (Ω). It was
observed in [30] that the limit properties of uδ as δ tends to 0 can be quite irregular, in par-
ticular, the norm ‖uδ‖H1(V ) may remain bounded for some subset V ⊂ Ω while ‖uδ‖H1(Ω\V )
goes to infinity. The most prominent example is as follows: for 0 < r < R we denote
Br :=
{
x ∈ Rn : |x| < r}, Br,R := {x ∈ Rn : r < |x| < R}, Sr := {x ∈ Rn : |x| = r},
pick three constants 0 < ri < re < R and consider the above operator Tµ,δ corresponding to
Ω := BR, Ω− := Bri,re, (9)
and set uδ := (Tµ,δ)
−1g with g supported in Bre,R. Then the norm ‖uδ‖H1(Ω) remains bounded
for δ approaching 0 provided µ 6= 1 or n ≥ 3. For µ = 1 and n = 2 the situation appears to
be different: if g is supported outside the ball Ba with a = r
2
e/ri, then ‖uδ‖H1(BR) remains
bounded, otherwise, for a generic g, the norm ‖uδ‖H1(Bre,R) is bounded, while ‖uδ‖H1(Bri,re )
becomes infinite, see [30]. Such a non-uniform blow-up the H1 norm is often referred to as
an anomalously localized resonance, and we refer to [2, 3, 10, 22, 27] for a discussion of other
similar models and generalizations.
It is interesting to understand whether similar observations can be made based on the
direct study of the operator Lµ. In fact, instead of taking the limit of uδ one may study
directly the solutions u of Lµu = g. If µ 6= 1, then u ∈ H10 (Ω) by Theorem 1. Furthemore,
due to Theorem 3(b) the same holds for µ = 1 and n ≥ 3 as the interface Σ consists of two
strictly convex hypersurfaces (the spheres Sri and Sre), which is quite close to the discussion
of [21]; we remark that a separation of variables shows that L1 is injective and thus surjective
in this case. The study of the case µ = 1 and n = 2 is more involved, and the link to the
anomalously localized resonance appears as follows (we assume a special form of the function
g to make the discussion more transparent):
Proposition 4. Let µ = 1 and n = 2, then the operator L1 associated with (9) is injective,
and a function g ∈ L2(BR) of the form
g(r cos θ, r sin θ) = 1(a,b)(r)h(θ), h ∈ L2(0, 2π), re ≤ a < b ≤ R, (10)
belongs to ranL1 if and only if∑
m∈Z\{0}
|hm|2
|m|5
( r2e
ria
)2|m|
<∞ with hm := 1
2π
∫ 2pi
0
h(θ)e−imθdθ. (11)
In particular, the condition (11) is satisfied for any h if a ≥ r2e/ri, but fails generically for
a < r2e/ri.
Acknowledgments. C.C. acknowledges the support of the FIR 2013 project “Condensed
Matter in Mathematical Physics”, Ministry of University and Research of Italian Republic
(code RBFR13WAET).
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2. Preliminaries
2.1. Boundary triplets. For a linear operator B we denote domB, kerB, ranB, σ(B) and
ρ(B) its domain, kernel, range, spectrum and resolvent set respectively. For a self-adjoint
operator B, by σess(B) and σp(B) we denote respectively its essential spectrum and point
spectrum (i.e. the set of the eigenvalues). The scalar product in a Hilbert space H will be
denoted as 〈·, ·〉H or, if there is no ambiguity, simply as 〈·, ·〉, and it is assumed anti-linear
with respect to the first argument. By B(h,H) we mean the Banach space of the bounded
linear operators from a Hilbert space h to a Hilbert space H, and we set B(H) := B(H,H).
Let us recall the key points of the method of boundary triplets for self-adjoint exten-
sions [11, 13, 16]. Our presentation mostly follows the first chapters of [11]. Let S be a
closed densely defined symmetric operator in a Hilbert space H. A triplet (h,Γ1,Γ2), where
h is an auxiliary Hilbert space and Γ1 and Γ2 are linear maps from the domain domS
∗ of the
adjoint operator S∗ to h, is called a boundary triplet for S if the following three conditions
are satisfied:
(a) the Green’s identity 〈u, S∗v〉H − 〈S∗u, v〉H = 〈Γ1u,Γ2v〉h − 〈Γ2u,Γ1v〉h holds for all
u, v ∈ domS∗,
(b) the map domS∗ ∋ u 7→ (Γ1u,Γ2u) ∈ h× h is surjective,
(c) ker Γ1 ∩ ker Γ2 = domS.
It is known that a boundary triplet for S exists if and only if S admits self-adjoint extensions,
i.e. if its deficiency indices are equal, dim ker(S∗− i) = dimker(S∗+ i) =: n(S). A boundary
triplet is not unique, but for any choice of a boundary triplet (h,Γ1,Γ2) for S one has
dim h = n(S).
Let as assume from now on that the deficiency indices of S are equal and pick a boundary
triplet (h,Γ1,Γ2), then the self-adjoint extensions of S are in a one-to-one correspondence
with the self-adjoint linear relations in h (multi-valued self-adjoint operators). In the present
text we prefer to keep the operator language and reformulate this result as follows, cf. [33]:
Let Π : h → ranΠ ⊆ h be an orthogonal projector in h and Θ be a linear operator in the
Hilbert space ranΠ with the induced scalar product. Denote by AΠ,Θ the restriction of S
∗
to
domAΠ,Θ =
{
u ∈ domS∗ : Γ1u ∈ domΘ and ΠΓ2u = ΘΓ1u
}
,
then AΠ,Θ is symmetric/closed/self-adjoint iff Θ possesses the respective property as an
operator in ranΠ, and one has AΠ,Θ = AΠ,Θ, where as usual the bar means taking the
closure. Futhermore, any self-adjoint extension of S is of the form AΠ,Θ.
The spectral analysis of the self-adjoint extensions can be carried out using the associated
Weyl functions. Namely, let A be the restriction of S∗ to ker Γ1, i.e. corresponds to (Π,Θ) =
(0, 0) in the above notation, which is a self-adjoint operator. For z ∈ ρ(A) the restriction
Γ1 : ker(S
∗−z)→ h is a bijection, and we denote its inverse by Gz. The map z 7→ Gz, called
the associated γ-field, is then a holomorphic map from ρ(A) to B(h,H) with
Gz −Gw = (z − w)(A− z)−1Gw, z, w ∈ ρ(A). (12)
The Weyl function associated with the boundary triplet is then the holomorphic map
ρ(A) ∋ z 7→Mz := Γ2Gz ∈ B(h).
To describe the spectral properties of the self-adjoint operators AΠ,Θ let us consider first the
case Π = 1, then Θ is a self-adjoint operator in H, and the following holds, see Theorems
1.29 and Theorem 3.3 in [11]:
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Proposition 5. For any z ∈ ρ(A)∩ ρ(A1,Θ) one has 0 ∈ ρ(Θ − Mz) and the resolvent
formula
(A1,Θ − z)−1 = (A− z)−1 +Gz(Θ−Mz)−1G∗z (13)
holds. In addition, for any z ∈ ρ(A) one has the equivalences:
(a) z ∈ σ(A1,Θ) iff 0 ∈ σ(Θ−Mz),
(b) z ∈ σess(A1,Θ) iff 0 ∈ σess(Θ−Mz),
(c) z ∈ σp(A1,Θ) iff 0 ∈ σp(Θ−Mz) with Gz being an isomorphism of the eigensubspaces.
(d) If f ∈ H, then f ∈ ran(A1,Θ − z) iff G∗zf ∈ ran(Θ−Mz). If Θ−Mz is injective, the
resolvent formula (13) still holds for such f .
It seems that the point (d) was not stated explicitly in earlier references, its proof is given
in Appendix A.
Now let AΠ,Θ be an arbitrary self-adjoint extension. Denote by SΠ the restriction of S
∗ to
domSΠ = {u ∈ domS∗ : Γ1u = ΠΓ2u = 0},
which is a closed densely defined symmetric operator whose adjoint S∗Π is the restriction of
S∗ to
domS∗Π = {u ∈ domS∗ : Γ1u ∈ ranΠ},
then (ranΠ,ΓΠ1 ,Γ
Π
2 ), with Γ
Π
j := ΠΓj , is a boundary triplet for SΠ, and the restriction of
S∗Π to ker Γ
Π
1 is the same operator A as prevously. The associated γ-field and Weyl function
take the form
z 7→ GΠz := GzΠ∗, z 7→MΠz := ΠMzΠ∗,
and domAΠ,Θ := {u ∈ domS∗Π : ΓΠ2 u = ΘΓΠ1 u}, see [11, Remark 1.30]. A direct application
of Proposition 5 gives
Corollary 6. For any z ∈ ρ(A)∩ ρ(AΠ,Θ) one has 0 ∈ ρ(Θ−MΠz ) and the resolvent formula
(AΠ,Θ − z)−1 = (A− z)−1 +GΠz (Θ−MΠz )−1(GΠz )∗ (14)
holds, and, in addition, for any z ∈ ρ(A) one has
(a) z ∈ σ(AΠ,Θ) iff 0 ∈ σ(Θ−MΠz ),
(b) z ∈ σess(AΠ,Θ) iff 0 ∈ σess(Θ−MΠz ),
(c) z ∈ σp(AΠ,Θ) iff 0 ∈ σp(Θ−MΠz ) with GΠz being an isomorphism of the eigensubspaces.
(d) If f ∈ H, then f ∈ ran(AΠ,Θ− z) iff (GΠz )∗f ∈ ran(Θ−MΠz ). If Θ−MΠz is injective,
the resolvent formula (14) still holds for such f .
2.2. Singular perturbations. In this section let us recall a special approach to the con-
struction of boundary triplets as presented in [32] and [33] or in [11, Section 1.4.2]. Let A be
a self-adjoint operator in a Hilbert space H, then we denote by HA the Hilbert space given by
the linear space domA endowed with the scalar product 〈u, v〉A = 〈u, v〉H+ 〈Au,Av〉H . Let
h be an auxiliary Hilbert space and τ : HA → h be a bounded linear map which is surjective
and whose kernel ker τ is dense in H, then the restriction S of A to ker τ is a closed densely
defined symmetric operator in H. To simplify the formulas we assume additionally that
0 ∈ ρ(A),
which always holds in the subsequent applications. For z ∈ ρ(A) consider the maps
Gz :=
(
τ(A− z)−1)∗ ∈ B(h,H), Mz := τ(Gz −G0) ≡ zτA−1Gz ∈ B(h). (15)
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Proposition 7. The adjoint S∗ is given by
domS∗ :=
{
u = u0 +G0fu : u0 ∈ domA and fu ∈ h
}
, S∗u = Au0.
Furthermore, the triplet (h,Γ1,Γ2) with Γ1u := fu and Γ2u := τu0 is a boundary triplet for
S, and the associated γ-field Gz and Weyl function Mz are given by (15).
Example 8. Let A± be self-adjoint operators in Hilbert spaces H± with 0 ∈ ρ(A±), and
let h±, τ±, S±, G
±
z , M
±
z , Γ
±
j be the spaces and maps defined as above and associated with
A±. For ν ∈ R \ {0} consider the operator A := A−⊕ νA+ acting in the Hilbert space
H := H−⊕H+. Set τ = τ−⊕ ντ+, then the restriction S of A to ker τ has again the
structure of a direct sum, S = S− ⊕ νS+, with γ-field and Weyl function given by
Gz = G
−
z ⊕G+z
ν
, Mz = M
−
z ⊕ νM+z
ν
.
Thus, by the preceding considerations, the adjoint S∗ acts on the domain
domS∗ =
{
u = (u−, u+) : u± = u
±
0 +G
±
0 φ±, u
±
0 ∈ domA±, φ± ∈ h±
}
(16)
by S∗(u−, u+) = A(u
−
0 , u
+
0 ), and one can take (h− ⊕ h+,Γ1,Γ2) as a boundary triplet for S,
Γ1u = (φ−, φ+), Γ2u = (τ−u
−
0 , ντ+u
+
0 ). (17)
3. Boundary triplets for indefinite Laplacians
We start with some constructions for the closed symmetric operator
S = (−∆min− )⊕ µ∆min+ , ∆min± : L2(Ω±) ⊃ H20 (Ω±)→ L2(Ω±), (18)
where
H20 (Ω−) :=
{
u− ∈ H2(Ω−) : (γ−0 u−, γ−1 u−) = (0, 0)
}
,
H20 (Ω+) :=
{
u+ ∈ H2(Ω+) : (γ+0 u+, γ+1 u+, γ∂0u+, γ∂1u+) = (0, 0, 0, 0)
}
.
Here and later on, Hm(Ω±) denotes the usual Sobolev-Hilbert space of the square-integrable
functions on Ω± with square integrable partial (distributional) derivatives of any order k ≤
m, and the linear operators
γ±0 :H
2(Ω±)→ H 32 (Σ) , γ±1 :H2(Ω±)→ H
1
2 (Σ) ,
γ∂0 :H
2(Ω+)→ H 32 (∂Ω) , γ∂1 :H2(Ω+)→ H
1
2 (∂Ω) ,
are the usual trace maps first defined on u± ∈ C∞(Ω±) by
γ±0 u±(x) := u±(x), γ
±
1 u±(x) := N±(x)·∇u±(x), x ∈ Σ,
γ∂0u+(x) := u+(x), γ
∂
1u+(x) := N∂(x)·∇u+(x), x ∈ ∂Ω ,
with N∂ being the outer unit normal on ∂Ω, and then extended by continuity. It is well
known, see e.g. [26, Chapter 1, Section 8.2], that the maps
H2(Ω−) ∋ u− 7→ (γ−0 u−, γ−1 u−) ∈ H
3
2 (Σ)⊕H 12 (Σ) ,
H2(Ω+) ∋ u+ 7→ (γ+0 u+, γ+1 u+, γ∂0u+, γ∂1u+) ∈ H
3
2 (Σ)⊕H 12 (Σ)⊕H 32 (∂Ω) ⊕H 12 (∂Ω)
are bounded and surjective.
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We remark that both Σ and ∂Ω can be made smooth compact Riemannian manifolds. For
Ξ = Σ or Ξ = ∂Ω, the fractional order Sobolev-Hilbert spaces Hs(Ξ) with s ∈ R, are defined
in the standard way as the completions of C∞(Ξ) with respect to the scalar products
〈φ1, φ2〉Hs(Ξ) :=
〈
φ1, (−∆Ξ + 1)sφ2
〉
L2(Ξ)
,
where ∆Ξ is the (negative) Laplace-Beltrami operator in L
2(Ξ), see e.g. [26, Remark 7.6,
Chapter 1, Section 7.3], and then (−∆Ξ + 1) s2 extends to a unitary map from Hr(Ξ) to
Hr−s(Ξ). In what follows we denote for shortness
Λ :=
√
−∆Σ + 1, Λ∂ :=
√
−∆∂Ω + 1.
By Green’s formula, the linear operators γ±0 , γ
±
1 , γ
∂
0 and γ
∂
1 can be then extended to contin-
uous (with respect to the graph norm) maps
γ±0 : dom∆
max
± → H−
1
2 (Σ) , γ±1 : dom∆
max
± → H−
3
2 (Σ) ,
γ∂0 : dom∆
max
+ → H−
1
2 (∂Ω) , γ∂1 : dom∆
max
+ → H−
3
2 (∂Ω) ,
(19)
where ∆max± := (∆
min
± )
∗ acts as the distributional Laplacian on the domain
dom∆max± :=
{
u± ∈ L2(Ω±) : ∆u± ∈ L2(Ω±)
}
,
see [26, Chapter 2, Section 6.5]. Now consider the operator
A = (−∆D−)⊕ µ∆D+
acting in L2(Ω) ≡ L2(Ω−)⊕ L2(Ω+), where ∆D± are the Dirichlet Laplacians in L2(Ω±), i.e.
dom∆D− =
{
u− ∈ H2(Ω−) : γ−0 u− = 0
}
,
dom∆D+ =
{
u+ ∈ H2(Ω+) : (γ+0 u+, γ∂0u+) = (0, 0)
}
.
As both ∆D± are self-adjoint with compact resolvents, the same applies to A. The maps
τ− : dom∆
D
− → H
1
2 (Σ) , τ−u− := γ
−
1 u− ,
τ+ : dom∆
D
+ → H
1
2 (Σ)⊕H 12 (∂Ω) , τ+u+ := (γ+1 u+, γ∂1u+) ,
are linear, continuous, surjective, and their kernels are dense in L2(Ω±). Moreover, ∆
min
± is
exactly the restriction of ∆D± to ker τ±. Therefore, we may use the construction of Example 8
with ν = −µ to obtain a description of the self-adjoint extensions of S from (18). To this
end, an expression for the associated operators G±z and M
±
z is needed. These were already
obtained in [33, Example 5.5], and we recall the final result. The Poisson operators
P−z : H
s(Σ)→ dom∆max− , P+z : Hs(Σ)⊕Hs(∂Ω)→ dom∆max+ , s ≥ −
1
2
,
are defined through the solutions of the respective boundary value problems,
P−z φ = f iff
{−∆max− f = zf,
γ−0 f = φ ,
, z ∈ ρ(−∆D−),
P+z (ϕ, ψ) = g iff

−∆max+ g = zg,
γ+0 g = ϕ
γ∂0 g = ψ.
, z ∈ ρ(−∆D+),
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and the associated (energy-dependent) Dirichlet-to-Neumann operators are given by
D−z : H
s(Σ)→ Hs−1(Σ) , D−z := γ−1 P−z , s ≥ −
1
2
,
D+z : H
s(Σ)⊕Hs(∂Ω)→ Hs−1(Σ)⊕Hs−1(∂Ω) , s ≥ −1
2
,
D+z (ϕ, ψ) :=
(
γ+1 P
+
z (ϕ, ψ), γ
∂
1P
+
z (ϕ, ψ)
)
,
then
G−z = −P−z Λ , M−z = (D−0 −D−z )Λ ,
G+z = −P+z (Λ⊕ Λ∂) , M+z = (D+0 −D+z )(Λ⊕ Λ∂).
Thus, by Remark 8, the adjoint S∗ acts as S∗u = (−∆max− u−, µ∆max+ u+) on the domain
dom(∆max− ⊕∆max+ ), and using (16) and (17) one obtains the boundary triplet (h,Γ1,Γ2) for
S with h = H
1
2 (Σ)⊕H 12 (Σ)⊕H 12 (∂Ω) and
Γ1u = −
Λ−1γ−0 u−Λ−1γ+0 u+
Λ−1∂ γ
∂
0u+
 , Γ2u =
 γ−1 (u− − P−0 γ−0 u−)−µγ+1 (u+ − P+0 (γ+0 u+, γ∂0u+))
−µγ∂1
(
u+ − P+0 (γ+0 u+, γ∂0u+)
)
 .
The associated γ-field Gz and Mz are given by
Gz
ϕ−ϕ+
ϕ∂
 = −( P−z Λϕ−P+− z
µ
(Λϕ+,Λ∂ϕ∂)
)
, Mz
ϕ−ϕ+
ϕ∂
 = ( (D−0 −D−z )Λϕ−−µ(D+0 −D+− z
µ
)
(Λϕ+,Λϕ∂)
)
.
Let us represent the operator Lµ given by (3) and (4) in the form AΠ,Θ. Remark first that,
in view of the elliptic regularity, see e.g. [18, Proposition III.5.2], we have
H2(Ω−) =
{
u− ∈ L2(Ω−) : ∆max− u− ∈ L2(Ω−), γ+0 u− ∈ H
3
2 (Σ)
}
H2(Ω+) =
{
u+ ∈ L2(Ω+) : ∆max+ u+ ∈ L2(Ω+), (γ+0 u+, γ∂0u+) ∈ H
3
2 (Σ)⊕H 32 (∂Ω)}.
Therefore, Lµ is exactly the restriction of S
∗ to the functions u = (u−, u+) with
γ−0 u− = γ
+
0 u+ =: γ0u, γ
∂
0u+ = 0, γ0u ∈ H
3
2 (Σ), γ−1 u− = µγ
+
1 u+. (20)
The first two conditions can be rewritten as Γ1u ∈ ranΠ, where Π is the orthogonal projector
in h given by
Π(ϕ−, ϕ+, ϕ∂) =
1
2
(ϕ− + ϕ+, ϕ− + ϕ+, 0) .
For the subsequent computations it is useful to introduce the unitary operator
U : ranΠ→ H 12 (Σ), U(ϕ, ϕ, 0) =
√
2ϕ,
then
UΠΓ2u =
1√
2
[
γ−1 (u− − P−0 γ−0 u−)− µγ+1
(
u+ − P+0 (γ+0 u+, γ∂0u+)
)]
,
and the third and the fourth conditions in (20) can be rewritten respectively as
Γ1u ∈ U∗ domΘµ, UΠΓ2u = ΘµUΓ1u,
where Θµ is the symmetric operator in H
1
2 (Σ) given by
Θµ :=
1
2
(D−0 − µD˜+0 )Λ, domΘµ = H
5
2 (Σ),
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with
D˜+z := γ
+
1 P˜
+
z , P˜
+
z := P
+
z (·, 0).
Therefore, one has the representation Lµ = AΠ,U∗ΘµU , and, due to the unitarity of U and to
the discussion of Section 2, the operator Lµ is self-adjoint/essentially self-adjoint in L
2(Ω)
if and only if Θµ has the respective property as an operator in H
1
2 (Σ). Remark that for the
associated maps GΠz := GzΠ
∗ and MΠz := ΠMzΠ
∗ (see Subsection 2.1) one has
GΠz U
∗ϕ = − 1√
2
(
P−z Λϕ
P˜+− z
µ
Λϕ
)
, UMΠz U
∗ =
1
2
(
(D−0 −D−z )− µ(D˜+0 − D˜+− z
µ
)
)
Λ. (21)
4. Proofs of main results
With the above preparations, the proofs will be based on an application of the theory of
pseudodifferential operators, see e.g. [37] and [38]. At first we recall some known results
adapted to our setting.
If Ψ ∈ B(Hs(Σ), Hs−k(Σ)) is a symmetric pseudodifferential operator of order k, we
set k0 := max(k, 0) and denote by Ψ
min and Ψ0 the symmetric operators in L2(Σ) given
by the restriction of Ψ to domΨmin = C∞(Σ) and domΨ0 = Hk0(Σ) respectively, then
Ψ0 ⊆ Ψmin ⊆ Ψ0. Furthermore, if Ψ is elliptic, then Ψ0 is closed and, hence, Ψmin = Ψ0.
Since dom(Ψmin)∗ = {f ∈ L2(Σ) : Ψf ∈ L2(Σ)}, for elliptic Ψ one has dom(Ψmin)∗ ⊆
Hk0(Σ) = domΨmin, and so Ψmin is essentially self-adjoint and Ψ0 is self-adjoint. It is
important to recall that for k = 1 one does not need the ellipticity:
Lemma 9. If Ψ is a symmetric first order pseudodifferential operator, then Ψmin, and then
also Ψ0, is essentially self-adjoint in L2(Σ).
Proof. By [37, Proposition 7.4], for any f ∈ L2(Σ) with Ψf ∈ L2(Σ) there exist (fj) ⊂ C∞(Σ)
such that fj → f and Ψminfj → Ψf in L2(Σ), which literally means that dom(Ψmin)∗ ⊆
domΨmin. 
In what follows, instead of studying Θµ in H
1
2 (Σ) we prefer to deal with the unitarily
equivalent operator Φµ := Λ
1
2ΘµΛ
− 1
2 acting in L2(Σ). Set
Ψµ :=
1
2
Λ
1
2 (D−0 − µD˜+0 )Λ
1
2 ,
then Φµ is the restriction of Ψµ to domΦµ = H
2(Σ). Furthermore, denote by Ψminµ and Ψ
0
µ
the symmetric operators in L2(Σ) given respectively by the restrictions of Ψµ to domΨ
min
µ =
C∞(Σ) and to domΨ0µ = H
k0(Σ), where k is the order of Ψµ and k0 = max(k, 0). Remark
that we always have k ≤ 2, hence, Ψminµ ⊆ Φµ ⊆ Ψ0µ.
Proof of Theorem 1. Assume first that µ 6= 1. Let us show that the operator Θµ is self-
adjoint in H
1
2 (Σ), then this will imply the self-adjointness of Lµ in L
2(Ω). It is a classical
result that D±0 are first order pseudodifferential operators with the principal symbol |ξ|, see
e.g. [38, Chapter 7, Section 11], and, in view of the definition, the same applies then to D˜+0 .
Then Ψµ is a pseudodifferential operator with principal symbol
1−µ
2
|ξ|2. As such a principal
symbol is non-vanishing, Ψµ is a second order elliptic pseudodifferential operator and, by the
results recalled at the beginning of the section, Φµ ≡ Ψ0µ is self-adjoint on the domain H2(Σ).
Hence, since Λ
1
2 : H
1
2 (Σ) → L2(Σ) is unitary, the operator Θµ = Λ− 12ΦµΛ 12 is self-adjoint
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on the initial domain H
5
2 (Σ), which implies the self-adjointness of Lµ on the initial domain
D2µ(Ω\Σ). Due to (2) we have domLµ ⊆ H10 (Ω), and the compact embedding of H10 (Ω) into
L2(Ω) proves that the resolvent of Lµ is a compact operator.
Let µ = 1, then Ψ1 is a first order pseudodifferential operator, and Ψ
min
1 is essentially self-
adjoint due to Lemma 9. Then Φ1 is also essentially self-adjoint being a symmetric extension
of Ψmin1 . The unitarity of Λ
1
2 : H
1
2 (Σ) → L2(Σ) implies the essential self-adjointness of Θ1
in H
1
2 (Σ) and, in turn, that of L1 in L
2(Ω). 
Recall that in what follows we denote by L1 the unique self-adjoint extension of L1. In
view of the discussion of Section 3 one has L1 = AΠ,U∗ΘU with Θ = Θ1 being the closure
(and the unique self-adjoint extension) of Θ1 in H
1
2 (Σ).
Proof of Theorem 2. Assume that n = 2 and µ = 1, then Ψ1 =
1
2
Λ
1
2 (D−0 − D˜+0 )Λ
1
2 . It is
well known that the full symbol of the classical Dirichlet-to-Neumann map (at z = 0) on a
smooth bounded two-dimensional domain with respect to the arclength is equal to |ξ|, see
[14, Proposition 1] for a direct proof or [25, Section 1] for an iterative computation. It follows
that Ψ1 is a symmetric pseudodifferential operator of order (−∞), hence Ψ01 : L2(Σ)→ L2(Σ)
is bounded, self-adjoint and compact. As Φ1 is densely defined, it follows that Φ1 = Ψ
0
1.
Since Λ
1
2 : H
1
2 (Σ) → L2(Σ) is unitary, the closure of Θ1 is given by Θ = Λ− 12Φ1Λ 12 :
H
1
2 (Σ)→ H 12 (Σ), and it is a compact self-adjoint operator in H 12 (Ω). As domΘ = H 12 (Σ),
the boundary condition Γ1u ∈ U∗ domΘ takes the form γ−0 u− = γ+0 u+ ∈ H−
1
2 (Σ), γ∂0u+ = 0,
and, in view of (19), the domain of L1 = AΠ,U∗ΘU is given by (5).
Let us study the spectral properties of L1 using Corollary 6. As U∗ΘU −MΠ0 ≡ U∗ΘU
is compact, one has 0 ∈ σess(U∗ΘU − MΠ0 ) implying 0 ∈ σess(L1). To prove the reverse
inclusion σess(L1) ⊆ {0} we note first that the operators U∗ΘU−MΠz are unitarily equivalent
to Θ − UMΠz U∗ and, hence, have the same spectra. Furthermore, the principal symbol of
D±0 − D±λ is λ2|ξ| for any λ ∈ ρ(−∆D±), see [24, Lemma 1.1]. As the principal symbol of
Λ is |ξ|, it follows that, for any z ∈ ρ(A), the operators (D−0 − D−z )Λ and (D˜+0 − D˜+− z
µ
)Λ
are bounded in H
1
2 (Σ) being pseudodifferential operators of order zero, and their principal
symbols are z
2
and
( − z
2µ
)
respectively. By Eq. (21) it follows that the principal symbol
of Θ − UMΠz U∗ is simply z2 , and one can represent Θ − UMΠz U∗ = z2 + Kz, where Kz are
compact operators depending holomorphically on z ∈ ρ(A). As the operator A has compact
resolvent, it follows by (12) that the only possible singularities of z 7→ Kz at the points of
σ(A) are simple poles with finite-dimensional residues. Therefore, the operator function z 7→
U∗ΘU −MΠz := U∗(Θ−UMΠz U∗)U satisfies the assumptions of the meromorphic Fredholm
alternative on C0 := C \ {0}, see [34, Theorem XIII.13], and either (a) 0 ∈ σ(U∗ΘU −MΠz )
for all z ∈ C0 \ ρ(A), or (b) there exists a subset B ⊂ C0, without accumulation points in
C0, such that the inverse (U
∗ΘU −MΠz )−1 exists and is bounded for z ∈ C0 \
(
B ∪ σ(A))
and extends to a meromorphic function in C0 \ B such that the coefficients in the Laurent
series at the points of B are finite-dimensional operators. The case (a) can be excluded:
By Corollary 6 this would imply the presence of a non-empty non-real spectrum for L1,
which is not possible due to the self-adjointness. Therefore, we are in the case (b), and
the resolvent formula (14) for L1 ≡ AΠ,U∗ΘU implies that the set C0 ∩ σ(L1) ∩ ρ(A) ⊆ B
has no accumulation points in C0, and each point of this set is a discrete eigenvalue of L1.
Furthermore, by (12) the maps z 7→ GΠz can have at most simple poles with finite-dimensional
residues at the points of σ(A), and it is seen again from the resolvent formula (14) that the
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only possible singularities of z 7→ (L1 − z)−1 at the points of σ(A) are poles with finite-
dimensional residues. It follows that each point of σ(A) is either not in the spectrum of L1
or is its discrete eigenvalue. Therefore, L1 has no essential spectrum in C\{0}, and the only
possible accumulation points for the discrete eigenvalues are 0 and ∞. 
Proof of Theorem 3. Assume n ≥ 3 and µ = 1, then again Ψ1 = 12Λ
1
2 (D−0 − D˜+0 )Λ
1
2 . By
[38, Chapter 12, Proposition C.1], there holds
D−0 = (−∆Σ)
1
2 +B− + C−, D˜+0 = (−∆Σ)
1
2 +B+ + C+,
where C± are pseudodifferential operators of order (−1) and B± are pseudodifferential op-
erator of order 0 whose principal symbols are ±b0(x, ξ), with
b0(x, ξ) =
1
2
(
trWx − 〈ξ,W
∗
xξ〉T ∗xΣ
〈ξ, ξ〉T ∗xΣ
)
and Wx := dN−(x) : TxΣ→ TxΣ being the Weingarten map and W ∗x its adjoint. Therefore,
Ψ1 is a pseudodifferential operator of order 1 whose principal symbol is
1
2
b0(x, ξ)|ξ| . As
already seen, Ψmin1 is then essentially self-adjoint by Lemma 9, and, as before, L1 is essentially
self-adjoint and its self-adjoint closure is AΠ,U∗ΘU , where Θ := Θ1. As Θ1 is a first order
operator, one has H
3
2 (Σ) ⊆ domΘ. In particular, the boundary condition Γ1u ∈ U∗H 32 (Σ)
entails γ−0 u− = γ
+
0 u+ ∈ H
1
2 (Σ) and γ∂0u+ = 0. Due to the elliptic regularity, see e.g. [26,
Chapter 2, Section 7.3], this can be rewritten as u ∈ H10 (Ω) and gives the inclusion (6).
(a) Recall that the principal curvatures k1(x), . . . , kn−1(x) of Σ at a point x are the eigen-
values of Wx, hence,
1
2
(
k1(x) + · · ·+ kn−1(x)−max
j
kj(x)
)
≤ b0(x, ξ) ≤ 1
2
(
k1(x) + · · ·+ kn−1(x)−min
j
kj(x)
)
.
Let Σ′ be a maximal connected component of Σ. If all kj are either all strictly positive or all
strictly negative on Σ′, one can estimate a1 ≤
∣∣b0(x, ξ)∣∣ ≤ a2 for all x ∈ Σ′ with some a1 > 0
and a2 > 0. Therefore, in this case Ψ1 is a first order elliptic pseudodifferential operator and
so, by the results recalled at the beginning of this section, Ψ01 is self-adjoint. This implies
that domΘ ≡ domΘ1 = H 32 (Σ). As before, the boundary condition Γ1u ∈ U∗ domΘ
for u ∈ domL1 entails u ∈ H10 (Ω), and one arrives at the equality (7). The inclusion
domL1 ⊆ H10 (Ω) and the compact embedding of H10 (Ω) into L2(Ω) imply that L1 has
compact resolvent.
(b) As MΠ0 = 0, by Corollary 6(b) and by the unitarity of U , to get 0 ∈ σess(L1) it suffices
to show that 0 ∈ σess(Θ). As Λ 12 : H 12 (Σ) → L2(Σ) is a unitary operator, it is sufficient
to show 0 ∈ σess(Φ1) for the unitarily equivalent operator Φ1 ≡ Λ 12ΘΛ− 12 in L2(Σ), which
will be done by constructing a singular Weyl sequence, i.e. a sequence of non-zero functions
(uj) ⊂ domΦ1 weakly converging to 0 in L2(Σ) and such that the ratio ‖Ψ1uj‖L2(Σ)/‖uj‖L2(Σ)
tends to 0. While the domain of Φ1 is not known explicitly, we know already that it contains
H1(Σ).
Without loss of generality we assume that Σε :=
{
(x′, 0) : x′ ∈ Bε
} ⊂ Σ, where Bε is
the ball in Rn−1 centered at the origin and of radius ε > 0. The iterative procedure of [25,
Section 1] shows that the full symbols of D0− and D˜
+
0 on Σε in the local coordinates x
′ are
equal to |ξ|, and it follows that the full symbol of Ψ1 vanishes on Σε. Hence, there exists a
smoothing operator K and δ ∈ (0, ε) such that Ψ1u˜ = Ku˜ for all u ∈ C∞c (Bδ), where u˜ is
the extension of u by zero to the whole of Σ. Take an orthonormal sequence (uj) ⊂ L2(Bδ)
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with uj ∈ C∞c (Bδ), then the sequence (u˜j) ⊂ H1(Σ) is orthonormal and weakly converging
to 0 in L2(Σ). Due to the compactness of K in L2(Σ) there exists a subsequence (Ψ1u˜jk)
strongly converging to zero in L2(Σ). Therefore, the sequence vk := u˜jk is a sought singular
Weyl sequence for Φ1, which gives the result.
Suppose now domL1 = Ds1(Ω\Σ) ⊆ Hs(Ω−)⊕Hs(Ω+) for some s > 0. As the set on the
right-hand side is compactly embedded in L2(Ω), see e.g. [1, Theorem 14.3.1], this implies
the compactness of the resolvent of L1 and the equality σess(L1) = ∅, which contradicts the
previously proved relation 0 ∈ σess(L1). 
Remark 10. After some simple cancellations, the resolvent formula of Corollary 6 for Lµ
takes the following form:
(Lµ − z)−1
(
u−
u+
)
=
(
(−∆D− − z)−1u−
(µ∆D+ − z)−1u+
)
−
(
R−z (u−, u+)
R+z (u−, u+)
)
,
with
R−z (u−, u+) = P
−
z
(
D−z − µD˜+− z
µ
)−1(
γ−1 (−∆D− − z)−1u− − µγ+1 (µ∆D+ − z)−1u+
)
,
R+z (u−, u+) = P
+
− z
µ
((
D−z − µD˜+− z
µ
)−1(
γ−1 (−∆D− − z)−1u− − µγ+1 (µ∆D+ − z)−1u+
)
0
)
.
5. Proof of Proposition 4
We continue using the conventions and notation introduced just before Theorem 4. In
addition to (9) we have
Ω+ = Bri ∪Bre,R, Σ = Sri ∪Sre , ∂Ω = SR,
and for the subsequent computations we use the identification L2(Sρ) ≃ L2
(
(0, 2π), ρ dθ
)
,
then L2(Σ) ≃ L2((0, 2π), ridθ)⊕L2((0, 2π), redθ), and similar identifications hold for the
Sobolev spaces.
In view of Corollary 6 and of the expressions (21), the injectivity of L1 is equivalent to
the injectivity of the map
D := D−0 − D˜+0 : H−
1
2 (Σ)→ H 12 (Σ),
and then the condition g = (0, g+) ∈ ranL1 is equivalent to (GΠ0 )∗g ≡ −γ+1 (−∆D+)−1g+ ∈
ranD, or, as (∆D+)−1 : L2(Ω+)→ H2(Ω) and γ+1 : H2(Ω)→ H
1
2 (Σ), to
D−1γ+1 (−∆D+)−1g+ ∈ H−
1
2 (Σ). (22)
The condition will be checked using an explicit computation of the Dirichlet-to-Neumann
maps D±0 and of the inverse of ∆
D
+ .
For a function f defined in Ω±, define its Fourier coefficients with respect to the polar
angle by
fm(r) :=
1
2π
∫ 2pi
0
f(r cos θ, r sin θ)e−imθdθ, m ∈ Z,
then f is reconstructed by f(r cos θ, r sin θ) =
∑
m∈Z fm(r)e
imθ. Furthermore, the separation
of variables shows that a function f is harmonic iff fm satisfy the Euler equations
f ′′m(r) + r
−1f ′m(r)−m2r−2fm(r) = 0,
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whose linearly independent solutions are 1 and ln r for m = 0 and r±m for m 6= 0. This
shows that for
(φi, φe) ∈ Hs(Σ), φi/e(θ) =
∑
m∈Z
φi/e,me
imθ, φi/e,m :=
1
2π
∫ 2pi
0
φi/e(θ)e
−imθdθ,
one has the following expressions for the Poisson operators:
P−0
(
φi
φe
)
(r cos θ, r sin θ) =
ln
re
r
ln
re
ri
φi,0 +
ln
r
ri
ln
re
ri
φe,0
+
∑
m∈Z\{0}
[(re
r
)|m|
−
( r
re
)|m|]
φi,m +
[( r
ri
)|m|
−
(ri
r
)|m|]
φe,m(re
ri
)|m|
−
( ri
re
)|m| eimθ,
(r, θ) ∈ (ri, re)× (0, 2π), (23)
and
P˜+0
(
φi
φe
)
(r cos θ, r sin θ)
=

∑
m∈Z
( r
ri
)|m|
φi,me
imθ, (r, θ) ∈ (0, ri)× (0, 2π),
ln
R
r
ln
R
re
φe,0 +
∑
m∈Z\{0}
(R
r
)|m|
−
( r
R
)|m|
(R
re
)|m|
−
(re
R
)|m| φe,meimθ, (r, θ) ∈ (re, R)× (0, 2π). (24)
It follows that
D−0
(
φi
φe
)
=
∑
m∈Z
Bm
(
φi,m
φe,m
)
eimθ, D˜+0
(
φi
φe
)
=
∑
m∈Z
Cm
(
φi,m
φe,m
)
eimθ,
D
(
φi
φe
)
=
∑
m∈Z
Dm
(
φi,m
φe,m
)
eimθ, Dm := Bm − Cm,
with
B0 =

1
ri
1
ln
re
ri
− 1
ri
1
ln
re
ri
− 1
re
1
ln
re
ri
1
re
1
ln
re
ri
 , C0 =

0 0
0
1
re
1
ln
R
re
 ,
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Bm = |m|

1
ri
(re
ri
)|m|
+
( ri
re
)|m|
(re
ri
)|m|
−
( ri
re
)|m| − 2ri 1(re
ri
)|m|
−
( ri
re
)|m|
− 2
re
1(re
ri
)|m|
−
( ri
re
)|m| 1re
(re
ri
)|m|
+
( ri
re
)|m|
(re
ri
)|m|
−
( ri
re
)|m|

, m 6= 0,
Cm = |m|

1
ri
0
0
1
re
(R
re
)|m|
+
(re
R
)|m|
(R
re
)|m|
−
(re
R
)|m|
 , m 6= 0.
Therefore,
D0 =

1
ri
1
ln
re
ri
− 1
ri
1
ln
re
ri
− 1
re
1
ln
re
ri
1
re
 1
ln
re
ri
− 1
ln
R
re


,
Dm = 2|m|

1
ri
1(re
ri
)2|m|
− 1
− 1
ri
(re
ri
)|m|
(re
ri
)2|m|
− 1
− 1
re
(re
ri
)|m|
(re
ri
)2|m|
− 1
1
re
 1(re
ri
)2|m|
− 1
− 1(R
re
)2|m|
− 1


, m 6= 0,
hence, all Dm are invertible, and then D is injective with the inverse
D−1
(
φi
φe
)
=
∑
m∈Z
D−1m
(
φi,m
φe,m
)
eimθ, (25)
which shows the injectivity of L1. Furthermore, for m 6= 0 we have
D−1m = −
1
2|m|
 ri
(
1−
( r2e
riR
)2|m|)
re
(re
ri
)|m|(
1−
(re
R
)2|m|)
ri
(re
ri
)|m|(
1−
(re
R
)2|m|)
re
(
1−
(re
R
)2|m|)
 ,
and we conclude that a function (φi, φe) ∈ H 12 (Σ) belongs to ranD iff D−1(φi, φe) ∈ H− 12 (Σ),
i.e. iff ∑
m6=0
1
|m|
∥∥∥∥D−1m (φi,mφe,m
)∥∥∥∥2
C2
<∞. (26)
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Therefore, the condition (22) is equivalent to (26) for
(φi, φe) := γ
+
1 f, f := (∆
D
+)
−1g+. (27)
Remark first that f vanishes in Bri, hence, φi = 0 and fm(r) = 0 for r < ri and m ∈ Z.
To study the problem in Bre,R, let us pass to the Fourier coefficients, then we arrive to the
system of equations
f ′′m(r) + r
−1f ′m(r)−m2r−2fm(r) = hm1(a,b)(r), re < r < R, fm(re) = fm(R) = 0, (28)
and we have (
φi
φe
)
= −
∑
m∈Z
(
0
f ′m(re)
)
eimθ. (29)
One solves (28) using the variation of constants, and for m 6= 0 the solutions are
fm(r) = αmr
m + βmr
−m +
hmr
m
2m
∫ r
re
s1−m1(a,b)(s)ds− hmr
−m
2m
∫ r
re
s1+m1(a,b)(s)ds,
αm = − hm
2mrme
1(R
re
)m
−
(re
R
)m ∫ b
a
((R
s
)m
−
( s
R
)m)
s ds, βm = −r2me αm,
and
f ′m(re) =
mhm
re
(
αmr
m
e − βmr−me
)
= − 1
re
∫ b
a
((R
s
)|m|
−
( s
R
)|m|)
s ds(R
re
)|m|
−
(re
R
)|m| .
Then for large m one has
f ′m(re) = −
(
a2 + o(1)
)
hm
re|m|
(re
a
)|m|
, D−1m
(
0
−f ′m(re)
)
= hm
a
2 + o(1)
2m2
( r2e
ria
)|m|
a2 + o(1)
2m2
(re
a
)|m|
 ,
and the condition (26) for the function (27) takes the form (11), which finishes the proof.
One should remark that the condition (11) can still hold for a < r2e/ri if the Fourier
coefficients hm of h are very fast decaying for large m, i.e. if h extends to an analytic
function in a suitable complex neighborhood of the unit circle.
Remark 11. At last we note that, in view of the injectivity of L1, the expression for its
inverse given in Remark 10 can be extended naturally to a linear map L−1 : L2(Ω)→ D′(Ω).
As ran(∆D±)
−1 = H2(Ω±)∩H10 (Ω±), the finiteness of the norms ‖L−11 g‖Hs(V ), V ⊆ Ω, 0 ≤
s ≤ 1, is equivalent to the finiteness of ‖v‖Hs(V ) for v :=
(
R−0 g, R
+
0 g
)
. The direct substitution
of the values of (25) and (29) into (23) and (24) shows that one always has v ∈ H1(Bre,R),
while the condition v ∈ L2(Bri,re) appears to be equivalent to (11), so it holds for any h for
a ≥ r2e/ri as before, otherwise a very strong regularity of h is required.
Appendix A. Proof of Proposition 5(d)
Let f ∈ ran(A1,Θ− z), then there is g ∈ domA1,Θ with f = (A1,Θ− z)g. By [11, Theorem
1.23(a)], one can uniquely represent
g = gz +Gzh (30)
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with gz ∈ domA and h ∈ h, and f = (S∗ − z)g = (A − z)gz. As gz ∈ domA = ker Γ1, we
have Γ1g = Γ1Gzh = h and Γ2g = Γ2gz + Γ2Gzh. By [11, Theorem 1.23(2d)] there holds
Γ2gz = Γ2(A − z)−1f = G∗zf , and by definition we have Γ2Gzh = Mzh. Therefore, the
boundary condition Γ2g = ΘΓ1g writes as G
∗
zf = (Θ−Mz)h implying G∗zf ∈ ran(Θ−Mz).
If Θ −Mz is injective, then A1,Θ is also injective by Proposition 5(c), h = (Θ −Mz)−1G∗z,
and the substitution into (30) gives the relation
(A1,Θ − z)−1f = g = gz +Gzh = (A− z)−1f +Gz(Θ−Mz)−1G∗zf.
Now let f ∈ H such that G∗zf ∈ ran(Θ −Mz). Take h ∈ h with G∗zf = (Θ −Mz)h and
consider the function g = gz+Gzh with gz = (A−z)−1f ∈ domA. By [11, Theorem 1.23(2d)]
we have g ∈ domS∗. As previously, Γ1g = h and Γ2g = G∗zf +Mzh = (Θ−Mz)h+Mzh =
Θh = ΘΓ1g, i.e. g ∈ domA1,Θ, and we have (A1,Θ−z)g = (S∗−z)g = (S∗−z)(A−z)−1f = f ,
i.e. f ∈ ran(A1,Θ − z).
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