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Financial markets are complex systems characterised by the interaction of several
heterogeneous agents. The associated dependence structure is non-trivial and exhibits
high levels of non-stationarity and non-linearity. These features make the understanding
and forecasting of financial risk very challenging, since regularities observed from
historical data do not necessarily mirror future behaviours.
The main aim of this thesis is to investigate the complexity of the dependence
structure through network filtering and clustering techniques. We have relied on these
tools because they are data driven, model-independent and lend themselves to dynamical
analyses. In particular, we have proposed a novel volatility forecasting tool based on
network filtering. Furthermore, we have applied the Directed Bubble Hierarchical Tree
(DBHT) clustering method for the first time to financial data, highlighting its advantages
over other clustering techniques. We have performed statistical hypothesis tests on the
dynamical DBHT clustering, in order to track the evolution of each cluster and how
their industry-related information is affected by the market regime. We have studied the
evolution of correlation-based filtered networks topology by means of data mining and
time series techniques, investigating long-term memory properties and their relation
with market risk. We have investigated how different measures of dependence perform
and compare in terms of network topology, by combining multiplex tools and network
filtering for the first time.
We have found that the 2007 financial crisis marks a phase transition between
two different regimes of dependence, which display deep dissimilarities in terms of
industrial information and remain well distinct for years after the crisis. We have found
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that different clustering methods display different sensitivity to these structural changes.
Moreover we have shown that correlation-based filtered networks display peculiar
patterns in their evolution, notably long-term memory and possibly early-warning
signals. After having found that a significant interplay exists between dependence
structure variations and volatility, we have introduced a novel volatility forecasting
tool which relies on this empirical feature. This new tool overcomes the curse of
dimensionality, which limits traditional econometric models to porfolios of few assets.
The multiplex analysis has revealed that it is crucial to monitor financial dependence
with more than one measure at a time, as linear measures turn out to provide an
incomplete picture of the dependence structure, especially during financial crises.
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Over the last few decades the understanding of financial markets has benefited remark-
ably from the application of complex systems tools [1, 2], contributing to the birth of a
new discipline called Econophysics [3–5]. New and traditional problems in Economics
and Finance have been tackled through innovative approaches, inspired by the ideas
and techniques used in Statistical Physics [3, 6]. Instead of imposing an oversimplified
model of the reality for the sake of mathematical tractability, this new generation of
models and tools aims to preserve the complexity of the real economic phenomena while
discarding the redundancy and noise [7, 5, 8]. This is possible through the application
of concepts and techniques from areas like Probability Theory [9, 10], Network Theory
[11–13] and Machine Learning [14, 15].
In financial markets, the agents’ behaviour is known to be highly non-trivial and
difficult to predict, making the asset prices depart from the Gaussian assumption
in many respects [3, 16, 17]. Econophysics has contributed to unveil such features
[3, 6, 18]. In terms of univariate price series, the main signatures of complexity are
fat-tails [17, 19, 20] and multi-scaling [21–29] in log-returns [30], which originate from
dynamics such as herding and trading at different time scales [22, 31]. As far as the
multi-asset interaction is concerned, the dependence structure turns out to be completely
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different from what is expected by both uncorrelated [32, 33] and single-factor normal
correlated series [34], displaying a nested, rich and heterogeneous structure [34].
The main motivation of this doctoral thesis is to further investigate the complexity of
assets’ dependence structure from a dynamical perspective. One of the main challenges
in the analysis and modelling of financial data is distinguishing between statistical
noise and meaningful dependence structure [32, 33, 35–37]. Another relevant issue
is non-stationarity [38–42]: if the future does not stick to the regularities observed in
the past, how can we use historical data to describe the future? For what concerns the
dependence structure among assets, non-stationarity affects the reliability of risk models
and portfolio optimisation tools, which often rely on covariance estimation [43, 38].
Econometrics tools such as multivariate GARCH [44] and stochastic volatility models
[45] seek to model the evolution of dependencies, but fail to cope with baskets made
of more than few assets [46] due to the large number of parameters that need to be
calibrated. Another issue, closely related to non-stationarity, is non-linearity [47–50];
financial assets tend to synchronize in periods of negative returns and desynchronize
in periods of positive returns [49, 50]. This behaviour, which linear measures of
dependence are not able to capture [51], has been often overlooked in risk management
[52].
In this thesis we tackle these problems through the lens of Network Theory, by
using so-called “correlation-based filtered networks” [53–61] and hierarchical clustering
[62, 63] to analyse and model empirical correlation matrices. Correlation-based filtered
networks are tools which map correlation matrices into sparse graphs that retain only a
subset of entries using some filtering criterion [53–55]. Following this procedure, they
are able to retain the backbone of meaningful interactions and get rid of statistical noise
at the same time [64]. Examples of such networks are the Minimum Spanning Tree
(MST) [65, 53, 34] and the Planar Maximally Filtered Graph (PMFG) [55, 56]. We will
refer to these filtering procedures as “network filtering”. Hierarchical clustering is a class
of unsupervised learning techniques which seek to build a hierarchy of communities
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of similar elements, given a distance matrix for these elements [15, 64]. Network
filtering and hierarchical clustering turn out to be closely related and complementary
[64, 66]. Their application to financial data has provided important insights into the
structure and properties of financial markets. Clustering methods and network filtering
have been used to study: asset pricing models [34], the sensitivity of the dependence
structure to changes in the sampling frequency of returns [67, 68], the hierarchy of
relations among industrial sectors [53, 69–72] and the evolution of financial correlation
[73–75], with a particular focus on financial crises [76–78]. Also risk management
and portfolio optimisation methods have benefited from these techniques. It has been
shown that Markwoitz optimisation can be improved through clustering [79]. Besides,
correlation-based filtered networks provide a valuable criterion for asset allocation
[80, 81].
By using network filtering and hierarchical clustering, we can translate the statistical
problem of non-stationary and non-linear correlations into network analyses, for which
a number of techniques from Combinatorics [82] and Machine Learning [15] can
be applied. In particular, we apply for the first time to financial data the Directed
Bubble Hierarchical Tree (DBHT) technique [66, 83], a clustering method with strict
connections with the PMFG. Moreover, we compare different dependence measures by
using the multiplex framework [84–86], which allows to quantify dissimilarities among
networks on the same set of nodes [87–92], increasing the amount of information which
can be analysed through Network Theory. Although multiplex networks have been
already used in Finance [93–95], this is the first application to the analysis of financial
dependence.
The temporal perspective is one of the main focus of this thesis. In particular, we
track dynamical DBHT clusters by using statistical tests based on hypergeometric distri-
bution [96], which have been proposed for characterising communities in heterogeneous
complex systems [97, 98]. We rely on similarity measures between clustering data,
such as the Adjusted Rand Index [99], to distinguish between different market regimes
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[39]. We use regression techniques [15] to investigate the influence of the average
market dynamics (market mode) [68] on the evolution of correlation. We analyse the
evolution of correlation-based filtered networks topology through time series [30] and
data mining [15] techniques. Notably, we use metrics from Network Theory to build
a predictive model which forecasts market volatility of portfolios made of hundred of
assets, overcoming the limitations of traditional econometric methods [46].
The thesis is organised as follows. In Chapter 2, we discuss the most relevant
properties of financial time series and of their dependence structure. To this end, we
perform statistical analyses on an equity data set of 342 US stocks daily prices. We
first focus on the univariate properties of financial series, introducing those signatures
of complexity known as “stylized facts” of financial series [6, 17, 100, 101]. Then we
turn to the multivariate structure of dependence [102]. Our empirical analyses highlight
the mixture of meaningful signal and noise present in the empirical correlation matrix
[32, 33, 35]. In particular, we analyse the correlation from a dynamical perspective
by means of the exponentially smoothed Pearson estimator [103], highlighting how
financial crises deeply affect the dependence structure. Interestingly, we find that both
market-level and inter-sector correlations played a role in these structural changes in
the 2007 financial crisis.
In Chapter 3 we introduce network filtering [53, 55, 54] as a powerful tool for
investigating further these features. We summarise the main types of correlation-based
networks used in Finance, in particular the MST [65, 53, 34] and the PMFG [55, 56].
We review the main insights that network filtering has provided over the last 15 years
into Finance [3]. Moreover, we elaborate on the connection between network filtering
and hierarchical clustering [63], introducing Linkage methods [62] and the DBHT
[66]. We apply both network filtering and hierarchical clustering to the equity dataset,
demonstrating that they extract topological structures which are significant in terms of
underlying economic activity. Also we show how their topologies display a hierarchical
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and heterogeneous organisation that is typical of complex networks [13], as revealed by
the analyses on different network metrics [12, 13].
We rely on these powerful filtering tools in Chapter 4, which is devoted to investigate
the relation between dependence structure and industrial sector activity, through the
information provided by the hierarchical clustering. We quantify such relation by
comparing the clustering based on correlation with the industrial partition, through
metrics such as the Adjusted Rand Index [99] and the hypergeometric hypothesis test
[96, 97]. Performing this comparison dynamically and after subtracting the average
market returns, we show how such a relation is affected by turbulent market periods and
the market mode. Additionally, we consider and compare different clustering methods.
All these analyses are of interest for those investment strategies which rely on clustering
techniques on correlation matrices [79, 104, 105]. Compared to previous analyses on
filtering of financial correlation [106], this study has the advantage of not relying on
any assumptions about the returns distribution.
We investigate further the dynamical evolution of dependencies in Chapter 5, which
deals with the non-stationarity of financial correlation from a network filtering per-
spective. We introduce a new measure of similarity between dependence structures at
different periods, based on the Adjusted Rand Index [99] among DBHT clusterings at
different time windows. We use this measure to quantify and study the rate of change
of the dependence structure. Our approach is intuitive and model independent, unlike
traditional stationarity tests [38]. The results we obtain indicate that diversification
strategies based on industrial membership have become less effective after the 2007
financial crisis. We also report for the first time evidence of long range memory in the
evolution of correlation-based filtered networks, reflecting a phenomenon analogous to
the volatility clustering in log-returns [100].
These results open interesting scenarios for the forecasting of financial correlation.
In Chapter 6 we take the first step in this direction by introducing a novel tool for
predicting market volatility variations. Specifically, we introduce a new measure,
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the “dependence structure persistence”, which quantifies the rate of change of the
dependence structure and it can be easily computed from dynamical correlation-based
networks. We show that such a measure provides information on future volatility
variations, and propose to take advantage of this relation by using a classification
technique [14] to predict whether next year volatility will increase or decrease. The
power of this novel tool is proved through an out-of-sample analysis [15] on two
different datasets. These analyses are the first step towards the application of network
filtering to modeling and forecasting, beyond the descriptive analyses it has been mostly
used for so far. Moreover, they make forecasting the volatility of entire markets possible,
representing a remarkable improvement over traditional volatility forecasting models
[46].
Finally, in Chapter 7 we tackle the problem of non-linearity in the dependence struc-
ture [49, 50] through the multiplex framework [84, 85]. The idea is to investigate the
dissimilarity between networks computed from both linear and non-linear dependence
measures [107, 108]. These differences are well captured by the multiplex frameworks
and provide insights into the extent of non-linearity in the dependence structure. We find
that financial crises widen the differences among the measures of dependence, just when
evaluation of risk becomes of the highest importance. Overall, our results highlight
the importance of monitoring financial risk by means of more than one measure of
dependence at the same time. To the best of our knowledge, our analyses represent the
first application of multiplex to correlation-based filtered networks, as well as the first
investigation into the non-linearity of dependencies from both a global and dynamical
perspective.
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Chapter 2
Financial time series and correlation
In this chapter we review the most relevant properties of financial time series and
investigate their dependence structure. In particular, we discuss fat-tails, autocorrelation,
cross-correlation and non-stationarity. We also introduce a data set of equity data on
which we perform a set of preliminary empirical analyses. Part of the results presented
in this chapter has also been published in the paper “Relation between Financial Market
Structure and the Real Economy: Comparison between Clustering Methods” in 2015
[109].
2.1 Introduction
Time series analysis is an important part of the study of many complex systems. From
ecosystems to financial markets, from social networks to the climate, time series (such
as temperatures, prices, number of organisms etc.) are indeed the main quantitative
output that we can extract from these systems. Within this broad set of analysis, the
study of dependencies among different time series is especially valuable, as it gives
insight into the mutual interactions of different parts of the complex system.
The dependence structure among assets returns is of interest in Finance for several
reasons [110]. First of all, every risk assessment - both of a small portfolio and the
whole market - needs to take into account how different assets prices move together; in
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general, higher correlations are associated to higher risks, and measures of dependence
are heavily used in Portfolio Optimization and Risk Management [111–113]. Besides,
dependencies have become much relevant for trading too, as proven by the number of
derivatives whose price depends on correlation [114–117].
Several studies have shown that dependencies in financial markets display charac-
teristic features, mirror of the underlying complexity of the market agents interactions
[118, 113, 119–121]. Tools such as correlation-based networks and random matrix
theory have revealed that the dependence structure is characterized by both high level
of noise and a backbone of meaningful information [53, 76, 55, 57–60, 70, 32, 33, 35–
37, 76]. Such structure contains a certain degree of information related to the real
economy and it is highly non-stationary [38]; its evolution synchronizes with the overall
trend of the market, in particular during financial crises [119]. Many of these empirical
facts are at odds with some assumptions underlying traditional econometric tools (such
as Capital Asset Pricing Model [122]) and are the foundation for a new generation of
models.
In this chapter we review the main empirical properties of financial time series and
dependence structure. To illustrate these properties we analyse a data set of 342 US daily
stock prices over a period of 15 years. In particular we show that financial time series in
the equity data set depart from the assumption of uncorrelated normal random variables;
notably they display complex temporal and cross-sectional dependence structure, as
well as a certain degree of non-stationarity.
This chapter is organized as follows. In Section 2.2 we describe the data set and its
main characteristics; in Section 2.3 we review the main univariate properties of financial
time series and we show that the data set reproduces such properties; in Section 2.4 we
focus on the dependence structure of financial assets, we review the existing literature







































Fig. 2.1 ICB supersectors composition Pie chart showing the composition of the
entire set of stocks in terms of ICB supersectors.
The original analyses we will present in this chapter are performed on a dataset of
equity data provided by Bloomberg. It is composed by daily closing prices of 342 US
stocks, covering 15 years from 02/01/1997 to 31/12/2012. This period covers a number
of significant events that have characterised the market evolution, notably the Dot-com
bubble [123] and the 2007-2008 financial crisis [124].
All stocks have been continuously traded throughout this period of time. The set of
stocks has been chosen in order to provide a significant sample of the different industrial
sectors in the market. We have chosen the ICB industrial classification, that yields 19
different Supersectors, that in turns gather in 10 Industries: the percentages of stocks
belonging to each ICB supersector and industry are reported in Figs. 2.1 and 2.2.




















Fig. 2.2 ICB industries composition. Pie chart showing the composition of the entire
set of stocks in terms of ICB industries.
2.3 Financial time series
In this section we review the main empirical properties of financial time series. We also
perform a set of statistical analyses on the equity data set to confirm the validity of such
properties. We will focus on the univariate features; the issue of dependence between
different assets will be treated in the Section 2.4.
2.3.1 Log-returns
Defining the variables of interest is the first step in any scientific analysis. Let us denote
with Pi(t) the price of an asset i at time t. It turns out that Pi(t) is not the best choice for
statistical analyses and modeling, due to its non-stationarity and long-range autocor-
relation [30]. This is confirmed by applying the Kwiatkowski–Phillips–Schmidt–Shin
(KPSS) test for stationarity [125] to the data set: we have found that the test is rejected
for all 342 stocks prices with a p-value lower than 0.01.
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Fig. 2.3 Prices and returns for Pepsico Inc. (PEP INC.) in the period 1997-2012. a)
Price Pi(t); b) log-returns ri(t,τ), with τ = 1 day; c) simple relative increment Ri(t,τ),
with τ = 1 day; d) Scatter plot of Ri(t,τ) against ri(t,τ).
In order to remove - or at least reduce - such non-stationarity it is convenient to
define the log-return at scale τ as [30, 3]:
r(t,τ) = log(P(t+ τ))− log(P(t)) . (2.1)





By means of algebra manipulation it is possible to show that there is a simple
relationship between r(t,τ) and R(t,τ), namely r(t,τ) = log(1+R(t,τ)) [30]. In this
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thesis we will use log-returns (or simply returns) r(t,τ): their advantage over R(t,τ) is
their higher statistical tractability, as well as their additive property [30]. However, the
two quantities are approximately equal when R(t,τ) is small, as log(1+x) = x+O(x2).
In this thesis we will choose τ = 1 day, that corresponds to R(t,τ) of the order of few
percents: in this range log-returns and simple relative increments differ of the order
10−3, that is negligible for the purpose of statistical analysis. As an example we have
computed r(t,τ) and R(t,τ) for daily prices of stock PEPSICO INC. from the data set
(see Fig. 2.3). In Fig. 2.3 d) we show the scatter plot of the two quantities: the similarity
is almost perfect, with a correlation of 0.9997.
Since we will focus on daily returns only (τ = 1 day), in the rest of this thesis we
will drop τ and indicate log-returns simply with r(t).
2.3.2 Stylized facts of financial time series
We here review the most important properties of financial time series from a univariate
perspective. Since the seminal work by Louis Bachelier in the early 1900 [126], the
time evolution of stock prices has been object of study in Economics and Statistics. In
[126] Bachelier suggested to use the Brownian motion to model such evolution. Later
this assumption turned out to be way too simplistic and we are now aware of some
empirical features - known as stylized facts - that make financial time series highly
complex and not easy to model. At the present, no model is able to reproduce all these
features together, although single features can be replicated by specific models. We
here discuss the most relevant of these empirical facts [3, 127].
• Heavy tails: the departure from normality is particularly important in the tails
of returns distribution. Let us call fr the unconditional distribution of returns; it
turns out that fr displays fat-tails (or heavy-tails) consistent with a power-law
behavior and not compatible with a normal distribution [17, 19]. This power-law
scaling is empirically measured from the corresponding cumulative distribution
function (cdf):
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Fig. 2.4 Tail analysis in the period 1997-2012. a) F>(x) in log-log scale for log-
returns of Microsoft stock (MSFT US) in the period 1997-2012; the estimated linear fit
and correspondent α are shown. b) Histogram of power-law exponents α for all stocks
in the data set. All exponents fall between 2.26 and 3.95, with an average of 3.27.




whose complementary function F>(x) = 1−F<(x) shows the following behavior:
F>(x)∼ x−α . (2.4)
In a distribution with power-law tails events that are many standard deviations
away from the mean are more likely than in a normal distribution [8]. The
probability of such extreme events depends on the exponent α : the higher α , the
closer the distribution is to a normal one. Estimated exponents α for financial
assets range between 2 and 5 [19, 20].
We have computed the α exponent for all the 342 stocks in the data set. To
this end we have used the so-called rank-frequency plot [128]. Given a set
of T observations {x1,x2, ...,xT}, this method allows to estimate the cdf by
simply computing their ranking normalised by T : indeed we have Rank(xi)/T =
1−F<(xi) [128]. The exponent α and its error are then estimated through a linear
fit in log-log scale of F>(xi) against xi. The lowest extremum xmin at which the fit
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Fig. 2.5 Tail analysis in the period 1997-2012, grouped by ICB industry. Histogram
of power-law exponents α , grouped by ICB industry. The industry with largest mean
α is Oil & Gas and Utilies have the largest mean α , whereas Finance displays the
strongest departure from normality with the lowest mean α .
is started is chosen by performing a different fit for each xmin: the chosen xmin is
the value that provides the best fit in terms of Kolmogorov-Smirnov goodness-of-
fit statistic [128]. In Fig. 2.4 a) log-log plot of F>(x) is shown for Microsoft stock
in the period 01/1997-12/2012 as an example, with correspondent α estimation.
In Fig. 2.4 b) the α values obtained from the entire data set of 342 stocks are
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Daily returns , = 3.34
Monthly returns , = 5.68
Weekly returns , = 3.94 
d)
Fig. 2.6 Aggregation normality for Microsoft stock (MSFT US). Log-returns for
MSFT US at daily a), weekly b) and monthly c) frequency, over the period 1997-2012.
d) F>(x) in log-log scale for log-returns for daily, weekly and monthly returns of MST
US, with correspondent α estimations. It is visible the gradual convergence from
power-law to exponential (normal-like) tails, quantified by the increase in α .
shown in an histogram: all values fall between 2.26 and 3.95, with a mean of
3.27. A certain variability among ICB industries can be observed as well, as
shown in Fig. 2.5 where we plot normalised histograms for ICB industry. The
industry with largest mean α is Oil & Gas, with α¯ = 3.54, followed by Utilities
with α¯ = 3.42; whereas Finance displays the strongest departure from normality,
with α¯ = 3.03.
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Standard models for option pricing, such as Black and Scholes model, do not
take into account such fat-tails feature of asset returns: this discrepancy between
theory and empirical facts originates the so called volatility smile in option pricing
[129].
• Aggregational normality: when the time horizon τ increases, the unconditional
distribution approaches a normal distribution, as a consequence of the Central
Limit Theorem [130]. The theorem applies as long as α > 2 (as it is the case
for all stocks in the analysed data set), since this implies that the log-returns
variance is defined. We have checked this effect by calculating log-returns at
three different time scales (daily, weekly and monthly) for Microsoft stock in the
period 01/1997-12/2012, and then estimating the corresponding α . As shown in
Fig. 2.6, α increases with τ , making the distribution closer and closer to a normal
distribution.
• Gain/loss asymmetry: returns distribution is typically slightly left-skewed; this
means that large losses tend to be more likely than large gains [101]. In the equity
data set we have estimated the skewness for each stock by means of the estimator












In Fig. 2.7 we show with an histogram the results. About 68% of stocks display
negative sample skewness, with lowest value equal to smin = −13.6. On the
contrary, there are no large positive values, with all positive s falling below 1.1.
• Absence of autocorrelation: daily returns show no significant autocorrelation,




















Fig. 2.7 Gain/loss asymmetry analysis. Histogram of empirical skewness s for all
stocks in the data set. 68% of stocks have negative value of skewness, that means
negative returns are more likely than positive returns.
where ⟨...⟩ indicates the expected value. The uncorrelation at all lags is consistent
with the so called Efficient-Market Hypothesis [132]: correlated returns would
indeed represent arbitrage opportunities for traders. We have estimated the





t=1 (ri(t)− r¯i)(ri(t+ l)− r¯i)
σi
, (2.7)
where T is the total number of observations, r¯i = 1/T ∑t ri(t) and
σi =
√
1/(T −1)∑t(ri(t)− r¯i)2. We show as an example the sample autocorre-
lation function γˆi(l) for General Electric stock in the period 01/1997-12/2012 in
Fig. 2.8 c). Already at l = 1 the autocorrelation is consistent with absence of
autocorrelation within the confidence interval (blue horizontal lines).
Slight negative autocorrelation is observed only at small intra-day scales, due to
microstructure effects [3, 127].
• Volatility clustering: uncorrelation does not imply independence, and in fact
returns at different times turn out to be uncorrelated but dependent [3]. In
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particular non-linear functions of returns, such as absolute values and squares,
are highly autocorrelated and the decay shape of such autocorrelation is roughly
power-law [17, 100]. This phenomenon is called volatility clustering since it
appears as clusters of highly volatile days and is one of the main manifestation
of long-term memory in financial time series. It partially accounts for the heavy
tails in the returns distribution; however we observe heavy tails even after taking
into account this effect (e.g. through GARCH models) [127].
From the equity data set we have computed for each stock the sample autocorre-





t=1 (|ri(t)|− |ri|)(|ri(t+ l)|− |ri|)
σabsi
, (2.8)
where |ri|= 1/T ∑t |ri(t)| and σabsi =
√
1/(T −1)∑t(|ri(t)|− |ri|)2. In Fig. 2.8
d) we show γˆabsi (l) for General Electric stock in the period 01/1997-12/2012. One
can observe a significant autocorrelation even at l = 250 days, that is one year.
In Fig. 2.8 b) the log-returns for the same stock are shown, from which we can
observe how periods of high/low fluctuations tend to group together.
In order to quantify the rate of decay of γˆabsi (l) with l we have estimated the β
exponent in the power-law relation:
γˆabsi (l) = l
−β . (2.9)
To this end we have performed a linear fit in log-log scale of γˆabsi (l) against l
for each stock in the data set. We summarise the results in Fig. 2.9, where we
show the histogram of β . The values range between 0.22 and 0.63, with a mean
of 0.41. In Fig. 2.10 we show histograms of β for each different ICB industry;
as for the fat-tail exponent, we find heterogeneity among different industries. In





















































Fig. 2.8 Prices and log-returns of General Electric stock (GE). a) Prices P(t) in
time; b) log-returns rt in time: clusters of high and low fluctuations are visible; c)
sample autocorrelation function of log-returns, where it is evident the lack of significant
autocorrelation already at lag 1; d) sample autocorrelation function of absolute value of
log-returns: significant autocorrelation is evident still at lag > 200, due to the cluster
volatility structure observed in b).
particular we find that stocks in Technology display on average the slowest decay
in autocorrelation, having the lowest average β (0.325).
• Leverage effect: volatility is negatively correlated with returns; that is, periods of
negative returns show often high volatility. The most prevalent explanation is the
following: companies whose stock prices go down tend to become automatically
more leveraged (as their equity part is decreasing while the debt is constant),
therefore they become riskier and stock prices more volatile [133, 134]. Several
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Fig. 2.9 Volatility clustering decay exponents. Histogram of decay exponent β for
all stocks in the data set. The values range between 0.22 and 0.63, with a mean of 0.41.
models have been proposed to describe the leverage effect, mainly based on
stochastic volatility models [135].
• Volume/volatility correlation: trade volume is positively correlated with the
volatility [136].
To summarise, in this section we have reviewed the main statistical properties of
financial log-returns. To this end we have performed a set of analyses on the data
set of equity daily prices. We have shown how equity log-returns display a level of
complexity, in terms of extreme events and memory, that distinguishes them from the
Brownian motion assumption. In the next section we will discuss how complexity arises
in the interaction among different assets by focusing on the analysis of the dependence
structure.
2.4 Empirical properties of financial correlations
As a matter of fact, log-returns of different assets display a high cross-dependence,
even across industries and asset classes [119]. After all, market participants typically
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Fig. 2.10 Volatility clustering decay exponents, grouped by ICB industry. His-
togram of decay exponent β for all stocks in the data set, grouped by ICB industry.
Stocks in Technology display on average the slowest decay in autocorrelation, having
the lowest average β .
trade and invest in more than one asset, making price movements synchronize or anti-
synchronize. The resulting structure of dependencies is of great interest in Finance.
Assessing accurately such structure is a key issue in Risk Management as well as in
Pricing and Trading. As a consequence, temporal evolution of this structure is crucial
too, and with the expression “Correlation risk” we refer to risk arising from potential
changes in correlation [110].
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In this section we review the main empirical findings concerning financial depen-
dencies. To this end we will also analyse the dependence structure of the data set. We
begin by discussing how to quantitatively measure the dependence between two random
variables.
2.4.1 Measuring dependence: Pearson coefficient
The measure of dependence between two random variables is one of the most widespread
problems in Probability and Statistics. Measures of dependence are used in virtually
every field where a rigorous analysis of data is required, from Biology and Physics to
Finance and Sociology. After all, the first quantitative studies on the topic appeared in
an applicative context, as they were first introduced in Biometrics by Francis Galton
[137] and Karl Pearson [102] at the end of the Nineteenth century.
Pearson coefficient was the first index of dependence to be introduced [102] and
is still one of the most popular in the applications. Given two assets i and j with







Var(ri), σ j =
√
Var(r j) and Cov(ri,r j) = E[(ri−⟨ri⟩)(r j −⟨r j⟩)]
is the covariance between the two series of returns. The covariance is a multivariate
generalization of the variance, and provides a measure of to what extent ri and r j vary
together; however it is not a suitable dependence measure since it is not normalized and
therefore not easily interpretable [138]. Pearson correlation ρi j can therefore be seen as
a normalised covariance, that ranges between +1 (perfect correlation) and −1 (perfect
anti-correlation) [138]. It can be estimated from a sample of observations {ri(t)} and
{r j(t)}, with t = 1, ...,T , by using the Pearson estimator [102]:
ρ̂i j =
∑t(ri(t)− ri)(r j(t)− r j)√
∑t(ri(t)− ri)2
√
∑t(r j(t)− r j)2
. (2.11)
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An intuitive interpretation of ρi j is provided by its connection with the theory of
linear regression. Indeed it turns out that ρ2i j can be re-written as follows [51]:
ρ2i j =
σ2j −mina,bE[(r j− (ari+b))2]
σ2j
, (2.12)
where mina,bE[(r j− (ari+b))2] can be interpreted as the residual variance that is
left after the best linear fit is performed on r j (using ri as independent variable). Since
the parameters a and b are chosen in order to minimise the square of residuals, “best” is
meant in terms of Ordinary Least Squares. ρ2i j is therefore the fraction of variance that
is explained by the linear regression [51]: if all the variance of r j can be explained by
the linear model, than ρ2i j = 1. On the other hand, if σ2j = E[(r j− (ari+b))2] for each
combination of parameters a and b, then a linear model is not able to explain even part
of the variability of r j, and ρ2i j = 0. In theory of regression the square of the Pearson
estimator ρˆ2 is called “Coefficient of determination” and is indeed used as an index of
goodness of fit [139]. In this sense Pearson coefficient can be seen as a test of linear
dependence between r j and ri [138].
Let us compute the Pearson estimator in Eq. 2.11 on the equity data set. To this
end we have taken the entire set of T = 4025 observations, covering the whole period
1997-2012. Since we have N = 342 stocks, we obtain N(N− 1)/2 = 58311 distinct
Pearson coefficients. A summary of the main statistical properties of this population
is shown in the first row of Tab. 2.1 (off-diagonal entries only). As we can see, the
mean is more than three standard deviations greater than zero and the maximum value
is close to 1. Moreover a positive skewness of 0.584 indicates a fatter tail in the
region of positive coefficients. A remarkably different sample is obtained by randomly
shuffling the series of log-returns in Eq. 2.11: by doing so we destroy any meaningful
comovement present in the original, aligned set of returns [140]. A statistical summary
of a correlation matrix obtained in this way is shown in the second row of Tab. 2.1:
the average collapses to a value very close to zero, the standard deviation decreases,
the asymmetry almost disappears and the distribution shrinks around zero. A visual
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Table 2.1 Summary table of ρi j statistics. We report the main sample features for
the Pearson coefficient computed on log-returns (first row) and on randomly shuffled
log-returns (second row).
Type Mean Standard Deviation Skewness Min Max
log-returns 0.303 0.097 0.584 - 0.027 0.9706
shuffled log-returns 9.2556e-05 0.0158 0.005 -0.0760 0.0931
;ij











Fig. 2.11 Correlation coefficients distributions. Upper graph: histogram of correla-
tion matrix entries ρi j(T ) for empirical (blue) and shuffled log-returns (orange). The
empirical distribution has its mean shifted towards positive values and has higher stan-
dard deviation. Upper graph: same comparison for correlation matrix entries ρRi j(T )
detrended of the market mode. Although the empirical mean is now back to zero,
empirical distribution is more spread and skewed towards positive values.
comparison of the two samples is in Fig. 2.11. These differences point out the presence
of significant dependence structure in the empirical correlation matrix, structure that
disappears only when comovements among stocks are removed.
Pearson correlation is very popular for a number of reasons. It can be easily
calculated and is formally elegant [51]. Moreover it is easy to manipulate under linear
transformations, and allows to calculate the variance of any linear combination of
random variables, making it a valuable tool for portfolio theory [113]. Thirdly, it can be
2.4 Empirical properties of financial correlations 49
shown that Pearson coefficient is the natural measure of dependence for multivariate
normal distributions and, more in general, elliptic distributions [51].
It allows quite simple inference and confidence intervals computation as well.
Indeed, under the assumption of bivariate normal distribution for ri and r j it is possible
to show that the measured correlation coefficient ρˆ in Eq. 2.11 is distributed according








(coshr− ρ̂ρ)T−1 , (2.13)
where T is the length of {ri(t)} and {r j(t)} samples and ρ is the true correlation
coefficient given by Eq. 2.10. Through this distribution we are able to test e.g. the
null hypothesis ρ = 0 in a sample, or to estimate confidence intervals for ρ . We have
run this test for the Pearson coefficients computed in the data set, and it turns out that
only 345 out of 58311 pairs of assets - about 0.006 % - fail to reject the null hypothesis
ρ = 0; this result is especially remarkable since the significance level α for each test
has been chosen equal to 0.01 with the conservative Bonferroni correction for multiple
tests [141–143], namely α = 1/(N(N−1)0.5).
2.4.2 Random matrix theory filtering
Hypothesis tests on correlation indicate that the great majority of Pearson coefficients
in the data set are significantly different from zero. However, this fact does not imply
that the correlation matrix is unaffected by statistical noise. To recognize it we have to
change perspective and analyse the spectrum of the correlation matrix. Introduced in
the context of financial correlation in 1999 [144, 145, 32, 33, 36, 35, 73], the Random
Matrix Theory (RMT) provides an analytical expression for the asymptotic distribution
P(λ ) of the eigenvalues (spectrum) of a set of uncorrelated, standardized normal random
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Fig. 2.12 Correlation matrices spectra. a) Eigenvalue distribution of correlation
matrix ρi j(T ) from log-returns. The inset plot shows the same distribution at a larger
scale, to include the largest eigenvalue. b) Eigenvalue distribution of correlation matrix
from shuffled log-returns, with theoretical distribution expected from uncorrelated series
(black solid curve). As we can see the empirical distribution is in good agreement with
the model, that implies shuffling has destroyed the dependence structure of ρi j(T ).
variables. Specifically, calling N the number of variables and T their length, in the limit
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It is possible to compare this null distribution with that obtained from empirical
asset returns. The remarkable result shown in [36] is that around 94% of empirical
eigenvalues fall within the interval [λ− λ+] and are therefore indistinguishable from
noise. The 6% largest eigenvalues are instead well separated from this random bulk,
and represent the informative part contained in the correlation matrix. In particular the
largest one - λmax - is typically one order of magnitude greater than the second largest.
These results are confirmed by our own analysis on the equity data set. We have
T = 4025, N = 342 and Q = T/N = 11.769, that yields λ+ = 1.668 and λ− = 0.502.
The corresponding theoretical spectrum for uncorrelated data is shown in Fig. 2.12 b)
(solid curve); such spectrum is consistent with the empirical distribution of eigenvalues
obtained from the correlation matrix of randomly shuffled log-returns (Fig. 2.12 b),
dotted line), but it is remarkably different from the empirical spectrum obtained by the
original correlation matrix {ρi j} shown in Fig. 2.12 a). In particular, we have found that
14 eigenvalues (about 4% of the total) are greater than the upper bound λ+, indicating
significant correlation factors: together they account for the 48% of the total variance.
The greatest eigenvalue, λmax = 108, is almost ten times bigger than the second greatest
(inset of Fig. 2.12 a)) ; it explains 30.01% of the total variance. These results are
consistent with the existing literature [36].
The implications for portfolio optimization tools are especially relevant, since
smallest eigenvalues are those that most affect the asset allocation according to the
Markowitz method [36, 146, 147]. At the same time they corroborate Capital Asset
Pricing Model (CAPM) and Arbitrage Pricing Theory (APT) [122] approaches to
pricing, since these models assume a limited number of common factors as source
of dependencies among different assets. However, it is worth mentioning that the
interpretation of the empirical bulk of small eigenvalues is debated [32, 148, 149]: for
example in [150] the authors have shown that such bulk can also be produced by the
superposition of small structures of significant dependence [150].
52 Financial time series and correlation
6k






Fig. 2.13 Contribution of the assets to each eigenvector. Inverse participation ratio Ik
against eigenvalue λk for each stock, k = 1, ...,N. The horizontal dotted line represents
1/N, the lowest possible value of IPR, when all assets participates equally to the
eigenvector. As one can see, the lowest Ik is quite close to the horizontal line and
corresponds to λmax; in this sense λmax represents the average market.
The financial meaning of the largest eigenvalues becomes clearer when the eigen-
vector are analysed. It is indeed possible to quantify the contribution of an asset i to
an eigenvector uk by looking at its component uki : the larger its absolute value is, the
stronger the asset contribution is. An overall participation degree for the eigenvector uk







where ukl , l = 1, ...,N are the components of eigenvector u
k. Ik ranges between
1/N (when all assets participates equally, ukl = 1/
√
(N) for each l) and 1 (when
only one asset contributes to uk). We have calculated the IPR for each eigenvalue
in the data set; in Fig. 2.13 we show Ik as a function of eigenvalue λk. As we can
see, the largest eigenvalue λmax has the lowest IPR, equal to 0.0033, very close to
the lower bound 1/N = 0.0029 (dotted horizontal line). It therefore displays a quite
homogeneous contribution from all assets and it can be interpreted as the overall market
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Table 2.2 Summary table of ρRi j statistics. We report the main sample features for the
Pearson coefficient computed on log-returns detrended of market mode (first row) and
on randomly shuffled log-returns detrended of the market mode (second row).
Type Mean Standard Deviation Skewness Min Max
detrended log-returns -8.9951e-04 0.0787 2.6504 -0.1938 0.9562
shuffled detrended log-returns -0.0027 0.0158 0.0035 -0.0819 0.0855
influence [32, 36], that we call hereafter "market mode". Other large eigenvalues display
significant contributions from specific categories of assets, such highly capitalized stocks
and industrial sectors [32].
2.4.3 Subtracting the market mode
The predominance of λmax is so strong that we may wonder whether the influence of
the market mode conceals other levels of interactions among the assets. To answer
this question it has been suggested to analyse the correlation matrix of detrended log-
returns, i.e. log-returns subtracted of the average return over all the stocks [32, 68]
rM(t) = 1/T ∑i ri(t). Specifically, following [68], we have considered a single factor
model for each stock i:
ri(t) = αi+βirM(t)+ ci(t) , (2.17)
where the residuals ci(t) are the log-returns detrended by the market mode. After
estimating the coefficients αi and βi, the residuals ci(t) can be calculated and used to
evaluate the new correlation matrix [68]. We denote this matrix with {ρRi j(T )}. We
refer to the analyses based on this kind of correlation matrix as the “detrended case”.
These detrended correlation matrices are worth analysing since they have been found to
provide a richer and more robust dependence structure [68] that can carry information
not evident in the original correlation matrix [120]. In Tab. 2.2 and Fig. 2.11 b) the main
features of {ρRi j(T )} are shown, compared with the corresponding shuffled correlation.
Although the average is now very close to zero, the standard deviation of ρR(T ) is still
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Fig. 2.14 Correlation coefficients distributions for detrended log-returns. Upper
graph: histogram of correlation matrix entries ρRi j(T ) detrended of the market mode, for
empirical (blue) and shuffled log-returns (orange). Although the empirical mean is zero,
empirical distribution is more spread and skewed towards positive values.
greater than the random case, and skewness is even greater than the non-detrended
case in Tab. 2.1. This non-random structure is evident in terms of eigenvalues as well:
in Fig. 2.15 the sample distribution of {ρRi j(T )} eigenvalues is shown, revealing that
29 eigenvalues (8.5% of the total) are greater than λ+ and therefore carry meaningful
information (they account for the 33.2% of total variance). Unlike the spectrum of
{ρi j(T )} though, there is no dominant eigenvalue. We can therefore conclude that the
dependence structure remains very different from the random case also when the market
influence is removed; besides the distribution of the remaining significant eigenvalues
is more homogeneous in terms of total variance explained.
2.4.4 Dynamical evolution of correlation
For what concerns the temporal evolution, financial correlation displays significant
changes over time [76, 119, 110, 121]. In order to study the dynamic of correlation, we
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Fig. 2.15 Correlation matrices spectra for detrended log-returns. Eigenvalue dis-
tribution of correlation matrix {ρRi j(T )} from detrended log-returns. The distribution is
still much different from the random one shown in Fig. 2.15 b).
need to modify the Pearson coefficient defined in Eq. 2.11. Indeed, the Eq. 2.11 assigns
the same weight to each pair {ri(t),r j(t)}, regardless of t; however, observations at
different times can have different relevance in a dynamic setting. Typically more recent
observations carry more valuable information, especially in non-stationary scenarios
that often occur in Finance. We therefore need a weighted version of Eq. 2.11. First
of all let us define a set of moving time windows of length θ and shift dT between
adjacent windows; in formula:
Tk = [t1+(k−1)dT , t1+(k−1)dT+θ ] , (2.18)
with k = [1, ...,n]. On each time window we calculate a weighted version of the
Pearson correlation matrix on log-returns [151, 113]:
ρi j(Tk) =
∑θt=1 wt(ri(t)− r¯iw)(r j(t)− r¯ jw)√
∑θt=1 wt(ri(t)− r¯iw)2
√
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where T ∗ is the weight characteristic time (T ∗ > 0) that controls the rate at which
past observations lose importance in the correlation. For T ∗→∞ the weighting becomes
uniform (i.e. each observation has the same weight), whereas T ∗→ 0 puts all the weight
on the most recent observation. We have chosen T ∗ = θ/3 according to previously
established criteria [103]. w0 is a constant connected to the normalisation constraint
∑θt=1 wt = 1.
From this set of correlation matrices {ρi j(Tk)} we can derive a number of temporal
measures. The first and simplest is the average correlation, defined as:
⟨ρ(Tk)⟩i j = 2N(N−1)∑i̸= j
ρ(Tk)i j . (2.22)
⟨ρ(Tk)⟩i j is shown in Fig. 2.16 a) (blue circles) for θ = 1000, n = 100 and dT = 30.
As one can see, two main increases occur in correspondence with the 2002 recession and
2008 credit crunch. The increase of correlation in correspondence with financial crises
is a well known fact [3, 121]. Interestingly the average correlation remains relatively
high years after the outbreak of 2008 financial crisis, despite the average price resumes
rising in 2009. This is consistent with the observed shift in investors behaviors after the
crisis [152]. We have verified that such evolution is robust against change in window
sizes, as shown in Fig. 2.16 b).
In Fig. 2.16 the average correlation for detrended correlation matrices, i.e. ⟨ρR(Tk)⟩i j,
is shown as well. As one can see, the subtraction of the market mode decreases by
more than two orders of magnitude the average level of correlation, pointing out again
the important role of the market factor in the dependence structure. However, we can
still observe the increase correspondent to the financial crisis in 2007-2008. Moreover,
and interestingly, the level of correlation reduces after a peak in 2009, unlike the non-
detrended case. This fact suggests that, although the market mode plays an important
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Fig. 2.16 Dynamic evolution of average correlation. The figure reports the average
correlation for each time window Tk with k = 1, ...,n (n = 100, each time window has
length L = 1000 trading days), for both non-detrended (blue circles) and detrended
log-returns (green squares). The average correlation is highly reduced by detrending
the market mode.
role in terms of average amount of correlation, yet the peak of the last financial crisis
seems not to be only a global market trend. We therefore suggest that it could involve,
to some extent, the internal dynamics among stocks that remains after the subtraction.
The evolution of ⟨ρ(Tk)⟩i j suggests that assuming a stationary dependence structure
is not reasonable. In fact non-stationarity of stocks correlation has been checked by
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means of statistical tests under assumptions of normality [38], raising new doubts over
the reliability of sample correlation for portfolio optimization. Non-stationarity makes
the naive use of historical data even more questionable than the noise issue does, since
it implies that longer time windows do not necessarily provide better estimates of
correlation. Still some regularities can be observed in this dynamic picture. Evidences
of mean reversion are found in correlation variations, as well as positive autocorrelation
among correlation values [110].
Another important feature of financial correlation evolution is its relation with
market returns: periods of large losses and negative returns are characterized by high
correlations as well [110] [121]. This is especially true during financial crises, as we
pointed out. Although often mentioned as a manifestation of non-stationarity, it has
been shown that this empirical fact can be actually explained assuming non-linearity
and tail-dependence within a stationary dependence structure [49] [47]. Such relation
between average correlation and market returns seems to hold time-lagged as well [153],
indicating that current market returns carry information on future average correlation
(but not vice-versa).
2.4.5 Economy-related information
The dependence structure of assets returns contains a significant amount of economy-
related information. Correlation matrices of equities display a hierarchical structure
that partially mirrors the industrial sector partition of the stocks [118] [53], with higher
correlation among equities belonging to the same sector; this is more evident with
correlation-based networks than with spectral methods [154]. Assets tend to group
according to geographic membership too, although this influence is weaker [155] and
emerges only when the industrial sector impact is subtracted [120]. However this is
quite a recent effect of globalisation, as before nineties pure country factors seemed to
dominate global industrial factors [156, 157]. Moreover, the irreversibility of this effect
is debated [158].
2.4 Empirical properties of financial correlations 59
The similarity between dependence structure and industrial sectors is highly time-
dependent [70], decreasing and almost disappearing during periods of financial crises
[76]. When correlation across different asset classes is taken into account (bonds,
equities, currencies, commodities) an analogous picture emerges: spectral analyses
[119] show how main risk factors can be identified with each asset class, although
again this structure is strongly time-dependent and breaks during turbulent periods. For
instance during the 2007-08 financial crisis all asset classes but bonds became highly
correlated among each other, regardless of the asset class, while bonds formed a separate
cluster of strongly correlated assets [119]. This behavior is known as flight-to-quality
and is caused by investors selling risky assets and buying bonds during times of negative
returns [48].
2.4.6 Time scale
Financial correlations display peculiar behaviors when the sampling frequency τ
changes. In particular correlation among assets decreases when sampling frequency
increases: this phenomenon is known since 1979 and is called Epps Effect [159]. Differ-
ent explanations have been suggested for this empirical fact. According to [159], Epps
Effect is due to asynchronous trading between correlated stocks, caused for instance by
not instantaneous flow of new information among traders; this would be consistent with
the finding of lagged correlations between stocks. Another work [160] indicates also
discretization effects (that is, effects linked to the discrete nature of price changes) as a
possible cause. In [161] herding behavior is suggested as a further reason, whereas in
[162] the stress is on the different time horizons among the market participants. Another
phenomenon connected to the sampling frequency is described in [68], where it is
shown how the similarity between dependence structure and industrial sector partition
decreases when ∆t increases. This means that economic-related information emerges
from dependencies only above a certain sampling frequency. Interestingly, when either
the first eigenvector or the average market return is subtracted this effect disappears
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and industrial sector structure becomes visible at even 5 minutes of sampling frequency
[68]: the market driving factor is therefore responsible for hiding such structure at high
sampling frequencies.
2.4.7 The limit of Pearson coefficient: non-linearity in financial
correlation
Despite its popularity, Pearson coefficient has some important pitfalls as a measure of
dependence [51]. In particular its connection to linear regression makes it unsuitable for
pairs of returns ri and r j whose relation is not linear. A well-known example is the case
r j = r2i for ri ∼ N(0,1): even if there is a deterministic dependence between ri and r j, it
turns out that ρi j = 0. In general, uncorrelation does not necessarily imply independence,
unless ri and r j are drawn from an elliptic distribution [51]. As a consequence of its
linear nature, Pearson coefficient is not invariant under non-linear transformations of ri
and r j, which is another undesirable feature.
In fact a number of empirical results have found that Pearson coefficient only is
not sufficient for assessing the dependence between financial assets. In particular a
certain degree of non-linearity emerges in form of exceedance correlation [49, 50], that
is the Pearson correlation computed only on returns above/below a certain threshold
quantile [113]. Under multivariate normal assumptions we would expect exceedance
correlation to go to zero when the threshold selects returns farther and farther from
the mean; empirically, equity data show instead increasing exceedance correlation for
negative tail (but not for positive tail), as shown in [49, 50]. We will discuss non-linear
measures of dependence, alternative to Pearson coefficient and better at capturing these
features, in Chapter 7.
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2.5 Summary
In this chapter we have reviewed the main empirical properties of financial time series
and financial correlation. To this end we have performed a set of original analyses
on a data set of stock prices, which covers a period of 15 years including the Dotcom
bubble and the latest financial crisis of 2007-2008. What emerges is a quite complex
picture, where high level of noise comes together with meaningful information. In
particular the correlation matrix on log-returns turns out to be significantly different
from what expected from uncorrelated processes; yet much statistical noise is present,
with about 96% of eigenvalues falling within the bulk of the random model. The average
correlation displays quite a dynamic behaviour, in particular with a steep increase during
the financial crisis, as already observed in the literature [3, 121]. If such average trend
is removed we find a structure that is still meaningful compared to the random model,
and notably some patterns due to the financial crisis is still observable.
As our analyses confirm, a major challenge for any attempt to deal with financial
dependencies is their non-stationarity. Such lack of stability invalidates many traditional
econometric tools designed to deal with risk. In the rest of this thesis we aim at
addressing these issues and others, by proposing a set of analyses that address naturally
the problem of non-stationarity and allow to compare different dependence measures at
the same time. These analyses rely on an information filtering technique quite popular
in Econophysics, namely the correlation-based filtered networks. In the next chapter
we introduce such methods and we summarise the main empirical insights that its




In this chapter we introduce different filtering techniques that we will use extensively
throughout this thesis, namely correlation-based filtered networks (also called simply
correlation-based networks in this thesis). In particular, we review the main types of
correlation-based networks, such as Minimum Spanning Tree and Planar Maximally
Filtered Graphs. We apply such tools to the equity data set and we discuss the insights
they provide into the dependence structure evolution. Part of the results and analyses
presented in this chapter has been published in the paper “Relation between Financial
Market Structure and the Real Economy: Comparison between Clustering Method” in
2015 [109].
3.1 Introduction
The Pearson coefficient is an inherently pairwise measure which does not have a natural
extension to more than two variables. This limitation concerns the applicability of
significance tests too. Hence this measure does not allow to assess the degree of
significance of the overall dependence structure when the number of assets N is much
higher than 2. One could apply for instance the statistical test of Eq. 2.13 for each
one of the N(N−1)/2 pairs of assets, but this analysis would be only a collection of
pairwise tests discarding completely potential information regarding the global system
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of interactions, such as common factors influencing more than one asset. We therefore
need tools that are conceived to deal with complex systems of many interacting nodes,
able to unveil and take into account the overall structure of interactions. An example
of such tools are the so-called “dimensionality reduction techniques” [15], which
provide a simplified representation of the original system by exploiting its patterns and
regularities; for this reason they are valuable for data visualization as well. An example
is the Random Matrix Theory [33, 35], discussed in Chapter 2, and the related Principal
Component Analysis [163].
The techniques we will use in this thesis are known as correlation-based filtered
networks. These tools exploit Network Theory [12, 11, 13] to filter information from any
kind of distance or similarity matrix [56, 55, 164]; when applied to correlation matrices
they can reduce statistical noise and unveil their hidden hierarchical structures. They
have been originally introduced in the context of optimization of electrical networks
[165] in the 20’s, and then applied in Finance for the first time by Mantegna at the end
of 90’s [53]: since then they have been used extensively in the Econophysics literature,
applied on a large variety of financial market data [53–60].
We review the main types of correlation-based networks, that is the Minimum
Spanning Tree [53, 65], the Asset Graph [54] and the Embedded Graph [164]; among
the Embedded Graphs we will focus on Planar Maximally Filtered Graph [55, 56].
Furthermore, we discuss how these tools are deeply linked to hierarchical clustering
methods; in particular we introduce the Directed Bubble Hierarchical Tree method [66],
a recently introduced clustering method based on Planar Maximally Filtered Graphs,
that in this thesis will be applied for the first time to financial data (see Chapter 4).
Moreover, we demonstrate the power of network filtering by analysing correlation-based
networks constructed from the equity data set: we introduce and apply network theory
concepts such as degree distribution and degree-degree correlation.
A review of the main empirical findings that correlation-based networks made
possible is presented in this chapter as well. In particular, we discuss contributions
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concerning the economic information contained in the dependence structure [53, 120,
70], its degree of non-stationarity [73, 75] and its response to major events affecting
financial markets, such as financial crises and news [76, 77]. Moreover, we show how
these tools can have practical applications in enhancing portfolio optimisation methods
[79, 81].
The structure of this chapter is as follows. In Section 3.2 we introduce the concept
of correlation-based network applied to financial data, by reviewing the main types of
tools introduced in literature. Furthermore, we apply these tools to the equity data set,
to demonstrate their filtering power and analyse the networks structure. In Section 3.3
we review the main empirical findings and applications that the use of correlation-based
networks made possible. In Section 3.4 we describe the main hierarchical clustering
methods and we discuss their connections with filtered correlation-based networks.
3.2 Financial network: definitions
Correlation-based networks are sparse network representations of dependence matrices
(not necessarily correlation), obtained by interpreting these matrices as adjacency
matrices [13] and then performing some sparsification algorithm. The purpose is to
filter most of the statistical noise and redundancy, while retaining the backbone of the
dependence structure. The sparsification algorithm is what distinguishes different types
of correlation-based networks. In this section we review the main types introduced in
literature. In the following, we refer to the original, unfiltered N×N dependence matrix
as S. In the terminology of clustering methods, S is the similarity matrix (as it measures
how "close" the N elements are to each other), from which a correspondent distance
matrix D can be calculated. It can be shown that an appropriate distance matrix, when
the dependence matrix is Pearson correlation (i.e. Si j = ρi j), is [53]:
Di j =
√
2(1−Si j) . (3.1)
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The advantage of this choice is that this D fulfills the three properties of a metric
distance:
Di j = 0 ⇔ i = j, (3.2)
Di j = D ji, (3.3)
Di j ≤ Dik +Dk j (3.4)
Moreover the distance D in Eq. 3.1 has a natural interpretation, since Di j equals the
Euclidean distance calculated between standardized returns of asset i and j [3].
The input of a sparsification algorithm can be either the similarity or the distance
matrix, and the algorithm description changes accordingly; to be consistent with notation
in [53], we here consider the distance matrix as input matrix.
3.2.1 Minimum Spanning Tree
In Network Theory, a tree is defined as a graph with no loops. Given a connected
network on a set of objects, the Minimum Spanning Tree (MST) is the tree connecting
all the objects and minimizing the sum of weights [11]. It is a powerful tool that
has been used mainly in optimization problems such as telecommunication networks,
electrical grids and water supply networks [167]. One of the first application of this tool
dates back to 20’s, with the purpose of designing an efficient electrical network [165].
Other applications of MST include taxonomy [65] and cluster analysis [62]. The MST
has been the first tool from Network Theory to be applied to financial data [53].
Some important properties hold for a MST. If the number of nodes is N, the total
number of edges in a MST is E = N−1. Moreover, if all edges have different weights,
it can be shown that only a MST exists given the original network [11]. In Fig. 3.1



























































































































































































































































































Fig. 3.1 MST from Pearson correlation among 342 US stocks. We have built the
MST from the correlation matrix {ρi j} which we have computed on the data set of 342
US stocks, over a 15 years time window from 02/01/1997 to 31/12/2012. Different
colors identify different industrial sectors (ICB classification). Visualisation elaborated
with Gephi [166].
we show the MST which we have computed from the data set correlation matrix {ρi j}
introduced in Chapter 2. In the picture, colours represent different ICB industries. One
























































MST: link density by ICB industry
d
Fig. 3.2 Economic information extracted by the MST topology. Density of links
in our MST computed within each ICB industry, compared to the average density
in the network (horizontal blue line). All industries display an internal connectivity
greater than the average, indicating that the network filtering is unveiling a meaningful
structure.
can observe how stocks from the same industry tend to gather together in the network,
as observed for the first time in [53]. The visual intuition is supported by a quantitative
test: we have calculated the average density of links in the network (defined as the ratio
between the number of links E and the total number of pairs of nodes, i.e. N(N−1)/2
[12]) as well as the density of links within each industry, and we have found that the
intra-industry density is always greater than the average density. As shown in Fig. 3.2
the industries with higher density are Telecommunications, Basic Materials and Oil &
Gas. This result demonstrates the power of network filtering: a meaningful structure in
terms of industrial activity emerges from the data thanks to the sparsification algorithm
of MST.
3.2 Financial network: definitions 69
MST: degree distribution
k











Fig. 3.3 Degree distribution for the MST. Histogram of degrees calculated from our
MST. The distribution shows a quite broad range of degree values, with a maximum
degree of 26.
Once we have mapped the original correlation matrix into a network, we can exploit
the tools of Network Theory to gain an insight into the dependence structure. Let us
denote with {ai j} the adjacency matrix [11] of the network, such that ai j = 1 if and
only if there is a link between nodes i and j. Given the adjacency matrix, the simplest
network analysis that we can perform concerns the statistics of degrees, namely the
number of connections that each nodes has in the network [12]. We define the degree of
node i as ki = ∑ j ai j; we denote the network degree distribution with P(k). In our MST
we have found that P(k) covers a broad range of values, with k ranging from 1 to 26;
the mean degree is 1.99 and standard deviation 2.09 (see Fig. 3.3 a)). The number of
points in the tail of P(k) is not sufficient to infer the exact decay function. However, in
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MST: average degree of neighbour nodes
Fig. 3.4 Average neighbour degree as a function of node’s degree in the MST. The
average neighbour degree knn(k) from our MST, as a function of node’s degree k. There
is an overall decreasing trend which indicates that the MST is a disassortative network:
high degree nodes tend to be connected with low degree nodes, and vice-versa.
[168] has been shown that MST on financial data displays power-law behavior in the
tail of the degree distribution, a typical signature of complexity in networks [13, 12].
A deeper insight into the topology is provided by the conditional distribution P(k′|k),
that quantifies the probability of selecting a node with degree k′ among the neighbours
of a node with degree k [12]. Since the estimation of P(k′|k) is quite problematic in
sparse networks with fat-tailed P(k) [12], it is common to analyse the derived quantity
knn(k) defined as knn = ∑k′ k′P(k′|k) [169]. knn(k) represents the average degree of a
node with degree k. If knn(k) increases with k it means that high degree nodes (hubs)
tend to connect with other high degree nodes and the network is called “assortative”
[13]; whereas if knn(k) decreases with k, high degree nodes tend to connect with low
degree nodes and the network is called “disassortative” [13]. We have calculated knn(k)
for our MST and we show in Fig. 3.4 the resulting function; as one can see the trend
is overall decreasing (a part from the point with the highest degree, which is however
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less reliable as it includes observations from only one node), therefore the network is
disassortative. Hence the network of dependence, as shown by the MST, is characterised
by hubs of assets highly connected with poorly connected assets.
Given the original distance matrix D, several algorithms can be run to calculate the
correspondent MST. Among the most common, we here recall the Kruskal’s [170], the
Boru˚vka’s [165], the Prim’s [171] and the reverse-delete algorithms [170]. For all of
them, the computational time is O(E log(N)). More recent algorithms are able to find
the MST in linear computational time with respect to E, that is O(E) [172, 173].
3.2.2 Asset Graph
The MST is obtained by imposing a topological constraint (tree structure) along with
the minimization of weights. If these two constraints are replaced by a condition on
a maximum acceptable distance Dmax - that is, no distance greater than Dmax can be
added to the graph - the resulting network is a so-called threshold network, or Asset
Graph (AG) in Econophysics literature [54, 71]. Unlike the MST, the Asset Graph
is not necessarily connected. In particular, for networks constructed from financial
data, removing links with weaker correlation makes the network disconnect relatively
soon (with about 30% of links removed in [174]) and sooner than removing strong
correlation links, implying that the former contribute to the overall connectivity more
than the latter. Strong correlation links on the other hand tend to contribute more to
intra-clusters and intra-sectors cohesion [174]. These networks exhibit power-law tails
for both the degree and the strength (i.e. the sum of distances over the links incident to
each node) distributions, for a broad range of Dmax [175]; in particular for the strength
distribution such scale-free behaviour holds even in the limit of fully connected graph,
that is Dmax = 1 [176]. In [177] the authors show that the way in which an Asset Graph
changes with the threshold is sensitively different from a random graph, displaying in
particular a much higher clustering coefficient.
































































































































































































































































































































Fig. 3.5 Asset Graph on Pearson correlation among 342 US stocks. We have built
the AG from the correlation matrix {ρi j} which we have computed on the data set of
342 US stocks, over a 15 years time window from 02/01/1997 to 31/12/2012. Different
colors identify different industrial sectors (ICB classification). Visualisation elaborated
with Gephi [166].
The threshold requirement on Di j can be replaced by a requirement on the overall
number E of edges in the graph; in [54] E = N− 1 was chosen, in order to have a
























































AG: link density by ICB industry
d
Fig. 3.6 Economic information extracted by the AG topology. Density of links in
our AG computed within each ICB industry, compared to the average density in the
network (horizontal blue line). All industries display an internal connectivity greater
than the average, indicating that the network filtering is unveiling a meaningful structure.
network comparable with the MST. We have followed this approach and constructed
an AG from our correlation matrix {ρi j}. The AG is shown in Fig. 3.5. As one
can see, the network is disconnected: 230 nodes (about 67% of the total) have no
connections at all. The nodes which are connected form compact and dense clusters,
whose industrial composition is quite homogeneous, consistently with [174]. The
density analysis confirms the picture: as we can see in Fig. 3.6, 6 ICB industries exhibit
higher density than the average. In particular Oil & Gas is by far the most interconnected
industry. Overall this structure indicates a strong heterogeneity in the correlation matrix:
high correlation tends to occur mainly among stocks of certain industries. The degree
distribution P(k) is again fat-tailed, with a standard deviation of 4.17 (Fig. 3.7). In
terms of degree-degree correlation the AG is assortative: as one can see from Fig. 3.8,
the average neighbour degree knn(k) is an increasing function of k. This is consistent
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Fig. 3.7 Degree distribution for the AG. Histogram of degrees calculated from our
AG. The distribution is again fat-tailed, with a standard deviation of 4.17 which is more
than twice the MST standard deviation.
with the clustered structure we can observe from Fig. 3.5, where highly connected
nodes are mostly connected with each other.
In [54] has been shown that the AG are less affected by non-significant, low correla-
tions that are instead often kept by the MST. As a result the AG is more robust against
time [54]. On the other hand, the MST, retaining both high and low correlations, is
more able to uncover global, multi-scale structures of interaction. Indeed, in financial
- and complex systems in general, several length scales coexist and thresholding at a
given value introduces artificially a characteristic size that might hide effects occurring
at other scales [178].
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AG: average degree of neighbour nodes
Fig. 3.8 Average neighbour degree as a function of node’s degree in the AG. The
average neighbour degree knn(k) from our AG, as a function of node’s degree k. The
overall trend is now increasing, which indicates that the AG is an assortative network:
high degree nodes tend to be connected with high degree nodes, whereas low degree
nodes tend to be connected with other low degree nodes.
3.2.3 Embedded Graphs
As we have seen, the MST is constructed by imposing a topological constraint, namely
the absence of loops. We can think of a more general class of topological constraints
by means of the concept of “embedding”: a graph can be embedded on a surface if it
can be drawn on that surface without link crossing. In order for this embedding to be
possible, it turns out that only a feature is relevant: the surface “genus” [55].
The genus g of a surface is the largest number of non-intersecting simple closed cuts
that can be made on the surface without disconnecting a portion (equal to the number
of handles in the surface). Intuitively, the higher the genus, the more handles are in
the surface. Hence, the higher the genus the more links can be drawn on the surface
without crossing, and then more networks can be embedded on that surface. In order to
embed a fully connected graph of N nodes, a surface with genus g ≥ gmax is needed,
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where gmax = ⌈ (N−3)(N−4)12 ⌉ (where ⌈x⌉ is the ceiling function that returns the smallest
integer bigger or equal than x). This provides a topological criterion for filtering, which
resembles the MST but is more flexible: namely, to reduce redundancy in the fully
connected graph we can extract a connected subgraph which minimises the sum of
weights/distances and which can embedded on surface with g < gmax.
In [164] ensembles of embedded networks have been analysed for a wide range of
g, finding that networks with higher g show power-law degree distributions and small-
world topology. The concept of embedding on surfaces provides therefore a quantitative
way to tune the degree of information filtering by means of a single parameter, g, linking
correlation-based networks to algebraic geometry [164].
Planar Maximally Filtered Graph
Among the topological constraints one can impose through the concept of genus,
planarity is especially important. A graph is planar if it can be embedded on a plane
without link crossing [55]: all trees are planar, but not vice versa. Requiring that a
network be planar is equivalent to requiring that the network can be embedded on
a surface with g = 0 (i.e., no handles, a sphere in topological terms). Therefore, all
embedded graphs with g = 0 are planar; we call such graphs Planar Maximally Filtered
Graphs (PMFG) [55]. Given the original dependence matrix, the PMFG is therefore
that graph which minimises the sum of weights and is planar. The PMFG can be seen
as a generalization of the MST, that is able to retain a higher amount of information
[56, 179], having a less strict topology constraint allowing to keep a larger number of
links. Moreover, the MST is a subgraph of PMFG [64].
The PMFG displays several properties. Similarly to the MST, if all edges have
different weights there is a unique PMFG [56]. Each PMFG with N nodes contains
exactly E = 3(N−2) edges. Each node in a PMFG participates at least to one three-
clique, that is a group of three nodes which are all connected to each other: hence the
PMFG can be viewed as a triangulation of the sphere. Moreover, no clique of order
































































































































































































































































































Fig. 3.9 Planar Maximally Filtered Graph on Pearson correlation among 342
US stocks. We have built the PMFG from the correlation matrix {ρi j} which we
have computed on the data set of 342 US stocks, over a 15 years time window from
02/01/1997 to 31/12/2012. Different colors identify different industrial sectors (ICB
classification). Visualisation elaborated with Gephi [166].
greater than 4 can exist on a PMFG, a result known as Kuratowski theorem [180]. In
terms of computational complexity the algorithm that builds PMFG is O(N3); recently

























































PMFG: link density by ICB industry
d
Fig. 3.10 Economic information extracted by the PMFG topology. Density of links
in our PMFG computed within each ICB industry, compared to the average density
in the network (horizontal blue line). All industries display an internal connectivity
greater than the average, indicating that the network filtering is unveiling a meaningful
structure.
[181] a new algorithm has been proposed, able to build an approximation to the PMFG
(called Triangulated Maximally Filtered Graph, TMFG) with an execution time O(N2),
making possible a much higher scalability and the application to Big Data [181].
We have computed the PMFG associated to the correlation matrix of the data set; the
result is shown in Fig. 3.9. The structure resembles the MST topology, except for the
larger number of links. The industry-related information, as quantified by the density
of links, is indeed similar to the MST: as shown in Fig. 3.10, the most interconnected
industry is again Telecommunications. However Utilites, Oil & Gas and Basic Materials
emerge more clearly than in the MST case (Fig. 3.2). The topological properites are
similar to those of MST. The degree distribution is again fat-tailed, as shown in Fig.
3.11, with largest degree equal to 55. In terms of degree-degree correlation, the average
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Fig. 3.11 Degree distribution for the PMFG. Histogram of degrees calculated from
our PMFG. The distribution is again fat-tailed, with a standard deviation of 5.11 greater
than both MST and AG ones. The maximum degree is 55.
neighbour degree knn(k) is an overall decreasing function of k as shown in Fig. 3.12:
the PMFG is therefore a disassortative network.
3.3 Insights from Network-filtering: a brief review
Correlation-based networks have provided valuable insights for risk monitoring and
portfolio management since the first work by Mantegna [53]. As we have discussed
previously, it has been observed that the structure of such networks significantly mirrors
the industrial sectors classifications, conveying at the same time important independent
information [53, 109]. Such network structure, along with its economic information, is
remarkably robust against changes in the sampling frequency of returns time horizon
[68] (as long as the market mode is removed from the dependence structure: otherwise
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PMFG: average degree of neighbour nodes
Fig. 3.12 Average neighbour degree as a function of node’s degree in the PMFG.
The average neighbour degree knn(k) from our PMFG, as a function of node’s degree
k. As well as the MST case, the overall trend is decreasing, which indicates that the
PMFG is a disassortative network: high degree nodes tend to be connected with low
degree nodes, and vice-versa.
the structure changes deeply [182, 67]). This has been interpreted as a suggestion “that
correlations on short time scales might be used as a proxy for correlations on longer
time horizons” [68].
Portfolio optimization methods are improved sensibly by network filtering tech-
niques. For instance, it has been shown in [79] that Markowitz optimization carried
out on network-filtered correlation matrices outperforms Markowitz on unfiltered ones.
In [81] it has been reported that the peripheral position of nodes in PMFGs can be a
criterion to select a well-diversified portfolio. This finding is consistent with what found
for the MST in [80], namely that the stocks selected by Markowitz method tend to be
the “leaves” of the tree. Eccentricity (a measure of nodes peripherality) has been found
to be negatively correlated with asset average return [78], suggesting a connection with
the beta factor in CAPM [122]. Correlation-based networks obtained from real data
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have also been found to be incompatible with some widespread models for asset returns
[34].
Network filtered correlations carry both local and global information in their struc-
ture and the analysis of their temporal evolution allows to better understand financial
market evolution. For instance, in [70] it has been observed that stocks belonging to the
same industrial sector tend to have similar values of centrality in the network topology
and that this differentiation is quite persistent over time. In particular, it was observed
that Finance, Basic Materials and Capital Goods industrial sectors (Forbes classifica-
tion) tend to be the located mostly in the central region of the network whereas Energy,
Utilities and Health Care are located more in the peripheral region. The preeminent
role of the Financial sector is even stronger when correlation networks based on Partial
Correlation [183] are analysed [71]; these networks also highlight how the structure of
influences among stocks is more complex than the industrial classification, with stocks
being affected by several different industrial sectors [72].
Consistently with the cited non-stationarity of financial correlation [38], a certain
degree of non-stationarity has been observed on correlation networks too. For instance,
the Financial sector appears to loose centrality over the first decade of 2000’s [73].
In [75] the authors found both a slow and a fast dynamics in correlation networks
topology: while the slow dynamics shows persistence over periods of at least 5 years,
the time scale of the fast dynamics is of order of few months and it is linked to special
exogenous and endogenous events like financial crises. For instance, in [76] it has been
shown that sharp structural changes occurred in the graph topology during the 1987
Black Monday. Similar phenomena have been observed for correlations on Foreign
Exchange (FX) data [77]. In [74] it has been demonstrated that structural changes on
FX correlation data display different features depending on the type of event affecting
the market: news that concern economic matters can trigger a prompt destabilising
reaction, whereas when the news consequences for markets are less clear there are
periods of “collective discovery” where dynamics appears to gradually synchronise
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[74]. In [78] periods of negative returns in equity data are observed to be anticipated
systematically by topological modifications of MST - although too many false positive
prevent this result being used as a proper forecasting tool.
3.4 Clustering: a complementary perspective on the de-
pendence structure
It turns out there is a deep relation between some correlation-based networks and a class
of unsupervised learning techniques, namely the hierarchical clustering methods [15].
In this section we define these methods and elaborate on this connections. In particular
we introduce the Directed Bubble Hierarchical Tree algorithm [66], that will play a
relevant role in the analyses in the next chapters.
Following notation of Section 3.2, let us call {Di j} the N ×N distance matrix
(defining pairwise distance among N objects, assets in our analysis) and {Si j} the
corresponding similarity matrix. {Di j} and {Si j} are related through the Eq. 3.1 in our
case. A clustering method is a technique which, given {Di j}, groups the N objects in
Ncl classes (“clusters”) so that objects in the same cluster exhibit high similarity among
them [62]. The precise criteria according to which the objects are grouped differentiate
the clustering methods [62]. The total number of clusters Ncl can be either an input or
an output of the algorithm, depending on the clustering method. The set of Ncl clusters
is called “clustering”. In the context of Machine Learning, clustering methods belong
to the broader class of “unsupervised learning” techniques, because they do not rely on
training sets to group new observations [15].
3.4.1 k-medoids
An example of popular clustering technique is the k-medoids method [184]. Its underly-
ing algorithm is the so-called Partitioning Around Medoids (PAM), which is related to
that of k-means [185]. In order to identify Ncl clusters, PAM works as follows:
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1. select randomly Ncl “medoids” among the N elements;
2. assign each of the N element to the closest medoid, according to the distance
matrix {Di j};
3. for each medoid, replace the medoid with each point assigned to it and calculate
the cost of each configuration. The cost is defined as the sum of all the distances;
4. choose the configuration with the lowest cost;
5. repeat 2)-4) until no change occurs.
k-medoids can work with any distance matrix {Di j}, unlike k-means which uses only
L−2 distance.
3.4.2 Hierarchical Clustering Methods
Among the clustering methods, hierarchical clustering methods (HCM) [63] are espe-
cially relevant for Finance [64]. The idea behind HCMs is to compute a hierarchy of N
clusterings Xα (α = 1, ...,N) of increasing number of clusters: Nαcl = α , where N
α
cl is
the number of clusters in the clustering Xα . The result is a hierarchical organisation of
the N objects which can be represented through a tree diagram called "dendrogram"
[62], as shown in Fig. 3.13 for a simplified case of 7 objects. The vertical axis in the
dendrogram represents a distance: when two clusters are merged together, the corre-
sponding value on the vertical axis corresponds to the distance between the two clusters.
From this hierarchy of clusterings a single clustering can be obtained by choosing a
number of clusters Ncl (that is therefore a free parameter) and cutting the dendrogram at
the appropriate level of distance: this is shown in Fig. 3.13, where two cuts at different
levels generate two clusterings with Ncl = 2 and Ncl = 3 respectively. This approach is
deeply different from non-hierarchical clustering methods such as k-medoids, where no
hierarchical relation exists among clusterings generated with different Ncl , and therefore
no dendrogram is created.
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Fig. 3.13 Selection of two clusterings from a dendrogram of 7 objects. Outline of
the procedure to obtain a clustering from a hierarchical tree (dendrogram) generated
by a hierarchical clustering technique. By cutting the tree at the appropriate level of











Fig. 3.14 Dendrogram generated by the Single Linkage method. Hierarchical tree
obtained by performing the SL clustering on the correlation matrix {ρi j} of the data set.










Fig. 3.15 Dendrogram generated by the Average Linkage method. Hierarchical
tree obtained by performing the AL clustering on the correlation matrix {ρi j} of the
data set.
In the following subsections we describe in more details some of the main HCMs
used in Finance [64].
3.4.3 Linkage methods
Linkage methods are a family of HCMs where the distance among clusters is defined
in terms of the original distance matrix {Di j}. Given {Di j}, Linkage methods define
first a set of N clusters, each one made of one object only; the distance between two
clusters is simply the distance between the two corresponding object in {Di j}. Then
the closest (i.e. least distant) pair of clusters is merged into a new cluster. The latter
step is repeated until only one cluster remains, made of all the objects. The distance
among two generic clusters A and B is at each step defined and updated according to
a different formula depending on the specific Linkage method. They are also called











Fig. 3.16 Dendrogram generated by the Complete Linkage method. Hierarchical
tree obtained by performing the SL clustering on the correlation matrix {ρi j} of the
data set.
“agglomerative” clustering methods, since they begin with a partition of N clusters and
then proceed merging them.





The Linkage procedure so defined resembles the algorithm for constructing a MST
from {D}i j, as described in the Section 3.2. In fact it can be shown [64] that the
MST algorithm is basically the SL procedure carried out until the graph is completely
connected. There is therefore a strict relation between the two tools: the MST can
be seen as a network representation of the hierarchy generated by the SL, although it
retains some information that the SL discards [64]. This hierarchy defines a new metrics








Fig. 3.17 Dendrogram generated by the Direct Bubble Hierarchical Tree method.
Hierarchical tree obtained by performing the DBHT clustering on the correlation matrix
{ρi j} of the data set. The horizontal dotted line identifies the natural clustering extracted
from the method, which in this case is made of 17 clusters.
among the N nodes [53], that is an ultrametric distance [186] where the condition in Eq.
3.4 is replaced by the stronger condition:
D<i j ≤max(D<ik,D<k j) . (3.6)
The new distance D<i j can be calculated from the MST, as it equals the maximum
(metric) distance D detected by moving from i to j through a shortest path. Hence the
MST maps the original metric space in a new, ultrametric space, to which a unique
hierarchical organization of the nodes corresponds. Moreover, the corresponding
ultrametric space provides information on the risk factors affecting each asset [53].
Different rules other than Eq. 3.5 can be used to update the distance between clusters.
In the Average Linkage (AL) [62, 64] algorithm Eq. 3.5 is replaced by:
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dAB = meana∈A,b∈BDab . (3.7)
Also AL has been shown to be associated to a filtering network, namely a slightly
different version of spanning tree [140], called Average Linkage Minimum Spanning
Tree. Finally the Complete Linkage (CL) [62, 64] is a third variant of Linkage, where




Different Linkage methods can yield very dissimilar dendrograms. In Figs. 3.14 -
3.16 we show the dendrograms which we have obtained by performing respectively the
SL, the AL and CL methods to the equity data set. We find that the tree structure of SL
in Fig. 3.14 is characterised by the emergence of a very large cluster, that is gradually
joined by single stocks (or very small clusters): visually, the process can be observed as
a gradual build-up of stocks from the left to the right of the graph. The CL dendrogram
in Fig. 3.16 is instead characterised by a more homogeneous clusters size distribution
for all values of distance, as evident from the more symmetric tree structure. Finally,
AL dendrogram in Fig. 3.15 seems to be an intermediate case between SL and CL. We
will discuss in more detail the differences between Linkage methods on financial data
in Chapter 4.
3.4.4 Directed Bubble Hierarchical Tree
As we have seen, the MST is deeply connected to a clustering method, namely the
Single Linkage algorithm. Since the PMFG is a generalization of the MST, it could
be raised the question whether to the PMFG corresponds a clustering method that
exploits this higher amount of information. In [66] it has been shown that this is the
case: the PMFG topology, due to its property of being made of three-cliques, defines a
hierarchy over the set of nodes [83, 66] that can be revealed and used to group them
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in communities. The clustering algorithm that exploits this property is called Directed
Bubble Hierarchical Tree (DBHT) [66]. In particular the DBHT exploits the distinction
between separating and non-separating three-cliques to identify a clustering partition of
all the nodes in the PMFG [66]. A complete dendrogram is then obtained both inter-
clusters and intra-clusters by following a traditional agglomerative clustering procedure.
A more detailed description of DBHT algorithm is given in Appendix A.
Since DBHT exploits the topology of the correlation network, it can be viewed
as an example of community detection algorithm in graphs [187]. It is worth noting
the difference between Linkage algorithms and DBHT. Linkage algorithms look at
the sorted list of distances Di j and then build the dendrogram by gathering subsets
of stocks with lowest distances; the community partition is then obtained, as we said,
from the dendrogram after choosing the parameter Ncl “number of clusters”. The
DBHT instead reverses this order: first a “natural clustering” is identified by means
of topological considerations on the planar graph, with the corresponding Ncl that is
therefore an output of the method; then from this clustering a dendrogram is constructed
both inter-clusters and intra-clusters. The difference involves therefore both the kind of
information exploited and the methodological approach.
In Fig. 3.17 we show the dendrogram obtained by performing the DBHT on the data
set. The horizontal dotted line identifies the natural clustering provided by the method,
made of 17 clusters in this case. In terms of clusters size the DBHT dendrogram is
similar to the CL one, with quite an homogeneous size distribution and symmetric
dendrogram. We will discuss the DBHT hierarchical structure in more detail in Chapter
4.
3.5 Summary
In this chapter we have introduced the concept of correlation-based filtered networks.
Specifically we have explained the principles underlying the construction of MST, AG,
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EG and PMFG from correlation matrices, and highlighted the differences among these
approaches. By applying network filtering to the equity data set we have demonstrated
that this tool can extract meaningful information from the correlation matrix; the
analysis of topology has revealed a complex structure, characterised by fat tails in the
degree distribution and degree-degree correlation.
We have then showed how the use of correlation-based networks has allowed to
address many questions of interest in Quantitative Finance, such as portfolio optimiza-
tion, risk diversification, non-stationarity, the relation between news and prices and the
dynamic of financial crises. Their versatility lies in the power of Network Theory, that is
explicitly conceived to address multi-dimensional problems and non-trivial interactions.
Notably, some of these network representations turn out to be closely related to
hierarchical clustering methods, such as Linkage and the Directed Bubble Hierarchi-
cal Tree techniques. In a way, correlation-based networks can be viewed as visual
representations of the cluster communities, although they also provide independent
information. In the next chapter we elaborate on this connection and we analyse in
depth the clustering structure associated to network filtering on financial data.
Chapter 4
Relation between financial market
data and real economy
In this chapter we apply for the first time the Directed Bubble Hierarchical Tree
(DBHT) method to financial data. Through this clustering method we investigate
how the dependence structure of stocks relates to the underlying economic activity,
as represented by the stocks industrial sector membership. Furthermore, we analyse
how such relation depends on time and is affected by turbulent market periods. We
investigate these questions by comparing the DBHT with other clustering methods
as well. Part of the results and analyses presented in this chapter has been published
in the paper “Relation between Financial Market Structure and the Real Economy:
Comparison between Clustering Method” in 2015 [109].
4.1 Introduction
It is a long known fact that the dependence structure partially mirrors the industrial
sector classification [118]. This fact supports the intuitive argument that returns of
stocks in the same industrial sector are affected mainly by the same flows of information
and economic environment. However, to the best of our knowledge this relation has
been explored only qualitatively so far [154]. An exception is [68], where however only
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one clustering method is analysed. In [106] different clustering and spectral methods are
compared quantitatively in terms of amount of filtered information: yet this comparison
was performed without looking at the industrial sector classification, by assuming a
multivariate Gaussian distribution for the stocks returns [64].
In this chapter we describe a set of analyses that aim to quantify the relation between
correlation and industrial classification without any assumption on returns distribution.
This is a relevant improvement since multivariate Gaussian models are known to be
inaccurate to describe stocks returns [127, 3]. To this end, we perform a hierarchical
cluster analysis on the empirical correlation matrix, and investigate the relation between
the dendrogram structure and the industrial membership of the stocks. Our analyses are
also dynamical and include comparisons among different clustering methods.
The original contributions of this chapter are the following:
• We apply for the first time the DBHT method to financial data and we highlight
its advantages over other clustering methods.
• We quantify and compare the degree of economic information extracted from
five clustering methods by means of the Adjusted Rand Index and the Hyperge-
ometric hypothesis test, revealing that different methods extract quite different
information.
• We perform a dynamical analysis of the clusterings structure. We find that the
choice of the clustering method affects the sensitivity of the clustering structure
to financial crises.
• We find that the market mode detrending affects some clustering methods more
than others. By dynamically comparing detrended and non-detrended DBHT
clustering we find evidence that the market mode influence has steadily increased
over the period 1997-2012.
This chapter is organised as follows. In Section 4.2 we analyse the clustering
structure related to the correlation matrix in a static setting, with a single time window
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covering the whole 15 years period. In particular in Subsection 4.2.1 we analyse the
clustering composition in terms of industrial sectors for each clustering method, whereas
in Subsection 4.2.2 we investigate the clusters size distribution for each method. The
amount of economic information is then quantified in Subsections 4.2.3 and 4.2.4. In
Section 4.3 we perform instead analyses using a dynamical approach, with moving time
windows. In particular the evolution of the economic information in the dependence
structure is analysed in Subsection 4.3.1.
4.2 Structure and economic information of the correla-
tion clustering
In this section we investigate the clustering structure of our stocks data through a
variety of tools. In particular we focus on the economic information contained in the
dendrogram, which we measure by studying how stocks from the same industry are
related in the hierarchical structure. The analyses will be presented first in a static way,
that is by calculating correlation on the whole period 1997-2012; then we will turn to a
moving window set-up that allows to explore the dynamic evolution.
The clustering methods we use are the five introduced in Chapter 3: the three
Linkage methods (SL, AL and CL) [62], the DBHT [66] and the k-medoids [184]. All
of them provide a clustering for each choice of the number of clusters Ncl; however,
only the Linkage and DBHT methods generate a dendrogram.
4.2.1 Clusters composition
We begin by looking at the clusterings composition in terms of ICB supersectors
and industries. The DBHT method yields 17 clusters. The associated dendrogram is
shown in Fig. 3.17. We can characterize each cluster in terms of its industrial sector
composition. In Fig. 4.1 to each cluster is associated a bar, whose height represents
the number of stocks in the cluster. Each bar is made of different colors, showing the









































































Fig. 4.1 DBHT clustering composition. Upper graph: DBHT clustering composition
in terms of ICB industries. Bottom graph: DBHT clustering composition in terms of
ICB supersectors.
composition of each cluster in terms of ICB industries (upper graph) and supersectors
(lower graph). Cluster 4, the largest, is made of 62 stocks, accounting for about the 18%
of the total number of stocks; cluster 9, the smallest, contains 4 stocks. The average
size of clusters is 20.1 stocks.









































































Fig. 4.2 Single Linkage clustering composition. Upper graph: SL clustering compo-
sition in terms of ICB industries. Bottom graph: SL clustering composition in terms of
ICB supersectors.
As we can see, four clusters show a composition of stocks belonging to only one
ICB supersector: cluster 9 and 13 (Oil & Gas), 11 (Technology) and 14 (Utilities).
Similar cases are cluster 8, made of Technology stocks for more than 86%, cluster 15,
within which 91% of stocks are from Retail, cluster 16 (75% of stocks from Health
Care) and cluster 17 (87.5% of stocks from Food & Beverage). Moreover there are









































































Fig. 4.3 Average Linkage clustering composition. Upper graph: AL clustering
composition in terms of ICB industries. Bottom graph: AL clustering composition in
terms of ICB supersectors.
clusters that, although showing a mixed composition, are composed by supersectors
strictly related: the number 6 is made of Banks, Financial Services and Insurance,
all supersectors that the ICB gathers in the same industry (Financial) at the superior
hierarchical step.









































































Fig. 4.4 Complete Linkage clustering composition. Upper graph: CL clustering
composition in terms of ICB industries. Bottom graph: CL clustering composition in
terms of ICB supersectors.
There are clusters that do not show an overexpression for a particular supersector or
industry: this fact points out that the clustering is after all providing an information that
cannot be reduced only to the industrial classification. In particular clusters 1, 3 and 12
have a heterogeneous composition, covering almost all the 19 supersectors and with no
sector dominating the others. The cluster 4 is an intermediate case, since even though it







































































Fig. 4.5 k-medoids clustering composition. Upper graph: k-medoids clustering com-
position in terms of ICB industries. Bottom graph: k-medoids clustering composition
in terms of ICB supersectors. The number of clusters is chosen to be 17, equal to the
number of DBHT clusters.
overexpresses the Industrial Goods & Services (75%), it contains stocks belonging to
9 different supersectors and 6 industries. The largest clusters (4, 12, 1 and 10) are all
among these types of “mixed” clusters.
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Let us now focus on the Linkage methods. The number of clusters for these methods
has been chosen equal to 17, in order to compare the results with those for DBHT. We
show in Fig. 4.2, 4.3 and 4.4 the obtained clusters compositions. First of all we can
observe that SL and AL display a strong heterogeneity in the size of clusters: they have
two huge clusters of 323 and 322 stocks respectively (almost identical, having 318
stocks in common), with the other clusters made of one, two or three stocks. For both
the algorithms this giant cluster contains stocks of all ICB sectors.
For what concerns the CL, the situation is quite different. The giant cluster (cluster
number 10) is much reduced in size (136 stocks), with also other three clusters (the
number 12, 9 and 5) containing a relevant number of stocks (50, 33 and 25 respectively):
the main supersectors that are overexpressed are Technology (cluster 12), Utilities
(cluster 5), Retail (cluster 9), Oil & Gas (cluster 16) and Health Care (cluster 2). A very
similar structure occurs with the k-medoids in Fig. 4.5, but with the giant cluster further
reduced in size. However the DBHT clustering is the one showing the largest degree of
homogeneity in size and overexpression of ICB industries and supersectors, at least for
this number of clusters.
Clusters composition: detrended log-returns
Let us now describe how the above structures change when clusterings are obtained
from the detrended correlation matrix ρR(T ), introduced in Chapter 2. For the DBHT
the number of clusters is now 23. The largest cluster contains 45 stocks (13% of total),
the smallest 4. The average size is 14.8. As we can see, some supersectors that were
mixed together in the non-detrended case are now overexpressed in distinct clusters:
Chemicals (cluster 1), Insurance (cluster 11) and Telecommunications (cluster 19). In
terms of Industries, a cluster made entirely of Consumer Goods stocks appears (cluster
21). However, some supersectors that were overexpressed in the non-detrended case
now tend to be more spread over different clusters: Utilities, Oil & Gas, the Financial













































































Fig. 4.6 DBHT clustering composition from detrended log-returns. Upper graph:
DBHT clustering composition in terms of ICB industries. Bottom graph: DBHT
clustering composition in terms of ICB supersectors. Both clustering are computed
from log-returns detrended of the market mode.
industry. This again points out the difference between the dependence structure and
economic based classifications such as ICB.
The clusters composition from Linkage methods are shown in Figs. 4.7 - 4.9. We
can observe that for SL there is still a strong heterogeneity in the size of clusters, with









































































Fig. 4.7 Single Linkage clustering composition from detrended log-returns. Upper
graph: SL clustering composition in terms of ICB industries. Bottom graph: SL
clustering composition in terms of ICB supersectors. Both clustering are computed
from log-returns detrended of the market mode. The number of clusters is chosen to be
23, equal to the number of DBHT clusters.
the presence of a giant cluster containing 318 stocks. On the contrary, AL displays now
a more structured clustering: the size of the largest cluster shrinks to 58 stocks, and 6
different clusters of medium size (20-40 stocks) appear. Moreover, these clusters show
a much higher overexpression of supersectors than in the non-detrended case, such as







































































Fig. 4.8 Average Linkage clustering composition from detrended log-returns. Up-
per graph: AL clustering composition in terms of ICB industries. Bottom graph: AL
clustering composition in terms of ICB supersectors. Both clustering are computed
from log-returns detrended of the market mode. The number of clusters is chosen to be
23, equal to the number of DBHT clusters.
Technology (cluster 4), Industrial Goods & Services (cluster 5 and 15), Media (cluster 3),
as well as Finance industry (cluster 23). However there are still 10 clusters whose size is
at most 4 stocks. For the CL and the k-medoids the supersectors overexpression is further
improved, becoming as rich as the DBHT one. Especially CL shows overexpression of









































































Fig. 4.9 Complete Linkage clustering composition from detrended log-returns.
Upper graph: CL clustering composition in terms of ICB industries. Bottom graph: CL
clustering composition in terms of ICB supersectors. Both clustering are computed
from log-returns detrended of the market mode. The number of clusters is chosen to be
23, equal to the number of DBHT clusters.
Technology (cluster 2), Industrial Goods & Services (clusters 4 and 8), Utilities (cluster
17), Oil & Gas (cluster 23), Health Care (cluster 14) and Financial Services (cluster 9).
Similar overexpressions are found for the k-medoids case, in Fig. 4.10.













































































Fig. 4.10 k-medoids clustering composition from detrended log-returns. Upper
graph: k-medoids clustering composition in terms of ICB industries. Bottom graph:
k-medoids clustering composition in terms of ICB supersectors. Both clustering are
computed from log-returns detrended of the market mode. The number of clusters is
chosen to be 23, equal to the number of DBHT clusters.
Overall, we can conclude that by subtracting the market mode we get a richer, more
structured clustering that shows an higher amount of ICB related information. The
sensitivity to this change is strongly dependent on the clustering method: in particular
SL is not affected, whereas AL shows the deepest change.
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These first comparisons are however made under a specific choice of the number of
clusters, given by the DBHT. One could wonder what happens changing this parameter,
i.e. moving along the hierarchical structure provided by each clustering method. Let us
stress that the DBHT method gives automatically the number of clusters that is instead an
adjustable parameter for the other methods. However, DBHT can also be analysed for a
varying number of clusters by thresholding over the clustering hierarchical structure. In
the following we discuss a set of quantitative analyses that explore the cluster structure
at all the hierarchical levels.
4.2.2 Measuring the heterogeneity of clusters size distribution
In the previous Section we have seen that the SL shows a giant cluster that contains
more than 90% of stocks, whereas DBHT, CL and k-medoids methods have a more
homogenous distribution of cluster sizes. To characterize such differences with a single

















with Sa being the size of cluster a and Ncl the number of clusters. In the limit of
homogeneous arrangement of stocks among the clusters (i.e. each cluster has the
same number of stocks), we obtain σS = 0 and then y = 0. The higher is the degree
106 Relation between financial market data and real economy
Ncl



























Fig. 4.11 Demonstration that different clustering methods show different degrees
of disparity in the clustering structure. The disparity measure y is shown for clus-
terings at different hierarchical levels as a function of Ncl in the dendrograms, for a)
non-detrended log-returns and b) detrended log-returns.
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of heterogeneity in the distribution of sizes, the higher is σS and therefore y. In the
following we have used the expression “disparity” to refer to y, in order to stress the
fact that we use it as a measure of heterogeneity in clusters’ sizes.
Through y we can quantitatively compare the five clustering methods in terms of
homogeneity in the clusters size distribution. We perform this analysis by varying
the number of clusters Ncl , to have a more complete picture and explore the complete
dependence structure. With the hierarchical clustering methods we obtain this by
cutting the dendrograms at different levels of distance; for the k-medoids, for which no
dendrogram is present, Ncl is simply an input parameter of the algorithm.
In Fig. 4.11 we show, for each clustering method, how the disparity measure varies
with Ncl . Fig. 4.11 a) shows the non-detrended case, Fig. 4.11 b) the detrended case.
As we can see the SL provides the higher disparity in both cases, regardless of Ncl; then
the AL, CL and k-medoids follow. The DBHT values are below all of them, which
means the DBHT provides a more homogeneous community assignment at any level
of the correlation hierarchy. Moreover, in the non-detrended case the SL and the AL
show the highest values of disparity for Ncl in the interval 50-100. The CL and DBHT
have instead a flatter pattern, with the highest values occurring for lower values of Ncl .
Looking at the detrended case in Fig. 4.11 b), the removal of the market mode smooths
also the pattern of the AL, whereas the SL is even sharper. Overall, subtracting the
market mode makes the clusterings more homogeneous, suggesting that the largest
clusters that emerged in SL and AL in the non-detrended case are associated to the
market mode dynamics.
The algorithms of SL and AL are indeed expected to be more sensitive to the market
mode. In the iterative procedure that generates the SL dendrogram, for instance, the
correlation between two new clusters is defined as the maximum correlation between
elements of the first cluster and elements of the second one: since the most part of
correlation in the market is due to the market mode [68] such an algorithm is likely
to force many clusters to join the cluster made of the most influencial stocks in the
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market, resulting in a giant cluster and high disparity. The AL is less sensitive to this
effect as the inter-clusters correlation is defined as the average of correlations; for the
CL the minimum correlation is chosen, resulting -unsurprisingly- in the lowest value of
disparity. For what concerns the DBHT it is probably the topology of PMFG, which is
more structured and clustered than the MST, to provide a lower sensitivity to the market
mode dynamics.
We can conclude that, from the point of view of the disparity measure, the analysed
clustering methods provide quite different structures at any level of the dendrograms.
The DBHT yields the most homogeneous clustering, whereas the SL displays the
highest levels of disparity.
4.2.3 Retrieving economic information: Adjusted Rand Index
In this Section we quantify the amount of economic information retrieved by the
clustering methods by measuring the similarity between clustering and ICB. Such
similarity have been computed with the Adjusted Rand Index (Rad j) [99], which is
a tool conceived to compare different clusterings (or community structures) on the
same set of items [189]. An industrial sector classification is indeed nothing but a
partition in communities of the N stocks. Therefore we can take the similarity between
clustering and industrial sector classification as a proxy for the information detected by
the clustering method. In particular, given two community structures on the same set of
items,Rad j returns a numerical value equal to 1 for identical clusterings and to 0 for
completely independent clusterings (namely, whose overlapping is consistent with a
random overlapping hypothesis).
The idea behind this index is to calculate the number of pairs of objects that are
in the same cluster in both clusterings, and then to compare this number with the one
expected under the hypothesis of independent clusterings. Specifically, and following
the notation of [189], let us call X the set of the N objects (stocks, in our case). Let
us call Y = {Y1, ...,Yk} a clustering which is a partition of X into communities which
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Fig. 4.12 Demonstration that different clustering methods retrieve to different
degrees the ICB industries. The Adjusted Rand Index Rad j between clustering and
ICB industries is shown for different number of clusters Ncl . In a) correlations are
calculated on non-detrended log-returns, in b) are calculated on detrended log-returns.
The vertical dashed line shows the value (Ncl = 10) correspondent to the actual number
of ICB industries.
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Fig. 4.13 Demonstration that different clustering methods retrieve to different
degree the ICB supersectors. The Adjusted Rand IndexRad j between clustering and
ICB industries is shown for different number of clusters Ncl . In a) correlations are
calculated on non-detrended log-returns, in b) are calculated on detrended log-returns.
The vertical dashed line shows the value (Ncl = 19) correspondent to the actual number
of ICB industries.
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are non-empty disjoint subsets of X such that their union equals X : X = Y1∪ ...∪Yk
[189]. Let us also consider another different clustering Y ′, containing l clusters. We
call “contingency table” the matrix M = {mi j} with coefficients
mi j ≡ |Yi∩Y ′ j|, (4.4)
i.e. the number of objects in the intersection of clusters Yi and Y ′ j . Let us call a the
number of pairs of objects that are in the same cluster both in Y and in Y ′, and b the
number of pairs that are in two different clusters in both Y and Y ′. Then the Rand Index














We then use, as null hypothesis associated to two independent clusterings, a gen-
eralized Hypergeometric distribution [9]. The Adjusted Rand Index is then defined as
the difference between the Rand Index and its mean value under the null hypothesis,





























We haveRad j ∈ [−1,1] , with 1 correspondent to the case of identical clusterings
and 0 to two completely uncorrelated clusterings. Negative values instead show anti-
correlation between Y and Y ′ (that is, the number of pairs classified in the same way by
Y and Y ′ is less than what expected assuming a random overlapping between the two
clusterings).
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As in the disparity analysis, we have measured Rad j by varying the number of
clusters Ncl . In Figs. 4.12 and 4.13 we showRad j(Ncl) as a function of Ncl , by using
ICB industries and supersectors respectively. Figs. 4.12 a) and 4.13 a) refer to non-
detrended log-returns, whereas Figs. 4.12 b) and 4.13 b) correspond to detrended
log-returns. Vertical dashed line in the graphs identifies the values Ncl = 10 (Fig. 4.12)
and Ncl = 19 (Fig. 4.13), that is the number of ICB industries and supersectors.
Let us focus on the non-detrended case in Figs. 4.12 a) and 4.13 a) first. Maximum
values ofRad j -R∗ad j from now on - are reached at different values of Ncl , depending
on the clustering method. In particular DBHT, CL and k-medoids maxima are shifted
towards low values of Ncl with respect to AL and SL. This means that economic
information is gathered at different levels of the hierarchical structure depending on
the clustering method. Moreover, DBHT, CL and k-medoids maximaR∗ad j are slightly
higher in the comparison with ICB supersectors than with industries, whereas for SL
and AL the reverse is true. Overall, the SL structure displays the lowest similarity,
whereas the other methods have comparableR∗ad j around 0.4: this value could therefore
indicate the actual amount of economic information present in the dependence structure.
The detrended case in Figs. 4.13 b) and 4.13 b) shows several differences. We notice
first of all thatR∗ad j increase for all the methods. The natural interpretation for this is
that the market mode, driving all the stocks regardless of their industry and supersector,
hides to some extent the economic structure [68]. Secondly, also maxima locations on
the Ncl axis change. This effect is in particular strong for AL and SL, whose maxima
are shifted towards left, closer to the other methods. In the detrended case all methods
but SL provide clusterings more similar to supersectors than industry.
4.2.4 Retrieving economic information: ICB overexpression
The Adjusted Rand Index provides an overall measure of similarity between the cluster-
ing partition and the industrial classification [99]. In order to analyse to what extent
each industrial sector is retrieved by the clusters we must look at the stocks in common
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Fig. 4.14 Amount of ICB information retrieved by the clustering methods, in
terms of ICB industries overexpressions. Each bar graph shows, varying the number
of clusters Ncl , how many times (N ) an ICB industry is overexpressed by a cluster
according to the Hypergeometric hypothesis test (i.e., number of null-hypothesis tests
being rejected). Each colour shows the number of overexpressions for each ICB industry.
In graphs a)-e) the results for DBHT, AL, CL, SL and k-medoids clustering are shown
respectively. The correlations are calculated on log-returns.
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Fig. 4.15 Amount of ICB information retrieved by the clustering methods, in
terms of ICB industries overexpressions. Detrended log-returns case. Each bar
graph shows, varying the number of clusters Ncl , how many times (N ) an ICB industry
is overexpressed by a cluster according to the Hypergeometric hypothesis test (i.e.,
number of null-hypothesis tests being rejected). Each colour shows the number of
overexpressions for each ICB industry. In graphs a)-e) the results for DBHT, AL, CL,
SL and k-medoids clustering are shown respectively. The correlations are calculated on
log-returns detrended of the market mode.
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Fig. 4.16 Amount of ICB information retrieved by the clustering methods, in
terms of ICB supersectors overexpressions. Each bar graph shows, varying the
number of clusters Ncl , how many times (N ) an ICB supersector is overexpressed by a
cluster according to the Hypergeometric hypothesis test (i.e., number of null-hypothesis
tests being rejected). Each colour shows the number of overexpressions for each ICB
supersector. In graphs a)-e) the results for DBHT, AL, CL, SL and k-medoids clustering
are shown respectively. The correlations are calculated on log-returns.
116 Relation between financial market data and real economy
Fig. 4.17 Amount of ICB information retrieved by the clustering methods, in
terms of ICB supersectors overexpressions. Detrended log-returns case. Each
bar graph shows, varying the number of clusters Ncl , how many times (N ) an ICB
supersector is overexpressed by a cluster according to the Hypergeometric hypothesis
test (i.e., number of null-hypothesis tests being rejected). Each colour shows the number
of overexpressions for each ICB supersector. In graphs a)-e) the results for DBHT,
AL, CL, SL and k-medoids clustering are shown respectively. The correlations are
calculated on log-returns detrended of the market mode.
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between each pair industry/cluster (and supersector/cluster). If the percentage of stocks
in common is sensitively higher than what expected from a random overlapping of
communities we say that the cluster overexpresses the industry ( or supersector).
To quantify such overexpression we use a statistical one-tail hypothesis test [9],
where the null hypothesis is the Hypergeometric distribution [96] which describes the
probability that by random chance two communities of given size have in common k
objects over a total of N [9, 98]. In particular, let us call Yi a cluster in our clustering
and Y ′j a sector. We want to verify whether Yi overexpresses Y ′j . If k is the number of
stocks in common between Y ′j and Yi, and |Yi| , |Y ′j | are the cardinalities of the cluster
and the sector respectively, then the Hypergeometric distribution is [98]:








This is the null hypothesis for the test: to be distinguishable by a random overlap the
number k of stocks in common must be significantly different from a random overlap
and therefore P(X = k) must be small. If P(X = k) is less than the significance level,
then it is said that the test is rejected. If the test is not rejected, then it means that we
cannot reject the hypothesis that the k stocks in Yi coming from a sector Y ′j are picked
up just by chance, without any preference for that sector. If instead the test is rejected,
we conclude that the cluster Yi overexpresses the sector Y ′j .
We have performed this hypothesis test for each pair of cluster and ICB indus-
try/supersector. This amounts to 12NclNICB tests in total, where NICB is the number of
ICB industries or supersectors. We have then counted the number N of hypothesis
tests that are rejected, i.e. that shows significant overlapping between a cluster and a
ICB industry or supersector. The higherN is, the higher is the economic information
contained in the correlation clustering. The advantage with respect toRad j is that we are
able to distinguish contributions toN from different ICB industries and supersectors.
Indeed in Figs. 4.14 - 4.17 we show N as a function of Ncl , with different colors
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showing each industry/supersector contribution to N (that is, how many times that
industry/supersector has been found to be overexpressed by a cluster). We have chosen
a significance level for the test equal to 0.01, together with the conservative Bonferroni
correction [141, 98] that reduces the significance level to 0.01/(12NclNICB).
As we can see, composition and shape of N depends strongly on the clustering
method. The DBHT and k-medoids reach the highest N values, that means they
retrieve the highest amount of economic information. Moreover their corresponding
N shape is quite peaked, quickly dropping to low values for high Ncl values. The
economic information is therefore gathered in a narrow region of Ncl for these two
methods. On the contrary, the three Linkage methods display lower overexpression and
are flatter, indicating that their economic information is spread along the Ncl axis. When
the market mode is detrended though these differences reduce and in particular CL
and AL take a more peaked shape. Overall, and consistently with the previous results,
removing the market mode increasesN for all methods.
For what concerns industrial and supersectorial composition, we can see that the
DBHT, k-medoids, CL and AL show a quite homogeneous composition, with almost
each ICB supersector overexpressed. The SL instead shows a much less rich composi-
tion, with no more than 6 overexpressed supersectors and industries simultaneously even
at the maximum level of total overexpressions. In terms of composition the k-medoids
exhibits a high level of noise against Ncl , whereas the hierarchical methods are much
more stable.
Finally, it is worth noticing that there is a change in the composition at different
values of Ncl , and that similar patterns can be found across the four hierarchical cluster-
ing methods (for the k-medoids no clear patterns can be found, because of the higher
level of instability of the method). There are industries and supersectors that tend to
become overexpressed for low values of Ncl and then disappear at intermediate values:
this is the case of Automobiles & Parts, Telecommunications, Insurance and Financial
Services. Others are instead more persistent, appearing along all the x-axis: Utilities,
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Technology, Health Care and Oil & Gas. The most persistent is the latter, that is still
overexpressed when all the others are not expressed anymore. We can then conclude
that not only the ICB partition is hidden at different levels in the dendrograms depending
on the clustering method, but also different ICB supersectors are retrieved at different
levels. This is probably due to the different degrees of correlation within different ICB
industries and supersectors.
4.3 The dynamical evolution of the clustering structure
Here we present a dynamical analysis of the DBHT clustering in the 15 years ranging
from 1 January 1997 to 31 December 2012. We have selected the set of overlapping
time windows described in subsection 2.4.4 of Chapter 2 (n = 100 time windows of
length L = 1000 trading days) and used the weighted version of the Pearson estimator
(Eq. 2.19 in subsection 2.4.4) in order to mitigate excessive sensitiveness to outliers in
remote observations.
In Fig. 4.18 a) the number of DBHT clusters obtained for each time window is
shown, both for non-detrended log-returns (red circles) and detrended log-returns (blue
squares). For the first case the number of clusters ranges between 6 and 19, for the
second case the range is 14-26. The dashed lines are the values correspondent to the
clustering obtained using the entire period 1997-2012 as time window.
As observed previously, the number of clusters in the non-detrended case is sistemat-
ically lower than the detrended case. Moreover, an overall decreasing trend characterizes
the non-detrended values and makes them go below the corresponding dashed line; this
decreasing pattern is not present in the detrended case, that however stays below the
correspondent dashed line the most of the times either. It is interesting also to analyse
the evolution of the disparity y, introduced in Eq. 4.1, over the period. In Fig. 4.18 b)
we show y for each time window, both for the non-detrended and detrended case. Again
the dashed lines are the values for the all period clusterings. In the non-detrended case
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Fig. 4.18 Dynamical evolution of the DBHT clustering. Each plot refers to 100
moving time windows of length 1000 trading days. Specifically, in graph a) we plot
the number of DBHT clusters, Ncl , for both log-returns non-detrended (red circles)
and detrended by the market mode (blue squares), whereas the two dashed horizontal
lines are the Ncl values obtained by taking the largest time window of 4026 trading
days. Overall the non-detrended case shows a decreasing trend. In graph b) it is shown
the disparity measures, y, again for the two sets of DBHT clustering (red dots non-
detrended, blue dots detrended), the dashed horizontal lines being the y values from
the 4026 length time window. In the non-detrended case the 2007 marks a transition to
higher and more volatile values of y. Finally in graph c) it is shown the Adjusted Rand
Index,Rad j, measured at each time window between the detrended and non-detrended
clusterings. A steady decreasing trend is evident.
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Fig. 4.19 Test of robustness for the dynamical DBHT clustering. a) Number of
clusters Ncl as a function of the time t: the black squares correspond to the DBHT
clusterings obtained by using the empirical (non-detrended) log-returns, the blue dots
are the average over the 100 Ncl given by the 100 replica correlation matrices (see
text for further details). The bar errors in the blue dot plot is the standard deviation
calculated among the same set of 100 Ncl . As one can see the empirical Ncl is quite
robust against the bootstrapping test. b) Same plot as in a), but by using detrended
log-returns.
we see an overall increasing trend, especially after the 2006; an analysis of the sizes
distribution show that in this period the largest cluster contains up to 240 stocks (70%
of total number of stocks); moreover, from 2006 on we observe also a much higher
fluctuation in the values. This behaviour is of interest since it concerns the overall
influence of the market mode on the correlation structure, with higher y indicating a
stronger influence of the market mode that tends to gather all stocks in one cluster.
Indeed, in the detrended case we find that subtracting the market mode makes the
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increasing trend disappear. Overall the disparity values decrease and stay closer to the
dashed line, without significant pattern apart from some fluctuations.
In order to better understand the relation between the DBHT clusterings obtained
with detrended and non-detrended log-returns, we have also performed a dynamical
Adjusted Rand Index analysis. Now we compare no longer the clustering and the
ICB partition, but the two clusterings (non-detrended and detrended) at each time
window. In Fig. 4.18 c) the Adjusted Rand Index between the two sets of DBHT
clusters is shown. Interestingly, it appears a steady decreasing trend that drives the
similarity from relatively high values (about 0.7) to values close to zero, indicating
complete uncorrelation between the two clusterings. We can therefore conclude that the
influence of the market mode has increased remarkably over the last 15 years, making
the detrended clustering structure more and more different from the non-detrended one.
This observation would not have been possible without the clustering analysis, since
from the preliminary dataset measures (see e.g. Fig.2.16) it is not evident any constant
pattern either in the average return or in the average correlation.
In order to test the sensitiveness of the DBHT clustering to the statistical noise,
inevitably present in every correlation estimate, we have performed a bootstrapping test
[190, 191] to the equity dataset. This is a non-parametric method able to estimate the
error of a given estimator, without relying on any assumption about the true distribution
[14]. A detailed description of the bootstrapping method is provided in Appendix B.
In Fig. 4.19 we show the result of a dynamical bootstrapping, performed over all the
100 time windows. At each time window we have run B = 100 permutations. The
blue points are the average number of clusters over the B replicas, whereas the error
bars are the standard deviations calculated over the same sample. The black squares
are the empirical numbers of clusters yielded by the DBHT. The plot a) is by using
non-detrended log-returns, the plot b) by using detrended log-returns. The plot of
empirical number of clusters is slightly different from what we have shown in Fig. 4.18
a) because for this bootstrapping analysis we did not use exponential smoothing for the
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correlations, but only bare correlations. The exponential smoothing, indeed, creates
an asymmetry among the points in each time series that makes the bootstrapping test
inapplicable. From the plot we can observe that the method is statistically robust, with
the most of empirical points within one standard deviation from the mean of replicas.
More importantly, the mean of replicas follows the general trend of the empirical points;
namely, the decreasing trend in the market mode case, and the drop after the 2007-2008
credit crunch in the detrended case.
4.3.1 Dynamically retrieving the industrial sectors
Let us here investigate the relation between industrial classification and clustering under
a dynamic perspective. To this end we here perform the previous dynamical analysis
by considering the set of 100 overlapping time windows Tk and calculating for each of
them the Adjusted Rand IndexRad j(Tk) between clustering and ICB partition. Since
Rad j(Tk) varies with the chosen threshold and Ncl , we select at every time the Ncl
that maximizesRad j(Tk); the numbers that we report are these maximum values and
account therefore for the maximum ability of the clustering methods to retrieve the ICB.
In Figs. 4.20 a)-e) we show the results for each of the five clustering methods, using
returns with market mode. Interestingly, all of them show a decreasing trend in time. On
average, the DBHT and CL display the highest similarity with industrial classfication,
whereas the Single Linkage the lowest. This is consistent with what found in the static
analyses. We have also highlighted in the graphs the major events that affected the
stock market in the last 15 years. It can be observed that different clustering methods
are affected in different ways by these events. Indeed, if the 2007-2008 credit crunch
crisis and the following recession is evident in all methods as a significant drop in the
similarity, other events such as 11/09/2001 or the 2002 stock market downturn appear
only in the Single and Average Linkage plots. In particular the 2002 downturn drives a
steep decrease in the similarity of SL and AL, that stay at low values until the end of
2005. For DBHT, Complete Linkage and k-medoids instead these events do not seem
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Fig. 4.20 Dynamical evolution of the similarity between clustering and ICB. It is
shown the Adjusted Rand Index,Rad j, calculated at each time window Tk (k = 1, ...,n)
between clustering and ICB partition, for a) DBHT, b) AL, c) CL, d) SL and e) k-
medoids method. At each time window the number of clusters, Ncl , has been chosen
in order to maximize theRad j itself: in f) we plot these Ncl values for each clustering
method. It is evident as the maximum similarity clustering-ICB is reached at different
hierachical levels depending on the clustering method. The correlations are calculated
on log-returns with market mode.
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Fig. 4.21 Dynamical evolution of the similarity between clustering and ICB, with
detrended log-returns. a)-f): same graphs as in Fig. 4.20, but by using correlations on
detrended log-returns.
to affect the similarity in a noticeable way compared to the statistical fluctuations. This
observation points out that the DBHT, CL and k-medoids are more robust than SL and
AL against exogenous events in their ability to retrieve an economic information as the
industrial classification. Nonetheless, there are differences also among DBHT, CL and
k-medoids: in particular in the period following the 2008 crisis, DBHT and k-medoids
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show a peak that does not appear with CL. Moreover, for the k-medoids the drop in
similarity seems to begin more than one year before the 2007. All these features have
non-trivial implications for both portfolio optimization and systemic risk evaluation.
Fig. 4.20 f) shows the number of clusters Ncl that maximizes, in each time window
Tk, the Adjusted Rand Index shown in the previous plots. As we can see, Ncl for SL is
always the highest, followed by AL, CL, k-medoids and DBHT. This is consistent with
what we found in the static analysis in Section 4.2: different clustering methods “retain”
the industrial information at different levels of the hierarchy. SL and AL, that yield
higher Ncl (i.e., lower levels in the hierarchy), are also the methods that show the lowest
level of similarity with industrial classification and the highest degree of disparity.
In Figs. 4.21 a)-f) we show the same set of plots for the detrended case. The main
differences with the non-detrended case are the following:
• the average similarity with the industrial classification rises for all methods; this
confirms in the dynamical case what we found for the static case;
• the average Ncl is lower for all methods: the absence of market mode “moves”
the industrial classification to higher levels of the hierarchy;
• the strong influence of the 11/09/2001 and 2002 downturn on the SL and AL
pattern seems to disappear, whereas the 2007-2008 crisis is still evident in all the
five methods. This could be explained claiming that the former are global events
in the market, whereas the latter exhibits also a “local” dynamics;
• the AL shows the most evident change in the dynamical behaviour, displaying a
trend much more similar to the DBHT and CL one. Also in terms of Ncl , it shows
values closer to DBHT, CL and k-medoids than SL.
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4.4 Summary
In this chapter we have presented a set of static and dynamical analyses to empirically
quantify the information filtered from correlation matrices by different hierarchical
clustering methods. The use of unsupervised learning techniques allowed us to make
no assumptions on the returns distribution.
We have analysed the correlations among log-returns of N = 342 US stock prices,
across a period of 15 years (1997-2012). We have compared five clustering methods:
Single Linkage, Average Linkage, Complete Linkage, k-medoids and the DBHT, which
has been applied to financial data for the first time here. We have taken the Industrial
Classification Benchmark (ICB) as industrial sector partition for the stocks [192]. The
degree of similarity with correlation-based communities has been measured by using
tools as the Adjusted Rand Index [99] and the hypergeometric hypothesis test [97].
We have focused not only on the communities of asset, but on the entire hierarchies
associated to them, covering all the different levels of the hierarchical structures. The
dynamical perspective of our study is crucial for applications, in particular for what
concerns hedging risk and portfolio optimization: for this reason we have given a
particular attention to the effects of financial crises on the hierarchical structures,
highlighting differences among the clustering methods.
The clustering methods show remarkably different performances in retrieving the
economic information encoded in the ICB, with big dissimilarities even among the
Linkage methods. We have suggested that these differences should be connected to
different degrees of sensitivity to the market mode dynamics, that in turns are to be
ascribed to differences in the methods underlying working principles. Moreover, the
economic information appears to be retained at different levels of the hierarchical
structures depending on the clustering method. The DBHT and k-medoids methods
show the best performances, but the latter seems to be affected by the noise much more
than the DBHT and the Linkage methods. The DBHT turns out then to be a good mix
between the advantages of the k-medoids and those of the Linkages. The dynamical
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analysis has also proved that the methods show different degrees of sensitivity to
financial crises. This is again a new result that could give insights into the dynamics
of such events, as well as an indication on which clustering method is more robust for
financial applications.
We have also performed each analysis on log-returns detrended by the market mode,
by following a standard procedure in literature [68, 120]. Interestingly the effect of this
detrending is very dissimilar for different methods, with the weakest methods (Average
and Single Linkage) improving remarkably their ability to retrieve industrial sectors. In
general the detrending increases the degree of economic information that the clustering
methods retrieve. It also makes the distribution of cluster sizes more homogeneous
(suggesting that the high heterogeneity in SL and AL must be due to the market mode
dynamics), as well as more stable against time. Finally, the dynamical analyses have
shown that the clustering structure reveals peculiar patterns over the financial crisis
showing an increasing dominant role of the market mode over the period 1997-2012,
implying an increase of the non-diversifiable risk in the market.
In Chapter 5 we investigate further the dynamical evolution of the dependence struc-
ture through clustering analysis. In particular we will extend the approach introduced
here to tackle the problem of non-stationarity in financial correlation.
Chapter 5
Evolution of correlation-based
networks and clusters tracking
In this chapter we investigate the persistence in time of the dependence structure
analysed in Chapter 4. Our approach is again model-free, unlike traditional tests for
stationarity, and is based on correlation-based networks. Chiefly, we track the evolution
of individual clusters using statistical hypothesis tests, and we analyse their changing
composition in terms of industrial sectors. We find evidence of strong non-stationarity
and we discuss the implication for risk diversification strategies.
Part of the results and analyses presented in this chapter has been published in the
paper “Risk diversification: a study of persistence with a filtered correlation-network
approach” in 2015 [193].
5.1 Introduction
A way to reduce financial risk is diversifying investments taking positions in assets that
are historically anti-correlated or uncorrelated, reducing in this way the probability that
all assets loose value at the same time. However, the applicability of these approaches
relies on the implicit assumption that the relevant features of the dependence structure
observed in the past have persistent significancy into the future. This is not always the
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case, as discussed in Chapter 2: it is generally accepted in the literature that financial
correlations are non-stationary [38].
In order to address this issue, in this chapter we have taken the dynamic analyses of
Chapter 4 a step further. Here we aim at estimating the degree of non-stationarity in
the market correlation by using PMFG networks and the associated DBHT clustering.
In this context persistence translates into a measure of similarity among communities
in a network, for which network-theoretic tools should be used. The advantage over
traditional tests of stationarity is again the model-free nature of our approach, that does
not require any assumption on the log-returns distribution.
The original contributions of this chapter are the following:
• We introduce a new measure of similarity between dependence structures at
different periods, based on the Adjusted Rand Index and the DBHT clustering.
We use this measure to quantify and study the rate of change of the dependence
structure, especially during the 2007-2008 crisis. We find that this structure
displays a phase transition in correspondence with the crisis.
• We track the evolution of the DBHT clusters through a set of hypergeometric
hypothesis tests. This allows us to investigate the changing composition of each
cluster, revealing peculiar patterns in correspondence with the financial crisis.
In particular we find that industrial sectors have become less useful for risk
diversification.
• We investigate the PMFG evolution by computing network metrics such as degree
and clustering coefficient at different time windows. The time series we obtain in
this way are then analysed through correlograms and power-law fits, revealing the
existence of long-term memory patterns in the evolution of the PMFG topology.
The rest of the chapter is organized as follows: in Section 5.2 we investigate the
persistence of the dependence structure: in particular in Subsection 5.2.1 we focus on the
global structure, using DBHT and the Adjusted Rand Index as a measure of persistence,
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whereas in Subsection 5.2.2 we study the evolution of each single DBHT cluster; in
Section 5.3 we investigate the dynamics in terms of correlation-based networks topology,
by studying metrics such as nodes’ degree through time series analysis tools.
5.2 Persistence and transitions: dynamical analysis of
DBHT
In this section we present a set of dynamical analyses aiming to characterize the
persistence and evolution of the dependence structure through the associated DBHT
clustering. We have studied the set of equities that we have introduced in Chapter 2;
namely, daily prices of N = 342 US stocks, covering the period from January 1997 to
December 2012. We have then selected the set of overlapping time windows described
in Section 2.4.4 of Chapter 2: n = 100 overlapping time windows of length θ = 1000
trading days, with 30 trading days shift between adjacent time windows.
Then in each time window we have computed the weighted Pearson coefficient
defined in Eq. 2.19. Given the richer and more robust clustering associated with
detrended log-returns, we have calculated Pearson correlation coefficients on residuals
ci(t) defined in Eq. 2.17 in Chapter 4.
Firstly we characterize the persistence in terms of economic information expressed
by the Adjusted Rand Index Rad j(Tk) (see subsection 4.2.3) between ICB partition
and DBHT clustering at time window Tk. Unlike the dynamical analysis in Chapter
4.3 we here explore all of ICB hierarchical levels (namely the subsectors, sectors,
supersectors and industries), by computing a differentRad j(Tk) for each level. In Fig.
5.1 a) we therefore show the evolution in time of Rad j(Tk) between DBHT clusters
and ICB industries, supersectors and subsectors (for sake of simplicity we do not plot
the sectors data that are very close to supersectors values). The ICB information at
all levels shows a remarkable drop during the 2007-08 financial crisis, to be partially
recovered from 2010 onwards. Interestingly before the crisis the industry, supersector
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Fig. 5.1 Dynamical evolution of the DBHT clustering. Each plot refers to 100 mov-
ing time windows (Tk) of length 1000 trading days and shifted of 30 days. a) Amount
of economic information retrieved by DBHT clustering in terms of similarity between
clustering and ICB partitioning calculated by using the Adjusted Rand Index,Rad j. A
drop at the outbreak of crisis appears. Over the post-crisis years the economic infor-
mation is less than in the pre-crisis period and differences among different ICB levels
are less evident. b) Persistence of DBHT clustering in time, measured as the Adjusted
Rand Index between two adjacent clusterings. The financial crisis is characterized by
very low levels of persistence.
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and subsector lines were clearly distinct (with ICB supersectors showing the highest
similarity with DBHT, followed by industries and subsectors) whereas in the crisis and
post-crisis periods they display much closer values. Therefore from the crisis onwards
the correlation clustering is no longer able to distinguish between different levels of
ICB: this might indicate that this industrial classification is becoming a less reliable
benchmark to diversify risk.
The Adjusted Rand Index can also be used as a tool for analysing the persistence
of DBHT clustering by measuring the index between two clusterings at two adjacent
time windows (we denoteRT−1,Tad j (Tk) such a quantity). This gives a measure of local
persistence: a drop in the index value indicates decreasing similarity between adjacent
clusterings, and therefore lower persistence. In Fig. 5.1 b) we plotRT−1,Tad j (Tk) against
time. We can observe that the clustering persistence changes remarkably over time,
dropping in particular with the outbreak of financial crisis and recovering in 2010. It is
worth pointing out that the drop during the crisis starts earlier than the actual outbreak
of it (August 2007, dashed vertical line): this could highlight a possible use of clustering
persistence as tool to forecast systemic risk. Notably, in the time period 2010-2012
we observe again a steady decreasing trend. Interestingly the pattern of persistence
appears to be related to the similarity between clustering and ICB, with periods of
higher persistence characterized by higher amount of economic information.
However the drawback ofRT−1,Tad j (Tk) as a measure of persistence is that at any time
it only provides information on the persistence with respect the previous, adjacent time
window. It tells nothing about long-term robustness of each clustering. To investigate
this aspect we discuss in the next section a set of analyses that evaluate the persistence
of each clustering at each time providing therefore a more complete picture.
5.2.1 A map of structural changes
To investigate the long-term persistence of each clustering we have calculated for each
time window the Adjusted Rand Index between the correspondent clustering and the




























































































Fig. 5.2 Persistence analysis based on clustering. a) Similarity matrix s showing
the temporal evolution of the correlation-based DBHT clustering. Each entry s(Ta,Tb)
is the Adjusted Rand Index between clustering Xa and Xb at time window Ta and Tb
respectively (Eq. 5.1): higher values indicate higher similarity. The matrix displays two
main blocks of high intra-similarity, one pre-crisis and the other one post-crisis. The
years 2007-2008 fall between these two blocks and display very low similarity with any
other time window, revealing an extremely changeable structure. Figures b)-e) show
the patterns of similarity for four sample time windows (i.e. four sample rows of the
similarity matrix): during the crisis the decay of similarity becomes much faster than in
the pre and post-crisis periods.





















































































































Fig. 5.3 Persistence analysis based on metacorrelation. a) Similarity matrix z show-
ing the temporal evolution of correlation matrices. Each entry z(Ta,Tb) is calculated
as correlation among correlation matrices at time windows Ta and Tb (Eq. 5.2): higher
values indicate higher similarity. Figures b)-e) show the patterns of similarity for four
sample time windows: the decay during the crisis years is much less steep than for the
corresponding plot in Fig. 5.2.
clustering at any other time: the result is summarized in the (symmetric) similarity
matrix s:
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s(Ta,Tb) =Rad j(Xa,Xb) , (5.1)
where Xa and Xb are the DBHT clusterings at time windows Ta and Tb respectively.
The matrix s for the dataset is shown in Fig. 5.2 a). We observe two main blocks, the
first pre-crisis and the other post-crisis, within which we find high similarity among
clusterings. The two blocks show very low mutual similarity (upper right corner/lower
left corner of the matrix). The first block begins losing its compactness in 2007, and
the second one quite quickly at the beginning of 2009: between these two periods the
outbreak of financial crisis displays a series of extremely changeable clusterings, that
do not show similarity with any other time window.
To better highlight these changes of regime we plot in Figs. 5.2 b) - e) four time
rows from matrix s, taken as examples of persistence behaviour during the pre-crisis
(September-October 2003, b)), crisis (July-August 2007, the outbreak of crisis, and
November-December 2008, the aftermath of Lehman Brothers default, c) and d))
and post-crisis period (April-May 2010, e)). Each point in the plot is the Adjusted
Rand Index between the clustering identified by the dashed vertical line and all the
other clusterings at other time windows, both in the past and the future. In the pre-
crisis period b) the similarity displays quite a slow decay both forward and backward
in time: the original clustering has still 60% of similarity with the 17th time window
forward/backward in time. During the crisis, in c) and d), the pattern changes drastically:
the similarity drops by 70-80% in few months both backward and forward in time. The
two stages of crisis reveal also some differences: while in the early crisis period c) the
similarity with pre-crisis clusterings is higher than with the post-crisis ones, in the post
Lehman Brothers period d) the situation is reversed. Finally, the post-crisis period e)
shows a partially recovered persistence, although not at the same levels of the 2003
pattern.
One could wonder whether these structural changes highlighted by the clustering
analyses can be detected directly by studying the original, unfiltered correlation matrices.
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To check this we introduce an alternative measure of similarity among different time
windows that does not make any use of clustering, namely the correlation calculated
between the coefficients of two correlation matrices (metacorrelation). This measure is:
z(Ta,Tb) =
⟨ρi j(Ta)ρi j(Tb)⟩i j√
[⟨ρ2i j(Ta)⟩i j−⟨ρi j(Ta)⟩2i j][⟨ρ2i j(Tb)⟩i j−⟨ρi j(Tb)⟩2i j]
, (5.2)
where ρi j(Ta) is the correlation between stocks i and j at time window Ta and ⟨...⟩i j
is the average over all couples of stocks i, j. In [39] an alternative measure has been
introduced to identify the possible states of a financial market. In Fig. 5.3 we report
the matrix z(Ta,Tb) and four representative time rows, corresponding to the same four
time windows chosen in Fig. 5.2. We can observe that metacorrelation is indeed able
to identify the two pre-crisis and post-crisis time blocks, but shows also a smaller,
intermediate block during the 2007-2008 crisis with a relative high intra-similarity. This
is different from what we have observed in the clustering based matrix s, where the
time windows during the crisis are quite dissimilar even from each other. Moreover the
pre-crisis and post-crisis blocks in z display higher intra-similarity than s, especially
over the post-crisis years. All these differences can be appreciated looking at the four
z time rows in Figs. 5.3 b)-e): even if in the crisis time windows c) and d) a faster
decay of similarity can be observed, the decay is much less steep than the corresponding
clustering plot (Figs. 5.2 c) and d)). Moreover the post-crisis window e) recovers
completely the high pre-crisis level of persistence, unlike the clustering case in Fig. 5.2
e).
Therefore it seems that metacorrelation and clustering analysis depict slightly
different dynamics for the market dependence structure. In particular the clustering
based matrix s reveals higher non-stationarity during the crisis and the post-crisis period.
The instability of correlation during crises has been recently observed in [194]: however
in that work the result relies on a specific choice for the multivariate distribution of
returns, whereas our analyses are model independent.
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5.2.2 Clusters composition evolution















































































































































































































Fig. 5.4 Clusters dynamical composition (part 1). a) Clusters composition of DBHT
clusters obtained by calculating detrended log-returns on the entire time window 1997-
2012. On the y-axis the number of stocks in each cluster is shown, with different
colours for different ICB industries. b) For the cluster number 1 in a) we have detected
at each time window the correspondent “similar” (according to the hypergeometric test)
cluster and we have plotted the composition in time. Size equal to zero corresponds to
no “similar” cluster found. When more than one “similar” cluster is found only data
of the largest cluster is plotted. c)-f): same plots as in b), for clusters 4, 8, 7 and 17
respectively.
So far we have described the persistence of clusters from a global perspective,
looking at the clustering as a whole. Let us here focus on the evolution of each
































































































































































































































Fig. 5.5 Clusters dynamical composition (part 2). a) For the cluster number 7 in Fig.
5.4 a) we have detected at each time window the correspondent “similar” (according
to the hypergeometric test) cluster and we have plotted the composition in time. Size
equal to zero corresponds to no “similar” cluster found. When more than one “similar”
cluster is found only data of the largest cluster is plotted. b)-f): same plots as in a), for
clusters 7, 8, 9, 10, 11 and 12 respectively. Colors refer to the legend in Fig. 5.4 a).
cluster, following how their composition changes in time. It is not straightforward to
analyse such an evolution, the main problem being the changeable nature of dynamical
clusters that makes difficult to identify the successor for each cluster. Many different
approaches can be adopted to address this community tracking problem [195]. Here we
use hypothesis statistical tests based on the hypergeometric distribution introduced in



































































































































































































































Fig. 5.6 Clusters dynamical composition (part 3). a) For the cluster number 13 in Fig.
5.4 a) we have detected at each time window the correspondent “similar” (according
to the hypergeometric test) cluster and we have plotted the composition in time. Size
equal to zero corresponds to no “similar” cluster found. When more than one “similar”
cluster is found only data of the largest cluster is plotted. b)-f): same plots as in a), for
clusters 14, 15, 16, 17 and 18 respectively. Colors refer to the legend in Fig. 5.4 a).
Section 4.2.4 of Chapter 4; while in that chapter we have used this test to find matchings
between clusters and ICB supersectors/industries, here the matchings we are interested
in are between clusters at different times. In particular, if the number of stocks in
common between two clusters is high enough to reject the null hypothesis of the test, we
label the two clusters as “similar”. Moreover we take the DBHT clustering calculated on


























































































































































































Fig. 5.7 Clusters dynamical composition (part 4). a) For the cluster number 19 in Fig.
5.4 a) we have detected at each time window the correspondent “similar” (according
to the hypergeometric test) cluster and we have plotted the composition in time. Size
equal to zero corresponds to no “similar” cluster found. When more than one “similar”
cluster is found only data of the largest cluster is plotted. b)-f): same plots as in a), for
clusters 20, 21, 22 and 23 respectively. Colors refer to the legend in Fig. 5.4 a).
the entire time window (1997-2012) as a benchmark clustering through which tracking
the evolution of the dynamical clusters obtained with the moving time windows.
Let us here describe the idea in more details. Let us call X the clustering obtained
on the entire time window and Y i a cluster belonging to X , with i = 1, ...,Ncl . For each
cluster Y i and for each time window Tk (k = 1, ...,n) we have taken the clustering at
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time Tk, XTk , and identified the cluster belonging to XTk that is “similar” to Y
i (if any).
We label a cluster as “similar” to Y i if the number of stocks in common with Y i is
high enough to reject the null hypothesis of random overlapping, as quantified by the
hypergeometric test [97, 109]. If more than one cluster turns out to be similar to Y i, we
have taken the largest cluster. Eventually we have ended up, for each Y i, with up to one
cluster for each time window Tk, all of them having in common high similarity with Y i.
Through this temporal sequence of clusters we can therefore follow the evolution of Y i
in terms of number of stocks and industrial sector membership. The threshold for each
test has been chosen equal to 0.01, together with the conservative Bonferroni correction
for multiple tests [9].
In Fig. 5.4 a) the composition of the DBHT clustering X computed on the time
window 1997-2012 is shown: for each cluster the y-axis displays its cardinality S, with
different colors showing stocks belonging to different ICB industries. In Figs. 5.4 - 5.7
we plot in time the number of stocks S in each cluster, together with their composition
in terms of ICB industries. When for a time window no similar clusters can be found
we have just left empty the correspondent window. Let us here summarise the main
findings:
• There are clusters in X that tend to show quite similar evolutions, for example
clusters 5 and 6, or clusters 7 and 15. This means that there are many time
windows when these clusters match the same dynamical cluster; in this sense they
can be viewed as a single cluster from the dynamical point of view.
• Most of the clusters in X have a high persistence in time, showing a correspon-
dent “similar” dynamical cluster at almost each time window. This result is
remarkable as the persistence has been assessed in quite a conservative way, i.e.,
the hypergeometric test with the Bonferroni correction. Some clusters display
a limited number of gaps in their evolution (clusters 14, 15, 19, 20 and 22) in
correspondence with the financial crisis. Only clusters 2, 3 and 9 display several
gaps not limited to the financial crisis (note that cluster 3 does not show a similar
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cluster at any time window, therefore has not been included in the figure). Overall,
clusters with several gaps tend to be small clusters, even though not all small
clusters have low persistence (e.g. clusters 15 and 16): the graphs suggest that
the industrial sector composition play a role as well.
• Few clusters show a persistence in terms of industrial composition as well (it
is the case of clusters 4 and, in a less extent, 8), but the majority shows a clear
evolution. In particular we can distinguish quite well a pre-crisis and a post-crisis
state, the latter characterized by a higher degree of mixing of different industries.
If over the pre-crisis period we find clusters dominated by one or two industries
(Technology and Industrials in cluster 18, Oil & Gas in 4 and 15, Utilities in 17,
Consumer Services and Goods in 14 and 20, Financials in 6, Health Care in 22),
in the crisis and post-crisis years the industries tend to mix together much more,
forming mixings that were not present earlier (Oil & Gas with Basic Materials and
Industrials in cluster 1 and 7, Utilities with Telecommunications and Consumer
Services in 17, Financials with Consumer Goods and Services in 6, Health Care
with Utilities and Consumer Goods in 20). This again points out the fact that the
years after the crisis have seen a drop in the reliability of industries as benchmark
to diversify risk.
• Apart from the pre and post-crisis dichotomy, in some cases the 2007-2008 crisis’
years show their own features as well. As stated above, some clusters “disappear”
during the peak of the crisis (clusters 14, 20 and 22). Many others show instead
several peaks in their sizes, together with a sudden increase in the number of
industries: this is probably related to the merging of many clusters in few, larger
clusters during the crisis.
• The clusters containing Financial stocks (cluster 5 and 6) are worth to analyse
further, since they seem to play a role in the outbreak of financial crisis. Indeed
they show a clear change in 2007, becoming larger and larger and including an
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increasing number of different industries (especially Health Care, Technology and
Consumer Services). This pattern is probably connected to the rising importance
of the Financial industry as driving factor over the outbreak of crisis. Interestingly
at the end of 2008, when Lehman Brothers went bankrupt, this cluster drops
suddenly to much lower sizes (although still higher than the pre-crisis values)
and less mixed composition. This fact suggests that the Financial industry ends
playing a major role in the dependence structure from 2009 onwards.
5.3 Memory in the correlation-based network dynam-
ics
In this section we want to move from the cluster to the PMFG topology, and investigate
its temporal evolution. We will focus on metrics drawn from Network Theory, such as
degree and clustering coefficient [11, 12]. Since we can measure such metrics for each
PMFG at different time windows, we end up with an array of time series that we can
analyse with the set of tools available in literature [30]. In particular we are interested in
the autocorrelation function, as it is related to the memory properties of the time series
and of the dynamical network [30].
In order to have a sufficient number of points for our statistical analysis we have
increased the number of time windows by setting the shift dT to 1 trading day and the
windows’ length to θ = 750 trading days.
The first topological metrics we consider is the degree of each node, that we
introduced in Chapter 3. We refer to the degree of asset i at time window Tk with the
notation ki(Tk). Such quantity is highly dynamic for all stocks, as shown in Fig. 5.8 a) for
a particular stock (LLTC US Equity). In analogy to the study of financial time series, it is
convenient to analyse the variations of such quantity, namely ∆ki(Tk)= ki(Tk)−ki(Tk−1).
∆ki(Tk) is shown in Fig. 5.8 b) for LLTC US Equity. In order to study the memory
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properties of the degree evolution we compute the sample autocorrelation function for














In Fig. 5.8 c) r(τ) is shown. As we can see, at τ = 1 we find a significant anticorre-
lation; this indicates a mean reversion property in the evolution of node’s degree [30].
For τ > 1 there are no significant correlations. However we find a richer structure if we











In Fig. 5.8 d) this autocorrelation is shown and we can observe a significant -
although weak - correlation that spans more than one month. This memory structure
resembles the volatility clustering of asset returns discussed in Section 2.3 of Chapter 2:
loosely speaking, high variations of degree are likely to be followed by high variations,
and low variations are likely to be followed by low variations. Moreover, all these
properties are not unique of the degree. We have carried out the same study by using
a more complex topological metrics, namely the clustering coefficient of each node,
ci(Tk): qualitatively the same properties are found, as shown in Fig. 5.9 a)-d).
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Fig. 5.8 Analysis of degree evolution for LLTC US Equity. a) Degree ki(Tk) as
a function of time window Tk. b) Degree variation ∆ki(Tk) as a function of time
window Tk; a volatility clustering effect is evident. c) Autocorrelation function (ACF)
of degree variation ∆ki(Tk); all lags show no autocorrelation but lag 1, where a negative
autocorrelation is observed. d) Autocorrelation function (ACF) of absolute value of
degree variation |∆ki(Tk)|; here significant autocorrelation can be found across a wide
range of lags, confirming the volatility clustering property.
In order to investigate further the autocorrelation of absolute variations we have
analysed the functional form of its decay. For the asset returns, the autocorrelation
decay of absolute values is known to be roughly power law [5]. For what concerns the
degree and clustering coefficient, we do not find strong evidence of power law decay
for all assets: the average R2 for a power law fit is about 0.68 for the degree and 0.7 for
the clustering coefficient (see Figs. 5.10 a) and b)). However, around 67% of stocks for
the degree and 91% of stocks for the clustering coefficient provide a better regression
with a power law than an exponential decay, as shown in Figs. 5.10 c) and d). In terms
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Fig. 5.9 Analysis of clustering coefficient evolution for LLTC US Equity. a) Clus-
tering coefficient ci(Tk) as a function of time window Tk. b) Clustering variation ∆ci(Tk)
as a function of time window Tk; a volatility clustering effect is evident. c) Autocor-
relation function (ACF) of clustering coefficient variation ∆ci(Tk); all lags show no
autocorrelation but lag 1, where a negative autocorrelation is observed. d) Autocorrela-
tion function (ACF) of absolute value of clustering coefficient variation |∆ci(Tk)|; here
significant autocorrelation can be found across a wide range of lags, confirming the
volatility clustering property.
of power law exponents α , both distributions are quite wide, ranging from −2.33 to
−0.147 (see Figs. 5.10 e) and f)); the mean α is −1.58 for the degree and −1.42 for
the clustering coefficient.
These analyses indicate the presence of long-term memory in the evolution of the
dependence structure; such feature could be the foundation for a first attempt to model
the evolution of correlation-based networks.
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Fig. 5.10 Summary of regression analysis for the autocorrelation functions decay.
a)-b): Histograms of R2 obtained from power-law regression of autocorrelation functions
of |∆ki(Tk)| a) and |∆ci(Tk)| b). c)-d): Comparison between R2 obtained from power-law
(x-axis) and exponential (y-axis) decay, for |∆ki(Tk)| and |∆ci(Tk)| respectively; the
straight line represents the bisecting line y = x; around 67% and 91% of stocks provide
a higher R2 for power-law than exponential regression. e)-f): Histograms of power-law
exponent α for |∆ki(Tk)| and |∆ci(Tk)| respectively.
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5.4 Summary
In this chapter we have investigated the dynamical evolution and non-stationarity
of market dependence structure by means of correlation-based filtered networks. In
particular, we have focused on PMFG and the clustering that its topology naturally
provides by means of the Directed Bubble Hierarchical Tree (DBHT) method. We
have first focused on the clustering; in particular we have measured the persistence
of the dependence structure by calculating similarity among clusterings at different
time windows, using the Adjusted Rand Index for quantifying the similarity. On a
more refined level, we have tracked the evolution of each single cluster by using the
hypergeometric hypothesis test. We have then investigated the dynamic evolution of the
PMFGs, through a time series analysis on network metrics such as degree and clustering
coefficient.
The analyses reveal that the outbreak of the 2007-2008 financial crisis marks a
transition from relatively high levels of persistence to a much more unstable and
changeable structure. We have found that the minimum persistence is reached at the end
of 2008 when the crisis was fully unfolded. But the decay in persistence started already
in the late 2006 well before other warning signs were detectable. The dependence
structure persistence eventually recovered in the second half of 2009 with relatively
high values until the end of 2011. However, we have shown that such a persistent
structure had distinct features from the pre-crisis structure, in particular lower relations
with the industrial sectors activities. Notably, since the end of 2011 we are observing
a new decay in persistence which is signaling the building-up of another unfolding
change in the market structure. This also points out that from 2007 onwards correlation
matrices from historical data, both filtered and unfiltered, have become more unstable
and therefore less reliable instruments for risk diversification. Furthermore, our analysis
on the evolving industrial sector composition of each single cluster reveals that most of
them display a clear change with the crisis, that overall makes them more heterogeneous
in terms of industrial sectors. In particular, we observed that one cluster, mainly made
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of Financial stocks, experiences a sharp rise in its size and heterogeneity that is probably
a picture of the breakdown of late 2007 financial crisis. This could give interesting
insights in terms of early warning signals.
Finally, with the analysis on the PMFGs evolution we have shown that the de-
pendence structure dynamics is characterised by long term memory. In particular we
have found evidence of long range autocorrelation in the absolute values of degree and
clustering coefficient variation, reflecting a phenomenon analogous to the volatility
clustering in log-returns. This finding opens interesting scenarios for the modeling of
correlation-based networks dynamics, as well as for the forecasting of financial corre-
lation. In the next chapter we investigate further how the correlation-based networks
evolution can give insight into the future structure of dependence.
Chapter 6
A new approach to volatility
forecasting
In this chapter we show how correlation-based networks can be used to forecast changes
in the market volatility. We introduce a new measure, the “dependence structure
persistence”, which is based on the PMFG and which turns out to be a good predictor
for volatility variations. We discuss the possible motivation behind such connection,
and assess the goodness of this forecasting tool by means of out-of-sample tests on two
different data sets. This result is the first step towards the application of correlation-
based networks to modeling and forecasting, beyond the descriptive analyses they have
been used for so far. The results and analyses presented in this chapter are based on the
paper “What does past correlation structure tell us about the future? An answer from
network filtering”, that has been submitted to a peer-reviewed scientific journal in 2016.
6.1 Introduction
Models for describing and forecasting the evolution of the volatility and covariance
among financial assets are widely applied in industry [113, 46, 6]. Among the most
popular approaches are worth mentioning the multivariate extensions of GARCH [44],
the stochastic covariance models [45] and realized covariance [196]. However most of
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these econometrics tools are not able to cope with more than few assets, due to the curse
of dimensionality and increase in the number of parameters [113]. Their insight into
the volatility evolution is therefore limited to baskets of few assets: they fail to describe
or predict the volatility of a portfolio made of hundreds of assets. This is unfortunate,
since modeling the evolution of entire markets would provide valuable insights into
systemic risk and the unfolding of financial crises [113].
We suggest that the network filtering can be a valuable tool to overcome this
limitation. Indeed, the volatility of a portfolio depends on the covariance matrix of the
corresponding assets [111]. Therefore, by tracking the evolution of the dependence
structure, correlation-based networks can provide insights into future values of volatility.
Yet, so far the network filtering has been used mostly for descriptive analyses, with the
connections with risk forecasting being mostly overlooked. Some works have shown
that is possible to use dimensionality reduction techniques, such as spectral methods
applied on correlation matrices, as early-warning signals for systemic risk [197, 198]:
however these approaches, although promising, do not provide proper forecasting tools,
as they are affected by high false positive ratios and are not designed to predict a specific
quantity.
In this chapter we propose an approach which exploits network filtering to explicitly
predict future volatility of markets made of hundreds of stocks. To this end, we introduce
a new dynamic measure that quantifies the rate of change in the structure of the market
correlation matrix: the dependence structure persistence ⟨ES⟩. This quantity is derived
from past correlation data after that network filtering is performed. Then we show how
such measure exhibits significant predicting power on the market volatility, providing a
tool to forecast it. We assess the reliability of this forecasting through out-of-sample
tests on two different data sets of equity data.
The original contributions of this chapter are the following:
• We introduce the “dependence structure persistence”, a new measure based on
network-filtering measures, which quantifies the rate of change of the dependence
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structure. This measure is a valuable tool for detecting structural changes in the
market which could affect the risk evaluation.
• We demonstrate that this index provides information on future variations of
market volatility; we assess this relation through a block-bootstrapping analysis
[199].
• We propose a method which exploits this relation to forecast future market
volatility by using past correlation. We assess the predicting power of this
forecasting method through an out-of-sample analysis.
The rest of this chapter is structured as follows: in Section 6.2 we describe the two
data sets we have used for the analyses; in Section 6.3 we introduce the “dependence
structure persistence”; in Section 6.4 we discuss how this index is related to variation
in market volatility, and we assess the significance of this relation through a block-
bootstrapping analysis [199]; in Section 6.5 we describe how this relation can be
exploited to provide a forecasting tool useful for risk management, by presenting
out-of-sample tests [14] and false positive analyses [200].
6.2 Data sets: US and UK data
We have analysed two different data sets of equity data. The first set (NYSE data set) is
the data set we have introduced in Chapter 2, composed by daily prices of N = 342 US
stocks traded in the New York Stock Exchange from 02/01/1997 to 31/12/2012. The
second set (LSE dataset) is analysed in this chapter for the first time in this thesis: it is
composed by daily prices of N = 214 UK stocks traded in the London Stock Exchange,
covering 13 years from 05/01/2000 to 21/08/2013. All stocks have been continuously
traded throughout this period of time.










Fig. 6.1 Scheme of time windows setting. In the backward-looking setting (upper
axis) the time windows are actually overlapping, but they are here represented as disjoint
for the sake of simplicity.
6.3 A measure of dependence structure persistence
Let us assume we have computed a dynamic set of correlation matrices {ρi j(Tk)},
from the rolling time window set-up described in Section 2.4.4. From each correlation
matrix we then compute the corresponding PMFG [55]. Once the n PMFGs, G(Tk) with
k = 1, ...,n, have been computed we calculate a measure that monitors the dependence







where ω(Tk′) = ω0 exp(k
′−k−1
L/3 ) is an exponential smoothing factor, L is a parameter
and ES(Tk,Tk′) is the fraction of edges in common between the two PMFGs G(Tk) and




| ETk ∩ETk′ |, (6.2)
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where Nedges is the number of edges (links) in the two PMFGs (constant and equal to
3N− 6 for a PMFG [55]), and ETk (ETk′ ) represents the set of edges of PMFG at Tk
(Tk′). The dependence structure persistence ⟨ES⟩(Tk) is therefore a weighted average
of the similarity (as measured by the edge survival ratio) between G(Tk) and the first
L previous PMFGs, with an exponential smoothing scheme that gives more weight to
those PMFGs that are closer to Tk. The parameter ω0 in Eq. 6.1 can be calculated by
imposing ∑k−1k′=k−Lω(Tk′) = 1. Intuitevely, ⟨ES⟩(Tk) measures how slowly the change
of the dependence structure is occuring in the near past of Tk.
6.4 Dependence analysis
To investigate the relation between ⟨ES⟩(Tk) and the market volatility evolution, let
us here introduce another quantity, namely the volatility ratio q(Tk) [147]. Because of
non-stationarity, the covariance estimated from historical data on a time window Tk is
not always a good proxy for the covariance measured in a future time window T f orwardk
(the so-called realized covariance). This translates into an uncertainty on the risk in the
market, as measured by the volatility [110]. In order to quantify the agreement between
the estimated and the realized risk we here make use of the volatility ratio, a measure
which has been used in [147, 201, 38] for this purpose and defined as follows:
q(Tk) =
σ(T f orwardk )
σ(Tk)
, (6.3)
where σ(T f orwardk ) is the realized volatility of the average market return rM(t) computed
on the time window T f orwardk ; σ(Tk) is the estimated volatility of rM(t) computed on
time window Tk, by using the same exponential smoothing scheme [103] described
for the correlation {ρi j(Tk)}. Specifically, T f orwardk is the time window of length
θ f orward that follows immediately Tk: if tθ is the last observation in Tk, T
f orward
k covers
observations from tθ+1 to tθ+1+θ f orward (Fig. 6.1). Therefore the ratio in Eq. 6.3
estimates the agreement between the market volatility estimated with observations in
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Tk and the actual market volatility observed over an investment in the N assets over
T f orwardk . If q(Tk) > 1, then the historical data gathered at Tk has underestimated the
(future) realized volatilty, whereas q(Tk)< 1 indicates overestimation.
Let us stress that q(Tk) provides an information on the reliability of the covariance










Σi j(T f orwardk ), (6.5)
where Σi j(Tk) and Σi j(T
f orward
k ) are respectively the estimated and realized covariances.
To investigate the relation between ⟨ES⟩(Tk) and q(Tk) we have calculated the two
quantities with different values of θ and L in Eqs. 6.1 and 6.3, to assess the robustness
against these parameters. Specifically, we have used θ ∈ (250,500,750,1000) trading
days, that correspond to time windows of length 1, 2, 3 and 4 years respectively;
L ∈ (10,25,50,100), that correspond (given dT = 5 trading days) to an average in Eq.
6.1 reaching back to 50, 125, 250 and 500 trading days respectively.
In Fig. 6.2 we show the ES(Tk,Tk′) matrices (Eq. 6.2) for the NYSE and LSE
datasets, for θ = 1000. We can observe a block structure much similar to what observed
in Chapter 5 by using the Adjusted Rand Index. Similar structures are found for all
values of θ considered. In Fig. 6.3 we show ⟨ES⟩(Tk) and q(Tk) as a function of time,
for θ = 1000 and L = 100. As expected, main peaks of q(Tk) occur during the months
before the most turbulent periods in the stock market (the 2002 market downturn and
the 2007-08 credit crisis), when the underestimation of future volatility is very high.
Interestingly, ⟨ES⟩(Tk) seems to follow a specular trend. This is confirmed by explicit
calculation of Pearson correlation between the two signals, reported in Tabs. 6.1 - 6.2:
as one can see, for all combinations of parameters the correlation is negative.
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6.4.1 Test of significance: block-bootstrapping
In order to check the significance of this anticorrelation we cannot rely on standard
tests on Pearson coefficient, such as Fisher transform [202], as they assume i.i.d. series
[138]. Our time series are instead strongly autocorrelated, due to the overlapping
between adjacent time windows. Therefore we have calculated confidence intervals by
performing a block bootstrapping test [199]. This is a variation of the bootstrapping
test [190], conceived to take into account the autocorrelation structure of the original
series. The only free parameter in this method is the block length, that we have chosen
applying the optimal selection criterion proposed in [203]: such criterion is adaptive on
the autocorrelation strength of the series as measured by the correlogram. In our case
we have found, depending on the parameters θ and L, optimal block lengths ranging
from 29 to 37, with a mean of 34 (corresponding to 170 trading days). By performing
block bootstrapping tests we have therefore estimated confidence intervals for the true
correlation between ⟨ES⟩(Tk) and q(Tk); in Tabs. 6.1 - 6.2 correlations whose 95%
and 99% confidence intervals (CI) do not include zero are marked with one and two
stars respectively. As we can see, 14 out of 16 correlation coefficients are significantly
different from zero within 95% CI in the NYSE dataset, and 12 out of 16 in the LSE
dataset. For what concerns the 99% CI, we observe 13 out 16 for the NYSE and 9 out of
16 for the LSE dataset. Non-significant correlations appear only for θ = 250, suggesting
that this length is too small to provide a reliable measure of structural persistence. Very
similar results are obtained by using Minimum Spanning Tree (MST) [167] instead of
PMFG as correlation-based filtered network.
Given the interpretation of ⟨ES⟩(Tk) and q(Tk) given above, anticorrelation implies
that an increase in the “speed” of dependence structure evolution (low ⟨ES⟩(Tk)) is
likely to correspond to underestimation of future market volatility from historical data
(high q(Tk)), whereas when the structure evolution “slows down” (high ⟨ES⟩(Tk)) there
is indication that historical data is likely to provide an overestimation of future volatility.
This means that we can use ⟨ES⟩(Tk) as a valuable predictor of current historical data
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reliability. This result is to some extent surprising as ⟨ES⟩(Tk) is derived from PMFGs
topology, that in turns depends only on the ranking of correlations and not on their
actual value: yet, this information provides meaningful information about the future
market volatility and therefore about the future covariance.
6.4.2 The advantage of network filtering
In principle other measures of correlation ranking structure, more straightforward than
the correlation persistence ⟨ES⟩(Tk), might capture the same interplay with q(Tk). We
here considered the Metacorrelation z(Tk,Tk′), that is the Pearson correlation computed
between the coefficients of correlation matrices at Tk and Tk′ [153]. This measure does
not make use of PMFG and is defined as follows:
z(Tk,Tk′) =
⟨ρi j(Tk)ρi j(Tk′)⟩i j√
[⟨ρ2i j(Tk)⟩i j−⟨ρi j(Tk)⟩2i j][⟨ρ2i j(Tk′)⟩i j−⟨ρi j(Tk′)⟩2i j]
, (6.6)
where ρi j(Tk) is the correlation between stocks i and j at time window Tk and ⟨...⟩i j
is the average over all pairs of stocks i, j. Fig. 6.4 displays the similarity matrices
obtained with this measure for NYSE and LSE datasets: we can observe again block-
like structures, that however carry different information from the ES(Tk,Tk′) in Fig. 6.2;
in particular, blocks show higher intra-similarity and less structure.







In Tabs. 6.3 and 6.4 we show the correlation between z(Tk) and q(Tk). As we can
see, although an anticorrelation is present for each combination of parameters θ and
L, correlation coefficients are systematically closer to zero than in Tabs. 6.1 - 6.2,
where correlation persistence was used. Moreover the number of significant Pearson
coefficients, according to the block bootstrapping, decreases to 12 out of 16 in NYSE
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and to 10 out of 16 in LSE dataset. Since ⟨z⟩(Tk) does not make use of PMFG, this
result suggests that the filtering procedure associated to correlation-based networks is a
necessary step for capturing at best the correlation ranking evolution and its interplay
with the volatility ratio.
ES(Ta; Tb) (3 = 1000)
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Fig. 6.2 ES(Tk,Tk′) matrices for θ = 1000, for NYSE (left) and LSE dataset (right).
A block-like structure can be observed in both datasets, with periods of high structural
persistence and other periods whose dependence structure is changing faster. The
2007-2008 financial crisis marks a transition between two main blocks of high structural
persistence.
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Fig. 6.3 ⟨ES⟩(Tk) and q(Tk) signals represented for θ = 1000 and L = 100, for both
NYSE (left graph) and LSE (right graph) datasets. It is evident the anticorrelation
between the two signals. The financial crisis triggers a major drop in the structural
persistence and a corresponding peak in q(Tk).
6.5 Forecasting
In this section we evaluate how well the dependence structure persistence ⟨ES⟩(Tk)
can forecast the future through its relation with the forward-looking volatility ratio



























































































Fig. 6.4 z(Tk,Tk′) matrices for θ = 1000, for NYSE (left) and LSE dataset (right).
A block-like structure can be observed in both datasets, with periods of high structural
persistence and other periods whose dependence structure is changing faster. The blocks
of high similarity show higher compactness than in Fig. 6.2.
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Table 6.1 NYSE dataset: correlation between ⟨ES⟩(Ta) and q(Ta), for different
combinations of parameters θ and L. Stars mark those correlation coefficients whose
confidence interval excludes zero with a 95% (one star) or a 99% confidence (two stars).
The confidence intervals are computed from the block-bootstrapped sample.
L
10 25 50 100
θ
250 -0.2129 -0.2224 −0.2997∗ −0.3498∗∗
500 −0.4276∗∗ −0.4683∗∗ −0.4945∗∗ −0.5354∗∗
750 −0.4994∗∗ −0.5499∗∗ −0.5837∗∗ −0.6018∗∗
1000 −0.5789∗∗ −0.6152∗∗ −0.6480∗∗ −0.6874∗∗
** p < 0.001, * p < 0.01,
Table 6.2 LSE dataset: correlation between ⟨ES⟩(Ta) and q(Ta), for different com-
binations of parameters θ and L. Stars mark those correlation coefficients whose
confidence interval excludes zero with a 95% (one star) or a 99% confidence (two stars).
The confidence intervals are computed from the block-bootstrapped sample.
L
10 25 50 100
θ
250 −0.2084∗ −0.1887∗ -0.1872 −0.2269∗
500 −0.3083∗∗ −0.3343∗∗ −0.3782∗∗ −0.4202∗∗
750 −0.4050∗∗ −0.4409∗∗ −0.4334∗∗ −0.4374∗∗
1000 −0.4552∗∗ −0.5285∗∗ −0.5480∗∗ −0.5227∗∗
** p < 0.001, * p < 0.01,
this information, although less complete than a precise estimation of q(Tk), gives
us an important insight into possible overestimations (q(Tk)< 1) or underestimation
(q(Tk)> 1) of future volatility.
We proceed as follows. Given a choice of parameters θ and L, we calculate the
corresponding set of pairs {⟨ES⟩(Tk),q(Tk)}, with k = 1, ...,n. Then we define Y (Tk)
as the categorical variable that is 0 if q(Tk)< 1 and 1 if q(Tk)> 1. Finally we perform
a logistic regression of Y (Tk) against ⟨ES⟩(Tk): namely, we assume that [14]:
P
{







where S(t) is the sigmoid function S(t) = 11+e−t [204]; we estimate parameters β0 and
β1 from the observations {⟨ES⟩(Tk),q(Tk)}k=1,...,n through Maximum Likelihood [15].
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Table 6.3 NYSE dataset: correlation between ⟨z⟩(Ta) and q(Ta), for different com-
binations of parameters θ and L. Stars mark those correlation coefficients whose
confidence interval excludes zero with a 95% (one star) or a 99% confidence (two stars).
The confidence intervals are computed from the block-bootstrapped sample.
L
10 25 50 100
θ
250 -0.0992 -0.0754 -0.1055 -0.1157
500 -0.2146 -0.2232 -0.2309 -0.2753
750 -0.2997 −0.3706∗ −0.4030∗ −0.4109∗
1000 −0.3933∗∗ −0.4290∗∗ −0.4678∗∗ −0.4574∗
** p < 0.001, * p < 0.01,
Table 6.4 LSE dataset: correlation between ⟨z⟩(Ta) and q(Ta), for different combina-
tions of parameters θ and L. Stars mark those correlation coefficients whose confidence
interval excludes zero with a 95% (one star) or a 99% confidence (two stars). The
confidence intervals are computed from the block-bootstrapped sample.
L
10 25 50 100
θ
250 -0.1470 -0.1095 -0.1326 -0.1720
500 −0.2365∗ -0.2113 −0.2936∗ −0.3932∗∗
750 −0.3123∗∗ −0.3379∗ −0.3538∗ −0.3851∗
1000 −0.2917∗ -0.2954 -0.3163 −0.4192∗∗
** p < 0.001, * p < 0.01,
Once the model is calibrated, given a new observation ⟨ES⟩(Tn+1) = x we predict
Y (Tn+1) = 1 if P
{
Y (Tn+1) = 1|⟨ES⟩(Tn+1) = x
}
> 0.5, and Y (Tn+1) = 0 otherwise.
This classification criterion, in a case with only one predictor, corresponds to classify
Y (Tn+1) according to whether ⟨ES⟩(Tn+1) is greater or less than a threshold r which
depends on β0 and β1, as shown in Figs. 6.5-6.6 for a particular choice of parameters.
Therefore the problem of predicting whether market volatility will increase or decrease
boils down to a classification problem [15] with ⟨ES⟩(Tk) as predictor and Y (Tk) as
target variable.
We make use of a logistic regression because it is more suitable than a polynomial
model for dealing with classification problems [14]. Other classification algorithms
are available; we have chosen the logistic regression due to its simplicity. We have
also implemented the KNN algorithm [15] and we have found that it provides similar
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Fig. 6.5 Partition of data into training (left graphs) and test (right graphs) set
(NYSE data set). Training sets are used to regress Y (Tk) against ⟨ES⟩(Tk), in order to
estimate the coefficents in the logistic regression and therefore identify the regression
threshold, shown as a vertical continuous line. The test sets are used to test the
forecasting performance of such regression on a subset of data that has not been used
for regression; the model predicts Y (Tk) = 1 (q(Tk)> 1) if ⟨ES⟩(Tk) is greater than the
regression threshold, and Y (Tk) = 0 (q(Tk)< 1) otherwise.
outcomes but worse results in terms of the forecasting performance metrics that we
discuss in the next section.
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Fig. 6.6 Partition of data into training (left graphs) and test (right graphs) set
(LSE data set). Training sets are used to regress Y (Tk) against ⟨ES⟩(Tk), in order to
estimate the coefficents in the logistic regression and therefore identify the regression
threshold, shown as a vertical continuous line. The test sets are used to test the
forecasting performance of such regression on a subset of data that has not been used
for regression; the model predicts Y (Tk) = 1 (q(Tk)> 1) if ⟨ES⟩(Tk) is greater than the
regression threshold, and Y (Tk) = 0 (q(Tk)< 1) otherwise.
6.5.1 Measure of forecasting performance
We here evaluate the goodness of this regression at estimating Y (Tn+1) given a new
observation ⟨ES⟩(Tn+1). Let us denote with {⟨ES⟩(Ta),q(Ta)}a=1,...,n the set of obser-
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vations over which we evaluate our method. With reference to Figs. 6.5-6.6, let us
define the number of observed points in each quadrant Qi (i = 1,2,3,4) as |Qi|. In
the terminology of classification techniques [15], |Q1| is the number of True Positive
(observations for which the model correctly predicted Y (Tk) = 1), |Q3| is the number of
True Negative (observations for which the model correctly predicted Y (Tk) = 0), |Q2|
the number of False Negative (observations for which the model incorrectly predicted
Y (Tk) = 0) and |Q4| the number of False Positive (observations for which the model
incorrectly predicted Y (Tk) = 1). We then compute the following measures of qual-
ity of classification, that are the standard metrics for assessing the performances of a
classification method [15]:
• Probability of successful forecasting (P+) [15]: represents the algorithm prob-
ability of a correct prediction, expressed as fraction of observed ⟨ES⟩(Tk) values
through which the method has successfully identified the correspondent value of
Y (Tk); it is computed as follows:
P+ =
|Q1|+ |Q3|
|Q1|+ |Q2|+ |Q3|+ |Q4| . (6.9)
• True Positive Rate (T PR) [15]: it is the probability of predicting Y (Tk) = 1,
conditional to the fact that the real Y (Tk) is indeed 1 (that is, to predict an increase
in volatility when the volatility will indeed increase); it represents the method
sensitivity to increase in volatility. In formula:
T PR =
|Q1|
|Q1|+ |Q2| . (6.10)
• False Positive Rate (FPR) [15]: it is the probability of predicting Y (Ta) = 1,
conditional to the fact that the real Y (Ta) is instead 0 (that is, to predict an
increase in volatility when the volatility will actually decrease). It is also called




|Q3|+ |Q4| . (6.11)
Overall these metrics provide a complete summary of the model goodness at pre-
dicting changes in the market volatility [14].
In order to avoid overfitting we have estimated the metrics above by means of an
out-of-sample procedure [14, 15]. We have divided the data set into two time periods, a
training set and a test set. In the training set we run the logistic regression and compute
the regression threshold r; in the test set we use this r to measure the goodness of the
model predictions by computing P+, T PR and FPR. In Figs. 6.5-6.6 this division is
shown for a particular choice of θ and L, for both NYSE and LSE data sets. In this
example the percentage of data included in the test set (let us call it ftest) is 30%.
Probabilities of successful forecasting P+ are reported in Tabs. 6.5 and 6.6, for
ftest = 30%. As we can see P+ is higher than 50% for all combinations of parameters
in NYSE dataset, and in almost all combinations for LSE dataset. Stars mark those
values of P+ that are significantly higher than the same probability obtained by using
the most recent value of q instead of ⟨ES⟩(Tk) as a predictor for q(Tk) (let us call
P+q such probability). Specifically, we define a null model where variations from
such probability P+q are due to random fluctuations only; given n observations, such
fluctuations follow a Binomial distribution B(P+q ,n), with mean nP
+
q and variance
nP+q (1−P+q ). p-values are then calculated by using this null distribution for each
combination of parameters. This null hypothesis accounts for the predictability of q(Tk)
that is due to the autocorrelation of q(Tk) only; therefore P+ significantly higher than
the value expected under this hypothesis implies a forecasting power of ⟨ES⟩(Tk) that
is not explained by the autocorrelation of q(Tk). From the table we can see that P+ is
significant in 12 out of 16 combinations of parameters for NYSE dataset, and in 13 out
of 16 for LSE dataset. This means that correlation persistence is a valuable predictor
for future volatility, able to outperform forecasting method based on past volatility
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trends. These results are robust against changes of ftest , as long as the training set is
large enough to allow an accurate calibration of the logistic regression. We found this
condition satisfied for ftest < 40%.
However P+ does not give any information on the method ability to distinguish
between true and false positives. To investigate this aspect we need T PR and FPR. A
traditional way of representing both measures from a binary classifier is the so-called
“Receiver operating characteristic” (ROC) [200]. In a ROC plot, T PR is plotted against
FPR as the discriminant threshold is varied. The discriminant threshold pmax is the
value of the probability in Eq. 6.8 over which we classify Y (Ta) = 1: the higher pmax
is, the less likely the method is to classify Y (Ta) = 1 (in the analysis on P+ we chose
pmax = 0.5). Ideally, a perfect classifier would yield T PR = 1 for all pmax > 0, whereas
a random classifier is expected to lie on the line T PR = FPR. Therefore a ROC curve
which lies above the line T PR = FPR indicates a classifier that is better than chance at
distinguishing true from false positives [14].
As one can see from Figs. 6.7 - 6.8, the ROC curve’s position depends on the choice
of parameters θ and L. In this respect our classifier performs better for low values of
L and θ . This can be quantified by measuring the area under the ROC curve; such
measure, often denoted by AUC [14], is shown in Tabs. 6.7-6.8. For both datasets the
optimal choice of parameters is θ = 500 and L = 10.
Table 6.5 NYSE dataset: Probability of successful forecasting P+, for different
combinations of parameters θ and L. Out-of-sample analysis.
L
10 25 50 100
θ
250 0.546 0.560* 0.599** 0.539**
500 0.704** 0.695** 0.658** 0.605**
750 0.634* 0.585 0.539 0.708*
1000 0.704* 0.7638** 0.839** 0.860
** p < 0.001, * p < 0.01,
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Table 6.6 LSE dataset: Probability of successful forecasting P+, for different com-
binations of parameters θ and L. Out-of-sample analysis.
L
10 25 50 100
θ
250 0.616** 0.645** 0.612** 0.568**
500 0.652** 0.635** 0.598** 0.393
750 0.651** 0.560** 0.453** 0.412
1000 0.544** 0.573** 0.706** 0.689
** p < 0.001, * p < 0.01,















































































Fig. 6.7 Receiver operating characteristic (ROC) curve for the NYSE dataset.
True positive rate (TPR) against False positive rate (FPR) as the discriminant threshold
pmax of the classifier is varied, for each combination of parameters θ and L in the NYSE
dataset. The closer the curve is to the upper left corner of each graph, the better is the
classifier compared to chance.
Table 6.7 NYSE dataset: Area under the curve (AUC), measured from the ROC
curve in Fig. 6.7. Values greater than 0.5 indicate that the classifier performs better than
chance.
L
10 25 50 100
θ
250 0.669 0.652 0.655 0.616
500 0.775 0.753 0.710 0.625
750 0.663 0.6220 0.574 0.520
















































































Fig. 6.8 Receiver operating characteristic (ROC) curve for the LSE dataset. True
positive rate (TPR) against False positive rate (FPR) as the discriminant threshold pmax
of the classifier is varied, for each combination of parameters θ and L in the LSE dataset.
The closer the curve is to the upper left corner of each graph, the better is the classifier
compared to chance
Table 6.8 LSE dataset: Area under the curve (AUC), measured from the ROC curve
in Fig. 6.7. Values greater than 0.5 indicate that the classifier performs better than
chance.
L
10 25 50 100
θ
250 0.673 0.658 0.618 0.524
500 0.727 0.700 0.602 0.431
750 0.324 0.274 0.234 0.148
1000 0.233 0.168 0.0918 0.0160
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6.5.2 Temporal evolution of forecasting performance
































































Fig. 6.9 Fraction of successful predictions as a function of time. NYSE (right
graphs) and LSE dataset (left graphs). Forecasting is based on logistic regression
with predictor ⟨ES(Tk)⟩ (top graphs) and most recent value of q(Tk) (bottom graphs).
Horizontal lines represent the average over the entire period.
In this section we discuss how the forecasting performance changes at different
time periods. In order to explore this aspect we have counted at each time window Tk
the number N+(Tk) of Y (Tk) predictions (out of the 16 predictions corresponding to
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as many combinations of θ and L) that have turned out to be correct; we have then
calculated the fraction of successful predictions n+(Tk) as n+(Tk) = N+(Tk)/16. In this
way n+(Tk) is a proxy for the goodness of our method at each time window. For each
combination of parameters the model is calibrated by using the entire time period as
training set, therefore this amounts to an in-sample analysis.
In Fig. 6.9 we show the fraction of successful predictions for both NYSE and
LSE data sets (blue dots). For comparison we also show the same measure obtained
by using the most recent value of q(Tk) as predictor (red stars); as in Section 6.5,
it represents a null model that makes prediction by using only the past evolution of
q(Tk). As we can see, both predictions based on ⟨ES⟩(Tk) and on past values of q(Tk)
display performances changing in time. In particular n+(Tk) drops just ahead of the
main financial crises (the market downturn in March 2002, 2007-2008 financial crisis,
Euro zone crisis in 2011); this is probably due to the abrupt increase in volatility that
occurred during these events and that the models took time to detect. After these
drops though performances based on ⟨ES⟩(Tk) recover much more rapidly than those
based on past value of q(Tk). For instance in the first months of 2007 our method
shows quite high n+(Tk) (more than 60% of successful predictions), being able to
predict the sharp increase in volatility to come in 2008 while predictions based on
q(Tk) fail systematically until 2009. Overall, predictions based on dependence structure
persistence appear to be more reliable (as shown by the average n+(Tk) over all time
windows, the horizontal lines in the plot) and faster at detecting changes in market
volatility.
6.6 Summary
In this chapter we have demonstrated that there is a deep interplay between market
volatility and the rate of change of the dependence structure. In particular the latter can
be used to forecast valuable information about future values of the former, providing a
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useful tool for risk and portfolio management. This interplay is better highlighted when
filtering based on Planar Maximally Filtered Graphs is used to estimate the dependence
structure persistence. We have proved the forecasting power of this tool by means of
out-of-sample analyses on two different stock markets, showing that it can outperform
predictions based on past market volatility trends. Moreover we have measured True
and False positive rates to identify an optimal region of the parameters in terms of
forecasting reliability. The advantage of our approach over traditional econometrics
tools, such as multivariate GARCH and stochastic covariance models, is the “top-down”
methodology that treats correlation matrices as the fundamental objects, allowing to
deal with many assets simultaneously; in this way the curse of dimensionality, that
prevents e.g. multivariate GARCH to deal with more than few assets, is avoided.
Aside from the applications, our results shed new light into the dynamic of correla-
tion evolution. Topology of Planar Maximally Filtered Graphs depends on the ranking
of the N(N−1)/2 pairs of cross-correlations; therefore an increase in the rate of change
in PMFGs topology points out a faster change of this ranking. Our result indicates
that such increase is typically followed by a rise in the volatility, whereas decrease
are followed by drops. A possible interpretation of this is related to the dynamics of
risk factors in the market. Indeed higher volatility in the market is associated to the
emergence of a (possibly new) risk factor that makes the whole system more vulnerable;
such transition could be anticipated by a quicker change of the correlation ranking, trig-
gered by the still emerging factor and revealed by the dependence structure persistence.
Such persistence can therefore be a powerful tool for monitoring the emergence of new
risks, valuable for a wide range of applications, from portfolio management to systemic
risk regulation. Moreover this interpretation would open interesting connections with
those approaches to systemic risk that makes use of Principal Component Analysis,
monitoring the emergence of new risk factors by means of spectral methods [197, 198].
From these analyses we find evidence that non-stationarity of correlation is a
fundamental aspect, which has deep interplay with the evolution of risk. In the next
6.6 Summary 175
chapter we investigate the issue of correlation dynamics from a slightly different






In this chapter we measure the degree of non-linearity in the dependence structure
through network filtering. To this, end we apply for the first time the multiplex frame-
work to correlation-based networks. Such a framework allows us to quantify the degree
of dissimilarity among PMFGs constructed from different measures of dependence,
both linear and non-linear. We find evidence of deep differences among these measures,
which indicates a degree of non-linearity in the dependence structure. By using a rolling
time window analysis, we also show how this non-linearity is time dependent. The
implications of these findings for risk management are discussed as well. The results
and analyses presented in this chapter are based on a paper that has been submitted to a
peer-reviewed scientific journal in 2016.
7.1 Introduction
So far we have used only Pearson coefficient as a measure of dependence. The reason
for this choice is due to the great popularity of this measure: in the vast majority of
applications it is indeed the only measure of dependence used [110]. However, as we
have discussed in Chapter 2, Pearson is an optimal measure only if the two variables
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of interest are drawn from a multivariate normal distribution. If this is not the case,
non-linearity arises in the relation between the two random variables, and Pearson is no
longer a natural choice.
Some works [49, 50] have indeed demonstrated that non-linearity is a distinctive
feature of financial correlation. There are manifestations of non-linearity which have
been misinterpreted as signatures of non-stationarity [47]. The main limitation of these
studies is however their focus on pairwise relations. To the best of our knowledge, the
literature has overlooked the issue of assessing the degree of non-linearity in terms of
the entire dependence structure and its implication for risk estimation at the market
level.
We here propose an approach based on correlation-based networks to investigate
this issue. There are measures of dependence alternative to Pearson, such as Kendall
[107] and Tail dependence [205], which are able to capture part of non-linearity [110].
Since correlation-based networks can be constructed from any similarity measure, our
strategy consists in comparing the topology of Pearson-based network with those of
networks built from non-linear dependence measures. The degree of difference would
quantify the extent of non-linearity in the dependence structure of financial returns.
Some works have been devoted to study correlation-based networks with measures
of dependence different from Pearson coefficient [71, 72, 206, 207]; however, these
different networks have never been compared systematically so far.
In order to perform systematically such network comparison we make use of mul-
tiplex networks [84, 85, 208], namely a set of tools designed to quantify the interplay
among two or more networks (called layers) defined on the same set of nodes. They
have been growing in popularity in the last decade across a variety of disciplines, as
they allow more refined and complete network analyses than traditional, single-layer
network theory tools [84].
The original contributions of this chapter are the following:
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• We apply for the first time the multiplex analysis to correlation-based networks.
In particular we use the degree of dissimilarity between networks computed from
different dependence measures (Kendall [107], Tail [205] and Partial correlation
[183]) as a proxy for the degree of non-linearity in the dependence structure.
We find that the influence of non-linearity has changed over the last 22 years,
increasing in particular during turbulent market periods.
• We analyse how different dependence measures assess nodes centrality in the
dependence structure, by using appropriate multiplex metrics. We show that
the result is strongly dependent on the dependence measure; moreover, these
differences are time dependent. These results indicate that Pearson coefficient
alone is not sufficient to monitor the evolution of financial dependencies.
This chapter is organized as follows. In Section 7.2 we introduce the concept
of multiplex, we provide a brief summary of the literature and describe the multiplex
metrics we will use in the chapter. In Section 7.3 we introduce the non-linear dependence
measures which we have used as layers in the multiplex analysis. In Section 7.4 we
describe the data set which we have used in our analyses. In Section 7.5 we show
the results of the application of multiplex to the data set, as well as discuss their
implications.
7.2 Multiplex: a brief introduction
The idea of analysing multiple layers of interaction was introduced initially in the
context of social networks, within the theory of frame analysis [209]. The importance of
considering multiple types of human interactions has been more recently demonstrated
in different social networks, from terrorist organizations [85] to online communities;
in all these cases, multilayer analyses unveil a rich topological structure [87], outper-
forming single-layer analyses in terms of network modeling and prediction as well
[88, 89, 210]. In particular multilayer community detection in social networks has
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Layer 1
Layer 2
Fig. 7.1 Schematic representation of a two-layers multiplex.
been shown to be more effective than single-layer approaches [211]; similar results
have been reported for community detection on the World Wide Web [90, 91] and
citation networks [92]. In the context of electrical power grids, multilayer analysis
has provided important insight into the role of synchronisation in triggering cascading
failures [212, 213]. Similarly, the analyses on transport networks have highlighted the
importance of a multilayer approach to optimise the system against nodes failures, such
as flights cancellation [214].
In the context of Economic networks, multiplex analyses have been applied to
analyse the World Trade Web [215], where the commodity-specific trade network is
compared to the aggregate trade network. Moreover, they have been extensively used
in the context of systemic risk, where graphs are used to model interbank and credit
networks [216, 93–95]. In [93] it has been shown that focusing on a single layer
underestimates the total systemic risk of the Mexican banking system by up to 90%.
Moreover, a non-linear effect makes the total systemic risk higher than the sum of
systemic risks across layers [93]. A similar behaviour is observed in an agent-based
model presented in [94], where it is also introduced a novel “systemic importance”
measure based on multi-layer networks. In [95] this non-linear effect is analysed as a
function of the interaction strength among layers, revealing the existence of a critical
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strength above which the use of multiplex is crucial for risk estimation. Despite this
interest in Economics, to the best of our knowledge multiplexes have never been applied
to correlation-based networks. With this chapter we aim to bridge this gap.
Let us here introduce formally some notation on multiplex [85]. A multiplex is a set
of networks defined on a common set of nodes [84], as shown in Fig. 7.1 for a simple
case of four nodes and two layers. Although most of the metrics we will use can be
easily generalised to the weighted case, we will focus on unweighted networks.
Formally, let us define a M-dimensional array of adjacency matrices:
A = {a[1],a[2], . . . ,a[M]} , (7.1)
where a[α]i j indicates the presence (a
[α]
i j = 1) or absence (a
[α]
i j = 0) of links between nodes
i and j on α-th network. This array is called multiplex and is denoted by symbolM .
Furthermore, we denote by K[α] = 12 ∑i j a
[α]
i j the number of edges on layer α , and by




the number of pairs of nodes which are connected by
one edge on at least one layer. Notice that since the network at each layer is a PMFG,
then we necessarily have K[α] = 3(N−2) for every α as discussed in Chapter 3.
To have a first, global measure of similarity among the different layers the mean
edge overlap has been proposed [85], which is defined as the average number of layers
on which an edge between two randomly chosen nodes i and j exists:
⟨O⟩= 1
2K∑i, j∑α
a[α]i j . (7.2)
The mean edge overlap is a measure of how similar the multiplex layers are; indeed,
⟨O⟩= 1 only when all the M layers are identical, i.e. A[α] ≡ A[β ] ∀ α,β = 1, . . . ,M,
while ⟨O⟩= 0 if no edge is present in more than one layer at the same time.
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A quantity related to the overlapping degree is the fraction of edges of layer α which










U [α] is close to zero only when almost all the edges of layer α are also present on at
least one of the other M−1 layers. In this sense, it quantifies the peculiarity of layer α
with respect to the other layers in the multiplex.
⟨O⟩ and U [α] quantify the amount of links shared among the layers. If we want to
obtain information regarding the degree variability across layers (i.e. to what extent the
layers agree on the importance of nodes, as measured by the degree defined in Chapter
3), different measures are needed. When it comes to only two layers, a simple approach
is to measure the Pearson coefficient between the degree distributions of the two layers
[85]:
ρdegα1α2 ≡ ρ({kα1i },{kα2i }) , (7.4)
where {kα1i } and {kα2i } are the degree sequences respectively on layer α1 and α2 [85].
The limit of this approach is that it is intrinsically pairwise; moreover it does not provide
information at the node level. To overcome this limitation, two measures have been
















The overlapping degree is just the total number of edges incident on node i at any layer,
whereas the multiplex participation coefficient quantifies the dispersion across the layers
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of the edges incident on node i. In fact, Pi = 0 if the edges of i are concentrated on
exactly one of the M layers, while Pi = 1 if the edges of i are uniformly distributed
across the M layers, i.e. when k[α]i =
oi
M ∀ α (in which case i is a truly multiplex node,
as its topological role is somehow consistent across the layers). The scatter plot of oi
and Pi for a given multiplex is called multiplex cartography and has been used as a
synthetic graphical representation of the overall heterogeneity of node roles observed in
a multiplex.
We can explore deeper single nodes’ role across the layers by means of the concept
of multilink and multidegree. Let us define the vector m⃗= (m1,m2, ...,mM), where each
mα can take only two values {1,0}. We say that a pair of nodes i, j has a multilink m⃗ if
they are connected only on those layers α for which mα = 1 in m⃗ [84]. The information
on the M adjacency matrices aαi j can then be aggregated in the multiadjacency matrix
Am⃗i j: A
m⃗





[aαi jmα +(1−aαi j)(1−mα)] . (7.7)
From the multiadjacency matrix we can define the multidegree m⃗ of a node i, as the
number of multilinks m⃗ connecting i:
km⃗i =∑
j
Am⃗i j . (7.8)
This measure allows us to calculate e.g. how many edges node i has on layers 1 and
3 only (km⃗i choosing m1 = 1, mα = 0 ∀ α ̸= 1,3), integrating the global information
provided by U [α].
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7.3 Beyond Pearson coefficient: non-linear measures of
dependence
We here introduce and discuss different measures of dependence which we will analyse
within the multiplex set-up, along with the Pearson coefficient.
7.3.1 Spearman and Kendall correlation
To overcome the flaws of Pearson coefficient with non-linear dependences two alter-
native measures can be used, Spearman [108] and Kendall correlations [107]. They
are called ordinal correlations, as they look at the ranking of the observations rather
than the values: this feature allows them to capture any monotonic dependence, unlike
Pearson that can detect only linear relations. Another advantage is that Spearman and
Kendall correlations are both non-parametric, that is they can be used without making
any assumption on the variables distribution.
Spearman correlation ρS(i, j) is defined as the Pearson coefficient calculated on
the ranking of the observations, rather than on the observations [108]. Let us assume
we have a set of T observations for log-returns of two stocks, ri(t) and r j(t), with
t = 1, ...,T . Defining Rri(t) and Rr j(t) as the rankings of observations ri(t) and r j(t), and
dt = Rri(t)−Rr j(t), Spearman correlation can be written as [110]:
ρS(i, j) = 1− 6∑t d
2
t
T (T 2−1) , (7.9)
where T is the total number of observations.
Kendall correlation is defined as follows [107]:




[12T (T −1)−ni][12T (T −1)−n j]
, (7.10)
where now dits ≡ sgn(Rri(t)− Rri(s)), and ni is the number of tied pairs (i.e. cases
where dits = 0). The numerator counts the number of concordant pairs (i.e. pairs of
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observations such that dits and d
j
ts have equal signs) minus the number of discordant
pairs; the denominator is a normalization factor that takes into account possible tied pairs
[103]. A weighted version of Kendall correlation has been proposed [217], similarly to




















If ri(t) and r j(t) are drawn from a multivariate normal distribution, it can be shown




arcsin(ρi j) . (7.13)
Hence in the multivariate normal case τ(i, j) and ρi j carry the same information on
the dependence between the two random variables. In particular, since the relation in Eq.
7.13 is an increasing function, the topology structure obtained from correlation-based
networks such as MST or PMFG would not change by using Kendall instead of Pearson,
since such structure depends ultimately on the ranking of pairwise dependences [64].
This result holds not only for multivariate normal distributions, but it is true for the
broader class of elliptical distributions [218]. Therefore, any difference between the
topology of Pearson-based and Kendall-based correlation-based networks would be an
indication of non-linearity in the dependence structure.
7.3.2 Tail-dependence
Despite their advantages, Kendall and Spearman coefficients tend to underestimate
risk because are less sensitive to outliers than Pearson [110]. It is possible to define a
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dependence measure that describes co-movements only in the tails of the multivariate
distribution. This tail dependence is of great interest for applications, as large deviations
from the mean are the main focus in Risk Management: if two assets tend to correlate
in the tails differently from how they behave closer to the mean, then this difference
must be quantified and be taken into account [112].
Following the notation of [205], let us call G and H the marginal cumulative
distributions of returns ri and r j. The upper-tail dependence between ri and r j is
defined as the probability of one variable taking a value very far in the upper tail region,
conditional to the other one taking a value very far in the upper tail region as well;
formally, this is expressed as follows:
λU(i, j) = lim
u→1−
P(ri > G−1(u)|r j > H−1(u)) . (7.14)
Similarly, the lower-tail dependence is defined as:
λL(i, j) = lim
u→0+
P(ri < G−1(u)|r j < H−1(u)) . (7.15)
It can be shown that multivariate normal distributions are upper and lower tail-
independent, that is λU(i, j) = λL(i, j) = 0 [49]. In this sense, measures of tail-
dependence are again measures of non-linearity in the empirical multivariate distribution.
Other examples of tail-independent distributions are multivariate hyperbolic and logistic
distributions, whereas multivariate t-student and α-stable distributions are upper and
lower tail-dependent. It has been shown that empirical equity returns are compatible
with upper tail-independence, but display a strong lower tail-dependence [49]. This
means that when control of risk is most needed (during periods of negative returns)
the dependence structure is maximally distant from the picture provided by Pearson
coefficient [113].
It is possible to estimate tail-dependence by means of non-parametric estimators as
follows [219]:
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where p1 and p2 are two parameters representing the percentiles above (below) which
an observation is considered upper (lower) tail. These estimators converge to the
corresponding tail-dependences in Eq. 7.14-7.15 in the limit p1,2 → 1− for λˆU and
p1,2 → 0+ for λˆL. In practice the optimal choice of p1,2 should be a trade-off between
such convergence and the availability of data in the tails.
7.3.3 Partial correlation
Significant dependence between two random variables does not imply a causal relation
between them; rather, it can be due to the presence of a third, common factor that
influences both variables. Partial correlation [183] can be used to distinguish between
direct and indirect relationships. It is a measure of dependence that quantifies to what
extent ri and r j are dependent, after taking into account (and subtracting) the influence
of a third variable rk. Specifically, the Partial correlation between assets ri and r j based
on rk, ρi j|k , is the Pearson correlation between the residuals of ri and r j obtained after






This measure represents the amount of correlation between ri and r j that is left once
the influence of rk is subtracted.
If the aim is to quantify the influence of rk on ri and r j, ρi, j|k is actually not a good
measure: a low value of ρi, j|k could be due to either a strong influence of rk or to a weak
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relation between ri,r j, regardless of rk. For this reason in [71] the authors suggest to
describe the relation among ri, r j and rk by defining the correlation influence of rk on
the pair ri,r j as:
d(i, j|k) = ρi j−ρi j|k (7.19)
In this way d(i, j|k) is large when a significant fraction of correlation between ri
and r j is due to the influence of rk. It is possible to translate this measure into a direct
measure of influence between ri and rk - called “average correlation influence” - by
averaging it over a set of variables r j [71]:
d(i|k) = ⟨d(i, j|k)⟩ j ̸=i,k (7.20)
7.4 Data set: non-continuously traded stocks
For the multiplex analysis we have used a data set consisting of daily prices of Ntot =
1004 US stocks, traded in the period between 03/01/1993 and 26/02/2015. Each stock
in the dataset has been included in S&P500 at least once in the period considered, hence
they provide a representative picture of the US stock market over 22 years, covering all
the 10 industries listed in the Industry Classification Benchmark ICB [192].
It is important to note that most of stocks in this set are not traded over the entire
period. In the analyses we have discussed in the previous chapters we had selected only
those stocks which were continuously traded over the analysed period: this constraint
was necessary because the network analyses required a fixed set of nodes in time.
However this condition is no longer necessary in the multiplex analysis, as we only need
the set of nodes to be fixed across layers at the same time window. The advantage of
this new data set is that the set of stocks is more representative of the market, avoiding
any “survival bias”.
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The dynamic analysis has been performed by using the rolling time window set-up
described in Chapter 2. Time windows length has been chosen equal to θ = 1000
trading days (about 4 years), with a shift of dT = 23 trading days (one month), adding
up to 200 time windows. On each window 4 dependence matrices N×N have been
calculated, corresponding to Pearson, Kendall, Tail and Partial correlation (see Section
7.5). Since the number of active stocks changes with time, dependence matrices at
different times have different number of stocks, as shown in Fig. 7.2. In the figure is also
shown the ICB industry composition of this data set in each time window, confirming
that we have a representative sample of all market throughout the period. We have
verified that the results we are discussing in the following are robust against change of


























































Fig. 7.2 Number of stocks that are continuously traded in each time window
together with their partition in terms of ICB industries.
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7.5 Multiplex on correlation-based networks
In this section we apply the multiplex tool to the data set we have introduced in Section
7.4. For each time window we construct a multiplex composed of 4 layers; each layer
is a PMFG built from a different dependence measure. As discussed, we focus on the
following measures:
1. Layer 1: Pearson correlation ρi j, computed from the weighted estimator in Eq.
2.19 in Chapter 2;
2. Layer 2: Kendall’s tau τ(i, j), computed from the weighted estimator in Eq.
7.11;
3. Layer 3: Empirical lower tail copula λU(i, j), computed from estimator in
Eq. 7.17. We focus on the lower tail as it is of interest for risk management
applications; moreover, as we discussed, evidences of non-linearity have been
found mostly on the lower tails [49]. As for the values of parameters p1,2 in Eq.
7.17 defining the lower tail threshold, we have chosen p1 = p2 = 0.1 (i.e. we
consider tail every observation below the 10th percentile), as a trade-off between
the need of statistic and the interest in extreme events.
4. Layer 4: Average correlation influence d(i| j), computed from Eq. 7.20. It is
worth noting that, unlike the other layers, d(i| j) provides a direct relation between
assets (as in general d(i| j) ̸= d( j|i)). This requires an adaptation of the PMFG
algorithm that is able to deal with asymmetric relations: we have followed the
approach suggested in [71], that rules out double links between nodes. In the rest
of the paper we refer to this layer as “Partial layer”, even though strictly speaking
we are analysing the Correlation influence based on Partial correlation.
We do not consider a layer of Spearman correlation, as we found it provides very
similar results to Kendall in terms of the metrics which we will introduce in this section.
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7.5.1 A global look at non-linearity: edge overlap
To have a first, global measure of similarity among the different layers we have measured
the mean edge overlap defined in Eq. 7.2. At each time window we have calculated
⟨O⟩. This calculation has been performed both on the whole 4 layers multiplex and on
pairwise multiplexes (i.e. those multiplexes obtained by considering only one pair of
layers at a time, totalling 6·52! = 6 multiplexes). We will refer to the latters with ⟨O⟩α1α2 ,
where α1,2 identifies the pair of layers.
In Fig. 7.3 the results are shown. On each graph we have added vertical lines to
highlight the main financial crises since 1997. The 4 layers mean edge overlap ⟨O⟩
displays a quite dynamic pattern: in particular a steep rise starts at the end of 2000
reaching its peak in 2002, just before the same year market downturn that marks a
first, sensitive decrease. Pre-2000 values are not reached until 2005 though, when
a steep decline leads in 2007 the mean edge overlap to the lowest value since 1998.
Interestingly this decline coincides with the second phase of the housing bubble, and
terminates in the middle of 2007, when the credit crunch starts to spread globally. A
second, even steeper drop occurs with the Lehman Brothers default. After it the measure
appears more stable and weakly increasing, especially at the end of 2014. A part from
the aforementioned 2002 and 2007-08 crises, only the Russian crisis in 1998 seems to
trigger a sensitive variation.
The pairwise analyses give an insight into the contribution of each pair of layers to
the global picture described above. Evolutions of ⟨O⟩α1α2 for Pearson-Kendall, Pearson-
Tail, Kendall-Tail and Tail-Partial look qualitatevily pretty similar to each other and to
the 4 layers graph. This means that the main movements in the latter signal are due to
changes in the contribution of both non-linearity (Pearson-Kendall pair) and extreme
events (pairs with Tail layer). However, while the pairs including Tail appear smoother,
the Pearson-Kendall graph displays a much higher sensitivity to financial crises (even to
the 1997 Asian crisis, not evident in the 4 layers case). This implies that non-linearity
becomes more and more important during financially turbulent periods. Finally, pairs
192 Multiplex on correlation-based networks














































































Mean pairwise edge overlap













Fig. 7.3 Mean edge overlap evolution in time. Upper graph: mean edge overlap
⟨O⟩ for the whole (4 layers) multiplex, calculated at each time window. Vertical lines
highlight the main financial crises since 1997. Bottom: Mean edge overlap ⟨O⟩α1α2
calculated on multiplex made of two layers α1 and α2.
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Fig. 7.4 Fraction of edges that exist only on one layer: evolution in time. For each
layer α , the number of edges that exist only on that layer has been calculated (Uα )
and then normalized by the total number of edges in each layer (Nedges). The resulting
quantity is shown in the graph at each time window.
Pearson-Partial and Kendall-Partial reveal trends remarkably different from the others.
In particular two major drops appear in 2000 and 2006, with no evident connection to
crises or important events. Yet they display a strong sensitivity to financial crises as
well, in particular to the Russian crisis, Lehman Brothers default and Euro debt crisis
(the latter being observed only in the Pearson-Partial edge overlap).
To complete the picture provided by the edge overlap, we have analysed the quantity
U [α] described in Eq. 7.3. In Fig. 7.4 we show Uα for each layer. As expected, Pearson
and Kendall have the lowest values of Uα , since they are quite similar to each other
and therefore share many edges. The trends of Uα in each layer are consistent with
what observed previously on the edge overlap: Pearson, Kendall and Tail evolutions are
strongly correlated, resulting in similar patterns of pairwise edge overlap in Fig. 7.3,
whereas Partial Uα values fluctuate more independently. Nonetheless in the last three
years the Partial layer seem to correlate more and more, especially with the Tail layer.
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7.5.2 A multiplex cartography of network filtering
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Fig. 7.5 Comparison among degree evolution on different layers. The average
degree within each industry I on layer α , kαI , is shown for layer Pearson in a), for layer
Kendall in b), for layer Tail in c) and layer Partial in d) (respectively, α = 1,2,3,4), at
each time window. In e) we show at each time window the average overlapping degree
within each industry I, oI . Finally in f) the average partecipation coefficient within each
industry I, pI , is shown for each time window.
Edge overlap and multidegree focus on the amount of information shared by layers
in terms of common edges. Overlapping degree and partecipation coefficient, defined in
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Eqs. 7.5 and 7.6, measure instead to what extent different layers agree on the centrality
of each node, in terms of number of connections. In this section we focus on this aspect.
We have first calculated the degree evolution for each layer α separately, averaged
over each ICB industry: kαI = ⟨kαi ⟩i∈I , where kαi is the degree of node i on layer α . In
Fig. 7.5 a)-d) we show kαI at each time window for α = 1,2,3,4 respectively. All layers
assign to Financials the highest average degree, that has reached its peak in the late 90s
before the Dot-com bubble and during the 2007-08 crisis. After that the average degree
of Financials has dropped sensitively, but has started to recover in 2014. A part from
these similarities, the picture is quite heterogeneous among layers. In Pearson layer,
Basic Materials arises as second most central industry throughout most of the period,
whereas Industrials and Oil & Gas acquired more connections in the post-crisis period
in 2009. In Kendall layer the degree of all industries appears much attenuated, revealing
a more homogeneous distribution of edges among nodes. Interestingly, Tail layer seems
more similar to Pearson in this respect. Finally, Partial layer shows the highest level
of concentration of links in Finance (consistently to what found in [71]) and, after the
2007-08 crisis, in Basic Materials.
The overlapping degree aggregates this information in a single quantity: we have
calculated for each industry I the average overlapping degree, defined as follows:
oI ≡ ⟨oi⟩i∈I , (7.21)
where oi is the overlapping degree of node i. The dynamic result is shown in Fig. 7.5
e). As we can see oI is able to highlight the preminence of Financials, Basic Materials,
Oil & Gas and Industrials across the layers, providing at the same time a clearer and
cleaner picture of degrees evolution. In particular four phases appear, clearly distinct
from each others: the first, in which Financials is the only preminent industry, ends at
the beginning of 2000; the second one lasts until the 2007-08 crisis and is characterized
by the emergence of Basic Materials as second central industry; the third phase starts in
2009 and sees Financials loosing its preminence, in favour of Industrials, Oil & Gas
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and Basic Materials (that becomes the most central); finally in 2014 a new equilibrium
began, with Financials gaining again centrality followed by Industrials.
Finally, the partecipation coefficient completes the overlapping degree information,
measuring the level of degree homogeneity among layers. Again, we have calculated an
average within each ICB industry I, in formula:
pI ≡ ⟨pi⟩i∈I , (7.22)
where pi is the partecipation coefficient of node i. Interestingly, as one can see from Fig.
7.5 f), pI reveals that the main drops of homogeneity occur in Financials, Basic Materials,
Industrials and Oil & Gas in correspondence to their main increase in overlapping degree.
This fact indicates that increases in multiplex centrality (as measured by the overlapping
degree) are mostly due to edges concentration on only a subset of layers (possibly one),
consistently to what observed in the multidegree analysis.
These observations are further supported by Figs. 7.6 and 7.7, where for each
industry I we have plotted the average partecipation coefficient pI (x-axis) against the
average overlapping degree oI (y-axis). Each circle represents a different time window.
Variations in circles size and colour mark different time windows. We can see how
the two quantities appear anticorrelated (especially in Consumer Goods, Consumer
Services, Industrials, Oil & Gas and Utilities) or at most uncorrelated. This again is a
strong indication of the importance of monitoring all layers together, as an increase in
the structural role of an industry (as measured by the overlapping degree) is tipically due
to only a subset of layers (as indicated by the corresponding decrease of partecipation
coefficient).
7.5.3 Identifying each contribution: multidegree
We can explore deeper single nodes’ role across the layers by means of the concept of
multidegree km⃗i , defined in Eq. 7.8. We have computed multidegree for each node i
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Fig. 7.6 Industries evolution in the overlapping degree/partecipation coefficient
plane (part 1). Fixed an industry I, we have plotted for each time window a circle
whose y coordinate is the average overlapping degree oI and whose x coordinate is the
average partecipation coefficient pI . Points at different times are characterized with
different sizes (small to large) and colours (legend on the right). In a), b), c), d), e) and
f) we show the results respectively for Basic Materials, Consumer Goods, Consumer
Services, Financials, Health Care and Industrials.
at each time window. Since we are interested in the node contribution on each layer
in terms of degree, we have normalised each node multidegree by the corresponding
node overlapping degree oi. The resulting km⃗i /oi is the fraction of multiplex edges of
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Fig. 7.7 Industries evolution in the overlapping degree/partecipation coefficient
plane (part 2). Fixed an industry I, we have plotted for each time window a circle
whose y coordinate is the average overlapping degree oI and whose x coordinate is the
average partecipation coefficient pI . Points at different times are characterized with
different sizes (small to large) and colours (legend on the right). In a), b), c) and d)
we show the results respectively for Oil & Gas, Technology, Telecommunications and
Utilities.
node i that exist only on the subset of layers specified by m⃗ = (m1,m2,m3,m4). Finally
we have averaged such quantity over all nodes belonging to the same ICB industry
I: κ m⃗I ≡ ⟨km⃗i /oi⟩i∈I . We will refer to this quantity as the normalised multidegree of
industry I.
In Fig. 7.8 this quantity is shown in time, for different choiches of vector (m⃗). We
focus, among the 24 = 16 possible multidegrees, on those that correspond to the number
of edges that each node i has only on layer Pearson (k(0,0,0,1)i ), Kendall (k
(0,0,1,0)
i ), Tail
(k(0,1,0,0)i ), Partial (k
(1,0,0,0)
i ), and on at least one among Kendall, Tail and Partial, but
not on Pearson (∑m1,m2,m3=0,1 k
(m1,m2,m3,0)
i ). As one can see there is high heterogeneity:
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Fig. 7.8 Normalised multidegree for each ICB industry I, κ m⃗I , at different times.
To obtain normalised multidegree the multidegree km⃗i of each node i is first normalised
by its overlapping degree oi and then averaged over all nodes belonging to the industry
I (see text for further details). a) κ(0,0,0,1)I , corresponding to edges existing only on
Pearson layer; b) κ(0,0,1,0)I , corresponding to edges existing only on Kendall layer; c)
κ(0,1,0,0)I , corresponding to edges existing only on Tail layer; d) κ
(1,0,0,0)
I , corresponding
to edges existing only on Partial layer; e) ∑m1,m2,m3=0,1κ
(m1,m2,m3,0)
I , corresponding to
edges existing on at least one layer among Kendall, Tail and Partial, but not on Pearson.
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there are some industries - such as Oil & Gas, Utilities and Basic Materials - that have
relatively low values of normalised multidegree, pointing out a strong agreement among
the different layers in assessing their significant connections in the market; and others -
Industrials, Finance, Technology, Telecommunications and Consumer Services - whose
edges tend to concentrate on one or a subset of layers. In particular it is worth noting
that, in the years preceeding the Dot-com bubble and 2002 downturn, there was a higher
concentration of Finance, Industrials and Consumer Goods edges on Kendall layer only,
whereas in the post 2007-08 crisis a sudden increase of edges existing only on Tail
occured for Consumer Goods, Consumer Services and Health Care. These observations
indicate the importance of using more than one measure of dependence to describe
completely the market structure.
From this perspective it is worth discussing the normalised multidegree correspond-
ing to the union of Kendall, Tail and Partial without Pearson in Fig. 7.8: this picture
gives information on those connections in the market that are detected by all layers but
Pearson. As one can see, until 2002 a Pearson analysis would have missed from 40% up
to 60% of edges in industries such as Basic Materials, Financial, Consumer Goods and
Industrials. After 2002 these percentages tend to decrease until the 2007-08 crisis, when
high concentrations missed by Pearson can be observed especially in Consumer and
Health Care industries. The period following the 2007-08 crisis is also characterized
by a sensitive and unprecedented rise of normalised multidegree from Technology and
Telecommunications, whose importance in the market dependence structure has been
therefore underestimated by Pearson over the last ten years.
7.5.4 Interlayer degree-degree correlation: a comparison of assets
centrality ranking
In order to analyse further the heterogeneity of degree, we have calculated the interlayer
degree-degree correlation that allows us to compare pairs of layers separately. Namely,
for each pair of layers and each time window we have calculated the quantity ρdegα1α2
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Fig. 7.9 Interlayer correlation for each pair of layers, at different time windows.
The graphs show the interlayer degree-degree correlation ρdegα1α2 between Pearson and
Kendall in a), Pearson and Tail in b), Pearson and Partial in c), Kendall and Tail in d),
Kendall and Partial in e) and Tail and Partial in f).
described in Eq. 7.4. The graphs we have obtained are in Fig. 7.9. The curves ρdegα1α2
for each pair are only weakly correlated with the corresponding edge overlaps ⟨O⟩α1α2
in Fig. 7.3. This is not surprising, as they are carrying a different and complementary
information, namely the similarity between the rankings of degrees in the two layers.
The main change in the interlayer correlation is due to the 2007-08 crisis, that triggers
a drop of degree correlation. Pre-crisis levels are reached again only after 2012. It is
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worth noticing that the correlation between Pearson and Kendall starts decreasing in
2006 and hits a minimum few months before the 2007 turbulent period: this pre-crisis
trend was evident in the edge overlap as well (Fig. 7.3). As in the edge overlap analysis,
the pairs Pearson-Partial and Kendall-Partial display features very different from the
others, with quite a volatile evolution that does not seem to be connected to the main
events affecting the financial market.
7.6 Summary
In this chapter we have exploited the versatility of multiplex metrics to investigate the
degree of non-linearity in the global dependence structure of equity returns. To this
aim, we have constructed four different layers of PMFG by using as many dependence
measures, and analysed similarities and differences among their topologies in a rolling
time window setting.
According to the mean edge overlap between the first three layers, the importance
of non-linearity and tails on market dependence structure has dropped significantly in
the first half of 2000s. Then it has risen steeply between 2005 and the 2007-08 crisis,
and ever since is slowly diminishing. The analysis of mean edge overlap with the fourth
layer reveals instead that the role of partial correlation in the dependence structure
became increasingly important in 2000, 2006, 2012 and 2014. Overall, financial crises
triggered remarkable drops in the edge overlap, widening therefore the differences
among the measures of dependence just when evaluation of risk becomes of the highest
importance.
The multidegree analysis reveals that different industries exhibit different levels and
patterns of edge overlap in time. In particular, Financials, Industrials and Consumer
Goods show an increasing number of connections only on Kendall layer in the late
90s/early 2000, at the edge of the Dot-Com bubble; overall these industries tend to have
many edges on layers Kendall, Tail and Partial that Pearson does not contain, especially
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after the 2007-08 crisis: this fact points out further the importance of not relying only
on Pearson estimator for dependence analysis.
Significant changes in assets degree centrality tend to occur on one layer (or a subset
of layers) only, without sensitive correlation among different measures of dependence:
this is revealed by the analyses on overlapping degree and partecipation coefficient.
Nonetheless, the extent to which different layers agree on ranking assets centrality
is a highly dynamic quantity, that the interlayer degree-degree correlation reveals
to have dropped dramatically after the 2007-08 financial crisis. Assets centrality
in a dependence network is an important feature for portfolio optimization and risk
management [80, 81, 78]: our findings highlight the importance of monitoring these




In this thesis we have studied the complexity underlying the dependence structure
of financial time series. We have relied on the network filtering techniques to tackle
problems such as non-stationarity and non-linearity of financial correlation. We have
mainly unveiled novel empirical properties that had never been detected before, and
proposed a method to take advantage of them for forecasting market volatility.
Specifically, we have applied the DBHT method to financial data for the first
time in Chapter 4, where we have compared its performance in terms of economic
information and stability with four other clustering methods. We have found that such
features depend heavily on the underlying algorithm of each method, suggesting that the
application of clustering to asset allocation should take into account such differences.
We have then focused on the temporal evolution of dependence. The dynamical analysis
of DBHT clustering has shown that the market mode factor has become more influential
over the last 15 years, revealing a pattern which was not observed without clustering.
This trend began well before the financial crisis and seems to have a much longer time
horizon. In Chapter 5, we have demonstrated how the financial crisis can be viewed as
a phase transition between two structurally different dependence structures. Notably, in
the post-crisis phase the industrial classification is less relevant for risk diversification.
Moreover, we have reported for the first time evidence of long-term memory in the
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evolution of correlation-based networks, which opens interesting scenarios for the
modelling of dependence structure evolution. An explicit connection between filtered
networks dynamics and market risk is then unveiled in Chapter 6, where we have
reported a relation between rate of change in the dependence structure and variations of
market volatility. We have proposed to use these empirical facts to predict future changes
in volatility. Such a forecasting tool outperforms methods based on past volatility only.
Besides, it overcomes the curse of dimensionality, which limits the applicability of
many traditional econometrics techniques, therefore making it valuable for systemic risk
and early-warning analyses. Finally, in Chapter 7 we have relied on network filtering to
investigate non-linear dependencies among asset returns from a global perspective. To
this end, we have combined for the first time the multiplex framework with network
filtering. Through this approach, we have revealed that networks built from Pearson,
Kendall, Tail and Partial correlation display deep differences, which also change in time.
Hence, the influence of non-linearity on the dependence structure is changeable, making
the use of Pearson coefficient alone not reliable for portfolio optimisation and risk
management, especially during financial crises. In particular, different industrial sectors
display different patterns and degrees of non-linearity. To the best of our knowledge
this is the first analysis investigating the issue of non-linear dependence from a market
level perspective.
To summarise, main results were the following:
• We have applied, for the first time, the DBHT method to financial data, highlight-
ing its advantages over the other hierarchical clustering techniques.
• We have quantified and compared the economic information extracted from five
clustering methods, revealing how they yield quite different performances and
stability. We have discussed the implication of these differences for applications
to portfolio optimisation.
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• We have studied the dynamical evolution of the DBHT clustering tracking single
clusters, the whole community partition and the correlation-based network. Fol-
lowing this method, we have found strong evidence of non-stationarity during the
financial crisis, as well as a phase transition which made the post-crisis period
structurally different from the pre-crisis one.
• We have proposed a new method which uses network filtering to predict future
changes in market volatility. This new tool overcomes the limits of traditional
econometric techniques when it comes to dealing with hundreds of assets.
• We have applied for the first time multiplex metrics to correlation-based networks,
tackling the problem of non-linearity from a global perspective. This original
approach has revealed that non-linearity affects the global dependence structure
in a deep and changeable way, which also depends on the industrial sector. In
particular rankings of assets centrality are strongly dependent on the dependence
measure which is used.
The analyses carried out in this thesis are very promising in opening new questions
and research ideas. Non-stationarity and non-linearity are two challenging aspects of
financial correlation which still need to be satisfactorily addressed and incorporated
in Risk Management and Portfolio Optimisation. In this respect, the use of network
filtering that we have proposed in this thesis may well contribute to make traditional
techniques better at dealing with changing market scenarios, when the traditional
assumptions of stationarity and linearity fail. The results we have presented suggest
different ways this contribution can be achieved. We have shown that cluster tracking
reveals the build-up of a financial cluster in the months preceding the financial crisis;
further research should be carried out to translate such patterns in reliable early-warning
signals. Generally, understanding how to monitor the stability of the clustering structure
would provide an intuitive and powerful tool for detecting the emergence of new risk
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factors. From the methodological point of view, valuable insights might come from the
research strand on anomaly detection problems [220].
From a more theoretical perspective, our findings on long-term memory in the
correlation-based networks evolution are promising as well. The existence of patterns
in the dynamics of networks topology indicates that further effort should be made to
model such evolution, similarly to what has been done in other areas of Network Theory
[221]. Understanding and anticipating correlation-based network changes could prove
to be crucial for predicting structural shift in the underlying dependence structure.
Another interesting finding of this thesis is the aforementioned increase of the market
mode influence over the last 15 years, as demonstrated by the dynamical comparison
between detrended and non-detrended DBHT clusterings. Interestingly this pattern
is visible only through the clustering analysis, since no steady trend is visible from
the evolution of the average correlation. The average correlation is to a very good
approximation equal to the first principal component of the market, as defined in the
Principal Component Analysis [33]; therefore this result suggests that there are patterns
in the dependence evolution which cannot be revealed by using spectral methods. In this
sense, a deeper integration of clustering and network filtering into factor models would
be advantageous, so that they can be effectively exploited in all their applications (from
Pricing to Asset allocation) where PCA is currently the most popular dimensionality
reduction technique for choosing the factors. A promising result in this direction is
presented in [222], where the authors show how to construct a statistically robust factor
model from Linkage dendrograms. Extensions of this model to take into account the
dynamical aspects of clustering discussed in this thesis would be of great interest.
As far as the prediction of volatility is concerned, our findings represent a first step
towards the use of network filtering in Econometrics. The performance and flexibility
of our forecasting tool should be checked across different asset classes, from currencies
to fixed-income assets. A further step could be the application to large portfolios
made of mixed asset classes, taking advantage of the scalability offered by the recently
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introduced TMFG filtering [181]. Since our tool is suitable for portfolios made of several
assets whereas multiGARCH models cope with few assets, the two approaches are
complementary and it would be interesting to combine them to achieve more accuracy
in the forecasting. The empirical relation between dependence structure persistence
and volatility, which we have reported and exploited for the forecasting tool, is worth
investigating further. We have interpreted such relation in terms of dynamics of risk
factors in the market. Further analyses should be devoted to confirm this interpretation
and understand its implication for the application of network filtering to factor models.
The multiplex analysis we have presented represents a first step towards a proper
research strand on correlation-based multiplex networks. Given the diversity of depen-
dence measures that are available, multiplex network filtering is the natural prosecution
of the research carried out over the last 15 years on single-layer correlation-based
networks. The analysis we have presented here could be performed by using other
dependence measures, such as those based on information theory [223, 206, 207], as
well as applying different multiplex metrics. The implications for the applications are
likewise intriguing. We have shown how multiplex metrics can quantify the degree of
non-linearity in the dependence structure; one should investigate how to translate these
measures into information valuable for portfolio optimisation techniques. A possible
approach could be using multiplex metrics as indicators that signal which dependence




The general idea at the basis of the DBHT method [66, 83] is to exploit the topological
structure of PMFG graphs to construct a hierarchical clustering over the set of nodes.
The PMFG is assumed to be a weighted graph, whose edge-weights represent measures
of similarity among nodes (correlation if the PMFG is computed from correlation
matrix). Moreover a dissimilarity measure is assumed to be associated to each edge as
well.
As a direct consequence of planarity, any cycle (that is a closed path in the graph,
with same starting and ending node) in G must be either separating or non-separating
[224]. A separating cycle is a cycle which makes the graph disconnect into two disjoint
and non-empty graphs if detached [66]. The idea behind the DBHT method is to use
this property to identify a natural hierarchy from the PMFG topology. The simplest
cycle is the 3-clique, which is also the key atomic structure of a PMFG [83]. Let us
denote a separating 3-clique with kp, and the two disconnected subgraphs connected by
kp with Gexp and G
in
p .
The union of kp with either Gexp or G
in
p are still planar. We call these planar subgraphs
“bubbles”. After identifying all separating 3-cliques and corresponding bubbles, we
can draw a diagram where bubbles are vertex connected by edges which represent the
corresponding 3-cliques. It turns out that such diagram is always a tree, called “bubble
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tree” [66]. This tree is the backbone of the DBHT hierarchical structure. Let us call
{bi}i the set of bubbles in the bubble tree, and let bib j the separating 3-clique connecting
bubbles bi and b j. The rest of the algorithm aims to infer a proper hierarchical clustering
from this structure [66]:
1. Identifying converging bubbles: to each separating clique bib j in the bubble
tree can be associated a direction towards either bi or b j, depending on which
bubble the clique is connected to with more strength. The strength is computed
summing weights over all edges connecting bib j with bi and b j [66]:
W i/ jp = ∑
v∈kp,u∈bi/ j
G(u,v) , (A.1)
where G(u,v) is the u,v entry of the PMFG adjacency matrix, equal to the
similarity between nodes u and v. Once a direction is defined for all the separating
3-cliques, we can distinguish between converging bubbles, where the connected
edges are all incoming to the bubble, diverging bubbles, where the connected
edges are all outcoming from the bubble, and passage bubbles, where there are
both incoming and outcoming connected edges. To each converging bubble we
associate a cluster. Nodes which belong to the converging bubble are assigned
to the corresponding cluster. Moreover, nodes which are in bubbles that are
connected by a directed path to a converging bubble bα belong to the cluster α .
We denote the subtree of bubbles connected to a converging bubble α with h⃗α .
2. Defining a discrete clustering: following the previous step some nodes could
be assigned to more than one cluster, ending up with a non-discrete clustering.
Indeed, some nodes might belong to more than one converging bubble. In this
case, we look at the node strength of attachment to each bubble [66]:
χ(v,bα) =
∑v∈V (bα )G(u,v)
3(|V (bα)|−2) , (A.2)
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where |V (bα)| is the number of nodes in the bubble bα and 3(|V (bα)|−2) is the
number of edges in the bubble. We then assign the node to the bubble/cluster
which shows the largest strength. Let us call V 0(α) the set of nodes belonging to
cluster α after this procedure has been performed. Another scenario that leads to
non-discrete clustering is when a node belong to a non-converging bubble which
is connected to more than one converging bubble. In this case we assign the node
to the bubble to which the node is closer in terms of average shortest path distance
[66]:
L¯(v,α) = mean{l(v,u)|u ∈V 0(α)∧V (h⃗α)} , (A.3)
where l(v,u) is the shortest distance between nodes u and v (namely the smallest
sum of dissimilarities D(r,s) over any path between u and v), and V (h⃗α) is the
set of nodes in the subtree h⃗α . Eventually we assign to each node a unique cluster.
We denote with V (α), V (β ) ... the set of nodes in clusters α , β ...
3. Intra-cluster hierarchy: we can build a hierarchy among nodes within each
clusters in two steps. We first construct a hierarchy inside each bubble. This is
achieved by performing a Complete Linkage by using the shortest distance l(u,v)
as distance matrix. Nodes which belong to more than one bubble are assigned
to the bubble which has the highest strength of attachment χ(v,bα). Then we
perform a Complete Linkage among the bubbles in each cluster α , by using the
distance matrix [66]:
dIα(bi,b j) = max{l(u,v)|u ∈Vα(bi)∧ v ∈Vα(bi)} , (A.4)
where Vα(bi/b j) is the set of nodes belonging to bubble bi/b j in cluster α . In
this way we obtain a hierarchical order among nodes inside each cluster.
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4. Inter-cluster hierarchy: finally, a Complete Linkage procedure is performed
among clusters to construct a inter-cluster hierarchy. The distance matrix used is
[66]:
dII(α,β ) = max{l(u,v)|u ∈V (α)∧ v ∈V (β )} . (A.5)
Once this last procedure is carried out, we obtain a hierarchical order among
clusters. The dendrogram structure is therefore complete: starting from the
discrete clustering obtained at step 2, we have a hierarchy both within each cluster
and among different clusters.
Appendix B
Bootstrapping
In statistics, bootstrapping is a tool that relies on repeatedly drawing samples from
a given dataset, in order to perform statistical tests or error estimations [190, 14]. It
belongs to the broader class of resampling techniques [14]. In particular, bootstrapping
uses random sampling with replacement to construct a family of approximated distribu-
tions of the original population. Then the parameter of interested is estimated from each
bootstrapped sample. This collection of estimated parameters can finally be used to
compute both the error and the confidence interval for the parameter. It is often used as
an alternative to parametric statistical test, as it does not require any assumption about
the true distribution.
Let us here describe in more details the bootstrapping procedure [190]. Let us call X
a random variable (or a vector of random variables), with (unknown) distribution F . If
X is a vector, F is a multivariate distribution. We are interested in an estimator T (X) and
in its statistical properties, such as variance or its confidence interval. Given a sample
x = {x1,x2, ...,xn} from F , we can compute the estimator by using this sample, namely
T (x). However, in order to estimate its statistical properties we need information about
F , which is not available. Bootstrapping overcomes this problem by resampling with





a corresponding replica estimator T (x∗). By repeating the resampling B times, we
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obtain B independent bootstrap replicas T (x∗1),T (x∗1), ...,T (x∗B). From these family
















Confidence intervals for the estimator can be constructed as follows [191]. Let us
compute for each replica the quantity δ ∗i = T (x∗i)−T (x). Let us call δ ∗α/2 and δ ∗1−α/2
respectively the α/2 and 1−α/2 percentiles of this population. Then the α confidence
interval for T (X) is [191]:
(
T (x)−δ ∗α/2 ; T (x)−δ ∗1−α/2
)
. (B.2)
If the observations are dependent, this approach is not suitable because resampling
with replacement fails to replicate this dependence. This scenario can occur for example
with autocorrelated time series. Block-bootstrapping [199] overcomes this problem
by resampling blocks of data instead of single observations. Blocks can be either non-
overlapping or overlapping [199]. As for the optimal block length, different approaches
have been proposed which take into account the length of autcorrelation [203, 225].
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