Abstract We present an improvement of the maximum intersection (MAXI) method in which absolute earthquake location is defined by the maximum intersection number of hyperbolic equal differential time (EDT) volumes (one EDT volume being described as all grid nodes satisfying the arrival-time differences between two stations, a tolerance value known as TERR). This 3D technique is well adapted to a strongly heterogeneous environment, avoids the depth versus origin-time trade-off (even using P arrivals alone), and objectively filters possible erroneous arrival times.
Introduction
Earthquake location is an ongoing issue in seismology. This is highlighted by the large number of studies to determine accurate source parameters (i.e., position and origin time), in particular when lateral heterogeneities characterize the medium (Sambridge and Kennett, 1986; Nelson and Vidale, 1990; Moser et al., 1992; Thurber, 1992; Wittlinger et al., 1993; Zhou, 1994; Lomax et al., 2000; Waldhauser and Ellsworth, 2000; Lin and Sanford, 2001; Lomax et al., 2001; Ruzek and Kvasnicka, 2001; Zhang and Thurber, 2003; Bai and Greenhalgh, 2006; Wang and Zhao, 2006; Nicholson et al., 2008) . In this paper, we present recent improvements brought to the maximum intersection (MAXI 1.0) method (Font et al., 2004) that evolves from the master station method (Zhou, 1994) . The MAXI method determines absolute earthquake location, from P arrivals or P and S arrivals, and is well adapted to a strongly heterogeneous 3D velocity model.
The strength of this method comes from the concept of equal differential time (EDT) volume (Zhou, 1994; Font et al., 2004; Lomax, 2005) . An EDT volume is the collection of all spatial nodes that satisfy the arrival-time differences observed at two stations (for a given earthquake), a short time window, also known as the tolerance parameter, TERR. Theoretically, this implies that one EDT volume includes the hypocenter position, and it is independent from the origintime estimate. Therefore, intersecting various EDT volumes allows converging directly toward the hypocenter location, without computing travel-time residues, a starting hypocenter, or an evaluation of the origin time.
Historically, the idea of using arrival-time differences was first introduced in the method of hyperbolas (Milne, 1886) and then in the arrival order method (Anderson, 1981; Sambridge and Kennett, 1986) . The master station method (Zhou, 1994 ) updated a 3D raytracing method (shortest path method of Moser, 1991) . This seismic raytracing, based on graph theory, works well with a 3D heterogeneous velocity model, even with strong lateral variations. A hyperbolic volume represents an EDT volume within a homogeneous 1D velocity model (Fig. 1a,b) , while in a heterogeneous media an EDT volume becomes a deformed hyperbola in space. The master station algorithm consists of a grid search that avoids the matrix inversion. The search procedure is basically similar to those of Nelson and Vidale (1990, QUAKE3D) or Wittlinger et al. (1993, 3DGRIDLOC) . The master station algorithm introduces a 3D finite-difference travel-time algorithm (Vidale, 1990; Podvin and Lecomte, 1991) for earthquake location and uses a discretized velocity grid to store computed travel times (for time-gain) from each node of the model to each seismic station. In this technique, a single set of EDT volumes is constructed with reference to the first station, the master station (Zhou, 1994; Kao et al., 2000) . Thanks to advances in computer technology and expanded disk space, MAXI 1.0 has increased the number of EDT volumes involved in the process (Font et al., 2004) by combining all possible pairs of stations.
In practice, the MAXI 1.0 procedure follows two steps:
(1) It targets the search volume (i.e., construction and intersection of all EDT volumes). During this first step, preliminary determination nodes (PRED), defined as the nodes intersected by the maximum number of EDT volumes, are selected to target the volume in which the hypocenter will be searched (second step). In the algorithm, an acceptance vector accM (M being the total number of raytracing nodes), is incremented each time the travel-time difference at a node, nd, satisfies the observed arrival-time difference observed at two stations a tolerance error value TERR. When combining all station pairs, the maximum value of the incremented accnd defines the maximum number of EDT volume intersections through a PRED node. Starting from PRED positions, the arrival-time t0 and subsequent traveltime residues are computed. Inconsistent arrival times are evaluated based on statistics regarding travel-time residues and removed if detected. The PRED node selection (in case of multiple solutions) is the one associated with the lowest travel-time residual rms (root mean square).
(2) It determines the hypocenter by minimizing the cleaned travel times in the search volume predefined by the PRED solution.
Thanks to arrival-time differences properties of EDT volumes, MAXI 1.0 presents the subsequent advantages:
1. It avoids trade-off between origin time and depth in the determination of the search volume (because the use of EDT volumes allows cancellation of the origin-time estimate). 2. It automatically discards erroneous arrival times (later called outliers) during the preliminary determination procedure. Within MAXI 1.0, erroneous arrivals are detected from travel-times residues and removed.
MAXI 1.0 has been successfully applied to the subduction zone in east Taiwan (Font et al., 2004; Font and Lallemand, 2009 ). Nevertheless, MAXI 1.0 includes some inadequacies that motivate the improvement of the program to fully exploit the benefits of the properties of EDT volumes.
The first inadequacy is the arbitrary choice of the tolerance value TERR that constrains the width of an EDT volume. The choice of TERR is fundamental for the PRED determination procedure. When TERR is too large, EDT volumes are too thick. Consequently, EDT volume intersections define a very broad volume where several nodes are traversed by the same maximum number of EDT volumes. In this setting, MAXI 1.0 selects the PRED node with the smallest rms criterion. The PRED solution is therefore approximated by residual minimization, which considerably deteriorates the efficiency of EDT volume intersections. On the contrary, when EDT volumes are too thin, a small number of EDT volumes intersect at a large number of spatial nodes. The random rms distribution associated with PRED solutions confirms that this alternative is not suitable (Font et al., 2004) . In substance, to converge toward the hypocenter location, TERR needs to be sufficiently large enough for EDT volumes to absorb small picking errors (and/or numerical approximation), grid sampling, and small velocity model discrepancies. On the other hand, TERR needs to be small enough to exclude corrupted EDT volumes associated with erroneous -TER R < (tobs0 -tobs1 ) < +TE RR ver tica l sec tion measurements from the search process. In studies using EDT volume-based methods, appropriate estimation of TERR ranges between 0.5 and 0.8 s (Zhou, 1994; Kao et al., 2000; Font et al., 2004) . However, based on trial-and-error varying TERR, the result does not always converge toward the same nodes. Consequently, hypocenter determination relies on EDT volume thickness value; thus, it is difficult to fix a priori an objective single value to the TERR parameter. The second inadequacy concerns the outlier determination and removal. In MAXI 1.0, outlying phases are detected from residual statistics, defined as statistically large residues based on two criteria: (1) a cut-off value, established from the investigation of residues statistics (i.e., well constrained after processing the whole dataset of earthquakes), and (2) an automatic statistical procedure removing residues that exceeded a range of 2:5 times the computed rms, relatively to the residual average (for each earthquake). In fact, the selection of PRED, based on maximum intersections, already automatically discards erroneous EDT volumes that, by covering neighboring areas, do not disturb the hypocenter search procedure (Fig. 1c,d , light shade, EDT volumes). However, MAXI 1.0 residual statistics used to select erroneous arrival times may show inconsistencies with the criterion of maximum intersections. For instance, MAXI 1.0 could allow a set of EDT volumes (i.e., associated with one arrival time recorded at one station) to accurately intersect one PRED node and yet remove the corresponding phase because it was associated with a high residue. On the contrary, a phase associated with one EDT volume set poorly intersecting the PRED solutions could be maintained because of a small travel-time residue. Those conflicting results lead us to modify the outlier selection routine to be EDT volume-based.
The third inadequacy affects the final solution search procedure. During the second step, the MAXI 1.0 minimization procedure is conducted within an arbitrary volume around the PRED solution. The size of this volume equals the size of two horizontal velocity blocks and six times the size of a vertical velocity block. In some cases, the rms minimized solution escaped toward an area where EDT volume intersections are small. Two problems arise from that procedure: (1) the search volume is arbitrary, and (2) the advantages of the EDT volume intersection method are lost.
In this paper, we describe the main improvements brought to MAXI. Second, we design 3D synthetic arrivaltime datasets in the Ryukyu subduction framework offshore eastern Taiwan to reach two main targets: (1) establish MAXI 2.0 robustness when using highly disturbed arrival times and/or poor azimuthal coverage, and (2) demonstrate MAXI ability to locate earthquakes within an erroneous velocity model compared with a technique that minimizes travel-time residues. In the latter, we address the problem of travel-time residual minimization technique to locate earthquakes using a 1D velocity model when events occur about 100 km outside the network in a tectonically complex area (such as a subduction zone). We additionally argue that MAXI can easily recover the depth parameter without using S phases, especially when the velocity model is reliable. Prior to the conclusion, we apply MAXI 2.0 to a set of [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] Ryukyu subduction earthquakes recorded by the combined Central Weather Bureau of Taiwan (CWB) and the Japanese Meteorological Agency (JMA) networks and processed within a georealistic a priori 3D P-velocity model (Font et al., 2003) .
MAXI 2.0 Improvements
Hereafter, we call MAXI 2.0 the updated version of the algorithm. MAXI 2.0 improves the absolute location technique with four main adjustments: (1) a multiscale approach of the TERR parameter; (2) a search volume for the final solution limited by the position of the PRED solutions; (3) an outliers cleaning routine based on EDT volume intersection statistics; and (4) a final solution search procedure based on EDT volume intersection on a refined grid.
Predetermination Procedure and Search Volumes
The first improvement addresses the TERR parameter problem. It defines several solution domains associated with distinct values of TERR and stacks them to highlight the spatial volume where data converge. An iterative procedure increases TERR from TERRmin to TERRmax with an incremental TERRstep (TERRmin, TERRmax, and TERRstep are user defined). For each TERR, the solution domain is composed of all nodes presenting the maximum number of EDT volume intersections (PRED nodes). The stack process sums the number of intersections, obtained for each iterative TERR, at each spatial position of an individual PRED (Fig. 2) . The stacked solution domain collects a cloud of SPRED nodes (for stack PRED nodes) that have been determined as possible solutions for at least one distinct value of TERR. From this cloud of nodes totally independent from traveltimes residues, we determine three volumes based on the stacked number of intersection values (asumnd). Volume 1 (later called V1) is bounded by the spatial positions of all possible SPRED nodes. In V1, asumnd ranges between a minimum value of intersections, meaning that the node is a nonstable solution when TERR varies, to a maximum value, meaning that the node had been intersected by EDT volumes mostly at each TERR value.
Within V1, two smaller volumes, V2 and V3, are defined. V3 is the smallest volume characterized by all nodes associated with the maximum asumnd (named asummax). To acknowledge that V3 nodes might already include outliers, we consider a larger volume V2 that considers a tolerance on the maximum number of intersections and excludes the nonstable solutions of V1. V2 includes V3 and is characterized by all nodes associated with a range of asumnd varying from asummax to the difference asummax-a confidence margin. We set this confidence margin to the theoretical maximum number of EDT volumes computed from the number of initial arrival times. This confidence margin corresponds to the number of intersections produced by an inappropriate TERR value during the summation (C 2 j ), where j is the number of arrival times used. The logic of defining such V2 volumes is to highlight the spatial volume of nodes where most EDT volumes converge and where the final search will be processed. Excluding nonstable V1 nodes from the final search volume considerably quickens the process.
In MAXI 2.0, the preliminary hypocentral solution (FSPRED for fast stack PRED) is set as the closest node from the barycenter of V2. FSPRED can be considered as the fast solution in the MAXI process (FSPRED is not a starting hypocenter, which is not needed in the MAXI process). The barycenters of V1 and V3, as well as the size and position of all volumes, are also returned. These geometric information are valuable to assess confidence factors (see Confidence Factors).
During the EDT volume-based search process, there is no need to estimate the origin time. Subsequently, MAXI avoids the classical trade-off between origin time and depth, even when using P arrivals alone. At that stage, travel-times residues are computed for information.
The final search volume V4 (Fig. 3) is V2 expanded by one grid node interval along the horizontal direction and the height of a velocity block along the vertical direction (3 node intervals within the grid used in the synthetic tests and application). This enables an accounting of the discretization of the grid. Focal depth is a critical parameter, which requires a more extended search volume, in particular when the azimuthal gap is large. If V4 is too large, it is assumed that the search process is not based on coherent arrival times. In that case, the algorithm will stop and return the FSPRED solution.
Outlier Determination
We adjusted the outlier selection routine to take full advantage of the robustness of EDT volume intersections. In this routine, we consider that an arrival time is an outlier (i.e., statistically distant from the rest of the data), if the EDT includes all SPRED nodes. V3 includes SPRED nodes intersected by the maximum number of EDT volumes after stacking (value named asummax). V2 includes SPRED nodes with a value of EDT volume intersections ranging between asummax and (asummax, confidence margin). V4 is the search area.
volume combined with the corresponding station does not sufficiently intersect the SPRED node. This modification allows us to objectively remove the phases that are inconsistent with the remaining set of arrival-time differences. Therefore, removing an outlier depends neither on origin-time estimate nor on any residual minimization process. Consequently, using MAXI 2.0, each output phase is characterized by two values: the classical travel-time residue (in seconds) and the EDT volume-intersection rate (unitless).
Before explaining the cleaning routine, let us illustrate the distribution, per station, of EDT volumes crossing each selected SPRED node of V2. The example deals with an earthquake recorded at 10 stations, with one erroneous arrival-time recorded at station 2 (Table 1, Fig. 4 ). Three distinct SPRED nodes (nd1, nd2, and nd3) define V2. The example is set at one given TERR to simplify this explanation (i.e., PRED instead of SPRED).
For each single station, we count the number of associated EDT volumes effectively intersecting one PRED node of V2 in a vector named accst [nd] . For a station y, accst can be written as
where nd is the considered node of V2, i the number of the considered iteration, nst the total number of stations in the process. jnd y-k is equal to 1 or 0 if the EDT volume of the couple of stations y-k intersects or not the node nd (Fig. 4) . At the PRED node nd1, 9 of 10 stations are associated with eight EDT volumes that effectively cross the PRED solution. Consequently, 36 good-EDT volumes are obtained among C 2 10 45 possibilities. For this node (nd1), it is easy to detect station 2 as the one concerned by the erroneous record. The best stations are associated with eight EDT volumes intersecting nd1 (all stations except number 2). This parameter (maximum value of accst [nd] ) is called accstmax. At the PRED node nd2, obviously the same number of maximum intersections, that is, 36 good-EDT volumes, intersect. accstmax is 8 (identical to nd1). However, the EDT volume distribution per station is totally different ( Table 1 ). The value of five EDT volumes associated with station 2 is somehow close to accstmax (8). In that case, it is not easy to detect the outlier. At last, the PRED node nd3 presents another accst distribution, with a different accstmax (9), for which the outlier station 2 also seems easily detected. PRED (or SPRED) nodes are often multiple and can result from good-EDT volume intersections or good-and-bad EDT volume intersections, but nevertheless provide the same maximum number of intersections. Assessing EDT volume intersections per station helps to distinguish between both cases.
For each station, we sum accst [nd] , over all TERR iterations (1 here) and over all SPRED nodes (3 here) to obtain a new vector that we named sumaccst[st] (Table 1) . For a station y, sumaccst can be therefore be written as
where N is the number of nodes within V2, and niter is the total number of iterations.
To qualify the consistency of arrivals in intersecting V2 PRED nodes, we categorize sumaccst[st] into 10 classes ranging between 0 and the maximum value of sumaccstst sumaccstmax, each class interval therefore equaling a tenth part of sumaccstmax ( Table 2 ).
The analysis of the station repartition per class, in terms of number of EDT volume intersections, reveals the coherency of arrival times. Only stations within the last three classes n°8, n°9, and n°10 are selected. In the example (Table 2) , coherent stations are largely revealed. Note that if all PRED nodes had got the same accst distribution than node nd2, the result would have been similar.
Overall, the cleaning routine therefore consists of the following processes. At each node of V2, we check, for each iteration of TERR, the accst[nd] value. To have a general view on the reliability of a station, we sum accst[nd] per station for all nodes and at each TERR iteration. We then distribute into 10 classes (percentile, see simplified example in Tables 1 and 2 ) the summation of accst [nd] values between 0 and the maximum of summation. We select the last three classes (8, 9, and 10) as good-stations and consider the seven remaining as outliers. *accst is, for a given station, the number of associated EDT volumes that effectively cross through the PRED solution (Fig. 4) . The example is given at a specified value of TERR (single iteration).
Note that this outlier selection modification has great implications. Subsequent residual statistic analyses become truly meaningful because residues were never minimized during the whole location process and therefore become unbiased. Consequently, the EDT volume-in residues might be large or small and statically EDT volume-out station should be treated with care. It would be wrong to simply discard unexpected large residues: even if they may sometimes be really aberrant in the set of data (picking error), they may also be statistically meaningful of a local complexity in the velocity model that we need to understand and deal with.
If the consistency between arrival times and velocity model is insufficient then the number of outliers determined by MAXI could increase until no solution could be Table 1 , that is, for one iteration. The same nomenclature in equation (2) and Table 1 is shown for stations 1 and 2 for nd2, as example. Each box represents 9 EDT volumes associated with one station (referred in the lower right inside of the box), except the upper left box, which illustrates all EDT volumes superimposed. The three nodes, nd1, nd2 and nd3 of same asummax (e.g., Fig. 2 ) are represented with black circles. Other grid nodes are marked by a cross. Equal differential times associated with the erroneous station 2 are in dark shade.
determined. In this case, either TERR range should be reevaluated with higher values (if parameterization is not properly set) or either, one can choose to increase the number of good classes used in the outlier determination stage (modifying for example, from the three last to the four last classes). However, if parameterization settings are efficient (grid size, nodes spacing, TERR range), the absence of consistency between arrival times and the velocity model for a complete dataset imposes a reconsideration of the quality of the velocity model (or station locations).
Refining the Final Solution
To preserve the advantages of EDT volume intersections and refine the preliminary solution, the final search routine (named mini-MAXI) adopts the same algorithm as during the first step, but applied on a secondary gridding of the velocity model. At this stage, inconsistent arrivals had been removed. To refine the FSPRED solution, we remesh the search volume V4 with a homogeneous finer sampling grid (Fig. 5 ). This grid is sampled with a reasonable distance according to wavelength of regional small earthquakes (500 m in synthetic tests and application). The best SPRED nodes selected at this stage define a volume V5. The final absolute hypocentral solution is the barycenter of V5.
Determination of the TERR Boundaries
A hyperbolic EDT volume, between two stations j and k, V jk is defined by all grid nodes q which satisfy (equation 3; Zhou, 1994; Font et al., 2004 )
where O is the observed arrival time and C qj and C qk are the computed travel times from q nodes to the stations j and k, within the velocity model. In practice, a tolerance error on travel time widens the EDT volume to a hyperbolic volume V (equation 4) by sampling the velocity grid nodes q included in the interval (O j Ok)-TERR:
Within the iterative process, the determination of the TERRmin and TERRmax therefore fundamentally controls the shape and size of the solution domains. The widening of EDT volumes provides two benefits [Zhou, 1994] : (1) tolerance error on arrival-time measurements and velocity model and (2) accommodation of the discrete node grid that often has EDT volumes traversed between nodes (Zhou, 1994) . In the perfect case of no error of type (1), the grid geometry influences the raytracing, in one hand, and the earthquake location procedure, in the other hand. Raytracing uncertainties should Class range 0-2.5 2.5-5.0 5.0-7.5 7.5-10.0 10.0-12.5 12.5-15.0 15.0-17.5 17:5-20:0 20:0-22:5 2 2 :5-25:0
, 10 1, 3, 4, 5, 6, 7
*sumaccst memorizes, for each station, the total number of EDT volume intersections through SPRED nodes of V2 (for all iterations). The example shown here is simplified at a given value of TERR and at a given node SPRED. sumaccst is categorized into 10 classes (deciles), where one interval equals a tenth of sumaccstmax (unit is number of EDT volume intersections). Sumaccstmax is the maximum value of sumaccst.
† Station ID corresponds to the station identification number shown in Table 1 . Figure 5 . MAXI 2.0 scheme of the second iterative procedure (mini_MAXI) seeking the final solution, based on cleaned arrivals and secondary refined grid. V5 is the volume containing the best SPRED node. The final solution is chosen as the barycenter of V5.
be very small, as the grid discretization needs to be thought a priori to correctly approximate ray propagation. For instance, using the shortest path method [Moser, 1991] in a 350× 400 km 2 velocity model, cells of 10 × 10 × 3 and node interval of 2 × 2 × 1 km (in east-west, north-south, and depth directions, respectively) produces errors on raytracing smaller than 0.05 s (Zhou, 1994) . However, the same grid geometry is also used in the earthquake location procedure where velocity nodes are sampled when EDT volumes passe through them. Because constant velocity cells are empty of nodes, the tolerance error to properly sample space is much greater. We use synthetic trials (known as velocity model and arrival times, exact to the numerical approximation, and a realistic geometry of the couple stations-seismicity) to evaluate the appropriate tolerance error. In our case, the TERRMIN value approximates 0.4 s to account for the grid geometry.
But real applications are not perfect and uncertainties of type (1) need to be taken into consideration to properly choose TERRMAX. In broad approximation, uncertainties on arrival times are unknown (otherwise, weighting on measurement would not exist). Estimate of these errors are however sometimes assessed by local analysts and can differ from one region to another one. Statistical comparison of arrival measurements at a regional distance evidences average error 0.3 s (Zeiler and Velasco, 2009 ). In our case, the difference of arrival times is thus bracket by a tolerance error of 0.6 s (TERRMAX of 0:6 0:4 1 s). Uncertainties on velocity model are not known as the true mantle and crust (of earth) velocity structure is still enigmatic. A specific tolerance error value to account for velocity model uncertainties is thus generally not set (even though synthetics of ray propagation in 1D/3D indicate, in subduction zone setting, differences ranging between 3 s and +3 s). For earthquake location in structurally complex areas, the accuracy of the velocity model to represent earth structure is crucial. If such accurate model is set, the upper bound of the tolerance error accounts for both errors in arrival-time measurements and small discrepancies in the velocity model.
Because uncertainties and grid settings vary from one area to the other, the choice of TERRMIN and TERRMAX is not set automatically within MAXI 2.0 but given to the user. For all of the reasons explained previously, TERRMIN and TERRMAX should be set with care.
Synthetic Arrival Times to Test MAXI
We perform two series of synthetic tests with two main targets. The first target is to demonstrate the robustness of MAXI 2.0. The second target is to reveal EDT volume intersection properties when the velocity model is not appropriate (1D layered instead of 3D heterogeneous model) and/or when azimuthal coverage is poor. The second series is conducted by comparison with a classical residual minimization procedure.
For these purposes, synthetic arrival times are computed in a 3D P-velocity model representing the heterogeneous structural complexities of the southernmost part of the Ryukyu subduction zone (Font et al., 2003) . This area of the Ryukyu subduction east of Taiwan is very active in terms of seismicity (Tsai, 1986; Kao et al., 1998; Wang and Shin, 1998; Font and Lallemand, 2009 ). This model is built from the integration of active seismic data, location of Benioff zone for slab geometry and onland tomography data. It represents the subduction configuration with: the water column, sedimentary layers and crustal thickness of the Ryukyu margin, the subducting Philippine Sea Plate and the back-arc Okinawa Trough. The model has a size of 350 km × 370 km and is composed of 10 × 10 × 3 km blocks with constant velocities. Initial grid spacing (or node interval) on all facets of blocks is 2 × 2 × 1 km. Because the S-velocity model is unknown and thanks to the nondependency between origin time and depth, we choose to work on P-velocity structures only.
Synthetic arrival times are retrieved at the station positions representing the realistic network configuration commonly used to locate earthquakes offshore at the east of Taiwan (Tsai et al., 1977; Biq, 1981; Kao and Rau, 1999; Font et al., 2004; Chou et al., 2006; Wu et al., 2008; Font and Lallemand, 2009; . We selected 44 seismic stations currently running together: 38 Taiwanese seismic stations of the CWB located on Taiwan Island and 6 Japanese seismic stations of the JMA in the Yaeyama Islands (Fig. 6 ) (see Data and Resources).
Two sets of initial event positions are used. The first set, for visualization purposes, distributes 455 events within 5 spheres aligned perpendicular to the trench between the Taiwanese and Japanese seismic stations (Fig. 6) . For this dataset, we have computed all P and S arrival times, that is, for all stations and all synthetic events. To mimic a real case, the second event position set results from a selection of about 829 earthquakes well recorded by both networks and evenly distributed in the subduction system. Both datasets (1284 events) are then used to compute the so-called minimum 1D velocity model and corresponding station delays (Kissling et al., 1994; Kissling et al., 1995) necessary for the second target. For both event sets, travel times are calculated from the 3D raytracing shortest path method (Moser, 1991 ) from a fixed origin time and a known position and subsequent synthetics of 3D P arrival times are retrieved. We also recover synthetics of 3D S arrival times by applying a constant ratio V P =V S of 1.73 (estimated to be the average on east Taiwan area from the CWB catalog) to the 3D P-velocity model.
We call TJEE, the exact 3D P arrival times (EE), on both Taiwanese and Japanese networks (TJ), for the set of events distributed along spheres, computed within the known 3D P-velocity model (Table 3 ). To simulate picking errors, from TJEE, we obtained 3 disturbed sets of synthetic 3D arrival times (for target 1) by adding a noise term uniformly distributed between 0:3 s and 0.3 s (TJP3 dataset, P standing for perturbation) and between 0:5 s and 0.5 s (TJP5 dataset). The last dataset (TJPA, A for Anomalies) aims to mimic large errors in arrival times (e.g., clock trouble, combination of phases of two different earthquakes, mislocation of seismic stations). It is identical to TJP3 but further includes large time-anomalies that are added randomly (1 chance among 5 for one given arrival). These anomalies vary between 2 and 5 s≔ and their number ranges between 1 and 13 outliers by earthquake. Furthermore, a clock shift of 0.5 s on one station and 1.5 s on two stations is added (Fig. 7) . These perturbations are important if we consider picking error estimates on regional earthquakes (Zeiler and Velasco, 2009) .
From TJEE, TJP3, TJP5, and TJPA, we obtain four new datasets by removing Japanese stations: TTEE, TTP3, TTP5, and TTPA (TT standing for Taiwanese network only, Table 3 ). From those fictitious events, average distance to the first station is about 60 km, and azimuthal gap about 140°( between 100°and 185°) and 225°(between 195°and 280°) with and without JMA stations respectively (Fig. 6 ).
Synthetic Results and Discussions
In the next section, results of synthetic processes are shown. Average (1standard deviation) and median of the misfit (distance in km between final solution and initial synthetic position) are computed for all 455 events showing representative statistics for the whole dataset (Figs. 8, 9 , 10, and 11). Solution maps focus on both shallow spheres to enhance the interplate seismogenic zone. Table 3 Summary Table 4) . A, C, and E correspond to correctly retrieved categories (99% of phases); B, D, F are improperly recovered (0, 0, and 1%, respectively).
Target 1: Robustness of the Method
To test robustness of MAXI 2.0, we perform earthquake location for 3D P arrival-time datasets TJ(TT)EE, TJ(TT)P3, TJ(TT)P5, and TJ(TT)PA within the exact 3D velocity model (the same as the one we used to obtain 3D arrival times). To account for grid spacing and numerical approximation, we choose TERR to vary between TERRmin 0.4 s and TERRmax 1.0 s with 7 increments of 0.1 s. Hypocenter determination quality is assessed from the misfit, i.e. the distance between the final solution produced by MAXI and the original synthetic position.
The location process applied to TJEE dataset results in an average misfit about 0:6 0:6 km (Fig. 8) . Sphere shape is well preserved although each event is located independently. Average misfit for arrival times including picking errors (TJP3 and TJP5 datasets, Fig. 8 ) is about 1:1 0:9 km and 1:9 1:5 km, respectively. Average depth misfits are 0:1 1:3 km and 0:2 2:2 km for TJP3 and TJP5, respectively). For arrival times including large anomalies (TJPA dataset) the average misfit is about 2:1 1:9 km. Sphere shapes are well preserved during the process, even if slightly scattered when arrival times are greatly disturbed. The original location is not well retrieved for events containing significantly large number of outliers in the arrival-time dataset (TJPA).
To better illustrate the MAXI 2.0 cleaning procedure, we further analyze travel-time residues. For that purpose, we first distinguish output phases in terms of the EDT volume intersecting rate: we characterize this rate as EDT volume-in or Figure 8 . Maps showing MAXI 2.0 location results of 3D synthetic P arrival times, simulated on a combined Taiwanese and Japanese network (TJ), and determined within the exact 3D velocity model. Only two shallow spheres are represented (Fig. 5 for initial location) . Each column corresponds to different data disturbance: EE, exact arrivals; P3, picking error up to = 0:3 s; P5, picking errors up to = 0:5 s; PA, P3 + large anomalies (see Table 4 ). Below: misfit histograms. From up to down: total misfit, X, Y, and Z (vertical abscissa is truncated at 100).
EDT volume-out depending on whether the EDT volume combined with the corresponding station sufficiently intersects or does not intersect the SPRED node (see Outlier Determination). We then categorize (from A to F) the phase intersection rate (EDT volume-in or EDT volume-out) with respect to the perturbation initially implemented to the arrival times of TJPA dataset (perturbations can be of three kinds: picking error, anomalies, or shift; see also Table 4 ) to check MAXI ability to retrieve original perturbations. As a result, 99% of implemented perturbations are retrieved as expected (categories A, C, and E). One hundred percent of large perturbations are recovered correctly (type C), meaning that the erroneous phases were simply not used in the earthquake location process. Outlier determination failed for only 1% of data (almost 19% considering only shift perturbation, Table 4 , category F) due to the great number of anomalies in arrival times (> 6), large picking errors and a relatively small value of the shift (close to 0.5 s). The 1% of mistakes is thus a numerical consequence of important and random disturbances of arrival datasets. Even when we locate the TJPA dataset within an inappropriate 1D minimum velocity model (see Target 2: MAXI 2.0 Achievement in Erroneous 1D Velocity Model), 96% of large implemented perturbations are retrieved as expected (categories C and E, Table 5 ). However, in that case, 27.5% of correct arrival times are not used during the process and are considered like EDT volume-out (category B, Table 5 ).
Regarding event determination (3D case) with a poor azimuthal coverage, i.e. using only the 38 CWB station positions (Fig. 9) , average misfit increases to 1:4 1:3 km, 1:9 1:4 km, 3:3 2:8 km, and 3:7 3:0 km for TTEE, TTP3, TTP5, and TTPA datasets, respectively. Sphere shapes are still preserved during the process (TTEE and TTP3), even if rather scattered when arrival times are greatly disturbed (TTP5 and TTPA). One cause is certainly the fact that a lower number of stations yields a poorer geometry to locate the earthquake (TJPA in Fig. 8 and TTPA in Fig. 9 ). However, one other cause is the nonlinearity of the solution according to a dataset randomly disturbed with important noise terms. That is nicely shown with the TTEE dataset (Fig. 9) for which the original pattern is very well retrieved despite of the absence of Japanese stations and with TJPA, TTP3, TTP5, and TTPA datasets where there is a combination of the two causes.
Absolute earthquake determinations, within an exact 3D P-velocity model are associated, in the worst-tested case (poor azimuthal coverage and highly disturbed data), to a minor average misfit lower than 4 km. Small discrepancies compared with initial synthetic positions therefore attest to MAXI 2.0 robustness. Within the frame of the realistic offshore Taiwan configuration, a part of the misfit (0.6 km, TJEE case) can be attributed to grid resolution and cumulative numerical approximation of synthetic arrival times. The small increase in average misfit for tests P3 and P5 (up to 1.5 km compared with EE) demonstrates that MAXI 2.0 is powerful enough to account for random errors in arrival times. Indeed, each arrival-time error tends to shift one EDT volume in space. Stacking various preliminary solution domains, determined at increasing EDT volume thickness value with a multigrid approach, will allow overlapping EDT volumes in the area that includes the hypocentral solution. This is true in the case of random error distribution, as expected for realistic picking error. However, systematic Figure 10 . Maps showing MAXI 1.0 location results of 3D synthetic P arrival times, simulated on the combined Taiwanese and Japanese network (TJ-good azimuthal coverage) and on the Taiwanese network alone (TT-poor azimuthal coverage), and determined within the exact 3D velocity model. PA, P3 + large anomalies (see Table 4 ). Below: misfit histograms. From up to down: total misfit, X, Y, and Z (vertical abscissa is truncated at 100). Figure 11 . Results of earthquake location using MAXI and HYPOELLIPSE within a 1D minimum velocity model associated with its station delays. (a) Results are obtained using phases on the combined Taiwan and Japanese networks (TJ case) and (b) on the Taiwanese network alone (TT case-poor azimuthal coverage). Only two shallow spheres are represented (Fig. 6 for initial location and network configuration). Each column corresponds to a location process using: to the left, MAXI technique and P arrivals; in the middle, HYPOELLIPSE technique and P arrivals; to the right: HYPOELLIPSE technique and P and S arrivals.
arrival-time errors would result in systematically shifted EDT volumes and would probably not converge toward the correct solution. The insignificant average misfit increase between P3 and PA tests (∼2 km) confirms that the MAXI 2.0 cleaning procedure deals successfully with large (and numerous) erroneous arrival times (Table 4) . Indeed, the loss in location accuracy can simply be explained by the decrease in the number of stations used in the process (in addition to random disturbance). In the case of an inadequate 1D velocity model, the MAXI 2.0 cleaning procedure still successfully deals with large (and numerous) erroneous arrival times (Table 5) , even if a part of correct arrival times (30%) are excluded and considered as outliers during the process. Because no traveltime residue minimization is conducted during earthquake Perturbation refers to the initial perturbation applied to arrival-time synthetics (see Table 3 ). ‡ EDT volume rate is a qualification, specific to MAXI technique, indicating whether the output phase is statistically outlying, or not, in terms of number of EDT volume intersections (if EDT volume-out, the phase is not used; see text for details). § Adequacy indicates if EDT volume rate (in or out) is correct or mistaken (referring to the initial perturbation size). ∥ Average residue corresponds to the average of travel-time residues computed at the hypocentral solution position. The number in parentheses is one standard deviation.
# Average difference corresponds to the average of the absolute value of the difference between the perturbation in arrival times and the travel-time residue at a given phase (computed at the hypocentral solution position). Perturbation refers to the initial perturbation applied to arrival-time synthetics (see Table 3 ). ‡ EDT volume rate is a qualification, specific to MAXI technique, indicating whether the output phase is statistically outlying, or not, in terms of number of EDT volume intersections (if EDT volume-out, the phase is not used; see text for details). § Adequacy indicates if EDT volume rate (in or out) is correct or mistaken (referring to the initial perturbation size). ∥ Average residue corresponds to the average of travel-time residues computed at the hypocentral solution position. The number in parentheses is one standard deviation.
# Average difference corresponds to the average of the absolute value of the difference between the perturbation in arrival times and the travel-time residue at a given phase (computed at the hypocentral solution position). location, the residual value retrieved by MAXI is fully realistic, as attested by the computed difference between the implemented disturbance and the retrieved residue (average is 0:06 0:07 s, Table 4 ). In the case of an inadequate 1D velocity model, the computed difference increases to 0:52 0:66 s (Table 5 ) due to worse location results obtained within an inappropriate velocity model. The synthetic investigation also shows that MAXI is not much affected by the reduction of azimuthal coverage. At last, these results demonstrate that, using P arrivals alone and a reliable 3D P-velocity model, the depth parameter is correctly recovered. Considering depth misfit distribution, the average never exceeds 0.5 km, and the rms value is lower than 3.5 km.
To summarize, the first series of synthetic tests, carried out within the exact velocity model, attests to the robustness of MAXI 2.0 in (1) recovering hypocentral position, especially the depth parameter, using P arrival alone; (2) producing measurable results, even when azimuthal coverage is poor; and (3) reducing the impact of both random and/or large perturbation in the set of arrival times by filtering erroneous data and avoiding their contamination in earthquake location.
To address the improvement of MAXI 2.0 according to MAXI 1.0, Figure 10 presents results from identical synthetic data, that is, within the 3D exact velocity model and using the most disturbed dataset TJPA and TTPA (i.e., with and without Japanese stations). MAXI 1.0 provides two solutions: the PRED solution resulting from EDT volume intersections (first step of MAXI 1.0) and the FINAL solution resulting from the minimization of travel times. Prior to the minimization, outliers are extracted using statistics on travel-time residues (e.g., Font et al., 2004) . The MAXI 1.0 process is performed at TERR 0:5 s, a threshold value of 1:5 times the computed rms and a cut-off limit of 1.5 s to exclude outliers. On one side, results show that the PRED solution is similar to the solution given by MAXI 2.0, but with solutions located exactly on grid nodes (grid dependent solution). On the other side, FINAL solutions given by MAXI 1.0 are widely deteriorated. These tests show that MAXI 2.0, by taking all advantages of the EDT volume properties, is more efficient that MAXI 1.0.
Target 2: MAXI 2.0 Achievement in Erroneous 1D Velocity Model
The second series of synthetic tests aims to evaluate MAXI 2.0 behavior within an erroneous velocity model. For that purpose, we use a 1D velocity model to represent a 3D heterogeneous media. We compare misfits produced, on one hand, by MAXI 2.0, and, on the other hand, by a classical travel-time residual minimization approach, HYPOELLIPSE (Lahr, 1979; Lahr, 1999) , for TJEE and TTEE datasets (azimuthal gap > 180°).
First, following a usual approach, we built a minimum 1D velocity model thanks to the VELEST 3.1 program (Kissling et al., 1994; Kissling et al., 1995) . This program has originally been developed to derive a well-suited initial reference velocity model for 3D local earthquake tomography (Kissling et al., 1994) . It may also be applied to joint hypocenter determination problem to take into account coupling between hypocentral and velocity parameters (Thurber, 1992) . Here, we performed a combined inversion of velocity model, source parameters (position and origin time), and station delays using exact P and S arrival times provided by a combination of synthetic datasets (829 subduction-like events and 455 events located along spheres). A trial-anderror process is led by repeating this inversion with few initial velocity models and hypocentral parameters and for different damping values to obtain the so-called best 1D minimum velocity model. We then apply both location techniques (MAXI and HYPOELLIPSE) to determine, within the 1D model, the hypocentral positions for TJEE and TTEE 3D arrival times dataset (good azimuthal coverage and poor azimuthal coverage, respectively). Parameters for the MAXI process are identical to those used in the first series of tests. Again, only P arrival times are used with the MAXI process. With HYPOELLIPSE, we computed earthquake locations (1) using only P waves (P-HYPOELLIPSE) to obtain solutions directly comparable with MAXI 2.0 results, and (2) using P and S waves (P-S-HYPOELLIPSE) to check the impact of using S arrivals and evaluate the location quality of the usual approach simulation.
When azimuthal coverage is good, that is, when the azimuthal gap is between 100 and 185 (TJEE dataset, Fig. 11a ), the average misfit (within their standard deviations) is similar for MAXI and HYPOELLIPSE. Averages vary from 5:0 2:5 km to 6:4 2:6 km for MAXI and HYPOEL-LIPSE, respectively. The use of S waves in HYPOELLIPSE has no significant effect on the average misfit. Moreover, none of the methods correctly recover the exact original earthquake pattern. For P-MAXI, the average depth is centered around 0:5 2:9 km, while an overestimated depth of, on average, 3:0 3:4 km and 3:3 3:0 km, is observed for P-HYPOELLIPSE and P-S-HYPOELLIPSE, respectively.
When azimuthal coverage is poor, that is, the azimuthal gap is between 195 and 280 (TTEE case, Fig. 11b ), the average misfit increases compared with the previous case. Average misfits equal 11:6 8:5 km and 14:1 8:6 km, for P-MAXI and P-HYPOELLIPSE, respectively. Adding S waves in HYPOELLIPSE improves the hypocenter determination (average misfit about 9:9 9:1 km), in particular in the east-west direction and slightly in depth. In the eastern Taiwan configuration (TTEE case), main misfit errors concern epicenter positions along the east-west direction (i.e., perpendicular to the network) and along the north-south meridians (i.e., parallel to the coastal network), with a southeastward misfit of about 4.4 km. An overestimated depth of, on average, 4:2 8:0 km and 1:9 9:3 km, is observed for P-HYPOELLIPSE and P-S-HYPOELLIPSE, respectively. For P-MAXI, the average depth is lower and almost centered on 0 similarly to the TJEE case ( 0:9 7:6 km).
Considering the travel-time residual minimization technique, the search of four unknowns (x, y, z, and t0) is inappropriate when (1) the azimuthal gap is important and events occur outside the station network; and (2) when a 1D velocity model is used to represent complex 3D and heterogeneous geological structures. Buland (1976) show that, under those unfavorable circumstances, the convergence with this kind of minimization is unreliable and potentially numerically unstable. Using appropriate station delays is supposed to adjust the 1D model of lateral velocity variations (Pujol, 1988 (Pujol, , 2000 . When foci are located outside of the network, S-P differences help to constrain the epicentral distance. This is true both when the seismic array is large enough or very small (important azimuthal gap). Regarding depth determination, when earthquakes are located below a seismic array, the depth is classically constrained by S-P differences. When earthquakes are located outside the network, the depth is difficult to constrain, which sometimes results in fixing z to determine x, y, and t0 parameters (e.g., Pavlis, 1992; Lienert, 1997; Lin and Sanford, 2001 ). To improve depth determination, it is necessary to avoid trade-offs between the origin time and the hypocenter depth.
Whatever the technique used in 1D, this study shows that hypocenter misfits increased greatly compared with the determinations obtained in the exact 3D velocity model, attesting to the inadequacy of using a 1D velocity model to represent a complex 3D structure. For these synthetic cases, the 1D model and associated station delays are supposedly the most propitious situation because they were obtained from the most favorable case of exact travel-times dataset, exact hypocenter positions, and using the whole network (azimuthal gap < 185°). Nevertheless, even the best station corrections cannot totally invalidate the effect of an erroneous 1D model, as illustrated by the misfits between 5 and 7 km (for TJEE cases). This is easily understandable, because a constant value cannot correct the nonlinearity of 3D heterogeneities existing along ray paths.
Nevertheless, with an equally erroneous velocity model and identically wrong travel times, MAXI determinations, using P waves only, are equivalent in quality with the P-S-HYPOELLIPSE when using station delays. This confirms that MAXI 2.0 is not affected by the classical origin time/ depth trade-off and is able to retrieve the depth parameter using P arrivals as well as other techniques using P and S arrivals combined.
When station delays are taken into account within the best 1D model and using exact arrival times, an azimuthal gap greater than 180°(here, between 195°and 285°) cannot be better resolved with MAXI than with a residual minimization technique. However, the absence of S waves affects the efficiency of residual minimization technique in locating the hypocenter in this synthetic optimal case. On the contrary, the average misfit for MAXI determination is about 2.6 km lower than P-HYPOELLIPSE (Fig. 11b) , and hypocenter depth is better estimated. This might be explained, as stated by Lin and Sanford (2001) in the case of a large aperture seismic array, thanks to P-P differences allowing a better determination of the azimuth of the seismic event according to the position of the seismic array (Lin and Sanford, 2001 ). In our example, the CWB seismic array is large (latitudinal extent of ∼300 km) compared with the distance to synthetic earthquakes. In this configuration, MAXI, through the use of P-P differences at each station pair, reduces errors both on the azimuth and on the hypocenter depth, taking into account the limitation due to the inappropriate 1D velocity model. In subduction zones, the 1D velocity model and associated station delays are obtained based on preliminary hypocenters determination obtained with a large azimuthal gap, with S measurements that are known to be uncertain and with constant V P =V S ratios that are mistaken as attested to by numerous subduction tomography investigations. Even though such a realistic approach has not been conducted in the present paper, the use of realistic station delays should improve misfit to a lesser extent.
For subduction zone investigation, where earthquakes occur offshore and seismic stations are deployed onland, MAXI 2.0 is therefore fully suitable. Numerical considerations put aside (e.g., discretization of velocity model into a grid with calculation nodes), limitations of MAXI in an earthquake location of such tectonic case is mainly controlled by the accuracy of the 3D velocity model that controls the accuracy of travel-time estimations (Flanagan et al., 2007) .
Confidence Factors
Error in earthquake location should be defined as the distance, in kilometers, that separates a solution from the hypocenter real position. In that sense, error estimate is still a sensitive issue because the provided distances are commonly largely underestimated. Nevertheless, when investigating hypocenter absolute positions of events from a seismic catalog, some determinations are undoubtedly better than others, and it is necessary to find a way to easily assess the reliability of the proposed solutions.
Classically, error uncertainty measures the solution reliability by assessing the statistical influence that data perturbation (e.g., perturbation in arrival-time picks or travel-time estimates) has on the solution. These uncertainties are based on the assumption that data errors are Gaussian, zero mean, and uncorrelated (Flinn, 1965; Evernden, 1969; Buland, 1976; Sambridge and Kennett, 1986) . MAXI 2.0 also returns this type of uncertainty based on chi-square with a 70% confidence contour along X (dx), Y (dy), and Z (dz), even though traditional Gaussian estimates of errors are often not adapted and underestimate the uncertainty value (Tarantola and Valette, 1982; Buland, 1986; Zhou, 1994; Myers and Schultz, 2000) . Location accuracy should not only be defined from seismic network geometry (number of stations used, azimuthal gap, secondary azimuthal gap, and distance to the first station (Bondár et al., 2004) but also, and above all, include the damaging effects of incorrect velocity models or velocity heterogeneities (Pavlis, 1986; Billings et al., 1994; Shearer, 1997) . However, in absolute earthquake location, the velocity model is fixed, and errors linked to the model inadequacies are not appraised.
For all these reasons, we consider that location accuracy cannot be precisely evaluated in terms of distance. MAXI 2.0, as a forward technique based on graph theory, can assess the reliability of a proposed solution by evaluating the consistency between the data (arrival times, seismic station information, and 3D velocity model) and the parameterization of the system (e.g., travel-time estimates, grid geometry) that yield to earthquake determination. Reliability can therefore be assessed by the analysis of a series of confidence factors; we strongly suggest, if one wishes to control location accuracy level of a seismic catalog, to discard the determinations presenting statistically extreme values of these factors.
The Q EDT parameter directly characterizes consistency between data and system parameterization. In MAXI 1.0, Q EDT was defined as the ratio between the number of EDT volumes effectively intersecting the PRED node and the theoretical maximum number of EDT volumes involved in the process (Font et al., 2004) . In the multiscale approach of MAXI 2.0, Q EDT is thus defined by
where acc is the total number of EDT volume intersections at the SPRED node, i represents an iteration among n, n is the number of iterations for which the SPRED node is selected, and J is the total number of arrival times used. Q EDT is unit less and varies from 0 to 1, a value of 1 meaning that 100% of the existing EDT volumes intercept the SPRED node. When Q EDT is statistically close to 1, one can consider that there is a good consistency between data and system parameterization. In those cases, MAXI confidence factors can also judge the way a solution is constrained in terms of geometry, thanks to the relation existing between the different SPRED volumes established during the first step. Two types of factors are considered: (1) size, node density, and node distribution of volumes V1, V2, and V3; and (2) spatial configuration of the volumes. Each factor taken independently leads to different interpretations, and only the combination of the series of factors prevails to support the location process. For example, volume sizes can determine the reliability of the solution. A large volume V1 (with respect to the sizes of V2 or V3), when associated with a small number of EDT volume intersections, may reflect a poor node sampling during the first iterations (i.e., TERR is too small to compare with the grid interval) or a poor network configuration (i.e., tangent EDT volumes would outnumber secant ones). A large volume V2 (and V4) or V3, associated with as small Q EDT , reflects that used data and system parameterization cannot adjust to precisely constrain the solution in a small area, in other words a nonuniqueness of the solutions. Contrarily, associated with high Q EDT values, large V2 or V3 volumes may inform that EDT volumes well converge toward a unique (and wide) solution domain and might be too wide in the earthquake location procedure (good quality of velocity model and small grid discretization). From another point of view, because we exclude nonstable SPRED nodes of V1 to constrain the final search volume V2 (or V4), the inter-barycenter distances between V1 and V3, V1 and V2, or V2 and V3, can define the stability of the solution. Indeed, in some cases, SPRED nodes can gather on several sites and show multinodal distribution (several node clouds within V1, for instance). In such schema of unconstrained solutions, the inter-barycenter distances increase and indicate that the solution is most certainly uncertain. By forcing the final search procedure within V2 (instead of V1), we cannot assure that V4 will always include the hypocenter, but we ensure a way of relying on the results.
The few examples of relations between volume size and spatial configuration should always be regarded in light of the number of EDT volume intersections. At last, once the spatial determination is achieved, analyses on travel-time residual rms and uncertainties (dx, dy, and dz) can confirm the reliability of the solution. If all confidence factors are good, but residual travel time is high (after outlier cleaning, based on EDT volume intersection number), then the velocity model is probably not realistic enough to reduce travel-time residues.
In summary, our approach is to avoid a surely wrong uncertainty estimation (even though also returned by MAXI), but rather propose mostly true assessment of the solution reliability. Discriminate hypocenter determinations from a seismic catalog, using a combination of confidence factors proposed by the MAXI 2.0 algorithm, should ensure a certain level of confidence to the seismic catalog.
Application
We apply MAXI 2.0 to the Ryukyu subduction earthquakes occurring between January 1991 and October 2008 (see Data and Resources) . Because an accurate 3D S-velocity model is poorly constrained, we use only P arrivals in the georealistic a priori model built by Font et al. (2003) . To improve seismic azimuthal stations coverage in this region (Hsu et al., 2001; Font et al., 2004; Chou et al., 2006; Wu et al., 2008; Chou et al., 2009; Y.M. Wu et al., 2009; F.T. Wu et al., 2009) , we combine picking catalogs from the CWB and JMA networks and identify all earthquakes recorded by at least one JMA station and two CWB stations. In the space window 121.0°E-124.4°E in longitude, 22.0°N-25.3°N in latitude, a total of 11,475 events (M L > ∼3 3:5) have been selected. The purpose of this section is to show an example of using MAXI to discuss parameters and results and to highlight the efficiency of using a 3D model with MAXI in a case where azimuthal gap and distance to the first station (> 50 km) are not optimal. It is not a demonstration of the efficiency of the method alone or a comparison with 1D routine determinations.
From the first set of earthquake location, to compute station term, we analyze phase output in terms of (1) EDT volume intersection rate per station and (2) travel-time residue per station. Among 60 stations, 58 are characterized by more than 70% of EDT volume-in output phases. Travel-time residues distribute as narrow Gaussian, and average residue serves as the station correction. No seismic stations show more than 70% of output phases being EDT volume-out, meaning that mostly all EDT volumes associated with those stations did not converge toward the proposed solution and were consequently automatically discarded as outlier. Travel-time residues at those nonused stations can be distributed as a narrow Gaussian, and they would be also computed to estimate a station correction. In both cases, we consider from the shape of the Gaussian distribution that small (EDT volume-in) or large (EDT volume-out) anomalies under the station had not been taken into account within the 3D velocity model. The remaining two stations are characterized by 50% of EDT volume-out output phases. In such cases, we assume that velocity anomalies are not located immediately below the seismic station and cannot be supported by a single station correction. Consequently, these two stations are removed from the process.
All events are processed again using computed station corrections. Among the 219,532 P phases, about 14% are identified as EDT volume-out (absolute residue average of 1:18 0:86 s). To obtain a homogenous quality dataset, we select earthquakes based on MAXI confidence factors: (1) Q EDT ≥ 0:7; (2) interbarycenter distance (between V1 and V3) < 5 km; (3) V1 size < 400 km 3 ; and (4) V2 size < 200 km 3 . After selection, average residual rms is 0:29 0:04 s (average number of stations 22 6), and uncertainty average dx, dy, dz are 1:1 0:5 km, 1:2 0:7 km, and 2:8 1:9 km, respectively. Finally, our catalog is composed of 5934 earthquakes with a homogeneous quality. For this selection, azimuthal gap ranges between 38°and 315°, with an average value of about 133 29°.
Compared with the CWB catalog (Fig. 12) , MAXI 2.0 earthquake locations are distant, on average, of 13:8 km 10 km (median about 14 km) away. Note that the shift between CWB and MAXI determinations, both in terms of azimuth and distance, resemble the shift we observed in the synthetic cases between the 3D and 1D determination. In our opinion, the concordance between systematic shift to the southeast (according to our 3D solutions) and synthetic tests within the 1D model is the consequence of not using optimal station delays. Even though the 3D velocity model used in this application probably only roughly approximates structures deeper than 20 km, the behavior similarity between synthetics and real cases attests to the legitimacy of this 3D approach and somehow confirms the improvement of earthquake location. Average residual rms, computed within the The best way to support the quality of an earthquake determination is a comparison with a geographic reference (e.g., nuclear bombs for teleseismic hypocenter determination, mine shots for local earthquakes determination, or other well-located reference events). Offshore Taiwan area, significant bathymetry variations or crustal uplift attest to the active (or recent) deformation. Even though tectonic interpretation is beyond the scope of this paper, earthquake location quality can be assessed from seismicity clustering or alignment along these well-known tectonic features (Figs. 12, 13) .
Along the Hoping Canyon (Fig. 13a) , the Hoping seismic cluster bounds almost perfectly the Ryukyu Arc basement high observed in reflection seismic profiles (Schnürle et al., 1998; Font et al., 2001) . Another striking seismogenic feature approximately faces the subducting Gagua Ridge east of the Nanao basin (Fig. 13b) . The southern limit of the seismic cluster is perfectly aligned along a direction similar to the trend of (1) the Ryukyu Arc slope, and (2) the western curving termination of the Yaeyama transcurrent fault zone that affect the accretionary prism (Lallemand et al., 1999; Font et al., 2001) . Earthquakes are determined within the Ryukyu Arc basement, where the subsurface is locally affected by a series of west dipping normal fault system visible in reflection seismic lines and vertically offsetting the bathymetry (Schnürle et al., 1998; Font et al., 2001) . At last, a vertical cross section normal to the trench shows a northward dipping convex alignment of earthquakes (Fig. 13c) . Locally, the top of the subducting Philippine Sea Plate has been imaged from active seismic lines for the shallow part (Liu et al., 1997; Wang et al., 2004) . Compared with the predicted shallow position of the top of the slab from the refraction line EW-1 (Fig. 13c) , the convex and well-aligned seismicity draws a line in perfect continuity with the top of the slab. Seismicity distribution, between 70 and 120 km depth, becomes wider, obviously intraslab, and is interpreted as the onset of the Benioff zone as previously observed by Kao and Rau (1999) .
Clearly, the role of the 3D model used in this application is important. Indeed, as shown in synthetic tests, the accuracy of the earthquake location is mainly controlled by the quality of the velocity model (even using only P phases). In this application, we wish to demonstrate the benefits of a 3D approach that includes a satisfactory 3D velocity model and the use of the MAXI technique (allowing the use of only P phases). Consequently, clustering and the satisfactory absolute epicentral position (according to tectonic features) of the seismicity cluster should be regarded as the product of this 3D approach.
Thereby, earthquake foci positions, obtained using MAXI 2.0 and a 3D georealistic a priori P wave velocity model to improve travel-times calculation, are in good agreement with striking geomorphological and geophysical evidences of deformation along the Ryukyu forearc, attesting to the quality of hypocenter determinations.
Conclusions
In this paper, we describe the improvements brought to the MAXI 1.0 method (Font et al., 2004) . Those changes have been implemented to take full benefit of EDT volume performances. Four main improvements are proposed: Figure 13 . Detailed views of three seismicity clusters visible on Figure 12 . (a) Hoping seismic cluster aligned along the Hoping canyon and centered on a basement high of the Ryukyu arc (mapped on the right figure, see Font et al., 2001 ) (b) Shallow seismic cluster located east of the Nanao basin in agreement with geomorphologic structures affecting the bathymetry and (c) north-south section at 122.5°E through the southernmost part of the Ryukyu subduction system east of Taiwan. The velocity model represents the firstarrival inversion of east-west-01 refraction line acquired along the same longitude (Wang et al., 2004) . The color version of this figure is available only in the electronic edition.
1. An iterative multiscale approach of TERR parameters (tolerance values in seconds that control the EDT volume thickness) to better explore the solution domain and a subsequent fast solution (FSPRED). 2. A search volume characterization, in which the final solution will be explored, constrained by SPRED solutions to automatically and objectively converge to the correct search area. 3. The cleaning of outliers (selection and deletion), based on EDT volume intersection statistics. 4. A final solution search process, applying the iterative multiscale EDT volume intersections approach on a finer grid.
Earthquake location results of a first series of tests, conducted based on 3D synthetic arrival times within the exact velocity model, confirm the robustness of MAXI 2.0, even when 3D arrival times are highly disturbed or when the azimuthal coverage is largely reduced. A second series of synthetic tests, using an exact 3D arrival times dataset within an erroneous 1D velocity model and no station corrections, shows that MAXI 2.0 avoids trade-offs between the epicentral position and the hypocenter depth when compared with a technique that minimizes travel-time residues. Moreover, hypocenter depths are rather well-determined by MAXI, considering that in these examples, only P arrivals are used. These results are enhanced when the azimuthal gap is large. This major achievement is attributed to the search procedure of MAXI 2.0 that totally avoids residual minimization and that uses P-P data rather than P arrival times. In this seismological configuration (3D heterogeneous media, but 1D velocity model for earthquake location), residual minimization applying accurate station delays is equivalent using P and S arrivals to MAXI procedure using P arrivals alone (using exact arrival times in these examples).
Wrong velocity models and/or large azimuthal gaps affect determination of earthquake locations less using MAXI 2.0. Consequently, MAXI 2.0 is well adapted to subduction zones where earthquakes are often located outside the seismic network, that is, offshore. Main limitations in the accuracy of earthquake location using MAXI, like all other 3D algorithms, are associated with the adequacy of the 3D velocity model to represent structural heterogeneities. It is especially important to minimize errors on epicentral distance without using S phases.
Using permanent networks of CWB and JMA east of Taiwan, at the southernmost part of the Ryukyu subduction, MAXI 2.0 has been applied over 17 years of seismicity. Hypocenter determinations have been sorted according to MAXI confidence factors to ensure a maximum of reliability. Tectonic features, clearly identifiable in the bathymetry, thanks to other geophysical investigations, have been used as geographic references to demonstrate the quality of earthquake location in a real application and the efficiency of using a 3D velocity model and MAXI 2.0 in cases where azimuthal gap and distance to the first station are not optimal.
Data and Resources
Many of the figures were generated using the GMT software of Wessel and Smith, 1998 ; www.soest.hawaii.edu/ gmt, last accessed December 2011). Arrival-time datasets and earthquake catalogs have been obtained from the Central Weather Bureau of Taiwan (CWB) and from the Japanese Meteorological Agency (JMA) through the Institute of Earth Sciences (IES) of the Academia Sinica (Taipei). These data can only be obtained after application to the CWB, the JMA, or the IES.
