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Mukesh Rohatgi (mrohatgi@odu.edu)
Old Dominion University
Abstract
This paper outlines our ongoing efforts to
conceptually develop an approach for learning complex
concepts through concept combination. The approach
described in this paper has been operationalized in the
form of an evolving prototype system. At present, the
complex concept learning process is limited to adjective-
noun concept combinations with the adjective component
limited to predicating adjectives and the noun component
limited to physical objects. We have demonstrated the
validity of our approach by showing that the performance
of the prototype system is in line with existing
psychological evidence related to learning of adjective-
noun concept combinations by human beings.
Introduction
The purpose of this paper is to extend the line of
concept learning research in machine learning by
changing its focus from learning simple concepts to
learning of complex concepts through concept
combination. Unfortunately, the problem of learning a
complex concept remains intractable due to several
different types of combinations that can be generated even
when the number of participants in a combination is
limited to two simple concepts. The complexity involved
in learning complex concepts can be illustrated by
enumerating the different types of combinations possible
with two simple concepts. A list of possible combination
types involving two simple concepts typically includes
adjective-noun, noun-noun, adverb-verb, noun-verb, and
verb-noun combinations. This list is by no means
exhaustive. Moreover, some of these combination types
can be further subdivided into several subtypes. For
example, through differentiation of adjective (predicating
or nonpredicating) and noun (concrete as opposed to
abstract) types participating in a two concept
combination, we can generate four different forms of
adjective-noun combinations.
The reality of multiple combination types and
subtypes leaves us with two choices with regards to the
formulation of complex concept learning processes. One
can either design a single process or design multiple
processes to support the task of learning complex
concepts. Due to the variety of possible combination
types, we think that a multistrategy approach is more
plausible than the single process approach. This implies
that we should be looking for a set of cooperative learning
processes responsible for learning all types of complex
concepts. Given the enormity of this task, it is prudent to
use a divide and conquer approach to tackle the problem
of designing multiple learning processes responsible for
learning complex concepts. Therefore, for the sake of
tractability, this research has been restricted to the design
and implementation of a learning process capable of
discovering/learning adjective-noun combinations formed
with the help of predicating adjectives and concrete
nouns.
Learning of Simple Concepts
Learning of complex concepts requires learning of a
simple concept as a prerequisite. Therefore, any system
capable of learning complex concepts should also be
capable of learning simple concepts.
This section provides a review of learning
mechanisms used by a computer-based prototype system
to acquire prototype-based descriptions of simple
concepts. Only a summarized version of the concept
learning capabilities of the prototype system has been
included in this paper. For details the reader can refer to
Rohatgi (1996;1997).
The learning system, henceforth referred to as the
Adaptive Concept Learner (ACL), was implemented
under version 2.1 of ART-IM (Automated Reasoning
Tool) for MS-DOS. The overall goal of the ACL system
is to incrementally learn concept descriptions in the form
of category prototypes. ACL initiates its learning cycle
with the invocation of object learning process. The role of
object level process is to facilitate the teacher-system
interaction and acquire object descriptions provided by a
teacher through rote learning. An object description
acquired by the system is represented in terms of
attribute-value pairs.
Descriptions of category instances acquired through
the object learning process are agglomerated into reduced
exemplar-based representations by the exemplar learning
process. This process also maintains several forms of
frequency counts that are used at later stages of the
learning cycle for assigning weights to the attribute-value
pair included in the category prototype.
The reduced exemplar-based representations generated
with the help of exemplar learning process serve as inputs
for the prototype learning process. The goal of prototype
learning process is to generate a category prototype
through abstraction and assign weights to attribute-value
pairs included in the prototype description. Category
prototypes are updated if the learning system is exposed
to additional category instances over time. Updating also
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results in periodic weeding of idiosyncratic information
present in the prototype description.
Complex Concept learning
This section presents the building blocks of a
learning process that learns/discovers adjective-noun
combinations by combining prototype-based descriptions
of simple concepts acquired through learning mechanisms
described in the previous section. Our development of the
complex concept learning process for adjective-noun
combinations was guided by the Selective Modification
Model for prototype combinations proposed by Smith,
Osherson, Rips & Keane (1988).
Under the norms of Selective Modification model,
noun and adjective concepts are assumed to be
represented as simple frames with slots representing
typical properties associated with the concepts. Each slot
is associated with a diagnosticity value, while each filler
of the slot, i.e., the slot value, is associated with a salience
score. The diagnosticity of a slot reflects the usefulness of
the slot in discriminating examples of a category from
members of contrasting categories. On the other hand,
salience of a slot value reflects its frequency of
occurrence among the exemplars of the category and also
its perceptibility.
In general, the model postulates that the adjective
concept directs the formation of an adjective-noun
concept (1) by restricting the filler of a noun concept slot
and (2) by increasing the diagnosticity of the restricted
slot. The mechanism operates as follows.
In an adjective-noun combination, slots of the
adjective concept select the corresponding slots in the
noun concept. Each selected slot (predicating adjective
concepts typically modify a single slot) in the noun
concept is restricted to the value indicated by the
corresponding adjective concept slot. For each selected
slot, there is an increase in the salience score of the value
indicated by the adjective concept and a decrease in the
salience of other slot fillers. In addition, diagnosticity of
all restricted slots is also increased.
Although adequate as a framework, the above
described model is inadequate for direct implementation.
The following needs to be accomplished prior to the
operationalization of selective modification model as a
machine learning process:
1. We need to classify simple concepts acting as
constituents of an adjective-noun combination either as
adjectives or nouns before the invocation of prototype
combination model.
2. Guidelines need to be established for generating
complex concepts. A careful examination of the model
will reveal that its description is limited to the
interaction between the constituents of a complex
concept. How those constituents came together is
outside the purview of the model.
3. Guidelines need to be established for selecting noun
concept slots that get modified by the adjective concept.
4. Finally, procedures have to be formulated for
computing the diagnosticity and salience values
associated with a slot and its filler.
We outline our solutions to the above limitations related
to the operationalization of prototype combination model
in the following subsection.
Complex Concept Generation & Modification. The
ACL prototype initiates the complex concept generation
process by assigning a grammatical category to prototype-
based concept descriptions existing in its knowledge base.
It designates category prototypes of physical objects as
nouns and prototypes of conceptual objects as adjectives.
A complex concept is derived by concatenating an
adjective concept with a noun concept. For example, an
adjective concept like red is concatenated with a noun
concept like apple to generate a complex concept labeled
red-apple. After its generation, the complex concept is
modified to reflect its meaning (for further description of
details related to combination and modification process
see Rohatgi, 1994).
Validation
The results of the complex concept learning process
were validated by showing that the performance of the
ACL system is similar to available psychological
evidence described by Smith and Osherson (1984) for the
formation of adjective-noun concept combinations in
human beings. Using similarity computations based on an
algorithm reported in Rohatgi (1994), it was shown (see
Table 1) that a red apple is a more typical instance of the
concept red-apple than it is of apple. Smith and Osherson
(1984) call this as the conjunctive effect which is a
characteristic behavior of adjective-noun combinations.
The prototype system, as shown in Table 1, was also able
to mirror the compatible-incompatible and reverse
conjunction effects typically exhibited by adjective-noun
combinations (see Smith and Osherson, 1984, for details).
In summary, the performance of the learning system was
in line with the available psychological evidence related
to the formation of adjective-noun concepts by human
beings. For further details related to the validation process
see Rohatgi (1994).
Conclusion
In this paper we have made an attempt to extend the
concept learning research in machine learning by moving
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towards the learning of complex concepts instead of
simple concepts. In our view, a linguistic treatment of
concept combination represents a better approach because
it tends to bring out the complexities involved in learning
complex concepts. We have alluded to those complexities
in this paper and as a consequence adopted a piecemeal
approach to the learning of complex concepts. As a part
of our piecemeal approach, our decision was to tackle the
problem of learning complex concepts by investigating
the acquisition of adjective-noun combinations. The
problem domain was further restricted to adjective-noun
combinations involving predicating adjectives and
concrete nouns.
The development of our approach to learning
adjective-noun concepts was guided by the selective
modification model proposed by Smith et al. (1988). We
were successful in demonstrating the validity of our
approach by showing the similarities in the behavior of
the ACL prototype system and the observed
psychological evidence with respect to adjective-noun
concepts. The success is however partial because in our
model the affect of predicating adjective component is
limited to a single dimension of the noun concept.
Although this is true in majority of cases, the paradigm
breaks down in certain cases (for further details see
Medin & Shoben, 1988). However, the limitations of our
model do not diminish its contributions in terms of taking
a preliminary step towards learning of complex concepts
by computer-based systems. It provides an initial
framework on which future work in concept learning can
be based.
References
Medin, D. L. & Shoben, E. J. (1988). Context and
Structure in Conceptual Combination. Cognitive
Psychology, 20, 158-190.
Rohatgi, M. (1994). A Human Learning Approach for
Designing Adaptive Knowledge-Based Systems. Ph.D.
Dissertation, Texas Tech University, Lubbock, Texas.
Rohatgi, M. (1996). A Cognitive Modeling Approach to
Learning of Ill-defined Categories. Proceedings of the
Third International Workshop on Multistrategy
Learning, 103-114. Palo Alto, CA: AAAI Press.
Rohatgi, M. (1997). An Adaptive Knowledge-Based
System for Learning Ill-Defined Categories.
Proceedings of the Eighteenth American Society of
Engineering Management National Conference. Old
Dominion University, Virginia Beach, USA.
Smith, E. E. & Osherson, D. N. (1984). Conceptual
Combination with Prototype Concepts. Cognitive
Science, 8, 337-361.
Smith, E. E., Osherson, D. N., Rips, L. J., & Keane, M.
(1988). Combining Prototypes: A Selective
Modification Model. Cognitive Science, 12, 485-527.
Table 1. Conjunctive Effects for Adjective - Noun Combinations
Similarity to the Prototype
Number Instance Apple Red Brown
Apple Apple
1. Color = Red 2.1667 2.333 0.333
Shape = Round
Texture = Smooth
2. Color = Brown 0.5000 0.333 2.333
Shape = Round
Texture = Smooth
3. Computations for Compatible-Incompatible Conjunction Effect:
I. Extent to which the brown apple is judged more typical of brown apple than apple = (2.333 - 0.5) = 1.833
ii.Extent to which a red apple is judged more typical of red apple than apple = (2.333 -2.1667) = 0.1663
As predicted by the compatible-incompatible conjunction effect, the difference in (I) is greater than the difference
observed for (ii)
