The study of brain disorders requires accurate tissue segmentation of magnetic resonance (MR) brain images which is very important for detecting tumors, edema, and necrotic tissues. Segmentation of brain images, especially into three main tissue types: Cerebrospinal Fluid (CSF), Gray Matter (GM), and White Matter (WM), has important role in computer aided neurosurgery and diagnosis. Brain images mostly contain noise, intensity inhomogeneity, and weak boundaries. Therefore, accurate segmentation of brain images is still a challenging area of research. This paper presents a review of fuzzy -means (FCM) clustering algorithms for the segmentation of brain MR images. The review covers the detailed analysis of FCM based algorithms with intensity inhomogeneity correction and noise robustness. Different methods for the modification of standard fuzzy objective function with updating of membership and cluster centroid are also discussed.
Introduction
The purpose of image segmentation is to partition image to different regions, based on given criteria for future processing. Image segmentation plays an important role in medical applications such as abnormality detection, quantitative analysis, and postsurgical assessment. Due to unknown noise, intensity inhomogeneity, and partial volume effect, their precise segmentation is a difficult task. A variety of fuzzy techniques [1] [2] [3] have been reported in the literature for image segmentation. These methods fail to deal with local spatial property of images which leads to strong noise sensibility. Brain MR images mainly suffer from intensity inhomogeneity and noise caused due to radio frequency coil used in image acquisition [4, 5] . Therefore correction of intensity inhomogeneity as well as removal of noise is always desirable before segmentation of brain MR images.
Segmentation of MR images is still a challenging problem because they are affected by multiple factors such as (1) noise caused in image acquisition, (2) poor contrast and intensity inhomogeneity physically linked to the radio frequency MR signal, (3) partial volume effect being the mixture of several tissue signals in the same pixel, induced by the image resolution.
Few review papers for the segmentation of brain MR images with intensity inhomogeneity correction and noise robustness have been published. In [6] , the performances of four methods (a phantom correction method, an image smoothing technique, homomorphic filtering, and surface fitting approach) have been investigated. In [7] , quantitative and qualitative evaluation of six retrospective methods (low pass filtering, homomorphic filtering, Fourier domain, nonparametric, histogram based, and model based methods) have been reported. In [8] , review of intensity correction has been categorized in model based methods such as low frequency, hyper surface, and statistical models. Reviews discussed in [9] [10] [11] are mainly based on intensity inhomogeneity correction methods that are categorized as prospective and retrospective methods only.
In [9] , retrospective methods are divided into two categories such as gray scale based and transformed domain based. Review discussed different surface fitting (polynomial fitting, spline fitting), spatial filtering (low pass filtering and 2 Advances in Fuzzy Systems homomorphic filtering), and statistical methods (Markov random fields (MRF) and FCM) under the category of gray scale based methods and probability density function, Fourier domain, and wavelet domain methods under the category of transform based methods.
Prospective methods like phantom, multicoil, and special sequences and retrospective methods such as filtering methods (homomorphic and unsharp masking), surface fitting (intensity and gradient), segmentation based (maximum likelihood (ML), maximum a posteriori (MAP), FCM, and nonparametric methods), and histogram based (high frequency maximization, information minimization, and histogram matching) methods are discussed in [10] . This review also analysed numerous publications to assess major trends, popularity, and applications of intensity inhomogeneity correction methods. Different brain image denoising methods such as anisotropic nonlinear diffusion, MRF, wavelet based, analytical correction, and nonlocal methods are discussed in [11] . This review also discussed prospective methods like phantom, multicoil, and special sequences and retrospective methods such as surface fitting methods, segmentation based (ML, MAP, and FCM), histogram based, and filtering methods. Main focus of this paper is as follows:
(1) Comprehensive review of FCM clustering based algorithms for the segmentation of brain MR images with intensity inhomogeneity corrections and noise robustness is presented.
(2) Complete mathematical analysis for the formulation of objective function of FCM clustering based algorithms for intensity inhomogeneity correction and noise robustness is carried out.
(3) Algorithms are compared on the basis of updating of membership function and cluster centroid.
(4) Computational complexity and noise robustness of these algorithms are discussed.
(5) Quantitative measures used by researcher are also discussed.
Rest of the paper is organized as follows: Intensity inhomogeneity in brain MR images and its correction methods are described in Section 2. Noise in brain MR images and denoising methods are briefed in Section 3. FCM clustering algorithm and its drawback for the segmentation of brain MR image are briefly explained in Section 4. Detailed analysis of FCM clustering based algorithms for the segmentation of brain MR images with intensity inhomogeneity correction and noise robustness is presented in Sections 5, 6, and 7. Section 8 describes the different validation methods which are used for comparison. Information about the dataset is given in Section 9, followed by the conclusion of the study in Section 10.
Intensity Inhomogeneity in Brain MR Images and Its Correction Methods
In brain MR images, the observed signal is modelled as a product of the true signal and spatial varying factor called bias field:
where and are the true and observed intensities at the th pixel, respectively, is the bias field, and is the total number of pixels in a brain MR image. Intensity inhomogeneity or bias is the slowly changing and smooth variation in signal intensity. For a bias field of magnitude 40%, the signal is multiplied by a field with values ranging from 0.8 to 1.2 (i.e., with values between 20% below true intensity and 20% above true intensity). The application of logarithmic transformation to the intensities allows artifact to be modelled as additive bias field [12] as given below:
Figure 1 depicts the effect of intensity inhomogeneity on brain MR images. Original brain MR image [13] is shown in Figure 1 (a) and images altered by 40%, 80%, and 100% intensity inhomogeneity, respectively, are shown in Figures 1(b) , 1(c), and 1(d), respectively. Ahmed et al. [14] used sinusoidal gain field of higher spatial frequency as bias field. In [15] [16] [17] , the bias field is estimated by a linear combination of a set of basis functions as
where = ( 1 , 2 , . . . , ) , ∈ R, = 1, 2, . . . , , are the combination coefficients. ( ) = ( 1 ( ), 2 ( ), . . ., ( )) are the set of basis functions. In [18, 19] , weighted bias field is used with initialization of weights as ∈ (0, 1), for example, with 10 data items 1 = 0.008, increase 0.001, 2 , 3 , . . . , 10 .
FCM Clustering Methods with Spatial Constraints.
The FCM based methods are modified by incorporating spatial constraint in the objective function of FCM. These methods [12, 20] are used for intensity inhomogeneity correction and partial volume segmentation of brain MR images. Ahmed et al. [14] proposed bias corrected FCM (BCFCM) by modifying the objective function of FCM to compensate for the intensity inhomogeneity. But BCFCM is very timeconsuming, since it computes the neighbourhood term in each iteration step. This drawback is eliminated in spatially constrained kernelized FCM (SKFCM) [21] , where different penalty terms containing spatial neighbourhood information in the objective function are used. They also replaced the similarity measurement in the FCM by a kernel induced distance. accelerate the image segmentation process and to correct the intensity inhomogeneity during segmentation. Integration of fuzzy spatial relations in deformable models is proposed in [28, 29] for brain MRI segmentation.
Modified

Other Methods.
In recent years, multilevel methods [30, 31] , multidimensional approach [32] , multichannel [33, 34] , model based approaches [35] [36] [37] [38] , and level set approaches [39] [40] [41] [42] have been widely used for brain image segmentation and tumor detection.
Generalized FCM Based Methods.
Modified fast FCM algorithms [15, 43, 44] , rough set based FCM clustering algorithms [17, 45, 46] , possibilistic FCM clustering algorithm [16] , and FCM based algorithms [18, 19, [47] [48] [49] are also used for brain image segmentation. Recently intuitionistic fuzzy set based clustering [50, 51] approaches have been used for brain image segmentation.
Noise in Brain MR Images and Denoising Methods
Image segmentation algorithms are sensitive to noise. The presence of noise produces undesirable visual quality and lowers the visibility of low contrast objects. Effect of noise on brain MR images is shown in Figure 2 . Original brain MR image [13] is shown in Figure 2 (a) and images corrupted by 3%, 7%, and 11% noise are shown in Figures 2(b [52] proposed optimized block-wise nonlocal means denoising filter for 3D magnetic resonance images which uses the natural redundancy of information in image to remove the noise. Liu et al. [53] proposed enhanced nonlocal means denoising filter for 3D magnetic resonance images. The filter was designed considering characteristics of Rician noise in the MR images. Manjón et al. [54] proposed adaptive nonlocal means denoising method for MR images with spatially varying noise levels. Hu et al. [55] presented improved DCT-based nonlocal means filter for MR image denoising.
Anisotropic Diffusion Filters.
The anisotropic diffusion filtering is widely used for MR image enhancement. It is a general scale-space approach to edge detection, introduced in [56] . Fully automatic method for the segmentation of MR brain images is proposed in [57] . The method used probabilistic anisotropic diffusion to suppress the influence of extracerebral tissue in brain MR images and multiscale watersheds for image segmentation. Samsonov and Johnson [58] proposed noise-adaptive nonlinear diffusion filtering of MR images with spatially varying noise levels. They use a priori information regarding the image noise level spatial distribution for the local adjustment of the anisotropic diffusion filter. Krissian and Aja-Fernandez [59] presented noise-driven anisotropic diffusion filtering to remove Rician noise from magnetic resonance images. This filter relies on a robust estimation of the standard deviation of the noise.
Wavelet Based Methods.
Wavelet based methods are proposed by Nowak [60] , Alexander et al. [61] , Bao and Zhang [62] , and Anand and Sahambi [63] for noise suppression in magnetic resonance images. Xue et al. [64] presented an integrated method of the adaptive enhancement for an unsupervised global-to-local segmentation of brain tissues in three-dimensional (3D) MR images where wavelet filter is used to denoise the image and segmentation is carried out by combining spatial feature based fuzzy clustering.
FCM Clustering
FCM is the most effective algorithm for data clustering. FCM was proposed by Dunn [65] and later on it was modified by Bezdek [66] . The standard FCM objective function for partitioning the data { } =1 into clusters is given as
where = {V } =1 are the prototype of cluster and array = { } represents the partition matrix, is the number of cluster centroids, is the number of pixels or data points, is the th pixel, and V is the centroid of th cluster. ‖ − V ‖ 2 = = ( , V ) is the distance measure between cluster center V and the pixel . is the fuzzy membership of th pixel th cluster. This membership value satisfies the conditions
is a weighing exponent on each membership (1 for hard clustering and increasing for fuzzy clustering). It determines the amount of fuzziness of the resulting classification and is usually set as 2. The FCM objective function is minimized when high membership values are assigned to pixels which are close to the centroid of its particular class, and low membership values are assigned when pixels are away from the centroid [67] . The partition matrix and cluster centroid are updated as
The drawback of FCM clustering for image segmentation is that its objective function does not take into consideration any spatial dependence among pixels of image but deals with images the same as separate points. Second drawback of FCM clustering method is that the membership function is mostly decided by ( , V ), which measures the similarity between the pixel intensity and the cluster center. Higher membership depends on closer intensity values to the cluster center. Hence membership function is highly sensitive to noise. In MR image with noise and intensity inhomogeneity, this results in improper segmentation.
The result of FCM on brain MR images corrupted by noise and intensity inhomogeneity from McGill database [13] is shown in Figure 3 . shows original image with 0% noise and 40% intensity inhomogeneity, Region of CSF, Region of GM, and Region of WM, respectively. In case of noisy images, tissue class may differ and appears as salt and pepper noise. For example, few GM pixels are shown in the homogeneous region of WM as shown in Figure 3 (a). In case of images, corrupted by intensity inhomogeneity, significant size of pixels in GM and WM may be erroneously classified as another class as shown in Figure 3(b) . In order to deal with these issues, many variants of FCM are proposed. In these algorithms spatial information is incorporated in objective function of original FCM algorithm to improve the performance of image segmentation.
In the next sections, the comparative analysis of FCM based methods is presented. These methods are categorized as methods dealing with intensity inhomogeneity only, methods dealing with noise only, and methods dealing with intensity inhomogeneity and noise.
FCM Based Methods with Intensity Inhomogeneity Correction
This section gives the mathematical analysis of FCM based methods for the segmentation of brain MR images with intensity inhomogeneity correction. 
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Bias Corrected FCM (BCFCM).
Ahmed et al. [14] proposed a modification in standard FCM objective function to deal with intensity inhomogeneity of brain MR images by introducing a term that allows the labelling of pixel to be influenced by the intensity of its immediate neighbourhood. Neighbourhood acts as a regularizer and biases the solution towards piece-wise homogeneous labelling and is useful in segmenting MR scan corrupted by salt and pepper noise. The modified objective function is given as
where is the observed log-transformed intensities at the th pixel and stands for set of neighbours that exists in a window around and is the cardinality of . The effect of the neighbours term is controlled by parameter . The relative importance of the regularizing term is inversely proportional to signal-to-noise ratio (SNR) of the MRI signal. Lower SNR would require a higher value of the parameter .
The membership function, centroid, and bias field are updated as follows:
where
The BCFCM outperformed the FCM on both simulated and real MR images. In noisy images, the BCFCM technique produced better results and compensates for noise by including a regularization term.
FCM with Spatial Constraints.
The BCFCM is computationally inefficient due to introduction of spatial constraints, insufficient robustness to outliers, and difficulty in clustering non-Euclidean structure data. Chen and Zhang [21] proposed 6 Advances in Fuzzy Systems a modified objective function which is computationally efficient as compared to BCFCM and is given as
wherẽis the sample mean of neighbouring pixels lying within a window around pixel ( ) which can be computed in advance. The idea is that the term (1/ ) ∑ ∈ ‖ −V ‖ 2 can be written as (1/ ) ∑ ∈ ‖ −̃‖ 2 + ‖̃− V ‖ 2 . Thus the modified FCM algorithm with spatial constraints is iterated for minimizing objective function with the following update equations for membership function and centroid:
Above equations are computationally simpler than those obtained from [14] . Further, to enhance robustness of clustering,̃can be taken as median of neighbours with specified window around . Chen and Zhang [21] named these algorithms with mean and median filtering as FCM S1 and FCM S2, respectively. In FCM S1 and FCM S2 the Euclidean distance ‖ − V ‖ 2 was replaced with Gaussian kernel induced distance 1 − ( , V ) = 1 − exp(−‖ − V ‖ 2 / 2 ) and the kernel based objective function was modified as
The necessary conditions for minimizing objective function are given:
These algorithms with mean and median filter with Gaussian kernel induced distance are named as KFCM S1 and KFCM S2. This method can also be used to improve the performance of other FCM-like algorithms based on adding some type of penalty terms to the original FCM objective function.
FCM Based Methods with Noise Robustness
This section gives the mathematical analysis of FCM based methods for the segmentation of brain MR images with robustness to noise level in brain MR images.
Improved FCM Segmentation (IFS).
Shen et al. [26] proposed the improved fuzzy -means segmentation (IFS) algorithm to overcome noise effects in MR images. Instead of modifying the objective function of traditional FCM algorithm, it improves the similarity measurement of the pixel intensity and the cluster center by considering neighbourhood attraction. The objective function is expressed by
where ( , V ) is a similarity measurement between the pixel intensity and the cluster centers and is defined as follows:
where and adjust the degree of attraction and have a magnitude between 0 and 1. Here, is called feature attraction and is called distance attraction given by
and, here, = ‖ − ‖ is the intensity difference between study th pixel and its neighbouring th pixel and is the relation location between th pixel and its neighbouring th pixel. is the number of neighbouring pixels and is the membership of neighbouring th pixel to the th cluster. The bias field is estimated by the following equation:
The objective function is minimized with updates for membership value and cluster given as
If a pixel has a very similar intensity to one of its neighbours, the attraction between them is stronger than the attraction between the pixel and another neighbour with Advances in Fuzzy Systems 7 different intensities. A spatially closer neighbouring pixel has a stronger attraction than a neighbour which is spatially distant. Segmentation using IFCM is decided by the pixel itself and by its neighbouring pixels which improves the segmentation results.
Fast Generalized FCM (FGFCM) Algorithm. FCM S1
and FCM S2, proposed in [21] as two extensions to FCM S, have yielded effective segmentation for images, but both still lack enough robustness to noise and outliers in absence of prior knowledge of the noise. Parameter is used to achieve balance between robustness to noise and effectiveness of preserving the details of the image; its selection has to be made by experimentation which is difficult. Also the time of segmenting an image is heavily dependent on the image size. Motivated by individual strengths of FCM S1 and FCM S2, Cai et al. [68] proposed a novel fast and robust FCM framework for image segmentation called FGFCM clustering algorithms incorporating local information. They introduced a novel factor incorporating both the local spatial relationship (called ) and the local gray-level relationship (called ) to replace parameter and make it play a more important role in clustering. Its definition is given by
where the th pixel is the center of the local window (e.g., 3 × 3) and th pixels are the set of the neighbours falling into a window around the th pixel given by
where ( , ) is a spatial coordinate of the th pixel, denotes the scale factor of the spread of , determining its change characteristic, and reflects the damping extent of the neighbours with the spatial distances from the central pixel. The local gray-level similarity measure is given by
where is gray value of the central pixel within a special window, is gray value of the th pixels in the same window, and denotes the global scale factor of the spread of . The function of the local density surrounding the central pixel is given by
The value of parameter reflects gray value homogeneity degree of the local window. The smaller its value is, the more homogeneous the local window is, and vice versa. can change automatically with different gray-levels of the pixels over an image and thus reflects the damping extent in gray values. FGFCM clustering algorithm incorporates local spatial and gray-level information into its objective function which is given by
where V represents the prototype of the th cluster and represents the fuzzy membership of gray value with respect to cluster . is the number of the pixels having the gray value equal to , where = 1, 2, . . . , and ∑ =1 = , and denotes the number of the gray-levels of the given image which is generally much smaller than . The new generated image is computed in terms of
where is gray value of the neighbours of (window center), is set of neighbours falling in the local window, and is local similarity measure between the th pixel and the th pixel.
can be considered as the weight of the th pixel and can be considered as the th pixel of the linearly weighted summed image. The partition matrix and cluster centroid are updated by
FGFCM introduces a new factor as a local (spatial and gray) similarity measure with robustness to noise and detailpreserving for image and removes the empirically adjusted parameter . FGFCM produces fast clustering for given image, which is attributed to its dependence only on the number of the gray-levels rather than the size of the image, which reduces its time complexity of clustering. [27] modified objective function given by Chen and Zhang [21] to make it independent of parameter . The modified objective function is given by
A Gaussian Kernel Based FCM (GKFCM). Yang and Tsai
with = ∑ =1 ( / ), and = min ̸ = (1− (V , V ))/max (1− (V , )).
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The membership function and cluster prototype are updated as follows:
GKFCM automatically learn the parameters by the prototype-driven learning scheme. The results of GKFCM are more robust to noise and outliers than BCFCM, KFCM S1, and KFCM S2 especially in segmenting MR images.
A Modified FCM Method Using Multiscale Fuzzy -Means (MsFCM).
Wang and Fei [44] proposed multiscale fuzzymeans (MsFCM) algorithm for the classification of brain MR images which performs classification from the coarsest to the finest scale, that is, the original image. The classification result at a coarser level + 1 was used to initialize the classification at a higher scale level . The final classification is the result at scale level 0. During the classification processing at level +1, the pixels with the highest membership above a threshold are identified and assigned to the corresponding class. These pixels are labelled as training data for the next level . The objective function of the MsFCM at level is given by
and, here, and are scaling factors. is the membership obtained from the classification in the previous scale and is determined by
where is the threshold to determine the pixels with a known class in the next scale classification and is set as 0.85. The partition matrix and class centers are updated by
The multiscale scheme improves the speed of the classification and robustness. The centroids of the initial classes from the coarser image improve the convergence of the classification algorithm. A pixel with a high probability of belonging to one class in the coarse image is expected to belong to the same class in the next fine image. Threshold is used to select these pixels at the coarse level and thus to constrain the classification in the next level. A smaller threshold means more reliable classification in the coarse image. This threshold depends on noise levels and preprocessing such as diffusion filtering. A smaller threshold is expected for images with better image quality.
FCM Methods with Noise Robustness and Intensity Inhomogeneity Correction
This section includes the mathematical analysis of FCM based method for the segmentation of brain MR images with intensity inhomogeneity correction and robustness to noise.
A Framework with Modified Fast FCM (MFCM) Algorithm.
Ji et al. [15] proposed a new automated method to determine the initial value of centroid and also an adaptive method to incorporate the local spatial continuity in the segmentation of brain MR image. The objective function for modified FCM algorithm is given by
where is the weight of pixels in the neighbourhood centered at th pixel. is the control parameter of the term which rewards the crispness membership degrees. In this algorithm the initialization of centroid was done automatically using histon and adaptive method was proposed to incorporate the local spatial continuity to overcome the noise Advances in Fuzzy Systems 9 effectively and prevent the edges from blurring. The intensity inhomogeneity is estimated by linear combination of the set of basis functions and regularization term is added in objective function to reduce the number of iteration steps. The partition matrix and cluster centroid and bias field are updated as
, and ( ) = ( 1 ( ), 2 ( ), . . . , ( )) , and here ∈ R, = 1, 2, . . . , , are the combination coefficients. The orthogonal polynomials are used as the basis functions which satisfy the condition given as follows:
× is matrix and is × 1 matrix with being the number of the basis functions. MFCM method overcomes the three major artifacts of brain images (intensity inhomogeneity, noise, and partial volume effect) at the same time. The initial values of the centroids are determined automatically. Then, an adaptive method to incorporate the local spatial continuity is used to overcome the noise effectively and prevent the edge from blurring. The intensity inhomogeneity is estimated by a linear combination of a set of basis functions. A regularization term is added to reduce the iteration steps and accelerate the algorithm. The weights of the regularization terms are all automatically computed to avoid the manually tuned parameter.
Modified Robust FCM Algorithm with Weighted Bias Estimation (MRFCM-wBE).
Ramathilagam et al. [19] proposed a modified robust fuzzy -means algorithm with special weighted bias estimation (MRFCM-wBE) for segmentation of brain MR images. To reduce the number of iterations, the proposed robust algorithm initializes the centroid using dist-max initialization algorithm before the execution of algorithm iteratively. The objective function of MRFCM-wBE is given by
wherẽ= (∑ )/ and ∈ (0, 1) is the weight of th pixel. The partition matrix, centroid cluster, and bias field are updated as follows:
Experimental results of MRFCM-wBE indicate that the algorithm is more robust to the noises and faster than many other segmentation algorithms.
Efficient Inhomogeneity Compensation Using FCM Clustering Models.
The compensation of intensity inhomogeneity artifacts is a computationally costly problem, which demands highly efficient design and implementation. Szilágyi et al. [69] demonstrated intensity inhomogeneity compensation on a single-channel intensity image via -means clustering models. The operations performed during the iterations of the alternating optimization (AO) scheme are separated into globally working ones and locally applied ones, and their execution is optimized according to their necessities. Global criteria are applied to gray intensities instead of individual pixels, which makes a drastic reduction of the computational load. This formulation and improved clustering models are combined with multistage INU compensation to obtain high accuracy and efficiency. The objective function of efficient FCM method is given by
and, here, ℎ is the number of pixels for which the compensated intensity in iteration satisfies − = 1. Ω ( ) is the range of possible values of − and ∑ ∈Ω ( ) ℎ ( ) = . And hence ℎ with ∈ Ω ( ) represents the intensity histogram of the compensated image in iteration . Thus, for any compensated intensity ∈ Ω ( ) and any cluster indexed = 1, 2, . . . , , the partition matrix and centroid cluster are updated as follows:
For any ∈ Ω ( ) , auxiliary variables are defined and organized in look-up table as = ∑ =1 V / ∑ =1 . For any pixel with index = 1, . . . , , the bias field is estimated as
with = − −1 .
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Validation Methods
Quantitative evaluation is essential for objective comparison of the results of different correction methods. Commonly used metrics for inhomogeneity correction through segmentation are as follows:
(1) Segmentation accuracy (SA) used in [14] is defined as SA = ( (Number of Correctly Classified Pixels) (Total Number of Pixels) ) × 100.
(2) Three evaluation parameters used in [26, 44] are defined as follows: where is the number of pixels that do not belong to a cluster and are segmented into the cluster. is the number of pixels that belong to a cluster and are not segmented into the cluster.
is the number of all pixels that belong to a cluster and is the total number of pixels that do not belong to a cluster.
(3) Jaccard similarity and the Dice coefficient estimate the segmentation of voxels of one segmented tissue. The Jaccard similarity, used in [15] [16] [17] , is defined as the ratio between intersection and union of two sets and representing the obtained and gold standard segmentations, respectively:
The authors also used the Dice coefficient, which is a special case of the index, defined as
In comparison to the Dice coefficient, the Jaccard similarity is more sensitive when sets are more similar. Jaccard similarity is referred to as segmentation measure or comparison score in [21, 68] .
(4) The silhouette width ( ) of the object used in [19] is obtained using the equation
In the above equation ( ) is the average distance between the th data and all other data in the cluster.
( ) is the smallest average distance between the th data and all other data of other clusters. All these segmentation based measures provide quantitative information on segmentation accuracy, assuming that gold standard segmentations are available.
Dataset Used for Validation
An objective validation method may require a ground truth, based on strong prior knowledge about the real structure of the object of interest. For datasets acquired in clinical situation, this ground truth is usually incomplete, leading to a subjective quality assessment. Consequently, other solutions have been proposed for validation purpose, leading to the use of numerical data, either synthetic or simulated, or the acquisition of images of physical phantoms with known characteristics.
(1) Numerical datasets: Numerical datasets are commonly used for validation because of the ideal prior knowledge they provide. A comparison of these algorithmic approaches for brain MR image segmentation with intensity inhomogeneity correction using fuzzy clustering in terms of advantages and limitations is summarized in Table 1 .
Conclusion
In this paper, a comprehensive review of FCM clustering algorithms for the segmentation of MR brain images with intensity inhomogeneity corrections and noise robustness is presented. The algorithms are analysed according to various features like modification of standard fuzzy objective function and updating of fuzzy membership function and cluster center. A number of important issues have been emphasized, like algorithmic parameter selection, computational complexity, and noise robustness, indicating that intensity inhomogeneity correction as well as noise removal is still a challenging task. Because of intensity inhomogeneity, noise, and weak boundaries, magnetic resonance brain segmentation is still a challenging area of research and there is a need for future research to improve the accuracy, precision, and speed of segmentation methods.
