In order to detect the difference of acoustic features in effective on emotional perception such as happiness, sadness, anger and fear between Japanese and Chinese. In addition, we also adopted some impressions as the middle layer of these estimation models by two steps. First, we produced a linear estimation model for each emotions with the values of impressions evaluated, and we also created the models to estimate impressions. We assessed the models created in different way on its accuracy and the standardized partial regression coefficients. As a result, happiness and anger show that they have same tendency on acoustic features contributed in estimating impressions. We assumed that they have little or none cultural dependency on perception of impressions at least between Japanese and Chinese.
Introduction
Japan and China are important trading partner for each other. Telephone is still important tool for telecommunication. Telephone operator, for instance, should be care of the differences of cultural vocal behavior, that is, how to express the emotion and how to feel it. It will be more important over telecommunication that they understand the differences. If there were some support tools to display the amount of emotional strength of speaker's utterance over the phone, it could decrease misunderstanding each other. Thus, to specify the emotional state automatically we should find more common and effective acoustic features among multiple languages, provide an emotional perception model from acoustic features to emotions such as happiness, sadness, anger, and fear.
On the other hand, emotion recognition has been researched for natural interaction between man and machine. Some reports showed that the comparison between monolingual emotion recognition and multilingual emotion recognition. As a result, the multilingual emotion recognition accuracy is lower than monolingual emotion recognition [1] [2] . They only showed the results but did not discuss about the affecting factor in that. we find the cultural differences in process of estimation, thereby could adopt to multilingual emotion recognition.
Generally, there is little case that only one specific emotion is included in the utterance. So, it needs several dimensions to evaluate the utterance emotion. Impression and emotion were evaluated on a utterance respectively. We adopt these categories as impression such as Pleasant/Unpleasant, Aroused/Sleepy, Dominant/Submissive, Credible/Doubtful, Interested/Indifferent, Positive/Negative, which used to quantify para-information by H. Mori [3] . These categories can evaluate not only speaker's emotion state but also personal relationships. The sufficiency is still unclear. But we assume that it could have an effectiveness on this case. In addition, the relations between impression and emotion were already discussed by James A. Russel in [Measures of emotions]. A lot of emotions can be plotted on the impression dimensions (e.g., x-axis:Pleasantness, y-axis:Activity).
To estimate the emotional/impressive strengths, linear regression model was used. Our purpose is creating an estimation model free from the difference of culture. For this purpose, we recorded some conversations and evaluated it by Japanese and Chinese. The evaluation is to quantify a utterance strengths of impressions and emotions by listening. We adopted three kinds acoustic features such as pitch, loudness, spectrogram which don't depend on linguistic contents. In this paper, we report the results of modeling for Japanese and Chinese listeners, and discuss the commonality and difference among them.
Method
We measured values at three levels for each utterance, that is, 1) acoustic feature, which is extracted automatically, 2) strength of impressions and 3) strength of emotions, which are evaluated by Japanese and Chinese listeners. In our approach, we try to predict perceived emotional strength of natural utterance in two ways as shown in Fig. 1 . Model1 is traditional method, which predicts emotions from acoustic features. Model2 predicts impressions from acoustic features, and model3 predicts emotions from impressions. We will predict emotions from utterance by combining model2 and model3 and clarity the difference among the listener group for perceiving emotions. 
Recording and parameter extraction
Some conversations among four people (two males and two females) who knew each other were recorded. They uttered each other in playing game with portable device which connected each other by wireless network. They are students of Tokyo University of Technology, around twenty years old.
Conversations are recorded by a general recorder in PCM format at 16 kHz with 16-bit precision. The recording took three hours totally. 1,873 natural utterances were cut out with 0.1 second silent margins. Excluding laughter and weak volume utterances, 560 samples were selected for experiment. Since first and last 30 samples are used as dummies, only 500 samples are valid for evaluation.
The acoustic features in Table 1 are extracted from each utterance by MATLAB [4] . F0, P and C1 represent fundamental frequency, short term power, and the first cepstral coefficient, respectively. We adopted these because of they have little relationship with linguistic features. 
Evaluation and multiple regression analysis
To evaluate the emotional and impressive strength for all utterances, listening test were conducted in the basis of a force-choice emotion and impression identification in their strength each. The same experiments were conducted for Japanese and Chinese listeners. The Japanese evaluators are students of Tokyo University of Technology, and the Chinese ones are students of Beijing Institute of Technology. They are all native speakers of each language and have no experience of visiting the other country and studying the other language.
The values of evaluation have dispersion among the evaluators. And it will increase the prediction errors. In order to restrain the effective of evaluators' dispersion, we adopt the evaluator weighted estimator (EWE) method [5] as a representative value for the utterance by the following expression (1) . (1) where ˆ x n EWE ,(i) describes EWE-value, r k (i) represents weight of evaluator, n and K represent amount of utterance and evaluator.
Evaluation of impressions
The impression adopted in this paper are defined as Table 2 categorized by H. Mori [3] . PleasureUnpleasure and Aroused-Sleepy represent some sort of personal state. Dominance-Submissive and Credible-Doubtful represent some sort of personal relationship. Interested-Indifferent and PositiveNegative represent some sort of attitude. These categories may have strong relationship with a wellknown PAD (Pleasure, Arousal, Dominance) scales, which has been used in three dimensions to identify emotional state. Though the validity of these categories is no sufficiently verified, we assume that the categories might be appropriate in describing the lower level impressions. There are seven scales including neutral for each category evaluation, i.e., -3, -2, -1, 0, +1, +2, and +3. The stimuli in this listening test were 560 utterances, and presented through web browser divided into 5 sessions. The evaluator should select one out of seven scales for each category for each utterance, where the utterance could be replayed anytime. The evaluators were 12 Japanese and 11 Chinese. They were instructed to evaluate their impressions perceived not from linguistic content but from the way of speaking.
In the result, we obtain the impression strength vectors for each utterances as following:
where I describes impression vector of an utterance, and M is amount of impressional element like Table 2 . In this case M 6.
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Evaluation of emotions
The listening experiment to quantify the subjective evaluation value of the emotional aspect as well as the impression aspect was conducted. The stimuli used the same set as the impression evaluation test. The evaluator should select one out of 6 scales (from 0 to 5) for each emotional category. Four emotional categories were adapted in this study, i.e., happiness, sadness, anger, and fear. The evaluators were 10 Japanese and 12 Chinese. They listened to every 560 utterance once in random order through headphones and graded each utterance according to a scale from 0 (neutral or other emotion), 1 (week) to 5 (strong) for each emotional category.
In the result, we obtain the emotion strength vectors for each utterance as following:
where E describes emotion vector of an utterance, and P is amount of emotional categories, In this case P 4 .
Emotion estimation method
Multiple regression analysis was adopted to estimate the subjective values. In most of the previous works, emotional subjective values have been estimated directly from some acoustic features of the utterance. The model1 shown in Fig. 1 is the direct estimation model. Two-step approach which combines model2 and model3 is proposed as follows. We call this the combination model of model2 and model3. 
where p 0 and pm describe partial regression coefficient, p describes estimation error. Consequently, the estimated impression strength obtained by model2 became the input value to model3. The parameters which have the multicollinearity were removed beforehand and the step-wise selection of the parameters was adopted on the basis of Akaike's Information Criterion (AIC). Table 3 shows the coefficient of determination ( R 2 ) and the root mean square of residual (RMS) for each model perceived by Japanese and Chinese. The Japanese model is the model obtained from perceived emotion/impression by Japanese evaluators. The Chinese model is also the same.
Results

Estimation accuracies of each model
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In model1, the Japanese and Chinese models show the almost same tendency except anger. For only anger, the R 2 is 0.07 for the Japanese model while R 2 is 0.21 for the Chinese model. One of reasons may be that there are few expressions of anger in our corpus which came from the conversation of playing games. As another reason, it is often said it is difficult in general to identify anger emotion. In model3, it shows relatively higher precision compared with model1. It is because that there may be stronger relationship between impression and emotion. Figure 2 shows RMS values estimated by model1 and by combination of model2 and model3 for each emotion. There is little difference between direct estimation model (model1) and the combination model (model2 & model3). The RMS by the combination model was slightly but consistently smaller than that by the direct model for all emotions. 
Standardized partial regression coefficient
In order to closely examine the contribution of each independent variable such as acoustic features in model1 and model2 or impressions in model3, the standardized partial regression coefficients (henceforth, ) were calculated for all models.
The direct estimation model (model1)
The values of the model1 for all acoustic features were shown in Fig. 3 in the emotions of happiness and anger. The results of sadness and fear were omitted in the limitation of space.
The contribution for happiness estimation showed the similar tendency between the Japanese and the Chinese model at F0mean, Pmax, Pmagn, C1mean, and C1stdv. On the other hand, the contribution for angry estimation showed different tendency between the Japanese and the Chinese model at all parameters and showed even opposite signs at some parameters. Since good estimation accuracy could not be obtained for angry emotion as mentioned above, it cannot be judged that this is clear differences between the Japanese and the Chinese. Figure 4 shows the values of the model3 for all impression strengths in the emotions of happiness and anger. It shows pleasantness is the most contributed for happiness and anger in the Japanese model. While interested for happiness and dominant for anger is the most contributed in the Chinese model. Figures 5 to 10 show the results of values of the model2 for all acoustic features in the impressions of pleasant, aroused, dominant, credible, interested, and positive, respectively. There is almost same tendency between the Japanese and the Chinese models, though there is a difference that cannot be disregarded in a detailed part.
The combination model (model2 & model3)
Model3 is the best of all models in this study as shown in Table 3 . The estimation method of emotional strength through the impression might be more effective than the direct method from acoustic features. 
Conclusions
We compared two method of emotion estimation from the utterance. One is the direct estimation model and the another is the combination model. It shows that the latter is more reliable model for estimating the emotional strength from acoustic features. However, the performance is not enough yet. Further studies will be needed from the following viewpoints. 
