Abstract. We give a direct interpretation of the validity of the Riemann hypothesis for all zeros with ℑ(ρ) ∈ (0, T ] in terms of the prime-counting function π(x), by proving that Schoenfeld's explicit estimates for π(x) and the Chebyshov functions hold as long as 4.92 x/ log(x) ≤ T .
introduction
The Riemann hypothesis has been subject to numerous numerical verifications, which typically lead to statements of the form the first n complex zeros of the Riemann zeta function are simple and lie on the critical line ℜ(s) = 1/2, see e.g. [Bre79] .
Whilst such results are used as an ingredient in many estimates for functions of prime numbers, it is the purpose of this paper to give a direct interpretation in terms of the prime-counting function π(x). This is done by proving the well-known Schoenfeld bound |π(x) − li(x)| ≤ √ x 8π log(x) for x > 2657, which is implied by the Riemann hypothesis [Sch76] , to hold for 4.92 x/ log(x) ≤ T conditional on the Riemann hypothesis being valid for 0 < ℑ(ρ) ≤ T . We also prove similar statements for the Riemann prime-counting function and the Chebyshov functions. These results also have practical relevance, since calculating the zeros up to height T with fast methods like the Odlyzko-Schönhage algorithm has expected run time O(T 1+ε ) [OS88] . Therefore, one obtains strong bounds for π(x) for x ≤ x 1 in expected run time O(x 1/2+ε 1 ) if the Riemann hypothesis holds up to the according height.
Apart from this, we also improve part of the bounds for ψ(x) given in [FK] . denote the normalized characteristic function. We intend to construct a continuous approximation to the (normalized) Chebyshov function
A modified Chebyshov function
for wich we will prove an explicit formula similar to the von Mangoldt explicit formula (2.1)
where the sum is taken over all non-trivial zeros (according to their multiplicity) of the Riemann zeta function and the * indicates that the sum is computed as
To this end, we use the Fourier transform of the Logan function
a sharp cuttoff filter kernel [Log88] , which will allow us to flexibly control the truncation point and the size of the remainder term of the sum over zeros. The Fourier transform is given by
where I 0 (t) = ∞ n=0 (t/2) 2n /(n!) 2 denotes the 0-th modified Bessel function of the first kind [FKBJ] . Now let λ c,ε = ℓ c,ε (i/2) and let
Then we define the modified Chebyshov function by
Proposition 1. Let ε < 1/10 and let
Then we have
Moreover, we have
for every α > 0.
Proof. The identity (2.4) follows directly from exp(·/2) * η c,ε (t) = λ c,ε exp(t/2).
and from η c,ε being compactly supported on [−ε, ε]. The inequalities (2.5) and (2.6) then follow from (2.4), since (2.2) implies η c,ε (t) ≥ 0.
The explicit formula
The modified Chebyshov function satisfies an explicit formula similar to (2.1), of which we prove an approximate version.
Proposition 2. Let 0 < ε < 1/10 and let log(x) > 2/|log ε|. We define
c,ε f x * η c,ε . The assertion of the theorem follows by applying the Weil-Barner explicit formula [Bar81] 
where
and wheref
to the function ϕ x,c,ε .
Let ∆ = ϕ x,c,ε − f x and assume x > 2/|log(ε)|. It then suffices to prove the following identities:
The identities (3.2) and (3.3) follow directly from the definitions of the functionals. So we begin with the proof of (3.4). We have
1 − e −2t dt.
1 − e −2t dt and
1 − e −2t dt, we get
denotes the first exponential integral. Since
holds for y ց 0 [Olv97, S. 40], we get
which concludes the proof of (3.4). It remains to show (3.5) and we start by bounding ∆(t):
Lemma 1. Let ε and x be as in the theorem. Then ∆(t) vanishes for t / ∈ B ε (0) ∪ B ε (log x). Moreover, we have
and
Proof. Under the conditions imposed on x and ε, we have B ε (0) ∩ B ε (log x) = ∅ and (3.9) e t+τ = e t + Θ(2|τ |),
for max{|t|, |τ |} ≤ ε.
Since exp(·/2) * η c,ε (t) = λ c,ε exp(t/2) this gives
so we get (3.8). Moreover, we have
which gives (3.6). The remaining inequality (3.7) follows easily from
which holds for t ∈ B ε (log x). Now, we divide the integral in w ∞ (∆) as follows
Since the mapping t → 1−exp(−2t) t is monotonously decreasing in (0, ∞), we have (3.11) 1 − e −2t ≥ 1.8 t for 0 ≤ t ≤ ε ≤ 0.1. So, using (3.6), we obtain the bound
for the first integral on the right hand side of (3.10).
For the second integral we use (3.8) and the bound |log ε| ≥ 2.3, which gives
It remains to bound the third integral on the right hand side of (3.10). From (3.11) we get
for t ∈ B ε (log x) which, together with (3.7), implies
By the Gauß-Digamma theorem [AAR99, Theorem 1.2.7], we have
so (3.8) gives the bound
for the remaining summand in w ∞ (∆). Therefore, we arrive at
which concludes the proof of the theorem.
Bounding the sum over zeros
We provide several bounds for parts of the sum over zeros in the explicit formula for ψ c,ε (x). First we truncate the sum, making use of the sharp cuttoff property of the Logan function. 
Proof. Since exp(t/2) is convex and η c,ε is non-negative and even, we have
and therefore λ c,ε ≥ 1. Thus
holds for every non-trivial zero ρ. From this one obtains (4.2) from [Büt, Lemma 4.5], pairing ρ and 1 − ρ for every zero off the critical line, and (4.1) follows from the following lemma.
Lemma 2. Let 0 < ε < 10 −3 and let c ≥ 3. Then we have *
Proof. This is a more flexible version of [FKBJ, Lemma 2.4], which is proven in detail in [Büt14] . We give brief outline of the proof: We may weaken the condition T > 10 6 to T ≥ 100 by replacing the constant 0.4 by 0.82 in Corollary 2.2 and by replacing M + 6 by M + 18 in Corollary 2.3. In the proof of Lemma 2.4 we replace the definition of f (z) by
It is then straightforward to show that (2.7) and (2.8) and the final inequality remain true, which gives the desired result.
For the remaining part of the zeros, we will also be needing the following lemma.
Lemma
Proof. Let N (t) denote the zero-counting function. Using the notation N (t) = g(t) + R(t), where g(t) = t 2π log t 2πe + 7 8 , we get
Here the first integral gives the main term in (4.4). Furthermore, Rosser's estimate [Ros41, p. 223] implies |R(t)| ≤ log t for t ≥ 14. Consequently, we get
In particular, we have for t 1 ≥ 5000.
Bounding the sum over prime powers
The modified Chebyshov function ψ c,ε can be used to trivially bound ψ(x), choosing α = 1 in Proposition 1, but one obtains considerably better results choosing α close to zero and bounding the sum over prime powers.
We introduce the auxiliary functions
Proposition 4. Let 0 ≤ α < 1, x > 100, and let ε < 10 −2 , such that
holds. We define
Proof. Let I Analyzing the asymptotic behavior of µ c (α) and ν c (α) as functions of c for arbitrary α seems difficult. However, we can do this for the case α = 0, which is usually not too far from the optimal choice. To this end, we introduce the modified Bessel function of the first kind for real parameters γ ≥ 0 by
n!Γ(γ + n + 1) .
Then we have the following proposition. 
is positive and monotonously increasing in (0, ∞) and converges to 1 for x → ∞.
Proof. The proof is based on the Sturm monotony principle [Stu36], [Wat44, S. 518]. We define the auxiliary function
The Bessel differential equation
for x > ε and every ε > 0. Since
vanishes for x → 0 we thus get
Consequently, the function f β /f α = I β /I α increases monotonically in (0, ∞), and since
√ 2πx holds for every γ ≥ 0, it converges to 1 for x → ∞.
Bounds of Chebyshov type
The previous results give rise to a simple method to calculate bounds of the form
which will be needed in the proof of the main result. The method is similar to the one described in [FK] , where this problem is studied more extensively.
Theorem 1. Let 0 < ε < 10 −3 , c ≥ 3, x 0 ≥ 100 and α ∈ [0, 1), such that the inequality
holds. We denote the zeros of the Riemann zeta function by ρ = β + iγ. Then, if β = 1/2 holds for 0 < γ ≤ c/ε, the inequality
holds for all x ≥ e αε x 0 , where
Although Theorem 1 is generally weaker than the method in [FK] , there appears to remain a large region where Theorem 1 gives better bounds (see tables 1 and 2).
Proof. Under the conditions of the theorem we get
from Proposition 4, since A(x, c, ε, α)/x decreases monotonically. A similar calculation for the lower bound then gives
Furthermore, we get
from propositions 2 and 3, so the assertion follows.
6.1. Numerical estimates for E 1 and E 3 . The sum over zeros in (6.3) can either be evaluated, which is recommended if c/ε is small, or the sum can be estimated piecewise, using the following lemma.
Lemma 5. Let c, ε > 0 and let 14 ≤ T 0 < T 1 < c/ε. Then we have Proof. This follows directly from ℓ c,ε being monotonously decreasing in [0, c/ε] and Lemma 3.
The values µ c (α) and ν c (α) can be evaluated by power series representations, as shown in [FKBJ] . Alternatively, these values can be bounded by Riemann sums.
Proof. This follows from µ 
A partial prime number theorem
We now come to the main result of this paper, the proof of Schoenfeld's bounds [Sch76] for the functions ψ(x), Theorem 2. Let T > 0, such that the Riemann hypothesis holds for 0 < ℑ(ρ) ≤ T . Then, under the condition 4.92 x/ log(x) ≤ T , the following estimates hold:
log(x) for x > 2657. (7.4)
In particular the numerical verification in [Pla] (T ≈ 3.061 × 10 10 ) gives these bounds for x ≤ 1.89 × 10 21 , the result in [FKBJ] (T = 10 11 ) gives them for x ≤ 2.1×10
20 and the result in [Gou04] (T ≈ 2.445×10 12 ) gives them for x ≤ 1.4×10 25 .
Proof. We will first prove the stronger bounds
log(x) log(x) − 3 for x ≥ 5000, and (7.6) |ϑ(x) − x| ≤ √ x 8π log(x) log(x) − 2 for x ≥ 5000.
These imply the bounds in (7.3) and (7.4) for x ≥ 5000, since if (f, g) is one of the tuples (ψ, π * ) or (ϑ, π), we have
t log(t) 2 dt by partial summation, and so we get
(log(x) − 3) + π * (5000) − li(5000) − ψ(5000) − 5000 log(5000)
log(x), and
For the remaining values of x the validity of the claimed inequalities is easily checked by hand. We will prove (7.5) for x ≥ 10 19 first, choosing 
holds under these conditions, (3.1) can be simplified to
Furthermore, we have c ε ≤ 4.92 x log x 1/2 ≤ T, so we may assume ℜ(ρ) = 1/2 for all zeros ρ with imaginary part up to c/ε.
We divide the sum in (7.7) into three parts. For |ℑ(ρ)| > c/ε we get
√ cε log(3c) log c ε ≤ 0.0013 √ x log(x) log log(x) =: E 1 (x) (7.8) from Proposition 3. Furthermore, choosing a = 2 c in Proposition 3 gives
For the remaining part of the sum we bound |a c,ε (ρ)/ρ| trivially by 1/|ℑ(ρ)| and use Lemma 3, which gives
log(x) 2 + √ x 0.061 log(x) + 0.16 log log(x) 2 + 0.024 − 0.15 log(x) log log(x) − 0.114 log log(x) =: log(x)+10 ≥ 0.9, the first summand on the right hand side is bounded by (7.12) E 4 (x) := 0.283 √ x log(x) 3/2 log(x) + 10 .
So if we define
E 5 (x) := 0.26 log(x) 5/2 + 0.51 log(x) log log(2x) 2 + 2, we get |ψ(x) − x| ≤ √ x 8π log(x) 2 + E 1 (x) + E 2 (x) + E 3 (x) + E 4 (x) + E 5 (x) from (7.7), (7.8), (7.9), (7.10), and (7.11). Differentiating with respect to the variable y = log(x) shows, that 1 √ x log(x) E 1 (x) + E 2 (x) + E 3 (x) + E 4 (x) + E 5 (x) is monotonously decreasing for x ≥ 10 19 and smaller than − 3 8π , so (7.5) holds in this region.
For exp(18) ≤ x ≤ exp(44) (7.5) can be proven by calculating a sufficient amount of Chebyshov bounds with the method from the previous section. To this end, it suffices verify (7.13) |ψ(x) − x| ≤ δ n x for x ≥ y n = exp(n/4), with a δ n satisfying (7.14) δ n y n ≤ e −1/8 √ y n 8π log(y n )(log(y n ) − 3), since then (7.13) implies (7.5) for x ∈ [y n , y n+1 ] by concavity of the right hand side. This has been carried out with the choice x 0 = exp(−αε)y n , c = n/8 + 5, T = 2 √ y n , ε = c/T and α = 0.2 in Theorem 1 for 72 ≤ n ≤ 129, and with the altered choice T = 4 y n / log(y n ) and α = 0.1 for 129 ≤ n ≤ 175. In all cases (7.14) turned out to hold.
For the remaining x ∈ [5000, exp(18)] the validity of (7.5) is easily checked numerically by evaluating ψ(x) at all prime powers in this interval.
Since we have ψ(x) − ψ( √ x) ≤ ϑ(x) ≤ ψ(x), (7.5) implies (7.6) for x ≥ 10 11 . For the remaining x (7.6) follows from the bound 0 ≤ x − ϑ(x) ≤ 1.938 √ x for 5000 ≤ x ≤ 10 11 , which the author obtained numerically.
