Abstract. A fast, second order accurate iterative method is proposed for the elliptic equation r ( (x; y)ru) = f(x; y) in a rectangular region in 2 space dimensions. We assume that there is an irregular interface across which the coe cient , the solution u and its derivatives, and/or the source term f may have jumps. We are especially interested in the cases where the jump in is large. The interface may or may not align with a underlying Cartesian grid. The idea in our approach is to precondition the di erential equation before applying the immersed interface method proposed by LeVeque and Li SINUM, 4 (1994), pp. 1019-1044. In order to take advantage of fast Poisson solvers on a rectangular region, an intermediate unknown function, the jump in the normal derivative across the interface, is introduced. Our discretization is equivalent to using a second order di erence scheme for a corresponding Poisson equation in the region, and a second order discretization for a Neumann-like interface condition. Thus second order accuracy is guaranteed. A GMRES iteration is employed to solve the Schur complement system derived from the discretization. A new weighted least squares method is also proposed to approximate interface quantities from a grid function. Numerical experiments are provided and analyzed. The number of iterations in solving the Schur complement system appears to be independent of both the jump in the coe cient and the mesh size.
There are many applications in solving elliptic equations with discontinuous coefcients, for example, steady state heat di usion or electrostatic problems, multi-phase and porous ow, solidi cation problems, and bubble computations etc. There are two main concerns in solving (1.1){(1.4) numerically:
How to discretize (1.1){(1.4) to certain accuracy. It is di cult to study the consistency and the stability of a numerical scheme because of the discontinuities across the interface. How to solve the resulting linear system e ciently. Usually if the jump in the coe cient is large, then the resulting linear system is ill-conditioned, and the number of iterations in solving such a linear system is large and proportional to the jump in the coe cient. There are a few numerical methods designed to solve elliptic equations with discontinuous coe cients, for example, harmonic averaging, smoothing method, and nite element approach etc., see 2] for a brief review of di erent methods. Most of these methods can be second order accurate in the l-1 or the l-2 norm, but not in the l-1 norm, since they may smooth out the solution near the interface.
A. Mayo and A. Greenbaum 14, 15] have derived an integral equation for elliptic interface problems with piecewise coe cients. By solving the integral equation, they can solve such interface problems to second order accuracy in the l-1 norm using the techniques developed by A. Mayo in 13, 14] for solving Poisson and biharmonic equations on irregular regions. The total cost includes solving the integral equation and a regular Poisson equation using a fast solver, so this gives a fast algorithm. The possibility of extension to variable coe cients is mentioned in 14].
R.J. LeVeque and Z. Li have recently developed a di erent approach for discretizing elliptic problems with irregular interfaces called the immersed interface method (IIM) 2, 9], which can handle both discontinuous coe cients and singular sources. This approach has also been applied to three dimensional elliptic equations 7], parabolic equations 10, 11, 12] , hyperbolic wave equations with discontinuous coe cients 4, 5] , and the incompressible Stokes ow problems with moving interfaces 3, 6] . L. Adams 1] has successfully implemented a multi-grid algorithm for the immersed interface method. However, there are some numerical examples with large jumps in the coe cients in which the immersed interface method may fail to give accurate answers or converge very slowly.
In this paper, we propose a fast algorithm for elliptic equations with large jumps in the coe cients. The idea is to precondition the elliptic equation before using the immersed interface method. In order to take advantage of fast Poisson solvers on rectangular regions, we introduce an intermediate unknown function u n ](s) which is de ned only on the interface. Then we discretize a corresponding Poisson equation, which has di erent sources from the original one, using the standard ve-point stencil with some modi cation in the right hand side. Our discretization is equivalent to using a second order di erence scheme to approximate the Poisson equation in the interior region + and ? , and a second order discretization for the Neumann-like interface condition + u + n ? ? u ? n = v:
Thus from the error analysis for elliptic equations with Neumann boundary conditions, for example, see 17], we would have second order accurate solution at all grid points including those near or on the interface. A GMRES method is employed to solve the Schur complement system derived from the discretization. A new weighted least squares method is proposed to approximate interface quantities such as u n from a grid function de ned on the entire domain. This new technique has been successfully applied in the multi-grid method for interpolating the grid function between di erent levels 1] with remarkable improvement in the computed solution. These ideas will be discussed in detail in the following sections. The method described in this paper seems to be very promising not only because it is second order accurate, but also because the number of iterations in solving the Schur complement system is almost independent of both the jumps in the coe cients and the mesh size. This has been observed from our numerous numerical experiments, though we have not been able to prove this theoretically. Our new method has been used successfully for the computation of some inverse problems 20].
This paper is organized as follows. In Section 2, we precondition (1.1){(1.4) to get an equivalent problem. In Section 3, we use the IIM idea to discretize the equivalent problem and derive the Schur complement system. The weighted least squares approach to approximate u n from the grid function u ij is discussed in Section 4. Some implementation details are addressed in Section 5. Brief convergence analysis is given in Section 6. An e cient preconditioner for the Schur complement system is proposed in Section 7. Numerical experiments and analysis can be found in Section 8. Some new approaches in the error analysis involving interfaces are also introduced there. is satis ed. Therefore, solving Problem (I) is equivalent to nding the corresponding g and then u g (x; y) in Problem (II). Notice that g is only de ned along the interface, so it is one dimension lower than u(x; y): Problem (II) is an elliptic interface problem which is much easier to solve because the jump condition u n ] is given instead of u n ]. With the immersed interface method, it is very easier to construct a second order scheme which also satis es the conditions of the maximum principle. In this paper, we suppose is piecewise constant as in (1.2), so Problem (II) is a Poisson equation with a discontinuous source term and given jump conditions. We can then use the standard ve-point stencil to discretize the left hand side of (2.8a), but modify the right hand side to get a second order scheme, see 2, 9] for the detail. We wish to nd numerical methods with which we can compute u g (x; y) to second order accuracy. We also hope that the total cost in computing g and u g is less than that in computing u g through the original Problem (I). The key to success is computing g e ciently. Below we begin to describe our method to solve g . Once g is found, we just need one more fast Poisson solver to get the solution u (x; y). Any other quantity q(s) de ned on the interface such as w(s) and g(s) can also be expressed in terms of a cubic spline with the same parameter s. Since cubic splines are twice di erentiable we can gain access to the value of q(s) and its rst or second derivatives at any point on the interface in a continuous manner.
We use upper case letters to indicates the solution of the discrete problem and lower case letters for the continuous solutions.
Given W k and G k , the discrete form of jump conditions (2.9a) and (2.9b), with the immersed interface method, the discrete form of (2.8a) can be written as is the discrete Laplacian operator using the standard ve-point stencil. Note that if (x i ; y j ) happens to be on the interface, then f ij = ij is de ned as the limiting value from a pre-chosen side of the interface. C ij is zero except at those irregular grid points where the interface cuts through the ve-point stencil. A fast Poisson solver, for example, FFT, ADI, Cyclic reduction, or Multi-grid, can be applied to solve (3.12). The solution U of the equation above certainly depends on G and we are interested in nding G which satis es the discrete form of (2.7b)
where the components of the vectors U + n and U ?
n are discrete approximation of the normal derivative at control points from each side of the interface. In the next section, we will discuss how to use the known jump G, and sometimes also V , to interpolate U ij to get U + n and U ? n in detail. As we will see in the next section, U + n and U ? where E, D, and P are some matrices and P = I ? P. Combine (3.14) and (3.16) to obtain the linear system of equations for U and G:
The solution U and G are the discrete forms of u g (x; y) and g , the solution of Problem (II) which satis es (2.11). The next question is how to solve (3.17) e ciently. The GMRES method applied to (3.17) directly or the multi-grid approach 1] are two attractive choices. However, in order to take advantage of fast Poisson solvers, we have decided to solve G in (3.17) rst, and then to nd the solution U by using one more fast Poisson solver. Eliminating U from (3.17) gives a linear system for G
This is an n b n b system for G, a much smaller linear system compared to the one for U. The coe cient matrix is the Schur complement of D in (3.17) . In practice, the matrices A, B, E, D, P, and the vectors V , F are never formed. The matrix and vector form are merely for theoretical purposes. Thus an iterative method, such as the GMRES iteration 18], is preferred. The way we compute (3.16) will dramatically change the condition number of (3.18). 4 . A weighted least squares approach for computing interface quantities from a grid function. When we apply the GMRES method to solve the Schur complement system of (3.18) for G , we need to compute the matrix-vector multiplication, which is equivalent to computing U ? n and U + n with the knowledge of U ij and the jump condition U n ]. This turns out to be a crucial step in solving the linear system (3.18) for G . Our approach is based on a weighted least squares formulation. The idea described here can also be, and has been, applied to the case, where we want to approximate some quantities on the interface from a grid function. For example, interpolating U ij to the interface to get U ? (X; Y ) or U + (X; Y ), where (X; Y ) is some point on the interface. This new approach has also been successfully applied to the multigrid method for interpolating the grid function between di erent levels by L. Adams 1] with remarkable improvement in the computed solution.
We start from the continuous situation, the discrete version can be obtained accordingly. Let u(x; y) be a piecewise smooth function, with discontinuities only along the interface. We want to interpolate u(x i ; y j ) to get approximations to the normal derivatives u ? n (X; Y ) and u + n (X; Y ), which are only de ned on the interface, to second order.
Our approach is inspired by Peskin's method in interpolating a velocity eld u(x; y)
to get the velocity of the interface using a discrete delta function. The continuous and discrete forms are the following: is robust and depends on the the grid function u ij continuously, two very attractive properties of Peskin's formula (4.20) . In addition to the advantages of Peskin's approach, we also have exibility in choosing the coe cients ij and the correction term Q to achieve second order accuracy. The parameter in (4.21) can be xed or chosen according to problems, see Section 8.
Below we discuss how to use the immersed interface method to determine the coe cients ij and the correction term Q. They are di erent from point to point on the interface. So they should really be labeled as ij;X , etc. But for simplicity of notation we will concentrate on a single pointX = (X; Y ) and drop the subscriptX.
Since the jump condition is given in the normal direction, we introduce local Let ( i ; j ) be the -coordinates of (x i ; y j ), then we have u(x i ; y j ) = u + u i + u j + Note that we would have the exact same equation if we want to interpolate a smooth function u(x i ; y j ) to get an approximation u n atX to second order accuracy. The discontinuities across the interface only contribute to the correction term Q. This agrees with our analysis in 2, 9] for Poisson equations with discontinuous and/or singular sources, where we can still use the classical ve-point scheme but add a correction term to the right hand side at irregular grid points. If the linear system (4.26) has a solution, then we can obtain a second order approximation to the normal derivative u ? n by choosing an appropriate correction term Q. Therefore we want to choose big enough, say 1:6h, such that at least six grid points are involved. Usually we have an under-determined linear system which has in nitely many solutions. We should then choose the one ij with the minimal 2-norm This is one of desired properties of our interpolation. In practice, only a hand full of grid points, controlled by the parameter , are involved. Those grid points which are closer to (X; Y ) have more in uence than others which are further away.
When we know the coe cients ij , we also know the a k 's. From the a k 's and the interface relations (4.24), we can determine the correction term Q easily, Q = a 2 w + a 4 g + a 6 w 0 + a 8 g 00 ? w 00 + f + a 10 w 00 ? g 00 ] + a 12 (w 0 00 + g 0 ):
(4.27)
Thus we are able to compute u ? n to second order accuracy. We can derive a formula for u + n in exactly the same way. However, with the relation u + n = u ? n + g, we can write down a second order interpolation scheme for u + n immediately u + n X i;j ij u(x i ; y j ) d (jX ?x ij j) ? Q + g; (4.28) where ij is the solution we computed for u ? n . In the next section, we will explain an important modi cation of either (4.21) or (4.28) depends on the magnitude of ? or + .
We should mention another intuitive approach, one-sided interpolation, in which we only use grid points on the proper side of the interface in computing a limiting value at the interface:
This approach does not make use of the interface relations (4.24), so we have to have at least six points from each side in order to have a second order scheme. Note that we can also use the least squares technique described in this section for one-sided interpolation. This approach has been tested already. The weighted least squares approach using the interface relations (4.24) appears superior in practice. It has the following advantages: Fewer grid points are involved. When we make use of the interface relation, compared to the one-sided interpolation, the number of grid points which are involved is reduced roughly by half. Second order accuracy with smaller error constant. The grid points involved in our approach are clustered around the point (X; Y ) on the interface, and those which are closer to (X; Y ) have more in uence than those which are further away in our weighted least squares approach. We have smaller error constant in the Taylor expansions compared to the one-sided interpolation.
The error constant can be as much as 8 27 times smaller as the one-sided interpolation. In two dimensional computation, we can not take m and n to be very large, to have a smaller error constant sometimes is as important as to have a high order accurate method. Robust and smoother error distribution. We have a robust way in choosing the grid points which are involved. The interpolation formulas (4.21) and (4.28) depend continuously on the location (X; Y ) and the grid points (x i ; y j ), and so does the truncation error for these two interpolation schemes. In other words, we will have a smooth error distribution. This is very important in moving interface problems where we do no want to introduce any non-physical oscillations.
No break downs. In one-sided interpolation, sometimes we can not nd enough grid points in one particular side of the interface, then the one-sided interpolation will break down. In our approach, every grid point on one side is connected to the other by the interface relations (4.24). So no break down will occur.
Trade o or disadvantages. The only trade o of our weighted least squares approach is that we have to solve a under-determined 6 by p linear system of equation (where p 6) instead of solving one that is 6 by 6. The larger is, the more computational cost in solving (4.26). Fortunately, the linear system has full row rank and can be solved by the LR-RU method 8] or other e cient least squares solvers.
5. Some details in implementation. The main process of our algorithm is to solve the Schur complement system (3.18) using the GMRES method with an initial guess
We need to derive the right hand side, and explain how to compute the matrix-vector multiplication of the system without explicitly forming the coe cient matrix. The right hand side needs to be computed just once which is described below. Note that from the second line to the third line we have used the following EA ?1 F = P V ? V which is de ned in (3.18). It worth to point out that once our algorithm is successfully terminated, which means that the residual vector is close to the zero vector, we not only have an approximation Q to the solution G , an approximation U(Q) to the solution U, bult also approximations U n (Q) to the normal derivatives from each side of the interface. The normal derivative information is very useful for some moving interface problems where the velocity of the interface depends on the normal derivative of the pressure. 6. Convergence Analysis. As to this point, we have had a complete algorithm for solving the original elliptic equations of the form Problem (I). We have transformed the original elliptic equation to a corresponding Poisson equation with di erent source term and jump conditions, or internal boundary conditions, (2.9b) and (2.11). The jump condition (2.11) is Neumann-like boundary condition which involves the normal derivatives from each side of the interface. In our algorithm, the classical ve-point di erence scheme at regular grid points is used. This discetization is second order accurate. As discussed in Section 4, the Neumann-like internal boundary condition (2.11) is also discretized to second order. So from the analysis in Chapter 6 of 17] on Neumann conditions, we should be able to conclude second order convergence globally for our computed solution, provide that we can solve the Poisson Problem (II) to second order accuracy. This is con rmed in our early work 2, 9]. Numerical experiments have con rmed second order accuracy of the computed solution for numerous test problems, see Section 8.
7. An e cient preconditioner for the Schur complement system. With the algorithm described in previous sections, we are able to solve Problem I to second order accuracy. In each iteration we need to solve a Poisson equation with a modi ed right hand side. A fast Poisson solver such as a fast Fourier transformation method (FFT), cyclic reduction, etc. 19], can be used. The number of iterations of the GMRES method depends on the condition number of the Schur complement. If we make use of both (4.21) and (4.28) to compute U n , the condition number seems to be proportional to 1=h. Therefore the number of iterations will grow linearly as we increase the number of grid points.
Below we propose a modi cation in the way of computing U n which seems to improve the condition number of the Schur complement system dramatically. The idea is simple and intuitive. We use one of the formulas (4.21) or (4.28) obtained from the weighted least squares interpolation to approximate u ? n or u + n , and then use (7.34) or (7.33) to approximate u + n or u ? n to force the solution to satisfy the ux jump condition. This is actually an acceleration process, or a preconditioner for the Schur complement system (3.18). With this modi cation, the number of iterations for solving the Schur complement system seems to be independent of the mesh size h, and almost independent of the jump ] in the coe cient as well, see the next section for more details. Although we have not been able to prove this claim, the algorithm seems to be extraordinary successful.
Whether we use the pair (4.21) and (7.34) or the other (4.28) and (7.33) have only a little a ect on the accuracy of the computed solutions and the number of iterations. The algorithm otherwise behaves the same and the analysis in the next section seems to be true no mater what pair we choose.
We have been using the following criteria to choose the desired pair The numbers of iterations as we change the mesh size h and the ratio of the discontinuous coe cient, = + = ? .
The ability of the algorithm to deal with complicated interfaces and large jumps in the coe cient. All the experiments are computed with double precision. The computational parameters include: as either in the inside ? or the outside + of the interface and the exact solution is determined accordingly. In other words, the exact solution is not determined from the exact interface but the discrete one. In Table 1 , r i , i = 1; 2; 3 is the ratio of successive errors. A ratio of 4 corresponds to second-order accuracy. In Table 1 , k is the number of iterations required in solving the Schur complement system (3.18). The ratio of coe cients is de ned as = ? = + . In the gures, we use S i , i = 1; 2; 3 to express the slopes of least squares line of experimental data (log(h i ); log(E i )). Table 1 are some plots and data from the computed solutions which we will analyze below. 8.1. Accuracy. Table 1 shows the results of grid re nement analysis for Case A with two very di erent ratio ? = + , + > ? . When ? = + = 0:5, the ratio r i are very close to 4 indicating second order convergence. With ? = 1 and + = 10 4 , the error in the solution drops much more rapidly. This is because the solution in + approaches a constant as + becomes large, and it is quadratic in ? . A second order accurate method would give high accurate solution in both regions. So it is not surprising to see the ratio r 1 is much larger than 4. For the normal derivatives, we expect second order accuracy again since + u + n is not quadratic and has magnitude of O(1). This agrees with the results r 2 and r 3 in Table 1 .
In Fig 4 we Table 1 Numerical results and convergence analysis for Case A with m = n b = n. n + ?
E plots the error distribution over the region. The error seems to change continuously even though the maximum error occurs on or near the interface. Usually if the curvature is very big in some part of an interface, for example, near a corner, then we would observe large errors over the neighborhood of that part of the interface.
For interface problems, the errors usually do not decrease monotonously as we re ne the grid unless the interface is aligned with one of the axes. We need to study the asymptotic convergence rate which is usually de ned as the slope of the least squares line of the experimental data (log(h i ); log(E i )) . Fig 4(b) plots the errors versus the mesh size h in log-log scale for the case n b = n. The asymptotic convergence rate is about 2:62 compared to 2 for a second order method. As h gets smaller we can see the curves for the errors become atter indicating the asymptotic convergence rate will approach 2.
The dotted curves in Fig 5 and Fig 6 are the results for case B and C, where the interfaces are more complicated compared to case A. Again we take m = n = n b .
The asymptotic convergence rates are far more than two. Such behavior can also be observed from Example 4 in 16]. Does it mean that our method is better than second order? Certainly this is not true from our discretization. Below we explain what is happening.
For interface problems, the errors depend on the solution u(x; y), the mesh size h, the jump in the coe cient ], the interface ? and its relative position to the grid, and the maximal distance between control points on the interface, h b . We can write the error in the solution, for example, as follows .4) is dominant. That is why we have higher than second order convergence. Eventually, the error in the rst term will dominate and we will then observe second order convergence. To further verify the arguments above, we did some tests with xed number of control points n b . For example, we take n b = 540 for Case C, see the solid line in is negligible. We see the slopes of the least squares line of the errors E 1 and E 2 are 2:15 and 2:07 respectively indicating second order convergence. Usually E 2 and E 3 , the error in the normal derivatives u ? n and u + n , behaves the same, so we only need to study one of them. If we let n b change with the same speed as the number of grids m and n, then the second term in (8.4) is dominant and the slopes of the least squares line of the errors E 1 and E 2 are 2:71 and 2:69 respectively. Once n b is large enough, the rst term will dominate in (8.4) and the error will decrease quadratically. This can also be seen roughly from Fig 6. Note that the errors oscillate as n gets large whether we x n b or not. But the uctuation becomes smaller as we re ne the grid. The upper envelop of E 1 behaves the same as the least squares line of the experimental data (log(h i ); log(E i )). So it is reasonable to use the asymptotic convergence rate to discuss the accuracy when errors do not behave monotonously.
As another test, we let n b change slower than m and n. The solid lines in Fig 5( We now discuss the e ect of the di erent choice of the parameter in the least squares approximation described in Section 4 on the solution. Most of the computations are done with = 2:1 h except in Fig 5(b) , the dash-dotted line where = 3:6 h.
As we can expect, the smaller is, the higher accuracy in the computed solution because the points involved are clustered together and the error in the Taylor expansion will be smaller. However, the smaller is, the more oscillatory in the error as we re ne the grid. For larger , the computation cost increases quickly, but the error behaves much smoother with the mesh size h. Usually we can take small for smooth interfaces, and larger if we want a smoother error distribution for more complicated interfaces.
8.2. The number of iterations versus the mesh size h . Fig 7(a) , also see We will see in the next paragraph that this is also true for di erent choices of the ratio = ? = + . Note that the number of iterations is about two or three fewer than the numbers of calls of the fast Poisson solver. We need two or three of them for initial set up of the Schur complement system. In Fig 7(a) , the lowest curve corresponds to case A with ? = 1 and + = 10 4 , the lowest but the second curve corresponds to ? = 10 4 and + = 1. For case B, the number of iterations required is about 17 21 for = 10 ?3 and = 10 3 respectively. For case C, the most complicated interface, the number of iterations is about 46 with reasonable number of control points on the interface for = 10 ?2 and = 10 2 respectively. 8.3. The number of iterations versus the jump ratio = ? = + . Fig 7(b) , also see Fig 10(b) for Example 2 , plots the number of iterations versus the jump ratio in log-log scale with xed number of grids m = n = n b = 160. As goes away from the unit we have larger jump relatively in the coe cient. The number of iterations increases proportional to jlog( )j when is small but soon reaches a point after which the number of iterations will remain as a constant. Such points depends on the shape of the interface. For Case A, it requires only about 5 6 iterations at the most for < 1 and about 7 8 iterations for > 1 in solving the Schur complement system using the GMRES method. For Case B, the numbers are about 17 22. For Case C, the most complicated interface in our examples, the numbers are about 47 69. As we mentioned in the previous paragraph, also see Fig 7(a) , for Case C, with only 160 control points we can not express the complicated interface Fig 2(b) very well. If we take more control points on the interface, then the number of iterations will be about 46. and Example 2 are two extreme samples of elliptic interface problems. So we should be able to get some insights about the method proposed in this paper. Fig 9 shows errors E i versus mesh size h in log-log scale with di erent choice of n b . In Fig 9(a) , ? = 1, + = 10 3 . The solid lines correspond to a xed discretization of the interface, n b = 420. As we expected, the asymptotic convergence rate for E i are S 1 = 2:1404, S 2 = 2:1268, and S 3 = 2:1272. They are all close to 2 indicating These numbers are all larger than 2 similar to the cases we saw in Fig 5, and Fig 6. We have explained such phenomena already. Fig 10(a) plots the number of iteration versus the number of grids n with m = n b = 2n=3. Again we consider two extreme cases, = 10 ?3 with ? = 1, and = 10 3 with + = 1. Once the interface is well expressed somewhere after n > 180, the number of iteration will slightly decrease to a constant which is about 28 for = 10 ?3 and 34 for = 10 3 . Fig 10(b) plots the number of iteration versus the ratio with xed grid m = n b = 160; n = 240. We set ? = 1 when < 1 and + = 1 when > 1. We observe the same behavior as in Fig 7(b) . Initially the number of iterations increases proportional to jlog( )j as goes away from the unit, but it soon approaches a constant which is about 28 for < 1 and 34 for > 1. has large curvature. Depending on the shape of the interface, we should take enough control points on the interface so the error in expressing the interface does not dominate the global error. However, once such a critical number is decided, we do not need to double it as we double the number of grid points, which saves some computational cost. We should still be able to maintain second order accuracy. The number of iteration for solving the Schur complement system using a GMRES method is almost independent of both the mesh size h as well as the jump in the coe cient. 9 . Conclusions. We have developed a second-order accurate fast algorithm for a type of elliptic interface problems with large jumps in the coe cient across some irregular interface. We precondition the original partial di erential equation to obtain an equivalent Poisson problem with di erent source terms and a Neumann-like interface condition. The fast Poisson solver proposed in 2, 9] can be employed to solve the Schur complement system for the intermediate unknown, the jump in the normal derivative along the interface. Then we proposed a preconditioning technique for the Schur complement system which seems to be very successful. Numerical tests revealed that the number of iterations in solving the Schur complement system is independent of both the mesh size h and the jump in the coe cient, though we have not proved this strictly in theory. The idea introduced in this paper might be applicable to other related problem, for example, to domain decomposition techniques. A new least squares approach to approximate interface quantities from a grid function is also proposed. By analyzing the numerical experiments, we have discussed some issues in error analysis involving interfaces.
There is still a lot of room for improving the method described in this paper. For example, we have used cubic spline interpolations for closed interfaces. There are some advantages of this approach. But large errors can occur at the connection of the rst and the last control points when we try to make the curve closed. That might also be one of reasons why the error does not decrease monotonously. As an alternative, a level set formulation is under investigation.
The next project following this paper is to study the case with variable coe cients. where ? ? and + ? are the averages of the coe cients from each side of the interface. Whether (2.8a) or (9.5) is used, we shall still introduce an intermediate unknown, the jump in the normal derivative across the interface if the jump condition is given in the form of u n ]. In this way, the coe cients of the di erence scheme would be very close to those obtained form the classical ve-point stencil. We can not take advantage of the fast Poisson solvers for variable coe cient anymore, but we can make use of the multi-grid method developed by L. Adams in 1].
