Introduction
Proteins are important players in executing the genetic program. When carrying out a particular biological function or serving as molecular building blocks for a particular cellular structure, proteins rarely act individually. Rather, biological complexity is encapsulated in the structure and dynamics of the combinatorial interactions among proteins as well as other biological molecules (such as DNA and RNA) at different levels, ranging from the simplest biochemical reactions to the complex ecological phenomena [1] . Therefore, one of the key challenges in the post genomic era is to understand these complex molecular interactions that confer the structure and dynamics of a living cell.
Traditionally, knowledge about protein-protein interactions (PPI) has been accumulated from the socalled small scale biochemical and biophysical studies. The results obtained through these small scale experiments are considered to be reliable and become the foundation of our understanding of the complex bio-molecular interaction networks. Recent years, however, have seen a tremendous increase in the amount of data about protein-protein interactions attributed to the development of high-throughput data collection techniques. On one hand, the collection of this high volume of data provides a great opportunity for further investigations including those employing computational approaches for modeling and thus understanding the structure and dynamics of the complex biological systems. On the other hand, the data available are still incomplete and appear to be noisy, posting a great challenge for further analysis. Nonetheless, analyzing these PPI data is widely believed to be important and may provide valuable insights into proteins, protein complexes, signaling pathways, cellular processes, and even complex diseases [2] .
Modeling protein-protein interactions often takes the form of graphs or networks, where vertices represent proteins and edges represent the interactions between pairs of proteins. Research on such PPI networks has revealed a number of distinctive topological properties, including the "small world effect", the powerlaw degree distribution, clustering (or network transitivity), and the community structure [3] .
These topological properties, shared by many biological networks, appear to be of biological significance. One example of such biological relevance is the correlation reported between gene knock-out lethality and the connectivity of the encoded protein [4] . Correlation is also found between the evolutionary conservation of proteins and their connectivity [5] [6] [7] . Not surprisingly, topological information has been exploited in the predictive functional assignment of uncharacterized proteins and the theoretical modeling for the evolution of PPI networks [8] [9] [10] [11] [12] .
In this chapter, we present a comprehensive evaluation of the topological structure of PPI networks across different species. We also introduce a novel and efficient approach, which exploits the network topology, for mining the PPI networks to detect a protein community from a given seed. We begin with a review of related work, followed by a description of the data sets and metrics we use to analyze the topological structure of PPI networks. We then present the algorithm for detecting a protein community from a seed. Finally, we report our findings and conclude the chapter with a discussion.
Background
We can study the topological properties of networks either globally or locally. Global properties describe the entire network to provide a bird-eye view of a given network. While useful, global properties in general are not capable of describing the intricate differences among different networks. Especially when data about networks are incomplete and noisy, such as PPI networks, the ability of global properties to accurately describe a given network suffers. On the contrary, local properties study only parts of the entire networks. They measure local sub-graphs or patterns. In regarding to studying incomplete and noisy networks, local properties have one obvious advantage in that they may describe these networks more accurately because sub-graphs in these networks are believed more likely to be complete than the whole graph.
Most research in the area of network topological analysis thus far has been focus on such properties as network diameters, degree distribution, clustering co-efficient, and the community structure.
The diameter of a network is the average distance between any two vertices in the network. The distance between two vertices is measured by the shortest path lengths between these two vertices. Despite their large sizes, many real-world networks, such as biological and social networks, have small diameters. The so-called "small world" property refers to such small diameters in the network. The "small world" model was first proposed by Watts and Strogatz [13] who started a large area of research related to the small world topology.
The degree (or connectivity) of a vertex v is the number of edges connecting v to other vertices in the network. The degree distribution, denoted as P(k), is defined as the probability that a given vertex v in an undirected graph has exact degree of k. P(k) has been used to characterize the distribution of degrees in a network.
In their pioneering work, Barabasi and Albert [14] discovered a highly heterogeneous PPI network with non-Poisson, scale-free degree distribution in the yeast. The signature of scale-free networks, as opposing to random networks, is that the degrees of vertices are distributed following a power-law,
where P(k) is the probability of a vertex having a degree of k and 0 γ > . The power law degree distribution has been observed in many real-world networks such as World Wide Web, social, and biological networks including PPI networks of S. cerevisiae, H. pylori, E. coli, C.elegans, and D. melanogaster [15] [16] [17] [18] [19] [20] . Therefore, since its emergence, the scale-free network model has been widely adopted.
In network analysis, the term "clustering" is used exchangeable with "network transitivity" to describe the phenomenon of an increased probability of two vertices being adjacent if both share a common neighbor, i.e. if a vertex A is connected to vertex B, and vertex C is also connected to vertex B, then there is a heightened probability that A has a direct connection to C. Clustering property is normally measured by the clustering coefficient, which is the average probability that two neighbors of a given vertex are adjacent. Formally, the clustering coefficient of vertex v, denoted as v C [14] , is defined by:
where n is the number of neighboring vertices of v, v E is the actual number of edges among these n neighboring vertices, and n(n -1)/2 is the maximal possible number of edges among these n vertices. The clustering coefficient is a local topological property measuring local group cohesiveness. A corresponding global measurement for characterizing a network in this regard can be quantified by averaging the clustering coefficient over all vertices in the network, as defined by
<C> provides a statistical view of local group cohesiveness over the entire network. In addition, a network can also be characterized quantitatively by the clustering coefficient distribution which is defined by
where k n is the number of vertices with degree k and v d is the degree of vertex v. It has been shown that the clustering coefficient distribution is also following a power law [21] [22] [23] 
A recent work by Ng and Huang [24] carries out a study on two topological properties, degree distribution and diameter, of PPI networks across six different species. Their work confirms the popular scale-free topology across different species based on these two measurements.
Even though the scale-free network model is well adopted, whether the power-law behavior is applicable to all PPI networks is still up to challenges. Thomas and colleagues [25] found that the degree distribution in a human PPI network does not follow a power law. They argued that the current belief of power-law connectivity distribution may reflect a behavior of a sampled sub-graph. Since we only have an incomplete and low coverage sample of an entire protein interactome, the behavior in a sampled subgraph does not necessarily imply the same behavior for the whole graph. Therefore, they called for the attention of importance to assess the accuracy of the observed degree distribution in reference to the full proteome.
From a different angle, Tanaka and colleagues [26] recently reported that some PPI networks do not follow power law if using a rank-degree plot instead of regularly used frequency-degree plot.
Colizza and colleagues [23] also evaluated three PPI networks constructed from three different yeast data sets. Although they observe that the degree distribution follows a power law, only one of the three networks exhibits approximate power law behavior for the clustering coefficient. Soffer and Vazquez [27] find that the power law dependence of the clustering coefficient is to some extent caused by the degree correlations of the networks, with high degree vertices preferentially connecting with low degree vertices.
Community structure is another property common to many networks. Although there is no formal definition for the community structure in a network, it often loosely refers to the gathering of vertices into groups such that the connections within groups are denser than connections between groups [3] . The study of community structure in a network is closely related to the graph partitioning in graph theory and computer science. It has also close ties with the hierarchical clustering in sociology [28] . Recent years have witnessed an intensive activity in this field, partly due to the dramatic increase in the scale of networks being studied.
Because communities are believed to play a central role in the functional properties of complex networks [28] , the ability to detect communities in networks could have practical applications. Studying the community structure of biological networks is of particular interest and challenging, given the high data volume and the complex nature of interactions. In the context of biological networks, communities might represent structural or functional groupings. They can be synonymous with molecular modules, biochemical pathways, gene clusters, or protein complexes. Being able to identify the community structure in a biological network may help us to understand better the structure and dynamics of biological systems.
Many algorithms for detecting community structure in networks have been proposed. They can be roughly classified into two categories, divisive and agglomerative. The divisive approach takes the route of recursive removal of vertices (or edges) until the network is separated into its components or communities, whereas the agglomerative approach starts with isolated individual vertices and joins together small communities. One important algorithm is proposed by Girvan and Newman (the GN algorithm) [3] . The GN algorithm is based on the concept of betweenness, a quantitative measure of the number of shortest paths passing through a given vertex (or edge). The vertices (or edges) with the highest betweenness are believed to play the most prominent role in connecting different parts of a network. The GN algorithm detects communities in a network by recursively removing these high betweenness vertices (or edges). It has produced good results and is well adopted by different authors in studying various networks [28] . However, it has a major disadvantage which is its computational cost. For sparse networks with n vertices, the GN algorithm is of 3 n time. Various alternative algorithms have been proposed [29] [30] [31] [32] [33] , attempting to improve either the quality of the community structure or the computational efficiency.
The GN algorithm has been applied to a number of metabolic networks from different organisms to detect communities that relate to functional units in the networks [34] . It has also been adapted to analyze a network of gene relationships as established by co-occurrence of gene names in published literature and to detect communities of related genes [35] .
One goal of our work here is to address a slightly different question about the community structure in a PPI network, i.e. what is the community a given protein (or proteins) belongs to. We are motivated by two main factors. Firstly, due to the complexity and modularity of biological networks, it is more feasible computationally to study a community containing one or a few proteins of interest. Secondly, sometimes the whole community structure of the network may not be our primary concern. Rather, we may be more interested in finding the community which contains a protein (or proteins) of interest.
Hashimoto and colleagues [36] have used a similar approach to growing genetic regulatory networks from seed genes. Their work is based on probabilistic Boolean networks and sub-networks are constructed in the context of a directed graph using both the coefficient of determination and the Boolean function influence among genes. The similar approach is also taken by Flake and colleagues [37] to find highly topically related communities in the Web based on the self-organization of the network structure and on a maximum flow method.
Related works also include those that predict co-complex proteins. Jansen and colleagues [38] use a procedure integrating different data sources to predict the membership of protein complexes for individual genes based on two assumptions: first, the function of any protein complex depends on the functions of its subunits; and second, all subunits of a protein complex share certain common properties. Bader and Hogue [39] report a Molecular Complex Detection (MCODE) clustering algorithm to identify molecular complexes in a large protein interaction network. MCODE is based on local network densitya modified measure of the clustering coefficient. Bu and colleagues [10] use a spectral analysis method to identify the topological structures such as quasi-cliques and quasi-bipartites in a protein-protein interaction network. These topological structures are found to be biologically relevant functional groups. In our previous work, we developed a spectral-based clustering method using local density and vertex neighborhood to analyze the chromatin network [11] [12] . Two recent works along this line of research are based on the concept of network modularity introduced by Hartwell and colleagues [40] . The works by [21] and [41] both used computational analyses to cluster the yeast PPI network and discovered that molecular modules are densely connected with each other but sparsely connected with the rest of the network.
Method
We intuitively model a protein-protein interaction network as a simple graph, meaning that it is undirected, unweighted, and without self-loops. Each vertex of the graph represents a protein and each edge represents an interaction between the two proteins connected by it.
Data Sets
We analyze the topology of PPI networks using the species-specific data set which includes E. coli, H. pylori, S. cerevisiae, D. melanogaster, C. elegans, M. musculus, and H. sapiens PPI networks. The data sets were downloaded from the Database for Interacting Proteins (DIP) [42] . To test our algorithm, we use a data set of interactions for Saccharomyces cerevisae downloaded from the General Repository for Interaction Datasets (GRID) [43] . The GRID database contains all published large-scale interaction datasets as well as available curated interactions. The GRID yeast data set we downloaded has 4,907 proteins and 17,598 interactions.
Measurements of Network Topology
The basic properties are measured for each PPI network, including: 1) the number of proteins, measured by the number of vertices; 2) the number of interactions, measured by the number of edges; 3) the number of connected components within the network; 4) the size of the largest (or giant) component, measured by the size of the largest connected sub-graph;
We also measure three degree related metrics: the maximum degree (k max ), the average degree (<k>), defined as
where |E| is the total number of edges and n is the total number of vertices, and the degree distribution (P(k)) which is the frequency of a vertex having degree k in the network.
The diameter of a network, <l>, is defined as the average distance between any two vertices. The distance between two vertices is defined as the number of edges along their shortest path.
For a vertex i, we adopt the definition of the clustering coefficient v C from [15] as defined in Section 2. A global measurement related to this is the average clustering coefficient <C> also defined in Section 2. Assuming the same degree distribution, we adopt the following definition to obtain an average clustering coefficient of a random network [44] :
We also calculate a local property called vertex density <D>. The definition of vertex density is inspired by Bader and Hogue [39] who define a local density by expanding the definition of the clustering coefficient for vertex v to include v itself in the formula when calculating v C .
All statistical analyses are performed using SPSS software package.
The Algorithm

Notation
An undirected graph, G = (V, E), is comprised of two sets, vertices V and edges E. An edge e is defined as a pair of vertices (u, v) denoting the direct connection between vertices u and v. The graphs we use in this paper are undirected, unweighted, and simple -meaning no self-loops or parallel edges.
For a subgraph ' G G ⊂ and a vertex i belonging to G', we define the in-community degree for vertex i,
, to be the number of edges connecting vertex i to other vertices belonging to G' and the outcommunity degree, k out i (G'), to be the number of edges connecting vertex i to other vertices that are in G but do not belong to G'.
In our algorithm, we adopt the quantitative definitions of community defined by Radicchi and colleagues [45] . In this definition, a subgraph G' is a community in a strong sense if for each vertex i in G', its incommunity degree is greater than out-community degree. More formally, G' is a community in a strong sense if
In a weak sense if the sum of all degrees within G' is greater than the sum of all degrees from G' to the rest of the graph, i.e., G' is a community in a weak sense if
The algorithm
The algorithm, called CommBuilder, accepts the seed protein s, gets the neighbors of s, finds the core of the community to build, and expands the core to find the eventual community.
The two major components of CommBuilder are FindCore and ExpandCore. In fact, FindCore performs a naïve search for maximum clique from the neighborhood of the seed protein by recursively removing vertices with the lowest in-community degree until all vertices in the core set have the same incommunity degree.
The algorithm performs a breadth first expansion in the core expanding step. It first builds a candidate set containing the core and all vertices adjacent to each vertex in the core. It then adds to the core a vertex that either meets the quantitative definition of community in a strong sense or the fraction of incommunity degree over a relaxed affinity threshold f of the size of the core. The affinity threshold is 1 when the candidate vertex connects to each of vertices in the core set. This threshold provides flexibility when expanding the core, because it is too strict requiring every expanding vertex to be a strong sense community member.
The FindCore is a heuristic search for a maximum complete subgraph in the neighborhood N of seed s. Let K be the size of N, then the worst-case running time of FindCore is 2 ( ) O k . The ExpandCore part costs in worst-case approximately |V| + |E| + overhead. |V| accounts for the expanding of the core, at most all vertices in V, minus what are already in the core, would be included. |E| accounts for calculating the in-and out-degrees for the candidate vertices that are not in the core but in the neighborhood of the core. The overhead is caused by recalculating the in-and out-degrees of neighboring vertices every time the FindCore is recursively called. The number of these vertices is dependent on the size of the community we are building and the connectivity of the community to the rest of the network, but not the overall size of the network. 
17:
C' ← C 18:
for each t ∈D and t ∉C 19: calculate
else return ExpandCore(C', f) Table 1 lists the basic properties of all PPI networks used for our analysis. The sizes of networks vary significantly across species, indicating the varied status in data collecting and documenting for the specific data source and virtually our understanding of PPI for these organisms. Table 1 shows the small sizes of so called giant components for H. sapiens and M. musculus, meaning that we have a fairly large number of unconnected small sub-graphs in these two networks. 
Results
Basic properties of the PPI networks
Average global topological properties of PPI networks
In Table 2 , we report the average global topological properties of PPI networks. Across species, PPI networks all exhibit small values of average degree and diameters, even though the absolute values differ significantly. Also, except for C. elegans, PPI networks for all other species have larger average clustering coefficient comparing to the corresponding random clustering coefficient, indicating a nonrandom and hierarchical structure within these networks. Contrary to the average clustering coefficient, the average vertex density shows much lesser variability across species. 
Degree distribution
Degree distribution P(k) is the probability that a selected protein has exactly degree k. We evaluate the distribution of degrees P(k) as a function of k. Figure 1 shows the degree distribution for the networks across different species. The log-log plot clearly demonstrates the power law dependence of P(k) on degree k. For our analysis, we select to use directly the raw data, instead of following [15] with exponential cutoff. The results of statistical analysis are listed in Table 3 . Without exponential cutoff, our regression analysis yields power law exponents γ between 1.36 and 2.36, in fairly good agreement with previously reported results.
Even though the regression analysis and figures clearly show strong power-law degree distribution, we want to conduct further statistical analysis to test if the power law model adequately captures all the features in the testing data. Using SPSS software package, we create a scatter plot of residues by fit values for the power law model. The result is shown in Figure 2 , which clearly indicate a pattern in the data that is not captured by the power law model. This means that the power law is a model that has excellent fit statistics, but has poor residuals, indicating the inadequacy of the model. 
The average clustering coefficient distribution
We have shown results of average clustering coefficient for PPI networks in a previous section. We now take a closer look at the distribution of the clustering coefficient by averaging the clustering coefficient over vertices with degree k, C(k), as defined in Section 2.
The results, as shown in Figure 3 , indicate that while E. coli and S. cerevisiae (also shown in 
The average vertex density distribution
We evaluate the distribution of the average vertex density over the vertices with degree k. The results for the vertex density spectrum (D(k) over degree k) display consistent power law behavior for all the networks (Figure 4 
Protein Communities
We applied our algorithm against the network built from the downloaded data set as described in Section 3. The average running time for finding a community of around 50 members is about 20 ms.
Because there is no alternative approach to our method, we decide to compare the performance of our algorithm to the work on predicting protein complex membership by Asthana and colleagues [46] . Asthana and colleagues reported results of queries with four complexes using probabilistic network reliability (we will refer their work as PNR method in the following discussion). Four communities are identified by CommBuilder using one protein as seed from each of the query complexes used by the PNR method. The seed protein is selected randomly from the "core" protein set. The figures for visualizing the identified communities are created using Pajek [47] . The community figures are extracted from the network we build using the above mentioned data set omitting connections and proteins outside the detected community. The proteins in each community are annotated with a brief description obtained from the MIPS complex catalogue database [48] as shown in Table 4 -7. As a comparison, we use Complexpander, an implementation of the PNR method [46] and available at http://llama.med.harvard.edu/Software.html, to predict co-complex using the core protein set that contains the same seed protein used by CommBuilder. For all our queries when using Complexpander, we select the option to use the MIPS complex catalogue database. We record in Table 4 -7 the ranking of the members in our identified communities that also appear in the co-complex candidate list predicted by Complexpander.
The first community, shown in Figure 5 , is identified using TAF6 (in red) as seed. TAF6 is a component of the SAGA complex which is a multifunctional co-activator that regulates transcription by RNA polymerase II [49] . The SAGA complex is listed in MIPS complex catalogue as a known cellular complex consisting of 16 proteins. As shown in Table 4 , the community identified by our algorithm contains 39 members, including 14 of the 16 SAGA complex proteins listed in MIPS (indicated by an asterisk in the Alias column). The community also contains 14 of 21 proteins listed in MIPS as Kornberg's mediator (SRB) complex. The rest of the proteins in the community are either TATA-binding proteins or transcription factor IID (TFIID) subunits or SRB related. TFIID is a complex involved in initiation of RNA polymerase II transcription. SAGA and TFIID are structurally and functionally correlated, make overlapping contributions to the expression of RNA polymerase II transcribed genes. SRB complex is a mediator that conveys regulatory signals from DNA-binding transcription factors to RNA polymerase II [50] . In addition, 27 of the top 50 potential co-complex proteins (9 of the top 10), not including the seed proteins, predicted by Complexpander are in the identified community. The second community is discovered using NOT3 as seed ( Figure 6 and Table 5 ). NOT3 is a known component protein of the CCR4-NOT complex which is a global regulator of gene expression and involved in such functions as transcription regulation and DNA damage responses. MIPS complex catalogue lists 5 proteins for NOT complex and 13 proteins (including the 5 NOT complex proteins) for CCR4 complex. The CCR4-NOT community identified is composed of 40 members. All 5 NOT complex proteins listed in MIPS and 11 of the 13 CCR4 complex proteins are members of the community. POL1, POL2, PRI1, and PRI2 are members of the DNA polymerase alpha (I) -primase complex, as listed in MIPS. RVB1, PIL1, UBR1, and STI1 have been grouped together with CCR4, CDC39, CDC36, and POP2 by systematic analysis [51] . The community also contains 20 out of 26 proteins of a complex that is probably involved in transcription and DNA/chromatin structure maintenance [52] . The third community is identified by using RFC2 as the seed ( Figure 7 and Table 6 ). RFC2 is a component of the RFC (replication factor C) complex, the "clamp loader", which plays an essential role in DNA replication and DNA repair. The community identified by our algorithm has 17 members. All five proteins of RFC complex listed in MIPS complex catalogue database are members of this community, as shown in Table 6 . All but one member in this community are in the functional category of DNA recombination and DNA repair or cell cycle checkpoints according to MIPS. This community also includes the top 8 ranked proteins predicted by Complexpander. Figure 7 The RFC community. The seed protein is RFC2 (in red). We use ARP3 as seed to identify the last community ( Figure 5 ). ARP2/ARP3 complex acts as multi-functional organizer of actin filaments. The assembly and maintenance of many actin-based cellular structures likely depend on functioning ARP2/ARP3 complex [53] . The identified community contains all 7 proteins of the ARP2/ARP3 complex listed in MIPS (see Table 7 ). Not including the seed (ARP3), these proteins represent the top 6 ranked proteins predicted by Complexpander. As indicated in Table 7 , there are 14 members belonging to the same functional category of budding, cell polarity, and filament formation, according to MIPS. 
Discussion and Future Work
In this paper, we used the graph theory and statistical approaches to analyzing the topological structure of protein-protein interaction networks across different species. We have shown the polarity on data and perhaps knowledge about the PPI networks at the "omics" level across a variety of species.
Our results confirmed that PPI networks have small diameters and small average degrees. All networks we evaluated display power law degree distribution. However, further statistical analysis indicates an inadequacy of such model in capturing certain features in the data. We strongly believe that further investigation into this issue may shed some new lights on our understanding of PPI networks.
Most of the networks we evaluated also reveal a larger clustering coefficient, indicating the non-random structure of the networks. However, the values of the clustering coefficient varied significantly across different species. This may result from the incompleteness and noise of the data, since there are significant differences in the clustering coefficient between networks with different confidence levels [54] . In addition, networks consisting of interactions detected from different experimental systems differed significantly in the values of the clustering coefficient [54] . The spectrum of the average clustering coefficient over the vertices degree k fails to exhibit scale free behavior in most of the networks evaluated.
One interesting finding of this paper is the power law distribution of the average vertex density over the vertex degree k, consistent across all networks from different species. This power law distribution is not susceptible to either biases of different experimental systems or noise in data [54] . The difference between the clustering coefficient and the vertex density in calculation is the introduction of a new k into the formula. The clustering coefficient measures the network transitivity in the neighborhood of a vertex, whereas the vertex density reflects the network connectivity inside the locality of the neighborhood of a vertex. Our finding indicates that the vertex density distribution may be a better measurement to provide hints on the existence of a hierarchical organization in the PPI networks. A decaying D(k) function may indicate a hierarchy in which low degree proteins in general belong to well interconnected communities (high vertex density) and high degree proteins (hubs) are the cores connecting many proteins that have no direct interactions (low vertex density). The intriguing part of this finding is also related to a new definition introduced by Soffer and Vazquez [27] to eliminate degree correlation bias. They argue that the dependence of the clustering coefficient with degree k is partially due to this bias. The new definition they propose actually makes the power law behavior disappeared. On the contrary, we did not observe the power law distribution of C(k) over degree k, but the power law behavior appears when we modify the C(k) to D(k). We expect this information will be helpful because we have already seen the application of vertex density in [39] and in detecting a protein community reported here.
We present an efficient approach for growing a community from a given seed protein. It uses topological property of community structure in a network and takes advantage of local optimization in searching for the community comprising of the seed protein. Due to the complexity and modularity of biological networks, it is more desirable and computationally more feasible to model and simulate a network of smaller size. Our approach builds a community of manageable size and scales well to large networks. Its usefulness is demonstrated by the experimental results that all the four communities identified reveal strong structural and functional relationships among member proteins. It provides a fast and accurate way to find a community comprising a protein or proteins with known functions or of interest. For those community members that are not known to be part of a protein complex or a functional category, their relationship to other community members may deserve further investigation which in turn may provide new insights.
Although we do not explicitly use our approach to the prediction of co-complexed proteins, the results of comparing with the PNR method developed by Asthana and colleagues [46] have shown that the communities identified by our approach do include the top ranked candidates of co-complexed proteins. Compared to the methods in predicting co-complexed proteins, our approach can discover a community rather than a single complex. In the context of this discussion, the notion of a community can be a complex, but it can also be a functional group consisting of several complexes, such as the SAGA/SRB community ( Figure 1 ). This may not be always desirable. However, it does provide benefits of delineating the structure-function relationships beyond a single complex. In this spirit, one part of our future work is to further explore the relaxation threshold (f) aiming to identify either a more tightly connected community under a strict expanding condition or a more loosely connected community under a relaxed condition so that we could study interactions of different strengths within a community.
Our approach does not consider the quality of data in our downloaded data set. By using the strong sense definition of community [45] , we could to some degree reduce the noises. However, to improve the quality of an identified community, we have to take into account the quality of data and that is another part of our future work. One possible way is to use the probabilities assigned to individual protein pairs as used by [38] , [45] , [55] , and [56] .
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