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1. INTRODUCTION 2. THEORY 
One of the most important decision problems we have 
to face, while searching for the minimum of a func- 
tion by means of a numerical, iterative method, is to 
what extent we can profitably use (computer) space 
and time to gather information beyond the direct 
function or even gradient values. Our particular interest 
lies in the evaluation or estimation of second-order in- 
formation. 
It is clear that a general answer does not exist. It all 
depends on the characteristics of the specific function 
we are considering : how useful is some knowledge of 
scale of and correlation between its parameters, and 
how expensive is it to collect his information com- 
pared to the effort that has already to be made by the 
evaluations of function and gradient ?
Two Classical gradient-type minimization methods 
which oppose each other with respect to the above- 
mentioned decision problem are the old steepest 
descent method of Canchy and the method of Newton. 
While the latter requires the matrix of second-order 
derivatives to be calculated and inverted, the former 
ignores both scale and correlation, which produces 
cheaper iterations, but often shows slow convergence. 
More recently quasi-Newton or variable metric methods 
have been proposed, in which the inverted Hessian 
matrix is replaced by some other matrix, constructed 
and updated from first-order information, with the 
intention to describe the metric of the parameters al- 
most equally well (1). 
In this paper that variable metric method is derived 
and discussed, in which the second-order matrix is 
di~agonal. The performance of the resulting algorithm 
is tested and compared with that of competing 
algorithms. It appears that to ignore correlation, sav- 
ing time and space, can be quite profitable for func- 
tions with a diagonally dominant covariance matrix, 
especially when the number of parameters is large. 
In the following let us denote by f ~ a sufficiently 
often continuously differentiable function to be mini- 
mized with respect to x, a vector of n parameters. We 
assume that at least one local minimum f(x@) at 
x = x O exists and that x can be any vector in the 
n-dimensional Euclidian space. Although for some 
functions this unconstrained optimization problem 
can be solved analytically, for most functions anumer- 
ical, normally iterative search method is needed to 
locate x ~ . 
Now consider the following quadratic approximation 
of f x(~ in the neighbourhood f x k ,  the value of x 
after the kth iteration. 
f(x_) ~ fk(x_)= f(z. k) + (Z_- x_k)Tg k
+ ~ (Z_- x2)T (vk) - i  (Z.- x__ k) (2.1) 
In (2.1) gk is the gradient (vector of first-order partial 
derivative-s) atx k. V k is a symmetric positive definite 
matrix, so fk x(~) can be minimized with respect to x : 
(xO) k= xk-  vkg k (2.2) 
The idea is then to take x_ k + 1 as (~O)k or search in 
that direction, in order to approach xO. 
Since a better approximation f f may lead to an x 2 + 1 
closer to x O, it seems natural to take V k = (Hk) -1 
_ s 
the inverted Hessian matrix at xk, completing the 
second-order Taylor-expansion f f (x_) around x 2 .  
This is, apart from the line-search, the method proposed 
by Newton. 
However, this method has two main drawbacks. Firstly, 
the calculation ofH k may be too difficult or its inver- 
1) From the maximum-likelihood theory we know that the 
inverted Hessian matrix can be regarded as a measure of
the covariance matrix of the parameters. 
(*) G. den Broeder, Nederlands Economisch Instituut, Burg. Oudlaan 50, 3062PA Rotterdam, 
The Netherlands. 
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sion too unstable, or the computations very time-con- 
suming. Secondly, although at _x O the Hessian matrix 
is positive (semi-) definite, this needs not be the case 
at x k, so that it may not always be possible to reduce 
thevalue of f in the direction of search - (Hk)-lgk. 
Therefore methods have been proposed using other 
matrices for V k. But care must be taken in doing so, 
since in (Hk) -1 scale of and correlation between the 
elements of x are embodied. So it is not surprising 
that the steepest descent method of Cauchy, for which 
V k = I, the identity matrix, does not perform well 
when the shape of f in the parameter-space shows 
curved valleys, where correlation is high and scales 
change. 
But while de-scaling is almost always a necessary con- 
dition to accelerate he search process, we might not 
need to bother about some correlation. Following 
Broyden [1], who proposes to fill in zero's where we 
know correlation to be nil, we go one step further and 
suggest Vk to be a diagonal matrix D k, regardless of 
the fact that not all correlation disappears in reality. 
The resulting algorithm can be viewed as the simul- 
taneous performance ofn one-dimensional searches, 
where the consequences of correlation are regarded 
as disturbances, rather than elements which are 
measured and corrected for. 
We shall now derive the unique basic form of the 
diagonal variable metric method. 
appropriate o choose them in such a way that 
by differences in scale or by correlation. Otherwise 
information of only a small number of ~:~ameters 
would dominate the extent to which V is updated. 
Good examples(2) arey k = z k = x k - VkAg k (Broyden), 
defining the only symmetric updating matrix of rank 1 
satisfying (2.6), and yk= Ax_k, z_k= vkAgk (Davldon, 
Fletcher and PoweR). For both {V k) converges to 
H -1 (x O) when {x k) converges to x O, and conver- 
gence can be proven for convex functions (Luenberger 
[2]). 
Let us now assume that V = D is diagonal. Then from 
(2.5) we see that, since the n equations become in- 
dependent, 
Dk+l  Ax k 
i= 1 ..... n (2.7) 
Agik 
and D.k. + 1 = 0, i ~ j ,  i,j = 1 ..... n. Then the basic xj 
idea of the diagonal variable metric method is 
(O,k k -1 g.k 
x.  ) = x .  , _  i=  1 . . . . .  n (2.8) 
1 1 Ag~- I  l 
so that, compared with the Canchy method, there are 
no scaling problems : provided gk and gk i-1 have the 
Consider same scale, then x k and xki -1 also have the same scale. 
dfk (x) gk (vk)-i t,,_~k~=df k txk3 + tvk)-l(x_xk)At he same time, the matrix operations of the Newton 
~xx - =-  + ~::- "-" ; dx . . . . . . . .  and "full" variable metric methods have been avoided. 
m 
(2.3) 
and assume that we have found x k +1 =x k + Ax k and 
we now want to reconsider the approximation f f. 
From (2.3) we Fred 
Ax k = vk[d f  k (x k + 1) _ gk] (2.4) 
- -  d x  - - 
A variable metric method then tries to obtain a better 
approximation f f around x k + 1 than V k would give 
by satisfying 
Axk = vk + 1 [ d r _ ~ (x_k + 1) _ _gk] = vk+l  Ag__k (2.5) 
We see that neither the Cauchy nor the Newton method 
is a variable metric method. 
A class of updating formulae satisfying (2.5) is gener- 
ated by 
Axk(yk) T VkAgk(zk) T 
AV k _ - (2.6) 
This can be shown by direct substitution. Here yk 
and z k are arbitrary non-zero vectors which identify 
the specific variable metric method under considera- 
tion. 
Although y? and _z k can be chosen arbitrarily it is 
So, at low cost, we have found a compromise between the 
Cauchy method and the (quasi-)Newton methods. 
However, the situation is not yet satisfactory, since D 
will not always be positive definite. Even Ag~ -1" being 
very small relative to Axk- lgi  will cause difficulties. 
Therefore, we shall study the iteration x_k+l=x_ k - tkDkg k
in more detail. 
Assume for a moment that x i really is not correlated 
with the other parameters, sothat xi O can be found 
independently. Then setting t k = 1, 
k+l  k Axe_ 11_ k 
xi = xi k-1 gi (2.9) 
Ag i 
represents he well-known false-position (or secant) 
method for solving the equation gi(xi) = 0. In this 
context he following way to overcome a situation 
where Ag k-1 has the wrong sign (which is still pos- 
sible, since f as a function of x i is not necessarily con- 
vex), or is very small, seems natural. 
(2) The question remains open of how easily V k adapts to 
(changing) scale differences. See for instance G. van der 
Hoek& M. W. Dijkshoorn [3]. 
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We apply (2.9) only if gk/gik-1 < a, 0 < a < 1,or else 
we setx k+l=xk  +q(xk -xk -1) ,q> 1, since 
apparently Axi k-1 was not large enough to reach the 
point where gi would be zero. In this way, still assum- 
ing that x i is uncorrelated, convergence to xi~ is 
guaranteed. 
Because the false-position method is known to con- 
verge well, choosing t lc = 1 also seems quite natural. 
In fact, there are reasons to expect (3) that a line- 
search would do the algorithm no good, since while 
gi(x) might be only slightly influenced by the other 
parameters, this does not hold for f (E)" 
On the other hand, especially when q is large in order 
to accelerate he search, the danger exists that evaluat- 
ing f~)  too far from the convex region around x_ O will 
mislead the process. We therefore improved the algorithm 
using the following modification. 
When a steplength of t k = 1 would be so large that 
r= (Ax_k)Tg? + 1/(Axk)Tgk, the ratio of the first-order 
derivative in the direction of search at (x@) k and _x k, 
would be more negative than or as negative as some 
r0, -1 g r 0 < 0, a linear interpolation (estimating 
x where r = 0) is performed to guarantee that r > r 0 
at x k+l .  
This simple stepsize-control criterion is sufficient o 
guarantee convergence for all unimodal (not necessar- 
ily convex) functions with one-rooted gradients for r 0 
approaching zero, and still for all (positive definite) 
quadratic functions for r 0 = -1, since then the sequence 
f (x k) would be monotonically decreasing, that is, to- 
wards f (x ~) : the cosine of the angle between gradient 
and direction of search will always become more nega- 
tive than some e < 0 for q > 1. So for any -1 < r 0 < 0 
and any 1 < q < 0% 0 < a < 1 there exists a region 
around x O within which convergence will definitely 
take place. 
THE ALGORITHM 
1. Initialisation 0 
_- gi COMPUTE g_0, Ax 0 - s0e - (ei = 0 ) 
given xO, s0 ]gi I 
SET k = 0, k O = 0 (k @ = best k) 
2. Start iteration 
SETk=k+l  
COMPUTE x_ k = x__ k-1 + Ax k- l ,  gk, gk T gk 
3. Best point 
( kO)Tg kO THEN k O = k IF gkTg k < g _ 
(3) Some practical exercises not reported here confirmed this 
conjecture. 
4. Stopcriteria 
IF (gk ~) -  TgJ~ small enough THEN STOP 
IF k = maximal k THEN STOP 
5. Stepsize control 
gk T k-1/gk- lTA k-1 COMPUTE r = Ax x 
r I F rgr  o THEN Ax_ k -  1 - r  
6. q-criterion 
FOg i--1 TOn:  
Ax k-1 k, k-1 k - • k 




- - -  Ax_ k - l ,  GOTO 2 
3. PERFORMANCE 
For a method to be fit to be presented to the optimiz- 
ing public, it has not only to be theoretically justified, 
but it also has to be promising as far as its application 
is concerned, compared with competing methods, at 
least for a readily recognized class of functions. It 
therefore has to be tested upon a number of carefully 
selected test-problems, which have to be chosen to 
show the value of the specific features of the method 
under consideration. The competing methods have to 
be selected in such a way that the merits and short- 
comings of the new method can be viewed separately, 
when possible. Of course, some of the competing 
methods have to be known as wen-behaving methods. 
In view of the requirements stated above, we select 
the following important characteristics of the D(iagonal) 
V(ariable) M(etric) method. 
1) DVM ignores correlation; 
2) DVM uses (estimated) second-order information 
without he use of full matrices; 
3) DVM estimates the second-order information it
needs (the false-position scheme); 
4) differences in scale are taken into account. 
Let us now describe the way in which features 1 to 4 
are tested for. Features I and 2 must, of course, be 
tested against some F(ull) V(ariable) M(etric) methods 
to show the contrast between functions with diagonal 
dominant Hessians and functions of highly correlated 
parameters, aswell as the role of dimension (the num- 
ber of parameters). 
Of particular interest with regard to features 1 and 4 is 
the Fletcher-Reeves method of conjugate gradients. 
This method oes not use matrices, but correlation is
taken into account. It is, however, not independent of
scaling. The Cauchy method is also selected to show 
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TABLE 3.1. The methods selected 
A) DVM Ax k_  Ax~ -1 k 
A k-1 gi 
gi 
B) FVM Ax k = - t k V kgk 
B1) D(avidon)-F(letcher) AV k= Ax-k(Axk)T 
-P (owell) (~ xk)TA gk 
B2) B(royden) AV k= 
B3) B(royden)~F(letcher) 
-G(oldfarb)-S(hanno) 
AV k - 
(provided gk/gk-1 < a) 
1 1 
including 
(vkA  k) (vkA _k) T 
(VkAgk)TAg k 
_ v kzxgk) _ v k Agk)T  
(Ax k - VkAgk)TAg k 
(VkAgk)TAg k 
1 . [1+ -- - 
(Axk)TAg k (Axk) TAg k 
provided (VAg?) TAgk/(Ax_k) TAg? < 1, otherwise as DFP 
C) F(letcher)-R(eeves) Ax? = t k [ -gk + 
(Stern [5]) : then Cauchy 
D) C(auchy) Axk=- tkg  k _  
k 
E) N(ewton) D(iagonal) Ax k _ gi 
1 H.k. 
11 
(gk)T gk . Ax k - l ]  unless k is a multiple of n (g)-l/Tg)-i 
I k provided H. k. > 1 -a  gi 
11 a Ax.k_ 1 
(otherwise +q. Ax k -1) 
the value of feature 4 more clearly. 
At last, characteristic 3 of DVM is tested for by means 
of a similar method, which however computes explicit- 
ly the diagonal elements of the Hessmn matrix. We 
have called this method the Newton Diagonal Method, 
understandably. 
The Cauchy, Fletcher-Reeves and FVM methods use 
a Davies-Swann-Campey-Powell-type linear search 
with scaling of the initial stepsize, which brackets the 
minimum, whereafter a quadratic interpolation is
performed. According to Himmelblau [6] this linear 
search method is as efficient as cubic interpolation 
using both gradient and function values; our results 
do not prove the contrary. The fact that only function 
values are used can be an important advantage in cases 
where gradient evaluations are expensive compared 
to function evaluations. 
The test functions have been chosen to show both the 
power and the weakness of the diagonal variable 
metric method (and of the other methods as well). 
Some of them do not always atisfy sufficient con- 
vergence conditions. 
Of much interest is the Rosenbrock family, varying 
from relatively neat (though slightly misscaled) func- 
tions to functions with steep, curved valleys (feature 
1 !7. The dimension can also be varied. 
Our own battery provides us with a way to test the 
influence of bad scaling, wh/le correlation is low 
(features land4).. The Hilbert matrices, on the other 
hand, let correlation rise to an extremely high level. 
The quartic function of Oren is chosen to express 
the power of DVM when the Hessian matrix is 
diagonally dominant and the dimension increases 
(features I and 2). The functions of Engvall and 
Fletcher-PoweR are added mainly to test once more 
the reliability of DVM (absence of convexity (feature 
3 !), rather high correlation). 
Each function was minimized by all algorithms, start- 
ing from five different _x0-vect°rs : (-1.2,1.0,-1.2,1.0,...) T, 
(-1.1,1.0,-1.1,1.0,...) T, (-1.3,1.0,-1.3,1.0,...) T, 
(-1.2,0.9,-1.2,0.9,...) T and (-1.2,1.1,-1.2,1.1,...) T" 
Convergence was assumed to be achieved when 
(gTg)l/2, the norm of the gradient, was less than 
10 -6 , which resulted in an absolute inaccuracy of the 
estimate of x 0 of at most about 0.01 (functions III 
and IV, for the other functions it was far less). 
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TABLE 3.2. The test functions 
I. f= 102m(1-X l )2  + 10 m (Xl-X2)4 + (1-x2)2  m=0,1 ,2  . . . .  
x O = (1,1) T G. den Breeder, 1978. 
n-  1 x 2 .2 II. f= Y~ [10m(x i+ l  - i )  +102-m(1-x i  )2] m=0,1 ,2  . . . .  
i=1 
x_ ~ = (1,1 . . . .  )T H.H. Rosenbrock (m = 2), 1960. 
B.F.White andW. R. Holst (m= 0,1) 1964 
S. S. Oren, 1973. 
S. S. Oren, 1973 (Hilbert-matrices) 
n 
III. f = (. Z ix 2)2 x O = (0, 0 . . . .  )T 
1=1 
n n x i xj 
IV. f= Z ~ x O =(0,0 . . . .  )T 
i=1  j= l  i+ j -1  - 
V. f= 2[x 2 + x 2 + (x3-1)212+ 2(x 1+x2)2+ 10(x3-1)2+ Ix 3 + 3x 2 + [5 (x3-1) -X l+ 6] 2:36} 2 
x O -- (0,0, 1) T or (.674,-.0812,-1.24) T Engvall, 1966 (4) 
VI. f= 100 {[x 3 -  10c (Xl, x2)] 2 + [r(x 1,x2)- I ]  2 } + x 2 
c(x 1, x2)= 2-~arctg (x2/xl)  x I > 0 
_ 1 1 Xl<0 27r arctg (x2/xl)  + -2- 
2 x2)1/2 r (x 1, x2) = (x I + (helical valley) 
x O = (1, 0, 0) T R. Fletcher and M. J. D. Powell 
For DVM the values q = 10, r 0 = -0.6 and a = 0.6 
where chosen. Other choices ometimes, but not con- 
sistently, give slightly better esults, but the variation 
in performance asa consequence of heuristic hoices 
is comparable with that for other algorithms. For the 
Newton diagonal method the same q, r 0 and a were 
taken. The computations were performed on a CDC- 
computer; the calculated computer time may differ 
to some extent (such as 5 Z) depending on the time 
of the run. All results are averages of the ones obtained 
with the five x0-vectors. 
The test results for the diagonal variable metric method 
are rather promising. For functions having just a little 
dominant Hessian-diagonals, to ignore correlation ap- 
pears to be advantageous, sometimes even with respect 
to the number of iterations. This confirms our con- 
jecture that to search along prescribed lines is not al- 
ways profitable. It is only when correlation becomes 
very high [functions II (m = 27, IV, V, VI] that DVM 
falls behind, and eventually (the Hilbert matrices) 
fails to show a reasonable convergence-speed, although 
convergence does still occur. 
When the number of parameters ises, the full variable 
metric methods clearly show a quadratic element in 
the computer time needed (functions II, III and IV). 
The DVM method, and in this h follows the Fletcher- 
Peeves method, does not suffer from this drawback, 
unless of course correlation rises with the dimension 
or the functional computations become quadratically 
more expensive (both hold for the Hilbert matrices). 
As can be expected from a real Newton-type method, 
the Newton diagonal method needs even less itera- 
tions (which does, however, not imply less time) than 
DVM, when the function to be minimized has a nice 
shape. But this does not outweigh the (relative) failure 
of ND to minimize more non-convex functions 
[II (m = 27, V, VI] or the clear advantage of DVM 
when correlation rises [II( n = 27, IV]. The principle 
of variable metric has shown its value again. 
As we have already argued, full variable metric methods 
can handle differences in scale as well as DVM (func- 
tion I, m rising). Even the Fletcher-Reeves method, 
though not independent of scaling, does not have much 
difficulties in this respect : there is only the rise of the 
number of function evaluations needed each line- 
search. The contrast with the Cauchy method, on the 
other hand, is evident. 
(4) The function is reformulated in a more pleasant form. For all runs the second local minimum [f(x_ O) = 56.14, while in all 
other cases f(x @)_ = O] was actually found. 
i , i  i 
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TABLE 3.3. Computational remits 
f n(m) (5) DFP B BFGS C 
gradient ev. 
, t i~e  (in s)] 
function ev. 
FR DVM ND 
I 2(0) 5 ,.02 5 ,.02 5 ,.02 5 ,.01 
20 20 20 18 
I 2(1) 8 ,.04 8 ,.03 8 ,.04 214 ,.55 
31 30 30 756 
I 2(2) 10 ,.05 10 ,.04 10 ,.05 ,~ 
38 37 38 
I 2(3) 11 ,.06 12 ,.05 11 ,.06 oo 
47 ~ 47 
6 ,.03 6 ,02 6 ,.03 124 ,.28 
II 2(0) 24 23 2--4- 43"---9 
II 6(0) 10 -,.17 10 ,.15 1__.00 ,.17 160 ,1.05 
40 40 40 562 
II 10(0) 14 -,.52 14 ,.44 14  ,.52 
60 59 60 
8 ,.04 8 ,.03 8 ,04 109 ,.23 
II 2(1) 31 30 3---0- 36---i-- 
II 6(1) 14 ,.24 16 ,.23 14 ,.24 266 ,1.58 
49 55 49 818 
II 10(1) 18 ,.64 18 g5 18 ,.65 275 ,2.91 
62 6-'0--"~ 6"--~ 847 
II 2(2) 34 ,.15 31 ,.13 2__88 ,.13 oo 
126 119 105 
9 ,.03 @5 ,03 8 ,.03 6 ,.01 III 2 3-'-0 25 1--~ 
III 6 2__66 ,.34 24  ,.28 2__~3 ,.30 15 ,06 
84 78 74 44 
III 10 30 ,83 27 ,64 28 ,.77 19 ,.13 
10--'3- -~-  93 6-7 
IV 2 :3 ,.01 3.,.01 3 ,.01 19  ,.07 
8 8 8 71 
4 ,.03 4 ,.03 4 ,.03 oo IV 3 I I  ~ 11 
7 ,.37 7 ,.33 7 ,.37 oo IV 10 2--T- , 2--~- 21 
V 3 12 ,.09 13 09 12 ,.09 
4--'~ -~ ' "  44 
VI 3 26 ,.26 22 ,.20 22 ,.23 oo 
95 8-0 82 
6 ,.02 8,.01 6 ,.01 
24 
12 ,.04 15,.02 10 ,.01 
53 
13 ,.05 17,.02 14 ,.02 
74 
15 ,.07 23,.03 19 ,.03 
100 
8 , .02  17,.02 16,02 
32 
11 .09 22,07 17,.07 
48 ' 
10 ..14 21,.11 18,12 
46 
13 ,.04 45,.05 135, .18 
51 
24 ,.17 154,46 152,.59 
81 
35 39 139 69 159,1.00 
114 '" " 
62 ,.20 361,.36 oo 
297 
6 ~.02 16,.02 12,02 
17 
12..,06 17,.06 14,.05 
35  
16 ,.13 20,.12 13,.09 
51 
3 ,01 8,01 91,.14 
8 
4 ,.02 410,.78 oo 
11 
7 ,.21 oo oo 
21 
25 ,13 152,30 438,1.12 
112 
42 ,.30 306,.67 oo 
170 
oo : 600 iterations were not enough to locate x_ ~ 
(5) m as defined in table 3.2. 
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4. CONCLUSIONS 
Since we started experimenting with the diagonal 
variable metric method, our confidence in its value 
has been steadily growing. The method has by now 
been applied a number of times in practice, for in- 
stance to solve sets of equations, to estimate par- 
ameters of distributions or to maximize the likelihood 
of a CES-production function, always with satisfactory 
results, even when the gradient had to be approximated 
numericaUy. 
As the test results reported in this paper indicate, the 
diagonal variable metric method can defeat other 
methods with regard to the computer-time needed to 
find the opt imum when the parameters of the func- 
tion to be minimized are not too much correlated. 
Especially when the dimension of the problem is high, 
but the gradient can be evaluated in relatively little 
time, the method deserves erious attention. 
Concluding, we can say that the diagonal variable 
metric method can compete with settled methods for 
functions of a well-de£med and large enough class. It 
can handle non-convexity well enough to say that the 
method is in general reliable. 
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