An antidictionary is particularly useful for data compression, and on-line electrocardiogram (ECG) lossless compression algorithms using antidictionaries have been proposed. They work in real-time with constant memory and give better compression ratios than traditional lossless data compression algorithms, while they only deal with ECG data on a binary alphabet. This paper proposes on-line ECG lossless compression for a given data on a finite alphabet. The proposed algorithm gives not only better compression ratios than those algorithms but also uses less computational space than they do. Moreover, the proposed algorithm work in real-time. Its effectiveness is demonstrated by simulation results.
Introduction
In recent years, information and communication technologies have been used in the biomedical field. In medical communication technology, various applications have been proposed [1] - [3] . Moreover, there have been regulations and standards for wireless medical devices, networks, and applications since secure, high-quality, high-reliability links, and the ability to work with the other medical systems are required [4] . On the other hand, in medical information technology, one of this field research, called biomedical informatics, deals with the resources, devices and methods to optimize acquisition, storage, retrieval and use of biomedical information. It becomes more important to use electronic biomedical data in digital format to be handled by computer systems and networks. Data compression is particularly useful in their systems where resources are scarce, e.g., limited bandwidth in communication systems and the capacity of storage systems.
ElectroCardioGram (ECG) is one of biomedical data. ECG compression algorithms are required for two main reasons, that is, an effective and economic data storage and reducing communication costs. Moreover, ECG wearable measurement devices require to conserve energy and storage to extend the life of the battery and the storage for as long as possible [5] . Data compression algorithms are also Manuscript received February 15, 2010 . Manuscript revised August 12, 2010 . † The author is with the Dept. of Electronic Engineering, Nagano Prefectural Institute of Technology, Ueda-shi, 386-1211 Japan.
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useful for the requirements. On the other hand, each ECG wave has an almost same waveform while a wave differs from other waves with respect to the period and the amplitude. Moreover, a few arrhythmias occur. These properties make it difficult to compress ECG by means of lossless data compression, so that numerous lossy data compression algorithms of ECG have been proposed [6] , [7] . However, from the point of view of clinical medicine, an on-line lossless compression algorithm is needed since ECG compression algorithms are required to retrieve the original ECG signals and to work in real-time [8] .
Lossless data compression algorithms typically use a dictionary, which is the set of all substrings of an input data, to construct statistical models and replace substrings with indices in the dictionary (e.g., [9] , [10] ). On the other hand, in 1999, Crochemore et al. proposed an off-line lossless data compression algorithm using an antidictionary of an input binary string [11] . An antidictionary for a given string is the set of all words of minimal length, called Minimal Forbidden Words (MFWs), which never appear in the string. Their method, called Data Compression using Antidictionary (DCA), was applied to the Calgary Corpus, that is a well-known benchmark archives for data compression, and it was shown to perform as well as popular compression algorithms such as the Lempel-Ziv (LZ) algorithms [13] . It was also proved that the DCA algorithm achieves a compression rate for a balanced binary source that is equal to its entropy rate. Some algorithms based on the DCA also have been proposed [14] - [16] . Those algorithms work in an off-line manner, that is, a static scheme. In 2006, an online linear compression algorithm based on the DCA algorithm was proposed [17] . This algorithm, called Arithmetic Coding based on the DCA (ACDCA), gives 20% improvement in average compressed file size relative to the DCA algorithm [12] . Moreover, some algorithms based on the ACDCA also have been proposed [18] , [19] .
Regarding ECG lossless compression, in 2004, an online lossless data compression algorithm using antidictionaries of a given binary ECG data was proposed [20] . Experimental results showed that this algorithm achieves better compression ratios than those of the original DCA and the LZ algorithms for files on the MIT-BIH arrhythmia database [21] . In 2009, an arithmetic coding based on the algorithm was proposed [22] . These algorithms work in realtime with constant computational memory since they use an antidictionary constructed from training data of constant length of an input ECG data.
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However, these algorithms can deal with only binary ECG data since compression ratios get worse as alphabet size increases since the size of an antidictionary is proportional to alphabet size [15] . To deal with ECG data over a finite alphabet, we can apply the ACDCA to ECG data, however, it is difficult to handle an extremely long data such as ECG since the ACDCA requires computational memory in proportional to the data size.
In this paper, we propose a new on-line ECG lossless compression based on the ACDCA with aim to handle ECG data over a finite alphabet and improve compression ratios. The proposed algorithm works in real-time and uses small computational memory in coder size relative to the traditional algorithm [22] . Their effectivenesses are demonstrated by simulation results. This paper is organized as follows. Section 2 gives a review of DCA algorithms and contains the basic notations and definitions. Section 3 gives a proposed algorithm, and Sect. 4 evaluates the proposed algorithm by computer simulations for files of the MIT-BIH Arrhythmia Database. Section 5 summarizes our results.
Review of ECG Lossless Compression Using Antidictionaries

Basic Definitions and Notations
Let X be a finite source alphabet {ξ 0 , ξ 1 , . . . , ξ n−1 } and X * be the set of all finite strings over X, including the null string of length zero, denoted by λ. For a string x = x 1 x 2 . . . x n ∈ X * , let x i be a prefix of x of length i, that is,
Let S(x) be the set of all suffixes of x, that is,
and we define that S(λ) = {λ}. The dictionary D(x) is defined as the set of all substrings of x, that is, 
Moreover, A(x) is classified into two classes, A I (x) and A L (x) [17] . For a string x of length n, A I (x) is defined as
and A L (x) = A(x)\A I (x), respectively. For example, A I (x) and A L (x) of x = 011021 are given by {3, 00, 12, 20, 22, 010, 101, 111} and {210, 211},
respectively. We use a fanction | · | to represent not only the length of a string but also the size of a set. The suffix tree T(x) is a tree structure that stores all elements of S(x) [23] . Let T i be the suffix tree of x i . The string associated with the path from the root ρ to a node p in T(x) is called the path-string and is denoted by w(p). Notice that let w(ρ) be the null string λ. For any node p in T i , let L i (p) be the set of all symbols that are associated with all edges sprouting from p, that is,
A node p is an internal node if the size Figure 1 shows suffix tree T(x) of x = 011021. It consists of fourteen internal nodes and five leaves. White circles, black circles, and squares indicate explicit, implicit nodes and leaves, respectively. For example, for node p 2 , w(p 2 ) = 1 and L 6 (p 2 ) = {0, 1}. Note that for an MFW ua ∈ A I (x), there exists an internal node p such as w(p) = u, while for an MFW va ∈ A L (x), there exists the leaf q with the shortest path length among all the leaves of T(x), where w(q) = v [24] . For a node p ρ in T i , we can write w(p) = av, where a ∈ X and v ∈ X * . Let q be a node such that w(q) = v, and we establish a pointer from p to q, called a suffix link, and denoted by σ(p). For a node r in T i , let d be an integer In other words, s is a node on suffix links from r to ρ such as |w(s)| = d. For example, σ(p 10 ), σ 1 (p 10 ), and σ 3 (p 13 ) represent p 6 , p 1 , and p 9 , respectively.
ECG Lossless Compression Based on the DCA
For a given binary string x of length n, DCA algorithm encodes x to γ by using A(x) with an off-line manner in linear time [12] . Suppose to have just read proper prefix x i of x. If a string u0 (resp. u1) ∈ A(x), such that u is a suffix of x i , then symbol x i+1 is not symbol 0 (resp. 1) since the alphabet is binary {0, 1}. Therefore, the following symbol x i+1 is surely symbol 1 (resp. 0). The DCA eliminates x i+1 to compress x since the next symbol x i+1 is turned out to be redundant or predictable. The DCA outputs a triplet (A(x), γ, n) as the codeword. The DCA uses a finite deterministic automaton, called AD-automaton, to find a proper MFW, that is u0 (resp. u1), efficiently [12] . The AD-automaton is constructed from A(x) or the subset. Figure 2 shows an ADautomaton of A(x) = {000, 111, 1010, 1101}. Circles and squares represent states and sinks, respectively. State q 0 represents the initial state. A state has two outgoing edges labeled symbol 0 and 1, respectively. For a state s and an input symbol a ∈ {0, 1}, a transition (s, a) = t from state s to state t with a is implemented by traversing an outgoing edge labeled symbol a from s. For example, (q 3 , 0) and (q 2 , 1) is q 4 and q 3 , respectively. In encoding process, transitions are implemented by using x starting from q 0 . The output γ is given by using an AD-automaton as follows: if a state has two outgoing edges toward states, then the output symbol coincide with its input symbol; if a state has one outgoing edge toward a sink, then no symbol is output since a transition to a sink corresponds to an occurrence of an MFW [12] . To avoid trivial cases, we suppose that a state has at least one outgoing edge toward a state. For example, for x = 1100100, γ is given by 1100 since the transitions is implemented as follows:
Symbols are output at states q 0 , q 3 , q 4 .
To encode x of ECG data with an on-line manner, ECG data compression algorithms based on the DCA have been proposed [20] , [22] . In [22] , the EDCA algorithm and the EACDCA algorithm which is the EDCA applied to arithmetic coding have been proposed. Arithmetic coding is one of entropy codings (cf. [10] ). Figure 3 shows diagrams of the EDCA and the EACDCA. The EDCA has the advantage of computational time, while the EACDCA has that of compression ratios. Both algorithms use A I (t) of a proper prefix x l (= t) or a substring t of x of length l as training data instead of a whole input string x since each ECG wave is similar to the others. The antidictionary A I (t) is constructed in the preprocessing. It was studied on the string length l needed to construct an antidictionary whose size is almost same as that of the whole string of ECG [20] . In Fig. 3 , AC encoder and AC decoder represent an encoder and a decoder of adaptive arithmetic coding order-0 (cf. [10] ), respectively. To improve compression ratios, the EACDCA encodes γ by using AC encoder. Let N(p) and N(p, a) be a number of transition times from state p and a number of transition times of edge labeled symbol a from p, where 
If |V i (x i )| = |X| − 1 and ux i+1 V i (x i ) for any u ∈ S(x i ) are satisfied, then the symbol x i+1 is eliminated with DCA manner since x i+1 is predictable. However, straightforward implementations of dynamic DCA algorithms require worst case O(n 2 ) time with respect to a string length n to calculate |V i (x i )| since they need to update A I (x i ) whenever a new Fig. 3 Block diagrams of two ECG compression systems (EDCA and EACDCA). 
symbol is read [12] , [14] - [16] .
On the other hand, the ACDCA algorithms calculate |V i (x i )| with an on-line manner in linear time [17] - [19] . The ACDCA algorithms use dynamic suffix trees to reduce computational time. A linear construction algorithm of dynamic suffix tree has been proposed by Ukkonen [25] . In the Ukkonen algorithm, a pointer to node in suffix tree, called active point, plays a key roll in linear time for the construction of the tree. An active point α i of T i is defined as follows.
Definition 1 (active point). The active point α i is the node p of T i such that w(p) is the longest string in
In other words, w(α i ) is the longest suffix of x i that has a copy in D(x i−1 ). For active point α i and i > 0,
holds [17] . From (13), we can calculate |V i (x i )| by using |X| and |L i (α i )|. Table 1 shows the relationship between α i and the codeword of x i+1 in the ACDCA. In case-(a), I represents an interval of occurrence of case-(a) and R(x i+1 ) represents a rank of x i+1 in X (0 ≤ R(x i+1 ) ≤ |X|−1). Let R i be a set of the longest string w(p)c in (S(w(α i )c) ∩ D(x i−1 )) or {c} for each c ∈ X. Strings of R i are sorted in descending order of length either that of the following counterÑ(c|p) in case-(c) if lengths are the same or in lexicographical order if those are the same. The rank R(x i+1 ) is the rank of the string which has x i+1 as the last symbol in R i . The rank R(x i+1 ) is used to convert x i+1 into a small integer to improve the compression ratio, and it can be simply determined in the Ukkonen algorithm. The details are described in [18] . The pair I and R(x i+1 ) are encoded by adaptive arithmetic coding using order-0 model. In case-(b), no symbol is output since x i+1 is eliminated from (13) . In case-(c), we use the probability Pr(x i+1 |α i ) to encode x i+1 by adaptive arithmetic coding order-0 model. For an explicit node p, letÑ(c|p) be a counter that has the number of traversed times by an active point from p with symbol c. The probability Pr(x i+1 |α i ) is given byÑ(x i+1 |α i )/ c∈L i (α i )Ñ (c|α i ).
Proposed Algorithm
The ACDCA algorithms work in an on-line manner with linear time and give better compression ratios than those of the DCA algorithms do. Moreover, those algorithms are able to deal with a string over a finite alphabet. However, the ACDCA algorithms require computational memory in proportional to the string length. On the other hand, the EDCA and the EACDCA work with constant computational memory, while they are able to deal with only a string on a binary alphabet.
In this section, we propose a new on-line ECG lossless compression algorithm based on the ACDCA and the EACDCA. The proposed algorithm works with constant computational memory in an on-line manner. To deal with ECG data over a finite alphabet, the proposed algorithm constructs its encoder and decoder from training data by using the ACDCA with an on-line manner.
Preliminaries
To reduce computational memory, we use a set of MFWs of restricted length less than or equal to d + 1. A set W i (x i ) is defined as a subset of elements of V i (x i ) whose length is less than or equal to d + 1, that is,
Next, we define modified active point μ i to calculate |W i (x i )| efficiently and show Proposition 1.
Definition 2 (modified active point). For a fixed integer d ≥ 0 and α i ,
μ i = α i (|w(α i )| ≤ d), σ d (α i ) (|w(α i )| > d).(15)
Proposition 1. For μ i and |W
Proof. The proof is omitted here since it is described in the proof of Proposition 1 in [19] , [28] .
From (16), we can calculate |W i (x i )| by using |X| and |L i (μ i )|. The proposed algorithm uses a subtree of T i , called ST-automaton, whose height is d + 1, to calculate |L i (μ i )| efficiently. The subtree has the same root and consists of all internal nodes within height d and all edges sprouting from the internal nodes in T i . Figure 4 shows a ST-automaton of x = 0110211 for d = 2. Break lines represent suffix links, and all the nodes except root ρ have a suffix link. A white circle has at least two edges and black circle has an edge. A modified active point μ i traverses internal nodes of a ST-automaton. Note that μ i does not traverse deepest edges which are at d + 1 in the ST-automaton since a length of w(μ i ) does not exceed d from Definition 2. To avoid trivial cased, all the nodes have at least one edge. Table 2 shows the relationship between μ i and the codeword of x i+1 in the proposed algorithm. The proposed algorithm uses μ i instead of α i to encode x i+1 shown in Table 2, while the ACDCA uses α i to encode x i+1 shown in Table 1 . In case-(a),Î represents an interval of occurrence of case-(a) andR(x i+1 ) represents a rank of x i+1 in X (0 ≤R(x i+1 ) ≤ |X| − 1). In case-(b), no symbol is output since x i+1 is eliminated from (16) . In case-(c), we use 
explicit node. Figure 5 shows a diagram of the proposed algorithm. Both ST-automatons are updated only if SW1 and SW2 are closed. To reduce computational memory of the STautomatons to constant and to synchronize them, we use a fixed length l of prefix of ECG as training data t (= x l ) to construct them.
Proposed ECG Compression System
A symbol x i+1 (i < l) is encoded by using a updating ST-automaton, that is a subtree of T i , while a symbol x j+1 ( j ≥ l) is encoded by using a fixed ST-automaton constructed from x l . To encode x j+1 , a pointer π j to node of the fixed ST-automaton is used instead of μ i in Table 2 . The codeword of x j+1 is obtained by replacing μ i with π j in Table 2. Initial pointer π l indicates μ l , and π j+1 is determined from π j and x j+1 as follows:
Node η is a node (p, x j+1 ) such that x j+1 ∈ L j (p) and w(p) is the longest string among all nodes on the suffix links from σ(π j ) to ρ. If there does not exist p such as x j+1 ∈ L j (p), then η is ρ. By using suffix links of a ST-automaton, the node η is determined, simply. For example, for z = 0110023 and initial π 0 = ρ, transitions on a fixed ST-automaton shown in Fig. 4 are as follows:
In transitions (p 6 , 0) and (p 5 , 3), output of case-(a) in Table 2 occur, and in (p 4 , 1) and (p 7 , 0), case-(b) occur. In (ρ, 0), (p 1 , 1), and (p 1 , 2), output of case-(c) occur. Note that asymptotic optimality of the proposed algorithm for a stationary ergodic Markov source has been proved [29] .
Experimental Results
In this section, we show the performance of the proposed algorithm by simulation results. In experiments, we used ECG files on the MIT-BIH Arrhythmia Database [21] since ECG is frequent measured and monitored for a patient having a heart disease. An ECG data which is sampled at a rate of 360 samples/s (one sample is represented as 16 bits (2 bytes) by padded 5 zeros of one sample with 11 bits resolution) and has 6.5 · 10 5 samples (1.3 Mbytes (about 30 min.)). To evaluate performance of the proposed algorithm compared with standard data compression applications such as bzip2 [26] , the proposed algorithm uses one byte (= 8 bits) for a symbol since they also use one byte for a symbol. It is reported that the EDCA and the EACDCA used one bit for a symbol [22] . In other words, one sample of ECG data is represented by two symbols (= 2 bytes) in the proposed algorithm. A compression ratio is given by (compressed file-size)/(input filesize (=1.3 Mbytes)). In our experiments, the left-padded 5 zeros are not removed in preprocessing. The reason is that the proposed algorithm uses one byte for a symbol and entropy coding. By using entropy coding, length of codeword for a symbol depends on only probability calculated by number of traversed times with the symbol from a node of its ST-automaton even if the symbol includes the padded zeros. Table 3 shows compression ratios of the proposed algorithm on ten files on the MIT-BIH Arrhythmia Database, along with the EDCA [22] , the EACDCA [22] , and bzip2 which is one of high-performance off-line lossless compression applications using the Burrows-Wheeler Transformation (BWT) [27] with entropy coding. In Table 3 , we used l = 0.1 Mbyte as the training data length. The reason is that the EDCA and the EACDCA used l = 0.1 Mbyte in experiments [22] . To obtain the best results for the proposed algorithm with l = 0. show that the proposed algorithm achieved better compression ratios for all files than the EDCA and the EACDCA. Moreover, the proposed algorithm achieved better compression ratios for 5 files and the same ratios for 3 files in 10 files than that of bzip2, and the average compression ratio of the proposed algorithm was better than that of bzip2. Note that bzip2 is not able to work in an on-line manner since it is an off-line compression algorithm, while the proposed algorithm works in an on-line manner. In file 105 and file 203, the compression ratios are worse than those of bzip2. The reason is that there are many noise signals in the latter of the files which do not appear in the training data. Here, if we apply d = 2 to the EACDCA with l = 0.1 Mbyte, its average compression ratio rises up to 0.37 for the same files shown in Table 3 . The EACDCA applied to d = 2 uses a set of MFWs whose length is at most 24 bits (= 3 bytes). Note that for a given d, the maximum length of MFWs is given by d + 1 bytes from (14) . The conditions d = 2 and l = 0.1 Mbyte are the same conditions of the proposed algorithm shown in Table 3 . Experimental results show that compression ratios improve as alphabet size increases.
In our experiments on a 3.2 GHz Pentium 4 with 2 Gbytes memory, it took about 22.1 second (about 588 kbits/s) in average to finish encode an ECG file in the proposed algorithm. The proposed algorithm is able to work in real-time since an ECG sampling rate is about 6 kbits/s. With respect to computational memory of coders, ST-automatons used 260 kbytes in the average in the experiments, while bzip2 needs at least 500 kbytes for the BWT. Moreover, the average is less than that of the EACDCA since the average computational memory of AD-automatons is 900 kbytes [22] for the same database. Table 4 shows that the best compression ratios of the proposed algorithm, bzip2, and the ACDCA (L-ACDCA [18] ) in our experiments. To obtain the best re- In the experiments, bzip2 used 0.9 Mbyte as a block size B to obtain best compression ratios. Experimental results show that the proposed algorithm achieved better compression ratios for 6 files and the same ratios for 3 files in 10 files than those of bzip2. Moreover, the proposed algorithm with l = 1.3 Mbytes and d = 3 achieved better compression ratios for all files than results of the ACDCA and the proposed algorithm with l = 0.1 Mbyte and d = 2 shown in Table 3 .
From the results of the ACDCA, it is needed to use a proper d to achieve a good compression ratio. On the other hand, the computational memory and time were worse than the results of the proposed algorithm with l = 0.1 Mbyte. The proposed algorithm required 2.5 Mbytes for a ST-automaton, while bzip2 needs at least 4.5 Mbytes for the BWT. It took 23.1 second (563 kbits/s) to finish encoding on average. Figures 6, 7 , and 8 show observed relation among computational memory of ST-automaton, training data length l, and impact of height d for ECG file 100, 101, and 102, respectively. Experimental results show that the memory is proportional to d and l. In the experiments, for a fixed l, the algorithm with d = 4 required the memory whose size is twice the memory with d = 2 on average. On the other hand, for a fixed d, the algorithm with 2l required the memory whose size is 1.68 times the memory with l. Therefore, to reduce the memory, decreasing d is more efficient than decreasing l. Figure 9 , 10, and 11 show observed relation among compression ratio, training data length l, and impact of height d for ECG file 100, 101, and 102, respectively. Note that compression ratios with d = 0 and d = 1 were at least 15% worse than that with d = 3. In the experiments, the algorithm with d = 2 achieved the best compression ratios when l is less than 0.3 Mbyte on average, while that with d = 3 did them when l is more than 0.3 Mbyte on average. Moreover, for all d, compression ratios improved as l increased.
Therefore, a good compression ratio can be achieved by using d = 3 and increasing l, while the memory increases as l grows. There is a trade-off between compression ratio and computational memory for a given fixed d. 
Conclusion
In this paper, we proposed a new on-line ECG lossless compression using antidictionary codes. The proposed algorithm can handle a string over finite alphabet, while traditional algorithms using antidictionary codes deal with only a binary string. Moreover, the proposed algorithm can be implemented without a preprocessing and works with a constant computational memory. Experimental results showed that the proposed algorithm achieved better compression ratios for all files on the MIT-BIH Arrhythmia Database than those of the traditional algorithms. The proposed algorithm gives better compression ratios in average than those of bzip2 which is one of high-performance off-line lossless compression applications. Moreover, it was shown that the proposed algorithm needs 71% small computational memory in average coder size relative to the traditional algorithm. It was confirmed that the proposed algorithm works in real-time by simula-tion results.
In future works, we plan to apply an antidictionary code using sliding windows [18] to ECG lossless compression for improving compression ratios.
