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Abstrak 
Clustering mahasiswa kedalam keminatan keahlian merupakan salah satu upaya yang perlu dilakukan oleh pihak 
jurusan untuk menjamin mahasiswa memperoleh pendidikan yang sesuai dengan keahliannya. Saat ini, terdapat 
banyak metode clustering yang sudah dikembangkan oleh pakar. Umumnya metode clustering mampu 
mengelompokkan objek-objek yang memiliki tingkat kesamaan ciri yang tinggi, tetapi tidak mampu membatasi 
jumlah objek yang boleh masuk kedalam suatu kelompok. Kasus klasterisasi mahasiswa kedalam keminatan 
keahlian merupakan kasus clustering yang membatasi jumlah objek yang boleh masuk kedalam suatu kelompok. 
Dengan kondisi tersebut, metode clustering yang ada tidak dapat digunakan untuk kasus ini. Peneliti mencoba 
melihat kasus ini dari sudut pandang optimasi, yaitu bagaimana mengoptimalkan pembentukan kelompok 
keminatan mahasiswa dengan tingkat ketidaksesuaian bakat yang rendah. Untuk penyelesaian kasus ini, peneliti 
menggunakan algoritma genetika sebagai metode untuk penyelesaian masalah. Algoritma genetika dibagi kedalam 
beberapa jenis, yaitu: algoritma genetika dengan prinsip elitisme dan non elitisme, algoritma genetika dengan 
persentase mutasi 0.01, 0.03 dan 0.05. Berdasarkan penelitian yang dilakukan, diperoleh bahwa algoritma genetika 
mampu melakukan clustering mahasiswa kedalam keminatan keahlian yang disediakan oleh jurusan. Algoritma 
genetika dengan prinsip elitisme mampu menemukan solusi optimum yang lebih baik sebesar 39% dibandingkan 
dengan algoritma genetika non elitisme. Algoritma genetika dengan persentase mutasi 0.05 menghasilkan solusi 
optimum terbaik, namum memiliki konsumsi waktu yang paling besar dibandingkan dengan persentase 0.01 dan 
0.03.  




Clustering students into a specialization of expertise is one of the department's efforts to ensure that students get an 
education following their expertise. Currently, many clustering methods have been developed by experts. In general, 
the clustering method can group objects with a high level of similarity in features but cannot limit the number of 
objects that may enter into a group. The case of clustering students into specialization in expertise is a clustering case 
that limits the number of objects that can enter into a group. Under these conditions, the existing clustering method 
cannot be used in this case. The researcher tries to look at this case from an optimization point of view, namely how to 
optimize the formation of student interest groups with a low level of talent mismatch. To solve this case, researchers 
used genetic algorithms as a method for problem-solving. Genetic algorithms are divided into several types, namely: 
genetic algorithms with the principles of elitism and non-elitism, and genetic algorithms with mutation percentages of 
0.01, 0.03, and 0.05. Based on the research conducted, it was found that the genetic algorithm was able to cluster 
students into the specialization provided by the department. The genetic algorithm with the principle of elitism can 
find an optimum solution that is 39% better than the non-elitism genetic algorithm. The genetic algorithm with a 
mutation percentage of 0.05 yields the best optimum solution but has the greatest time consumption compared to the 
percentages of 0.01 and 0.03.. 
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Teknik Sipil merupakan salah satu jurusan tertua di universitas malikussaleh, khususnya di fakultas 
teknik. Jurusan ini menyediakan 3 pilihan konsentrasi, yaitu: Struktur, Hidrologi dan Transportasi. Setiap 
tahunnya, pihak jurusan melakukan klasterisasi mahasiswa kedalam tiga keminatan yang disediakan. 
Klasterisasi dilakukan terhadap mahasiswa yang memasuki semester 5. Klasterisasi umumnya dilakukan 
secara sederhana. Selama ini ada 2 teknik klasterisasi yang digunakan, yaitu klasterisasi berdasarkan 
permintaan mahasiswa dan klasterisasi berdasarkan indek prestasi. Klasterisasi berdasarkan permintaaan 
mahasiswa dilakukan dengan cara mendata mahasiswa dan keminatan yang diinginkan, sedangkan 
klasterisasi berdasarkan indek prestasi dilakukan dengan melakukan perangkingan indek prestasi, 
selanjutnya indek prestasi yang tinggi dikelompokkan kepada keminatan yang lebih favorit, sedangkan 
indek prestasi yang rendah dikelompokkan kepada keminatan yang kurang favorit.  
Teknik klasterisasi yang digunakan selama ini dirasakan kurang efektif. Terdapat beberapa masalah 
yang timbul setelah klasterisasi, diantaranya: Terjadi kekurangan bahkan kekosongan keminatan tertentu 
akibat kecenderungan mahasiswa memilih suatu keminatan dengan mengikuti teman-temannya, 
keminatan yang dipilih tidak sesuai dengan bakat akademik yang dimiliki mahasiswa, hal ini biasanya 
terjadi ketika klasterisasi dilakukan menggunakan teknik permintaan mahasiswa. Sedangkan pada 
klasterisasi menggunakan teknik indek prestasi, masalah yang timbul yaitu: adanya kesan keminatan yang 
tidak favorit adalah keminatan yang kurang bagus dikarenakan kelompok tersebut di isi oleh mahasiswa-
mahasiswa dengan indek prestasi yang rendah. Sebaliknya, keminatan favorit adalah keminatan yang 
bagus dikarenakan di isi oleh mahasiswa-mahasiswa dengan indek prestasi tinggi. Masalah lain yang 
timbul dari teknik klasterisasi ini adalah kurang tepatnya keminatan mahasiswa dengan bakat akademik 
mereka, diakibatkan pengelompokan dibentuk dari hasil perangkingan indek prestasi, bukan dari bakat 
akademik. Permasalahan-permasalahan tersebut dapat memicu timbulnya permasalahan lain seperti: 
Mahasiswa yang masuk kedalam kluster keminatan yang tidak sesuai dengan bakatnya akan mengalami 
keterhambatan proses belajar, ada keminatan yang berpotensi tidak dapat dibuka disebabkan kekurangan 
jumlah peminat, dosen dengan keahlian pada suatu keminatan tertentu berpotensi tidak dapat 
memanfaatkan skill dan pengetahuannya dalam hal transfer keilmuan. Oleh karenanya dibutuhkan suatu 
metode yang baik dalam melakukan klasterisasi agar permasalahan-permasalahan tersebut dapat 
dihindari. 
Terdapat beberapa metode klastering yang telah dikembangkan oleh para pakar, diantaranya: K-
Means, K-Medoid, Fuzzy C-Mean, Self Organizing Map, Average Linkage, dan lain-lain(Ikfan & Ilyas, 
2013)(Sano & Nindito, 2016)(Haraty et al., 2015)(Nagari & Inayati, 2020)(Rifa et al., 2020). Metode-
metode tersebut telah banyak digunakan dalam menyelesaikan permasalahan-permasalahan klastering.  
(Ahmar et al., 2018) dalam penelitiannya menggunakan K-Means untuk mengelompokkan provinsi-
provinsi di Indonesia. Pengelompokan provinsi dilakukan berdasarkan empat parameter yaitu: Kepadatan 
Penduduk, Angka Partisipasi Sekolah Umur 13-15, Indeks Pembangunan Manusia, dan Tingkat 
Pengangguran. Pada penelitian ini, pengelompokan dapat dilakukan dengan baik menggunakan K-Means. 
Provinsi-provinsi dikelompokkan kedalam 5 klaster dengan center masing-masing klaster adalah: 
Sumatera Selatan, Lampung, DKI Jakarta, Provinsi Jawa Tengah, dan Kalimantan Barat. 
(Atmaja, 2019) dalam penelitiannya menggunakan K-Medoid untuk mengelompokkan crime pattern 
yang terjadi di Yogyakarta. Kumpulan Crime pattern tersebut sebelumnya dibentuk dari teknik asosiasi 
berdasarkan data-data yang kriminal yang terjadi di Yogyakarta. Terdapat 18 crime pattern yang 
digunakan dalam penelitian ini. Hasil dari penelitian menyatakan bahwa K-Medoid mampu 
mengelompokkan crime pattern kedalam 3 klaster yang telah ditentukan, 4 pattern tergolong dalam 
klaster kriminal berat, 6 pattern tergolong kedalam klaster kriminal menengah, dan 8 pattern tergolong 
kedalam kriminal ringan.   
(Nurzahputra et al., 2016) dalam penelitiannya menggunakan Fuzzy C-Means untuk 
mengelompokkan penilaian kinerja dosen berdasarkan publikasi jurnal nasional dan internasional. Hasil 
dari penelitian ini, Fuzzy C-Means mampu mengelompokkan penilaian kinerja dosen kedalam 4 kelompok. 
Kelompok pertama, dosen yang berbobot nasional tinggi dan berbobot internasional tinggi sebanyak 0. 
Kelompok kedua, dosen berbobot nasional tinggi dan berbobot internasional rendah sebanyak 5 dosen. 
Kelompok ketiga, dosen berbobot nasional rendah dan berbobot internasional tinggi sebanyak 9 dosen. 
Kelompok keempat, dosen berbobot nasional rendah dan berbobot internasional rendah sebanyak 146 
dosen. 
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(Ambarwati & Winarko, 2014) dalam penelitiannya menggunakan self Organizing Map untuk 
mengelompokkan berita Indonesia berdasarkan histogram kata. Kelompok berita dibentuk secara dinamis 
berdasarkan banyaknya kemunculan jenis kata yang sama. Beberapa contoh kelompok berita seperti: 
ekonomi, kriminal, kesehatan, teknologi, dan lain-lain. Hasil dari penelitian ini menjelaskan bahwa Self 
Organizing Map mampu mengelompokkan berita-berita Indonesia kedalam kategori-kategori tertentu.  
(Astuti & Untari, 2017) dalam penelitiannya menggunakan Average Linkage untuk mengelompokkan 
kecamatan-kecamatan di kabupaten Sidoarjo berdasarkan potensi dari masing-masing kecamatan. 
Pengelompokan menggunakan 12 karakteristik kecamatan sebagai parameter. Berdasarkan hasil analisis 
cluster hierarchical dengan algoritma average linkage diketahui ada empat klaster yang terbentuk, klaster 
1 terdiri dari 1 kecamatan, klaster 2 terdiri dari 14 kecamatan, klaster3 terdiri dari 2 kecamatan, dan 
klaster 4 terdiri dari 1 kecamatan. Klaster 1 merupakan kecamatan dengan kondisi pendidikan yang baik, 
klaster 2 merupakan kecamatan dengan kondisi pertanian yang sangat baik, pada klaster 3 diperlukan 
peningkatan kondisi pendidikan, pemanfaatan lahan yang dominan serta di cluster 4 merupakan 
kecamatan dengan kondisi industri yang baik.  
Secara umum, Metode-metode klastering yang sudah dikembangkan mampu melakukan klasterisasi 
data kedalam sejumlah kelompok tertentu. Setiap kelompok dibentuk dengan objek-objek yang memiliki 
tingkat kemiripan yang tinggi, namun kelompok yang dibentuk pada proses klasterisasi biasanya tidak 
dapat dibatasi jumlah objeknya.  
Studi kasus yang diangkat dalam penelitian ini memiliki keunikan. Klasterisasi harus membentuk 3 
kelompok, setiap kelompok yang dibentuk terdiri dari objek-objek yang dibatasi jumlahnya. 3 kelompok 
yang dibentuk mewakili 3 keminatan yang dibuka oleh jurusan, sedangkan jumlah objek mewakili jumlah 
mahasiswa yang dibolehkan masuk kedalam suatu keminatan. Dalam kasus ini, metode-metode Clustering 
yang telah disebutkan sebelumnya menjadi tidak bisa digunakan. Peneliti mencoba melihat kasus ini 
dengan paradigma yang berbeda. Dalam dunia komputer, telah lama dikenal suatu metode heuristik yang 
dikembangkan berdasarkan prinsip genetika dan seleksi alamiah Teori Evolusi Darwin. Metode ini lebih 
dikenal dengan nama algoritma genetika. Algoritma genetika biasanya digunakan untuk menyelesaikan 
permasalahan optimasi dengan tujuan memperoleh solusi optimal dari banyak solusi yang mungkin 
(feasible solution). Metode optimasi bermula pada usaha untuk menemukan nilai-nilai maksimum atau 
minimum (Munirah & Subanar, 2017), sering juga disebut dengan optimasi maksimasi atau minimasi  
(Tiandini & Anggraeni, 2017). Kasus klasterisasi mahasiswa ke dalam keminatan keahlian pada teknik sipil 
universitas malikussaleh dapat dipandang sebagai kasus optimasi minimasi, yaitu mencari suatu pola 
susunan kelompok keminatan mahasiswa yang memiliki tingkat ketidaksesuaian bakat dan minat yang 
rendah. 
Dalam beberapa kasus, algoritma genetika telah digunakan untuk permasalahan clustering. (Wei & 
Soon, 2006) telah memodelkan Algoritma genetika untuk permasalahan clustering, kemampuan algoritma 
genetika di digunakan untuk mencari pusat cluster terbaik, sehingga dapat membentuk cluster yang 
optimal. Hasil penelitiannya menyatakan bahwa algoritma genetika memiliki kinerja yang lebih baik 
dibandingkan dengan K-Means.  
(Hadi et al., 2016) dalam penelitiannya menggunakan algoritma genetika untuk menentukan fitur 
yang relevan untuk melakukan klasterisasi data. Clustering dilakukan menggunakan Fuzzy C-Means. Hasil 
penelitiannya menyatakan bahwa penggabungan Algoritma Genetik dan Fuzzy CMeans memberikan hasil 
yang lebih baik dalam melakukan klasterisasi data dibandingkan dengan Fuzzy CMeans saja. 
(Utik Wahyuningtyas et al., 2018) dalam penelitiannya menggunakan algoritma genetika untuk 
mengoptimalkan kinerja K-means. Algoritma genetika digunakan untuk menentukan titik awal pada k-
means agar nilai centroid menjadi lebih optimal. Hasil dari penelitian ini menyatakan bahwa penggunaan 
algoritma genetika untuk penentuan centroid mendapatkan hasil yang lebih baik dibandingkan hanya 
dengan metode k-means saja. 
(Kazakovtsev et al., 2020) pada penelitiannya kami mengusulkan operator mutasi heuristik untuk 
metode gabungan K-Means dan Algoritma Genetika dan menyelidiki pengaruh operator mutasi baru pada 
nilai fungsi tujuan yang dicapai oleh algoritma genetika untuk masalah k-means skala besar. Hasil 
Eksperimen komputasi menunjukkan bahwa mekanisme pemeliharaan keragaman populasi seperti 
operator genetik mutasi dan subpopulasi meningkatkan fitur algoritma genetika dengan crossover 
heuristik serakah untuk masalah k-means skala besar. Selain itu, hasil terbaik dapat ditunjukkan oleh 
algoritma dengan operator mutasi berdasarkan operator crossover serakah heuristik dengan kromosom 
yang dihasilkan secara acak (mutasi heuristik serakah baru). 
Pada penelitian ini, klasterisasi mahasiswa kedalam kelompok keminatan tidak membutuhkan 
centroid sebagai titik awal yang menjadi panduan dalam melakukan klasterisasi. Algoritma genetika 
digunakan sebagai metode utama untuk melakukan clustering. Clustering akan dilakukan menggunakan 
paradigma optimasi dengan teknik partitioning kromosom. 
II. METODE PENELITIAN  
Pada penelitian ini, Proses klasterisasi mahasiswa kedalam keminatan keahlian dilakukan melalui 
beberapa tahapan, sebagaimana ditunjukkan pada gambar 1.  
 
Gambar 1. Tahapan penelitian 
A. Data Preparation 
Pada tahap ini, data mahasiswa beserta data nilai dikumpulkan dalam sebuah dataset. Dataset 
tersebut berisi data: no, nim, nama, dan nilai setiap mata kuliah yang telah diselesaikan selama 4 semester 
sebelumnya. Adapun susunan atribut dari dataset dapat dilihat pada tabel 1. 
Tabel 1. Dataset 
No Nim Nama MK1 MK2 … … MKn 
… … … … … … … … 
… … … … … … … … 
Selanjutnya dilakukan perhitungan nilai bakat mahasiswa terhadap keminatan yang ditawarkan 
oleh pihak jurusan. Nilai bakat merupakan jumlah dari nilai mata kuliah di kali dengan bobot mata kuliah. 
Suatu mata kuliah boleh saja memiliki bobot yang berbeda untuk masing-masing keminatan, misalnya: 
mata kuliah x memiliki bobot 0.3 untuk keminatan A, 0.5 untuk keminatan B dan 0.2 untuk keminatan C. 
Pembobotan mata kuliah ini mengikuti pembobotan yang disarankan oleh jurusan. Hasil perhitungan nilai 
bakat mahasiswa disimpan dalam sebuah dataset yang kemudian dimanfaatkan untuk proses 
pembentukan kromosom dan proses evaluasi nilai fitness pada tahap GA Processing. Persamaan yang 
digunakan untuk menghitung nilai bakat adalah sebagai berikut:  
 
(1) 
B. Encoding Problem 
Pada tahap ini, masalah real world di terjemahkan kedalam bentuk penyelesaian algoritma genetika. 
Pada algoritma genetika, kromosom merupakan representasi dari bentuk penyelesaian masalah. 
Kromosom disusun oleh sejumlah gen. Setiap gen mewakili satu objek pada real world. Dalam kasus ini, 
gen berisi data dari atribut “No”. Ilustrasi dari kromosom diperlihatkan pada gambar 2. 
 
Gambar 3. Ilustrasi kromosom  
Kromosom berukuran sejumlah mahasiswa yang akan diklasterisasi. Kromosom dipartisi kedalam 
beberapa bagian. Jumlah partisi menyesuaikan dengan jumlah keminatan yang dibuka oleh jurusan, 
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sedangkan kapasitas dari sub kromosom mengikuti jumlah mahasiswa yang di inginkan masuk kedalam 
suatu keminatan.  
C. Set Parameter 
 Sebelum masuk ke dalam tahap GA processing, dilakukan set parameter yang dibutuhkan untuk 
pemrosesan algoritma genetika. Dalam penelitian ini, seting parameter dilakukan sebagai berikut:  
Ukuran kromosom = 155 Ukuran populasi = 100 
Jumlah partisi (keminatan) = 3 Probabilitas crossover = 0.2 
Jumlah anggota partisi 1(Struktur) = 55 Probabilitas mutasi = 0.01 
Jumlah anggota partisi 2(Hydrologi) = 50 Jumlah generasi = 100 
Jumlah anggota partisi 3(Transportasi) = 50 Jumlah running = 100 
 
D. GA Processing 
GA Processing memiliki beberapa tahapan yang dilakukan secara sequential dan berulang. Tahapan-
tahapan tersebut dapat dilihat pada gambar 3. 
 
Gambar 2. Tahapan GA Processing 
Langkah pertama yang dilakukan adalah membangkitkan populasi awal sebanyak 100 kromosom. 
Setiap kromosom dibentuk dengan gen yang disusun secara acak. Selanjutnya dilakukan proses evaluasi 
nilai fitness. Nilai fitness dihitung menggunakan persamaan berikut: 
 
  (2) 
Nilai bakat mahasiswa terhadap masing-masing keminatan telah di ketahui pada proses Data 
Preparation. TingkatKesesuaianBakat diperoleh dengan melihat posisi gen, jika gen terletak pada sub 
kromosom dengan nilai bakat tertinggi, maka diberi nilai 1, jika terletak pada sub kromosom dengan nilai 
bakat tertinggi kedua diberi nilai 2, sedangkan jika terletak pada sub kromosom dengan nilai bakat 
terendah diberi nilai 3. Melalui proses evaluasi ini dapat diketahui kualitas masing-masing kromosom. 
Semakin tinggi nilai fitness suatu kromosom menunjukkan bahwa semakin berkualitas kromosom tersebut 
sebagai calon penyelesaian masalah. Beberapa kromosom dengan kualitas yang tinggi akan di pertahankan 
untuk menuju ke generasi berikutnya.  
Langkah selanjutnya adalah melakukan seleksi, yaitu memilih 90 kromosom untuk dibawa ke 
generasi berikutnya. Kemudian dilakukan proses crossover (pindah silang). Proses crossover dilakukan 
terhadap 20 pasangan terpilih, dari proses ini menghasilkan offspring sebanyak 10 individu, sehingga 
populasi baru berjumlah 100. Selanjutnya dilakukan proses mutasi terhadap satu kromosom terpilih. Pada 
kromosom tersebut, dipilih tiga gen secara acak, kemudian dilakukan pertukaran posisi. Dari proses cross 
over dan mutasi diharapkan lahir kromosom-kromosom baru dengan kualitas yang lebih baik. Selanjutnya 
dibentuk populasi baru untuk di proses pada generasi berikutnya. Serangkaian proses tersebut dilakukan 
secara berulang-ulang hingga mencapai batasan maksimum generasi. Dari satu siklus tersebut, dipilih satu 
kromosom terbaik sebagai solusi optimal sementara. Solusi optimal sementara akan mengalami 
pembaruan jika ditemukan solusi yang lebih baik pada siklus-siklus berikutnya. Pada penelitian ini, 
serangkaian proses algoritma genetika dilakukan sebanyak 100 siklus. Pada setiap siklus baru, inisialisasi 
populasi awal menyertakan beberapa kromosom terbaik pada siklus sebelumnya, hal ini bertujuan agar 
mempercepat memperoleh solusi optimal. Kromosom terbaik yang merupakan solusi optimal dari 100 
siklus tersebut digunakan sebagai solusi dalam kasus klasterisasi mahasiswa kedalam keminatan keahlian. 
E. Decoding Problem 
Pada tahap ini, kromosom terbaik yang dihasilkan dari GA Processing di terjemahkan kembali 
kedalam bentuk masalah real word. Setiap gen diterjemahkan kembali menjadi satu objek mahasiswa 
sesuai dengan kode nomor yang dimiliki oleh gen. Sub kromosom diterjemahkan kembali menjadi 
keminatan yang disediakan oleh jurusan. Posisi gen pada sub kromosom bermakna seorang mahasiswa 
termasuk kedalam keminatan yang diwakili oleh suatu sub kromosom.  
F. Clustered Students 
Berdasarkan hasil dari tahapan decoding result, dibentuk sebuah tabel yang berisikan informasi 
mengenai hasil klasterisasi mahasiswa kedalam keminatan keahlian. Tabel tersebut ditunjukkan pada 
tabel 2.  
Tabel 2. Hasil Klasterisasi 
No Nim Nama Keminatan 
… … … … 
… … … … 
 
III. HASIL DAN PEMBAHASAN  
A. Aplikasi 
Untuk kebutuhan penelitian ini, rancangan model penyelesaian masalah klasterisasi di 
imlementasikan kedalam aplikasi sederhana berbasis desktop. Aplikasi hanya menyediakan 2 interface 
untuk kebutuhan proses klasterisasi, yaitu: 
1. Import nilai  
Pada interface ini, user melakukan import data nilai mahasiswa yang akan digunakan dalam proses 
klasterisasi. Tampilan interface import nilai ditunjukkan pada gambar 4. 
 
Gambar 4. Import nilai 
File yang digunakan untuk proses import data bertipe .xls. Format susunan dataset ditunjukkan 
pada gambar 5. 
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Gambar 5. Format data .xls 
2. Set Parameter 
Pada interface ini, user memberikan nilai-nilai parameter yang dibutuhkan algoritma genetika 
untuk proses klasterisasi. Tampilan interface set parameter ditunjukkan pada gambar 6. 
 
Gambar 6. Set Parameter 
Setelah memberikan nilai-nilai parameter, user menekan tombol “GA-PROCESSING” untuk 
melakukan proses klasterisasi. Output yang dihasilkan dari proses klasterisasi berupa file bertipe 
.xls sebagaimana ditunjukkan pada gambar 7. 
 
Gambar 6. Hasil klasterisasi 
B. PENGUJIAN  
Pengujian terhadap model penyelesaian masalah klasterisasi mahasiswa kedalam keminatan 
keahlian terbagi kepada 2 bagian, yaitu: pengujian aplikasi yang bertujuan untuk melihat kemampuan 
aplikasi dalam melaksanakan tugas-tugas yang diberikan, dan pengujian kinerja algoritma yang bertujuan 
untuk mengetahui kemampuan algoritma dalam menemukan solusi.  
1. Pengujian aplikasi  
Pengujian aplikasi dilakukan dengan menguji kemampuan aplikasi untuk melakukan beberapa tugas 
yang dibutuhkan dalam penyelesaian proses klasterisasi mahasiswa. Beberapa tugas tersebut antara 
lain: melakukan import nilai, input parameter, GA-Processing, dan output. Berdasarkan hasil pengujian, 
aplikasi mampu melaksanakan tugas-tugas tersebut dengan baik, tidak ada bagian program yang 
mengalami bug pada saat aplikasi di jalankan. 
2. Pengujian Kinerja Algoritma 
Pengujian kinerja algoritma dilakukan dengan memperhatikan 2 hal: pertama, pengaruh penerapan 
elitisme dan non elitisme terhadap pencapaian solusi optimal. Kedua, pengaruh persentase mutasi 
terhadap pencapaian solusi optimal.  
a) Elitisme vs Non Elitisme,   
Pengujian ini dilakukan dengan menjalan masing-masing algoritma genetika sebanyak 5 kali. 
Diperoleh hasil sebagaimana ditunjukkan pada tabel 3.  
Tabel 3. Perbandingan hasil Elitisme vs Non Elitisme 
Pengujian ke 
Nilai fitness terbaik 
(Elitisme) 
Nilai fitness terbaik 
(Non Elitisme) 
1 0.922619 0.521886 
2 0.875706 0.501618 
3 0.890805 0.516667 
4 0.922619 0.511551 
5 0.922619 0.527211 
Pada setiap pengujian, algoritma genetika yang menerapkan prinsip elitisme selalu lebih unggul 
dalam menemukan solusi optimum, dengan rata-rata selisih nilai fitness terbaik yang berhasil 
ditemukan adalah sebesar 0.391087. Algoritma genetika non elitisme hanya mampu menemukan 
solusi optimum dengan nilai fitness terbaik sebesar 0.527211 sedangkan algoritma genetika yang 
menerapkan prinsip elitisme mampu menemukan solusi optimum dengan nilai fitness terbaik 
sebesar 0.922619. Kinerja masing-masing algoritma dalam proses menemukan solusi optimum 
pada setiap pengujian di tunjukkan pada gambar 7.   
 
Gambar 7. Grafik pencapaian nilai fitness 
Pada gambar 7, trend dari grafik algoritma dengan eltisme terus naik secara konsisten, hal ini 
menunjukkan bahwa algoritma mampu menemukan solusi yang lebih baik pada generasi-generasi 
berikutnya jika memang solusi tersebut tersedia. Adanya usaha untuk mempertahankan individu 
terbaik untuk diproses pada generasi berikutnya, menyebabkan trend pencapaian nilai fitness 
tidak akan pernah mengalami penurunan. Crossover dan mutasi memastikan lahirnya individu 
baru, namun tidak menjamin individu yang di hasilkan memiliki nilai fitness yang lebih baik. Jika 
individu yang dihasilkan memiliki nilai fitness yang lebih baik dari solusi optimum sementara, 
maka individu tersebut akan dipertahankan ke generasi berikutnya, solusi optimum sementara 
mengalami pembaruan, trend pencapaian akan naik. Sementara jika individu baru yang dihasilkan 
tidak memiliki nilai fitness yang lebih baik dari solusi optimum sementara, maka solusi optimum 
sementara tidak mengalami perubahan, trend tetap pada pencapaian terbaik sebelumnya.  
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Pada algoritma genetika non elitisme, trend grafik mengalami naik-turun. Hal ini disebabkan oleh 
pencapaian nilai fitness terbaik pada setiap generasi berbeda-beda. Solusi optimum sementara 
yang tercatat juga berbeda-beda, terus mengalami perubahan sesuai dengan pencapain nilai 
fitness terbaik pada setiap siklus. Jika pencapaian lebih baik dari sebelumnya grafik mengalami 
kenaikan, sebaliknya jika pencapaian lebih buruk dari sebelumnya maka grafik mengalami 
penurunan. Sehingga trend grafik pencapaian tidak konsisten ke satu arah, menaik saja atau 
menurun saja. Dalam kasus ini trend yang diharapkan adalah trend yang mengalami kenaikan.     
b) Mutasi (0.01 : 0.03 : 0.05) 
Pengujian ini dilakukan dengan menjalan masing-masing algoritma genetika sebanyak 5 kali. 
Diperoleh hasil sebagaimana ditunjukkan pada tabel 4. 
Tabel 4. Perbandingan hasil pencarian (mutasi 0.01 vs 0.03 vs 0.05) 
Pengujian 
ke 













1 0.922619 13.42655 0.922619 13.494017 0.8908046 15.9349 
2 0.875706 13.465117 0.9064327 13.807283 0.9117647 14.610683 
3 0.890805 13.435933 0.9064327 13.995583 0.9171598 14.113533 
4 0.922619 13.417967 0.922619 14.15625 0.945122 14.01015 
5 0.922619 13.484633 0.9064327 14.12005 0.9509202 14.2185 
AVG 0.906874 13.44604 0.912907 13.91464 0.923154 14.57755 
Algoritma genetika dengan persentase mutasi 0.05 memiliki hasil pencarian terbaik, 
dengan nilai fitness tertinggi yang bisa dicapai sebesar 0.945122 dan 0.9509202. Algoritma 
genetika dengan persentase mutasi 0.03 dan 0.01 memiliki hasil pencarian terbaik yang sama, 
nilai fitness terbaik yang bisa ditemukan adalah sebesar 0.922619. Namun jika dilihat pada 
perolehan nilai fitness terbaik di setiap pengujian, algoritma genetika dengan persentase 0.03 
lebih unggul dibandingkan dengan algoritma genetika dengan persentase mutasi 0.01. Dalam hal 
konsumsi waktu, algoritma genetika dengan persentase mutasi 0.01 memiliki rerata konsumsi 
waktu yang lebih rendah dibandingkan dengan algoritma genetika dengan persentase mutasi 0.03 
dan 0.05. Algoritma genetika dengan persentase mutasi 0.05 memiliki konsumsi waktu yang 
paling besar. Perbandingan rerata konsumsi waktu masing-masing jenis mutasi dapat dilihat pada 
tabel 4.  
 
IV. SIMPULAN  
Berdasarkan penelitian ini, dapat diambil kesimpulan bahwa Algoritma genetika dapat digunakan 
sebagai metode untuk melakukan clustering dengan kondisi klaster yang dibentuk memiliki jumlah objek 
yang dibatasi. Hal ini dibuktikan dengan berhasilnya dilakukan proses klasterisasi mahasiswa teknik sipil 
universitas malikussaleh kedalam keminatan keahlian yang disediakan oleh jurusan.  
Penerapan prinsip elitisme pada algoritma genetika dalam kasus klasterisasi mahasiswa teknik sipil 
kedalam keminatan keahlian, memberikan hasil yang jauh lebih baik dibandingkan dengan tanpa 
menerapkan prinsip elitisme. Dalam penelitian ini, algoritma genetika dengan prinsip elitisme mampu 
menghasilkan solusi optimum 39% lebih baik dibandingkan algoritma genetika non elitisme.  
Pada penelitian ini, besarnya persentase mutasi, tidak secara mutlak menjamin akan menemukan 
solusi paling optimal. Namun, semakin besar persentase mutasi, memberikan peluang yang lebih besar 
untuk menemukan solusi terbaik jika solusi tersebut tersedia. Disisi lain, memperbesar persentase mutasi 
dapat memberikan efek pencarian menjadi lebih lama, hal ini disebabkan konsumsi waktu yang 
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