Abstract: We propose a study of a distribution registration model for general deformation functions. In this framework, we provide estimators of the deformations as well as a goodness of fit test of the model. For this, we consider a criterion which studies the Fréchet mean (or barycenter) of the warped distributions whose study enables to make inference on the model. In particular we obtain the asymptotic distribution and a bootstrap procedure for the Wasserstein variation.
Introduction
Giving a sense to the notion of mean behaviour may be counted among the very early activities of statisticians. When confronted to large data sample, the usual notion of Euclidean mean is too rough since the information conveyed by the data possesses an inner geometry far from the Euclidean one. Indeed, deformations on the data such as translations, scale location models for instance or more general warping procedures prevent the use of the usual methods in data analysis. This problem arises naturally for a wide range of statistical research fields such as functional data analysis for instance Ramsay and Silverman (2005) , Bercu and Fraysse (2012) and references therein, image analysis in Trouvé and Younes (2005) or Amit, Grenander and Piccioni (1991) , shape analysis in Kendall et al. (1999) , Grenander (1994) or Huckemann, Hotz and Munk (2010) , with many applications ranging from biology in Bolstad et al. (2003) to pattern recognition Sakoe and Chiba (1978) just to name a few.
The same kind of issues arises when considering the estimation of distribution functions observed with deformations. This situation occurs often in biology, for
This model is the natural extension of the functional deformation models studied in the statistical literature for which estimation procedures are provided in Gamboa, Loubes and Maza (2007) while testing issues are tackled in Collier and Dalalyan (2015) . Within this framework, statistical inference on deformation models for distributions have been studied first in Czado and Munk (1998) , Munk and Czado (1998) and Freitag and Munk (2005) , where tests are provided in the case of parametric functions, while the estimation of the parameters is studied in Agulló-Antolín et al. (2015) .
In this work, after recalling the model we use in Section 2, we tackle the problem of providing a goodness of fit test in a general non parametric deformation model. For this, we will use an alignment criterion with respect to the Wasserstein's barycenter of a deformation of the observed distributions. This requires an equivalent of a central limit theorem for the Wasserstein variation of a barycenter of measures in both the general case in Section 3 and under the null assumption (observations are drawn from the deformation model) in Section 4. We obtain the asymptotic distribution of the matching criterion in both cases, with a different normalization under the null assumption (only for the parametric case). For this, we will need to build estimates of the deformation parameters with respect to this particular alignment criterion and study their behavior in Section 4.1. Finally testing procedures are given in Section 5. They rely on the estimation of the quantiles of the empirical process of the Wasserstein's variation which is obtained using a bootstrap procedure proved in Section 5.1. Proofs are postponed to Section 6. W 2 R d = P probability on R d with finite second moment .
For two probabilities µ and ν in W 2 R d , we denote by Π(µ, ν) the set of all probability measures π over the product set R d × R d with first (resp. second) marginal µ (resp. ν).
The transportation cost with quadratic cost function, or quadratic transportation cost, between these two measures µ and ν is defined as
The quadratic transportation cost allows to endow the set W 2 R d with a metric by defining the 2-Wasserstein distance between µ and ν as W 2 (µ, ν) = T 2 (µ, ν) 1/2 . More details on Wasserstein distances and their links with optimal transport problems can be found in Rachev (1984) or Villani (2009) for instance.
Here we will consider probabilities in W 2 (R). In this case, the Wasserstein distance can be written as
where F (resp. G) is the distribution function associated with µ (resp. ν). Moreover, we are dealing with more than two probabilities and so we are interested in a global measure of separation. So consider the Wasserstein 2-variation of ν 1 , . . . , ν J , defined as follows. Given probabilities ν 1 , . . . , ν J on R d with finite 2-th moment let V (ν 1 , . . . , ν J ) = inf be the Wasserstein 2-variation of ν 1 , . . . , ν J . In Agueh and Carlier (2011) , the minimizer of η → Boissard, Le Gouic and Loubes (2015) .
We propose to use this Wasserstein 2-variation as a goodness of fit criterion for model (H). Since the true distribution µ is unknown, we first try to invert the warping operator and thus compute for each observation its image through a candidate deformation ϕ j ,
For some q > 1 and all 1 j J,
For q as in A3, we set p 0 = max−1 , 2 and define on
p 0 , and on the product space
The we make the following additional assumptions.
for some r > 4 and 1 j J,
for some r > max(4, p 0 ) and
Under A1 to A6, we are able to provide the asymptotic distribution of inf ϕ∈G √ nU n (ϕ). It is convenient at this point to give some explanation about the meaning of these assumptions. A2 is a is a regularity condition on the distributions of the X ′ j s (it holds, for instance, for Gaussian or Pareto distributions) required for strong approximation of the quantile process, see Csörgő (1983) for details. The integrability condition A3 is satisfied by the Gaussian distribution if q < 2, see, e.g., Rajput (1972) . A4 is related to the regularity of the deformation functions. Finally, A5 and A6 are moment assumptions on the (possibly warped) observations.
where Γ = {ϕ ∈ G : U (ϕ) = inf φ∈G U (φ)} and (B j ) 1 j J are independent Brownian bridges.
A proof of Theorem 3.1 is given in the Appendix below. We note that continuity of U is follows easily from the choice of the norm on G. Recall that G is compact and, consecuently, inf ϕ∈G U (ϕ) is attained. Hence, Γ is a nonempty closed subset of G (in particular, it is also a compact set). We note further that the random variables
Gaussian, with covariance
In particular, if U has a unique minimizer the limiting distribution in Theorem 3.1 is normal. However, our result works in more generality, even without uniqueness assumptions.
We remark also that although we have focused for simplicity on the case of samples of equal size, the case of different sample sizes, n j , j = 1, . . . , J, can also be handled with straightforward changes. If we assume ∀j : n j → +∞ and
then the result can be restated as
where U n1,...,nJ denotes the empirical Wasserstein variation computed from the samples and
As a final remark in this section we note that in the case where H holds, we have
Hence, in this case we have to refine our study to understand well the behavior of inf G U n when n tends to infinity. This is what we consider in the next section. In this case we restrict ourselves to a to a semiparametric warping model where µ is unknown but where the deformations are indexed by a parametric family.
Hence, from now on, we will consider the following family of deformations, indexed by a parameter λ ∈ Λ ⊂ R p :
Thus, the functions U and U n are now defined on Θ = Λ J , and the criterion of interest becomes inf λ∈Θ U (λ). We also use the simplified notation µ j (θ j ) instead of µ j ϕ θj , F B (θ) for F B (ϕ θ1 , . . . , ϕ θJ ) and similarly for the empirical versions. Throughout this section we assume that model H holds. This means, in particular, that the d.f.'s of the samples, F j , satisfy
For the analysis of this setup, we adapt Assumptions A1 to A6, replacing them by the following versions.
and
We replace A2 by:
Now, instead of A3 to A5 we assume ϕ is continuous w.r.t. x and λ (A3)
and continuous with respect to λ and sup
Here d is the derivation operator w.r.t. x, while ∂ will be the derivation operator w.r.t. λ. Finally A6 becomes
Note that Assumption A6 implies that ε has a moment of order r > 4 and also that Assumption A3 becomes simpler in a parametric model which does not require a particular topology. We impose as identifiability condition, U has a unique minimizer, θ ⋆ , that belongs to the interior of Λ.
Note that, equivalently, this means that θ * is the unique zero of U , since we are assuming that H holds. Now, to get sharper result about the convergence of inf θ∈Θ U n (θ), one has to add the following assumptions, first on the deformation functions.
As said for Assumption A3, the following one is more restrictive on the tail of the distribution of ε, excluding the Gaussian case. Examples of such variables with unbounded support are given in del Barrio, Deheuvels and van de Geer (2007) p.76. Note that distributions with compact support and strictly positive, continuous density satisfy this assumption.
Estimation of the deformation model
The results in this section are stated in the case where Λ is a subset of R. However they are still true if Λ ⊂ R p with corresponding changes. The following result implies that θ n is a good candidate to estimate θ ⋆ . It is a simple consecuence of continuity of U plus uniform convergence in probability of U n to U , as shown in the proof of Theorem 3.1. We omit details.
We can refine this result by making the following additional assumption,
where · µ and ·, · µ denote norm and inner product, respectively, in L 2 (µ). Φ is a symmetric, positive semidefinite matrix. To see this, consider x ∈ R J and note that
In fact, Φ is positive definite, hence invertible, unless all the R i are proportional µ-a.s.. Now, we have the following Central limit Theorem, which is proved in the Appendix.
Brownian bridges. We note that, while, for simplicity, we have formulated Proposition 4.1 assuming that the deformation model holds, a similar version can be proved (with some additional assumptions and changes in Φ) in the case when the model is false and θ * is not the true parameter, but the one that gives the best (but imperfect) alignment.
Remark 1. The indentifiability condition A7 can be too strong to be realistic. Actually, for some deformation models it could happen that ϕ θ • ϕ η = ϕ θ * η for some θ * η ∈ Θ. In this case, if 
The results in this section can be adapted almost verbatim to this setup. Proposition 4.2 holds, namely,
We note further that invertibility ofΦ is almost granted. In fact, arguing as above, we see that
andΦ is positive definite unless R i = 0 µ-c.s. for i = 1, . . . , J − 1.
Asymptotic behavior of Wasserstein's variation under the null
Here we are able to specify the speed of convergence of inf θ∈Θ U n (θ) to zero when H holds, providing the asymptotic distribution of this statistic. 
A proof of Theorem 4.3 is given in the Appendix. As for Theorem 3.1, this result can be generalized to the case of different sample sizes with straightforward changes. We also note that the result can also be adapted to the setup of Remark 1, replacing the correction term
′Φ−1Ỹ . Turning back to our goal of assessment of the deformation model H based on the observed value of inf θ∈Θ U n (θ), Theorem 4.3 gives some insight into the threshold levels for rejection of H. However, the limiting distribution still depends on unknown objects and designing a tractable test requires to estimate the quantiles of this distribution. This will be achieved in the next section.
Testing procedure with Wasserstein distance

Bootstrap with Wasserstein distance
In this section we present general results on Wasserstein distances that we will apply to estimate the asymptotic distribution of a statistic test based on an alignment with respect to the Wasserstein's barycenter. More precisely, here we consider distributions on R d with a moment of order r 1, that is, distributions in W r R d . W r will denote Wasserstein distance with L r cost, namely,
where · is any norm on R d . Finally, we write L(Z) for the law of any random variable Z. We note the abuse of notation in the following, in which W r is used both for Wasserstein distance on R and on R d , but this should not cause much confusion.
The next result shows that the laws of empirical transportation costs are continuous (and even Lipschitz) functions of the underlying distributions. 
Our deformation assessment criterion concerns a particular version of the Wasserstein r-variation of distributions ν 1 , . . . , ν J in W r R d , that we will denote in its general form by
V r is just the average distance to the r-barycenter of the set. 10
It is convenient to note that V r r (ν 1 , . . . , ν J ) can also be expressed as
A discussion about this formulation for r = 2 and a result on existence and uniqueness of a minimizer in problem (4) are given in Proposition 4.2 in Agueh and Carlier (2011) .
Here we are interested in empirical Wasserstein r-variations, namely, the rvariations computed from the empirical measures ν nj ,j coming from independent samples Y 1,j , . . . , Y nj ,j of i.i.d. random variables with distribution ν j . Note that in this case problem (4) is a linear optimisation problem for which a minimizer always exists.
As before, we consider the continuity of the law of empirical Wasserstein rvariations with respect to the underlying probabilities. This is covered in the next result.
Proposition 5.2. With the above notation
A useful consequence of the above results is that empirical Wasserstein distances or r-variations can be bootstrapped under rather general conditions. To be more precise, we take in Proposition 5.1 ν ′ = ν n , the empirical measure on 
in probability.
If in addition r
which entails that ifĉ n (α) denotes the α quantile of the conditional law L * (r mn W r (ν * mn , ν)) then under some regularity conditions on the distribution γ(ν)
We conclude in this case that the quantiles of r n W r (ν n , ν) can be consistently estimated by the bootstrap quantiles, that is, the conditional quantiles of r mn W r (ν * mn , ν) (which, in turn, can be approximated through Monte-Carlo simulation). As an example, if d = 1 and r = 2, under integrability and smoothness assumptions on ν we have √ nW 2 (ν n , ν) ⇀ 1 0
, where f and F −1 are the density and the quantile function of ν.
Bootstrap for Wasserstein's barycenter alignement
In the non parametric deformation model, statistical inference is based on the minimal Wasserstein variation
where µ n,j (ϕ) denotes the empirical measure on Z 1,j (ϕ), . . . , Z n,j (ϕ), where
j (X i,j ) and X 1,j , . . . , X n,j are independent i.i.d. samples from µ j . Consider v ′ n , the corresponding version obtained from samples with underlying distributions µ
Then, the following result holds, setting ϕ j ∞ = sup x∈(cj ;dj ) |ϕ j (x)|.
Now consider bootstrap samples X * 1,j , . . . , X * mn,j of i.i.d. observations sampled from µ n,j , write µ * mn,j for the empirical measure on X * 1,j , . . . , X * mn,j (conditionally to the X 1,j , . . . , X n,j ) and denote V 2 2 (µ * mn,1 (ϕ), . . . , µ * mn,J (ϕ)) = U * mn (ϕ).
Then we get
Corollary 5.4. If m n → ∞, and m n / √ n → 0, then under Assumptions A1 to A6, and if inf G U > 0, writing γ for the limit distribution in Theorem 3.1, we have that
Now consider the parametric deformation model and note that the inference about it is based on the minimal Wasserstein variation
where µ n,j (θ) denotes the empirical measure on Z 1,j (θ), . . . , Z n,j (θ), Z i,j (θ) = ϕ −1 θj (X i,j ) and X 1,j , . . . , X n,j are independent i.i.d. samples from µ j . We consider v ′ n , the corresponding version obtained from samples with underlying distributions µ ′ j , and denote by L (v n ) (resp. L (v ′ n )) the law of the random variable v n (resp. v ′ n ). Then, we are able to prove the following result.
Theorem 5.5. Under Assumptions A1, A3 and A4 
Goodness of fit
In the semi parametric model, we can now provide a goodness of fit procedure. Under Assumptions of Theorem 4.3 (A1 to A10 and TCL) one can test the null assumption inf θ∈Θ U (θ) = 0 (H 0 ) versus its complementary denoted by H 1 . In this case the test statistic is n inf Θ U n and one can get the asymptotic level of a reject region of the form {n inf Θ U n > λ n } by using Corollary 5.6.
More precisely, consider bootstrap samples X * 1,j , . . . , X * mn,j of i.i.d. observations sampled from µ n,j , and write U * mn (θ) for the corresponding criterion. Then, ifĉ n (α) denotes the conditional (given the
Thus {n inf θ∈Θ U n (θ) >ĉ n (α)} will be a reject region of asymptotic level α, andĉ n (α) can be computed using a Monte-Carlo method.
Note that in the case of a non parametric model, a test can be designed switching the null hypothesis. Hence set for ∆ 0 > 0 set
The test statistic in this case is
assumptions of Corollary 5.4 (A1 to A6), ifĉ n (α) denotes the conditional (given the X i,j 's) α-quantile of the bootstrap version
which gives the asymptotic level of the reject region {U n (∆ 0 ) ĉ n (α)}, wherê c n (α) can be computed using a Monte-Carlo method. This procedure can be made more precise under Assumptions of Theorem 3.1 in the parametric case (A1 to A6). Set for
B (θ) (t) dt, independent centered Gaussian variables. Then the result of Theorem 3.1 can be restated as
Then we could prove that
converges in probability to σ 2 j . Hence, we can now provide a test procedure for the null assumption inf . Then
where Φ is the distribution function of the standard normal distribution. Thus we can construct a test of asymptotic level α by choosing the reject region V n (∆ 0 ) Φ −1 (α) .
Appendix
We provide here proofs of the main results in this paper. For those in Sections 3 and 4 our approach relies on the consideration of quantile processes, namely,
and on strong approximations of quantile processes, as in the following result that we adapt from Csörgő and Horváth (1993) (Theorem 2.1, p. 381 there).
Theorem 6.1. Under A2, there exist, on a rich enough probability space, inependent versions of ρ n,j and independent families of Brownian bridges {B n,j } n=1 ∞, j = 1, . . . , J satisfying
We will make frequent use in this section of the following technical Lemma which generalizes a result in Álvarez-Esteban et al. (2008) .
iv) In the parametric case, under Assumptions A3, A6 and if ∀k,
Our next proof is inspired by Álvarez-Esteban et al. (2008) . The main part concerns the study of √ nU n (ϕ) uniformly in ϕ in probability by using strong approximations of the quantile process with Brownian bridges.
Proof of Theorem 3.1. We will work with the versions of ρ n,j and B n,j given by Theorem 6.1. We show first that
S n,j (ϕ) → 0 in probability (11) with S n,j (ϕ) = 2
From the elementary inequality
Now, for every t ∈ (0, 1) we have
for some K n,ϕj (t) between F −1 n,j (t) and F −1 (t). Assumption A4 implies C j := sup ϕj∈Gj ,x∈(cj,dj) |ϕ
Now we can use A5 and argue as in the proof of Theorem 2 in Álvarez-Esteban et al. (2008) to conclude that
j ) 2 → 0 in probability and, as a consequence, that
On the other hand, the Cauchy-Schwarz's inequality shows that
and using i) and ii) of Lemma 6.2, the two factors converge to zero uniformly in ϕ. A similar argument works for the upper tail and allows to conclude that we can replace in (13)S n,j (ϕ) withS n,j (ϕ) := 2
and by iii) of Lemma 6.2 and Cauchy-Schwarz's inequality
B (ϕ)) → 0 in probability and similarly for the right tail. Thus (recall (12)), to prove (11) it suffices to show that
in probability. To check it we take ν ∈ (0, 1/2) and use Theorem 6.1 to get
in probability (using dominated convergence and iii) of Lemma 6.2). We observe next that, for all t ∈ (0, 1), sup ϕj ∈Gj |K n,ϕj (t) − F −1
n,j (t) and F −1 j (t). Therefore, using Assumption A4 we see that sup ϕj ∈Gj |ϕ
But then, by dominated convergence we get that
Since by iii) of Lemma 6.2 we have that t → √ t(1−t)
tends to 0 as n → ∞ and, consequently,
vanishes in probability. Combining this fact with (15) we prove (14) and, as a consequence, (11).
Observe now that for all n ∈ N, (S n,j (ϕ)) 1 j J has the same law as (S j (ϕ)) 1 j J with
in the space L ∞ (G) (we denote by · ∞ the norm on this space). From Skohorod Theorem we know that there exists some probability space on which the convergence (16) holds almost surely. From now on, we place us on this space. Then, for ϕ, ρ ∈ G
But using iii) of Lemma 6.2
and thus, for some random variable T a.s. finite , and ϕ, ρ ∈ G, we get
Thus, we deduce that (S j ) 1 j J are almost surely continuous functions on G, endowed with the norm · G .
Observe now that √ n inf
On the other hand, if we consider the (a.s.) compact set Γ n = {ϕ ∈ G :
while if ϕ ∈ Γ, then,
Thus, necessarily, inf G U n = inf Γn U n = inf Γn (U n − U + U ) ≥ inf Γn (U n − U ) + inf Γn U = inf Γn (U n − U ) + inf Γ U . Together with (17) this entails
Note that for the versions that we are considering √ n(U n − U ) − S ∞ → 0 a.s.. In particular, this implies that inf Γ √ n (U n − U ) → inf Γ S a.s.. Hence, the proof will be complete if we show that a.s.
To check this last point, consider a sequence ϕ n ∈ Γ n such that √ n(U n (ϕ n ) − U (ϕ n )) ≤ inf Γn √ n(U n − U ) + 1 n . By compactness of G, taking subsequences if necessary, ϕ n → ϕ 0 for some G. Continuity of U yields U (ϕ n ) → U (ϕ 0 ) and as a consequence, that U (ϕ 0 ) ≤ inf G U , that is, ϕ 0 ∈ Γ a.s.. Furthermore, √ n(U n − U )(ϕ n ) − S(ϕ 0 ) √ n (U n − U ) − S ∞ + |S (ϕ n ) − S (ϕ 0 )| → 0. 19
This shows that
and yields (19). This completes the proof.
Proof of Proposition 4.2. We denote by ∂ j the derivative operator w.r.t. θ j , 1 j J and ∂ j,k for second order partial derivatives. We note that H entails that the empirical d.f. on the j-th sample, F n,j (t), satisfies F n,j (t) = G n,j (ϕ θ * j (t)) with G n,j the empirical d.f. on the ε i,j 's (which are i.i.d. µ, with d.f. G). We write now ρ n,j for the quantile process based on the ε i,j 's. We write B n,j for independent Brownian bridges as given by Theorem 6.1 (observe that (A2) grants the existence of such B n,j 's).
Assumption TCL implies that ∂ϕ θ ⋆ j ∈ L 2 (X j ). Moreover, with Assumptions A8, A9 and compactness of Θ, we deduce that sup λ∈Λ ∂ϕ λ ∈ L 2 (X j ). On the other hand, since ε has a moment of order r > 4, arguing as in the proof of point 3 in Lemma 6.2 we have that
From A8 and A9 we have that U n is a C 2 function and derivatives can be omputed by differentiation under the integral sign. This implies that , from the fact DU (θ * ) = 0 we see that
