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ABSTRACT 
The 1991 Gulf War caused massive environmental damage in Kuwait. 
Deposition of oil and soot droplets from hundreds of burning oil-wells created a layer of 
tarcrete on the desert surface covering over 900 km'. This research investigates the 
spatial change in the tarcrete extent from 199 1 to 1998 using Landsat Thematic Mapper 
(TM) imagery and statistical modeling techniques. The pixel structure ofTM data allows 
the spatial analysis of the change in tarcrete extent to be conducted at the pixel (cell) 
level within a geographical information system (GIS). 
There are two components to this research. The first is a comparison of three 
remote sensing classification techniques used to map the tarcrete layer. The second is a 
spatial-temporal analysis and simulation of tarcrete changes through time. The analysis 
focuses on an area of 389 km' located south of the Al-Burgan oil field. 
Five TM images acquired in 1991, 1993, 1994, 1995, and 1998 were 
geometrically and atmospherically corrected. These images were classified into six 
classes: oil lakes; heavy, intermediate, light, and traces of tarcrete; and sand. The 
Vlll 
classification methods tested were unsupervised, supervised, and neural network 
supervised (fuzzy ARTMAP). Field data of tarcrete characteristics were collected to 
support the classification process and to evaluate the classification accuracies . Overall, 
the neural network method is more accurate (60 percent) than the other two methods; 
both the unsupervised and the supervised classification accuracy assessments resulted in 
46 percent accuracy. 
The five classifications were used in a lagged autologistic model to analyze the 
spatial changes of the tarcrete through time. The autologistic model correctly identified 
overall tarcrete contraction between 1991-1993 and 1995-1998. However, tarcrete 
contraction between 1993-1994 and 1994-1995 was less well marked, in part because of 
classification errors in the maps from these time periods. Initial simulations of tarcrete 
contraction with a cellular automaton model were not very successful. However, more 
accurate classifications could improve the simulations. 
This study illustrates how an empirical investigation using satellite images, field 
data, GIS, and spatial statistics can simulate dynamic land-cover change through the use 
of a discrete statistical and cellular automaton model. 
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1.1 Overview 
Chapter 1 
Introduction 
This chapter deals with the physical geography of the state of Kuwait. The 
surface topography and surface materials are also described along with the climate and 
weather conditions, including precipitation, temperature, seasonality, and wind velocity 
and direction. 
The environmental damage caused by the Gulf War is described, with specific 
emphasis on the creation of the "tarcrete" layer, which is the main concern of this study. 
El-Baz (1994) defined the tarcrete as "a conglomerate consisting of surface sand and 
gravel cemented together into hard mass by petroleum droplets and soot". 
1.2 Environmental Damage Caused by the Gulf War 
The Gulf War created unprecedented environmental problems in this region of 
the world. As a result of the burning of 732 oil wells in seven different oil fields (El-
Baz, 1994), namely, Al-Rawdataynn, Al-Maqwa, Al-Ahmadi, Al-Burgan, Umm Gudayr, 
Al-Managish, and Al-Warah, the resulting smoke could be detected around the world. 
This quantity of heavy smoke from these wells carried many unburned oil particles 
which have been measured at various distances (Johnson et. al. , 1991 ). 
At distances immediately surrounding the burning oil fields, there were many 
heavy deposits of large-sized, unburned oil particles. The deposition areas extended in 
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the downwind direction, with the largest area created by the three major oil fields, Al-
Maqwa, Al-Ahmadi, and AI-Burgan (Fig. 1.4). This extended from the northern edge of 
the Al-Maqwa oil field and the southern edge of the Kuwait Airport to beyond the 
southern border of Kuwait (Al-Doasari, 1994). 
The depositional areas have been labeled as unburned oil layers, crude oil 
surfaces, soot, or according to El-Baz, "tarcrete" which is a new geological term used to 
refer to the layer on the top of the original desert surface. This layer or surface 
measured approximately 943 square kilometers in 1991 , according to El-Baz (1994). 
The size of the tarcrete layer has been decreasing (Fig. 1.5) since the last burning 
oil well was extinguished in November of 1991. Until now, no serious investigation has 
been carried out to try to understand the basic factors behind the declining size of the 
tarcrete layer. 
Detailed, specific information about the tarcrete layer is very limited, as there are 
no other phenomena exhibiting similar environmental conditions. Since tarcrete covers 
a large area, it is impossible to investigate the alteration mechanism with conventional 
tools. The integration of remote sensing, GIS and Global Positioning Systems (GPS) 
technologies has proven to be the best method to explore what has been occurring in 
areas where this layer exists. (Al-Doasari, 1994). 
1.3 Oil Well Fires and Tarcrete Creation and Description 
The environmental pollution generated by over 732 oil well fires (El-Baz, 1994) 
is considered to be the worst environmental catastrophe in history (AI-Najadah, 1996). 
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From February 1991 (El-Baz, 1994) the oil fields were ignited until November 1991 , 
the Arabian Gulf region and, in particular Kuwait, was under total darkness. This 
condition was less severe when the temperature was considerably high and the plumes of 
smoke moved to higher altitudes. When the temperature was low the smoke plumes 
would contact the surface and oil droplets would pollute any surface it came into contact 
with in a downwind position. In general , there is an inverse relationship between particle 
size and the depositional distance from the source of the droplets, (e.g. , burning oil 
well) . This is coupled with the intensity of the specific wind direction determined by the 
prevailing condition at the surface. The thickness of the tarcrete varies from one location 
to another. 
The largest, spatially continuous tarcrete layer was generated by three oil fields . 
Al-Maqwa, Al-Ahmadi, and Al-Burgan as all three oil fields contributed to the 
formation of layer and this area is selected for this investigation. While the tarcrete layer 
is changing with time, it may persist for a long period, particularly in areas where sand 
deposits already cover the tarcrete, thereby creating a preserving layer. However, the 
light tarcrete deposits found at the edges of the layer are fragile and were deposited as a 
result of shifting wind direction. Consequentially, these were the first section of the 
tarcrete to be broken into small fragments and disappear. The soot that was deposited in 
heavy quantities along the main wind axis (north-northwest) remains. There, a large 
portion of the thick (less than 12 em), dry tarcrete is already broken or fragmented into 
different sizes, and these large-sized fragments are in the process of being broken into 
smaller pieces and dispersing as time passes. The tarcrete is not totally dry. Some 
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locations within the tarcrete layer still contain water and crude oil mixed in a liquid 
fmm (forming oil lakes). In other locations within the tarcrete layer, a viscous mixture of 
crude oil and sand is found. The viscous form of the tarcrete will pass through the 
gradual drying process to be broken into smaller fragments until these also disperse. 
1.4 Research Problem 
The tarcrete layer in the southern part of Kuwait was created by the oil well fires 
in the Al-Maqwa, AI-Ahmadi , and Al-Burgan oil fields. The size of the layer is largest 
in the Al-Burgan field. Since the last oil well fire was extinguished on November 14, 
1991, the area of the tarcrete layer has been decreasing. The elements which are 
affecting the spatial context and the rate-of-change of the tarcrete are the focal points of 
this study. 
The tarcrete layer is unique for its formation in a desert environment and its 
spatial fluctuation from 1991-1998 is distinguishable. This layer is the first of its kind in 
the world, especially given the amount and scale of oil pollution that covers the desert 
surface. The orientation and shape of the tarcrete are caused by the free blowing 
northwesterly wind. The characteristics of the interaction between the tarcrete layer and 
the desert environment has never been investigated; this is the first attempt to conduct 
such a study using remote sensing and GIS (Al-Sarawi, 1999). 
The investigation will result in the development of a new model of temporal and 
spatial change for the tarcrete perimeters using the methods of cellular modeling. The 
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model that will be generated by this study may be applicable to a wide variety of 
investigations in future environmental studies. 
1.5 Research Goals 
The goals of this study are to measure the rate-of-change and spatial-temporal 
configuration of the tarcrete layer in Kuwait through the past eight years, and to use both 
statistical and cellular automata models to gain an understanding of the processes 
affecting the spatial and temporal changes in the tarcrete. The creation of that layer 
occurred in a short period of time (approximately eight months) and covered a large area 
extending southward along the north-northwest wind direction (Al-Doasari, 1994). 
Investigation of spatially extended phenomena on the earth's surface requires a 
precise delineation of boundaries. Landsat TM images offer a large scale, fine resolution 
data set to obtain information about the extent, state and condition of the tarcrete. The 
temporal coverage of Landsat TM images ( 1991-1998) provides the best tool to monitor 
and accurately measure the changing size of the tarcrete. The images are made of pixels 
which are the smallest elements that constitute the entire scene. Each pixel covers an 
area thirty by thirty meters. TM images provide information about the tarcrete even in 
inaccessible ground locations, such as areas uncleared of land mines. A single TM scene 
is 180 by 180 km2 • One scene covers most of southern Kuwait. Image analysis 
necessitates the confirmation of classification results in the field by verifying the 
outcome of the interpretation. In addition, field observations ensure the accuracy of 
mapping the various surfaces and thickness of the tarcrete layer. 
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1.6 Research Question 
The wind in desert regions of the world are known to be a major factor to shape 
its features. The desert in Kuwait where tarcrete layer was deposited, is no exception. 
Therefore, the degradation and the fragmentation of the tarcrete as a feature that had 
been introduced to the Kuwaiti desert is cause by the wind for the most part. The landsat 
TM images documented the contraction of the tarcrete layer from 1991 to 1998. 
However, the data concerning the wind where the tarcrete lays is not available and the 
only available source of wind data is Kuwait Airport, which provide insufficient data to 
understand the contraction of the tarcrete with time. In the absence of the wind data, it is 
not possible to build a vector model to explain the effect of the wind on the contraction 
of the tarcrete layer and the cause of its fragmentation. However, it is possible, to build 
can the autologistic model and the space-time (diffusion) model to, provide, capture, 
indicate or at least give enough information on the wind effect on the tarcrete 
contraction through time. 
1. 7 Physical Geography of Kuwait 
1.7.1 Location 
Kuwait is a small country with a population of 1.9 million people that covers an 
area of 17,818 km2 (Al-Minais, 2000). It lies on the northwestern coast of the Arabian 
0 I 0 I 
Gulf, at the northeastern edge of the Arabia Peninsula between 28 45 and 30 05 North 
0 I 0 I 
latitude and 46 30 and 48 30 East longitude (Fig. 1.1 ). 
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The Arabian Gulf forms the eastern boundary of the country with a coastline 
stretching for 290 km. The coastline including the shores of the nine off-shore Islands 
with Bubian (Fig. 1.2) the largest island. (Al-Sarawi, 1995). Kuwait shares a 240 km 
border with Iraq (Fig. I .2) stretching on land from the point where the two countries join 
at the northern coast of Kuwait, trending in the westerly direction making an arc in the 
northwest extending southwest to reach the tri-border point of Kuwait, Iraq and Saudi 
Arabia. The country shares a border of 255 km with Saudi Arabia (Fig. 1.2) in the south 
starting from the tri-border point trending in an easterly direction and then to the 
south. The distance between the northern-most and the southern-most point ts 
approximately 200 km in length Kuwait is and 170 km in width from east to west. 
1.7.2 Topography 
The topography of Kuwait can be generally characterized as smooth desert 
surface except for few scattered hills with the two highest located in the Jal A1-Zoor 
escarpment (Fig. 1.2) with heights of approximately 145 meters each (Al-Sarawi, 1982). 
The escarpment has a length of 65 km from the top of Al-Subbiya at the northeast and 
ends at the edge of Al-Jahra on the west, overlooking Kuwait Bay to the south. The 
other is the Al-Ahmadi ridge with heights of 125m and length of 6 km. 
Two depressions are known in Kuwait, Umm Al-Remmum which is located 
northwest of the Jal Al-Zoor Escarpment at a distance of 4 km, and Wadi Al-Batin 
which forms the western boundaries ofthe country. Wadi Al-Batin is a dry channel of an 
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ancient river system that resulted from Kuwait being a delta (El-Baz and Al-Sarawi, 
1996). 
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Figure 1.1: The location of Kuwait in relation to the Arabia Peninsula. 
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1.7.3 Surface Deposits 
Khalaf and Gharib (1985) have described the surface of the Kuwait's desert (Fig. 
1.3) as aeolian sand which is made of 50% sand sheets, and is commonly found in flat 
and low areas. The sand sheets are of three kinds: active sand, smooth sand sheet or 
semi-stable sand in vegetated areas. The sand sheets are commonly observed to be 
associated with fields of sand dunes. 
Sand dunes are accumulations of particles deposited or reworked by wind action. 
This aeolian activity results in the formation of a pavement of rock fragments with 
dimensions larger than 2.0 mm exceeding those exportable by the wind. Sand dune 
fields cover approximately 500 km2 area in Kuwait. 
Most sand dunes are formed as a result aeolian processes; and therefore, many 
barkhan dunes are found in the Kuwaiti desert (Al-Dabi, et. al. 1996). The composition 
of sand dunes is dependent upon the geographical location in relation to wind direction. 
Particles in sand dunes fall within the very narrow size range of 0.05 to 0.5 mm and 
form dunes with asymmetrical cross sections with slopes of 5 to 10 m on the windward 
side and 30 to 40 m on the leeward slope. Generally, the movement of the dunes is less 
than 30 m per year. Dunes are divided into categories according to their activity 
(Bagnold, 1933, 1941; El-Baz, et. al. 1979). The largest dune fields in Kuwait are found 
in Umm Niqa and Al-Huwaimiliyah (Misak, 2000). 
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Figure 1.3 : Landsat view of Kuwait. (Borders are approximate) 
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1.8.1 Climate and Near-Surface Weather Conditions 
The dominant climatic condition of Kuwait falls within the desert category that 
constitutes over one-third of the landmass of the Earth. Deserts are defined as areas 
where rainfall is scare to nonexistent (El-Baz and Maxwell, 1979). Jeffrey (1989) has 
characterized the climate of 0-100 mm of annual rainfall as desert, 100-400 mm of 
annual rainfall would correspond to arid conditions while 400-800 mm of annual rainfall 
would be considered semi-arid. 
1.8.2 Precipitation 
Rainfall recordings for the past four decades average 155 mm per year with the 
minimum in 1964 measuring 25 mm, and a record maximum of 375 mm measured in 
1972; daily evaporation averages 6.6 mm (Khalaf and Al-Ajmi, 1993). Hot and dry 
conditions are two characteristics of the climate in Kuwait with summer as the longest 
season starting at the beginning of April and ending in October. It is followed by a 
modest to cold winter extending from November to February. March has been reported 
by Al-Ajmi and Safer (1987) as the transitional period from winter to summer. 
1.8.3 Temperature 
Winter in Kuwait is cold particularly at night given the location of Kuwait within 
an arid region. The coldest temperature was -4° C recorded in 1964, but ranges between 
0 0 0 
3.3 to 13 C on average. The maximum temperature in Kuwait was 51 C recorded in 
1954 in Al-Showaikh area and usually ranges from 42° to 46° C in the summer. Summer 
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weather in Kuwait is a product of two maJor pressure systems, the high of the 
Mediterranean, and the low of the Monsoon pressure system. These systems, with the 
high pressure over central Saudi Arabia and low pressure over the Gulf of Oman control 
the wind direction, speed and pattern, causing sand and dust stonns and variations in 
above-surface temperature (Ali, 1992). 
1.8.4 Seasonality 
Humidity is high along the coast particularly in August and September as a result 
of the kaus wind, as it is called locally. The kaus wind blows from the southeast and 
contains large amounts of water vapor that diminishes inland. The humidity usually lasts 
from 2 to 20 days. 
Seasonal weather conditions in that region vary from hot and dry, with high 
temperatures in summer, to cold and wet, with low temperatures in winter. These are 
the only two seasons in Kuwait (Kalaf, 1989). 
The Arabian Gulf region, and Kuwait in particular, suffers from numerous dust 
and sand storms locally called Al-Sarrayat. These storms are mostly active at the 
beginning of the per-summer season from April to mid-May. Other names are given as 
Al-Simoom and Toz for the frequent sand and dust storms after mid May until the 
following winter season. 
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1.8.5 Wind 
1.8.5.1 Wind as Process and Mechanism of Change 
It is well documented that wind in a desert environment such as Kuwait creates 
sand movements, sand encroachment, drifts and dunes (El-Baz and Maxwell, 1979; 
Khalaf, 1989; Al-Doasari, 1994; El-Baz and Al-Sarawi, 1996). Therefore, the 
northwestern edges of the tarcrete layer are covered with sand. The roughness of the 
tarcrete layer is greater than the wind's ability to move sand. Therefore, the upper 
(northwest) edge of the layer is found covered with sand. Alternatively, the wind's 
ability to fragment the lower (southeast) edge of the layer is greater than its ability to 
move sand. At the southeastern edges of the tarcrete layer, where the density of 
deposited oil and tarcrete roughness is less, the oil fragments weigh less than the sand, 
and the layer is breaking up and disappearing. Wind action on the tarcrete layer is the 
most effective and direct cause of the contraction of its size. Consequently, 
investigation into the size, change and disappearance of the layer IS necessary to 
understand the mechanisms involved and to identify the areas of the layer that will be 
covered by sand and those most likely to disappear due to wind. 
1.8.5.2 Velocity 
The wind is the major cause of sand redistribution in desert conditions. The wind 
velocity must reach 22 knots (10m/sec= 36 kmlhr) to move sand grains of 0.5 mm. The 
movement of sand and rising dust are initiated by the same wind moving in two different 
directions and depends on the wind velocity. The fine grain sand (.025-.0 I mm) is 
moved by a wind speed of 3.5 to 4 m/sec. Table 1.1 is derived from Bagnold 
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(1941,1951), Holm (1960), Ali (1992, 1996), and Al-Ajmi and Safar (1987) to indicate 
the capability of the wind velocity to move sand grains of different sizes. 
Grain Size Size, mm Wind Speed 
Fine Grain 0.1 - 0.25 4.5 - 6.7 m/s 
Medium Grain 0.25- 0.5 6.7 - 8.4 m/s 
Coarse Grain 0.5 - 1.0 9.8 - 11.4 m/s 
Very Coarse Grain 1.0 - 2.0 11.4-13.0m/s 
Table 1.1: Sand grain size movement potential by wind, derived from Bagnold 
(1941,1951). 
1.8.5.3 Direction 
Al-Ajmi (1994) reported on wind speed (Table 1.2) and wind direction (Table 
1.3) in Kuwait for a 27 year period. The author concluded that wind direction is 
dominated by the Northwesterly (NW) direction throughout the year in all seasons. 
However, there is a change in wind direction as a result of change in season or time of 
the day or time of the year. The brings a change in temperature and wind velocity. 
In fall , the temperature in Kuwait is moderate and pleasant. The direction of the 
wind is NE which brings warm air to the area in early November and lasts for about one 
week when it brings clouds with it. The NW wind would then follow for about five days 
and cold temperatures are expected. Then the wind direction would shift to SE with 
scattered clouds and there is less chance of rain. 
The summer starts in the last days of June with high temperatures a high 
humidity, and dust storms are expected. The wind at this time of the year is dominated 
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by the NW direction and labeled Al-Sumom for the high wind velocity that decreases 
the visibility to a few meters . The winter nights in Kuwait are cold and temperatures can 
drop below zero, especially, when dominated by the NW wind. The southeasterly (SE) 
wind is mostly warmer in winter and can bring dust and sand storms. The temperature 
0 
might rise to 23 C in winter. 
Wind in the spring, which is the period of transition between the winter and 
summer, brings warmer temperatures and is dominated by the Southerly direction. At 
this time of the year Al-Sarayat wind, as labeled locally, is expected with large scale 
dust and sand storms are expected. When they occur, visibility decreases to zero. In this 
season, wind might shift unexpectedly 10 degrees over a short time period. 
There is a strong association between wind velocity and direction on one hand, 
and the sand, dust storms, sand encroachment and location of effected area either as a 
sand source (supply area) or as a depositional area on the other. Sand transport by strong 
winds in Kuwait is the main feature of the weather phenomena in summer time. The 
high velocity of the NE wind, which is dominant, is the primary factor causing sand 
movement in the open desert . Therefore wind velocity and direction are the major 
factors in shifting and changing surface deposits on the desert surface in Kuwait. 
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Month N NE E SE s sw w NW 
January 4.2 3 4.6 5.7 4.3 3.2 3.6 5 
February 4.6 3.2 4.7 6.4 4.2 2.8 3.6 5.3 
March 5.3 3.9 5.2 6.3 4.5 3.4 4.1 5.7 
April 5.4 3.7 5.5 5.8 4.2 3.8 4.1 5.6 
May 6.1 4.5 4.1 5.5 3.4 3.6 3.6 5.7 
June 7 3.5 4.8 4.2 2.7 2.3 4.5 7.4 
July 6.7 3.9 4.9 3.9 2.6 2.1 4.3 7.1 
August 6.1 3.8 4.7 4.3 2.9 2.3 4.3 7 
September 5.3 3 4.3 3.8 2.6 2.2 2.9 5.7 
October 4.7 3.8 4.6 4.6 3.1 2.6 3.5 5.3 
November 4.7 4 4.4 5.2 3.7 2.6 3 4.8 
December 4.3 3 4 6.1 4.1 2.5 3.2 5 
Table 1.2: Average monthly wind speed (m/s) for eight directions as measured at 
Kuwait International Airport, 1962-1989. {Al-Ajmi, 1994) 
Month N NE E SE s sw w NW CALM 
January 9.2 2 7.7 9.9 II 2.1 17 22 19.2 
February II 2.4 9.3 12 12 1.9 13 22 15 .6 
March 14 3.3 12 12 14 2.2 10 19 13 .7 
April 15 3.7 14 12 16 3.1 7.8 15 13 .6 
May 21 5.2 14 7.6 1 I 2.8 8.2 19 11.9 
June 19 2.3 5.1 2 4.9 1.8 15 43 7.5 
July 12 1.8 6.1 2.4 5.8 2.1 20 42 8.7 
August 12 1.7 7 3.7 8 2.4 20 34 10.5 
September 14 2.5 9.6 4.6 12 3.1 12 26 17.1 
October II 2.8 12 8.3 17 3.3 9.7 18 18.2 
November 13 3 8.7 8 12 2.4 14 20 18.5 
December 9.4 1.6 6.5 8.7 11 2 17 24 19.7 
Total 12 2.7 9.3 7.6 11 2.4 14 25 16 
Table 1.3: Average percent frequency of wind direction at Kuwait International 
Airport, 1962-1989. (Al-Ajmi, 1994) 
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Figure 1.4: 1991 Landsat TM image (Bands 7, 4, 2) of southern Kuwait. 
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Figure 1.5: 1998 Landsat TM Image (Bands 7, 4, 2) of southern Kuwait. 
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1.9 Study Outline 
Chapter two contains a literature review of change detection techniques in 
remote sensing and the use of cellular automata models in GIS . Chapter three discusses 
the data used in this study, and the methodology is described in Chapter 4. Chapter 5 
shows the results of the co-registration of Landsat TM images, atmospheric correction, 
imagery classification, and spatial autologistic analysis results, including space-time 
modeling and cellular automata model. The sixth chapter is a discussion of the research 
results. The final chapter is concerned with the summery, conclusion and future research 
direction of this research study. 
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Chapter 2 
Literature Review 
2.1 Overview 
Since the launching of the Landsat program in 1972, interest in monitoring the 
Earth's surface increased dramatically due to the ability to observe the land cover from a 
new perspective. Landsat provided a better synoptic view of the land cover due to its 
multispectral capabilities, temporal coverage, and cost effective digital images. 
The repetitive coverage of the Earth's surface made it easier to detect the 
differences in land cover; for example, when an area undergoes total deforestation (a 
term describing what happens when all standing trees are cleared out from a previously 
forested area) . These kinds of land cover observations attracted the attention of many 
researchers in different disciplines concerned with studying land cover changes. While 
more attention was focused on the new satellite images, many techniques were also 
developed to better observe the land cover changes. 
2.2 Change Detection 
These techniques are called change detection techniques, some of which have 
developed into standardized fonnulae for interpreting change detection. These 
standardized methodologies are still undergoing intensive testing and verification, 
evaluation, and validation. Therefore, Collins and Woodcock (1996) stated that the 
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challenge is to verify which technique is more suitable for what application. Also, 
Johnson and Kasischke (1998) stated that all change detection techniques have their own 
advantages and disadvantages; therefore, no particular approach is considered the best to 
be applied in all cases. 
There are no particular or formal definitions to describe change detection 
techniques; however, in general, change detection techniques are methodologies used to 
evaluate and verify changes in land cover for an area using successive images sensed by 
orbiting satellites (Yuan and Elvidge, 1998). Change is defined as a measure of land 
cover change between the first and the second time period, which influences the 
reflected radiation to be recorded by the satellite sensor. Differences in the reflected 
radiation of a specific area at two different times result in a the variation in digital 
numbers for each pixel in the images. This difference must be significantly greater than 
the cariation due to atmospheric conditions, seasonality, sun angles, or variation in 
radiometric measurements of the sensor. 
Li and Y eh ( 1998), stated that change detection is a shared methodology in 
remote sensing to detect change in land cover, which is based on two methods. The first 
is pixel-to-pixel comparison, often made by image differencing and image ratioing. The 
second method is post-classification, which collectively uses the clustering of many 
pixels to portray a particular class in a digital image. 
Moreover, Singh (1989) defined change detection as the act of observing a 
particular area of the Earth's surface in satellite images at two different times. The 
change in land cover at the second time can be measured and mapped in relation to the 
24 
state of the land cover in the first observation. Change detection can be conducted 
through several techniques that use mathematical and statistical calculations as reported 
by Singh ( 1989). The techniques used in change detection are image differencing, image 
ratioing, principal component analysis (PCA), image regression and post-classification 
companson. 
The following are selected examples of techniques applied in change detection 
using remotely sensed images, similar to those reported by Singh (1989). El -Baz et. al. 
( 1994) used two Landsat TM images (1989 and 1991 ), and experimented with change 
detection techniques as reported by Singh ( 1989). They found the regression technique 
to be the most appropriate for desert environments. Landsat TM images are most 
appropriate to conduct a change detection due to their spatial and temporal 
characteristics. 
After the Gulf War, considerable efforts were made to use remotely sensed 
images to study the changes to the desert in Kuwait. Interest in applying change 
detection and in investigating other environmental phenomena using Landsat TM 
images in Kuwait increased (Al-Doasari and Ryherd, 1993; Al-Doasari, 1994; al-Dabi 
et. al., 1996; Abuelgasim, 1996; Koch and El-Baz, 1998; Al-Sarawi, 1998; Al-Sarawi, 
1999). Five multispectral images of Landsat TM are used in this study, which covers the 
eight-year period from 1991 to 1998. These images document the shape, size, and state 
of the tarcrete . 
PCA has been used in comparison with other change detection techniques to 
determine which technique maps a particular phenomenon under investigation with high 
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accuracy (Fung and LeDrew, 1987; Collins and Woodcock, 1996; Li and Yeh, 1998); 
for example in the case of Kwarteng and Chavez, (1998). Kwarteng and Chavez used 
selective PCA in Kuwait to generate a color composite from two different images dated 
1986 and 1993. They selected two bands as an input for the PCA and reported that a 
major advantage of using selective PCA instead of common PCA, where many bands 
are used as an input to standardized PCA, was that the results were easily interpreted and 
the analysis produced only two components. 
The first component contained information relating to topography and surface 
reflectance. The second component contained information that is found in one of the 
images, but not both, which means any common feature in both images is discarded. The 
result of their investigation produced a change composite which included the result of 
using TM bands 2, 3, and 4 of date 1 and 2, 4, and 7 of date 2 in the selective PCA. This 
composite portrayed the temporal changes related to the city growth, vegetation, coastal 
line, and Sabkha areas. "Sabkha is a supertidel environment of sedimentation formed 
under arid to semiarid conditions on restricted coastal plains just above normal high-tide 
level" (American Geological Institute, 1980). It also portrayed the temporal changes 
related to sand sheet surface differences caused by the large oil spill that occurred during 
the 1991 Gulf War at Greater Burgan oil field; i.e. , the creation oftarcrete. 
Image differencing and ratioing are straightforward techniques usually used in 
comparison with other change detection techniques to determine the technique with 
higher accuracy used to map a particular land cover of interest (Yuan and Elvidge, 
1998). 
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Post-classification technique is considered as one of the most appropriate and 
commonly used methods in change detection (LI and Yeh 1998). Yuan and Elvidge 
(1998) used images covering Washington D.C. area, where they tested several change 
detection techniques to recommend the most appropriate. The techniques included the 
following: raw differencing and ratioing, (PCA) image differencing and ratioing, and 
NDVI (nonnalized different vegetation index) differencing and ratioing. The NDVI 
image differencing and ratioing, were found to be promising; however, complications 
arose by the cloud cover and the spectral temporal differences in the two images they 
used. 
Yuan and Elvidge (1998) stated that post-classification technique relies on 
classifying and labeling each land cover class in each image separately, so that the 
detected change would be a result in the difference found in classes of date 1 and date 2. 
This means that the difference in any class can be estimated by the difference in how 
many pixels the class had in date 1 subtracted from the class at date 2. They also 
reported that post-classification technique helps to overcome differences related to 
seasonal differences and differences found in the radiometric measurements of the 
sensor. 
The result of classifications by Yuan and Elvidge (1998) is a single layer/band 
for each date of imagery, which exhibits two or more classes with distinguishable 
boundaries. For example, in this study five Landsat TM images are used and the result of 
classifying each image is a theme-map. The boundary of each class can be easily 
interpreted visually when such a theme-map is labeled and assigned different colors. The 
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actual change between the classes of the two dates can be defined by analytical 
methods. Yuan and Elvidge (1998) recommended the band differencing technique based 
on automated scatergram controlled regression (ASCR) normalization, as this 
outperformed all other tested techniques in their change detection study of the 
Washington D.C. area. 
Post-classification, image differencing, and PCA was also used by Macleod and 
Conation (1998) to determine which of the techniques had the highest accuracy to 
identifing any change to Eelgrass (a plant that grows in shallow sea water). They found 
that image differencing indicated the highest accuracy among the three techniques used 
to map an Eelgrass meadow, and the post-classification change detection was the least 
accurate. The post-classification they used was a comparison between supervised 
classifications and unsupervised classifications. Supervised classifications were 
generated using 18 training sites, and the unsupervised classifications were made of 
many classes that were grouped to represent the three classes they had an interest in. 
In this study, a comparison between three classification algorithms 
(unsupervised, supervised, and FUZZY ARTMAP) are used and the accuracy of the 
three classifications, were estimated using a change detection error matrix based on per-
pixel and per-polygon comparisons. The result of this study should offer an alternative 
method for classification instead of the method used by Macleod and Conal ton ( 1998) to 
classify the Eelgrass meadow. 
A new change detection technique was introduced by Gopal and Woodcock 
(1996), in which they used Artificial Neural Networks (ANN). They reported that ANN 
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has a greater ability to detect changes when a remotely sensed image is used. They 
demonstrated that ANN performed better than Gramm-Schmidt transformation in their 
analysis, where a nonlinear relationship existed between specific plant species and 
spectral data. 
Recently, Abualgasim et. al. (1999), used two Landsat TM images acquired in 
1989 and 1991 in adaptive Fuzzy Neural Networks to assess the environmental damage 
caused by the Gulf War in Kuwait. The War damages were manifested in the creation of 
trenches and bunkers in the desert, oil lakes, and tarcrete. They were testing the ability to 
detect classes in both images (known classes) and the new features that only exist in the 
1991 image (unknown) such as oil lakes and tarcrete. They wanted to evaluate the result 
of using Neural Networks to predict the new classes in the 1991 image. They applied 
unsupervised classification (K-means) to both images (12 Bands together) to generate a 
unique signature for each newly created classes in 1991 that were totally separated from 
the known classes (already existing in 1989). 
The K-means classifier produced fifteen classes usmg the entire Image 
information for classification training and had an accuracy of 70%; the Neural networks 
accuracy was 86%, which used only 1% of the entire information available in the image 
for classification training. This indicates that the Neural Networks had more efficiently 
classified the land cover classes than the K-means classifier. Furthermore, they also used 
a combination of MLC (maximum likelihood classifier) and K-means. The resulting 
accuracy of this technique was 65%, which was less than the K-mean classification. 
They demonstrated that the Fuzzy Neural Networks had higher classification accuracy. 
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The feature or classes used in K warteng and Chavez (1998) and especially in 
Abuelgasim ( 1999) are classes of concern in this study. This is particularly true of the 
oil lake, tarcrete, and sand. Additionally, this study is a new attempt to use change 
detection (post-classification) to quantify the damage (tarcrete) caused by the Gulf War. 
The study uses using Fuzzy ARTMAP, information obtained from the field, GPS, and 
five Landsat TM images that cover a period of eight years. This study will be 
distinguished from others by using change detection results in a statistical analysis, and 
by using the results of the statistical analysis in a cellular automata simulation, as 
recommended by Dezzani (1999). 
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2.3 Statistical Models 
2.3.1 Markov Transition 
One of the proposed hypotheses of this study is that the tarcrete is contracting 
with time. This means that the tarcrete class, when classified, will be made up of a 
number of pixels and the sand class will be represented by a number of pixels in the first 
image (t1). In the second image (t2) of classification, the number of pixels of the 
tarcrete class should be less and the sand class should contain more pixels. In this study 
there are five images and there will be more than two classes. The pixels of one class at 
t1 might be divided and separated into many different classes at t2 and from t2 to 
t3 ... .. t5. Therefore, defining the conditional probabilities of pixel movement from one 
class at one time to join another class at the second time or to stay in the same class is 
required. The transition probabilities are the rules which govern the movement of 
pixels from one class at one time to another class at another time. They can be used in a 
. 
Markov model of transition to permit the modeling of change over time. 
2.3.2 Diffusion 
Spatial diffusion involves the movement of phenomena across space through 
successive periods of time (Wilson and Bennett 1985). The 1991 image shows the 
tarcrete occupying a large area, which can be thought of as the original size of the 
tarcrete, and in 1998 the tarcrete layer occupies a smaller area. The process is a 
contraction, where outer boundaries of the tarcrete become closer to the center of the 
layer every year. Even though it is usually difficult to explain or identify such a 
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contraction process, it is important to understand the spatial movement and the spatial 
changes happening to the tarcrete. 
The movement of the outer boundaries toward the center of the tarcrete can be 
understood in relation to the first law of geography (Tobler, 1970). This states that the 
closer things are, the more closely they relate to or affect one another. The pixel of one 
class should change gradually to the class next to it. For example, a pixel from heavy 
tarcrete should move to intermediate tarcrete, and then to sand, and not from heavy 
tarcrete to sand. Therefore, the movement of pixels should increase from one class to 
another through time; as long as the tarcrete can be fragmented, the movement of pixels 
from one class to another in the following year will occur. If the tarcrete reaches a point 
where it has totally disappeared or can no longer be found, then the process is expected 
to stabilize. The outcome of the analysis of the transition probabilities derived from the 
classified images is used to simulate or forecast the future changes to the tarcrete extent 
in Kuwait's desert (Dezzani, 1999; Morrill et al.,l988; Besag, 1974; Haining, 1983). 
2.4 Cellular Model 
Cellular automata are defined as mathematical systems that account for space 
and time in discrete form (Wolfram, 1986; Burks, 1977). The space in a cellular 
automaton is divided into a grid or cell format known as a "lattice". Each cell in the 
system is represented by a value or a state. The state of each cell at time 1 will evolve 
and be updated as time progresses (i .e., time 2) according to the transition rules 
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determining the effect on the state of neighboring cells ( von Neumann, 1963; 
Wolfram, 1986; Burks, 1977). 
2.4.1 Integration of Cellular Automata with GIS 
Cellular models have empowered researchers in the spatial dynamic arena to 
model a variety of environmental phenomenon with more advantages than other 
modeling techniques, especially when decision-making or policy decision-making is 
needed and the data are discrete. These types of models excel in the use of fine spatial 
details. The detailed information in this study depends on the information obtained from 
the digital value in a pixel. This value can distinguish the tarcrete layer from nontarcrete, 
and, since of the identity of the pixel is known, the extent of the tarcrete as a physical 
reality is easily obtained. A lower value of a pixel will indicate the heavier tarcrete and 
the higher value of the pixel will indicate less tarcrete. Thus, the value of a pixel can 
indicate the degree or amount of environmental pollution found at that area. 
Since the main objective of the current study is to measure the rate of change in 
the past eight years and to predict the total disappearance of the tarcrete layer in the 
future a cellular automata model imbedded into GIS would provide a useful tool to 
perform such an analysis. The integration of cellular automation within GIS would serve 
ideally such an analysis in defining the rate of change which is obtained from the 
classification of the images of the past eight years. The ARC/INFO grid module is suited 
to host the classification results as separate classes can be used to define the rate of 
change from one year to another and to predict the condition or state of the tarcrete in 
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the future. The detailed information needed for the cellular automaton model is found in 
the pixel value of these classes which is structured in cells as required by the cellular 
automata model. 
To use the full potential of integrating a cellular automaton model with GIS 
there are two stages: a forward and a backward link. First, in the forward link the GIS 
provides the data to the cellular model external to GIS. Second, in the backward link, 
data are supplied by the model to update the GIS database or to use the displaying 
feature of GIS. When the cellular automaton model is integrated into GIS, it will convert 
the GIS into a spatially dynamic tool (White and Engelen, 1994). The result of this 
project should illustrate one way in which data is linked between a cellular automaton 
model and GIS for the purpose of building a dynamic model. 
2.4.2 Cellular Automata and GIS 
The modeling of the dynamic changes in the tarcrete layer in Kuwait will be 
based on the raster format of the pixel structure of the Landsat TM images. These 
images are made of pixels in a lattice format in two dimensional arrangement and each 
pixel contains information (a digital value) about an area of 30 by 30 meter on the earth 
surface that is sensed by orbiting satellite. These digital values are measured in 6 
different ways (multispectral) , as concerned in this study, where three are the visible 
light (blue, green, red) and the other three are infra-red. The combination (classification) 
of all 6 digital values of one individual pixel will reveal the best information possible 
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about an object on land. Cellular automata coupled with GIS will be used to model the 
dynamic processes of the environmental pollution (tarcrete) created by the war. 
Cellular automata deal with space and time, in which space is represented by the 
geographical extent of the tarcrete and time is manifested in the date of the images. The 
raster fonnat of GIS is suitable to host the pixel structure of the Landsat images; 
therefore, the raster format of GIS will be the focus of interest. The relationship between 
cellular automata and GIS was critically highlighted by Wagner (1997). Wagner stated 
that the use of the spatial capability of GIS has been unfulfilled until now. The reason 
behind that oversight, as he claimed, is the insufficient capacity of GIS to handle multi-
time raster data and the weakness of the system to empower the user to create specific 
applications and operations. Furthermore, the same author is also very critical of the 
speed of the available GIS . Therefore, Wagner (1997) argues, limitations are imposed by 
the weakness of the system to provide a practical usage of GIS . 
One solution to the problem is the use of cellular automata as an analytical 
engine to increase the ability of GIS to handle multi-time data in raster format and 
elevate the modeling component found in GIS by taking advantage of the development 
in hardware that utilizes parallel systems (Wagner, 1997). Cellular automata possess the 
ability to handle models of spatially dynamic nature and precisely the time component of 
a spatially dynamic model which in the end would enhance the efficiency of GIS. 
Wagner (1997) illustrates not only the uniqueness of, but also the resemblance between, 
cellular automata and GIS with a clear suggestion to integrate both systems. 
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Map-algebra is another analytical engme to be considered as reported by 
Takeyama and Couclelis (1997) for the integration of cellular automata and GIS. Map-
algebra has the ability to represent many spatial dynamic models and the multi-time data 
as found in Landsat images in a single framework. These authors stress the importance 
of using the spatial dynamic found in the cellular automata and the spatial data handling 
abilities of map-algebra to simultaneously elevate the performance of spatial data 
manipulation and static and dynamic modeling available in GIS. Clearly Takeyama and 
Couclelis (1997) share some views with Wagner (1997), such as the fact that cellular 
automata is equipped with the ability to handle spatial dynamic models, when time is a 
major component of the system and spatial data manipulation is central to the system 
solution. 
The two articles share views concerning the utilization of cellular automata but 
differ fundamentally in the approach to using the analytical engine to integrate cellular 
automata and GIS. Wagner (1997) suggests the use of hardware advancement in parallel 
computer systems and an effort to support this idea was illustrated, but not proven. 
Takeyama and Couclelis ( 1997) suggest that map-algebra will remove difficulties found 
in the rigid formalism of cellular automata to mimic a real phenomena and the 
integration of such a system with real spatial database. A description of how to integrate 
cellular automata and GIS is expressed in map-algebra which gives one more control of 
the variables involved in the process. 
The benefit of using map-algebra is to elevate the efficiency of the use of the 
database and its manipulation to create a realistic spatial model and display results on 
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the screen or to add new information to the database. The application of the model can 
be suitable for other environmental phenomena as is considered in the present study. 
Map-algebra provides flexibility in data exchange to save the user effort of changing 
from one system to another. Additionally, map-algebra can provide the same 
manipulation in a simple common GIS framework. 
2.5 Transition Control in Cellular Automata Modeling 
2.5.1 Deterministic and Indeterministic Cellular Automata Models 
Burks ( 1977) divided the cellular automata models into deterministic and 
indeterministic, in which the state of the cell or pixel at time t+ 1 will be calculated from 
the state at time t and updated. In the deterministic model , the initial state and the final 
state of the complex pattern, and the evolving state between the initial state and the final 
state are based on the known state (for example, a certain class of the classified classes 
should know to represent specific class). That means that the state at the beginning is 
known and defined and the possibilities a new state and type are known and defined. 
The information comes from certainty and ends in a defined way. 
The indeterministic model based on probability in which the initial state and the 
final state are unknown. The initial state comes from a number of possibilities; therefore, 
the result of the probability will be undefined and uncertain. The structure of a cellular 
automata modeling process and a standard display of data and its management were 
illustrated by Batty and Xie (1994) by using the display capabilities of GIS functionality 
as user interface versus conventional modeling process. They outlined the different 
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stages of modeling structure and how data selection and analysis, modeling 
specification, calibration and prediction in external software outside GIS can be 
accessed and operated through the GIS. They showed how spatial data analysis outside 
GIS can be imbedded within GIS by using ARC/INFO. GIS has been used as a means 
to forecast and support policy decision-making. 
Batty and Xie (1994) used a model of residential location to suit their individual 
modeling purpose; the general application of their approach of model-building will be 
considered in the current study. They illustrated how to link a model with GIS through 
stronger-coupling using both the functionality of the model and GIS where it will save 
the effort of exchanging the results of the model through other software and then 
importing it into GIS for the purpose of visualization. The flexibility of the model 
embedded in GIS has greater analytic utility than the conventional procedure 
(estimating and testing) especially in the design and in the support of policy-making. 
Loose-coupling means the same data that are used and/or generated by the model and 
GIS, would occur if the external model or program can function by itself. In the case of 
the current research the program cannot function without GIS (stronger-coupling) and 
the program is linked to GIS through macro language, that ties the subsystem of GIS 
together in a common program. 
In the case of the total disappearance of the tarcrete layer, an external model 
analysis of cellular automata will be used to predict the total disappearance, based on the 
outcome of the probability that was generated by the analysis of the classes conditioned 
by a clustering algorithm (unsupervised classification). 
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ARC/INFO software was used by the Batty and Xie (I 994) to act as an interface 
between the model and data to better reflect the modeling process by the menu-driven 
operations. The modeling process consists of data selection and analysis, model 
selection, calibration and prediction. The prediction of the total disappearance of the 
tarcrete layer in Kuwait is one of the major objectives of the current study. 
The model structure begins with the selection of data and the modeling process 
which consists of dataset selection and analysis, model selection and specification, 
calibration, and prediction. All can be imbedded within GIS through macro language, 
which has the ability to call an external analytical engine that is associated with each 
step in the modeling process. Through the menu-driven interface of the macro language, 
the user is able to change the order of the steps involved in the modeling process. The 
stronger role of GIS would become apparent in storing the spatial data and displaying 
the results of the model estimate, where the estimate is made by the external model and 
linked through the macro language to be displayed on a screen or update the database. 
2.5.2 Modeling Spatial Complexity 
White and Engel en (I 994) reported that cellular models are ideal for capturing 
spatial detail and spatial complexity. These models can manipulate and analyze a large 
number of cells as found in the satellite imagery in the current study. This type of model 
is favored over conventional dynamic modeling techniques for discrete input data. 
In every natural phenomenon there is a large amount of randomness. This 
randomness obscures an understanding of the process on which the natural phenomenon 
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is based. Understanding randomness as a part of the complexity which makes up the 
uniformity of the system on which the phenomenon is built, can provide essential 
information to understand the system process which generates the phenomenon. 
The application of randomness and complexity as a part of a spatial system and 
the detailed information provided by the system is what attracts the GIS user. GIS 
analysts are interested in detailed information for the purpose of understanding the 
complexity or random organization hidden in spatial detail , where it can provide 
information for the rules of the modeling process. The complexity found in any dynamic 
system can be generated by a simple process, but it can be very difficult to uncover these 
processes (White and Engelen, 1994). In this study there is no better methodology to 
collect detailed information about the phenomenon under investigation than using 
Landsat TM images to measure the rate of change in the tarcrete. 
Dynamic models in general use differential equations that do not take space into 
account. For example, White and Engelen (1994) illustrated the predator-prey model, 
where a predator cannot eliminate the prey unless the space part of the model is 
considered. Space is important in dynamic modeling, where the internal relationship 
between different parts of the space and their detailed information create interaction that 
only be accounted for in a space-time model. 
Cellular automata modeling techniques provide the researcher with a tool for 
uncovering the structure on which the evolution of the dynamic system is built. Cellular 
automata modeling techniques can represent any mathematical and logical process in 
which any degree of complexity can be analyzed. The cellular automata models are 
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either of simple structure or chaotic; the latter is not considered in this study. The 
concern of this study is to unveil the changing class pattern of the tarcrete through the 
past 8 years as represented by the image classification; therefore, a simple cellular 
automaton model will be considered. 
The satellite images encompass the two characteristics of the cellular automaton 
and the three factors that were suggested. The pixel structure of the satellite image and 
its values satisfy the first character of the cellular automata. The change in pixels from 
year to year will be the bases by which the transition rules will be built to predict the 
future. This approach will satisfy the second character of cellular automata models. 
As for the four suggested factors, first the classification of the images will 
generate a class of grouped pixels based on the signature that indicates strong 
similarities between the grouped pixels. Second, the change in class size or the number 
of pixels that make the class from one year to another would reflect the neighboring 
spatial effects. Third, the environmental pollution of the surface is naturally degraded 
and decreases with time and the natural or original surface is exposed. Four, the tarcrete 
is hidden and new desert surface appear similar in characteristics to the per War desert 
surface. The third factor addresses the question of interest in this study. Specifically 
what is the time necessary for the pollution to disappear from environmental factors such 
as wind, to allow the old surface to return through the breakup and removal of the 
tarcrete layer ? 
The building of a cellular automaton for this study should follow the steps in 
White and Engel en's work. They used regional economic with demographic models and 
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the socioeconomic impact on the St. Lucia Island impacted by global climate change. In 
contrast, this study focuses on the breakup of the tarcrete in Kuwait and the part of the 
tarcrete that has become covered by sand. Moreover, the construction of the model for 
this study should consider the three steps in which the authors build their model. 1) GIS 
will store the satellite images and their classifications; 2) Cellular automaton models will 
be based on the local change using the transition rules; 3) The macro-scale model will 
represent the stable or the number of pixels in each class from year to year. 
2.5.3 Stochastic Processes 
Boerner et. al. (1996) used the Markov chain as a stochastic process to model the 
change between 1940-1989 landcover in central Ohio. They constructed a model made 
of three time intervals of 14-17 years and a period to cover the entire study period of 
forty years. The model was also used to predict the changes in the land cover in the next 
fifty years into the future. 
The result of Boerner et. al. (1996) investigation was a similar prediction of 
change at one area and a different prediction of change for another area. The transition 
matrix in the model was influenced by the urbanization and reforestation as they 
reported, during the interval between 1971-1988. Also the period that covered the forty 
years and the rate of change can influence negatively the spatial and temporal state of 
the land cover change that are influenced by the natural and socioeconomic elements 
that are effective in a short time period. The present study will use the Markov chains as 
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a stochastic process to control the deterministic model of the probability of a cell's 
change from one class to another. 
2.5.4 Neighborhood Coherence Principle 
The neighborhood coherence principle (NCP) has been reported by Phipps 
(1989) to be the simplest way to govern a pattern formation that comes from cell (pixel) 
to cell influence. This influence comes from the effect that one state of a pixel has on the 
other states of other pixels. The NCP has distinguished characteristics that make it 
different from other models such as spatial interaction models, diffusion models and 
contagious distribution by defying time-scale dependance. These distinguishing 
characteristics of the model come from: 1) Different states of different pixels at different 
locations influencing the changes in other states of pixels that are near by. 2) The 
diffusion model tends to change the entire allowed space at one time period, as long as 
the probability is not low where it would die out. On the NCP, the change is for small 
the periods and the change is stationary such that a pattern can be formed with the 
presence of interstate conflict. 3) NCP has the distinct feature in that it is a nonsource, 
nondirectional, short range effect and the state of a pixel tends to influence its 
neighboring states or the state of that pixel is likely to become similar to other pixel's 
states especially the neighboring ones. 4) NCP has the ability to reflect the 
self-organizing principle in which some of the final configurations of the displayed 
pattern could be totally independent of the initial pattern and the pattern might emerge 
from stochastic behavior. 
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The previous three sections of literature illustrate how the spatial details and 
spatial complexity can be accounted for in cellular automata models. The complexity in 
this study is due to the many factors found in nature. The satellite images used in this 
study are temporally discrete, and have a lattice sturcture, which can not account for all 
factors in nature that might be involved in the contraction of the tarcrete layer. 
Therefore, a random error must be accounted for. 
The classification of TM images used in this study will provide the necessary 
transitional probabilities to be used in a Markov chain model of transition. The 
probabilities will be produced based on the movement of pixels from one class at one 
time period to another class at the following time period. The process of movement from 
one class to another as time progresses must be stationary (satiable over time, change 
over time must fluctuate in certain range) in order to use Markov chains model of 
transition. 
The NCP is an example of how to govern the evolution of a cell over time. The 
evolution in this study is governed by the result of the neighborhood effect. The 
neighborhood effect in this study is a result of the analysis of a (three by three) kernel 
for each pixel used in this study. The effect of the eight surrounding pixels on the middle 
pixel (target pixel) will be considered in an autologistic model to produce the 
neighborhood effects. The result of the autologistic model analysis will from the basis 
governing the evolution of the cellular automata model , which in tum will be used to 
simulate changes of the tarcrete over time. 
3.1 Overview 
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Chapter 3 
Data 
The primary source of data used in this study is five Landsat TM images that 
cover the southern part of Kuwait where the largest expanse of tarcrete is located 
covering the time periods 1991 , 1993, 1994, 1995, and 1998. In addition, the secondary 
source of data is the ground truth information, collected to provide information about the 
state of the tarcrete at different surface locations. The information collected in the field 
was concerned with different test sites. Each test site was pre-selected prior to the field 
trip based on visual interpretation of the 1995 image to locate potential areas that would 
well represent the tarcrete. 
The pre-selected areas were optimum places to investigate the state of the 
tarcrete as needed for image classification. However, some areas were inaccessible by 
motor-vehicle and at a great distance from any desert track or road. Other constraints to 
reach the desired sites were the presence of oil lakes, fenced (secured) areas, and 
unexploded landmines. To identify each test site that was visited in the field a latitude 
and longitude measurement by a hand held GPS were taken. In addition, a 35 mm photo 
of each test site surface condition was taken to help increase the precision of each 
classification at a later stage. 
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3.2 Landsat Images 
Kuwait is covered by four Landsat images (Fig. 3.1). The full extent of the 
tarcrete layer is covered by the fourth scene which also covers a variety of classes from 
oil lakes to desert sand. There are five Landsat TM images (Table 3.1) available for this 
study, which cover an eight years period. The earliest image was taken on November 14, 
1991, which was the date on which the last burning oil well was extinguished. The 
extent of oil pollution on top of the desert surface in the 1991 image was at maximum 
(Fig. 4.1 ). The 1993 image (Fig. 3.2) was acquired on February 28 and shows the 
tarcrete has contracted; the traces of the tarcrete deposited due to the wind direction 
shifting were cleared out. The third image (Fig 3.3) was acquired in September 19, 1994. 
Image Date of Brief 
No. Acquisition Description 
1 14-Nov-9 1 Tarcrete at max. 
2 28-Feb-93 Traces due to wind direction shifting removed. 
.., 19-Sep-94 Tarcrete size decreased and sand areas increased . .) 
4 30-Mar-95 Tarcrete size is less than pervious image. 
5 9-May-98 Acquired at the time of field investigation. 
Table 3.1: The five images used in this study. 
The extent of the tarcrete had continuously decreased in space that it occupies 
and the extent of sandy area in the desert was increasing. The extent of the tarcrete in the 
1995 image (Figure 3.4), which was acquired March 30, was less than all the previous 
images. The image of 1998 (Figure 1.5) was acquired at the time of the field work (May 
9, 1998) and the color of tarcrete was the brightest if compared with the previous four 
images. The extent of the tarcrete was far less than the extent of the tarcrete 1991 
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(Figure 1.4) and the sandy surface in the study area was far more extensive than the 
sandy surface in 1991. 
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Figure 3.1: Map of Landsat TM coverage of Kuwait. 
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Figure 3.2: 1993 Landsat TM image (Band 7, 4, 2) of southern Kuwait. 
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Figure 3.3: 1994 Landsat TM image (Band 7, 4, 2) of southern Kuwait 
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Figure 3.4: 1995 Landsat TM image (Band 7, 4, 2) of southern Kuwait the sandy surface 
in the study area was far more extensive than the sandy surface in 1991. 
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3.3 Field Investigations 
A field expedition was conducted from April 30th 1998 to May 17th 1998 with 
the purpose of collecting data related to the thickness of the tarcrete layer. The 
measurements were made in part to catalogue the location of areas with heavy tarcrete as 
well as other locations with intermediate or light traces of the tarcrete layer. All these 
locations exhibit unique energy reflectance and emittance characteristics depending on 
the thickness of the tarcrete layer, where its location, and the quantity of sand that 
replaced areas of tarcrete in 1991. 
3.4 Field Notes 
Test sites were chosen prior to field work in Kuwait and the most favorable areas 
were selected. Most of the tarcrete fragmentation is observed away from the oil fields to 
the south. The purpose of the test sites is to locate, observe and document the status of 
the area that was observed in the 1995 image, when the extent of the layer was at its 
maximum. 
Differences between the density of the tarcrete in different locations were due to 
many factors, such as the location of the test site with respect to wind direction and 
whether the area was protected from grazing animals. The last factor was a concern 
because the sheep, goats and camels accelerate the fragmentation of the tarcrete layer 
and enhance the effects of wind. These effects may be significant for returning the 
surface to pre-tarcrete conditions. 
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3.5 Selection of Test Sites 
Test sites were selected in different areas to investigate and/or verify whether the 
same or different types of characteristics and surface conditions exist for the density of 
the tarcrete layer in different locations. For the purpose of data collection, a record of the 
test sites was documented with other information on the area. 
3.6 GPS 
GPS measurements were recorded in order to register accurately the location of 
the test site so as to obtain the corresponding spectral value of the image in a later stage 
of image processing and classification. These recordings insure the correct identification 
of the location of specific pixels from the spectral response of over 72 million pixels in 
the Landsat TM. The GPS coordinates that were measured in the field were transformed 
from longitude and latitude to UTM coordinates. The Landsat TM images available were 
registered according to the longitude and latitude coordinates that were collected in the 
field. There were two types of coordinates collected in the study area: (1) known 
locations to perform the image registration (Table 3.2) and (2) locations for each test site 
observed in the field (Table 3.3). 
3.6 Photographs 
A 35mm camera was taken to the field and an appreciable number of 
photographs were recorded. The photographs help identify the presence and state of the 
tarcrete, catalogue the density of the tarcrete (Fig. 3.5) and measure the fragmentation 
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(Fig. 3.6) of the tarcrete, if observed. Each photograph was assigned a number to record 
the location of the test site, as indicated by longitude and latitude. 
3. 7 Data Quality and Problems 
The sites that were visited were not the exact sites chosen prior to the field trip in 
some cases. Some of the locations were not accessible due to security reasons or the 
presence of mines. The quality of the data collected from the field on each test site is 
found in the precision of the GPS where the error of accuracy was less than nine meters, 
or within a pixel. The field notes and the photographs that were recorded are used to 
con finn the grouping of sites to represent classes during the classification stage. 
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A B c D 
Latitude 
r-
longitude Latitude longitude UTM UTM Site 
No. Northing Easting Label 
I 29 20 421 48 03 201 29 20 25 48 03 12 796494.56 3249382.48 Oil lakes 
2 29 10 296 47 58 612 29 10 18 47 58 37 789547.60 3230527.78 Oil lakes 
3 2910313 47 58 597 29 10 19 47 58 36 789520.57 3230527.10 Oil lakes 
4 29 10 324 4758621 29 10 19 47 58 37 789548.38 3230496.99 Oil lakes 
5 29 09 177 47 56 94 1 29 09 I I 47 56 56 786870. 11 3228364.74 Heavy 
6 29 08 974 47 57 069 29 08 58 47 57 04 787096.44 3227969.81 Oil lakes 
7 29 07 892 47 57 308 29 07 54 47 57 18 787524.49 3226008.34 Oil lakes 
8 29 07 409 47 57 768 29 07 25 47 57 46 788304.14 3225134.29 Oil lakes 
9 29 06 535 47 58 888 29 06 32 47 58 53 791942.85 3224641.01 Intermediate 
10 2907102 47 59 993 29 07 06 47 59 60 790157.39 3223547.84 Intermediate 
II 28 51 943 48 00 455 28 51 57 48 00 27 793060.80 3214777.23 Oil lakes 
12 28 51 698 48 00 306 28 51 42 48 00 18 788984.40 3209928.35 Heavy 
13 28 50 286 47 59 509 28 50 17 47 59 31 786096. 16 3209486.42 Intermediate 
14 28 50 517 47 59 636 28 50 31 47 59 38 786374.61 3209185 .20 Intermediate 
15 28 50 760 47 59 793 28 50 46 47 59 48 798 189 .92 3209176.98 Traces 
16 28 50 993 4759910 28 50 60 47 59 55 78757 1.53 3208999.33 Intermediate 
17 28 5 1 226 48 00 044 28 51 14 48 00 03 786596.62 3208975.02 Intermediate 
18 28 51 488 48 00 193 28 51 29 48 00 12 783240.15 3208830.33 Heavy 
19 28 51 772 48 00 3 17 28 51 46 48 00 19 786790.02 3208825.76 Intermediate 
20 28 53 463 48 01 826 28 53 28 48 01 50 782972.37 3208700.49 Intermediate 
21 28 53 486 48 02 556 28 53 29 48 02 33 786388.40 3208630.87 Intermediate 
22 2901746 48 00 529 29 01 45 48 00 32 786389.93 3208569.28 Heavy 
23 28 58 089 47 57 666 28 58 05 47 57 40 783984.23 3208324.82 Heavy 
24 28 57 339 47 57 462 28 57 20 47 57 28 786262 .1 8 3208257.96 Intermediate 
25 28 58 706 47 57 065 28 58 42 47 57 04 784771.89 3208251.83 Heavy 
26 28 58 623 47 56 589 28 58 37 47 56 35 78461 2.44 3208124.63 Heavy 
27 28 58 475 47 56 327 28 58 29 47 56 20 78464 1.05 3208063.71 Heavy 
28 28 58 5 17 47 56 333 28 58 31 47 56 20 784805.07 3208006.13 Heavy 
29 28 58 273 47 55 233 28 58 16 47 55 14 783967.78 3207893 .02 Heavy 
30 28 58 388 47 54 854 28 58 23 47 54 51 788575.00 3207884.26 Heavy 
3 1 28 59 189 47 57 955 28 59 11 47 57 57 784944.29 3207855.50 Intermediate 
32 28 58 667 47 54 400 28 58 40 47 54 24 784975.18 3207702.20 Intermediate 
33 28 58 598 47 54 228 28 58 36 47 54 14 784298.86 3207654.67 Intermediate 
34 28 58 154 47 54 839 28 58 09 47 54 50 785197.95 3207461.19 Intermediate 
35 28 58 009 47 55 036 28 58 01 47 55 02 785309.34 3207340.69 Intermediate 
36 28 57 841 47 55 123 28 57 50 47 55 07 784442.64 32073 19.26 Heavy 
37 28 57 190 47 55 096 28 57 II 47 55 06 785071.67 3207088.30 Heavy 
38 28 58 983 47 56 165 28 58 59 47 56 10 785424.54 3207066.22 Heavy 
39 28 58 822 47 56 336 28 58 49 47 56 20 784395.31 3207040.77 Intermediate 
40 28 58 696 47 56 464 28 58 42 47 56 28 783205.09 3206949.82 Intermediate 
41 28 58 316 47 56 248 28 58 19 47 56 15 784209.51 3206882.11 Heavy 
Table 3.2: List of GPS measurements in field used to locate each test site. The table 
contains the latitude and longitude measurements (A); the last three digits which 
were multiplied by 0.06 to obtain the correct seconds (B); and the transformation 
of latitude and longitude to UTM coordinates using ARC/INFO software (C), 
and the last line in the table is site label (D). 
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42 28 58 239 47 55 248 28 58 14 47 55 15 785538 .22 3206853.33 Heavy 
43 28 58 338 47 55 339 28 58 20 47 55 20 785870.89 3206553.43 Sand 
44 28 58 197 47 55 352 28 58 12 475521 788284 .67 3206490.30 Oil lakes 
45 28 58 119 47 55 425 28 58 07 47 55 26 782242 .86 3206402.38 Heavy 
46 28 58 032 47 55 444 28 58 02 47 55 27 784445 .20 3206II7.57 Traces 
47 28 57 899 47 55 575 28 57 54 47 55 35 78I735 .00 3206Il2.63 Heavy 
48 28 57 834 47 55 647 28 57 50 47 55 39 795766 .94 3202211.39 Light 
49 28 57 678 47 55 714 28 57 41 47 55 43 795616.18 3201745.27 Sand 
50 28 57 566 47 55 788 28 57 34 47 55 47 795384.10 3201277.08 Light 
51 28 57 406 47 55 977 28 57 24 47 55 59 795200.00 320099.00 Water Pool 
52 28 57 695 47 55 493 28 57 42 47 55 30 795104.09 3200561.13 Traces 
53 28 57 683 47 55 09I 28 57 41 47 55 05 795028 .29 3200343.48 Traces 
54 28 57 600 47 54 964 28 57 36 47 54 58 814259.30 3200326.70 Sand 
55 28 57 646 47 54 343 28 57 39 47 54 2I 794824.05 3I99845.19 Sand 
56 28 57 364 47 53 750 28 57 22 47 53 45 796729.23 3199585.79 Traces 
57 28 57 209 47 53 438 28 57 13 47 53 26 795564.52 3199525.12 Traces 
58 28 58 645 48 03 608 28 58 39 48 03 36 794642.96 3I99501.59 Traces 
59 28 52 248 48 00 590 28 52 15 48 00 35 794436.32 3I99095.70 Intermediate 
60 28 52 400 47 00 666 28 52 24 47 00 40 794333.39 3198877.37 Heavy 
61 28 52 461 48 00 728 28 52 28 48 00 44 794260.70 3198536.53 Intermediate 
62 28 52 6I6 48 00 78I 28 52 37 48 00 47 793974.27 3198067.00 Intermediate 
63 28 52 702 48 00 835 28 52 42 48 00 50 793896.86 31979I0.95 Intermediate 
64 28 52 944 48 01 024 28 52 57 48 0 I 01 793822.58 3197631.71 Light 
65 28 53 140 48 01 072 28 53 08 48 01 04 793588.76 3197225.16 Light 
66 28 53 249 48 01 133 28 53 15 48 01 08 793385 .95 3196665 .32 Light 
67 28 53 468 48 01 270 28 53 28 48 01 16 793177.65 3196321.06 Light 
68 28 53 652 48 01 377 28 53 39 48 01 23 793153.66 3196197.19 Heavy 
69 28 53 909 48 0 I 5II 28 53 55 48 OI 31 799104.82 3195825.62 Light 
70 28 54 030 48 01 567 28 54 02 48 OI 34 793001.12 3195792.7I Heavy 
71 28 54 170 4801529 28 54 10 48 01 32 796145.91 3195439.44 Light 
72 28 54 414 48 01 755 28 54 25 48 01 45 792768.79 3195324.59 Light 
73 28 54 660 48 01 893 28 54 40 48 01 54 798982.78 3195298.56 Sand 
74 28 54 919 48 02 008 28 54 55 48 02 00 792562.78 3194887.96 Light 
75 285I4I4 48 03 950 28 51 25 48 03 57 792383.86 3194452.02 Traces 
76 28 51 128 48 03 860 28 51 08 48 03 52 792124.36 3193983 .23 Light 
77 28 50 432 48 03 175 28 50 26 48 03 II 797904.34 3193976.42 Traces 
78 28 50 175 48 03 067 28 50 II 48 03 04 791945.41 3193547.30 Traces 
79 28 49 948 48 02 947 28 49 57 48 02 57 797726.39 3193509.58 Traces 
80 28 49 709 48 02 770 28 49 43 48 02 46 797547.63 3193073 .54 Traces 
81 28 49 473 48 02 655 28 49 28 48 02 39 797260.37 3192634.73 Traces 
82 2849216 48 02 518 28 49 13 48 02 31 797082 .37 3192167.90 Traces 
83 28 48 978 48 02 373 28 48 59 48 02 22 818179.53 3191926.67 Sabkha 
84 28 48 720 48 02 255 28 48 43 48 02 15 796877 .22 3191700.39 Traces 
85 28 48 440 48 02 088 28 48 26 48 02 05 796644 .I5 3191262.99 Traces 
86 28 48 287 48 01 981 28 48 17 48 01 59 796466.88 3190765 .38 Traces 
87 28 48 002 48 01 831 28 48 00 48 01 50 796209.00 3190234.90 Sand 
88 28 47 762 48 01 725 28 47 46 48 01 44 796053.32 3189953.58 Sand 
89 28 47 536 4801586 28 47 32 48 0 I 35 795822.53 3189423 .81 Sand 
90 28 47 340 48 01 416 28 47 20 48 01 25 8026I7.62 3189106.01 Sand 
91 28 47 092 48 02 620 28 47 06 48 02 37 819562.27 3189036.45 Sabkha 
92 28 47 134 48 02 917 28 47 08 48 02 55 795670.75 3188988.50 Traces 
93 28 47 187 48 03 203 28 47 II 48 03 12 802023.95 3188967.27 Sabkha 
94 28 47 234 48 03 504 2847I4 48 03 30 801671.25 3188958.09 Sabkha 
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95 28 47 233 48 03 792 28 47 14 48 03 48 801564.33 3188893.67 Sabkha 
96 28 47 344 48 04 143 28 47 21 48 04 09 80 1457.4 1 3 188829.26 Traces 
97 28 47 388 4804412 28 47 23 48 04 25 800945 .12 3188692.69 Sabkha 
98 28 47 442 48 04 745 28 47 27 48 04 45 795437.56 3188551.13 Traces 
99 28 47 527 48 04 963 28 47 32 48 04 58 800596.40 3188529.56 Sabkha 
100 28 47 593 48 05 28 1 28 47 36 48 05 17 80 1522.07 3 188430.30 Sabkha 
101 28 47 634 48 05 353 28 47 38 48 05 2 1 800056.96 3188392.32 Traces 
102 28 47 672 48 05 422 28 47 40 48 05 25 799624.44 3 188319.51 Pipe line 
103 28 47 662 48 05 639 28 47 40 48 05 38 795175.66 3188174.67 Traces 
104 28 47 739 48 05 996 28 47 44 48 05 60 799060.23 3188089.23 Traces 
105 28 47 382 48 05 311 28 47 23 48 05 19 79857 1.85 3 188076.66 Traces 
106 28 46 030 48 04 939 28 46 02 48 04 56 80 126 1.15 3188022.89 Traces 
107 28 47 174 48 05 156 28 47 10 48 05 09 798085 .84 3187971.71 Traces 
108 28 47 442 48 16 392 28 47 27 48 16 24 797626 .97 3 187867.48 Sabkha 
109 28 49 038 48 15 592 28 49 02 48 15 36 797 140.16 3187793.37 Sabkha 
110 28 53 637 48 13 337 28 53 38 48 13 20 800962.71 3185919.52 Sabkha 
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Figure 3.5: Heavy tarcrete covering the desert surface. 
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Figure 3.6: Traces oftarcrete on the desert surface. 
4.1 Image Classifications 
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Chapter 4 
Methodology 
Remote sensing is capable of collecting information about physical and dynamic 
changes through repeated coverage of specific areas on the Earth's surface. Images from 
orbiting satellites have documented the temporal appearance and shapes of the tarcrete 
surfaces in Kuwait. The digital format of satellite imagery provides the most appropriate 
data for this investigation. The classes of tarcrete and their locations can be identified 
precisely. Where satellite imagery is integrated with a Geographical Information System 
(GIS) and Global Positioning System (GPS). For a phenomenon of this magnitude, such 
advanced technology is essential to provide answers to basic questions about the tarcrete 
layer and is important to countries like Kuwait that were heavily affected by the oil fires. 
A GPS was used to obtain coordinates of various locations, to map the tarcrete, and to 
register the satellite images to real-world coordinates. The probabilities of the tarcrete 
rate-of-change were computed using there image classification information. 
Change detection methodology in remote sensing are concerned with the 
measurement of the differences between the first and the second image of the same area 
(Singh, 1989). The application of different techniques in change detection is influenced by 
many factors. The nature of the phenomenon under investigation, the availability of several 
images and field data are some of the factors that will be considered in this study. An 
application of change detection usually necessitates pre-processing (images pre-treatment) 
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to obtain the best results (Hall et al , 1991 ; Pax-Lenney et al , 1996), and involves the three 
components of geometric correction, radiometric nonnalization, and classification. As the 
available images for this study have been taken under different atmospheric conditions at 
different dates, an atmospheric normalization for the images enables a more accurate 
measurement of the rate-of-change of tarcrete. 
Image classification is generally used to separate different portions or areas of the 
Earth's surface based on their type, materials, status, and conditions. Classification of 
satellite imagery depends on the digital value of each pixel, and the result of clustering 
pixels generates different classes with distinguishable boundaries. The labeling or coloring 
of classes is necessary to identify each class. With additional field observations, it is 
possible to identify the classes of a particular surface in which variation can be caused by 
different environmental effects. In the tarcrete layer, the classification clearly indicates 
which class is changing with respect to another class, and how much each class has 
expanded or contracted in the past eight years. 
The results of the classification will be used to test for the stationarity of change in 
terms of the following: temporal and spatial fluctuation of configuration, the production of 
a statistical model of the spatial configuration (assuming stationarity) and space-time 
process (diffusion). Then a simulation of a cellular automaton model would be built based 
on the statistical model. This would be done in order to understand what processes affect 
the changes occurring to the tarcrete classes from year to year. 
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4.2 Spatial Analysis 
This section of the study describes in detail a statistical methodology to investigate 
the rate-of-change of the tarcrete layer in the southern portion of Kuwait. The change occurs 
as contraction, which is measured by using five Landsat TM images that cover a period of 
eight years from 1991 to 1998. The statistical framework lays bare information that is 
provided by the supervised classification using the Fuzzy ARTMAP procedure ofGopal and 
Woodcock (1996), which will be applied to the five images. This statistical analysis is based 
on information gathered about structural contraction of the tarcrete layer in the past, which 
can be used to forecast the spatial and temporal behavior of the layer in the future. 
The field observation of the tarcrete in 1998 and visual interpretation of the printed 
images of the classification indicate that two types of contraction are going on. Both are 
caused by the northwesterly wind which dominates the change process according to 
Al -Ajami (1994). The first is contraction at the upper left (northwest) portion of tarcrete, 
which is caused by the encroaching desert sand. The second contraction process is occurring 
in the southern portion, where the tarcrete is being eroded and fragmented by the 
northwesterly wind. 
Fuzzy ARTMAP was applied to the five images based on the field-gathered 
information about the status of the tarcrete as it appeared in the Landsat TM in 1998. The 
raster structure of the images is composed of pixels. Each of these can be thought of as a cell 
with precise geographical coordinates. The specification of the statistical framework is 
based on the information that can be gathered about the changing of states that occurs to 
each cell in the study area through time, where each cell exhibits one state in each time 
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period. A cell represents 900 square meters, or a 30 x 30 meter square. The cells allow for 
a discrete type of spatial and temporal analysis, as the image co-registration covers the same 
area in each time period. 
4.3 Empirical Evaluation of Change 
The classification provided different proportions of states (five classes) for each 
discrete time period (1991 , 1993, 1994, 1995, 1998) ofthe tarcrete layer as seen in Landsat 
TM images produced by the classification in the form of an image/band. The number of 
pixels in 1991 is different from that in 1993, and the change continues until 1998. Therefore, 
the number of pixels of each class changes with time. The temporal change in pixel numbers 
for each class shows the rate of change. In this study each pixel is observed five different 
times, and any change in a pixel/cell is identified. 
The change of a pixel is class/state over time provides an identification of the 
transitional behavior of the state of the cell in probabilistic terms. The probabilities of 
change are useful if it is constant (ideal situation) or close to it in terms of predicting what 
might occur in the tarcrete in the future (t+ 1 ). In another words, the probabilities of 
transitions must fluctuate around a certain mean in order to be used in a Markov chain 
model. This procedure is called the test of stationarity by Bishop et al. (1975) . 
In order to test whether the system of transition is stationary or otherwise, the 
conditional probability of pixels/cells that either change or don't: change from one time 
period (t) to another (t+ 1) must be specified. When a class is at t, for example, the oil-lakes 
"oily surface" class in 1991 , then there are six possible classes to consider when at t+ 1. 
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Therefore, the distribution will be a multinomial probability. This would allow the 
calculation of the probability of the amount of pixels in any class at t and at t+ 1. This 
probability is a transition probability, where a Markov model of transition can be imposed 
on the classification results to specify the change over time. Dezzani (1996) similarly used 
probability to evaluate the stability of change in different geographical regions in an 
economic system. 
This study utilizes five images covering a period of eight years from 1991 to 1998. 
The first order will be produced to obtain and determine the transition probabilities between 
various time periods. 
4.4 Temporal Dependence 
4.4.1 Markov Model 
The Markov chain is useful for modeling data where each individual object, such as 
the pixels of this study, are grouped in a class (sample), like the six classes of the neural 
networks (NN) classification for each year of the five-year period here. The NN 
classification produced data that is sequential in time as a set and the Markov chain model 
assists in abstracting the data into a contingency table. To show the time sequence data in 
this manner, the thirty layer histograms of each class from the six classification results were 
obtained from the overlay analysis (section 3.5). The histograms list the class number and 
how many pixels are in that class. The overlay process identifies if a pixel of a certain class 
at the first time period has moved to a different class in the second time period. 
When pixels of one class at the first time change to another class, this is shown in 
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the histogram. For example, the overlay analysis of the oil-lakes class at timet identifies the 
oil lakes as having 20 pixels, and at the second time t+ 1, 12 of the pixels resisted change 
(stayed oil-lakes class pixels), 2 pixels changed to heavy tarcrete, 4 pixels changed to 
intermediate tarcrete, and 2 pixels became light tarcrete. The histogram of the new layer that 
will be generated by the overlay analysis would show 12 in the oil-lakes class, 2 pixels in 
the heavy tarcrete class, 4 pixels as intermediate, and 2 as light. However, there are two 
other classes not represented (traces and sand), and in order to use representation of all the 
classes of the classification in the contingency table the missing classes will be given a value 
of zero. 
This replacement accounted for all the classes in the contingency table in preparation 
for the statistical analysis. The Markov chain model requires that all probabilities of each 
time period be summed to one, meaning that the probabilities over all classes from t to t+ I 
must be equal to one. The first order sequence of images will be generated by verifying 
whether any pixel in each of the six classes changed classes from 1991 to 1993 or resisted 
change and remained in the same class. The first order also included from 1993 to 1994, 
from 1994 to 1995, and from 1995 to 1998. Then the second and finally the third order will 
be generated. 
The Markov chain is a stochastic process that can work with many possibilities. In 
this study there are six classes for each one of the five images used to represent five different 
years. The temporal change is concerned with pixels changing a class at one time period to 
another class at a second time period. The change can be represented in a probability format, 
and to use this probability in a temporal change over time only the immediately preceding 
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probability is most important. Such a probability can be expressed as Xn, where n can take 
one ofthe time periods used in this study (i.e. 1991, 1993, 1994, 1995). Further, when Xn 
= i, the process is describing class i, where i = 1 (oil lakes), 2 (heavy), 3 (intermediate), 
4(light), 5 (traces of tarcrete), or 6 (sand), and the process occurring between two time 
periods. Thus the probability in the temporal change can be expressed as Pij: 
P( X r = 11 'il the present 0, ... , t - 1) = P( Xr = 11 X 1_ 1 ) 
where the first-order neighbor cells are confined to the 3 x 3 analysis kernel. Under the null 
hypotheses of complete spatial randomness and homogeneity of affecting processes of 
change, the probability of decay is assumed to be a function of neighboring cell classes (i.e., 
local spatial dependence). 
Pu=P( Xn+t= JIXn=i) 
where n is a time period that moves from a lower time period to a higher time period 
(scenting or positive increment). The resulting probability in this case is called a conditional 
distribution; any future class probability (Xn+1) at the second time period, given the current 
class probability (Xn) at the first time period and the conditional probability, is dependent 
only on the immediately preceding probability and independent of any previous probability 
to Xn. Pij is a transition probability between two time periods and is a description of the 
change between the pixels of a certain class at time one and the rate at which they stayed at 
the same class or changed to different classes as time progressed. In this case the stochastic 
process is a measure of the temporal dependence of two consecutive time periods and 
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independent of preceding temporal change to the current two periods. 
4.4.2 Temporal Transition Probabilities 
The temporal transition probability is the ratio of the number of pixels in a particular 
class at time t+ I divided by the total number of pixels of all classified classes at time t. To 
illustrate, consider rc as a contingency table representing two images classifications of two 
periods arranged into r rows (t) and c columns (t+ 1 ). The contingency table then contains 
rc cells. T = 6 and T+ 1 = 6 (for the six classes produced by the NN classification for each 
year), so the contingency table has thirty-six cells: 
T+1 
c, c2 c3 c4 cs c6 
r, n" n,2 nl3 n,4 n,s n,6 Lrl 
r2 ll21 n22 n23 n24 n2s n26 Lr2 
T r3 ll31 n32 ll33 n34 llJs n36 Lr3 
r4 il4I n42 n43 n44 n4s il46 Lr4 
r4 ns, ns2 ns3 ns4 nss ns6 Lrs 
rs n6, n62 ll63 n64 n6s ll66 Lr6 
Lei Lc2 Lc3 Lc4 Lcs Lc6 N 
where r1 is the class of the tarcrete (i.e. oil lakes) at first time period T, c1 is the same class 
of the tarcrete (oil lakes) at the second time period, and n 11 is the frequency of cells of the 
same class for both period T and T + 1. The conditional probability for the same class 
between the two time periods (T and T+l) is expressed as: 
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where n 11 is a particular cell in the contingency table over the sum of all cells in row r1, 
which is equal to the probability of a particular cell in the contingency table at the second 
time period given the same cell at the first time period. 
4.4.3 Test for Dependence (Markov) 
Stationarity is concerned with the pattern of change over time. If the change is 
constant, then change is predictable. For example, if the oil-lakes class has 12 pixels in 
1991 , 10 pixels in 1993, 8 pixels in 1994, 6 pixels in 1995, and 4 pixels in 1998, the number 
of pixels changing over time and between any two periods is constant at two pixels. This 
type of change over time can be described as stationary. 
In other words, if the transition probability of pixel movement from t to another 
class is small, then the Markov model is the analytical method of choice, because it can tell 
us about the flow of pixels moving from one class to another in a particular time period. In 
such a case the transition matrix (contingency table) specifies the initial probabilities of each 
class at t and t+ 1. The future does not depend on the initial number of pixels at time 0 
(1991 ), because dependence is estimated for the immediately previous time period (t- l). 
Another benefit of using the contingency table is that it can show the probabilities that 
illustrate the interaction between cells in each class from t to t+ I. Bishop et al. (1975) 
delineated a method for testing stationarity once dependence is established. 
Therefore a test for row and column independence is used. For example, the HO (null 
hypotheses) is the event "an observation is in row I "is independent of event" that same 
observation is in column j" for all i and j. The probability of the outcome P (outcome) can 
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result in a multinomial distribution and can be interpreted as: 
Where 
p ij 
where N is the sum of the numbers in all of the cells, and Pij is composed of two parts. The 
upper part (nij) accounts for each cell in the contingency table, and the bottom part accounts 
for the sum of (nij) all the cells. 
The data (classified images) cover five different periods (1991 , 1993, 1994, 1995, 
1998). To apply the Markov chain of transition, the system of transition over time must be 
H 0 : P(class i1 ,class } 1+1) = P(class i1) P(class } 1+1). for all i1 , l r+l ' 
independent and the null hypotheses true: 
H 1 : P(class i1 , class } 1+1) :t P(class i) P(class } 1+1), for all i1 • } 1+1 • 
and the H 1 is rejected. 
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That means a chi-square test of independence is used to validate the transitional 
change of the tarcrete system. In such a situation each transition probability of the present 
(t) should be dependent only on the probability of change at the previous time (t-1). For 
example, the transitional probability between 1994 and 1995 depends only on the 
transitional probability between 1993 and 1994 and is independent of the transitional 
probability of 1991 and 1993. 
If the chi-square test result is significant and H0 is accepted, then a test for 
stationarity is applied, and the Markov model of transition uses a log-linear model. 
However, if the chi-square result is not significant (H 1 accepted and H0 rejected), then the 
Markov model of transition can not be applied, as shown by Bishop et al. (197 5). 
4.4.3.1 Overlay Analysis 
Image co-registration for the spatial and temporal analysis in this part of the study 
is essential. The co-registration of images enables precise follow-up of pixel land-cover type 
changes over the past eight years as produced by the NN classification. In this study, it is 
possible to evaluate each pixel that will be considered to be tarcrete in the 1991 image and 
changed to another land cover type later. Each 1991 pixel must line up with the 
corresponding pixel in other years (1993, 1994, 1995, and 1998). The co-registration of 
images insures that only one pixel is analyzed at any particular point in time. The 
comparison of different pixels at different years can only occur when the registration is in 
acceptable error or the root mean square (RMS) error of the co-registration procedure is low. 
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Co-registration removes the difficulties associated with pixel locations across time. 
When the RMS error of image co-registration is acceptable, a precision manipulation and 
overlaying procedure can be applied to each pixel state (land cover type) for the image set. 
The aim of this section of the analysis is to take full advantage of the multispectral 
capabilities of Landsat imagery manifested in the NN classification through precise image 
co-registration. To achieve the research goal of this study, satisfactory image co-registration 
must be conducted as in Table 5.1 (Townshed et al., 1992). 
4.4.3.1.2 Masking Procedure 
Each class in each theme map (classified image) created by the classification for 
each image will masked individually for spatial and temporal analysis. Masking will be 
conducted using both IPW and PCI software packages. 
4.4.3.1.3 Database Construction 
Four databases will be created with thirteen channels in each. The first channel hosts 
the theme map consecutive to the theme map of interest. Each of the following six channels 
host classes one through six of each mask of the theme map. The theme map of 1993 in 
channel one is followed by individual masks for each class of 1991 , in the second to the 
seventh channel. Further, the eighth channel will be the result of multiplication of the mask 
for class one of 1991 (the theme map of interest) in channel two by 1993 (the consecutive 
theme map) in channel one. The ninth to the thirteenth channels each host the result of 
multiplying the rest of the 1991 classes by the 1993 theme map. 
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The second database contained the 1994 theme map and each mask for the six 
classes of 1993. The rest of the channels host the result of multiplying each channel of the 
1993 classes by the 1994 theme map. This procedure will be performed on each individual 
class and its sequential theme map for 1994, 1995, and 1998. 
When class three is examined, this layer (with pixel values of one) is multiplied by 
the consecutive theme map. The result is pixels with values of the second theme map. 
However, the pixels are labeled differently if they change to a different number. Ifthere is 
no change, they exhibit number 3, which is the label for the class at timet. This work is 
similar to that of Koch and El-Baz (1998). 
The previous operation is called INTERSECT, which is an overlay analysis in GIS 
that is equal to the Boolean "AND" operation. This procedure uses multiple layers that 
contain special information, such as the theme maps produced by the NN classification. The 
user selects a specific portion in the input layer (class three as a mask) that falls inside the 
intersect layer (the successive image) to be portrayed in the output. The output layer has 
information in the second layer that is within the boundary of the first layer class (Chou 
1997, ESRI 1995). 
The result of the intersect procedure when applied to each year is six classes that 
have the boundaries of the class at time t that contain pixels from the many classes at second 
image. To quantify the numbers of a pixel , each layer/band will exported to IPW to use the 
program HIST to obtain the histogram of each layer. The program IMAGEWR in PCI will 
be used to export each layer without a header, and the MKBIH ("make binary header") 
program will be utilized in IPW to install an IPW header in each exported layer/band. Using 
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the HIST program in IPW made obtaining the number of pixels in each class possible. 
X 
Mask for class3 Theme map of 
consecutive date 
-
-
Class 3 of theme map including 
pixels from the consecutive 
theme map 
Figure 4.1: Illustration of the use of masked class at one date with pixels t+ 1. 
The histogram of the layer presents each class number and the number of pixels in 
each class. Class one in the histogram represents the oil lakes, class two heavy tarcrete, class 
three intermediate tarcrete, class four light tarcrete, class five traces of tarcrete, and class six 
sand. 
4.4.3.1.4 Temporal Dependence (Contingency Table) 
Each layer/band contains the boundaries of the class created by the classification for 
an initial image (t), and the pixels from the classification of the image from the second time 
period (t+ 1). The number of classes in these layers varies from one to six, depending on the 
value of the pixels at t and whether a change occurred to another class at time t+ 1. Some of 
the pixels will resist change and stay in the original class; others of the same class at t will 
move to different classes at t+ 1. Therefore, if a pixel of a class at t moved to a new class at 
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t+ 1, then the pixel at the new class would show in the histogram of the class. 
The maximum number of classes in each layer is six, which results if the pixels in 
a class at t moved to five different classes and some resisted the change at t+ 1. The 
minimum number of classes would occur when none of the pixels at t move to another class 
at t+ 1 ; however, this will not be the case. All the histograms and each layer/band histogram 
have multiple classes with different numbers of pixels. 
A pixel 's values at t+ 1 will be documented in two columns in one file. For example, 
the list of the classes in the 1991 theme map with pixels from the 1993 theme map is in the 
first column, and the list of the classes in 1993 theme map with pixels from the 1994 map 
is in the second. If no pixels of a particular class at t move to a specific class at t+ 1, then 
each missing class is assigned a zero. This makes each layer/band have six classes. For 
example, if a layer of a particular class from t with a pixel oft+ 1 had only five classes, and 
the layer/band of specific class from t+ 1 with a pixel oft+ 2 had six classes, then the missing 
class at the first layer will be assigned a pixel number of zero. In this way both columns will 
result in thirty-six lines. Four data files will be constructed in this fashion, which is 
considered the first order of transition. This type of analysis will provide information that 
is already known to be true and that will be portrayed in these four files . 
These files will be used in a statistical package (SAS) to test the hypotheses that the 
movement of pixels from one class at t to a different class at t+ 1 is independent and the 
distribution is random. This test will be conducted to obtain the probabilities a pixel would 
move from one class to another class in a first Markov chain order. To obtain the transitional 
probabilities of the first order, meaning transitional probabilities one observation period to 
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the successive period (from t tot+ 1). Contingency tables will be used, and the Chi square 
(x2) of each cell will be decomposed in a SAS program will be constructed for this purpose. 
The contingency table can display the change of pixels from a class at t to another class t+ 1. 
If a high frequency of change is found, the pixel of one class at t has a greater 
association with the class that has a high frequency at t+ 1. If the frequency is low or zero, 
then there is no association, and the distribution of pixels moving from one class at t to 
another at t+ 1 is considered random. If a significant value is generated, then the null 
hypothesis that movements of the pixels of a particular class to another class is not random 
and the process is dependent. The expectation is for a small x2 value, which can assist in 
verifying the data that is available. 
In this case the test is concerned with producing a measure of independence, which 
can indicate that change is random. Also, the contingency table depicts change by 
examining the residual from the expected value, which leads to a large x2 for a model of 
independence. 
In such a result the pixels of a certain class at t are more likely to be found in a 
certain class in t+ 1. This procedure prepares the data produced for a probability model based 
on the Markov chain. The data that is going to generated by the classification will be 
translated into a contingency table notation, which is equal to the contingency table analysis 
based on a log-linear model, as suggested by Dezzani ( 1999). The classification layers will 
produce six classes in each layer used in this study. Each class is observed at each time 
period with fewer pixels. The different number of pixels is fitted, if transition of change over 
time is stationary, to a Markov chain model. The general observation of a pixel's movement 
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or change though time increases for some classes and decreases for some other classes. The 
pixels in all the tarcrete classes will be at maximum in 1991 and at minimum in 1998. 
However, the sand class will be at minimum in 1991 and maximum in 1998. 
4.5 Spatial Autocorrelation 
Correlation in general means a relationship between two variables, which can be 
evaluated using statistical coefficients providing information about the nature and degree 
of the relationship. The sign of the coefficients indicates the type of relationship between 
those two variables. If it is positive, then there is a direct relationship between the two 
variables. If negative, then there is a uniform distribution. 
Spatial autocorrelation refers to self-correlation with respect to a specific location 
in space. Correlation in this context means that two variables (X,Y) are associated and 
connected by a joint relationship. An increase in X will cause an increase in Y, and a 
decrease of X will likewise cause a decrease in Y. Therefore, X and Y are described as 
correlated. Correlation refers to association in which a reduction of variation in X results in 
a reduction of variation in Y. 
Moran ( 1984) explained what spatial autocorrelation means and how it increases the 
depth of understanding a phenomenon under investigation and our knowledge beyond the 
results of commonly used statistics. Moran considered the variation in the price of houses 
in a city using common statistics and spatial autocorrelation. 
The higher prices of some houses were dependent on whether they were close to a 
city center, had a river view, or were near to a shopping center. Therefore, commonly used 
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statistics that do not include location in their estimation cannot estimate housing prices 
correctly because the price variation caused by location is unaccounted for. Spatial 
autocorrelation implicitly includes the location of the house in the estimation procedure, and 
the variation ofhousing prices within a sub-area can be depicted using the location as a new 
dimension that reflects the price variation to derive better estimates. 
The spatial autocorrelation example is important because it shows the quantity and 
quality of information that can be derived by spatial data. Moreover, spatial autocorrelation 
analysis enriches the understanding of geographical landscapes and processes by uncovering 
inside locational details. Thus, Griffith ( 1987) stated that it accounts for the differentiation 
of patterns portrayed in maps, provides unbiased measures, and "increases the consistency 
of sufficiency and efficiency". 
In this study the classified images for the five years used contain a theme map. Each 
theme map is divided into six classes that portray the whole study area. Although the 
classification procedure's main function is to identify land surfaces that share a common 
feature in one class, the overall structural configuration pattern is unknown. 
Chou ( 1997) stated that spatial autocorrelation can be used to evaluate the overall structural 
configurations of a landscape. In this study it measures the influence of the distribution of 
cells belonging to one of the neighboring cells that is of the same class. The result would 
indicate the structural pattern of each classified theme map used in the present study. The 
commonly applied spatial autocorrelation test uses Moran index (1), which will be calculated 
according to the following formula: 
N N 
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Where 
-1 E(l)=--(n -1) 
and 
( I I C .. ) = The number of connection s among all cells 
I) 
i = I j = I 
Where Cij = I if connected, 0 otherwise 
where n is the total number of cells (n rows multiplied by n columns), i,j is any adjacent 
cells, Xi is the label (value) of the class of cells, Cij is the similarity of i 's and j 's classes: 
- -(xi- x) * (xj - x ), c =I if i and j cells are adjacent and c = 0 otherwise. 
The result of applying Moran's I will come in the form of the expected coefficient 
(E( 1)). This coefficient will range from 1 to -1. A positive coefficient indicates the 
presence of a positive spatial autocorrelation, which means the presence of a clustered 
overall structural configuration pattern. A negative coefficient indicates a negative spatial 
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autocorrelation, which means the presence of an expanding overall structural configuration 
pattern. If the expected coefficient is 0, the overall structural configuration pattern is random 
and neither attraction nor repulsion occurs. Grid ARC/INFO has a built-in in function that 
calculates the Moran spatial autocorrelation index. 
4.6 Spatial Dependence 
4.6.1 The Grid System 
The data created in PCI contains whole theme maps without any other process 
applied to it, except that each class is given a label, such as 1 for oil lakes, 2 for heavy, 3 
intermediate, 4 for light, 5 for traces of tarcrete, and 6 for sand. Each cell in each image is 
surrounded by eight cells, which have an effect on the class of a cell as time progresses. The 
theme maps in the PCI database for each year will be exported as an ERD (Erdas) file to be 
read in ARC/INFO. Then the IMAGEGRID program will be used in the ARC module to 
transfer the Erdas to a grid file that could be read by the Grid module and turned into a text 
file. 
The grid file contains classes with values ranging from 1 to 6, the class labels. The 
GRIDASCII program in the ARC/INFO Grid module will be used to remove the lattice 
imposed by the gird system. An example of the output of the GRIDASCII program is shown 
in Table 4.1. The data is in a text format; the value of each cell labeled by the classification 
has been transformed into a text and has a value of 1 to 6. 
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I II llllllll I I I l l Ill !Ill ll Ill l l Ill! llllllll lllll 111111 111 I 
225634253632413263632421326524362524235265415416242432551 
31332442442442343535 1515151651616166161643261632414154143 
115555144554452431616615426655542442432334242342315651666 
3332332323242424442422222222255555555111111 1111111 6161616 
353535353533333333362222222222222355556255555555555555232 
4.1: Illustration of the ASCII format that generated by the GIRD module of Arclnfo. 
4.6.2 The Fortran Program 
At this level of the process, the data is manipulated to get a single digit representing 
the class of the cell. The next step is to analyze the effect of the each cell on its neighbor in 
the consecutive year. A program in Fortran was developed to read the ASCII file generated 
by the grid module and produce nine columns. The program reads an outside data file 
containing undeclared row and column numbers. However, a rule was written so that the 
first character in the data file became a target cell (Figure 4.2) and will be placed in the first 
column, as in Table 4.2. The program then read values from upper left-hand comer of the 
kernel and writes the value in the second column. The kernel read in a clockwise direction, 
and each cell is placed into position as in Table 4.2. 
C2 C3 C4 
r-1, c-1 r-1 , c r-1, c+ l 
c 9 r, c-1 Target r, c+ 1 C5 
Pixel 
r+ 1, c-1 r+l, c r+ 1, c+ 1 
C8 C7 C6 
Figure 4.2: The target cell is C 1, which is read first, then C2 to C9. 
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C1 C2 C3 C4 C5 C6 C7 C8 C9 
Target Cell r-1,c-1 r-l,c r-1,c+1 r,c+ 1 r+ 1,c+ 1 r+l,c r+1,c-1 r,c-1 
3 1 6 3 4 5 2 1 6 
4 6 3 1 2 6 5 2 3 
2 3 1 1 3 2 6 5 4 
3 1 4 5 6 2 6 2 
5 4 2 1 6 6 2 3 
Table 4.2: The new data arrangement constructed by the Fortran program. 
For the first case, the program reads the target cell at the upper left-hand comer of 
the data file. This cell has only the following components: upper left-hand comer, the target 
cell, right, right bottom comer, and bottom cell, but how about the rest of the neighborhood, 
upper-left, upper, upper-right, bottom-left, and left. Four routines will be written to account 
for reading additional data. 
When the last target cell is read, the cells to the right would be empty, and so zero 
will be assigned to these empty cells. Another problem occurs when reading the bottom line; 
all the bottom cells are assigned zero. The same thing happens at the beginning of each line; 
all the left-hand cells are assigned zeroes. The above-mentioned rule also applies when 
reading the target cells at the four comers of the data, where only three neighboring cells 
have digits and so the rest are read as zeros. 
4.7 The Spatial Binary Response Variable 
To obtain the spatial configuration parameters of the response to a particular cell in 
the study area, consider X as the variable of change in class at t, which is a result of the 
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neighborhood effect. This last is produced by the cells adjacent to a particular cell of interest 
in the study area. The structure used to evaluate these cells follows the Queen's rule: eight 
neighboring cells surround one target cell. All cells in each Landsat TM image (1991 , 1993, 
1994, 1995, 1998) are grouped by classification in one layer representing six classes. Each 
cell can have only one class at a time. Also, the eight cells surrounding any particular cell 
can have only one class. Each cell in the study area can be a target cell and be used to 
identify the neighborhood effect to produce the necessary tarcrete parameters to obtain the 
tarcrete directionality. 
The analysis will have three components that will produce the necessary tarcrete 
parameters in space to uncover the tarcrete directionality. First, the neighboring cell's 
location in relation to the selected cell of interest is pertinent. For example, the first 
neighboring cell used in the analysis is at the upper left-hand comer of the three by three 
kernel. Second, when that cell is selected, its class is compared to that of the target cell. 
Third, the class of the upper left-hand cell will be assigned the value of one if it matches the 
target cell class and all other locations and classes in the kernel are assigned the value of 
zero. The next cell in the kernel is selected, which is the cell directly above the target cell, 
and the spatial binary response pattern is repeated. The process continues until the whole 
kernel is analyzed. 
Figure ( 4.2) illustrates the position of the target cell and C2 as the first cell to be 
tested in terms of its effect on the target cell. The same test is applied to the remainder of 
the neighboring cells from C2 to C9. 
For example, when X (target cell) is selected and the neighboring cells of the kernel 
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will take one of the following (XI , X2, X3, X4, X5, X6, X7, X8), which represent the 
position of each neighboring cell with respect to the other cells' position in the kernel. The 
classes are oil lakes "oily surafce", heavy tarcrete, intermediate tarcrete, light tarcrete, traces 
oftarcrete, and sand. The following shows how the binary response is used: X= (Xl , X2, 
X3, X4, X5, X6, X7, X8) where X= 1 if particular neighbor cell is selected and otherwise 
is 0. 
4.8 The Spatial Autologistic Model 
The application of a spatial autologistic model usmg a categorical data, (i.e. 
classified images) can explain the local spatial structure of the tarcrete and identify the 
directionality of the tarcrete. The category cells found in the nine columns are used to 
spatially analyze the level of locational dependence. The auto logistic model is capable of 
analyzing the distributed variables to measure the dependent variable (target cell), while 
explanatory independent variables are tested. 
The basic model for binary cell data under the assumption of complete spatial 
randomness is a model of cells with random or dissimilar binary response values. Under 
the null hypothesis the expectation is that approximately one half of the surrounding cells 
should share common values. Thus, highly dependent cell arrangements would all have the 
same value and independent cell arrangements would be apparently random for neighbors. 
This describes a Markov effect in the spatial context (Besag 197 4 ). The process spatial 
change can be expressed as: 
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P( X k = 1[ V cells L, k :f:. L ) = P( X k = 1[1 st order neighbor cells L = 1, k :f:. L ) 
where the first order neighbor cells are confined to the three-by-three analysis kernel. Under 
the null hypothesis of complete spatial randomness and homogeneity of affecting processes 
of change, the probability of decay is assumed to be a function of neighboring cell classes 
(i.e. , local spatial dependence) . This is reasonable, as any given cell is unlikely to decay if 
neighboring cells have not started the decay process either. However, local variations in the 
quality of the tarcrete can make the occurrence of single-cell transitions/decay not very 
likely but possible. Thus, the transition process from state ito state j can be described as: 
Pij( Xk) = L, PL( XL) z( XL) + £k L:t:.keN 
XLEN 
where z is a discrete random variable that takes a value of 1 if the cell at L reflects the same 
state of the tarcrete as the cell at k and takes the value ofO otherwise. The variable denotes 
the probability that a cell is influenced by a neighboring cell over all cells N. The stochastic 
variable represents the probability that autonomous decay or change is possible for cell k 
without any neighboring input. This configuration provides the basic description of a 
Markov random field (Cressie 1991 ). The auto1ogistic function follows logically from the 
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discrete possibility of a zero value observed for a first-order neighbor and an exponential 
or Gibbs potential describing this probability (Besag 1974, Ripley 1981 ). 
The autologistic model is used to determine the overall local structural configuration 
pattern and to identify the significant cells that verify the directionality on influenced effects 
of the tarcrete layer in every year used in the study. The autologistic model of this study is 
expressed as follows: 
N 
exp{ akXk + 'L JJk.LXL} 
P( X k = Xk I XL : k ;f. L) = L~l 
[ l+exp[ak+ L fJk.Lx Ll 1 
L~k 
Where X is a random variable, x is the response value, k is the target cell, L is neighborhood 
cells, a is a constant , and B is the parameter. 
P;;(Xk) = 1- ?;1 (Xk) 
The six autologistic formulas are used in combination with a selective binary 
response to account for each class. That means the used formulas will be applied to each of 
the classified images using the following binary response to account for each class at a time: 
b 1 Oillake k t =I if cell k is classified as Oillake; 0 otherwise. 
' ' 
b 2Heavy,k,t =I if cell k is classified as Heavy; 0 otherwise. 
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b 3Jntermedia te k t = 1 if cell k is classified as Intermediate; 0 otherwise. 
' ' 
b 4 Light, k,t = 1 if cell k is classified as Light; 0 otherwise. 
b 5Traces k t = 1 if cell k is classified as Traces; 0 otherwise. 
' ' 
b 6 Sand, k,t = 1 if cell k is classified as Sand; 0 otherwise. 
4.9 Space-Time 
In the previous section (4.8), the methodologies of temporal and spatial dependence 
will be examined separately, analyzing the temporal change over time and the global and 
local spatial structural configuration of the tarcrete. An analysis of space and time together 
is conducted using the autologistic function described previously, with modification. 
Space-time dependence assumes both a spatial and a temporal Markov process. As such the 
probabilities of space-time, grid-based phenomena can be expressed as: 
P( Xk = 1, at time t I 'II cells L at time t -1 ) = P( Xk, t = 1 l1st order neighbor cells L at time t_1 ) 
where X is a binary specification of the response variable, k is the target cell, and L refers 
to all potential neighbor cells. In particular, this phenomenon can be examined using a 
corresponding space-time autologistic configuration similar to the purely spatial autologistic 
function. Let 
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x = I when the kth cell exhibits a change for the tarcrete state at time t 
k,t 
and 0 otherwise, then 
exp( X k.r (a, + L f3 L n ,_,_ ) ) 
P( X = )= 'ti L 
k.r x k, I ( "" f3 ) 
· + exp a1 + L..J L n L, t -1 
'ti L 
is the model for which the parameters are estimated using the maximum likelihood 
N 
n 1.1 -1 = L f( d ki. J X u-1 
L=l , k'#L 
method such that the sum of the logarithm of the probabilities is maximized. The spatial 
clique and temporal links for this probability statement are derived using the new response 
variable where d(kL) is some function of distance defining a neighborhood or clique. At the 
rudimentary level, d(kL) is the resolution of a single cell/pixel of the satellite image but 
could also represent an inverse exponential or power function of distance. The function of 
n(k,t) is a measure of the interaction effects on cell k from time t-1 to time t. The 
significance of the relationship between n(k,t) and X(k,t) can be examined through the 
regression coefficients or the use of the Moran's I autocorrelation statistic. The 
87 
time-dependent auto logistic becomes a measure of decay, diffusion, or change in the extent 
of the tarcrete with respect to all other classified states. 
The space and time procedure used the data files that contain the target cell in the 
first column, which means there are five data files with a target cell in each. A new data file 
will be created without a target cell column, so it had only eight columns. The data file 
belonging to the 1998 image will be deleted and only the first column (target cell) will be 
extracted and inserted in the 1995 image data fi le instead of the original column, as in 
Figure 4.3. 
C2 C3 C4 
r-1, c-1 r-1, c r-l , c+ l 
t t t 
C9 r, c-1 Target r, c+ I C5 
t Pixel t-n t 
r+ l , c-1 r+ l , c r+ I , c+ I 
t t t 
C8 C7 C6 
Figure 4.3: Target cell at t from the lagged period of observation (t-n) . Where n = 1, . . . ,5 
years. 
The result will be a 1995 data file of neighboring cells with target cells from 1998, 
and the same will be applied to all other data files . For example, the 1994 image data file 
of neighboring cells have target cells from 1995, and the 1991 image data file contained the 
target cells of 1993 . These files will used in an auto logistic model analysis of time and 
space. 
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4.10 Cellular Automata 
The cellular automata simulation in this study will be using a combination of two 
perimeters file and the actual satellite image from time t to simulate tarcrete contraction at 
t+ 1 and a weights file. The result of the autologistic model, particularly the standardized 
errors are used in similar patterns in which they will be read. That mean the standardized 
errors for each class as produced by the autologistic analysis are arranged in an ASCII file 
as the target cell standardized error in the middle, standardized errors of upper left cell at 
the upper position and standardized errors of upper cell at the upper position at the upper, 
standardized errors of the cell at upper-right position at the upper right position, and each 
of the other standardized errors are placed in the position in which it will be calculated from 
(Fig. 4.1 ). The weight is a file created and used in the cellular automata simulation to 
account for the effect of other factors in nature that contributed to the contraction of the 
tarcrete through time that is not accounted for in the model. 
The other necessary component in the simulation is the actual image that will be 
produced by the classification. The two combinations and the actual classified image are 
used in the FOCALSUM command in Grid module of ARC/INFO. The final step is to 
compare the chi-square of the actual process and the simulated process of tarcrete 
contraction over time from one classified image to the successive image. 
5.1 Overview 
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Chapter 5 
Results 
The null hypothesis of this study is that the tarcrete does not change with time. A 
decrease in area of tarcrete means that tarcrete will change to another type of land cover 
(sand) in the desert of Kuwait. The classification produced six classes in one band for 
each of the five multispectral (TM) images in this study. The oil lakes, heavy, 
intermediate, light, and traces of tarcrete should all decrease in size with time, and the 
sand class ought to increase with time. The expectation was to show each 30 by 30 meter 
area moving from class to class, for example, a pixel ideally transitioning from the oil-
lakes class to the intermediate class in the presence of randomness of nature. Also, some 
oil-lakes pixels resist change and remain at the same class at the next time period. 
Table 5.4 illustrates the general trend of the classes to become smaller, except for 
the traces and sand class. Pixels move from oil lakes to traces of tarcrete, but the 
movement is not smooth. A pixel will shift to another class that is not necessarily 
consecutive. For instance, some pixels of the oil-lakes class moved directly to light 
tarcrete rather than to the intermediate class. 
The data indicate that the movement has natural causes. In fact this is why the 
area outside of the fence located at the south end of the Burgan oil field was selected. In 
the oil fields (Al-Magwa, Al-Ahmadi, and Al-Buran) considerable areas went from 
tarcrete to non-tarcrete owing to man-made processes. An example of non-natural land 
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cover change was the process of making way for the firefighting companies to 
extinguish buming oil wells in 1991 . This is still on-going and will continue but perhaps 
with less intensity as part of oil field development. 
This section of the study is concemed with the process of pixels moving from 
one class to another in time. The tarcrete pixels (oil lakes, heavy, intermediate, light, 
traces) have two ways to go, either to remain in some class or move to another. The 
challenge is to determine the probability that a pixel will move from one class at time 1 
to another class at time 2 and whether this transition is dependent. 
5.2 Landsat TM Images Classification 
5.3 Pre-processing of Landsat TM Images 
5.3.1 Geometric Correction 
The 1998 image was georegistered to UTM coordinates usmg ground 
coordinates collected in the field. Then a co-registration of images was conducted using 
the 1998 image as a master image and the 1991 ,1993, 1994, and 1995 as slave images. 
The benefit of the co-registration is to have the location of a given pixel covering a 
particular area in one image line-up with the location of the pixel in another image 
covering that same area (Townshend et. al., 1992). In this way, it is possible to select 
training sites that covers the same area through each band in the multispectral images of 
Landsat TM images (Lillesand and Kiefer 1994; Schowengedt, 1997). 
The result of registering all images to the 1998 image is shown in Table 5 .1. 
Evaluation of the registration can be seen in column three. The root-means-squared 
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(RMS) should be at least less than one or equal to 0.99 per cent. The RMS error 
indicates a satisfactory result. Furthermore, visual evaluations were conducted by 
verifying whether certain features (for example, a street) overlap and align in all images 
by displaying on the screen different bands from different dates in different colors. No 
variations were observed. 
Image Acquisition Number RMS 
Sequence Date ofGCPs Error 
I 1991 13 0.92 
2 1993 14 0.74 
3 1994 15 0.46 
4 1995 16 0.65 
Table 5.1: Images were co-registered to the 1998 image. Accuracy isindicated by the 
RMS error. 
5.3.2 Radiometric Correction 
Images were atmospherically corrected to appear as if they were collected under 
similar atmospheric conditions and sun angles, a method proposed by Hall et al , (1991) 
and applied by Pax-Lenney et al., (1996) and Pax-Lenney and Woodcock (1997a; 
1997b ). 
This methodology of atmospheric correction depends on matching dark and 
bright objects found in the images. An image must be selected as a master image and 
other images as slaves. The 1991 image was selected as a master image due to the time 
of its acquisition (Nov. 14, 1991 ). It was the first image acquired after the last of 
Kuwait's blazing oil wells were extinguished after the Gulf War. The pollution level 
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detected in this image is at a maximum in comparison with all others and the surface of 
the desert is unusually dark. 
Initially, ten (training/polygon) sites were selected from the Arabian Gulf as dark 
objects, and another ten sites were selected from the desert as bright objects. The 
selected sites for both dark and bright objects were at the same exact location in all the 
images. The selected sites for dark and bright objects were chosen from different 
locations spanning the entire image. 
The selected sites for dark objects from the Gulf were good examples of dark 
objects, and were also stable in all images, which means a low variability of digital 
numbers (DNs) observed for that site. Unlike the sites for the dark objects, the selected 
sites for bright objects were unstable and varied between images. The variation was due 
to the differences in desert surface reflection properties. Desert surfaces reflect high 
levels of energy or radiation, and the amount varies depending on the type of sand and 
surface conditions. The highest reflection comes from the new moving sand particles or 
semi-stable sand (as in sand sheets or dunes), or from sand with high silt content such as 
in Subkha areas (Al-Doasasri, 1994). These features can be clearly seen in the 1989 TM 
image (Fig. 1.3), which was captured prior to the Gulf War when the desert was free of 
tarcrete and oil pollution. The 1991 image shows the maximum pollution found, 
therefore, it appears as the darkest of all images available for this study. An impression 
of increased brightness was observed in the images of 1993-1998 as time progresses 
(Fig. 3.2-3.3, and 1.5). Over sixty sites were selected as a potential sites to represent 
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bright objects and the five most stable sites/locations with lowest variability in DNs 
were chosen to be used as the bright objects for the atmospheric correction. 
For each slave image, the mean DN was calculated for each dark and bright site, 
band-by-band. These values were plotted against those of the master image and the 
linear regression equation calculated. The resulting linear equations were used to 
calculate the corrected minimum (min) and maximum (max) of the digital values of non-
corrected images. The equation shows the general linear equation. 
In the general equation, Y would be the corrected DN, B0 is the value of the 
slope, and B 1 is the value of the intercept. B 1 would always be assigned to the min value 
for the corrected image and, inserting the max value of the uncorrected image in X, a 
corrected max value (Y) is calculated. This procedure was applied to all the bands of all 
images. The new min and max values were applied to the image using IPW (Image 
Processing Workbench) program called MKLQH (make a linear quantization header). 
For example, the equation for Band 4 for the 1993 image is: 
Y=0.6223 X+ 0.1963 
The digital number that equals 0 in the uncorrected image would be set to 0.1963 
and the digital number that equals 255 in the uncorrected image would be assigned a 
new value of 158.88. In another words, the result would indicate that band-4 is the raw 
(uncorrected) band, which had zero as min value, and 255 as a max value and the 
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radiometrically corrected band would have a value of 0.1963 as min and 158.88 as a 
max value. 
5.3.3 Window of the Study Area 
A window of interest was selected to concentrate the effort of the classification 
on the tarcrete. This was done to avoid and to minimize confusion between the tarcrete 
and any other land cover features , such as urban areas, water, scattered man-made 
plantations, or other land cover types that were not of interest in this study. This would 
also increase the possibility of accurately classifying the tarcrete classes. The selected 
window was 1790 pixels in Y (lines) by 1644 pixels in X (samples) which equals 2648 
Km2• A mask was created to cover the area of the tarcrete and its very close 
surroundings as it appeared in 1991 (Fig. 5.1 ). Also, a clean up procedure was done to 
mask out any areas affected by sensor malfunctions (shutdown areas) (Fig. 5.1). 
The study area (Fig. 5.1) includes oil lakes; heavy, intermediate, light, and traces 
of tarcrete; and sandy areas. The study area is bounded by the Seventh Ring Road and 
covers the Al-Maqwa oil field in the north, Al-Ahmadi and Al-Burgan oil fields in the 
middle, and the tail of the tarcrete in the south. Figure 1.3 shows the tarcrete at its 
maximum in 1991. Figure 1.5 shows the tarcrete at its minimum in 1998. The sand area 
is much larger and the tarcrete is smaller. The variation in tarcrete coverage between 
1991 to 1998 is the focal point of this study. 
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Figure 5.1 : This figure (1991 image "Band 2") shows the study area. The black 
horizontal lines are areas of sensor malfunction, which were removed from 
the study area. 
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5.4 Images Classification: 
A comparison of three Image classification methods was conducted: 
unsupervised classification, supervised classification, and Fuzzy ARTMAP 
classification. 
5.4.1 Unsupervised Classification 
Unsupervised classification depends on spectral values only, without any training 
sites provided by the user. The unsupervised classification was applied to all images in 
three steps. First, statistics (means, variance, and covariance) were obtained for each 
class from one image as seen in Table 5.2. Second, the created statistics were applied 
through the classification (Maximum likelihood) program BA YES.CRS in IPW to 
classify the other images. 
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80 . 4392286805651 109 . 588062036909 96 . 2649914860325 163 . 10465276819 106 . 139444981361 
0.693451216010022 
0.139423623716043 0 . 598451069647084 
0.111643028791423 0 . 185919756300821 0 . 547709207579717 
0.0507244062983113 0 . 05832738899297 0 . 103241503306832 0.976474066005602 
0.0705645916403496 0 . 111282912520177 0 . 091656584130444 -0.0795441172523591 0 . 904290 
• 6 
Table 5.2: Example of statistics for each polygon; Line number 1 is number of input bands; 
Line number 2 is the mean DN of the polygon at each Band; line number 3 is the 
variance of the polygon in Band 1; line number 4 is the covariance of the polygon at 
Band 1; the last line is the site number. 
Al-Doasari (1994) used an unsupervised classification of the raw spectral values 
of the 1991 image to identify different desert features in Kuwait. The current study uses 
five images from 1991 to 1998 for the same area, and if an unsupervised classification is 
applied to any one of these five images then the same statistics should be applied to 
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classify the other four images. Significance statistics are produced to distinguish one 
class from another; then similar classes are aggregated or grouped. The grouping of the 
classes was based on their appearance as produced by the unsupervised classification, 
the prior knowledge of the area that was gained from the field work, and how the classes 
might match each other in the photographs of each site that were collected in the field. 
UST A TS generates statistics for the unsupervised classification. The user 
specifies the number of output classes in the classification, and a threshold number, 
which controls the size of each class in multispectral space. The threshold number 
should be less than the number of classes. If the threshold number is large then the 
classes will be too general and it will cover unrelated features , which is not necessary for 
this study. It is recommended that the number specified for the threshold be less than the 
number for the classes. 
In a first attempt, the 1998 image was used to generate the classification 
statistics, and several tests were made to evaluate the number of needed output classes 
and threshold values such as: 7, 3; 7, 6; 9, 3; 10, 6; 20, 3; and 20,10. These tests did not 
produce the needed statistics. Some of the variances and co variances were zero and the 
variation between class means was small. We were using a value of zero for the 
threshold in the unsupervised classification, which forces all pixels to be classified. 
When the statistics generated from the 1998 image were applied to the 1998 image, the 
result was a classification with only one or two classes, which was not sufficient for this 
study. 
98 
The 1998 image is the brightest image of all the five images. The tarcrete at the 
1991 image had a very dark color, and the tarcrete in the 1998 image was much brighter. 
In an effort to select another image to produce the statistics instead of the 1998 image, 
the remaining images were displayed and 1993 (Fig. 3.2) was selected. The 1993 image 
shows the largest area of tarcrete after the 1991 image and it includes good examples of 
all classes needed for the classification. Also, the tarcrete features in the 1993 image 
were not at the extreme maximums as in 1991 (Fig 1.4) or at the minimum as in 1998 
(Fig. 1.5). 
When using the 1993 image to generate the needed statistics for the unsupervised 
classification, different values were assigned to the number of class clusters and 
thresholds in the following combination: 7, 3; 8, 2; 8, 3; 8, 4; 8, 5; 10, 3; 10, 6; 12, 3; 20, 
3; 30, 6; 50, 3. The combination of 30, 6 produced the most reasonable statistics 
indicating a significant difference between classes means and relatively higher number 
in covariances. Then, using BA YES.CRS, the statistics were applied to all images. The 
resulting images from the unsupervised classification contained thirty classes, which 
were then aggregated to six classes. Each class was labeled differently and by color to 
represent each of the six classes needed for this study (Appendix 1-5). 
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5.4.2. Supervised Classification 
The supervised classification depends on the information (training sites) 
provided by the user to perform the classification. Information about tarcrete was 
collected during fieldwork, which was the basis for the supervised classification. In the 
field, 110 sites were visited and for each site, a photo and GPS measurements were taken 
(Table 3.3). The GPS measurement were converted into UTM coordinates (Table 3.3), 
and then X and Y coordinates were calculated for each pixel from the UTM coordinates 
(Appendix 2). The purpose of the X and Y calculations was to help locate each pixel 
from which a polygon was drawn to represent a test site observed in the field. Field 
notes, photos, and visual inspection of the images were used to define the polygons in 
the 1998 image. These polygons were drawn on a new layer acting as a new band that 
only contained these polygons. Each polygon was given an identification number and 
each class was given a different segment of serial numbers (Appendix 3.1-3.2). This task 
was conducted with extra caution and precision due to the potential confusion between 
what was observed in the field and how the same features appeared in the satellite 
images. The X and Y coordinates were very helpful in determining the precise location 
of each site on the image. 
The 1998 image was used to produce the classes statistics, because its acquisition 
was at the time of field work. The rest of the images represent the study area at earlier 
times but the necessary field data was not available from those years. To apply 
supervised classification to any image, BA YES.CRS program in IPW with threshold 
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equal to zero was used as in the previous classification. The results are shown in 
(Appendix 4.1-4.5). 
5.4.3 Neural Networks 
FUZZY ARTMAP, a Neural Network (NN) for remote sensing was developed 
by Carpenter et a1 ( 1997) as a method of supervised classification. Fuzzy ARTMAP has 
three modules, which are ARTPREP, ARTTRAIN, and ARTCLASS. The ARTPREP 
module converts the input training files to an ARTMAP data format. The ARTTRAIN 
module creates the trained neural network. The ARTCLASS module applies the trained 
network to an image. 
The neural network was trained with examples of the classes of interest from the 
1998 image. (These are same training sites used in the supervised, maximum-likelihood 
classification). The input data to the network was five TM bands (2-5 , and 7). The first 
(blue) band was excluded due the amount of distortion introduced when it was used in 
an earlier test, and the sixth band (thermal) was also excluded because of its coarser 
resolution. 
The neural network requires input data to range from 0 to 1. The user can specify 
the minimum and maximum value to be set to 0 and 1 as is shown in the normfile (Table 
5.3). The first line indicates the total number of inputs, which was 5 for this study; 
subsequent lines show input minimums and maximums of DNs for each band of 1998 
image used after atmospheric correction was applied. The trained network was applied 
to the areas of the interest in the five images. The result of the NN classification is 
shown in (Appendix 5.1-5.5). 
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20 0 70 1 
15 0 95 1 
8 0 84 1 
5 0 150 1 
2 0 100 1 
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Table 5.3: The normfile used in the NN process. 
5.5 Imagery Classification 
The images used in this study (1991 , 1993, 1994, 1995, and 1998) have been 
classified by three methods: unsupervised classification, supervised classification, and 
NN classification. The reason for three types of classifications was to select the most 
accurate and useful classification of the three. 
The polygons, which were drawn according to the field data, were separated into 
two groups: one group for training in the supervised classifications (Appendix 6), and 
the second for testing in all3 classifications (Appendix 7.1 -7.2). For example, if the oil-
lakes class had ten sites that were observed in the field, then seven sites would be used 
for training and three for testing. There is no rule of thumb as to how to divide the 
number of sites between training and testing, and it varied from class to class. If a class 
was expected to cover a large portion of the used image, then more sites were used for 
training and less for testing. In all cases, training sites were more than fifty percent of all 
sites for a specific class. A weighted sample of each class was present for the NN 
classifier, in proportion to the anticipated class proportion in the image, to produce an 
accurate classification. 
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The two groups of polygons (training and testing) are separated into two 
different layers. The classes needed in the final output of the classification were oil 
lakes, heavy tarcrete, intermediate tarcrete, light tarcrete, traces of tarcrete, and sand. A 
unique identification number was assigned to each site/polygon. The polygons were 
spread over the entire study area. In some cases two polygons were close together, but 
they represented two different classes. All sites used in the training were grouped by 
class. 
The resulting images of the three classifications are appended (Appendix 1.1-1.5, 
4.1-4, and 5.1-5 .5). These outputs would appear almost the same to the untrained eye. 
However, using the test polygons a difference in accuracy was deducted. The testing 
polygons precisely indicated the differences between the three procedures. (Appendix 
8.1) 
The only classified image used in the accuracy assessment after applying the 
three types of classifications was the 1998 image, because field data were obtained 
during that year. The accuracy assessments were conducted in two ways: per-polygon 
and per-pixel. The results in (Appendix 8.1-8.9) shows the accuracy assessment of the 
three classifications. 
The NN classification was far more accurate than either unsupervised or 
supervised classification. The overall NN per-polygon accuracy is 60% and per-pixel is 
59%. The unsupervised classification is 46% per-polygon and 47% per-pixel, and the 
supervised classification is 46% per-polygon and 43% per-pixel. The NN classification 
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had a higher accuracy than the other two types of classification and thus selected as the 
method of choice. 
The difference between the three images of the 1998 image, which was the result 
of applying the three types of classifications, are clear from the accuracy assessment and 
by means of visual inspection. The higher accuracy of the NN classification is reflected 
in the visual recognition of the each class in all years. The higher accuracy of the NN 
classification is clearly seen when an area is covered by one class is visually observed, 
in which the group of pixels that represent a single class are clustered with more purity 
with less noise than the other two classifications methodologies. The classes generated 
by the NN classification can be observed as visually smooth with less noise in any year, 
where the other types of classifications (unsupervised, and supervised) resulted in 
classes for each year with an obvious noise. 
For example the light tarcrete class (blue colored class) is contained inside the 
fence in 1998 at the middle left portion of the printed image of the NN classification 
(Appendix 11.5). In the two classifications (unsupervised, supervised) the light tarcrete 
class can be observed out side the fence. Also, at the lower right portion of the printed 
images of the unsupervised and the supervised classification the light tarcrete class is 
occupying a large area with many scattered pixels, unlike the NN classification which 
shows few pixels representing the light tarcrete class. 
The unsupervised classification produced a light tarcrete class that covered a 
large area. The supervised classification produced the light tarcrete class that also 
covered a large area, but smaller than the same class that was produced by the 
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unsupervised classification. Furthermore, the NN classification separated the same class 
to cover a much smaller size that is relatively similar to the real size that have been 
observed in the field. However, the size of this class as produced by the NN 
classification is less than the pervious two methods of classifications. The result of the 
unsupervised and supervised classifications positioned a large portion of the light 
tarcrete class in inappropriate location (lower right part of the study area) according to 
the field observation. Moreover, the size of this class was much larger than expected 
when the unsupervised and supervised classification was applied. 
The major support for the claim of mis-positioning of the light tarcrete class in 
the study area is due to the fact that the light tarcrete class is part of the main tarcrete 
layer that stretches from Al-Maqwa oil field to the southern border of Kuwait. Also, this 
class is made of large chunks of dry tarcrete ranging in size approximately between 2-6 
em, which can not be removed by the northwesterly wind. The northwesterly wind is 
capable of lifting tarcrete chunks of that size and depositing these chunks of tarcrete in 
an area that was never covered by tarcrete since 1991. 
Based on field observations and visual interpretation of the 1998 image, it was 
concluded that any areas in the study region that was not covered by tarcrete could only 
be covered by either traces oftarcrete or sand. The sand is the endogenous land cover of 
the area. The traces, if found , either at an area where it was covered by tarcrete and the 
tarcrete is at the last stage of erodibility, or the presence of the tarcrete traces is a result 
of wind transport. The traces would be transported from areas where an extensive 
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tarcrete erosion (supply areas) is taken place to be deposited in the area (depositional 
areas) that had neither tarcrete nor traces of tarcrete. 
Therefore, it is less accurate to find a large portion of the light tarcrete class 
covering an area that is covered by sand or traces as supported field observations. This is 
largely caused by an inherited problem of satellite image misclassifications. The NN 
classification identified the light tarcrete with higher precision in comparison with the 
other two classification techniques. The NN classification positioned this class at a 
location that is close to the locations where this class have been observed to be located 
in the field . 
The X and Y coordinates are used for two purposes, first checking whether the 
GPS coordinates match the test site location as recorded in the field notes, visually 
observed in the field, and in the photographs. If the X and Y coordinates indicate an 
error in the GPS measurements then the site is excluded from being a training site for the 
class it was suppose to represent. Therefore, the number of training sites used in this 
study for the classification are less than the number of test sites visited in the field as 
shown in Appendix 3.1-3 .2. The second purpose is to accurately locate and select 
particular sites on the image to be a good representative for each class that was intended 
to be classified in the classification process ofthe 1998 image. 
The duration of time used to classify each image usmg unsupervised and 
supervised classifications was considerably short (40 minutes) in comparison with the 
time it took to classify any image by the NN classification. When the NN classification 
is applied, it lasted between 5 to 6 hours to classify each image. The classification 
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procedure conducted in this study is the first step, and the second step is to apply the 
methodology suggested by Dezzani (1999). 
The polygons that are used as training sites for the supervised and the NN 
classification were grouped using a masking procedure that was specified to each class. 
Thus, each polygon was drawn and labeled individually. In a second step the polygons 
represented by a single class were grouped together with the same label. 
To improve the accuracy of the NN even further, a network was re-trained using 
all available data (i.e. both the training and testing data). This was done to provide the 
NN classification with more data to improve the separation between classes. The 
generated statistics by both the unsupervised and the supervised classifications are 
collected from the 1998 image and then applied to the prior images (1995 , 1994, 1993, 
1991 ). Also, the same procedure was used in the NN classification but instead of the 
statistical file, there was a train-file that was generated by the neural network and 
applied to the prior images. A train-file is a file that generated when the NN 
classification is executed using a particular image. This file contains the necessary 
information to classify any image in a second step that contains land surface features 
similar to those included in the image used to train the NN classification. 
The classified area covered three oil fields and the extension of the tarcrete that 
stretch in southern part of Kuwait to reach the border of the country. The oil fields in the 
study area have been subjected to extensive operations since 1991 , and the impact of 
these operations was reflected on the state of the tarcrete. Some of these operations 
consisted of the removal of the tarcrete that Jay around the burning oil wells and creating 
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a new unpaved roads in the oil fields for the purpose of transporting the heavy fire-
fighting equipment and other machines needed for oil wells development at a later stage. 
The most important cause of creating these unpaved roads was to extinguish the burning 
oil wells. These type of activities caused the removal of the tarcrete in an unnatural way. 
This study is only concerned with the natural effects that cause the gradual 
fragmentation, degradation and disappearance of the tarcrete as time advances. 
Also, as a result of these operations, many fences were created around the three 
oil fields. A portion of these fences transects the tarcrete from east to west, on the upper 
side (north) of that particular fence are the three oil fields , which were excluded from 
this study. On the lower side (south) of that fence was the tarcrete which was used in the 
statistical analysis of this study. The reason of selecting this area of the tarcrete was to 
minimize the impact of any intervention that was not natural. The area used in the 
statistical analysis is shown in (Appendix 11.1-11.5). The number of pixels in each class 
is illustrated in Table 5.4, which provides the information about the tarcrete in the 
Landsat TM images that can be used and applied in the methodology suggested by 
Dezzani (1999). 
Class I 
Year 1 2 3 4 5 6 Total 
91 216702 46891 29756 36159 72168 30716 432392 
93 38854 45781 31759 38612 182079 95307 432392 
94 346 36284 44138 91469 209822 50127 432186 
95 5580 33851 28781 149932 129823 84425 432392 
98 1022 1355 4563 36456 155317 233679 432392 
Table 5.4: The number of pixels in each image based on the final NN classification. 
The total number of pixel in 1994 was different due the masking of sensor 
malfunction areas (pixels). 
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5.6 Test for Dependence (Contingency Table) 
The result of using contingency tables to produce probabilities is illustrated in 
Table 5.5. The year in which cells move from year to another year is indicated in Table 
5.5, where the order used, chi-square, and P value including decision taken are indicated. 
The process was not independent, given an overall high chi-square value, which is much 
greater than chi-square for 25 degrees of freedom in all years. The chi-square for each 
class in any particular time period was decomposed for that specific class at the next 
time period (t+ 1 ). The conditional probability (Pij) was not equal to the outcome of 
multiplying Pi by Pj. 
Years Order Chi-square p Decision Ho 
from-to Value taken 
1991-1993 First 279566.90 0.0001 Rejected Dependent 
1993-1994 First 548930.91 0.0001 Rejected Dependent 
1994-1995 First 907061.84 0.0001 Rejected Dependent 
1995-1998 First 254418 .25 0.0001 Rejected Dependent 
Table 5.5 : Rejecting the test for stationarity 
The fundamental condition for using a Markov chain model is that the change 
from first time period t to t+ 1 must be dependent. That means that cells at a specific 
class at t should resist change or at most change to a consecutive class at t+ 1. Each cell 
moving from t tot+ 1 was precisely identified in first order combination, and the change 
over time that resulted in the contingency tables for this order was not stationary. 
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As dependence exists across all temporal sets (time periods) of observations, it is 
not possible to determine the order of the chain. In order to test for a stationarity the 
independence must result between two successive periods, and not every other period. 
5. 7 Moran's I result 
Year Moran's Pattern 
Coefficient (I) 
1991 0.987 50704004 Cluster 
1993 0.98754743091 Cluster 
1994 0.98891385577 Cluster 
1995 0.98576307078 Cluster 
1998 0.98537304922 Cluster 
Table 5.5 .5: The result of Moran 's Coefficient for each classified image used. 
5.8 Spatial Autologistic Analysis 
The result of the Moran's I indicated an overall clustering pattern for all of the 
five classified images. However, the analysis investigated each class with respect to 
other classes in the same year. The result of the Spatial Autologistic analysis showed the 
neighborhood effects on a target pixel in a three by three kernel. The neighborhood 
effects on the target cell in the kernel meant the distribution of specific class in a 
particular cell of the kernel with respect to the target cell in the same class. Therefore, 
the Spatial Autologistic used a probability ratio of a maximum likelihood estimate that 
calculated the likelihood that a selected class would be found in specific location of the 
three by three kernel given the target cell from the same class. 
The class selected is a result of binary response, where the value 1 was given to 
the class of interest in all the kernel cells and 0 for all other classes. Therefore, the 
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comparison is between two classes: one is the selected class and the second all the other 
classes together. This would occur at the first step of executing the model. Then a 
different class is given the value 1 and the rest are given a value of 0 until all classes 
have been analyzed in this manner. 
When the binary response IS applied, only that selected class in the eight 
positions available is compared. The analysis is made of eight degrees of freedom, 
which is measured by a likelihood with a P value of 15.507. The analysis is significant if 
there is enough data to confirm overall model result confidence in a P value (0.000 1, 
means 95% significant). 
The outcome of the analysis is manifested in the parameter estimates. The more 
positive the parameter the analysis produces, the more likely that this class would be 
found at that cell , suggesting a higher probability in that direction. However, a negative 
parameter suggests that other class are more likely to occupy that cell in that direction. 
A higher probability indicates that this class will very likely be found at a particular cell 
of the kernel and that can be considered a distribution of cluster pattern. On the other 
hand, negative sign means that the probability of the other classes given a value of 0 are 
more likely to be found at that negative cell of the kernel and that can be considered a 
random distribution pattern. The result of the analysis also produces insignificant 
parameters. 
A diagram is conducted to explain the result of the Spatial Auto logistic analysis. 
This diagram has 9 cells (a three by three kernel) where each cell can be described as i) 
expanding and suggesting a cluster patter when the parameter is positive, ii) contracting 
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and suggesting a random pattern when the parameter is negative, or iii) insignificant 
when the P value for that particular parameter is less that 0.05. In the diagram the target 
cell is shaded black, the insignificant cell is shaded by gray color, plus sign indicate a 
higher probability, and negative sign indicate other class have more probability to be in 
that cell location. 
Each year's result has an overall target cell count in a Table that indicates the 
class number and the number of cells used in the model for each class and by what 
percentage each class was weighted in comparison to the other classes. Following the 
target cell Table is a binary response Table for the class under analysis (taking the value 
of one) and the other classes (taking the value of 0) and the number of classes that 
correspond to the binary response. 
The next part of the Spatial Autologistic analysis results in the likelihood and the 
P value for the whole overall model (likelihood ratio). The last Table preceding the 
diagram is the analysis showing the resulting estimate for each parameter of every cell in 
the kernel. The Table labels at the upper line begin with the parameter estimate, which 
gives the estimated coefficient of the fitted Spatial Autologistic model , Standard error 
gives the standard error of parameter estimates, Wald chi-square is calculated as the 
square of the value obtained dividing the parameter estimate by its standard error, the P 
value which refers to the significance of the parameter estimate in respect to the 
likelihood distribution with one degree of freedom with a P value of .1925, and the 
standardized estimates for each parameter is calculated for all slope parameters. The 
standardized error is the parameters which are going to be in the cellular automaton 
112 
modeling at a later stage. The Spatial Autologistic result and the space-time result use 
the same types of diagrams and Tables to explain their results. 
5.9 Spatial Autologistic Analysis for 1991 
The first image to be analyzed by the spatial autologistic model is 1991. The 
overall cell count Table 5.6) shows how many cells per class were used as a target cell in 
the analysis. 
CL1 Frequency Percent 
-------------------------
1 216702 50.1 
2 46891 10. 8 
3 29756 6.9 
4 36159 8 .4 
5 72168 16.7 
6 30716 7.1 
Table 5.6: The overall count oftarget cells by class for 1991. 
5.9.1 Class One (Oil Lakes) 
The binary response shown in Table 5.6 indicates the number of cells in the oil-
lakes class in 1991 and the number cells for all other classes that same year. The order 
value indicates how many binary responses are used in this part of the analysis. B 1 is the 
binary response indicator used in the program analysis, in which the value of 1 is given 
for the oil-lakes class and 0 to cells of other classes. 
Ordered 
Value 
1 
2 
113 
B1 
1 
0 
Count 
216702 
215690 
Table 5.6: Binary response profile of class one (oil lakes) . 
The likelihood of the oil-lakes class analysis in the spatial auto logistic model is 
578067.87, with a P value of 0.0001, suggesting overall a very significant model. The 
likelihood estimate of the oil-lakes class produced the parameters shown in Table 5.6. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi-Squar e Estimate 
CL2 1 - 0.9493 0 . 0532 318 . 9752 0.0001 - 0.947690 
CL3 1 -2 . 3590 0 . 0554 1812 . 905 5 0 . 0001 -2 . 354382 
CL4 1 - 0.0635 0 . 0589 1 .1634 0 . 2808 - 0 . 063372 
CL5 1 - 2.3488 0.0591 1578.2330 0 . 0001 - 2.343469 
CL6 1 -0.6169 0.0525 138 . 221 9 0.0001 - 0.615593 
CL7 1 -2.6195 0.0561 2183 . 0918 0.0001 - 2 . 614623 
CL8 1 0.2515 0.0580 18.8243 0 . 0001 0.251207 
CL9 1 -2.4978 0.0575 1 884.9619 0 . 0001 -2 . 493369 
Table 5.7: Analysis of maximum likelihood estimates for class one (oil lakes). Target 
cell from 1991 , and neighboring cells from 1991. 
The result of the spatial autologistic analysis of the oil-lakes class in 1991 
indicated overall negative signs for the neighborhood effects, which means that we are 
more likely to find other classes in the eight surrounding cells, as shown in the diagram 
(Figure 5.2). 
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Figure 5.2: The 1991 autologistic analysis kernel for the oil-lakes class. 
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5.9.2 Class Two (Heavy Tarcrete) 
The following Table (5 .9) shows the binary response profile of the heavy tarcrete 
class in I99I. 
Ordered 
Value 
1 
2 
B2 
1 
0 
Count 
46891 
385501 
Table 5.9: Binary response profile of class two (heavy tarcrete) . 
interest with binary value of I , and other classes with a binary response of 0. 
The likelihood value of the overall heavy tarcrete model is 4563.745 , with a P 
value of 0.000 I, indicating a very significant overall model. The parameter estimates are 
showing in Table 5.IO and the interpretation ofthe result is illustrated in Figure 5.3. 
Parameter Standard Wald Pr > Standardi zed 
Variable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 -0 . 0676 0 . 0186 13 . 2613 0.0003 -0.067486 
CL3 1 0 . 0683 0.0190 12 . 9821 0 . 0003 0.068179 
CL4 1 0.000909 0 . 0173 0 . 0028 0.9581 0.000907 
CL5 1 -0.0140 0.0199 0 . 4940 0.4821 - 0.013976 
CL6 1 -0.0377 0.0192 3.8 617 0 . 0494 -0.037662 
CL7 1 0.0337 0.0199 2 . 8538 0.0912 0.033614 
CL8 1 -0.1312 0.0183 51 . 330 5 0.0001 - 0.131022 
CL9 1 - 0.05 1 3 0 . 0199 6 .6 394 0.0100 - 0.05 12 37 
Table 5.10: Analysis of maximum likelihood estimates for class (heavy tarcrete). 
Target cell from I99I, and neighboring cells from 1991. 
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Figure 5.3: The 1991 autologistic analysis kernel for the heavy class. 
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5.9.3 Class Three (Intermediate Tarcrete) 
The binary response for the intermediate tarcrete is show in Table 5.11. 
Ordered 
Va l ue 
1 
2 
B3 
1 
0 
Coun t 
29756 
402636 
Table 5.11: Binary response profile of class three (intermediate). 
The overall likelihood for the intermediate tarcrete class is 2539.659, with a P 
value of 10.0001 , suggesting overall model significance. The parameter estimate for 
each cell in the kernel is shown in Table 5.12. 
Paramete r Sta ndard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi -Square Estimate 
CL2 1 0.1234 0 . 0190 42 . 3994 0.0001 0. 123236 
CL3 1 - 0 . 0127 0 . 0194 0.4265 0. 5137 -0.012636 
CL4 1 0 . 0977 0 . 0177 30 . 617 5 0.0001 0 . 097553 
CL5 1 0 . 0658 0.0199 10.9135 0.0010 0 . 065637 
CL6 1 0.1891 0 . 0192 96.8 5 55 0.0001 0.188664 
CL7 1 -0 . 1257 0 . 0201 39 . 1000 0 . 0001 - 0 . 125446 
CL8 1 -0 .144 4 0.0183 62 . 0127 0.0001 - 0.144256 
CL9 1 -0 . 0421 0.0199 4.4699 0.0345 - 0.042020 
Table 5.12: Analysis of maximum likelihood estimates for class three (intermediate 
tarcrete). Target cell from 1991 , and neighboring cells from 1991 
Cells three and nine of the parameter estimates are insignificant. The remainder 
of the cells for the tarcrete class shows higher probability indicating a positive 
neighborhood effects. That means we are more likely to find the intermediate class in 
one ofthese cells, as shown in Figure 5.4. 
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Figure 5.4: The 1991 autologistic analysis kernel for the intermediate class. 
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5.9.4 Class Four (Light Tarcrete) 
The binary responses of the light tarcrete class in the spatial autologistic analysis 
are shown in Table 5.13. 
Ordered 
Value 
1 
2 
B4 
1 
0 
Count 
36159 
396233 
Table 5.13: Binary response profile of class four (light tarcrete ). 
The overall likelihood of the light tarcrete class is 26906.173, with a P value of 
0.0001 , indicating that the overall model is significant. The following Table (5.14) 
shows the parameter estimate of each cell in the kernel. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Squar e Chi - Square Estimate 
CL2 1 0.2551 0.0158 261.1746 0.000 1 0.254671 
CL3 1 -0.0221 0.0159 1 . 9336 0.1644 -0.022061 
CL4 1 - 0.0198 0.0138 2 . 0727 0 . 1500 - 0 . 019764 
CL5 1 - 0.0344 0.0160 4. 611 1 0.0318 - 0 . 034319 
CL6 1 0.1870 0 . 0159 137.7023 0.0001 0 . 186622 
CL7 1 0.0368 0.0170 4 . 6960 0.0302 0.036723 
CL8 1 0.0841 0.0161 27. 1 49 7 0.0001 0.084040 
CL9 1 0.00363 0.0170 0 . 0457 0.8308 0.003621 
Table 5.14: Analysis ofmaximum likelihood estimates for class four (light tarcrete). 
Target cell from 1991 , and neighboring cells from 1991. 
The parameter estimates indicate that cells three, four, and nine are insignificant. 
Cell five is the only contracting cell, which means we are more likely to find cells other 
than light tarcrete class cells to the east. The remainder of the cells was estimated to be 
expanding, which means that the probability of finding the class cells in these cell 
positions is high, as it shows in Figure 5.5. 
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Figure 5.5: The 1991 autologistic analysis kernel for the light class. 
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5.9.5 Class Five (Traces ofTarcrete) 
The binary response for the traces oftarcrete class is shown in Table 5.15. 
Ordered 
Value 
1 
2 
85 
1 
0 
Count 
72168 
360224 
Table 5.15: Binary response profile of class five (traces). 
The likelihood of the model for the traces class in 1991 is 184094.17, with a P 
value of 0.000 I, suggesting an overall significant model. The parameter estimates 
produced overall positive neighborhood effects, which means that the probability of 
finding cells of this class in all directions is high, as shown in Table 5.16 and illustrated 
by Figure 5.6. 
Parameter Standard Wald Pr > Standardized 
Variable OF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 0.3277 0. 0132 616.6992 0 . 0001 0. 327186 
CL3 1 0.1048 0 . 014 1 54.9122 0 . 0001 0 .1 04605 
CL4 1 0.0912 0 . 0120 57 . 9256 0.0001 0.091046 
CL5 1 0.0273 0.0142 3 . 6995 0 . 0544 0 . 027230 
CL6 1 0.1485 0.0 142 109 . 5115 0 . 0001 0 . 148230 
CL7 1 0 . 2246 0.01 50 222.7479 0 . 0001 0 . 22 4132 
CL8 1 0 . 2572 0.01 43 324 . 8378 0 . 0001 0 . 256856 
CL9 1 0.1688 0.0147 131 . 8093 0 . 0001 0 . 168492 
Table 5.15: Analysis of maximum likelihood estimates for class five (traces oftarcretre). 
Target cell from 1991, and neighboring cells from 1991 . 
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Figure 5.6: The 1991 autologistic analysis kernel for the traces oftarcrete class. 
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5.9.6 Class Six (Sand) 
The binary response of the sand class in 1991 that is used in the spatial 
autologistic analysis is shown in Table 5.17. 
Or dered 
Va lue 
1 
2 
B6 
1 
0 
Count 
30716 
40 16 76 
Table 5.17: Binary response profile of class six (sand). 
The over all likelihood of the analysis of the sand class is 155201.55, with an 
overall P value of 0.0001 , indicating an overall significant model. The parameter 
estimates are shown in Table 5.18. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi -Squar e Ch i -Squ a r e Estimate 
CL2 1 0 . 1266 0.0200 40.0118 0 . 0001 0.126350 
CL3 1 1.1865 0 . 0230 26 53 . 3 532 0.000 1 1 . 184 1 95 
CL4 1 0 . 5615 0 . 0228 608 . 67 43 0 . 0001 0 . 560506 
CL5 1 1. 4780 0 . 0229 41 80 . 393 7 0 . 000 1 1.474687 
CL6 1 0 . 2279 0 . 023 1 9 6 .9472 0 . 0001 0 . 227376 
CL7 1 1 . 0770 0 . 023 5 20 95. 893 7 0 . 0001 1 . 075028 
CL8 1 -0 . 3027 0 . 023 3 1 69 .43 71 0 . 000 1 -0 . 302283 
CL9 1 1.0184 0 . 0230 19 65.5 4 3 9 0 . 000 1 1 . 01661 5 
Table 5.18: Analysis ofmaximum likelihood estimates for class six (sand). Target 
cell from 1991 , and neighboring cells from 1991. 
The parameter estimates produced neighborhood effects with negative values in 
the eightieth cell, which shows that other class have higher probability of occupying this 
cell location. This class has a higher probability of being found in all directions but the 
southwest, where other classes are more likely to be find as shown in Figure 5.7. 
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Figure 5.7: The 1991 autologistic analysis kernel for the sand class. 
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5.10 Spatial Autologistic Analysis for 1993 
The cell count, target cell, and each class weight with respect to other classes 
1993 is shown in Table 5.19. The traces target in the traces class contains the largest 
class counts. 
CL1 Frequency Percent 
- ------------ - --- --------
1 38854 9.0 
2 45781 10.6 
3 31759 7.3 
4 38612 8 . 9 
5 182079 42.1 
6 95307 22 . 0 
Table 5.19: The overall count oftarget cells by class for 1993. 
5.10.1 Class One (Oil Lakes) 
The binary response for the oil-lake class in 1993 indicated that there are 38854 
cells in this class and 393538 in all the others as showing in Table 5.20. 
Or dered 
Va l u e 
1 
2 
81 
1 
0 
Cou n t 
388 54 
393 5 38 
Table 5.20: Binary response profile of class one (oil lakes). 
The overall likelihood for the oil-lakes class model is 239766.03 , with a P value 
0.0001 , indicating overall very significant model. The following Table (5.21) shows the 
parameter estimate for the oil-lake class in 1993, two positive signs indicating a positive 
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neighborhood effects (cell 4 and 5). The other six cells showed a neighborhood effect of 
negative sign, as shown in Figure 5.8. 
Parameter Standard Wald Pr > Standardized 
Var iable DF Estimate Error Chi - Square Chi -Square Est i mate 
CL2 1 -0 . 3547 0.0427 68 . 8604 0 . 0001 - 0 . 313033 
CL3 1 -2 . 2598 0 . 0476 2250 . 6969 0 . 0001 - 1 . 989957 
CL4 1 0 . 3416 0 . 0433 62.1902 0 . 0001 0 . 301808 
CL5 1 - 2.0326 0.0499 1662 . 5168 0 . 0001 - 1 . 787065 
CL6 1 -0.1626 0.0404 16.2306 0.0001 -0.143329 
CL7 1 -2 . 5058 0 . 0482 2700.4775 0 . 0001 -2 . 206719 
CL8 1 0.5369 0 . 0411 170 . 4319 0.0001 0 . 475056 
CL9 1 -2.0659 0.0495 1741.0874 0.0001 -1 . 819115 
Table 5.21 : Analysis ofmaximum likelihood estimates for class one (oil lakes). Target 
cell from 1991 , and neighboring cells from 1991 . 
+ 
+ 
Figure 5.8: The 1993 autologistic analysis kernel for the oil-lakes class. 
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5.10.2 Class Two (Heavy Tarcrete) 
The binary response of the heavy tarcrete class is shown in Table 5.22. 
Ordered 
Value 
l 
2 
B2 
1 
0 
Count 
45781 
386611 
Table 5.22: Binary response profile of class two (heavy). 
The overall likelihood for the heavy tarcrete class analysis is 96699.514, with 
overall P value ofO.OOOl. The following Table (5.23) shows the parameter estimates for 
each of the eight cells in the kernel. Overall negative signs for the neighborhood effects 
that have taken place, as show in Figure 5.9. This means that the probability of finding 
other classes at any of the cells is more likely than finding a cell belonging to the heavy 
tarcrete class. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi - Squar e Ch i- Square Estimate 
CL2 1 -0 . 2035 0.0148 189.5979 0.0001 -0.179562 
CL3 1 - 0 . 1265 0.0150 71.46 57 0 . 0001 - 0.111407 
CL4 1 - 0.1555 0.0141 121.8646 0.0001 -0.137423 
CL5 1 -0.1102 0.0160 47 . 5889 0.0001 -0 . 096924 
CL6 1 -0.0895 0.0144 38 . 5266 0.0001 -0.078895 
CL7 1 - 0 .1595 0.0156 104.4052 0.0001 - 0.140469 
CL8 1 -0.0695 0 . 0142 23 . 8731 0.0001 - 0.061509 
CL9 1 -0 . 1208 0.0162 55 . 638 1 0 . 0001 -0.106 368 
Table 5.23: Analysis of maximum likelihood estimates for class two (heavy tarcrete) . 
Target cell from 1993, and neighboring cells from 1993. 
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Figure 5.9: The 1993 autologistic analysis kernel for the heavy class. 
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5.10.3 Class Three (Intermediate Tarcrete) 
The binary response used in the intermediate analysis for the intermediate class 
of 1993 is showing in Table 5.24. 
Ordered 
Value 
1 
2 
83 
1 
0 
Count 
31759 
400633 
Table 5.24: Binary response profile of class three (intermediate). 
The overall likelihood of the model is 20284.113, with a P value of 0.0001 , 
indicating the model is significant. The analysis (Table 5.25) produced two insignificant 
parameters for cell 2 and 4, and one positive sign to the north. The remainder of the cells 
indicated negative signs, so it is highly likely we will find classes other than the 
intermediate class of 1993. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 0.00652 0.0152 0.1839 0.6681 0.005758 
CL3 1 0 . 0747 0.0156 22.7923 0.0001 0.065765 
CL4 1 -0.0126 0.0144 0.7674 0.3810 -0.011125 
CL5 1 -0.0931 0.0161 33.5311 0.0001 -0.081895 
CL6 1 -0.09 72 0.0149 42.5521 0.0001 -0.0 85648 
CL7 1 -0 . 1263 0.0163 60.2101 0 . 0001 -0.111189 
CL8 1 -0 .1232 0 . 0146 71 . 6547 0.0001 -0.109046 
CL9 1 -0 .1145 0 . 0161 50.4988 0 . 0001 -0.100778 
Table 5.25 : Analysis of maximum likelihood estimates for class three (intermediate 
tarcrete) . Target cell from 1993, and neighboring cells from 1993. 
The following Figure (5.1 0) illustrates the position of the insignificant, 
contracting, and expanding cells for the intermediate tarcrete class. 
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Figure 5.10: The 1993 auto1ogistic analysis kernel for the intermediate class. 
131 
5.10.4 Class Four (Light Tarcrete) 
The binary response of analyzing the light tarcrete class of 1993 is shown in 
Table 5.25. Many fewer cells are represented by the binary response 1 than are the cells 
of the other classes, which took the value of 0. 
Ordered 
Value 
1 
2 
B4 
1 
0 
Count 
38612 
393780 
Table 5.25: Binary response profile of class four (light). 
The overall likelihood of the model is 3094.847, with a P value equal to 0.0001 , 
showing overall a very significant model. The following Table (5.27) gives the 
parameter estimates for each individual cell in the kernel for the light tarcrete class in 
1993 . 
Parameter Standar d Wald Pr > Standardize d 
Variable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 -0.1254 0 . 0127 97 . 5039 0.0001 -0 . 110630 
CL3 1 -0 . 0120 0. 0132 0 . 8336 0 . 3612 -0.010589 
CL4 1 - 0.1485 0. 0117 162.5227 0 . 0001 -0.131239 
CL5 1 0 . 0844 0.0137 37 . 8011 0 . 0001 0.074179 
CL6 1 0.0644 0. 0132 23.897 4 0.0001 0.056750 
CL7 1 0.0801 0.0138 33.6265 0.0001 0 . 070579 
CL8 1 -0.1468 0.0129 130.3630 0.0001 -0 . 129853 
CL9 1 0 . 0347 0 . 0140 6 . 1333 0. 0133 0.030542 
Table 5.27: Analysis of maximum likelihood estimates for class four (light) . Target 
cell from 1993, and neighboring cells from 1993. 
The parameter estimates are easily interpreted in Figure 5.11. The parameter 
estimation indicated that cell three is insignificant and cells 2 and 8 have a negative sign 
for the neighborhood effect, so cells from the other classes are more likely to be found. 
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However, the parameter estimates produced five positive effects, particularly at cells 
4,5,6,7, and 9. 
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Figure 5.11: The 1993 autologistic analysis kernel for the light class. 
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5.10.5 Class Five (Traces of Tarcrete) 
The traces of tarcrete class is represented by 182079 cells that took a value of 1 
in the binary response process, as show in Table 5.28. 
Ordered 
Value 
1 
2 
B5 
1 
0 
Coun t 
182079 
250313 
Table 5.28: Binary response profile of class five (traces oftarcrete). 
The likelihood of the analysis of this class is 104286.29, with a P value of 
0.0001 , indicating an overall significant model. The spatial auto logistic analysis for the 
traces of tarcrete class produced one insignificant position (cell 7), two cells exhibited 
negative process, which means we are highly likely to find other classes in cells 3 and 5. 
A positive sign is produced by the same parameter estimate as shown in Table 5.29, in 
which is it highly likely we will find the traces of the tarcrete class of 1993 in these cells 
(2 , 4, 6, 8, 9) . 
Parameter Standar d Wald Pr > Standar dized 
Variable OF Estimate Error Chi -Square Chi- Squar e Estimat e 
CL2 1 0.3417 0.00849 1 621.9 9 07 0.0001 0.30 1 599 
CL3 1 -0.0277 0 . 00882 9 . 8708 0 .0017 - 0.024400 
CL4 1 0 . 0954 0 . 00781 1 4 9 . 34 55 0 . 0001 0 . 084275 
CL5 1 -0 . 0366 0 . 0089 1 1 6.855 4 0 . 0001 -0 . 032159 
CL6 1 0.2091 0.00859 5 92 . 70 4 0 0.000 1 0.184274 
CL7 1 -0.00082 0 . 00920 0.0080 0.9287 - 0.000725 
CL8 1 0.2044 0.0086 5 559.063 5 0.0001 0. 1 80895 
CL9 1 0.0454 0.00917 24 . 56 1 8 0 . 0001 0 . 039998 
Table 5.29: Analysis of maximum likelihood estimates for class five (traces of tarcrete). 
Target cell from 1993, and neighboring cells from 1993. 
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The neighborhood effect of parameter estimates in Table 5.29 is illustrated in 
Figure 5.12, which shows that the insignificant cell is in the south and a negative sign is 
from the north and east. Positive sign occurs in the northwest, northeast, southeast, 
southwest, and west. 
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Figure 5.12: The 1993 autologistic analysis kernel for the traces oftarcrete class. 
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5.10.6 Class Six (Sand) 
The binary response ofthe sand class in 1993 is shown in Table 5.30. 
Ordered 
Value 
1 
2 
86 
1 
0 
Count 
95307 
337085 
Table 5.30: Binary response profile of class six (sand). 
The likelihood for the analysis of the sand class is 259261.30, with a P value 
0.0001, indicating a very significant model. The following Table (5 .31) shows the result 
of the parameter estimates for the sand class. The overall positive sign indicating 
neighborhood effect is produced by the analysis, which means we are highly likely to 
find this class in all directions, as shown in Figure 5.13 . 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi -Square Estimate 
CL2 1 0 . 3080 0.0126 602 . 0258 0 . 0001 0. 271818 
CL3 1 1.1107 0.0133 701 4. 0663 0.0001 0.978099 
CL4 1 0.5646 0. 0133 1 808.6174 0.0001 0 . 498838 
CL5 1 1.1333 0. 0134 7140.8939 0 . 0001 0.996427 
CL6 1 0 . 2793 0.0138 410 . 7542 0.0001 0.246132 
CL7 1 0.9934 0.0135 5379.6742 0.0001 0 . 874813 
CL8 1 0.0928 0 . 0140 44 . 0883 0 . 0001 0.082121 
CL9 1 0.9305 0.0136 4681 . 9182 0.0001 0.819288 
Table 5.31: Analysis of maximum likelihood estimates for class six (sand). Target 
cell from 1993, and neighboring cells from 1993. 
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Figure 13: The 1993 auto logistic analysis kernel for the sand class. 
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5.11 Spatial Autologistic Analysis for 1994 
The dominant target cell in 1994 is the target cell from the traces of tarcrete 
class, as show in Table 5.32. The next most dominant class is light tarcrete. 
CL1 Frequency Percent 
---------------- - - - ------
1 346 0.1 
2 36284 8.4 
3 44138 10.2 
4 91469 21.2 
5 209822 4 8 .5 
6 50127 11.6 
Table 5.32: The overall count oftarget cells by class for 1994. 
5.11.1 Class One (Oil Lakes) 
The binary response of the oil-lakes class in 1994 is represented by 346 cells 
with a value of one. A 0 represents other classes ( 431840) in the oil lakes analysis as 
showing in Table 5.33. 
Ordered 
Value 
1 
2 
B1 
1 
0 
Count 
346 
431840 
Table 5.33: Binary response profile of class one (oil lakes) . 
The overall likelihood of the oil-lakes class model in 1994 is 3931.625, with a P 
value of 0.000 I, indicating a significant model. The parameter estimates of the oil lakes 
model produced two insignificant cells and single cell with a positive sign, as shown in 
Table 5.34. The negative process occurs in the remaining five cells. The insignificant 
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cell and the direction of each expanding or contracting cells IS illustrated below m 
Figure 5.1 4. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 -0.1326 0.1910 0.4821 0 . 4875 -0.08 1 841 
CL3 1 - 0.7847 0.1736 20.4368 0 . 0001 -0 . 481981 
CL4 1 - 0.2005 0 0 2113 0.9008 0 . 3426 -0 . 124163 
CL5 1 -2 . 9780 0 . 2377 156 . 9088 0.0001 -1 . 821726 
CL6 1 -0.7985 0.2082 14.7055 0 . 0001 -0 . 491594 
CL7 1 -3 .2569 0 0 2021 259.6129 0 . 0001 -1.999715 
CL8 1 0.5967 0.1746 11.6752 0 . 0006 0.370096 
CL9 1 -1.6026 0.2140 56.1027 0 . 0001 -0.982463 
Table 5.34: Analysis of maximum likelihood estimates for class one (oil lakes). Target 
cell from 1994, and neighboring cells from 1994. 
+ 
Figure 5.14: The 1994 autologistic analysis kernel for the oil-lakes class. 
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5.11.2 Class Two (Heavy Tarcrete) 
The binary response of the heavy tarcrete class is represented by the value one in 
Table 5.35 with a cell count of 36284. 
Ordered 
Va l ue 
1 
2 
B2 
1 
0 
Count 
36284 
395902 
Table 5.35: Binary response profile of class two (heavy tarcrete). 
The overall likelihood of the heavy tarcrete class model is 212874.96, with a P 
value of 0.0001 , suggesting a significant model. The parameter estimates for this model 
a negative process is present in all direction as indicated by Table 5.36, and illustrated 
by Figure 5.15. 
Parameter S t a ndard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 - 0.6292 0.0309 414 . 059 1 0 . 0001 -0.388342 
CL3 1 -0 . 6981 0.0319 480 . 210 5 0 . 0001 - 0 . 428766 
CL4 1 -0 . 6411 0.0341 353.56 56 0.0001 - 0 . 397004 
CL5 1 -0.9343 0.033 5 777 . 9373 0 . 0001 -0.571 522 
CL6 1 - 0.2396 0.0284 71.2358 0.000 1 -0 . 147507 
CL7 1 -1.6071 0.0326 2436 . 0051 0 . 0001 - 0.986775 
CL8 1 -0 . 3342 0 . 032 1 108 . 291 5 0 . 0001 -0.207311 
CL9 1 - 1. 1388 0.0327 1211 . 41 89 0 . 0001 - 0 . 698178 
Table 5.35 : Analysis of maximum likelihood estimates for class (heavy tarcrete). 
Target cell from 1994, and neighboring cells from 1994. 
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Figure 5.15: The 1994 autologistic analysis kernel for the heavy class. 
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5.11.3 Class Three (Intermediate Tarcrete) 
The binary response for the intermediate class in 1994 is reprehended by a value 
of one with cell count of 44138 as shown in Table 5.3 7. 
Ordered 
Value 
1 
2 
83 
1 
0 
Count 
44138 
388048 
Table 5.37: Binary response profile of class three (intermediate). 
The overall likelihood for the intermediate class model in 1994 is 74228.556 
with a P value of 0.0001 suggesting a significant model. The parameter estimates in the 
model show an overall negative process dominates the spatial configuration pattern of 
the classes cell distribution, as shown in Table 5.38. The parameters estimated indicated 
one cell that is insignificant, shaded by gray in Figure 5 .16. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi - Square Chi - Square Estimate 
CL2 1 -0 . 1570 0 . 0152 106.7059 0.0001 -0.096925 
CL3 1 - 0.1974 0.015 1 171.2833 0 . 0001 -0.121227 
CL4 1 -0.1116 0 .0147 57.9191 0.0001 - 0 . 069076 
CL5 1 - 0.1653 0.0161 106.0740 0 . 0001 - 0 . 101142 
CL6 1 0.0246 0.0149 2. 713 8 0 . 0995 0.015136 
CL7 1 -0.3807 0.0161 557.6900 0.0001 - 0.233728 
CL8 1 -0.0317 0 . 0150 4.4682 0.0345 -0. 019670 
CL9 1 -0.2234 0.0163 188.7823 0 . 0001 -0 . 136939 
Table 5.38 : Analysis of maximum likelihood estimates for class three (intermediate 
tarcrete). Target cell from 1994, and neighboring cells from 1994. 
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Figure 5.16: The 1994 autologistic analysis kernel for the intermediate class. 
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5.11.4 Class Four (Light Tarcrete) 
The binary response of the light tarcrete class is represented by a value 
of 1 with a cell count of 91469, and other classes by a value of 0 as showing in Table 
5.39. 
Or dered 
Value 
1 
2 
84 
1 
0 
Count 
91469 
340717 
Table 5.39: Binary response profile of class four (light tarcrete) . 
The overall likelihood of the light tarcrete class model is 14750.765, with a P 
value 0.0001, suggesting a significant model. The parameter estimates produced three 
expanding cells and five contracting cells, as in Table 5.40. The direction of the cell with 
a positive and negative sings are shown in Figure 5. 17. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi - Square Chi-Square Estimate 
CL2 1 0 . 0319 0.0103 9.6556 0.0019 0.019701 
CL3 1 -0 . 1340 0 . 0106 160 . 8228 0.0001 -0 . 082320 
CL4 1 -0.0589 0 . 00969 36 . 9580 0.0001 -0.036494 
CL5 1 -0.0938 0 . 0108 74 . 8779 0.0001 -0.057403 
CL6 1 0 . 0246 0.0103 5.6979 0.0170 0 . 015136 
CL7 1 -0.1476 0. 0110 180 .6711 0.0001 -0 . 090601 
CL8 1 0. 0671 0 . 0104 41 . 8616 0.0001 0 . 041598 
CL9 1 -0.0927 0 . 0110 70.7659 0.0001 - 0 . 056858 
Table 5.40: Analysis of maximum likelihood estimates for class four (light tarcrete). 
Target cell from 1994, and neighboring cells from 1994. 
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Figure 5.17: The 1994 autologistic analysis kernel for the light class. 
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5.11.5 Class Five (Traces of Tarcrete) 
The binary response of the light tarcrete class in 1994 is represented by 209822 
cells with a value of 1. The cells of all other classes in the analysis were given 
a value of 0 as showing in Table 5 .41. 
Value 
1 
2 
B5 
1 
0 
Count 
20 9822 
2223 64 
Table 5.41: Binary response profile of class five (traces). 
The overall likelihood of the traces of tarcrete model in 1994 is 149016.25, with 
a P value of 0.0001 , suggesting a significant model. The parameter estimates of the 
traces of tarcrete model indicated that positive signs are present in all direction, as 
shown in Table 5.42 and illustrated by Figure 5.18. 
Par amete r Standar d Wald Pr > Standar d i zed 
Variable DF Estima te Er ror Chi- Square Chi-Square Es tima t e 
CL2 1 0.3047 0 . 009 92 942 . 9838 0.000 1 0 .1 88050 
CL3 1 0 . 1963 0.0108 328. 1 511 0.0001 0.120574 
CL4 1 0 . 1273 0.00946 181. 07 38 0.0001 0.078811 
CL5 1 0.1894 0 . 0108 308 . 38 52 0.0001 0 . 115871 
CL6 1 0 . 0805 0.0103 60.8191 0.0001 0.049 578 
CL7 1 0 . 2158 0 . 0110 386 .5124 0.000 1 0.132477 
CL8 1 0.1322 0.0103 1 64 . 44 14 0.0001 0.081978 
CL9 1 0.3087 0.0108 810 . 6 521 0 . 0001 0.189274 
Table 5.42: Analysis of maximum likelihood estimates for class five (traces of tarcrete). 
Target cell from 1994, and neighboring cells from 1994. 
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Figure 5.18: The 1994 autologistic analysis kernel for the traces oftarcrete class. 
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5.11.6 Class Six (Sand) 
The binary response of the sand class in 1991 that is used in the spatial auto 
logistic analysis is shown in Table 5.43 . 
Ordered 
Value 
1 
2 
B6 
1 
0 
Count 
50127 
382059 
Table 5.43: Binary response profile of class six (sand). 
The overall likelihood for the sand class model in 1994 is 179563.83 , with a P 
value of 0.0001 , suggesting a significant model. The parameter estimates indicate an 
overall positive signs are dominating the distribution of the sand cells, as shown in Table 
5.44 and illustrated by Figure 5.19 below. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi - Squar e Estimate 
CL2 1 0.3447 0.0155 494.52 51 0.0001 0.212732 
CL3 1 1.1001 0 . 0174 3979.9247 0.0001 0.675678 
CL4 1 0.9010 0.0174 2692.7572 0.0001 0.557907 
CL5 1 1.1293 0 . 0176 41 36.4481 0 . 0001 0 . 690839 
CL6 1 0.5198 0 . 0178 853.2891 0 . 0001 0.320012 
CL7 1 1.0170 0.0178 3256 . 5970 0.0001 0.624441 
CL8 1 0.2004 0.0184 119 . 2056 0 . 0001 0.124317 
CL9 1 0. 7184 0 . 0180 1596 . 7204 0.000 1 0.440428 
Table 5.44: Analysis of maximum likelihood estimates for class six (sand). Target 
cell from 1994, and neighboring cells from 1994. 
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Figure 5.19: The 1994 autologistic analysis kernel for the sand class. 
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5.12 Spatial Autologistic Analysis for 1995 
The target cells in all the 1995 classes are listed in Table 5.45. The light and 
traces of tarcrete classes contain the most cells. 
CL1 Frequency Percent 
-------- - --------- - ---- - - -
1 5580 1.3 
2 33851 7.8 
3 287 8 1 6.7 
4 14993 2 34.7 
5 129823 30.0 
6 8 4425 19.5 
Table 5.45 : The overall count of target cells by class for 1995. 
5.12.1 Class One (Oil Lakes) 
The binary response for this class is shown in Table 5.46. The oil-lakes class 
contains the least number of cells. 
Or de r ed 
Va l ue 
1 
2 
81 
1 
0 
Count 
55 80 
426812 
Table 5.46: Binary response profile of class one (oil lakes). 
The likelihood of the model analysis for this class is 52074, with a P value of 
0.0001 , suggesting an overall significant model. The following Table (5.47) shows the 
parameter estimates produced by the analysis. An overall negative process is found, 
except for cell 8 in the southwest, which is insignificant, as shown in Figure 5.20. 
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Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Ch i -Square Chi-Squar e Estimate 
CL2 1 -0.1915 0.0746 6 . 5868 0.0103 -0.126975 
CL3 1 -1.2647 0 . 0786 258 . 8372 0.0001 -0.835064 
CL4 1 -0.6322 0.0804 61. 8113 0 . 0001 -0 . 420128 
CL5 1 -1.8845 0 . 0813 536.7536 0.0001 -1.240391 
CL6 1 - 0.2792 0 . 0735 14.4087 0 . 0001 -0 . 184596 
CL7 1 -2.1604 0 . 0802 725 . 7971 0 . 0001 - 1.426083 
CL8 1 -0.0652 0.0774 0. 7103 0.3993 -0.043452 
CL9 1 -1 . 6929 0.0830 415 . 6203 0.0001 -1.117035 
Table 5.47: Analysis of maximum likelihood estimates for class one (oil lakes). Target 
cell from 1995, and neighboring cells from 1995. 
Figure 5.20: The 1995 autologistic analysis kernel for the oil-lakes class. 
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5.12.2 Class Two (Heavy Tarcrete) 
The binary response of the heavy tarcrete class, represented by the value of I in 
Table 5.48 and are fewer than the other cells, which took the value of 0. 
Ordered 
Value 
1 
2 
B2 
1 
0 
Count 
33851 
398541 
Table 5.48: Binary response profile of class one (heavy tarcrete) . 
The likelihood of the heavy tarcrete model is 146834.45, with a P value 0.0001 , 
indicating overall a significant model. The parameters in Table 5.49 show that this class 
is contracting from all sides, as illustrate in Figure 5.21. 
Parameter Standard Wald Pr > Standardize d 
Variable OF Estimate Error Chi-Squar e Chi-Square Es timate 
CL2 1 - 0 . 3917 0 . 0178 486 .1099 0.0001 - 0.259760 
CL3 1 -0.2772 0 . 0172 2 59.9782 0 . 0001 -0.183065 
CL4 1 - 0 . 2314 0 . 01 72 1 80.0813 0 . 000 1 -0.153754 
CL5 1 -0.3293 0 . 018 1 330 . 5201 0.0001 - 0.216743 
CL6 1 -0 .19 07 0.0167 130. 1888 0.0001 - 0.126098 
CL7 1 -0.5696 0 . 0180 996. 1206 0.0001 - 0 . 375987 
CL8 1 - 0.1193 0.0172 47.8796 0 .0001 -0 . 079426 
CL9 1 -0.4783 0.0186 660 . 4263 0.0001 - 0 . 315606 
Table 5.49: Analysis of maximum likelihood estimates for class two (heavy tarcrete) . 
Target cell from 1995, and neighboring cells from 1995. 
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Figure 5.21: The 1995 auto logistic analysis kernel for the heavy class. 
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5.12.3 Class Three (Intermediate Tarcrete) 
The intermediate class is represented in the spatial autologistic analysis by 
28781 cells in the binary response process, as shown in Table 5.50. 
Ordered 
Value 
1 
2 
B3 
1 
0 
Count 
28781 
403611 
Table 5.50: Binary response profile of class two (heavy). 
The overall likelihood of the intermediate tarcrete class is 31708.216, with a P 
value of 0.0001 , indicating a very significant model. The parameter estimates in Table 
5.51 indicate an overall negative signs except for three insignificant cells (2, 7, 8). That 
means that we are more likely to find other classes in any of the eight cells of the kernel. 
The insignificant cell is at the northwest of the kernel , as shown in Figure 5.22. Also, the 
insignificant cells are in the southeast and southwest. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi -Square Estimate 
CL2 1 0 . 00186 0 . 0147 0 . 01 61 0 . 8990 0.001234 
CL3 1 -0.1552 0 . 0148 109.5010 0.000 1 - 0.102485 
CL4 1 -0 . 0 596 0.014 1 17.9576 0 . 0001 -0.039614 
CL5 1 - 0.1954 0 . 0151 167.4771 0.0001 - 0.128632 
CL6 1 0.0133 0.0142 0 . 8761 0 . 3493 0.008785 
CL7 1 -0.3044 0 . 0154 392 . 4929 0 . 0001 -0.200908 
CL8 1 -0 . 0123 0.0145 0 . 7205 0 . 3960 -0.008197 
CL9 1 -0 . 1710 0.0154 122.8478 0.0001 -0.112848 
Table 5.51 : Analysis of maximum likelihood estimates for class three (intermediate 
tarcrete). Target cell from 1995, and neighboring cells from 1995. 
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Figure 5.22: The 1995 autologistic analysis kernel for the intermediate class. 
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5.12.4 Class Four (Light Tarcrete) 
. 
The light tarcrete class in 1995 is represented by a count of 149932 in the binary 
response process, as in Table 5.52. 
Ordered 
Value 
1 
2 
B4 
1 
0 
Count 
149932 
282460 
Table 5.52: Binary response profile of class four (light tarcrete). 
The overall likelihood of the light tarcrete class model is 30752.502, with a P 
value of 0.0001, suggesting a very significant model. The following Table (5.52) reveals 
the parameter estimates of neighborhood effects for each of the eight cells in the kernel. 
Only two cells indicate a clustering pattern; the remaining six cells have a random 
pattern. The northwest and southwest directions show a positive sign, as in Figure 5.23 , 
and the remainder are contracting. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi -Squar e Estimate 
CL2 1 0.0158 0.00757 4.3520 0.0370 0.010468 
CL3 1 - 0.1157 0 . 00794 212 .259 3 0 . 0001 - 0.076366 
CL4 1 -0.0965 0.00733 173.1350 0 . 000 1 -0.064115 
CL5 1 -0.1237 0.00797 240.9728 0.0001 -0. 081402 
CL6 1 -0 . 0179 0.00 7 65 5.4551 0.0195 - 0 . 011815 
CL7 1 -0.1152 0.0080 5 204.7449 0.0001 -0 . 076018 
CL8 1 0 . 0389 0 . 00758 26.2789 0 . 0001 0.025876 
CL9 1 - 0 . 0869 0.00798 118. 5482 0.0001 - 0.057349 
Table 5.53: Analysis of maximum likelihood estimates for class four (light tarcrete). 
Target cell from 1995, and neighboring cells from 1995. 
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Figure 5.23: The 1995 auto logistic analysis kernel for the light class. 
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5.12.5 Class Five (Traces of Tarcrete) 
The binary response for the traces of tarcrete class contained 129823 cells, and 
302569 cells represented other classes as showing in Table 5.54. 
Ordered 
Value 
1 
2 
B5 
1 
0 
Count 
1 29823 
302 569 
Table 5.54: Binary response profile of class five (traces oftarcrete). 
The overall likelihood of the traces of tarcrete model is 73095.223 , with a P 
value equal to 0.0001 , suggesting a significant model. The parameter estimates of the 
traces oftarcrete class (Table 5.55) indicates that this class is expanding in all directions, 
as illustrated by Figure 5.24. 
Parameter Standard Wald Pr > Standardized 
Variable OF Estimate Error Chi -Squar e Chi -Square Estimate 
CL2 1 0 . 1532 0 . 00823 346.7208 0 . 0001 0.101558 
CL3 1 0.1103 0.00892 152.944 5 0 . 0001 0 . 072826 
CL4 1 0.1541 0 . 00836 339.3 42 6 0 . 0001 0.102403 
CL5 1 0.0980 0.00893 120.4795 0.0001 0.064490 
CL6 1 0.1080 0.00856 159.2123 0 . 0001 0.071405 
CL7 1 0.1253 0.00895 196.0173 0.0001 0.082694 
CL8 1 0.1329 0.00846 247.0077 0 . 0001 0.088529 
CL9 1 0 . 1208 0.00880 188.4116 0.0001 0.079677 
Table 5.55 : Analysis of maximum likelihood estimates for class five (traces oftarcrete). 
Target cell from 1995, and neighboring cells from 1995. 
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Figure 5.24: The 1995 autologistic analysis kernel for the traces oftarcrete class. 
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5.12.6 Class Six (Sand) 
The sand class in 1995 is represented by 84425 cells m the binary response 
process, as shown in Table 5.56. 
Ordered 
Value 
1 
2 
B6 
1 
0 
Count 
84425 
347967 
Table 5.56: Binary response profile of class six (sand) . 
The overall likelihood of the sand class model in 1995 is 256386.42 with a P 
value of 0.0001 suggesting overall significant model. The parameter estimates of this 
model produce a positive sign for this class in all directions, as shown in Table 5.57, and 
illustrated by Figure 25. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi - Square Estimate 
CL2 1 0 . 3366 0.0124 742.0623 0.0001 0.223216 
CL3 1 0 . 9209 0 . 0135 4679.5848 0 . 0001 0.608073 
CL4 1 0.6167 0 . 0132 2177.1049 0.0001 0.409822 
CL5 1 1.0227 0 . 0135 5765.4756 0.0001 0.673144 
CL6 1 0.2590 0 . 0135 369.7714 0.0001 0.171239 
CL7 1 0.7436 0 . 0137 2954.4503 0.0001 0.490847 
CL8 1 0.1281 0 . 0136 88 . 3041 0.0001 0.085284 
CL9 1 0.8322 0.0136 3751.6318 0 . 0001 0.549120 
Table 5.57: Analysis of maximum likelihood estimates for class six (sand). Target 
cell from 1995, and neighboring cells from 1995. 
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Figure 5.25: The 1995 autologistic analysis kernel for the sand class. 
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5.13 Spatial Autologistic Analysis for 1998 
The target cell in 1998 in Table 5.58 shows that sand and traces oftarcrete are 
the dominate classes and contain the most target cells. 
CL1 Frequency Percent 
----------- --- -----------
1 1022 0.2 
2 1355 0.3 
3 4563 1.1 
4 36456 8.4 
5 155317 35.9 
6 233679 54.0 
Table 5.58 : The overall count of target cells by class for 1998. 
5.13.1 Class One (Oil Lakes) 
The oil-lakes class in 1998 is represented by a binary response with a value of 
1 ;the other classes took the value of 0, as shown in Table 5.59. 
Ordered 
Value 
1 
2 
B1 
1 
0 
Count 
1022 
431370 
Table 5.59: Binary response profile of class one (oil lakes). 
The overall likelihood of the oil-lakes class model is 11495.909, with a P value 
of 0. 000 1, suggesting overall a significant model. The model parameter estimate are 
given in Table 5.60, which indicates a single insignificant cell and a single cell with a 
positive sign. The remainder of the cells are contracting. 
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Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 - 0. 1011 0.0592 2.9136 0.0878 -0.044714 
CL3 1 -0.6176 0 . 0568 118.0718 0.0001 -0.269237 
CL4 1 -0.1238 0.0637 3.7731 0 . 0521 -0.055304 
CL5 1 -0 . 6376 0.0670 90.6223 0.0001 -0.275518 
CL6 1 - 0 . 1089 0.0547 3.9637 0.0465 -0 . 047918 
CL7 1 - 1.3674 0.0634 465.7095 0 . 0001 -0.595106 
CL8 1 0.2153 0 . 0574 14.0632 0.0002 0 . 096373 
CL9 1 -0.5579 0 . 0684 66.5038 0.0001 - 0.241990 
Table 5.60: Analysis of maximum likelihood estimates for class one (oil lakes). Target 
cell from 1998, and neighboring cells from 1998. 
The parameter estimates produced a positive cell in the southwest and are 
insignificant in the northwest, as Figure 5.26 shows. The remainder of the parameters 
indicates that it is highly likely to find other classes in the contracting cells. 
+ 
Figure 5.26: The 1998 autologistic analysis kernel for the oil-lakes class. 
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5.13.2 Class Two (Heavy Tarcrete) 
The binary response for the heavy tarcrete class in 1998 was given a value of 1 
and numbered 1355 cells. Other classes took a value of 0 and included 431037 cells, as 
shown in Table 5.61. 
Ordered 
Value 
1 
2 
82 
1 
0 
Count 
1355 
431037 
Table 5.61: Binary response profile of class two (heavy). 
The overall likelihood of the heavy tarcrete model is 8534.177, with a P value of 
0.0001. The model parameter estimates produced an overall negative process except for 
two insignificant cells (6 and 8), as Table 5.62 shows. The latter are in the northwest and 
southwest, as Figure 5.27 illustrates. 
Parameter Standard Wald Pr > Standardized 
Variable OF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 -0.1537 0.0414 13.7704 0 . 0002 - 0 . 067984 
CL3 1 -0.3029 0 . 0386 61.5951 0.0001 - 0.132055 
CL4 1 -0.2666 0 . 0429 38 . 7013 0.0001 - 0.119123 
CL5 1 -0.2102 0 . 0458 21.0284 0 . 000 1 -0.090838 
CL6 1 0. 0112 0 . 0387 0.0842 0. 7717 0.004946 
CL7 1 - 0.6255 0 . 0420 221.4764 0 . 0001 -0.272234 
CL8 1 -0.0170 0 . 0392 0 . 1878 0.6648 - 0.007596 
CL9 1 - 0.3385 0.0466 52 . 7745 0.0001 - 0.146803 
Table 5.62: Analysis of maximum likelihood estimates for class two (heavy tarcrete). 
Target cell from 1998, and neighboring cells from 1998. 
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Figure 5.27: The 1998 auto1ogistic analysis kernel for the heavy class . 
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5.13.3 Class Three (Intermediate Tarcrete) 
The intermediate tarcrete class in 1998 is represented by 4563 cells with a value 
1 in the binary response process, as Table 5.63 shows. 
Ordered 
Value 
1 
2 
B3 
1 
0 
Count 
4 5 63 
427829 
Table 5.63: Binary response profile of class three (intermediate tarcrete). 
The overall likelihood model of the intermediate tarcrete class analysis is 
18753.450, with a P value of 0.0001 , indicating overall a significant model. The 
parameter estimates produced are given in Table 5.64. A negative process is occurring 
everywhere except cell 6, which is expanding to the southeast, as Figure 5.28 illustrates. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Erro r Chi - Square Chi - Squ are Estimate 
CL2 1 -0 . 0964 0.0240 16 . 1655 0.0001 -0.04264 0 
CL3 1 -0 . 2454 0.0223 121.5413 0 . 0001 -0.106970 
CL4 1 -0 . 3195 0.0237 181.6796 0.0001 -0.142762 
CL5 1 -0 . 2100 0.0255 68.0805 0.0001 - 0 . 090758 
CL6 1 0 . 2370 0.0234 102.3623 0.0001 0.104286 
CL7 1 -0 . 7307 0.0254 824 . 5435 0 . 0001 -0.318014 
CL8 1 -0 . 1178 0 . 0230 26.1196 0 . 0001 -0.052720 
CL9 1 - 0.3325 0 . 0263 160.1049 0 . 0001 -0.144208 
Table 5.64: Analysis of maximum likelihood estimates for class three (intermediate 
tarcrete) . Target cell from 1998, and neighboring cells from 1998. 
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Figure 5.28: The 1998 autologistic analysis kernel for the intermediate class. 
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5.13.4 Class Four (Light Tarcrete) 
The value 1 of the binary response process represented the light tarcrete class 
with a count of 36456 cells, as Table 5.65 shows. 
Ordered 
Value 
1 
2 
B4 
1 
0 
Count 
36456 
3 959 36 
Table 5.56: Binary response profile of class four (light tarcrete). 
The overall likelihood light tarcrete class model of 1998 is 1024 72. 72, with a P 
value of 0.0001 , indicating overall a significant model. The model parameter estimates 
produced only one positive process in one cell (8), as shown in Table 5.66. This class is 
expanding to the southwest, as illustrated by Figure 5.29. 
Parameter Standard Wald Pr > Standardized 
Variable OF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 -0 . 2966 0.0123 584 .1 852 0.0001 - 0.131162 
CL3 1 -0 .3825 0.0123 965.2144 0 . 000 1 -0.166770 
CL4 1 -0 . 1466 0 0 0116 159 . 9907 0 . 000 1 -0 .065489 
CL5 1 -0 . 4358 0 . 0126 1187.1229 0 . 0001 -0.188313 
CL6 1 -0.0756 0 0 0119 40.2491 0.0001 - 0 . 033246 
CL7 1 -0.7256 0 0 013 4 2943 .1090 0 . 0001 - 0.31 5812 
CL8 1 0.0974 0 0 0118 67.7640 0.0001 0 . 043604 
CL9 1 -0.6126 0 0 0131 2183 . 345 2 0.0001 - 0.265706 
Table 5.66: Analysis of maximum likelihood estimates for class four (light tarcrete). 
Target cell from 1998, and neighboring cells from 1998. 
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Figure 5.29: The 1998 autologistic analysis kernel for the light class. 
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5.13.5 Class Five (Traces of Tarcrete) 
The traces of tarcrete class in 1998 is represented by 155317 m the binary 
response process with a value of 1, as shown in Table 5.67. 
Ordered 
Value 
1 
2 
B5 
1 
0 
Count 
155317 
277075 
Table 5.67: Binary response profile of class five (traces oftarcrete). 
The overall likelihood of the traces of tarcrete class in the 1998 model is 
5291.725, with a P value of 0.0001 indicating overall a significant model. The model 
produced parameter estimates (Table 5.68) indicating three positive signs (cells 2, 4, 8) 
and four negative signs (cells 3, 5, 7, 9). Also, the parameter estimates showed that cell 6 
was insignificant. The directions of positive and negative signs are illustrated by Figure 
5.30. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi -Square Estimate 
CL2 1 0.0619 0.00618 100.3538 0.000 1 0.027371 
CL3 1 -0 . 0786 0.0064 1 150 . 1338 0.0001 -0.034252 
CL4 1 0.0142 0.00598 5. 6680 0.0173 0.006361 
CL5 1 -0 . 1604 0.00644 619.6097 0.0001 - 0 . 069301 
CL6 1 0.00203 0 . 00621 0 . 1071 0.7435 0 . 000895 
CL7 1 -0.1262 0.00652 374.5729 0.0001 - 0.05 494 6 
CL8 1 0 . 0870 0 . 00624 194.3751 0.0001 0 . 038937 
CL9 1 -0.1154 0.006 51 314.5869 0.0001 - 0 . 050060 
Table 5.68: Analysis of maximum likelihood estimates for class five (traces of 
tarcrete). Target cell from 1998, and neighboring cells from 1998. 
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Figure 5.30: The 1998 autologistic analysis kernel for the traces oftarcrete class. 
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5.13.6 Class Six (Sand) 
The sand class in 1998 is represented by 233679 cells in the binary response with 
a value of 1; cells with a 0 value represented other classes as showing in Table 5.69. 
Ordered 
Value 
1 
2 
B6 
1 
0 
Count 
233679 
1 98713 
Table 5.69: Binary response profile of class six (sand). 
The overall likelihood ofthe sand class in the 1998 model is 183978.94, with a P 
value of 0.0001 , indicating overall a significant model. The perimeter estimates 
produced a positive signs for the sand class in all directions, as Table 5.70 shows and 
Figure 5.31 illustrates. 
Parameter Standard Wald Pr > Standardized 
Variable OF Estimate Error Chi -Square Chi -Square Estimate 
CL2 1 0.3226 0.00754 1830.3199 0 . 0001 0 . 142661 
CL3 1 0.6579 0.00798 6794 . 6247 0.0001 0.286798 
CL4 1 0.3096 0.0074 5 1728 . 6072 0 . 0001 0 . 138338 
CL5 1 0.6996 0 . 00799 7675.4269 0.0001 0 . 302296 
CL6 1 0 . 2337 0 . 00789 878 . 0506 0 . 0001 0 . 102843 
CL7 1 0.6107 0.00803 5785 . 8771 0.0001 0 . 265771 
CL8 1 0.1556 0.00794 383.9666 0 . 0001 0.069652 
CL9 1 0.6752 0.00799 7149.3400 0.0001 0.292871 
Table 5.70: Analysis of maximum likelihood estimates for class six (sand). Target 
cell from 1998, and neighboring cel~s from 1998. 
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Figure 5.31: The 1998 autologistic analysis kernel for the sand class. 
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5.14 Space-Time Modeling 
The space-time analysis results of using the classification of the five Landsat TM 
images and accounting for space and time is explained in detail in the following four 
parts. The first part describes the result of the space-time model for the 1993 
classification image as a target cell and 1991 as neighbors that share borders with the 
target cells. Part two is a treatment of the space-time result of using 1994 as a target cell 
and 1993 as neighboring cell. Part three is an interpretation of the space-time result of 
using 1995 as a target cell and 1994 as neighboring cells. The last part is uses 1998 as a 
target cell and 1995 as neighboring cells. 
Each section is concerned with one year and there are four subsections 
discussing a different part of the space-time model output. The first subsection is the 
total number of cells in each class and the percentage of area that it covers in 
comparison with other areas covered by other classes used in the study. The second 
subsection describes a particular year with the number of cells used in the binary 
response process as either 1 or 0. The third subsection clarifies the P value and the 
degrees of freedom with the likelihood ratio. A fourth subsection interprets the effects of 
each of the neighboring cells in a kernel drawing with arrows indicating whether the 
process depicted in the analysis is contraction , when the arrows are pointing toward the 
diagram or expansion with arrows pointing a way from the diagram and includes an 
explanation of each cell's effective contribution to contraction or expansion. 
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5.15 Space-Time Analysis for 1993 
The following Table ( 5. 71) indicates the number of cells for each class in the 
analysis used as a target cell. Therefore, each class was represented by a value of one or 
zero in the binary response. 
CL1 Frequency Percent 
1 38854 9.0 
2 45781 10.6 
3 31759 7.3 
4 38612 8 .9 
5 182079 42.1 
6 95307 22 . 0 
Table 5.71: The overall count of target cells by class for 1993. 
The following (Table 5. 73) is the space-time result of using 1993 as a target 
cells; the surrounding cells are from 1991 for class one (oil lakes) . 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 -0.6852 0 . 0650 111.0272 0.0001 -0.684002 
CL3 1 -0.0751 0 . 0657 1. 3068 0 . 2530 - 0.074922 
CL4 1 -0.8696 0.0676 165.6063 0.0001 - 0 . 868074 
CL5 1 -0.6309 0.0748 71.1230 0.0001 -0 . 629457 
CL6 1 -0.2586 0 . 0640 16.3307 0.0001 -0.258054 
CL7 1 -0.1774 0. 0671 6 . 9836 0.0082 -0.177074 
CL8 1 -0.4177 0.0605 47.6324 0.0001 - 0.417186 
CL9 1 -0.5428 0 . 0714 57.8573 0.0001 - 0.541850 
Table 5.73: Analysis of maximum likelihood estimates with parameter estimates for 
1993 target cell and each neighboring cell form 1991 for class one (oil 
lakes). 
The P value for class one (oil-lake class) of 1993 and the neighbors from 1991 is 
equal to 0.0001 , which indicts a significant overall model of analysis, with a likelihood 
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value of 55795.897. The interpretation of the neighborhood effect on target cells from 
1993 and neighbors from 1991 as in a Queen's rule is shown in Figure 5.32. 
t 
Figure 5.32: The 1993 space-time analysis kernel for lagged 1991 oil-lakes class. 
Figure 5.32 shows each cell with an arrow. If the arrow is pointing in the 
direction of the cell that means that a negative neighboring effect took place between 
1991 to 1993, i.e., contraction which means the probability of finding this class at that 
cell is low. That indicates the presence of a random pattern. If the arrow is pointing a 
way from the cell, then there was a positive neighboring effect that took place between 
1991 to 1993, i.e. , expansion which means the probability of finding this class at that 
cell is high. That indicates the presence of a cluster pattern. If the cell is shaded, it has no 
significant neighboring effect. These results are based on the parameter estimate from 
the space-time model output. The measurement of significance is determined when the P 
value of that particular cell is equal to or greater than 0.05. 
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The result of the space-time model determines whether a class has expanded or 
contracted, such as is shown in the Figure for class one (oil lakes). However, each cell 
had a different magnitude of effect on the target cell. For the oil-lakes class the cells are 
ranked by their effectiveness on the target cell, and the order is cell 4, cell 5, cell 2, cell 
9, cell 8, cel16, cell 7; the least effective is cell 3. 
Looking at the colored classification output reveals that the oil-lakes class 
extends north-south in 1991. The lack of significance of cell 3 is expected, because the 
location on the oil-lakes class is closer to the source and the oil lakes are mostly found 
north ofthe oil-lakes class in 1993. Also, this means that the oil lakes found in 1993 will 
be in the northern position of the image for this particular class. The effects of cell 4 and 
5 are at downwind position; more of the oil lakes have disappeared and a major 
contraction occurred at the west edge of the oil-lakes class. 
The cells 2, 9, and 8 comprise the western edge of the oil-lakes class, where the 
wind is northwesterly. That's why cell 2 is the most effective in this part of the oil-lakes 
class. The wind affects cell 9 with less intensity and has even less of an effect on cell 8. 
The last neighborhood effect comes from cell 7, where the oil-lakes class still remains 
stretched from north to south in 1993. 
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5.15.2 Class Two (Heavy Tarcrete) 
The heavy tarcrete is class number two in the space-time analysis. The total 
number of observations was 432392. The binary response for this class was 45781 , 
which is the number of cells in the analysis that represent class two and have a binary 
value of 1. The other 3 86611 have a binary response of the value of 0, as show in Table 
5.74. 
Ordered 
Value 
1 
2 
82 
1 
0 
Count 
45781 
386611 
Table 5.74: Binary response profile of class two (heavy tarcrete) . 
The space-time binary response for class two (heavy tarcrete) resulted in a 
significant overall model with a P value of 0.0001 . The overall likelihood model is 
66566.870 and the parameter estimates of the neighborhood effect for each cell in the 
Queen's arrangement is shown in Table 5.75. 
Pa r amete r 
Var iable DF Est i mate 
CL2 1 - 0.3096 
CL3 1 -0.0793 
CL4 1 -0.8804 
CL5 1 -0.5385 
CL6 1 -0.3946 
CL7 1 - 0.5137 
CL8 1 -0.5614 
CL9 1 -0.4268 
Sta ndard Wald 
Error Chi-Squa r e 
0 . 0585 28 . 0398 
0 . 0610 1.6893 
0 . 0622 200 . 5886 
0.0686 61.538 9 
0.0612 41 . 567 5 
0 . 0663 60.06 14 
0.0 578 94 . 1 9 34 
0.0647 43.4467 
Pr > Sta ndar d i zed 
Chi- Square Est imate 
0.0001 - 0 . 309075 
0. 1 937 -0 . 079127 
0 . 0001 - 0.878854 
0.0001 -0.537297 
0.0001 - 0.393733 
0 . 000 1 -0.512706 
0 . 0001 -0.560687 
0.0001 -0. 426024 
Table 5.72: Analysis of maximum likelihood estimates with parameter estimates for 
1993 target cell and each neighboring cell form 1991 for class two (heavy 
tarcrete). 
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The interpretation of the result of parameter estimates are illustrated in Figure 
5.33. The figure indicates an overall contraction from all directions except the north, 
where heavy tarcrete remained in 1993. The most effective neighbor based on the space-
time Analysis of the heavy tarcrete class is cell 4, where contraction is resulted in 
northeast. A large space of the study area was occupied by the heavy tarcrete class in 
comparison with 1993 as shown in Figures 5.33 and (classification of 1991 , and 1991 ). 
Figure 5.33: The 1993 space-time analysis kernel for lagged 1991 heavy class. 
The second effective cell in the analysis for class two is cell 8, which is in the 
other direction (southeast) of the cell 4. Cell 5 effectiveness is on the eastern side of the 
tarcrete; cell 7 affects contraction from south to north. The western side of the heavy 
tar crete was effected by cell 9, and the last effect comes from cell 6, the southeast. The 
north-south direction is manifested in cell 2, which has no significant contraction or 
expansion, and the heavy tarcrete remains at the same location in 1991 and 1993. 
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5.15.3 Class Three (Intermediate Tarcrete) 
In the space-time analysis, this class contained 31759 cells with a binary 
response 1. Cells with 0 response numbered 400633, which makes the total amount of 
cells used to analyze class three 432392, as shown in Table 5.76. 
Ordere d 
Value 
1 
2 
B3 
1 
0 
Count 
31759 
400633 
Table 5.76: Binary response profile of class three (intermediate tarcrete). 
The result of the space-time model analysis is shown in Table 5.77 . The 
significance of the overall model is provided by the P value, which is equal to 0.0001 
with eight degrees of freedom, and a likelihood value of 42302.279. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 -0.0595 0.0590 1.0156 0.3136 - 0.059364 
CL3 1 -0.0583 0 . 0616 0 . 8954 0.3440 - 0.058172 
CL4 1 - 0 .4 894 0.0610 64.4725 0.0001 - 0.488562 
CL5 1 -0.5448 0.0690 62 . 2920 0.0001 -0.543572 
CL6 1 -0.3072 0.0616 24 . 8940 0.0001 -0.306515 
CL7 1 - 0.6140 0.0679 81.8954 0.0001 -0.612886 
CL8 1 -0.3393 0.0585 33 .5 822 0.0001 -0 . 3388 51 
CL9 1 -0.2611 0 . 0645 16.4107 0 . 0001 -0.260671 
Table 5.77: Analysis of maximum likelihood estimates with parameter estimates for 
1993 target cell and each neighboring cell form 1991 for class three 
(intermediate tarcrete ). 
The interpretation of the space-time model, which explains whether a tarcrete 
contraction or expansion has taken place between 1991 and 1993 as indicated by the 
satellite images classification, is shown in Figure 5.34. 
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t 
Figure 5.34: The 1993 space-time analysis kernel for lagged 1991 intermediate class. 
Class three (intennediate tarcrete) occupied areas in 1993 that were occupied by 
other classes in 1991, especially at the southern part of the study area, where cell 7 has 
the most effect on contraction of the intermediate class. The eastern side of the 
intennediate tarcrete class is represented by cell 5, which has a lower effect than cell 7. 
Both cell 5 and cell 4 are contracting the eastern boundary of the intermediate tarcrete 
class. The southeastern side of the intermediate tarcrete class (cell 6) appeared to be less 
effective than the previous cells . The least effective is cell 9 on the western side. 
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5.15.4 Class Four (Light Tarcrete) 
Class four is the light tarcrete class, which is represented by 3 8612 cells in the 
space-time analysis. The fourth class took the value of 1 in the binary response, and all 
other cells come to 393780, as shown in Table 5.78 . The total number of cells used in 
the space-time is 432392. 
Ordered 
Value 
1 
2 
B4 
1 
0 
Count 
38612 
393780 
Table 5.78: Binary response profile of class four (light tarcrete). 
The overall significance of the space-time model is represented by the P value, 
which IS equal to 0.0001 with eight degrees of freedom, and likelihood value of 
39934.206, as shown in Table 5.79. 
Parameter Standard Wald Pr > Standardized Odds 
Variable OF Estimate Error Chi-Square Chi-Square Estimate Ratio 
CL2 1 0.0239 0.0391 0.3739 0 . 5409 0 . 023864 1 . 024 
CL3 1 -0.1454 0 . 0391 13.8278 0 . 0002 - 0.145107 0 . 865 
CL4 1 -0.3768 0 . 0363 107.8500 0 . 0001 - 0.376166 0 . 686 
CL5 1 - 0.1128 0.0407 7.6754 0.0056 -0.112512 0 . 893 
CL6 1 0 . 0704 0.0372 3 .576 8 0.0586 0.070294 1.073 
CL7 1 -0 . 3907 0 . 0424 85.0232 0 . 0001 - 0.389948 0.677 
CL8 1 -0.2223 0 . 0384 33 .4 323 0 . 0001 - 0.222027 0.801 
CL9 1 -0 . 1452 0.0421 11.8912 0 . 0006 -0.144894 0.865 
Table 5.79: Analysis of maximum likelihood estimates with parameter estimates for 
1993 target cell and each neighboring cell form 1991 for class four (light 
tarcrete). 
The result of the space-time model is shown in Figure 5.35, which indicates two 
major contractions caused by the neighborhood effect of the intermediate class. One is 
from the north, northeast, and east, and the other is from the south, southwest, and west. 
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Figure 5.35: The 1993 space-time analysis kernel for lagged 199llight class. 
Both contraction processes vary at the cell level. The most effective cell is 7, 
then cell 4. When one examines the classification output for 1991 (Appendix 11 .5) and 
how it contracted in 1993 (Appendix 11.2), one sees that this class makes the boundaries 
for other classes at both times. The insignificant cells indicate that the contraction of this 
layer is from the northwest and from southeast. Cell 8 is the third most effective; the 
greatest contraction came from the southeast. Other cells, such as 3 and 9, have a similar 
effectiveness on contraction and include cell 5, which is similar to cells 3 and 9 but with 
a little lower fraction of effectiveness. 
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5.15.5 Class Five (Traces of Tarcrete) 
The space-time model analysis for the traces of tarcrete class contained 182079 
cells represented by the value 1 and 250313 cells that had the binary response of a 0, as 
indicated in Table 5.80. The total number of cells used in the traces of the tarcrete class 
was 432392. 
Ordered 
Value 
1 
2 
BS 
1 
0 
Count 
182079 
250313 
Table 5.80: Binary response profile of class five (traces oftarcrete). 
The space-time model has a P value of 0.0001, which indicates a significant 
overall model with eight degrees of freedom, and a likelihood value of 38479.707. The 
effect of each neighboring cell as produced by the model is shown in Table 5.81. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 0 . 1841 0 . 0106 304.2040 0.0001 0.183739 
CL3 1 0.0298 0 . OllO 7.3637 0.0067 0.029705 
CL4 1 - 0.0163 0.00979 2.7845 0 . 0952 -0.016302 
CLS 1 -0.0138 0 . 0113 1.4819 0.2235 -0.013740 
CL6 1 0.0799 0.0109 53.7165 0.0001 0 . 079709 
CL7 1 0 . 0352 0. 0115 9.3326 0.0023 0.035163 
CL8 1 0.0242 0.0107 5.1010 0.0239 0.024199 
CL9 1 0.0205 0. Oll4 3.2316 0.0722 0 . 020488 
Table 5.81: Analysis of maximum likelihood estimates with parameter estimates for 
1993 target cell and each neighboring cell form 1991 for class five (traces 
oftarcrete). 
The interpretation of the result of analyzing the neighborhood effect on the traces 
of tarcrete class indicates a major expansion in the southeast direction, which 
corresponds with the basic hypotheses of this study stating that the northwesterly wind is 
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a major factor in the change of the tarcrete distribution of the desert surface, as shown in 
Figure 5.36. 
t 
Figure 5.36: The 1993 space-time analysis kernel for lagged 1991 traces of tarcrete 
class. 
The effect of the wind on expanding and distributing the traces of the tarcrete 
over the desert surface is manifested in cells 6 and 7, which are downwind of the major 
winds in Kuwait. The traces are continually generated with time. Cell 3 indicates that 
traces were expanded in the northerly direction over areas in 1993 that were not part of 
the traces class in 1991. In the southeast the class covers a larger area in 1993 than in 
1991 , especially when other classes contracted. At the right side of the study area the 
tarcrete expanded toward the northwest, which is exhibited in cell 2. 
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5.15.6 Class Six (Sand) 
The sixth class in the 1993 space-time analysis is the sand class, which contains 
95307 cells represented in analysis by a binary digit of value 1. There were 337085 
other classes in the analysis, as shown in Table 5.82. The total cells used in the sand 
class analysis is 432392. 
Or dered 
Value 
1 
2 
B6 
1 
0 
Count 
9 5307 
337085 
Table 5.82: Binary response profile of class six (sand). 
The overall space-time model for the sand class is significant with a P value of 
0.0001 and with eight degrees of freedom, and a likelihood of 54281.717. The intensity 
of each cell was measured in the Queen 's arrangement, and the results are shown in 
Table 5.83 . 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Squar e Chi - Square Estimate 
CL2 1 - 0.0761 0. 0113 45 . 2480 0.0001 -0.075979 
CL3 1 0.0268 0 . 0119 5.033 1 0 . 0249 0.026728 
CL4 1 0 . 1568 0.0107 216.1229 0.0001 0 . 156512 
CL5 1 0.1394 0 . 0123 129.1945 0.0001 0.139039 
CL6 1 0.0104 0. 0119 0.7638 0. 3821 0.010410 
CL7 1 0.0998 0 . 0124 65.0496 0.0001 0.099649 
CLB 1 0.0266 0. 0115 5.3888 0.0203 0 . 026552 
CL9 1 0. 0896 0 . 0122 54 . 269 4 0.0001 0.089420 
Table 5.83: Analysis of maximum likelihood estimates with parameter estimates for 
1993 target cell and each neighboring cell form 1991 for class six (sand) . 
Parameter estimates produced by the space-time model are shown in Figure 5.37, 
which illustrates whether there was a contraction or expansion. The sand class extends 
the most of all classes between 1991 and 1993. The original surface was sand and was 
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covered with tarcrete after the Gulf War. However, the breakup of the tarcrete and the 
wind's ability to fragment the tarcrete have cleared the largest portion of the tarcrete 
between the two dates used in this study. The study area contained less tarcrete in 1993 
than in 1991 , and that means that the sand surfaces are reappearing, mixed with tarcrete 
traces. 
t 
Figure 5.37: The 1993 space-time analysis kernel for lagged 1991 sand class. 
The most neighborhood effects come from cell 4 and 5, with an expansiOn 
process covering more areas in 1993 than 1991 in the northeast and in the east direction. 
On the other hand, cells 7 and 9 are causing expansion in the south and west. The 
tarcrete that was present in 1993 affected the expansion ofthe sand class, particularly in 
the area where the tarcrete is found in 1991 and in 1992, which is indicated by cell 2. 
The expansion to the southwest is exhibited in cell 6, and in the northwest by cell 3. 
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5.16 Space-Time Analysis for 1994 
The 1994 image was used as a target cell and 1993 was treated as eight neighbors 
in an space-time model. Table 5.84 indicates how many cells per class were utilized in 
the analysis and what percentage of each cells represents. 
CL1 Frequency Percent 
-------------------------
1 346 0.1 
2 362 84 8.4 
3 44166 10.2 
4 91504 21.2 
5 209 858 48.5 
6 50131 11.6 
Table 5.84: The overall count of target cells by class for 1994. 
5.16.1 Class One (Oil Lakes) 
The oil-lakes class in 1994 was represented by 346 cells. These had a binary 
response value of 1. The cells representing other classes were 431943 and were given 
the binary digit of 0, as shown in Table 5.85. The total number of cells used in the 
analysis is 432289. 
Ordered 
Value 
1 
2 
B1 
0 
Count 
346 
431943 
Table 5.85: Binary response profile of class one (oil lakes). 
The result of the analysis of this particular class was not significant, given a P 
value of 0.0563 with eight degrees of freedom, and a likelihood of 15.152. The 
parameter estimate for each neighboring cell's effects is illustrated in Table 5.86. The 
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overall likelihood of all parameters estimated is more than 0.05. Therefore, the oil-lakes 
class interpretation in Figure 5.38 shows light gray indicating that none of the 1993 
surrounding neighbors had a significant effect on the target cell from 1994. This was 
due to limited number of the oil-lakes class cells in 1994, which was not enough for the 
model run. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 -0.1845 0.1166 2.5042 0 . 1135 - 0.162860 
CL3 1 -0.0248 0.1294 0.0367 0 . 8481 - 0.021834 
CL4 1 0 . 0770 0.1248 0.3809 0.5371 0.068047 
CL5 1 0.1588 0.1419 1. 2523 0.2631 0.139731 
CL6 1 0.0663 0.1367 0.2354 0.6275 0 . 058393 
CL7 1 0 . 0134 0.1376 0.0095 0 .9 223 0. 011819 
CL8 1 0.0458 0 . 1239 0.1369 0. 7113 0.040493 
CL9 1 -0.0519 0 . 1322 0.1544 0 . 6943 -0.045737 
Table 5.86: Analysis of maximum likelihood estimates with parameter estimates for 
1994 target cell and each neighboring cell form 1993 for class one (oil 
lakes). 
Figure 5.38: The 1994 space-time analysis kernel for lagged 1993 oil-lakes class. 
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5.16.2 Class Two (Heavy Tarcrete) 
The heavy tarcrete was used in the analysis of space-time model as the class 
number two. This class was represented by 36284 cells with a binary response of value 
1. The other class in the analysis contained 396005 cells, as shown in Table 5.87. The 
total number of cells was 432289. 
Or dered 
Value 
1 
2 
B2 
1 
0 
Count 
36284 
396005 
Table 5.87: Binary response profile of class two (heavy tarcrete). 
The overall model is significant for the data provided to conduct the analysis. 
The significance is shown in the P value, which is equal to 0.0001 with eight degrees of 
freedom, and likelihood value of 8247.678. The estimate for each of the neighborhood 
effects is listed in Table 5.88. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi - Square Chi- Square Estimate 
CL2 1 0.0484 0.0134 12. 9919 0.0003 0.042702 
CL3 1 - 0.00979 0 . 0142 0 .4729 0.4917 - 0 . 008621 
CL4 1 0.0345 0.0128 7 . 2776 0.0070 0.030496 
CL5 1 0.0259 0.0145 3 . 1683 0.0751 0 . 022761 
CL6 1 0.0998 0 .0141 50.1307 0.0001 0 . 087869 
CL7 1 0 . 0891 0.0147 36 . 6524 0.0001 0.078393 
CL8 1 0 . 0862 0 . 0139 38.3038 0.0001 0 . 076117 
CL9 1 0 . 0167 0.0147 1. 283 5 0.2572 0.014686 
Table 5.88: Analysis of maximum likelihood estimates with parameter estimates for 
1994 target cell and each neighboring cell form 1993 for class two (heavy 
tarcrete) . 
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The heavy tarcrete class has an overall expansion as seen by the result. However, 
the expansion does not mean that the land that is occupied by the heavy tarcrete covered 
more area in 1994 than in 1993. Rather, the expansion is manifested in the form of 
replacing what had been in the oil-lake class. The cell count of the heavy tarcrete class in 
1994 is less that 1993: 38854 in 1993 and 36284 in 1994. The effect of each cell on 
expansion is illustrated in Figure 5.39. 
t 
Figure 5.39: The 1994 space-time analysis kernel for lagged 1993 heavy class. 
The most effective cell is cell 6, which gives an indication of how the heavy 
tarcrete is displayed in Figure 5.39, the output of the 1994 classification. At the same 
time, cells 7 and 8 are the next most effective expansion cells in the analysis; a large 
area stretched from the north to south at the bottom of the tarcrete. The west side of the 
heavy tarcrete class is lager than it was in the 1993, which is why cell 2 ranks fourth in 
effectiveness. The least effective cell is cell 4, which accounts for expansion to the 
northeast. In 1993 the lower right -hand corner of the study area contained an area with 
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heavy tarcrete. In 1994 that area is decreased, but more heavy tarcrete appeared in the 
northern part ofthe study. 
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5.16.3 Class Three (Intermediate Tarcrete) 
The intermediate class in 1994 has 44166 cells that were represented by a binary 
response value of 1 in the space-time model analysis. The number of cells in other 
classes in the analysis came to 388123 and were represented by a binary digit of 0, as 
shown in Table 5.89. The total number of cells in this class were 432289. 
Ordered 
Value 
1 
2 
83 
1 
0 
Count 
44166 
388123 
Table 5.89: Binary response profile of class three (intermediate tarcrete) . 
The overall model was significant based on the P value, which was 0.0001 with 
eight degrees of freedom. The likelihood value was 8736.942. The estimate of each cell 
in terms ofneighborhood effectiveness is shown in Table 5.90. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi - Square Chi- Square Estimate 
CL2 1 0.0153 0.0122 1.5710 0.2101 0. 013483 
CL3 1 0.0170 0.0130 1. 7196 0.1897 0.014996 
CL4 1 0 . 0149 0. 0116 1. 6381 0 . 2006 0. 013127 
CL5 1 0 . 00816 0. 0132 0 . 3799 0.5377 0 . 007182 
CL6 1 0.0770 0.0129 35.9358 0.0001 0 . 067847 
CL7 1 0.0736 0 . 0135 29 . 8422 0 . 0001 0.064781 
CL8 1 0 . 1195 0.0127 88 .1869 0.0001 0.105544 
CL9 1 0.0334 0 . 0134 6 . 1679 0.0130 0 . 029377 
Table 5.90: Analysis of maximum likelihood estimates with parameter estimates for 
1994 target cell and each neighboring cell form 1993 for class three 
(intermediate tarcrete ). 
The interpretation of each cell of Table 5.90 is illustrated in Figure 5.40. 
Expansion took place between 1993 and 1994, especially from north to south direction 
but also somewhat to the west. 
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Figure 5.40: The 1994 space-time analysis kernel for lagged 1993 intermediate class. 
The expansion determined by space-time analysis for this class is not over new 
land or surface; instead, it replaces contracted heavy tarcrete of 1993. In general, if we 
look at the result of the classification of both dates, we can clearly see overall 
contraction. Also, contraction is evident in the number of cells that represent the 
intermediate tarcrete class in 1993 and in 1994. In the previous analysis, which used the 
contingency tables for a Markov chain process, obviously from 1993 to 1994 a large 
number of cells moved from heavy tarcrete class to intermediate tarcrete. 
Therefore, the expansion was not on the desert surface but replaced the area that 
was covered by heavy tarcrete in 1993. The expansion of cell 8 shown by the space-time 
output is in the southwesterly direction. That means that the heavy tarcrete of 1993 
contracted from the southwest to the northeast. The expansion is found in cells 6 and 7, 
which have approximately the same strength of effectiveness in the south and the 
southeast. This means that the contraction of the heavy tarcrete from 1993 to 1994 was 
in the north and northwest. The expansion in the western tarcrete means that the heavy 
tarcrete at the pervious time contracted west to east. 
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5.16.4 Class Four (Light Tarcrete) 
The light tarcrete class was the fourth class in the space-time analysis conducted 
to estimate the neighborhood effect from 1993 to 1994. The number of cells analyzed 
was 91504, each represented by a binary digit of a value of 1. The other class in the 
analysis were represented by 340785 cells with 0 as a binary response, as shown in 
Table 5 .91. The total number of the cells used in this analysis was 432289. 
Ordered 
Value 
1 
2 
B4 
1 
0 
Count 
91504 
340785 
Table 5.91 : Binary response profile of class four (light tarcrete ). 
The estimation of each cell 's effectiveness from 1993 to 1994 is illustrated in 
Table 5.92. The overall observation of this class is that expansion occurred in a 
nc,rthwesterly direction, as shown in Figure 5.41. 
Parameter Standa rd Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi - Square Estimate 
CI1 2 1 0.0230 0.00903 6 . 4978 0 . 0108 0.020323 
C:L3 1 0.00892 0.00948 0.8847 0.3469 0.007853 
OL4 1 0.00874 0 . 00852 1. 0536 0 . 3047 0 . 007726 
CL5 1 0. 00714 0.00966 0.5465 0.4597 0.006286 
CL6 1 0.0109 0.00924 1.4031 0 . 2362 0 . 009640 
CL7 1 0 . 0102 0.00978 1 . 0912 0.2962 0 . 008995 
CL8 1 0 . 00665 0.00910 0.5330 0.4653 0.005872 
CL9 1 0.0169 0 . 00981 2 . 9572 0 . 0855 0 . 014853 
Table 5.92: Analysis of maximum likelihood estimates with parameter estimates for 
1994 target cell and each neighboring cell form 1993 for class four (light 
tarcrete). 
The single effective cell in the space-time analysis for the light tarcrete class is 
cell 2. Clearly more area changed from one class in 1993 to a non-successive class in 
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1994. For example, oil lakes is expected to change to heavy tarcrete in an ideal situation, 
but here we see areas that were traces become light tarcrete in 1994. 
Figure 5.41: The 1994 space-time analysis kernel for lagged 1993 light class. 
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5.16.5 Class Five (Traces of Tarcrete) 
The traces of tarcrete occupied 209858 cells, approximately half of the total 
number of the cells used in the space-time analysis of this class, 432289. The cells of the 
traces of tarcrete class were given a binary response of value 1, and all the other cells 
(222431) took the value ofO, as shown in Table 5.93. 
Ordered 
Value 
1 
2 
B5 
1 
0 
Count 
209858 
222431 
Table 5.93: Binary response profile of class five (traces oftarcrete). 
The space-time model analysis for the light tarcrete class has a P value of 0.0001, 
indicating an overall significant model with eight degrees of freedom. The likelihood for 
this analysis is 44217.808. The estimates for each of the cells involved in this analysis 
(Queen's rules) of the neighborhood of the target cell of 1994 and the surrounding cell 
from 1993 are shown in Table 5.94. 
Parameter Standar d Wald Pr > Standardized 
Var iable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 -0.0603 0.00766 61.9902 0 . 0001 -0.053231 
CL3 1 -0.0172 0.00803 4. 613 5 0 . 0317 -0.015183 
CL4 1 -0.0558 0.00720 59.9638 0 . 0001 - 0 . 049292 
CLS 1 -0.0316 0.00821 14.8410 0.000 1 -0.027823 
CL6 1 -0.0633 0 . 00785 65.0331 0 . 0001 - 0 . 055774 
CL7 1 -0.0645 0 . 00832 60.1036 0.0001 -0.056774 
CL8 1 -0.0913 0 . 00773 139.5033 0.0001 - 0.080645 
CL9 1 - 0.0552 0.00834 43.8457 0.0001 -0.048628 
Table 5.94: Analysis of maximum likelihood estimates with parameter estimates for 
1994 target cell and each neighboring cell form 1993 for class five (traces 
of tarcrete ). 
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The general observation of the traces of tarcrete class based on the output in 
Table 5.94 is that contraction occurred as illustrated in Figure 5.42. That means that this 
class covered nearly the same size area in 1994 and 1993. However, the distribution of 
traces of the tarcrete is not exactly the same in 1993 and 1994. The traces of the tarcrete 
in 1991 contracted in the north. In 1994 the traces of tarcrete occupy most of the bottom 
right-hand comer of the study area. 
t 
Figure 5.42: The 1994 space-time analysis kernel for lagged 1993 traces of tarcrete 
class. 
The most effective contraction is found in cell 8 and comes from the southwest. 
The next most effective cell is cell 7, which indicates a contraction from the south, and 
cell 6, from the southeast. These locations are downwind of the northwesterly wind. 
Northwest contraction is found in cell 2, where three cells (7, 6, and 2) have similar 
intensity. The northeast direction of effectiveness is found in cell 2, which shares this 
quality with cell 9, which shows contraction from the west. The least effective 
contraction is found in cell 5, which is from the east. 
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5.16.6 Class Six (Sand) 
The sixth class in the space-time analysis is sand. This class is represented by 
50131 cells with a binary response of 1; the rest of the cells, 382158, of other classes 
took the binary digit 0, as shown in Table 5.95. The total number of the cells used in the 
analysis was 432289. 
Ordered 
Value 
1 
2 
B6 
1 
0 
Count 
50131 
382158 
Table 5.95: Binary response profile of class six (sand). 
The space-time model of analyzing the sand class was significant, given a P 
value of 0.0001 with eight degrees of freedom. The likelihood of this analysis is 
18262.848. The estimate of each neighboring cell's effectiveness is shown in Table 5.96. 
Parameter Standar d Wald Pr > Standardized 
Variable DF Estimate Error Chi-Squar e Chi- Squar e Estimate 
CL2 1 0.0913 0 0 011 9 58 .4 948 0 . 0001 0.080588 
CL3 1 0 . 0546 0.0127 18.3664 0.0001 0 . 048090 
CL4 1 0 . 0891 0 0 0115 60 . 4120 0 . 0001 0.078721 
CL5 1 0.0621 0 . 0128 23 . 5252 0.0001 0.054613 
CL6 1 0.0302 0.0123 5 . 969 7 0.01 4 6 0 . 026569 
CL7 1 0.0505 0 0 0130 15.2140 0.0001 0.044470 
CL8 1 0.0700 0 . 0122 32 . 9663 0.0001 0.061856 
CL9 1 0.0976 0.0129 57.4618 0.0001 0.085940 
Table 5.96: Analysis of maximum likelihood estimates with parameter estimates for 
1994 target cell and each neighboring cell form 1993 for class six (sand). 
Table 5.96 is interpreted in Figure 5.43, showing expansion all directions. The 
greatest expansion is found in cells 2 and 9; these have similar effectiveness but in two 
different directions. Cell 2 expands to the northwest and cell 9 to the west. The next 
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most effective cell is 4, which indicates expansion in the northeasterly direction. Cell 8 
causes of expansion to the southwest, and cell 5 is responsible for expansion to the east. 
The effectiveness found in cell 3 and 7 are nearly similar, but one (cell3) is in the 
northeast direction and cell 7 in the south direction. Cell 6 is the least effective in terms 
of expansion. 
t 
Figure 5.43: The 1994 space-time analysis kernel for lagged 1993 sand class. 
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5.17 Space-Time Analysis for 1995 
The result of the 1995 image classification showed an increase in the number of 
oil-lakes class cells more than in 1994 oil-lakes class by 5234 cell, due to seasonal 
variation, as shown in Table 5.87. Other class in 1995 decreased in cell number in 
comparison the classification of the 1994 image. 
CL1 Frequency Percent 
1 55 80 1 . 3 
2 338 51 7. 8 
3 28 7 21 6.6 
4 149 820 34.7 
5 12 981 3 30.0 
6 84423 19.5 
Table 5.97: The overall count oftarget cells by class for 1995. 
5.17.1 Class One (Oil Lakes) 
The result of class one (oil lakes) that was used in the space-time analysis was 
represented by 5580 cell that have taken a binary response value of l , and other classes 
in the analysis was represented by 426628 cell that was taken a binary response of 0, as 
shown in Table 5.98. The total number of cells used in the analysis is 432208, which is a 
result of adding the frequency cells numbers. 
Ordered 
Va l ue 
1 
2 
Bl 
1 
0 
Count 
5580 
426628 
Table 5.98 : Binary response profile of class one (oil lakes). 
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The overall space-time model analysis is for the oil-lakes class is significant 
given the value 0.0001 with eight degrees of freedom. The overall likelihood of the 
model is 260.592. The estimate of the neighboring cells effectiveness is shown in Table 
5.99. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 0.0294 0.0359 0.6702 0.4130 0 .01 8160 
CL3 1 0.000721 0.0384 0.0004 0.9850 0.000443 
CL4 1 -0 . 0104 0 .0347 0.0895 0.7648 -0.006425 
CL5 1 -0.00433 0.0390 0.0123 0. 9115 -0.002649 
CL6 1 0 . 0640 0 . 0376 2 .9 026 0.0884 0 . 039428 
CL7 1 0 . 0324 0 . 039 5 0 . 6735 0 . 4118 0 . 019916 
CL8 1 0.0805 0 . 0377 4.5755 0.0324 0.049959 
CL9 1 0 . 0249 0 . 0393 0.4020 0.5261 0 . 015285 
Table 5.99: Analysis of maximum likelihood estimates with parameter estimates for 
199 5 target cell and each neighboring cell fonn 1994 for class one (oil 
lakes) . 
The interpretation of the space-time model for the oil-lakes class is illustrated in 
Figure 5.44. The oil-lakes class in 1995 have an expansion in the south-west direction. 
The class is shown in the classification output (Appendix 11.1 -11.5) in a location that 
was not oil-lakes class in 1994. The oil-lakes class should be represented by fewer cells 
in 1995. The seasonal differencing is one factor that contributes to the increase in oil-
lakes cells. 
202 
Figure 5.44: The 1995 space-time analysis kernel for lagged 1994 oil-lakes class. 
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5.17.2 Class Two (Heavy Tarcrete) 
The heavy tarcrete class in 1995 was represented in the space-time analysis by 
33851 cell which have taken a binary response of 1, and other cell (398357) in the 
analysis that represent classes that are different than heavy tarcrete class which have 
taken a binary value of 0, as shown in Table 5.1 00. 
Ordered 
Value 
1 
2 
B2 
1 
0 
Count 
33851 
398357 
Table 5.100: Binary response profile of class one two (heavy tarcrete). 
The space-time model of analyzing the heavy tarcrete is significant given the P 
value of 0.0001 with eight degrees of freedom. The overall likelihood of the model is 
4035.840. The estimation of each individual neighboring cell is shown in Table 5.101. 
Parameter Standard Wald Pr > Standardized Odds 
Variable DF Estimate Error Chi-Square Chi-Square Estimate Ratio 
INTERC PT 1 -4.2154 0. 03 11 18390.2306 0.0001 
CL2 1 0.0816 0.0153 28 . 4508 0.0001 0.050375 1. 085 
CL3 1 0 . 0252 0.0165 2 . 3424 0 . 1259 0 . 015470 1. 026 
CL4 1 0.1073 0.0152 49.4921 0.0001 0.066430 1.113 
CL5 1 0 . 0168 0.0167 1 . 0092 0 . 3151 0.010272 1. 017 
CL6 1 0 . 0833 0.0160 27 . 2871 0.0001 0. 051305 1. 087 
CL7 1 0.0229 0 . 0167 1.8834 0.1699 0.014049 1. 023 
CL8 1 0.0471 0 . 0157 8 . 9593 0.0028 0.029213 1. 048 
CL9 1 -0 . 00340 0.0165 0.0424 0.8369 -0.002086 0.997 
Table 5.101: Analysis of maximum likelihood estimates with parameter estimates for 
1995 target cell and each neighboring cell form 1994 for class two (heavy 
tarcrete). 
The interpretation of the model indicates an expansion in the four comers of 
Figure 5.45. The most effective cell is 4 which in the north-east direction. The next 
effect cell and nearly equal in effectiveness is cell 6, which in the south-east direction, 
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and cell 2 in the north-west direction. The least effective expansion is found in cell 8 in 
the south-west direction. 
Figure 5.45: The 1995 space-time analysis kernel for lagged 1994 heavy class. 
----
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5.17.3 Class Three (Intermediate Tarcrete) 
The intermediate class was represented by 28721, which takes the binary 
response of 1, and the other cells that represent the rest of the five classes takes the 
binary value of 0, as shown in Table 5.102. The total number of cells used in the 
analysis of the intermediate tarcrete class in space-time model was 432208. 
Or dered 
Value 
1 
2 
B3 
1 
0 
Coun t 
28721 
4034 87 
Table 5.102: Binary response profile of class three (intermediate tarcrete). 
The overall space-time model for the intermediate tarcrete is significant given a 
P value of 0.0001 with eight degrees of freedom as indicated by Table 5.103. The 
overall likelihood of the model is 5838.014. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 0 . 0959 0.0166 33 . 3960 0.0001 0.059203 
CL3 1 0.0784 0.0180 18.9641 0 . 000 1 0.048162 
CL4 1 0 . 1402 0.0167 70 .59 47 0.0001 0.086840 
CL5 1 0 . 0941 0.0180 27 . 2 469 0.0001 0.0 575 76 
CL6 1 0.0405 0.0170 5 . 6608 0 . 0173 0.024 944 
CL7 1 -0 . 00629 0.0179 0 . 1233 0.7255 - 0.003864 
CL8 1 0 . 00191 0 . 0168 0 . 0129 0.9094 0. 001186 
CL9 1 0 . 0732 0.0178 16 . 9603 0.0001 0.0448 52 
Table 103 : Analysis of maximum likelihood estimates with parameter estimates for 1995 
target cell and each neighboring cell form 1994 for class three (intermediate 
tarcrete) . 
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The interpretation of the model is shown in Figure 5.46 which indicate an 
expansion the in 6 cell except in the south and south-west which is represented by two 
insignificant cells. 
t 
Figure 5.46: The 1995 space-time analysis kernel for lagged 1994 intermediate class. 
The most effective cell of the 5 expanding cells is cell 4, which in the north-east 
direction similar to the previous class. The next effective cells are cell 2 and 5 which 
have similar estimates as shown in Table 5.1 03 . In the north direction, cell 3 shows an 
expansion similar in estimation to cell 9 which is in the west direction. The least 
effective expansion is cell 6, which is in the south-east direction. 
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5.17.4 Class Four (Light Tarcrete) 
The light tarcrete class was represented by 149820 cell in the space-time model 
to analyze the neighborhood effect on the class that took a binary value of 1 in the 
analysis. The other classes were represented by 282388 cell which was assigned a binary 
response of 0, as shown in Table 5.1 04. The total number of cells used in the analysis 
was 432208. 
Ordered 
Value 
1 
2 
B4 
1 
0 
Count 
149820 
282388 
Table 5.104: Binary response profile of class four (light tarcrete) . 
The overall space-time model for the light tarcrete class is significant given the P 
of 0.0001 with eight degrees of freedom. The result of estimating the effect of each cell 
in the neighborhood is shown in Table 5.1 05. The overall likelihood of the model IS 
25116.178 . 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Ch i-Square Estimate 
CL2 1 -0 . 0559 0.00879 40 . 5376 0.0001 -0 . 034528 
CL3 1 -0 . 0438 0 . 00922 22.5996 0.0001 - 0.026917 
CL4 1 -0.0478 0 . 00845 31.9402 0.0001 -0 . 029580 
CL5 1 -0.0631 0 . 00944 44.6393 0.0001 - 0 . 038591 
CL6 1 -0 . 0283 0 . 00899 9.9379 0 0 0016 - 0 . 017440 
CL7 1 -0.0803 0.0095 1 71 . 3565 0.0001 -0 . 049305 
CL8 1 -0 . 0596 0.00892 44 . 6975 0 . 0001 -0 . 036976 
CL9 1 -0 . 0982 0 . 00947 107 . 6325 0 . 0001 -0 . 060224 
Table 5.105: Analysis of maximum likelihood estimates with parameter estimates for 
1995 target cell and each neighboring cell form 1994 for class four (light 
tarcrete). 
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The overall observation of the result of the space-time model is contraction as 
shown in Figure 5.47. The figure shows a contraction from all direction. The most 
effective cells are 9 and 7. These cells provide a contraction effect on the light tarcrete 
class from the west and the south. The next three cells that effect the class are cells 5, 8, 
and 2, which have nearly similar model estimations. The contraction of cell 5 is in the 
east direction, cell 8 is in the south-west, and cell 2 in the north-west direction. The least 
contraction effect comes from cells 4 and 3, which represent the upper-right comer 
contraction effect on the light tarcrete class. 
/ 
Figure 5.47: The 1995 space-time analysis kernel for lagged 1994 light class. 
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5.17.5 Class five (traces of tarcrete) 
Class five in the classification result is the traces of tarcrete, which was 
represented by 129813 cell in the space-time model that took a binary response of a 
value 1, and the other 302395 cells that represented the rest of the classes took the binary 
value of 0, as shown in Table 5.1 06. The total number of cells used in this analysis is 
432208. 
Ordered 
Va lue 
1 
2 
B5 
1 
0 
Count 
129 813 
302395 
Table 5.106: Binary response profile of class five (traces of tarcrete). 
The overall space-time model analyzing the traces of the tarcrete is significant 
giVen a P value of 0.0001 with eight degrees of freedom. The estimation of the 
neighboring cells effectiveness are shown in Table 5.107. The overall model likelihood 
is 2694.226. 
Pa rameter Standar d Wald Pr > Standar dized 
Var iable DF Estimate Er ror Chi -Squar e Chi-Square Estimate 
CL2 1 -0 . 00707 0 . 00884 0 . 6385 0.4242 -0 . 004361 
CL3 1 0.0205 0.0094 1 4 . 7668 0 . 02 90 0 . 012615 
CL4 1 - 0 . 0222 0 . 00858 6 . 6756 0 . 00 98 - 0 . 013720 
CL5 1 -0 . 00532 0 . 00 9 61 0 . 3063 0 .5 800 - 0 . 003254 
CL6 1 0 . 0339 0.00921 13 . 5937 0 . 0002 0 . 020898 
CL7 1 0.0673 0 . 00967 48 . 3481 0 . 000 1 0.041305 
CL8 1 0.0523 0.0091 6 32 . 6034 0 . 0001 0 . 032 4 56 
CL9 1 0 . 0229 0.00963 5 . 6718 0 . 0172 0 . 014066 
Table 5.107: Analysis of maximum likelihood estimates with parameter estimates for 
1995 target cell and each neighboring cell form 1994 for class five (traces 
of tarcrete ). 
210 
The interpretation of the model estimates are shown in Figure 5.48. The overall 
observation of the result is that an expansion process took place between 1994 and 1995 
for this class. The expansion is mostly in the south direction particularly caused by the 
most effective neighbor, which is cell 7. 
t 
Figure 5.48: The 1995 space-time analysis kernel for lagged 1994 traces oftarcrete 
class. 
The behavior of this class has been expanding throughout the past three years of 
this study (1991 , 1993, and 1994). The contraction in the north-east direction provided 
by cell 4 is caused by the expansion of the pervious class (light tarcrete) in 1995. 
This class lost 80045 cells from 1994 to 1995, but the result of the estimation 
shows overall expansion. This indicate that if a class occupied large number of cells, 
then each of the other classes will occupy a portion of the remaining cells in the study 
area. The next effective cell is 8 and 6, where both effects share a common element, 
which is the south direction. The next most effective cells are in the south-west and cell 
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6 in the south-east. A nearly similar values were estimated by the model for two cells 
that is in different directions. These directions were in the west for cell 9 and north for 
cell 3. 
2I2 
5.17.6 Class Six (Sand) 
Class six in the space-time class in the I995 analysis is the sand class which is 
represented by 84423 cells that were assigned the binary value of I, and 347785 cell that 
represent the other classes were assigned a binary value of 0 as shown in Table 5.I 08 . 
The total number of the cells used in the analysis of the sand class is 432208. 
Ordered 
Value 
1 
2 
B6 
1 
0 
Count 
84 423 
347785 
Table 5 .I 08: Binary response profile of class six ( sand). 
The overall significance of the model is provided by the P value, which is equal 
to 0.000 I with eight degrees of freedom. The estimation of the neighboring cell of I994 
is shown in Table 5 .I 09. The overall likelihood value for this model is 2I79. 7I2. 
Parameter Standard Wald Pr > Sta ndardized 
Variable DF Estimate Error Chi-Square Chi-Squa re Estimate 
CL2 1 0.0254 0 . 0103 6 . 1146 0.0134 0 . 015703 
CL3 1 0 . 0106 0 . 0110 0.9269 0 . 3357 0.006504 
CL4 1 0.00867 0.00999 0.7532 0.38 55 0 . 005366 
CL5 1 0.0652 0. 0111 34 . 5692 0.0001 0.039909 
CL6 1 -0 . 0458 0.0105 1 8 . 8978 0.0001 -0 . 028213 
CL7 1 0 . 0171 0 . 0112 2 . 3633 0.1242 0 . 010528 
CL8 1 0 . 00447 0.0105 0 . 1807 0.6708 0.002770 
CL9 1 0.0860 0. 0111 60 . 1481 0.0001 0 . 052724 
Table 5.I 09: Analysis of maximum likelihood estimates with parameter estimates for 
1995 target cell and each neighboring cell form I994 for class six (sand). 
The observations indicated by the model estimation show in (Figure 5.49) four 
cells (2, 3, 7, and 8) that have insignificant effect, and three cells (9, 5, and 2) expanded 
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between 1994 to 1995. The only contraction found is in cell 6, which is in the south-east 
direction. However, the expansion is mostly effected by the estimation of cell 9, which is 
an expansion in the west direction. On the east direction cell 5 is the second most 
effective cell, then cell 2 in the north-west direct. 
~ 
Figure 5.49: The 1995 space-time analysis kernel for lagged 1994 sand class. 
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5.18 Space-Time Analysis for 1998 
The classified image of 1998 is used in the space-time model. Each class in the 
classification of 1998 contained different number of cells as shown in Table 5.11 0. The 
table shows cells in each class as compared with the same classes in 1991. This indicates 
that with time the tarcrete is contracting and the desert surface is reappearing. Based on 
this fact the oil-lakes class should contain few or no cells. However, the hard surface left 
after the oil lakes give little chance for the rain water to infiltrate to the subsurface and 
therefore, water remains on the surface and appears as oil lakes in the 1998 Landsat 
tmage. 
CL1 Frequency Percent 
--------------------------
1 1022 0.2 
2 1355 0.3 
3 4563 1.1 
4 36456 8.4 
5 155317 35.9 
6 233679 54.0 
Table 5.110: The overall count of target cells by class for 1998. 
5.18.1 Class One (Oil Lakes) 
The oil-lakes class in the 1998 images is a mix of oil and rainwater. This class is 
been represented by 1022 cells, which have taken a binary response of value 1, and other 
classes that have been represented by 431370 cells in the analysis have taken a binary 
response as shown in Table 5.11. The total number of cell used in this analysis was 
432392. The total number of cells used to represent any year suppose to be constant. 
2l5 
However, in the pre-processing stage some pixels were masked out due to the sensor 
malfunction. 
Order ed 
Value 
1 
2 
B1 
1 
0 
Count 
1022 
431370 
Table 5.111: Binary response profile of class one (oil lakes) . 
The overall space-time model for the oil-lakes class was significant give the P 
value of 0.0001 with eight degrees of freedom. Estimation of the contribution of the 
effectiveness of each cell surrounding the target cells of the l998 are shown in Table 
5.112. The overall likelihood of the model is 3284.781. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi -Square Ch i - Square Estimate 
CL2 1 -0 . 0446 0 . 075 5 0 . 3492 0 . 5 546 - 0 . 029590 
CL3 1 - 0.7683 0.0760 102.221 6 0 . 000 1 -0 . 507334 
CL4 1 0 . 1553 0.0747 4.3220 0 . 0376 0 . 103225 
CL5 1 - 0.3087 0.0806 14.6530 0 . 0001 -0 . 203178 
CL6 1 0 . 1334 0 . 0674 3.9250 0 . 0476 0 . 088241 
CL7 1 -0.7402 0 . 0786 88.6426 0 . 0001 -0 . 488610 
CL8 1 0 . 4049 0 . 0722 31.4092 0.000 1 0.269634 
CL9 1 -0.2649 0 . 0832 10. 146 1 0 . 0014 -0.174820 
Table 5.112: Analysis of maximum likelihood estimates with parameter estimates for 
1998 target cell and each neighboring cell form 1995 for class one (oil 
lakes). 
The result of the estimation produced two insignificant cells (2,6) four 
contracting effects from cells 3, 5, 7, and 9. The most effective neighbors are cell 8 and 
4 which show expansion effects in the south-west and for the latter in the north-east as 
shown in Figure 5.50. 
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Figure 5.50: The 1998 space-time analysis kernel for lagged 1995 the oil-lakes class. 
The neighborhood effect displayed in Figure 5.50, shows a major contraction in 
the four major directions. From the north, cell 3 has the strongest effect, and from the 
south direction cell 7 is the next neighbor that is causing the contraction. The third 
effective contraction is cause by cell 5 from the east direction, and the least effective cell 
is cell 9 from the west direction. 
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5.18.2 Class Two (Heavy Tarcrete) 
Class two in the space-time model analysis of the 1998 image classification is the 
heavy tarcrete, which was represented by 1355 cells that took a binary response of a 
value of 1, and 0 for the other 431 03 7 cells that represented other classes in the analysis 
as shown in Table 5.113. The total number of cells used in the space-time model 
analysis for this class is 432392. 
Ordered 
Value 
1 
2 
B2 
1 
0 
Count 
1355 
431037 
Table 5.113: Binary response profile of class two (heavy tar crete). 
The overall significance of the space-time model analysis for the heavy tarcrete 
IS provided by the P value, which is 0.0001 with eight degrees of freedom. The 
estimation of the effectiveness of the surrounding cells from 1995 on the target cell from 
1998 is shown in Table 5.114. The overall likelihood of the model5153.378 . 
Parameter Standard Wald Pr > Standardized 
Variable OF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 -0 . 2709 0 . 0725 13.9690 0.0002 -0.179612 
CL3 1 -0.1167 0.0708 2. 712 8 0.0995 -0.077037 
CL4 1 -0.2046 0 . 0710 8.3051 0.0040 -0.135964 
CL5 1 -0.1320 0 . 0753 3.0763 0.0794 -0.086888 
CL6 1 - 0.1244 0 . 0707 3.0991 0.0783 -0.082272 
CL7 1 -0.2945 0 . 0750 15.4156 0 . 0001 -0.194400 
CL8 1 -0.1 803 0 .0693 6.7755 0.0092 -0. 120098 
CL9 1 -0.3255 0.0776 17.5779 0.0001 -0.214756 
Table 5.114: Analysis of maximum likelihood estimates with parameter estimates for 
1998 target cell and each neighboring cell form 1995 for class two(heavy 
tarcrete). 
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The overall estimate produced by the space-time model for the heavy tarcrete is 
indicates a contraction effect between 1995 and 1998 in Figure 5.51. There are three 
insignificant cells (3 , 5, 6), where cell 3 is in the north direction where heavy tarcrete 
existed in 1995 and remains in 1998. The other two cells are in the downwind position 
and the effect of the northwesterly wind is less effective in breaking-up the tarcrete. 
t 
Figure 5.51: The 1998 space-time analysis kernel for lagged 1995 heavy class. 
The contraction effect comes from cell 9 on the south-west direction, which is 
expected due to the fact that the tarcrete is more rough close to the tarcrete source than at 
the edge of the tarcrete at the Kuwaiti southern border in 1991 . Other cells (7, 2, 4, 8) 
provide strong evidence of the progress of time and the fragmentation that was caused 
by the northwesterly wind in Kuwait, that has caused the contraction of the tarcrete. 
These cells are from different directions but the result of the model estimates produced 
nearly similar degrees of effect. 
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5.18.3 Class Three (Intermediate Tarcrete) 
The intermediate tarcrete class was analyzed as the third class of the 1998 
classification which was represented by 4563 cells that took a binary response of value 
1, and a binary response of 0 for all other 427829 cells that represent the five other 
classes as shown in Table 5.115. The total number of cells used to analyzed the 
intermediate class was 432392 cells. 
Ordered 
Value 
1 
2 
B3 
1 
0 
Count 
4563 
427829 
Table 5.115: Binary response profile of class three (intennediate tarcrete). 
The space-time analysis for the intermediate class of 1998 as a target cell and the 
neighbors from 1995 was significant given a P value of 0.0001 with eight degrees of 
freedom. The estimation of the effect of each surrounding cell is shown in Table 5 .116. 
The overall model likelihood is 18332.485. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi-Square Chi-Square Estimate 
CL2 1 -0.2978 0 . 0407 53 . 5455 0 . 0001 -0 . 197497 
CL3 1 -0.2526 0.0386 42.7676 0 . 000 1 - 0 .1667 73 
CL4 1 -0 . 2788 0.0386 52.2240 0.000 1 -0.185289 
CL5 1 -0 . 0738 0.0408 3.2686 0 . 0706 -0. 048589 
CL6 1 0 . 3317 0 . 0377 77.4369 0.0001 0 . 219370 
CL7 1 -0.5743 0. 0413 193.5404 0.0001 - 0 . 379082 
CL8 1 - 0.3186 0.0390 66 . 8269 0.0001 -0. 212162 
CL9 1 -0.3052 0.0436 48 . 8951 0.0001 -0.201352 
Table 5.116: Analysis ofmaximum likelihood estimates with parameter estimates for 
1998 target cell and each neighboring cell form 1995 for class three 
(intermediate tarcrete ). 
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The interpretation of the estimate produced by the model reveals an overall 
contraction (Figure 5.52) from all directions except from the east. The most effective 
contraction is caused by cell 7, which is from the south direction which validated the 
assumption of this study that the tarcrete is contracting with time. The next contraction 
effect is caused by cell 8 and 9, where both cells have a common westerly direction, but 
cell 8 is causing a contraction from the south-west. 
t 
Figure 5.52: The 1998 space-time analysis kernel for lagged 1995 intermediate class. 
The estimates that is produced by the space-time analysis indicated a contraction 
process in three more cells. These are cell 2, 3 and 4, which have similar estimates and 
share the contraction from the northerly direction. Cell 3, shows a contraction effect 
from the north, cell 2 from north-west, and cell 4 is from the north-east. 
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5.18.4 Class Four (Light Tarcrete) 
The traces of tarcrete class in the 1998 image classification is represented in 
space-time model analysis by 36456 cells that took a binary response of a value of 1, and 
all the other cells (395936) in the analysis took the binary response 0, as shown in Table 
5.117. The total number of cells used in the analysis is 432392 . 
Ordered 
Value 
1 
2 
84 
1 
0 
Count 
36456 
395936 
Table 5.117: Binary response profile of class four (light tarcrete). 
The space-time model analysis for this class produced a very significant result 
given a P value of 0.0001 with eight degrees of freedom. The estimation of each effect 
of the surrounding cells for the analysis in this class is showing in Table 5.118. The 
overall likelihood of the model analysis is 53431 .321. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi - Square Chi - Square Estimate 
CL2 1 -0.0919 0 . 0135 46.3689 0.0001 -0 . 060946 
CL3 1 -0 . 1488 0 . 0136 120.0806 0 . 0001 - 0.098250 
CL4 1 -0 . 1235 0 . 0128 92.5217 0.0001 -0 . 082059 
CL5 1 -0 . 1918 0.0139 190.1384 0 . 0001 -0.126233 
CL6 1 -0 . 0764 0.0132 33.6968 0 . 0001 -0.050492 
CL7 1 -0.2316 0.0141 269.1038 0 . 0001 -0.152860 
CL8 1 -0 . 0173 0 . 0134 1 . 6650 0 . 1969 -0.011505 
CL9 1 -0.1907 0.0142 179.1070 0 . 0001 -0.125806 
Table 5.118: Analysis of maximum likelihood estimates with parameter estimates for 
1998 target cell and each neighboring cell form 1995 for class four (light 
tarcrete). 
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The analysis of this class in the space-time model produced an estimation that 
indicated a contraction process took place between 1995 and 1998 as shown in Figure 
5.53. The only insignificant neighbor is cell 8, which is from the south-east direction. 
Figure 5.53: The 1998 space-time analysis kernel for lagged 1995 light class. 
The most effective neighbor is cell 7 from the south direction to the north. The 
analysis of the light tarcrete class shows nearly equal value for the cells 5, 9, 3, 4 but 
from different directions. 
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5.18.5 Class Five (traces of Tarcrete) 
The traces of the tarcrete class in 1998 occupied 155317 cells in the space-time 
analysis which took a binary response of 1, and the other classes in this analysis 
occupied 277075 cells which took a binary value ofO as shown in Table 5.119. The total 
number of cells used in this analysis is 432392. 
Orde red 
Value 
1 
2 
B5 
1 
0 
Count 
155317 
277075 
Table 5.119: Binary response profile of class five (traces oftarcrete). 
The overall significant of the space-time model analysis for this class was given 
by the P value, which is 0.0001 indicating an overall significant analysis with eight 
degrees of freedom. The estimation of surrounding cells effects are showing in Table 
5.120. The overall likelihood for the analysis is 9150.176. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi -Square Chi -Square Es timate 
CL2 1 0.00451 0 . 00727 0 . 3849 0.5350 0.002991 
CL3 1 -0 . 0209 0 . 00767 7.4297 0 . 0064 -0.013802 
CL4 1 -0.0819 0 . 00712 132 . 5158 0.0001 -0.054454 
CL5 1 -0.0672 0.00770 76 . 2617 0 . 0001 -0.044257 
CL6 1 -0.0158 0 . 00738 4 . 5911 0.0321 -0 . 010451 
CL7 1 -0.0494 0 . 00777 40.4244 0 . 0001 -0 . 032605 
CL8 1 -0.0174 0.00732 5 . 6283 0.0177 -0.011568 
CL9 1 -0 . 0173 0 . 00770 5.0457 0 . 0247 - 0.011419 
Table 5.120: Analysis of maximum likelihood estimates with parameter estimates for 
1998 target cell and each neighboring cell form 1995 for class five (traces 
of tarcrete). 
The overall interpretation of the estimates that is produced for each cell indicates 
contraction has taken place between 1995 and 1998 for this class as indicated in Figure 
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5.54. The effect of the south-west direction is caused by cell 8. It is the only insignificant 
neighbor. 
Figure 5.54: The 1998 space-time analysis kernel for lagged 1995 traces of tarcrete 
class. 
The most effective cell estimated by is contraction process is cell 4, which is 
from the north-east direction. The next in the contraction effect is cell 5, which was 
estimated as the second most effective cell, and is from the east direction. The 
contraction from the south direction is caused by cell 7. The north contraction effect is 
estimated by cell 3. The estimates of the analysis produced close estimations for cells 8, 
9, 6, where cell 8 shows a contraction from the south-west direction, cell 9 from the west 
direction, and cell 6 from the south-east direction. 
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5.18.6 Class Six (Sand) 
This class is the last class to be analyzed in this study using the space-time 
analysis. The sand class occupied 233679 cells in the 1998 image classification, which is 
represented by a binary response value of 1, and other classes were represented by 
198713 cells. The cells that represented the other class took a binary response of a value 
of 0 in the space-time analysis as shown in Table 5.121. The total number of cells 
analyzed for this class is 432392. 
Or dered 
Value 
1 
2 
B6 
1 
0 
Count 
233679 
198713 
Table 5.121: Binary response profile of class six (sand). 
The result is significant as indicated by the P value which is 0.0001 with eight 
degrees of freedom. The estimation of the surrounding effect caused by each cell, as in 
the Queen's rules, is shown in Table 5.122. The overall likelihood of the analysis is 
81609.873. 
Parameter Standard Wald Pr > Standardized 
Variable DF Estimate Error Chi -Square Chi- Square Estimate 
CL2 1 0.0694 0.00766 82 . 0692 0 . 0001 0 . 046021 
CL3 1 0.1237 0 . 00816 229.7070 0 . 0001 0 . 081690 
CL4 1 0 . 1513 0 . 00755 401.3318 0.0001 0 . 100576 
CL5 1 0 .1719 0 . 00819 440.1056 0.0001 0 . 113118 
CL6 1 0 . 0404 0 . 00785 26.5166 0.0001 0.026714 
CL7 1 0 . 1528 0 . 00823 344.6473 0 . 0001 0.100862 
CL8 1 0.0547 0.00769 50.6373 0.0001 0.036438 
CL9 1 0.1232 0.00810 231 . 2495 0 . 0001 0.081299 
Table 5.122: Analysis of maximum likelihood estimates with parameter estimates for 
1998 target cell and each neighboring cell fonn 1995 for class six (sand). 
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The estimates indicate that expansion occurred from 1995 to 1998. This all the 
tarcrete classes are in the process of contraction through the past seven years (1991-
1998) as shown in Figure 5.55. The sand is re-appearing as the natural desert surface 
similar to the pre-war condition, and there is a smaller patch of tarcrete in comparison 
with the size of the tarcrete in 1991. 
Figure 5.55: The 1998 space-time analysis kernel for lagged 1995 sand class. 
The greatest expansion effect is caused by cell 5, which is in the east direction. 
The next effective direction is in the south, which is caused by cell 7, and the north-east 
expansion is manifested in cell 4. The estimation produced similar estimates for 
expansion caused by cells 3 and 9, which represent different directions. In the north 
direction is cell 3 and in the west is cell 9. The north-west expansion is estimated to be 
caused by cell 2, cell 8 in the south-west direction, and lastly the least effective 
expansion in the analysis is estimated for cell 6 
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5.19 Cellular Automata 
The cellular automaton model used in this study is based on the combination of 
three inputs, two perimeters, and the classified image of the first time period (t). The 
most important perimeter is the governing rules of cells over time. These rules are 
obtained from the standardized error that was generated for each cell in the study area by 
the space-time model analysis. This means each class has its unique kernel of 
standardized error arranged in a three by three fashion. The standardized error is 
arranged in the position in which it corresponds to the cell it was driven out from. 
Further, each class in every year has its own standardized error, for example class three 
of 1993, has a different standardized error for each year, indicating an individual and 
distincted set of governing rules. The standardized error was extracted from the space-
time model results and saved in a ASCII type of file for every class in every year. 
The other important perimeter in the cellular automaton model simulations was 
the weight files . These files were generated to account for those natural factors that was 
not accounted for in this study. Each class in each year has a separate, it individual 
weighted file. These is files were generated by the gird command RAND in the gird 
module in ARC/INFO. Each of the cells in the study area were assigned one random 
value ranging between 1 and - 1, in which each class had its individual random layer. 
The following step in the process was to use each random file (weight) together 
with the governing rules file (standardized error file) that was generated for each 
individual class, and the actual image of t in the command FOCALSUM in the grid 
module in ARC/INFO to simulate the contraction of the tarcrete layer at next time 
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period (t+ 1 ). The simulated classes for each year were grouped together to form one grid 
that include all the simulated classes for a particular year. The final step was to calculate 
and compare the likelihood of the actual classified images and simulated ones. 
It is important to understand how the technique used in this methodology was 
applied using classified satellite images that are successive in time. Data were extracted 
from the classified images to be used in a space-time model with standardized error, 
weight file, and the actual classified images to simulate the contraction of the tarcrete at 
t+l. 
The classification result were read out in are arranged pattern as explained in 
Table 4.1 and written out in new files in a new and different pattern of arrangements as 
described in section 5.5. The new files were manipulated to provide a target cell from t 
and neighborhood from t+ 1. The final modified fi le was used in the space-time model to 
generate the standardized errors for each class for every year. This effect of the 
neighbors oft+ 1 on the target cell from t were analyzed. For example, target cell from 
1991 and the neighbor effect of the 1993 were analyzed in a space-time model to 
produce the standardized error. The effect of neighbors at t+ 1 on a target cell at t for all 
years were used in an space-time model and standardized error was produced for each 
class for every year was used in cellular automaton model to simulate the tarcrete 
change from one year to another. 
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Chapter 6 
Discussion 
6.1 Overview 
This study focuses on the contraction of the tarcrete from 1991 to 1998 and 
explores the different aspects that went into analyzing the tarcrete layer through time. 
After a review of the literature, the accuracy of three types of classification is discussed. 
I then examine the two major parts of spatial analysis (autologistic model) which is 
concerned with the spatial extension of each class with respect to other classes in the 
study area. The second is the space-time analysis. The last section addresses the lessons 
learned and this study' s value in terms of future policies and planning. 
6.2 Tarcrete in Literature 
Studies have investigated the oil well fires and their environmental impact on 
both land (desert) and coastal areas in Kuwait after the Gulf War. Some were concerned 
with the atmospheric effects of the oil well fires smoke plumes; others used satellite 
images to produce maps showing changes since the War. However, none of the previous 
studies (Al-Doasari and Ryherd, 1993; Koch and El-Baz, 1993; Al-Doasari, 1994; al-
Dabi et. al. , 1996; Abuelgasim, 1996; Koch and El-Baz, 1998; Al-Doasari et. al. 1998; 
Al-Sarawi, 1998; Al-Sarawi, 1999) analyzed the spatial change of the tarcrete layer 
using satellite images and simulations in a cellular automaton model. Satellite images 
were the only tool available for collecting data about the tarcrete layer in 1991-1998. 
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This research determines how the tarcrete layer is contracting with time. The 
temporal coverage of Landsat TM images was used to produce a set of specific classes 
that are similar in the five images (1991 , 1993, 1994, 1995, 1998) used in this study. The 
information gained from the classification procedure was used in a dynamically discrete 
statistical model that enabled a cellular automaton model to simulate the change between 
two consecutive periods. 
Al-Doasari (1998) collected information about tarcrete in 1993, but it was aimed 
at characterizing the desert surface after the Gulf War in the lower right of the Landsat 
TM image of southern Kuwait. The same path and row of the satellite image was used 
in the present study, but the data gathered covered all desert surface features observable 
in the field; the tarcrete and oil lakes were simply two of the classes that were identified 
in that location of Kuwait. In the present study the focus is the tarcrete layer alone, and 
field data was oriented towards identifying the condition of the tarcrete as one of six 
possible classes. 
6.3 Satellite Image Classifications 
The unsupervised classification identified the intermediate tarcrete class in the 
1998 image most accurately (1 00 percent). The nine polygons were used for testing the 
intermediate class. This shows the intermediate class occupies most of the area inside 
the fence around the three major oil fields. However, according to field observations a 
large area characterized as intermediate actually belongs to other classes and so this 
class in fact occupies less area than the unsupervised classification shows. The accuracy 
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of the intermediate class was only 22 percent in the supervised classification. Only two 
polygons out of nine were in the intermediate class; the other seven were actually heavy 
tarcrete, so the heavy tarcrete class occupied a larger area than did the intermediate 
class. In the NN classification the accuracy assessment for the intermediate class is 89 
percent, which seems reasonable when one looks at the color classified in the 1998 
Image. 
The three classification methods identified the oil lakes at 80 percent accuracy. 
Five polygons were used to test the accuracy of oil-lakes classification; four fell into the 
oil-lakes class. One was heavy tarcrete, mostly due to the fact that it looked like an oil 
lakes, which might contain both liquid and dry oil , or it could have been a basically dry 
oil lakes that was leaking liquid oil to the surface. 
The light tarcrete class was identified by unsupervised classification with 71 
percent accuracy; it is probably the largest class appearing in the colored 1998 image as 
a result of the unsupervised classification. Seven polygons were used to test the accuracy 
of the light tarcrete class; five showed light tarcrete and two heavy tarcrete. As expected, 
the light tarcrete appears to surround the intermediate class, but the former is much 
larger than anticipated. In the supervised classification the light tarcrete class was 
estimated to be 43 percent. Three of the seven polygons used to test this class fell into 
the light tarcrete category, two were heavy tarcrete, one was traces, and one showed 
sand. The light tarcrete category in the supervised classification occupied a much 
smaller area than in the unsupervised classification. In the NN classification it was 
estimated by 14 percent; only one polygon fell into the light tarcrete class. The other six 
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included one in heavy tarcrete, two in the intermediate class, and three in traces of 
tarcrete. Looking closely at NN classification, it is clear that most polygons used to test 
this classification system are from contiguous classes, such as two polygons of the 
intermediate class and three of traces. This causes difficulty in clearly defining the 
boundary of distinction between the intermediate tarcrete from the light tarcrete. The 
two classes are only distinguished by the size of tarcrete chunks they contain, and that 
can vary from one analyst to another. This class is the least accurate in the NN 
classification and caused problems with accuracy in the space-time computations for the 
periods 1993-1994 and 1994-1995. 
The unsupervised classification estimated that heavy tarcrete would be 22 
percent. Nine polygons were used to test the heavy tarcrete; only two fell into the heavy 
tarcrete class, one in the oil-lakes class, four in the intermediate class, and two in the 
light tarcrete class. In the supervised classification the estimate of the heavy tarcrete was 
78 percent; seven out of the nine polygons used in testing this class were heavy tarcrete, 
only one was in the oil-lakes class, and another fell into the light tarcrete class. If the 
result of the heavy tarcrete in the unsupervised and supervised classifications are 
visually examined, the results seem contradictory, but in fact closer inspection reveals a 
difference. To complicate matters, heavy tarcrete is estimated at 44 percent according to 
the NN classification; five of the nine polygons used in the testing fall into the 
intermediate class and four into heavy tarcrete. The fact that the polygons separated into 
only two classes indicates how difficult it actually is to separate heavy and intermediate 
tarcrete from each other. 
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The accuracy of the sand class was estimated by the unsupervised classification 
to be 20 percent. Five polygons were used to test the sand class. Only one polygon was 
sand; the other four were light tarcrete, which indicates that the light tarcrete is 
occupying a sandy area. The supervised classification used five polygons and gives a 
result of 60 percent in the sand class. Three polygons of the five tested fell into the sand 
class and two into the light tarcrete class. Once again light tarcrete is in a sandy area. If 
at least one of the polygons were of a different class, it could not be realized that the 
intermediate class occurs in sandy areas. Not only is the supervised classification less 
accurate but the light tarcrete class is especially difficult to categorize. The NN 
classification method estimated the sand class to be 20 percent accurate. The accuracy 
was tested against five polygons, only one of which proved to actually belong to the 
class it was intended to test. Two polygons fell into the traces of tarcrete class, one was 
in the heavy tarcrete class, and one was light tarcrete. Both the unsupervised and the NN 
classifications estimated the sand class at 20 percent accuracy but with a different 
distribution of the polygons. Supervised classification found 60 percent of the area 
occupied by the sand class, which was the greatest amount of area found for that class. 
The unsupervised classification found less, and the NN classification showed smaller 
amount, even though the same polygons were used to test the two classifications. 
The traces of tarcrete class was found least accurate! y at only 13 percent through 
the unsupervised classification method. The Supervised classification identified 27 
percent, and the NN classification identified it as 80 percent. Twelve of the fifteen 
polygons used to test the accuracy of the unsupervised classification for the traces class 
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fell into the light tarcrete class, which is another indication of how large is the area 
occupied by the sand class. Only two polygons were placed in the traces class and one 
in the intermediate class. The supervised classification method put four of the fifteen 
polygons used for testing into the traces class, seven into the sand class, and four into the 
light tarcrete class. The traces class can be clearly distinguished from the tarcrete layer 
but is closely associated with the sand class, because each pixel in the traces class shows 
almost 50 percent sand, and if more than 50 percent of the area of any pixel is occupied 
by sand, then the entire pixel is classified as sand. The NN classification method 
estimated the traces of tarcrete class to have the highest accuracy, equal to the oil-lakes 
class at 80 percent accuracy in 1998; twelve of the fifteen polygons tested fell into the 
traces class, one was sand, one was light, and one was in the intermediate tarcrete class. 
Three points stand out in the classifications results. First, the distinctiveness of 
the identity of the oil-lakes class contributes to the 80 percent accuracy with which the 
three types of classifications were able to identify it. Second, three of the classes (heavy, 
intermediate, and light tarcrete) were exactly as defined by El-Baz in 1994. Oil and soot 
are mixed with sand, creating a conglomerated, hardened mass. With time, this 
conglomerate has dried and broken up into large chunks of varying size that give the 
labels to the intermediate and light tarcrete. The heavy class is composed of a continuous 
conglomerated surface where heavy droplets have been deposited or that is the last stage 
of a drying oil lakes. When the heavy tarcrete is first breaking up, it fits into the 
intermediate class; light tarcrete refers to the disintegration process as it continues. 
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However, the traces oftarcrete and sand classes are closely associated with each other; if 
a pixel is not sand, then it is traces of tarcrete, and vice versa. 
Two classes were determined with less accuracy. The oil-lakes class was only 
observed in the three major oil fields, and none were observed in the south of the Al-
Burgan oil field. The classification procedure was applied to the three major oil fields, 
which include the oil-lakes class in the 1998 image. In a previous study using a 1991 
image Al-Dousari , (1998) found that tarcrete could have an oily surface reflecting 
energy similar to that of the oil lakes. If the 1993 image had shown that very little of this 
oily surface still existed, it would have been acceptable. But the oil-lakes class should 
have totally disappeared from the 1994 image. 
However, if the date of each image is considered, then the existence of the oil-
lakes class is explained by rainfall , which is more likely to occur between December and 
the end of April , the time when the 1993, 1994, and 1995 images were made. Rainfall is 
less likely from May to November, the summer. The oil-lakes pixels in 1993, 1994, 
1995 and 1998 are actually due to the presence of rainwater mixed with tarcrete and are 
not in fact actual oil lakes. 
The light tarcrete class is characterized by large chunks of tarcrete (5mm-5cm) 
and has been observed in the field to be part of the main layer oftarcrete. In images from 
1994 and 1995, the classifications showed light tarcrete to be located in an area that 
contained only traces of tarcrete or sand. The inaccuracy in the classification of these 
two classes was unexpected and obscured to a certain degree the capturing of change in 
the tarcrete contraction in the space-time model. 
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The tarcrete layer noticeably contracts with time. To understand this contraction, 
SIX classes were chosen to represent different parts of the tarcrete layer. Each class 
influences the fragmentation of every other class. In order for the oil-lakes class to reach 
the traces of the tarcrete stage, it has to go through an extensive drying process that takes 
it to heavy tarcrete. The first stage of fragmentation of the tarcrete is the intermediate 
class; further fragmentation characterizes the light tarcrete class, and the last stage of the 
tarcrete layer fragmentation process is the traces of the tarcrete class. When the traces of 
the tarcrete begin to disappear, the original sandy surface of the desert reappears as it 
was before the War. The sandy stage is further characterized by its mobility-highly 
active as free sand and semi-active in areas of vegetation, such as sand dunes fields, 
which is beyond the scope ofthis investigation. 
Given the nature of the formation and fragmentation of the tarcrete, it might be 
possible to predict when the tarcrete will totally disappear if stationarity is assumed. A 
simple model postulates that a layer is imposed on the desert surface, and the cause of 
fragmentation is the wind. The literature (El-Baz and Maxwell, 1979; Bagnold, 
1933,1941 ,1951) is rich in analyses of the wind in relation to desert surface features, and 
in this instance, no vegetation, body or water, or mountains influence the wind or 
interrupt the layer created by oil well fires (Al-Doasari, 1998). The tarcrete layer in 
Kuwait is deposited on flat desert surface, and the wind is the major cause of its 
fragmentation. Unfortunately, the effects of wind speed and direction on tarcrete 
contraction cannot be analyzed, because such data is only collected at Kuwait airport. 
That leaves us with only the satellite images as reliable data for the condition and spatial 
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extension of the tarcrete over the past decade. These images were gathered at five 
different times in order to measure the temporal changes in the contraction process. 
The ability to identify a particular feature in the same area at two different times 
allowed the estimation of the area change (class change) from the first time period to the 
second. However, no attempt was made to collect the information provided by the 
classification to predict the spatial appearance of the mapped phenomenon in the feature. 
Using statistics to predict change has been done in many areas, particularly in 
economics. Economic geographers have examined diffusion of innovations extensively 
using statistical models (Haining, 1983). Dezzzani ( 1996) sketched out a methodology to 
predict the future state of an economic system. Given the ability to identify the tarcrete 
in different years and a statistical method proven to reliably predict the status of certain 
states, it might be possible to predict when the effects of the Gulf War on the desert 
would totally disappear. This study showed that this prediction was more difficult to 
achieve than had been thought if the only source of data used is a multispectral satellite 
Imagery. 
Since the area of the tarcrete is contracting, the rate of change must be 
determined to predict exactly when the tarcrete will disappear. To define the rate of 
change, each class was masked and multiplied by the next year classification. This 
procedure took full advantage of the image's digital format. Which pixel moved to 
which class at the second time period was specifically determined. The result of the 
masking procedure was exported to the statistical package to be used in a contingency 
table analysis to test for independence. The log linear model tested for stationarity; if the 
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change over time was stationary, then a Markov model of transition was used to predict 
the tarcrete's changes. Unexpectedly, the transition of the tarcrete through time was not 
stationary, so an autologistic model was used to capture the tarcrete's changes through 
the period of seven years. 
6.4 Spatial Analysis 
In the spatial analysis of the tarcrete, the use of Moran's I index resulted in a 
positive coefficient, indicating clustering distribution, which reconfirms the conclusions 
of the NN classification results. The results of Moran's I gave the global configuration 
of the classes and how each class was distributed with respect to all the other cells in the 
study area. 
An autologistic model was constructed to obtain the local configuration of the 
distribution of pixels in each class relative to the distribution of the pixels of other 
classes. First the digital image was transferred into cell information that could be used 
in a spatial analysis. The cell information was put into columns. A single class could be 
compared to itself through the five time periods as well as to other classes in the study 
area. 
6.5 Autologistic Analysis 
6.5.1 Evaluation of a Class Through Time 
Unexpectedly, the oil-lakes class (appearing in 1993, 1994, 1995, 1998) is more 
likely to occur in the southwest (cell eight of the kernel) than any other classes (which 
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were represented by zero). The other classes were more likely to tum up in all the other 
six cells except for the northeastern cell of the kernel (cell number four). The heavy 
tarcrete class did not favor any particular cell, and a negative coefficient for it was found 
for most of the cells during the five periods of the study. The intermediate class had an 
insignificant tendency to occur in two cells, the northwest and the southeast, and the 
results including the intermediate class are more likely to be found in any of the other 
six cells over the five periods of the study. This can only be explained by directionality. 
This class surrounds heavy tarcrete. The wind direction, from northwest to southwest, is 
parallel to the position of the insignificant cells in the kernel. In the north the sand is 
more likely to have either replaced the tarcrete or covered it, and in the southwest the 
tarcrete has been fragmented. Therefore, the east side of this class was to be found along 
the eastern side of the heavy tarcrete and the western side of the heavy tarcrete class. 
The autologistic analysis indicated that the light tarcrete class is most likely to be 
found in the second, sixth, and eighth positions of the kernel. This class surrounds the 
intermediate class, and the analysis was expected to show results similar to those of 
intermediate tarcrete. However, other factors obscure the result, in particular, the less 
accurate classification of this type. The negative coefficient for this class shows that this 
class as well as others are likely to be found in the other cell positions than were 
expected. 
The traces of tarcrete class can be seen in any of the eight kernel cells; if any 
traces of tarcrete class cell was picked, a similar class would most likely occurred in the 
eight neighboring cells at any given time. The analysis yielded a positive coefficient for 
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this class in each year. The sand class was similar in that it was likely to be found in any 
of the cells at any time a single cell of the sand class was selected. That means that most 
of the time the autologistic analysis gave a positive coefficient for the neighborhood of 
the sand class. 
6.5.2 Evaluation of a Class at one Time Period 
Another way to interpret the results is a comparison of the class of one year with 
other classes in the study area of the same year. The result indicated that the oil-lakes 
class in 1991 tended to be found at the southwest comer of the kernel (cell eight). In 
later years this was less probable. The oil-lakes class in reality is an oily surface, and the 
NN classification was able to classify it from samples representing oil lakes or oily 
surfaces that came from the upper part of the study area, where the oil fields were. The 
deficiency in classifying the oil lakes in later years did not occur because the NN 
classification was misclassifying other classes but because some surfaces have the same 
reflective properties as the oil-lakes class, specifically, rainwater. 
Heavy tarcrete in the same year is most likely to occur in the northern cell of the 
kernel. This class is represented in the classified images by two parallel north-south lines 
at the edges of an oily surface. The directionality for heavy tarcrete is clear. If the right 
and left sides of the heavy tarcrete class are observed in the colored images from 1991, 
more pixels representing other classes can be found in directions other than north or 
south. The intermediate tarcrete class was more likely to occur in the east to the south 
and in the northwest. The light tarcrete class was present mostly in the south of the 
241 
kernel and in the second cell of the kernel. The 1991 traces of tarcrete class was very 
likely to be located next to a cell of the same class, much as the sand class for 1991. The 
exception was in the southwestern cell of the kernel, where other classes were generally 
present, as indicated by the negative coefficient produced by the autologistic analysis. 
The 1993 image was expected not to contain any of the oil-lakes class, because 
there were no oil lakes to start with. An oily surface should be dry after two years, 
whereas actual oil lakes would probably still have some liquid oil on the surface; 
however, this was not the case. The heavy tarcrete class in 1993 had a negative 
coefficient in all of the cells; the probability of finding a neighboring cell not from the 
heavy class was higher. Also, the intermediate class had negative coefficients in almost 
all the cells except the northern cell, for which autologistic analysis indicated a positive 
coefficient for neighbors of a similar class. The light tarcrete class was more probable in 
the eastern, southern, western cells and less likely in the northwest and southwest. This 
class extended in two lines between the traces of tarcrete class and intermediate class 
and was not present at the southwestern edge of tarcrete in the classified image of 1993. 
The traces of tarcrete class were more likely to find a similar neighbor in five, mostly 
western, cells. The other classes were more probable in the east and north of the kernel, 
as indicated by the negative coefficient resulting from the analysis of the traces of 
tarcrete class in 1993. The sand class in 1993 behaved and was distributed exactly like 
the traces of tarcrete class in that year. However, the classified image showed that the 
two classes were distributed in totally different ways. 
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Looking at the colored image produced by the NN classification for the 1994 
image, it reveals very few oil lakes. However, autologistic analysis gave a higher 
probability for finding neighbors of this class in the eighth cell of the kernel; otherwise, 
the oil lakes, heavy, and intermediate classes had negative coefficients in most of the 
cell, according to the autologistic analysis. The boundary between the heavy and 
intennediate classes was well marked in the colored classification output. 
The autologistic model gave the light tarcrete class five negative and only three 
positive coefficients. Cells two, six, and eight had higher probabilities of containing a 
similar cell. This class is part of the main tarcrete layer with large chunks that can not be 
removed by the wind. The colored classified image for 1994 shows that this class is 
increasingly and unexpectedly appearing in the upper and lower right-hand comers of 
areas that should not have been classified as light tarcrete in the triangulated study area. 
Auto logistic analysis gave positive coefficients to the traces of tarcrete class and 
the sand class in 1994; these two classes are more likely to have a neighboring cell of the 
same class. The traces of tarcrete class in dark blue dominates the colored images of 
1994, especially on the left side of the study area. The lower left part of the triangular 
area contains a clear mixture of both traces and sand, but a greater concentration of sand 
is in the west, with just a small part of the sandy western boundary of the whole tarcrete 
layer as observed in the field. 
The 1995 autologistic analysis showed that the oil lakes, heavy, and intermediate 
classes are less likely to appear in any of the cells. The oil-lakes class is almost absent in 
1994 but increases in 1995. This is the best example ofthe near disappearance ofthe oil-
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lakes class at one time and its reappearance at another. This is one of the most 
convincing reasons to believe that the oil-lakes class is a result of rainwater rather than 
being comprised of actual oil lakes or oily surfaces in 1995, because no source of oil has 
existed since November 1991. 
The other two classes (heavy and intermediate) in 1995 cover less of an area than 
they did in 1994. Autologistic analysis gave the light tarcrete class only two positive 
coefficients in the second and eighth cells of the kernel and negative coefficients in the 
rest. The light tarcrete class in 1995 was represented by a light blue color, which covered 
a greater area than in 1994 and furthermore occupied area that it should not have. The 
general assumption of this study is that the tarcrete shrinks with time, but the light 
tarcrete class occupied a growing area from 1993 to 1995. 
The traces of tarcrete class in 1995 was highly probable in all eight cells of the 
kernel. In the colored image of that year, the traces class occupies a smaller area than in 
1994 and is lost amidst the light tarcrete class. The general expectation is for the traces 
class to expand with time as long as tarcrete exists to be broken up. When the chunks of 
tarcrete diminish in size, this class should decrease and finally disappear. However, until 
1998 more than enough tarcrete existed for this class to keep expanding for at lease 
another decade. 
The last class in 1995 is the sand class, which is expected to increase yearly. The 
sand class is more concentrated in 1995 than in any other previous year, and due to the 
expansion of the light tarcrete class, the sand class occupies less area. 
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The data by the NN classification for 1998 provided the best image in terms of 
reflecting reality. The oil-lakes class, for instance, is not present in the colored image for 
1998, even though autologistic analysis indicated a positive response for oil lakes in the 
eighth cell of the kernel. The other cells of the kernel were given a negative coefficient, 
just as all the cells of the heavy tarcrete class for the 1998 image. The latter class was the 
smallest in the 1998 image, occupying less than one percent of the area. If the number of 
pixels for the heavy tarcrete class 1998 is compared to the number for 1991 , then a 
conclusion can be drawn, that this class occupies much less area, which is an expectation 
of this study. 
The intermediate class in red color in 1998 image forms a clear line between the 
light and heavy tarcrete. Autologistic analysis gave only one positive coefficient for this 
class in the sixth cell of the kernel; the remaining cells were negative. The light tarcrete 
class for the most part formed a line between the intermediate and traces of tarcrete 
classes, which was expected; what is not expected was to find the light tarcrete class 
occupying areas along the right boundary of the study area. 
6.6 Space-Time 
The next step in the study was a space and time analysis, a diffusion process 
between two consecutive time periods that presents one form of analyzing dynamically 
discrete data obtained from satellite images. The change between two consecutive years 
is indentified at the level of the cell. The cell in the second time period was analyzed 
with respect to the effect of neighboring cells from the first time period, as in a three by 
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three kernel. Each of the target cells was evaluated in respect to its neighbors. A 
negative coefficient indicated other classes of tarcrete had replaced neighboring cells 
and therefore a contraction of the target cell class with time had occurred. If the space-
time model produces a positive coefficient, the analyzed cells of time two resisted 
change with time. 
6.6.1 Analysis of a Class Through Time 
In the period from 1991 to 1993, all the oil-lakes class the cells of the kernel 
were replaced except for the north cell, whose coefficient was insignificant. All the 
change in this class in 1993 happened inside the boundary of the oil-lakes class in 1991. 
In the period from 1993 to 1994, the oil-lakes class was insignificant in all cells, 
suggesting the near total disappearance of this class in the third time period ( 1994). 
"Insignificant for all cells" means there was not enough data to analyze the target cell 
from 1994; it did not have enough neighbors of the same class from 1993. 
In the period between 1994 and 1995, space-time analysis produced a single 
positive coefficient in the eighth cell of the kernel, indicating the presence of oil-lakes in 
1995. But this result was unrealistic, because the oil-lakes cells almost disappeared in 
1994. In fact only 346 cells were in the oil -lakes class in 1994, so how could they 
increase in number in 1995? There was no new source of oil in the field to increase the 
oily surface in 1995. Instead of an increase, at this point the result should have been 
similar to that of the oil-lakes class between the period of 1993 and 1994, which was 
totally insufficient. In the fourth period of analysis, between 1995 and 1998, contraction 
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was clearly indicated by negative coefficients for the northern, eastern, southern, and 
western cells of the kernel and expansion shown by positive coefficients in the 
northeastern and southwestern directions. This result should be totally insignificant and 
indicates the strength of the model in depicting and analyzing any new information that 
might be introduced in between any two periods. The change in the oil lakes between 
1991-1993 and 1993-1994 is acceptable but unrealistic in 1994-1995 and 1995-1998. 
Space-time analysis showed heavy tarcrete contracting; a negative coefficient 
indicated the neighboring cells, with the exception of the north, changed between 1991-
1993. This was similar to the change in the oil-lakes class of the same period. In 1993-
1994 the heavy tarcrete class expanded, especially in the southern part of the kernel and 
in the upper left-hand and upper right-hand cells. This was not really expansion, though, 
but merely a replacement of the oil-lakes class cells by heavy tarcrete. In other words, 
the oil lakes changed to heavy tarcrete, and that is why positive coefficients for heavy 
tarcrete are found. This also means that a large number of cells of the same class did not 
really change. However, when the color of the image was examined, then it is clearly 
shown that a different cell distribution around the study area indicates change but not 
enough to enable the space-time model to produce a negative coefficient. The extent of 
change in the oil-lakes class was quite noticeable in 1993 and difficult to see in 1994. 
Part of the difference in the number of cells for the oil-lakes class was that they 
were turning into heavy tarcrete; otherwise the coefficient would have been negative. 
This is similar to the period 1994-1995, where the four comers of the kernel had a 
positive coefficient and the remaining cells were given a statistically insignificant 
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coefficient. This suggests a deficiency in the number of cells that were in the heavy 
tarcrete class at those positions. This result is also due to the large number of oil-lakes 
cells in 1995, because two types of change occurred and caused the heavy tarcrete class 
to seem to have decreased. The first is that the oil lakes reappeared because heavy 
tarcrete cells were put into the oil-lakes class, and the second is the natural contraction 
of any class with time. In the colored images of 1994 and 1995, the change of the class 
distribution is very obvious. The positive coefficient produced by the space-time model 
for 1994-1995 was not large enough for the model to render negative coefficients. The 
general idea of the study is to capture the change with time, and for the tarcrete class the 
change seemed greater in 1991-1993 and 1995-1998, for which the space-time model 
produced negative coefficients, possibly due to the length of time that had elapsed 
between 1991-1993 and 1995-1998. However, the classification accuracy of 60 percent, 
the 40-percent uncertainty in the labeling of each cell in the study area, the 
disappearance of the oil-lakes class and their later reappearance made it difficult for the 
space-time model to produce negative coefficients that might have indicated the change 
that can easily be seen in the colored images from 1993-1994 and 1994-1995. 
The intermediate class behaved similarly in 1991-1993. A contraction occurred, 
meaning that the space-time model produced a negative coefficient, indicating that the 
change was great enough to be recognized by the model. The other classes had replaced 
intermediate cells between 1991-1993 in all directions except north and northwest, 
which were insignificant. However, 1993-1994 and 1994-1995 had positive coefficients, 
meaning the change was less; more change was depicted in 1995-1998. It is important 
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to notice that the disappearance and reappearance of the oil-lakes class changes the 
spatial weight of the any class for the years in which the appearance and disappearance 
occurred. Therefore, if the change was constant with time--or stationary--then prediction 
of the future state of the tarcrete is more accurate but these limitations made prediction 
difficult. 
The light tarcrete class in 1991-1993 contracted in two main directions, from the 
north, northeast, and east, and from the south, southwest, and west. The northwest and 
southeast were insignificant because the light tarcrete class in the images from both 1991 
and 1993 extended itself as two parallel lines stretching north and south between the 
traces of tarcrete and the intermediate class. In 1993-1994 the changes in the light 
tarcrete class were insignificant in any direction except the northwest. Light tarcrete 
occupied a large area in 1994 in comparison with 1993. The positive coefficient 
indicated the change; less data was found for the other cells in the kernel. In the 1994-
1995 the light tarcrete class occupied an even larger area, yet the space-time analysis 
indicated a contraction (negative coefficient), meaning the change is large enough to be 
analyzed by the space-time model. The light tarcrete class shrank in 1998 compared to 
1995. The representation of the light tarcrete class in the 1998 classified image is the 
most accurate of all due to the short amount of time separating the verification of the 
tarcrete classes in the field and the capturing of the image and application of the NN 
classification, which was the most accurate type. 
The traces oftarcrete class expanded between 1991 and 1993, which reflects the 
natural process. The tarcrete was at its maximum extent in 1991, and in 1993 the entirety 
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of the tarcrete contracted to almost a third of its 1991 size. This contraction meant more 
fragmentation of the tarcrete layer, and these fragments are what compose the traces of 
tarcrete class. The large size of the latter class and the expansion that was indicated by 
the space-time model reflected what actually occurred in the study area and showed the 
model's ability to depict the increase or decrease of any class with time. In 1993-1994 
the space model indicated that this class contracted, which could be true only if the 
process is explained otherwise, according the number cells of the traces class in 1994 
more than in 1993. The contraction or the negative coefficient in this class should been 
expansion. This was due to the change of the states of cells that were not classified as 
traces at 1993 but became so in 1994; at the same time most of the cells that were 
classified as traces in 1993 turned up as something else in 1994. The light tarcrete class 
became substituted in place of these classes, which indicated a contraction and was 
totally accurate. However, the traces class increased into a totally new area in 1994, one 
which had in 1993 been sand. The binary response assigned the sand class a zero in 
1993, a three to the traces class, and no evaluation occurred for the zero cells; therefore, 
no function accounted for the newly labeled cells as traces in 1994. That is why the 
contraction of the traces of tarcrete class in 1993-1994 is acceptable. This is another way 
of showing that the change with time takes different forms in the spatial context and 
might be unstable from one time period to another. Clearly the system does not have 
stationarity. 
In 1994-1995 the traces of tarcrete class contracted in the northeast, which was 
clearly seen by the takeover of the light tarcrete class from 1994 to 1995. Expansion was 
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found mostly in the south and southeast and was caused by the encroachment of the light 
tarcrete class from the right and the sand class from the lower left, which also forced the 
traces class in 1995 to occupy cells that had not contained traces in 1994. Little change 
occurred, but when the classified images are examined, a difference in the extent of the 
area from 1994 to 1995 can be easily seen. 
The traces of tarcrete class shrank from 1995 to 1998, which was manifested in 
the negative coefficient produced by the space-time model. The tarcrete layer in general 
was much smaller than at any time in the past and wind has redistributed what there is. 
Also, less tarcrete remains to be broken if the size of the tarcrete is compared with its 
size in 1991 or 1995 . 
The sand class expanded from 1991 to 1993, mostly in the south, southwest, and 
west, which can be seen in the classified images for the two years. This is as one would 
expect, due the wind's fragmentation of the tarcrete, which similarly caused the 
disappearance of the traces class in 1993, and less tarcrete layer and traces is found in 
1998. Clearly the tarcrete layer was disappearing and the desert was returning to its 
original sandy surface. In 1993-1994 the sand class expanded in one direction, which the 
space-time model indicated with a positive coefficient. The number of cells in 1993 was 
greater than in 1994, which should signify a contraction. But the large area covered by 
the light tarcrete class pushed the traces class to occupy other areas and forced the sand 
class to occupy new cells amongst the traces classes, particularly in the lower left comer 
of the study area. In 1994-1995 the sand expanded to the northwest direction and 
251 
contracted in the southeast. The expansion indicated that more cells in 1995 became part 
of the sand class. 
The last period under examination was 1995-1998. The space-time analysis of 
the sand class indicated expansion. This shows that the tarcrete is disappearing with time 
and the original desert sandy surface is returning. The comparison of the sand class in 
1991 to 1998 reveals the extent of the area transferred from tarcrete to sand. This is 
easily depicted by the space-time model over longer periods of time or at least in 1995-
1998. 
6.6.2 Analysis of Tarcrete Changes Through Time 
The previous discussion of the space-time model illustrated the micro-
composition between the cells in different classes to occupy more or less area with time. 
How well expansion and contraction is depicted is controlled by the ability of the 
classification to identify each class and its cells accurately. For example, the light 
tarcrete class in 1994 occupied an area that should have been in the traces class, and in 
1995 the light tarcrete class was larger. The occupation of cells that belonged to other 
classes affects the distribution of all the classes at that period, so the space model cannot 
detect the micro changes in contraction or expansion. Still, the difficulties and 
limitations imposed by less accurate classification did not affect the ability of the space-
time model to show the change between the whole classified image, including the 
comparison of all the six classes to the classified image of the following time period. 
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The next part of the space-time model illustrates the change of two consecutive 
image classes and how the change can be identified without data on the wind, which is 
the main cause of the tarcrete fragmentation. The absence of wind measurements gave 
the space-time model validity as an alternative. However, the presence of wind data 
would create a result that more closely fit reality and would be much easier to explain 
and understand. Since the only available wind data to be had is from the Kuwait airport, 
it cannot be used to explain the spatial fluctuations of the tarcrete. Therefore the 
following part is concerned with discussing the change. 
The 1991 image included maximum tarcrete, including the very fragile deposits 
of oil ; after one year only the largest deposits of oil remained. The tarcrete found in the 
selected area south of Al-Burgan oil field was rectangular and stretched from north to 
south. This area was filled almost entirely with oily surfaces in 1991 ; other classes only 
mark its boundary on the east and west. The northern and southern part of the rectangle 
is marked by the continuous stretch of the tarcrete. Change occurred inside the rectangle, 
which showed the maximum spatial extent of the tarcrete. In 1993 the tarcrete remained 
for the most part as it had been in the north, but obvious contraction had occurred in the 
south, and at the far end a sand area had appeared. The amount of change that occurred 
between 1991 and 1993 was great, and the space-time analysis captured the change with 
higher level of accuracy. 
The space-time model results reinforced the idea of tarcrete contraction with time 
and specifically showed the type of change occurring. The oil lakes, which should have 
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been contracting, were in fact shown to be doing so by the space-time model, which 
produced negative coefficients for seven of the eight cells of the kernel. 
The tarcrete area could change in four possible ways. The oil-lakes class should 
contract with time and actually disappeared after 1993. The three classes of tarcrete--
heavy, intermediate, and light--should gradually disappear and not expand. The traces of 
tarcrete should always expand as long as there is enough tarcrete to be broken up. It 
could only contract if the source of tarcrete disappeared, was covered with sand, or 
hardened to create a solid surface. Finally, the sand class should continuously expand, 
because it is the original surface of the desert. From what has been observed in this 
study it will not stop expanding for at least the next ten years. 
The change depicted by the model for 1991-1993 supports the assumption that 
the heavy, intermediate, and light tarcrete classes are contracting with time, as the model 
produced negative coefficients for almost all the cells of the kernel , indicating a 
contraction process. The supply of little broken pieces of tarcrete was endless, which the 
space-model showed by producing a positive coefficient, signifying an expansion of the 
traces of tarcrete class. Similarly, the space-time model's positive coefficient for the 
sand class meant an expansion occurred. 
The change during 1993-1994 was not as great as 1991 -1993, perhaps because 
the lapse between the two measurements was only one year instead of three. Assuming 
the wind was constant all year, this change should be at least one third of that which 
occurred in 1991 -1993. The oil-lakes class had insignificant coefficients in all cells due 
the difference in number of cells. In 1993 it had 38854 cells, but in1994 only 346 cells 
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were left, which meant with 60 percent accuracy that oil lakes should no longer exist 
after 1994. For 1993-1994, the heavy tarcrete class was given three insignificant 
coefficients and four positive ones, indicating that a large number of cells had resisted 
change during this period. These were clustered with a high probability in the northeast, 
southeast, south, southwest, and northwest. The heavy tarcrete class took over a large 
portion of what had been oil-lakes cells, which made the contraction ofheavy tarcrete in 
1993-1994 less obvious. However, the southern edge of the heavy tarcrete in the color 
image produced by classification clearly had moved far north from where it was in 1993. 
The intermediate class in 1993-1994 resisted change in the southeast, south, 
southwest, and west. The other cells in the kernel had insignificant coefficients, meaning 
not enough data was analyzed for these cells. The edge of the intermediate class also 
moved north, reclaiming cells that had been in the heavy tarcrete class; therefore, the 
intermediate class advanced to the north and contracted in the south. The latter can 
easily be noted when colored images was observed, and the expansion found on the 
southern edge of the kernel is also verifiable, for any cell has a higher probability that 
southern cells will be from the same class. The intermediate class grew by 10,000 
additional cells from 1993 to 1994, which indicates that the northward expansion was 
greater than the southern contraction. 
The light tarcrete class was more likely in northwestern cells of the kernel due to 
the cells resisting change in 1993-1994. The coefficients of the remaining seven cells 
were insignificant because of the increase in the number of cells in this class in 1994, 
and the possibility that cells in 1993 changed to a different class in 1994 and had no 
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1994 neighbors that shared the same class. Therefore, the light tarcrete class in 1994 
occupied a totally new area from that which it had in 1993, causing the space-time 
model to produce an insignificant result. 
The cells of traces of tarcrete class decreased from 1993 · to 1994 by 
approximately 2000 cells, and the analysis showed that a contraction had taken place. 
The traces clustered to the left. This concentrated area of traces was smaller in 1994 and 
covered new parts of the study area. There are two possible causes of this contraction: 
the light tarcrete class encroaching from the north and the sand from the left. In fact, this 
can be clearly seen in the colored images. 
The sand class in 1994 lost almost 40,000 cells to, for the most part, the light 
tarcrete class, even though the coefficient produced by the space-time model analysis 
indicted an expansion. The light tarcrete increase changed the distribution of classes, 
particularly the traces and sand. But the model overcame these difficulties and produced 
a result that explained that the tarcrete is contracting and the sand returning. 
The oil-lakes class for 1994-1995 contained less data than was necessary for the 
model to analyze properly. Almost no oil-lakes cells existed in 1994, but 5580 cells 
turned up in 1995. First, the 1994 oil-lakes cells were removed from those of 1995, 
which indicated that these cells did not represent a surface contraction. Instead, a class 
that had properties nearly identical to those of oil-lakes class appeared suddenly in 1995 
where the oil-lakes had been in the past. This is rainwater over heavy tarcrete, and its 
reflected energy was similar to that of the oil lakes. However, the model recognized that 
the southwest cell had a greater probability to be of this class. When the 1994 colored 
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image is examined, the oil-lakes class can be seen, but in 1995 a patch of the class 
occupies part of the heavy tarcrete. The positive coefficient the model produced could 
refer to the 346 cells that can not be seen in 1994 but were sufficient in number for the 
model to utilize. 
The space-time analysis for the heavy tarcrete class in 1994-1995 gave positive 
coefficients in the four comers of the kernel--northeast, southeast, southwest, and 
northwest--suggesting expansion. The probability of finding a neighboring cell from the 
heavy tarcrete class in those directions was higher than the probability of finding any 
other class. The heavy tarcrete class lost approximately three thousand cells between 
1994-1995, but the spatial extent of the class increased, especially in the south in 1995. 
The intermediate tarcrete class in 1994-1995 had a positive coefficient, 
suggesting it was more likely to be found than any other class in all but the south and 
southwest, which had insignificant coefficients. The change occurred in terms of 
another class losing a position in another kernel. For example, a target cell in 1994 had 
the northern neighbor in the same class, but in 1995 that northern cell was of a different 
class. At the same time a target cell at the same position in a different location became 
of the intermediate class, and more of that type probably occurred, which caused a 
positive coefficient. 
The light tarcrete class in 1994-1995 increased by almost 50,000 cells, although 
the space-time analysis indicates a contraction from all directions. This class increased 
in 1994 and even more in 1995 due to less susceptibility to classification. This class 
could not logically appear in areas that had been classified as traces or sand. It is the last 
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stage of the heavy chunks of the tarcrete before they become small enough to be moved 
by the wind, as in the traces class. Since the wind cannot move this class, the only way 
it could appear where it had not been previously is low accuracy, in this case, 14 percent. 
The information used to classify was the same as that used in 1991, 1993, and 1998; the 
images of these years show the conclusion is acceptable. 
The traces of tarcrete class between 1994 and 1995 lost 80,000 cells. The space-
time analysis yielded positive coefficients, which means that the change occurred but to 
a lesser degree. The only contraction coefficient was in the northeast, which reflects the 
changes occurring between the two periods in general. The upper part of the study area 
contained cells from the traces class in 1994, but light tarcrete class cells replaced these. 
The smaller number of cells in this class in 1995 is the result of expansion of the light 
tarcrete and sand classes. 
The sand class in 1994-1995 increased by approximately 34,000 cells. The 
space-time analysis yielded positive coefficients for the second, fifth, and ninth cells of 
the kernel, which meant that those cells were more likely to have neighboring cells of 
the same class. The sand class clearly expanded in the colored image, and the increase in 
cell number can be seen as well. In the lower right comer of the kernel the analysis 
produced a negative coefficient, which means that other classes are likely to be found 
there. 
The last period in this study was 1995-1998. Analysis ofthe oil-lakes class gave 
negative coefficients in the north, east, south, and west of the kernel. The area of the oil 
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lakes is clearly visible in the classified image of 1995 but can not be seen in the image of 
1998. The decrease of almost 25 percent in cells from 1995 to 1998 supports the result. 
At this point analyzing the oil lakes is not an aim, because this class should not 
exist after 1994, but they show that the space-time model is sensitive even given the 
very small sample of cells, especially in comparison to the sand class, which had over 
200,000 cells in 1998. For sand, the change is clearly shown as expansion, proving the 
overall research assumption that the tarcrete is contracting and the sand returning except 
for where the tarcrete is covered over by sand. Also, the model produced a positive 
coefficient for the northeast and southwest, showing even given the small sample of this 
class at this time, the model can distinguish whether contraction occurred, as in the cases 
of most of the other classes, or expansion went on for the oil-lakes class. 
The heavy tarcrete in 1995-1998 contracted according to the space model and 
visual observation. The coefficients of each cell in the kernel indicate a contraction for 
the most part in five cells; the remaining were insignificant in the wind and had wind as 
the main cause. Most of the contracted cells are on the left-hand side of the kernel and 
indicate that cells from other classes have occupied these locations. The time elapsed 
between 1995 and 1998 was almost three years. The constant wind and the length of 
time enabled the model to depict the change in all the classes in this period. 
The space-time model showed that the intermediate tarcrete in 1995-1998 
contracted except for a single insignificant cell in the east. The intermediate tarcrete 
decreased to its fifth size between 1995 and 1998. A large part of the area was taken 
over by light, traces, and sand. The intermediate class moved northward at a rate greater 
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than that of 1991-1993, which describes approximately the same length of time. This 
rate of contraction suggests that the tarcrete is not only changing with time but that the 
rate of change is exponentially increasing. The tarcrete's increasing fragility accelerates 
the contraction; this is true not only in the case of the intermediate class but for all the 
classes remaining in this period. 
The light tarcrete class decreased between 1995 and 1998. The accuracy problem 
for the light tarcrete class was shown to be incorrectly place in a maximum magnitude in 
1995 than any other year in the study. The light tarcrete was accurately depicted in 1998, 
1993, and 1991 and was less accurately identified in 1994 and 1995. However, the 
length of time and the constant ability of the wind to cause the contraction of the tarcrete 
enabled the space-time model to overcome the problem of the 14 percent accuracy for 
the light tarcrete class. Further, the model overcame the 40 percent that was not 
accounted for in the overall classification. The area that was labeled light tarcrete in 
1995 was replaced by the traces of tarcrete and sand in 1998. The model showed 
contraction for all cells except a single insignificant cell in the southwest. 
The traces of tarcrete class contracted between 1995 and 1998, as shown by the 
negative coefficients yielded for all except the cell in the northwest, which was 
insignificant. This provided a clearer example that the tarcrete was no longer going to 
traces between 1995 and 1998, as it had from 1991 to 1993. Because the tarcrete was in 
smaller pieces at the later time, the breakup process was less and the traces from 
previous years were no longer in the study area. This provided a basis for the space-time 
analysis to produce negative coefficients. The traces of tarcrete class reached its peak in 
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this period and began to decline later, after the supply of traces from the main layer of 
the tarcrete started to decrease. The result of the traces class in 1995-1998 gave weight 
to the general assumption of this study that the traces would increase to a point of 
satiability and then decrease. 
The sand class in 1995-1998 increased, taking over all the cells that no longer 
had tarcrete (oil-lakes, heavy, intermediate, light, and traces oftarcrete). The space-time 
model indicated that the sand class was more likely to be found surrounding a target cell 
of the sand class than any other class anywhere in the study area. The space-time model 
provided positive coefficients for all the cells of the kernel. The expansion of the sand 
class indicates that the environmental pollution created by the Gulf War was less intense 
after seven years and that the polluted area had contracted greatly contracted in size as 
well. 
6.7 Spatial Extension ofTarcrete Through Time 
In 1991 the tarcrete layer occupied 92.9 percent of the study area and in 1998, 46 
percent, of which 78 percent was traces of tarcrete. This means if the traces class is 
removed, the actual layer of the tarcrete covers 28 percent of the total area of the study 
area. The tarcrete layer including the traces in both the 1991 and 1998 contracted 46.9 
percent between 1991 and 1998. 
The general trend of the change with time indicates that the longer the period 
between observations, the greater the ability of the space-time model to depict change 
and overcome inaccuracy, including the forty percent that was uncounted-for by the 
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classification process. This is particularly true in 1991 -1993 and 1995-1998. The oil-
lakes, heavy, intermediate, and light tarcrete classes contracted in 1991 -1993. The traces 
of tarcrete and sand classes in 1991-1993 expanded due to an increase in tarcrete 
fragmentation. The sand class is the last class to occupy any cells. When this happens, 
the competition between various stages of tarcrete degeneration is finished. 
The last period 1995-1998 also showed a contraction in all the classes. The time 
that elapsed between the two periods of observation enabled the space-time model to 
clearly show the contraction of all classes except sand, which, as assumed, expanded. 
The change between the 1991 -1993 and 1995-1998 was partly one of magnitude. The 
rate of change in 1995-1998 was due more to the fragility of the tarcrete layer, and it 
was less rough than in 1991 -1993, so the rate of change is different. The other difference 
is in the traces of tarcrete class, which the space-time model indicated was expanding in 
1991-1993 and contracting in 1995-1998, a period that had far fewer traces than in 1991-
1993 . 
The other two periods, 1993-1994 and 1994-1995, show a different rate of 
change. The rate of 1993-1994 is different from 1994-1995, 1991-1993, and 1995-1998. 
The environmental effect that is causing the fragmentation and contraction of the 
tarcrete in general varies from one year to another; this reinforces the results of testing 
for independence mentioned at the beginning of this study, which had an unacceptably 
large chi -square in the second order of change. 
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6.8 Lessons learned in This Study 
The lessons are threefold. First, a lesson was learned about the natural process of 
tarcrete degeneration. The wind can break up the tarcrete layer, so the area of damage 
began to contract after the extinguishing of the last burning oil well . Due the flatness of 
the desert surface, the breakup of the tarcrete increased with time. This breakup, which 
also can be considered a contraction, differed from one period of observation to another. 
Environmental forces pressuring the tarcrete to contract were different for each of the 
study periods. For example, the wind causes a breakup of the tarcrete and at the same 
time pushes sand over part of the tarcrete, which means that tarcrete will forever resist 
change in the desert subsurface. The layer of sand that covers the tarcrete in some areas 
will likely remain there until pushed away either by the wind, water erosion, or human 
construction agency. 
The second lesson learned is about the space-time model. The longer the period 
of time between observations, the greater the ability of the system to show the effect of 
the wind on spatial changes. The space-time model was also able to overcome the 40 
percent deficiency in classification when the period of time was longer. The model 
clearly enforced the results of the independence test and depicted the irregularity of the 
rate of change. 
The third lesson concerned the satellite data used to study the contraction of the 
tarcrete. The classified image provided one type of data to study this particular man-
made polluted surface. The limitations of using the classification offered by the satellite 
images made us realize that if wind data from different points within the tarcrete area 
263 
were available, a better estimation of the rate of change could be arrived at. When the 
rate of change is estimated efficiently, prediction of future change is possible, and 
instead of the higher chi-square produced by the cellular automaton model for changes 
between two consecutive points of observation a realistic result could have been 
produced. 
6.9 Tarcrete in Future Policy and Planing 
The tarcrete layer was introduced to the desert surface and disturbed the dynamic 
system of sand movement and accumulation, changing the equilibrium of the desert 
surface, which through the years had achieved a balance between the micro-level 
elevations of the desert surface. The new layers were deposited in recreational camping 
areas and grazing ground during the seasonal growth of desert grass between February 
and May. 
The tarcrete IS less hazardous to humans and livestock today than 1991. 
However, the breakup of the tarcrete into traces is a hazard that in addition to the 
increasing sand and dust storms adds difficulties to those already existing in terms of 
human and animal respiration. The traces can also contribute to air pollution and 
increase the likelihood that asthma patients will need treatment; general health policy 
must be modified to include the time and effort to treat those affected. Thus a micro-
environmental issue (traces of tarcrete) can affect the general policy of population health 
for years until the tarcrete totally disappears. 
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The traces are transported by the wind to different areas, usually to the Gulf. 
Fish and shrimp harvested regularly from the Gulf are sold in the Kuwait market and 
finally consumed by the general public, which can be harmed by the tarcrete traces. 
Sources of fresh water in the area are very scarce and will become even fewer with time. 
The only source of drinking water is the Gulf, which is treated in desalination plants; the 
tarcrete traces can pollute the water, which will most affect the old and the very young. 
Therefore, being alert to the environmental health hazards traceable to tarcrete is 
important. 
6.10 Conclusion 
The classification accuracy of Landsat TM images and the spatial distribution of 
each class of cells with respect to other cells from different classes were explained in 
detail. The autologistic model uncovered neighborhood effects between cells, showing 
which have a greater probability of occupying a neighboring cell. The space-time model 
detected the spatial change of various magnitudes over the five periods of observation. 
The lessons learned from the research concerned the nature of the tarcrete change over 
time, the model's ability to detect change, and the importance of dependable data, such 
as for wind. Finally, I addressed the future policies and plans relating to the 
fragmentation of the tarcrete. 
The results were directly affected by using different satellite image classification 
methods to recognize particular surfaces. Also, the autologistic and space-time models 
provided information concerning the spatial setting of the environmental phenomenon 
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under investigation and its change over time. The methodology in this research 
illustrates a unique way of using the information of satellite images to spatially analyze 
an environmental phenomenon at the micro level (cell-based modeling). 
7.1 Summary 
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Chapter 7 
Summary and Conclusion 
The tarcrete layer located south of Kuwait City was analyzed with two major 
methods. The first is the Landsat TM image (1991, 1993, 1994, 1995, 1998) 
classifications, and second is the statistical analysis of the neighborhood parameters, 
using classifications that effect the contraction process of the tarcrete layer in Kuwait. 
The images used in this study were subject to pre-processing tasks consisting of 
geometric correction and radiometric correction. The geometric correction was applied 
as image co-registration using the 1998 as master and the rest of the used images as 
slaves. The co-registration accuracy (Table 4.1) insured that the location of any given 
pixel in any given image would cover the same area. This accuracy enables the selection 
of training sites for the purpose of the classification, and is needed to identify which 
pixels moved from one class at one time period to another class at another time period 
The radiometric correction enables the analysis to be conducted on images that 
appear to be collected under similar atmospheric conditions and sun angles. The 1991 
image was selected to be the master image for the atmospheric correction due to unusual 
darkness of the desert surface. This correction made classifying the 1991 image from 
information collected from the 1998 image possible with high accuracy using neural 
networks (NN) classification and the data collected from field . 
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Data collected during the field expedition were the supervised classification and 
the NN classification. Also, the observations were made to identify selected locations as 
training sites for each class used in this study. The selected classification was the result 
of comparing three types of classifications: unsupervised, supervised, and NN 
classification. The NN classification has a high overall accuracy (Appendix 8.1) than the 
other two classifications. The classifications were made to identify how many pixels per 
a class existed in each year. The classes are oil lakes; heavy, intermediate, light, traces of 
tarcrete; and sand. The result of the classification that identifies the number of pixels in 
the study area for each class is illustrated in Table 4.4. 
The classification result was in the form of one band/layer for each year. 
However, the number of pixels in each class in each year are different, and the 
identification of which pixels left what class at one time period (t) and joined which 
class at another time period (t+ 1) is not clear. Therefore, a masking procedure was 
conducted to identify the movement of pixels between classes from t to t+ 1. 
The result of the masking procedure were used in a contingency table to test if 
the transitional change of pixels over time was stationary, and then used to test the 
probabilities of change. A Markov model of transition is used to evaluate temporal and 
spatial change. The result of the masking procedure when displayed in a contingency 
table (Table 5.4) showed high chi-square values in all years suggesting that there is 
dependence across all time-lagged observations and therefore the change through time is 
not stationary. This condition means that the change over time did not fluctuate around a 
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single mean value. If the change was independent it would mean conditional probability 
can be expressed as the product of the individual probabilities at time t and time t+ 1. 
The Markov model of transition implies dependence of an observation at time t 
with the observation at time t-1 only, but this change has to carry some meaning such a 
relation to changes which occurred in the past. Otherwise the cause of change at t would 
probably be not the same cause at t+ 1, especially if the magnitude of change (number of 
pixel in each class in each year) is not similar over time. In another words, the change 
that causes a particular number of pixels to change at t is not the same cause that causes 
the change of a larger or smaller number of pixels to move to another classes at t+ 1 and 
at t+2 and on. Therefore, a strict Markov model of change through time was not 
detected, and therefore, the assumption stationarity is rejected. 
The next task was made of two parts; first was use Moran's I to test for the type 
of spatial pattern present in any year. The spatial test was particularly after the test of 
temporal stationarity test was applied. The result of testing for the spatial pattern in each 
year indicated a cluster pattern in all years in a global sense. Locally, a spatial 
autologistic model was used to investigate the distribution of all cells in a single class in 
respect to the presence of the distribution of cells in other class. The global and local 
evaluations provided a basic information on how the spatial distribution of all cells in 
different classes are distributed in the study area. 
The second part of this task was applying a space-time model to produce the 
necessary parameters of neighborhood effects to indicate whether a contraction or 
expansion process have taken place between two consecutive time periods. The 
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standardized parameters of the space-time model are then used in a cellular automaton 
model. 
To analyze the spatial neighborhood effect on the image classification an 
autologistic model was used. The data is constructed by replacing the target column for 
each year at t, with a target pixel from t+ 1. For example, the target pixel from 1991 is 
removed and replaced by the target pixel from 1993. That means deleting the first 
column of the 1991 ASCII/text file and importing the target pixel column of 1993 into 
the ASCII/text file 1991. The result is a target pixel from 1993 and surrounding 
neighbors are from 1991. This procedure was applied to all years to produce four files 
that contain nine columns following the same principle of containing a target pixel from 
timet and neighbors from t-1. The result is three files of target pixels from 1994 and 
surrounding neighbors from 1993, target pixel from 1995 and surrounding neighbors 
from 1994, and target pixel from 1998 and surrounding neighbors from 1995 
corresponding to the analysis kernel. 
The data files for the autologistic model are analyzed usmg the statistical 
package SAS to generate the needed parameters. The result of executing the auto logistic 
program using the four data files is presented in section 5.8. The words pixel and cell are 
used interchangeably. In the image processing stage, the word pixel was used; in the 
neighborhood analysis, the word cell was used. 
The result of the autologistic and the space-time models are illustrated in tables 
and the interpretation of the results are illustrated in the figures following the tables of 
the auto logistic outputs. At this point a closer look and examination of the classification 
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and space-time model results are presented to understand the effects of the classification 
on the space-time model. 
The information that was collected in the field was obtained in 1998. Therefore, 
this information is appropriate to classify only the 1998 image. When the 1998 image 
was used in the three types of classification, the NN classification was shown to be more 
accurate than the two other classifications. The training file that was produced by the 
NN was applied to all five images used in this study. This means classifying an image of 
seven years ago, in the case of the image of 1991, from the data collected in 1998. The 
result of classifying the 1991 image with this data produced a classification that looks 
better than what had been produced by Al-Doasari (1994). 
The results of the space-time model revealed a contraction in four classes except 
for the sand and the traces of tarcrete classes, which showed a expansion for the most 
part between 1991 and 1993. These results validates one of the assumptions of this 
study. The assumption of concern was that the tarcrete contracted through the period of 
observation 1991-1998. The result of the classification ofboth years (1991, and 1993) 
and the difference between the classes can be identified visually. This support the use of 
1998 data to classify images from other dates, even one acquired seven years earlier. 
The likelihood ratio value is high for the space-time model suggesting that the 
neighborhood dependence effects are significant as determents of change. 
The cellular automata simulation of the tarcrete contraction over time was 
applied to all classified images and the simulation between 1993 and 1994 is illustrated 
only as an example. The chi-square of the actual 1993 and 1994 was 34784, and the 
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simulated is chi-square was 157386. A comparison reveals that the chi-square of the 
simulated image is larger than the actual classified images. Clearly, more research is 
required to generate a viable cellular automaton model of tarcrete contraction. 
7.2 Conclusion 
This study was concerned with applying empirical inquiry to investigate the 
tarcrete that was created by the oil wells fire in Kuwait at the end of the Gulf War. The 
tarcrete is defined according to El-Baz (1994) as "a conglomerate consisting of surface 
sand and gravel cemented together into hard mass by petroleum droplets and soot". The 
investigation used a comparison of three different types of classifications that was 
applied to the satellite images (landsat TM). There were five images used in this study, 
which were covering an eight years period from November 14, 1991 to May 9, 1998. 
The classification of these image was based on ground truth exhibition that was 
conducted using (global positioning system) GPS in the three oil fields namely Al-
Maqwa, Al-Ahrnadi , And Al-Burgan. 
Three classification were unsupervised, supervised, and Neural Network of 
Fuzzy ARTMAP. The Fuzzy ARTMAP have had the high assessment accuracy in 
comparison with the other to classification techniques. The classification accuracy was 
obtained from the 1998 image, where the field data collection was conducted while the 
image is been acquired. The train file that was produced by the classification was 
applied to the four other images. 
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The classification result was used in two major statistical analysis. First the 
attempt to used Markov chain of transition and test of stationarity, and second the use of 
an auto-logistic model to identify the parameters of neighborhood effects that causing 
the tarcrete contraction. For the test of stationarity each class in each year was 
individually masked and used in an intersect operations to identify the movement of 
pixels from one year to the second. The result of was exported to SAS package to used 
the result of masking and the intersect operation in a contingency table. The conditional 
probabilities of each class indicated through the decomposed chi-square a dependent 
process, which resulted in non-stationary process that violated the fundamental condition 
of using Markov model of transition. 
The second procedure was using the auto-logistic model of time and space. The 
classification for each year has to be prepared for such analysis. Therefore, each layer of 
classification representing each was exported to ARC/INFO grid module and exported 
from the gird module to ASCII type of file. These files contain numbers from 0 to 6. 
These numbers represent the label for each class, where 0 was no data, 1 for oil lakes, 2 
for heavy tarcrete, 3 for intermediate tarcrete, 4 for light tarcrete, 5 for traces, and 6 for 
sand. A Fortran program was designed to read each file and produce a file that contains 
nine columns. First column was assigned for the target cell, column 2 was for upper-left 
cell, column 3 was for upper cell, column 4 was for upper-right cell, column 5 was for 
right cell , column 6 was for bottom-right cell, column 7 was for the bottom cell , column 
8 was for bottom-left cell, and the last column was for the left cell. 
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In the analysis the target cell column at time one (t) was replaced by target cell of 
t-1 , and auto-logistic model was applied using SAS package. Each of the class was 
analyzed for the neighborhood effects that control the extent the extent of ant tarcrete 
class in the space over the desert of Kuwait. The result was interpreted in a diagram 
figure for each class and the insignificant cell in the process where identified and the 
direction of the most effective cell either in a contraction or expansion where illustrated. 
The method used in this study illustrated a first attempt to empirically inquire about the 
contraction process of the tarcrete in Kuwait. The tarcrete was used as an example of 
environmental phenomenon that represents a natural contraction process caused by 
purely natural effects. The contraction 1s a result of tarcrete and break-up and 
fragmentation of the tarcrete that causing the structural space that is occupied by the 
tarcrete the is contracting with time. 
7.3 Future Research 
The method used in this study is robust. Therefore, there are five factors that may 
contribute to the improvement of the simulated results. 1) Frequent acquisition of 
satellite images for certain phenomenon with shorter duration in between and the shorter 
the better. 2) A continuous data collection while the images are acquired to verify the 
state of the phenomenon of interest and for classification purposes. 3) Continuous search 
for improved and up to date classification methodology. 4) Recheck and verify the result 
of the classification to improve its ability to recognize the surface feature of interest. 5) 
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Minimization of study area to include only the phenomenon of interest when it IS 
possible. 
The methodology used in this study did used information that is absolutely true 
and the output is straight result of the input. When, the above mention input factors have 
implemented and improved the input have improved, then the result should directly be 
improved and the output of the simulations should be improved as consequences. 
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Appendix 
1.1-1.5: Unsupervised classification results for the 1991 , 1993, 1994, 1995, and 1998 
Images. 
2: Table of X and Y coordinates of each held site. 
3.1-3.2: List of all polygons used in the classification process with a umque 
identification number: Line number is the site number, column (1); number of 
pixels, column (2); site unique identification number, column (3) ; class 
identification number, column (4); class type column (5); number of sites per-
class, and number of sites used for training, and number of sites used for testing 
column (6) ; separation of sites used for training and site used for testing column 
(7). 
4.1-4.5: Supervised classification results for the 1991 , 1993, 1994, 1995, and 1998 
Images. 
5.1-5 .5: Neural network classification results for the 1991 , 1993, 1994, 1995, and 1998 
Images. 
6: Histogram of the training classes used with the supervised, and neural networks 
classifications. 
7.1: Histogram of test classes. 
7.2: Histogram oftest sites. 
8.1: Tables of accuracy assessments by per-polygon for the three classifications applied 
to the 1998 image. 
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8.2-8 .3: Accuracy assessment per-pixel for the unsupervised classification applied to the 
1998 image, and the distribution of pixels by class for each polygon. 
8.4-8.5: Accuracy assessment per-pixel for the supervised classification applied to the 
1998 image, and the distribution of pixels by class for each polygon. 
8.6-8.7: Accuracy assessment per-pixel for the neural networks classification applied to 
the 1998 image, and the distribution of pixels by class for each polygon. 
9: Histogram of final training classes for the neural network classification. 
10.1-10.5: Final neural networks classification result for the 1991 , 1993, 1994, 1995, 
and 1998 images. 
11.1-11.5: The selected area for neural networks classification south of Al-Burgan oil 
field and the fence used in the statistical analysis of this study. 
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l.l: Unsupervised classification results for the 1991 image. 
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1.2: Unsupervised classification results for the 1993 Image. 
279 
- ' " 
.. , 
' ·• 
1.3: Unsupervised classification results for the 1994 image. 
'· 
280 
1.4: Unsupervised classification results for the 1995 image. 
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1.5: Unsupervised classification results for the 1998 image. 
No. X y No. 
1 1720 1344 49 
2 1488 1973 50 
3 1488 1973 52 
4 1488 1974 53 
5 1399 2045 54 
6 1407 2058 55 
7 1421 2123 56 
8 1447 2152 57 
9 1568 2169 58 
10 1509 2205 59 
11 1606 2498 60 
12 1470 2659 61 
13 1373 2674 62 
14 1383 2684 63 
15 1776 2684 64 
16 1423 2690 65 
17 1390 2691 66 
18 1278 2696 67 
19 1397 2696 68 
20 1269 2700 69 
21 1383 2702 70 
22 1383 2702 71 
23 1303 2713 72 
24 1379 2715 73 
25 1329 2715 74 
26 1324 2719 75 
27 1325 2721 76 
28 1330 2723 77 
29 1302 2727 78 
30 1456 2727 79 
31 1335 2728 80 
32 1336 2733 81 
33 1313 2735 82 
34 1343 2741 83 
35 1347 2745 84 
36 1318 2746 85 
37 1339 2754 86 
38 1351 2755 87 
39 1317 2755 88 
40 1277 2759 89 
41 1310 2761 90 
42 1355 2762 91 
43 1366 2772 92 
44 1446 2774 93 
45 1245 2777 94 
46 1318 2786 95 
47 1228 2786 96 
48 1696 2916 97 
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X y 
1691 2932 
1683 2948 
1674 2971 
1671 2970 
2312 2979 
1664 2995 
1728 3004 
1689 3006 
1658 3007 
1651 3020 
1646 3020 
1646 3039 
1636 3055 
1633 3060 
1631 3069 
1623 3083 
1616 3101 
1609 3113 
1600 3117 
1807 3129 
1604 3130 
1708 3142 
1596 3146 
1803 3147 
1589 3161 
1583 3175 
1574 3191 
1767 3191 
1568 3205 
1761 3207 
1755 3221 
1746 3236 
1740 3251 
2443 3259 
1733 3267 
1725 3281 
1719 3298 
1710 3316 
1705 3325 
1698 3343 
1924 3353 
2489 3356 
1693 3357 
1904 3358 
1893 3358 
1889 3360 
1885 3363 
1868 3367 
No. X y 
98 1685 3372 
99 1857 3373 
100 1888 3376 
101 1839 3377 
103 1676 3384 
104 1806 3387 
105 1789 3388 
106 1879 3389 
107 1773 3391 
2: Table of X andY coordinates 
of each fi eld site 
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FIELD OBSERVATION SITES 
Line No. of Site class Class No. of Trainning=37 
No. Pixels Label ID Type Sites or testing= 53 
1 38 1 2 Heavy Tarcrete Training 
2 3d 2 2 Heavy Tarcrete Training 
3 9 3 2 Heavy Tarcrete Training 
4 71 4 2 Heavy Tarcrete Testing 
5 36 5 2 Heavy Tarcrete Testing 
6 17 6 2 Heavy Tare rete Testing 
7 16 7 2 Heavy Tarcrete Testing 
8 43 8 2 Heavy Tare rete Training 
9 36 9 2 Heavy Tarcrete Training 
10 19 10 2 Heavy Tarcrete Testing 
ll 4 11 2 Heavy Tarcrete Testing 
12 38 12 2 Heavy Tarcrete Testing 
13 42 13 2 Heavy Tarcrete Training 
14 35 14 2 Heavy Tarcrete Training 
15 54 15 2 Heavy Tare rete Testing 
16 12 16 2 Heavy Tarcrete Testing 
17 105 17 2 Heavy Tarcrete Testing 
18 101 18 2 Heavy Tarcrete Training 
19 35 19 2 Heavy Tarcrete 19,tr9,ts10 Training 
20 142 21 3 Intermediate Tarcrete Training 
21 52 22 3 Intermediate Tarcrete Testing 
22 25 23 3 Intermediate Tarcrete Testing 
23 68 24 3 Intermediate Tarcrete Training 
24 28 25 3 Intermediate Tarcrete Testing 
25 50 26 3 Intermediate Tarcrete Testing 
26 44 27 j Intermediate Tarcrete Training 
27 114 28 3 Intermediate Tarcrete Training 
28 3 29 3 Intermediate Tarcrete Testing 
29 41 30 3 Intermediate Tarcrete Training 
30 121 31 3 Intermediate Tarcrete Testing 
31 56 32 3 Intermediate Tarcrete Training 
32 26 33 3 Intermediate Tarcrete Testing 
33 4 34 3 Intermediate Tarcrete Testing 
34 124 35 3 Intermediate Tarcrete Training 
35 43 36 3 Intermediate Tarcrete Testing 
36 24 37 3 Intermediate Tarcrete Training 
37 34 38 3 Intermediate Tarcrete Testing 
38 30 39 3 Intermediate Tarcrete Testing 
39 50 40 3 Inter. Tarcrete 20,tr9,ts11 Training 
40 58 41 4 Light Tare rete Training 
41 40 42 4 Light Tarcrete Testing ~· 
42 4 43 4 Light Tarcrete Testing 
43 9 44 4 Light Tarcrete Testing 
44 6 45 4 Light Tarcrete Training 
45 4 46 4 Light Tarcrete Training 
46 81 47 4 Light Tarcrete Testing 
47 81 48 4 Light Tarcrete Testing 
48 35 50 4 Light Tarcrete Testing 
49 15 51 4 Light Tarcrete Testing 
so 9 52 4 Light Tarcrete 11,tr4,ts7 Training 
51 9 61 1 Oil Lakes Testing 
52 76 62 1 Oil Lakes Training 
53 14 63 1 Oil Lakes Testing 
54 26 64 1 Oil Lakes Testing 
55 6 65 1 Oil Lakes Testing 
3.1: List of all polygons used in the classification process with a unique identification number. 
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56 7 66 1 Oil Lakes 6,tr1,ts5 Testing 
57 13 81 6 Sand Training 
58 6 82 6 sand Testing 
59 6 83 6 Sand Testing 
60 20 84 6 Sand Testing 
61 78 85 6 Sand Training 
62 28 86 6 Sand Testing 
63 26 87 6 Sand Testing 
64 82 88 6 Sand 8,tr3,ts5 Training 
65 110 121 5 Traces of Tarcrete Training 
66 40 122 5 Traces of Tarcrete ·Testing 
67 41 123 5 Traces of Tarcrete Testing 
68 33 124 5 Traces of Tarcrete Training 
69 45 125 5 Traces of Tarcrete Training 
70 40 126 5 Traces of Tarcrete Testing 
71 44 127 5 Traces of Tarcrete Testing 
72 51 128 5 Traces of Tarcrete Testing 
73 88 129 5 Traces of Tarcrete Testing 
74 83 130 5 Traces of Tarcrete Training 
75 35 131 5 Traces of Tarcrete Testing 
76 23 132 5 Traces of Tarcrete Training 
77 33 133 5 Traces of Tarcrete Testing 
78 33 134 5 Traces of Tarcrete Testing 
79 6 135 5 Traces of Tarcrete Training 
80 4 136 5 Traces of Tarcrete Testing 
81 7 137 5 Traces of Tarcrete Training 
82 10 138 5 Traces of Tarcrete Training 
83 35 139 5 Traces of Tarcrete Training 
84 32 140 5 Traces of Tarcrete Testing 
85 34 141 5 Traces of Tarcrete Testing 
86 60 142 5 Traces of Tarcrete Testing 
87 48 143 5 Traces of Tarcrete Training 
88 32 144 5 Traces of Tarcrete Testing 
89 37 145 5 Traces of Tarcrete Testing 
90 31 146 5 Traces of Tarcrete 26,trl1,tsl5 Training 
3.2: List of all polygons used in the classification process with a unique identification number 
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4.1: Supervised clas ification result for the 1991 image. 
286 
4.2: Supervised classification result for the 1993 image. 
287 
4.3: Supervised classification result for the 1994 image. 
288 
4.4: Supervised classification result for the 1995 image. 
289 
4.5: Supervised classification result for the 1998 image. 
290 
5.1: Neural Network classification result for the 1991 image. 
291 
5.2: eural Network cia sification result for the 1993 image. 
~~ . -~ ;.t_,: -.. 
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5.3: Neural etwork cl as ification result for the 1994 image. 
293 
5.4: eural etwork classification result for the 1995 image. 
294 
5.5: Neural Network classification result for the 1998 image. 
Histogram of training sites by class 
Class ID Class Description Pixels Percentage of Training Data 
1 Oil Lake 76 4% 
2 Heavy 377 21% 
3 Intermediate 663 37% 
4 Light 87 5% 
5 Traces 421 23% 
6 Sand 173 10% 
6: Histogram of the training classes used with the 
supervised, and neural network classifications. 
N 
\0 
Vl 
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CLASS MAP 
TESTING PER POLYGON 
Line No. Of Site 
No Pixels Label 
1 71 4 43 51 128 
2 36 5 44 88 129 
3 17 6 45 35 131 
4 16 7 46 33 133 
5 19 10 47 33 134 
6 4 11 48 4 136 
7 38 12 49 32 140 
8 54 15 50 34 141 
9 12 16 51 60 142 
10 105 17 52 32 144 
11 52 22 53 37 145 
12 25 23 
13 28 25 
14 50 26 
15 3 29 
16 121 31 
17 26 33 
18 4 34 
19 43 36 
20 34 38 
21 30 39 
22 40 42 
23 4 43 
24 9 44 
25 81 47 
26 81 48 
27 35 50 
28 15 51 
29 9 61 
30 14 63 
31 26 64 
32 6 65 
33 7 66 
34 6 82 
35 6 83 
36 20 84 
37 28 86 
38 26 87 
39 40 122 
40 41 123 
41 40 126 
42 44 127 
7.1 : Histogram of test classes. 
Class ID Class Description 
1 Oil Lake 
2 Heavy 
3 Intermediate 
4 Light 
5 Traces 
6 Sand 
7.2: Histogram of test sites. 
Pixels 
62 
372 
416 
265 
604 
86 
Percentage of Testing Data 
3% 
20% 
23% 
15% 
33% 
5% 
N 
\0 
-.l 
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Testing Per-Polygon 
Accuracy assessment table for unsupervised classification 
Class Type 
Oil lakes 
Heavy 
Intermediate 
Light 
Traces 
Sand 
Total 
1 2 3 4 5 6 Total 
4 I 0 0 0 0 5 
1 2 4 2 0 0 9 
0 0 9 0 0 0 9 
0 2 0 5 0 0 7 
0 0 1 12 2 0 15 
0 0 0 4 0 1 5 
5 5 14 23 2 1 50 
80% 40% 64%22% 100% 100% 
Over-all accuracy assessment: 46% 
Testing Per-Polygon 
80% 
22% 
100% 
71% 
13% 
20% 
Accuracy assessment table for supervised classification 
Class Type 
Oil lakes 
Heavy 
Intermediate 
Light 
Traces 
Sand 
Total 
1 2 3 4 5 6 Total 
4 1 0 0 0 0 5 
I 7 0 I 0 0 9 
0 7 2 0 0 0 9 
0 2 0 3 I I 7 
0 0 0 4 4 7 15 
0 0 0 2 0 3 5 
5 17 2 9 8 8 50 
80% 41 % 100%33%50%38% 
Over-all accuracy assessment: 46% 
Testing Per-Polygon 
80% 
78% 
22% 
43% 
27% 
60% 
Accuracy assessment table for neural networks classification 
Class Type 
Oil lakes 
Heavy 
Intermediate 
Light 
Traces 
Sand 
Total 
1 2 3 4 5 6 Total 
4 1 0 0 0 0 5 
0 4 5 0 0 0 9 
0 L 8 0 0 0 9 
0 L 2 I 3 0 7 
0 0 1 1 12 1 15 
0 1 0 1 2 1 5 
4 8 16 3 17 2 50 
100% 50% 50% 33% 71%50% 
Over-all accuracy assessment: 60% 
80% 
44% 
89% 
14% 
80% 
20% 
8.1: Tables of accuracy assessments by per-polygon for the three classifications applied 
to the 1998 image. 
bO \ b1 ->Oil L. 1jHeavy 2jinter. 3jLight 4jTraces sjsand 61 total 
--------------------------------------------------------------------------------
Oil L. 11 SOj 421 Oj Oj Oj Oj 92j54% 
Heavy 21 101 1451 231 111 Oj Oj 189j77% 
Inter. 31 21 1341 2981 121 251 21 473j63% 
Light 41 Oj 29 1 171 2181 4971 611 822j27% 
Traces Sj Oj Oj Oj 191 631 31 85j74% 
Sand 61 Oj 11 Oj Sj 191 201 44j45% 
--------------------------- ----- --------------- ----- ----------------------------
total 621 3511 3381 2651 6041 861 17061 
81% 41% 88% 82% 10% 23% 
trace = 794 (47) 
8.2: Accuracy assessment per-pixel for the unsupervised classification applied to the 
1998 image, and the distribution of pixels by class for each polygon. 
N 
\0 
\0 
300 
8. 3: Distributed of pixels per class by site 
UNSUPERVISED CLASSIFICATION 
site Number of pixels Number of pixels 
ID at site by class C1=0il lakes 
0 C1 C2 C3 C4 CS C6 C2=Heavy 
------------------ - ---------- - - - - - - - -------
C3=Intermediate 
004 071 0 42 20 9 0 0 0 C4=Light 
005 028 0 0 0 22 6 0 0 CS=Traces 
006 017 0 0 7 9 1 0 0 C6=Sand 
007 016 0 0 3 13 0 0 0 
010 019 0 0 0 6 12 0 1 
011 004 0 0 0 0 4 0 0 
012 038 0 0 38 0 0 0 0 
015 051 0 0 6 40 5 0 0 
016 002 0 0 0 2 0 0 0 
017 105 0 0 71 33 1 0 0 
022 026 0 0 1 23 2 0 0 
023 025 0 0 1 23 1 0 0 
025 013 0 0 0 11 2 0 0 
026 050 0 0 8 38 4 0 0 
029 003 0 0 1 2 0 0 0 
031 085 0 0 0 85 0 0 0 
033 025 0 0 0 24 1 0 0 
034 004 0 0 0 3 1 0 0 
036 043 0 0 2 38 3 0 0 
038 034 0 0 1 32 1 0 0 
039 030 0 0 9 19 2 0 0 
042 040 0 0 0 0 40 0 0 
043 004 0 0 4 0 0 0 0 
044 009 0 0 4 3 2 0 0 
047 081 0 0 0 0 57 19 5 
048 081 0 0 0 0 81 0 0 
050 035 0 0 3 9 23 0 0 
051 015 0 0 0 0 15 0 0 
061 009 0 4 5 0 0 0 0 
063 014 0 10 4 0 0 0 0 
064 026 0 25 1 0 0 0 0 
065 006 0 5 0 1 0 0 0 
066 007 0 6 0 1 0 0 0 
082 006 0 0 0 0 6 0 0 
083 006 0 0 0 2 4 0 0 
084 020 0 0 0 0 0 0 20 
086 028 0 0 0 0 25 3 0 
087 026 0 0 0 0 26 0 0 
122 040 0 0 0 0 40 0 0 
123 041 0 0 0 0 41 0 0 
126 040 0 0 0 0 39 0 1 
127 044 0 0 0 25 19 0 0 
128 051 0 0 0 0 41 10 0 
129 088 0 0 0 0 88 0 0 
131 035 0 0 0 0 35 0 0 
133 033 0 0 0 0 0 33 0 
134 033 0 0 0 0 33 0 0 
136 004 0 0 0 0 4 0 0 
140 032 0 0 0 0 32 0 0 
141 034 0 0 0 0 34 0 0 
142 060 0 0 0 0 60 0 0 
144 032 0 0 0 0 31 0 1 
145 037 0 0 0 0 0 20 17 
bO \ b1 ->Oil L. liHeavy 2 1Inter. 3ILight 4 1Traces 5 ISand 61 total 
Oil L. 11 491 131 Ol Ol Ol Ol 62179% 
Heavy 21 411 2061 761 211 11 61 372155% 
Inter. 31 21 2161 961 231 Ol 11 416123% 
Light 41 Ol 141 41 1441 631 401 265154% 
Traces 51 Ol 51 131 2331 1811 1721 604130% 
Sand 61 Ol ll Ol 111 161 58! 86!67% 
------------------------------------- ----- ---------------------- -- --------------
total 921 4551 1891 432 1 2611 2771 17061 
53% 45% 51% 33% 69% 21% 
trace = 734 ( 43) 
8 . 4: Accuracy assessment per-pixel for the supervised classification applied to the 
1998 image, and the distribution of pixels by class for each polygon. 
w 
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8. 5 : Distributed of pixels per class by site 
SUPERVISED CLASSIFICATION 
Site Number of pixels Number of pixels 
ID at site by class 
0 C1 C2 C3 C4 CS C6 Cl=Oil lakes 
- - ----------- -- --- -- ----- -- ----------------
C2=Heavy 
004 071 0 39 31 1 0 0 0 C3=Intermediate 
005 028 0 0 11 8 8 1 0 C4=Light 
006 017 0 0 15 2 0 0 0 CS=Traces 
007 016 0 0 10 6 0 0 0 C6=Sand 
010 019 0 0 14 0 0 0 5 
011 004 0 0 0 0 4 0 0 
012 038 0 0 38 0 0 0 0 
015 051 0 0 23 19 9 0 0 
016 002 0 0 2 0 0 0 0 
017 105 0 2 62 40 0 0 1 
022 026 0 0 10 15 1 0 0 
023 025 0 0 9 16 0 0 0 
025 013 0 0 7 4 2 0 0 
026 050 0 0 26 14 10 0 0 
029 003 0 0 2 1 0 0 0 
031 085 0 2 80 1 2 0 0 
033 025 0 0 9 15 1 0 0 
034 004 0 0 3 0 0 0 1 
036 043 0 0 27 13 3 0 0 
038 034 0 0 24 9 1 0 0 
039 030 0 0 19 8 3 0 0 
042 040 0 0 0 0 40 0 0 
043 004 0 0 3 1 0 0 0 
044 009 0 0 6 1 2 0 0 
047 081 0 0 0 0 33 9 39 
048 081 0 0 0 1 25 54 1 
050 035 0 0 4 1 30 0 0 
051 015 0 0 1 0 14 0 0 
061 009 0 1 8 0 0 0 0 
063 014 0 10 4 0 0 0 0 
064 026 0 26 0 0 0 0 0 
065 006 0 6 0 0 0 0 0 
066 007 0 6 1 0 0 0 0 
082 006 0 0 0 0 6 0 0 
083 006 0 0 1 0 5 0 0 
084 020 0 0 0 0 0 0 20 
086 028 0 0 0 0 0 6 22 
087 026 0 0 0 0 0 10 16 
122 040 0 0 0 0 2 34 4 
123 041 0 0 0 0 16 25 0 
126 040 0 0 0 0 40 0 0 
127 044 0 0 5 9 27 3 0 
128 051 0 0 0 0 3 8 40 
129 088 0 0 0 0 87 1 0 
131 035 0 0 0 0 6 8 21 
133 033 0 0 0 0 1 7 25 
134 033 0 0 0 0 4 4 25 
136 004 0 0 0 0 1 1 2 
140 032 0 0 0 0 20 12 0 
141 034 0 0 0 3 5 23 3 
142 " 060 0 0 0 1 9 48 2 
144 032 0 0 0 0 10 0 22 
145 037 0 0 0 0 2 7 28 
bO \ bl - >Oil L. liHeavy 21Inter. 3ILight 41Traces 5I Sand 61 total 
------------------------------------------------------- --- ---------- ---- ----- ---
Oil L. ll 441 221 Ol Ol Ol Ol 66167% 
Heavy 21 lSI 2021 931 251 411 51 384153% 
Inter. 31 Ol 1231 2401 271 421 Ol 432156% 
Light 41 Ol 31 41 271 41 51 43163% 
Traces 51 Ol ll ll 1641 4531 351 654169% 
Sand 61 Ol Ol Ol 221 641 411 127132% 
---------------------------------- -------------------------- -------- ----------- -
total 621 3461 3381 2651 6041 861 17061 
71% 58% 71% 10% 75% 48% 
trace = 1007 (59) 
8.6: Accuracy assessment per-pixel for the neural network classification applied to the 
1998 image, and the distribution of pixels by class for ea ch polygon . 
w 
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8. 7: Distributed of pixels per class by site 
NEURAL NETWORKS CLASSIFICATION 
site Number of pixels Number of pixels 
ID at site by class 
0 C1 C2 C3 C4 CS C6 C1 =0il lakes 
---- - -- ---------- -- - ---- - - -- -- - ------------
C2=Heavy 
004 071 0 22 44 5 0 0 0 C3 =Intermediate 
005 028 0 0 6 22 0 0 0 C4 =Light 
006 017 0 0 5 9 3 0 0 CS=Traces 
007 016 0 0 4 12 0 0 0 C6 =Sand 
010 019 0 0 18 0 0 1 0 
011 004 0 0 1 3 0 0 0 
012 038 0 0 22 16 0 0 0 
015 051 0 0 17 34 0 0 0 
016 002 0 0 1 1 0 0 0 
017 105 0 0 84 21 0 0 0 
022 026 0 0 8 18 0 0 0 
023 025 0 0 9 15 0 1 0 
025 013 0 0 5 8 0 0 0 
026 050 0 0 13 37 0 0 0 
029 003 0 0 1 2 0 0 0 
031 085 0 0 21 64 0 0 0 
033 025 0 0 10 15 0 0 0 
034 004 0 0 2 2 0 0 0 
036 043 0 0 8 34 1 0 0 
038 034 0 0 10 24 0 0 0 
039 030 0 0 6 21 3 0 0 
042 040 0 0 0 0 15 25 0 
043 004 0 0 0 4 0 0 0 
044 009 0 0 5 4 0 0 0 
047 081 0 0 0 0 1 58 22 
048 081 0 0 0 0 0 81 0 
050 035 0 0 14 17 4 0 0 
051 015 0 0 6 2 7 0 0 
061 009 0 1 8 0 0 0 0 
063 014 0 9 5 0 0 0 0 
064 0 26 0 23 3 0 0 0 0 
065 006 0 5 1 0 0 0 0 
066 007 0 6 1 0 0 0 0 
082 006 0 0 0 0 5 1 0 
083 006 0 0 5 0 0 1 0 
084 020 0 0 0 0 0 0 20 
086 028 0 0 0 0 0 18 10 
087 026 0 0 0 0 0 15 11 
122 040 0 0 0 0 0 40 0 
123 041 0 0 0 0 0 41 0 
126 040 0 0 15 1 0 24 0 
127 044 0 0 2 41 1 0 0 
128 051 0 0 0 0 0 37 14 
129 088 0 0 23 0 0 65 0 
131 035 0 0 0 0 0 27 8 
133 033 0 0 0 0 0 20 13 
134 033 0 0 0 0 0 16 17 
136 004 0 0 0 0 2 2 0 
140 032 0 0 0 0 1 31 0 
141 034 0 0 0 0 0 34 0 
142 060 0 0 1 0 0 59 0 
144 032 0 0 0 0 0 30 2 
145 037 0 0 0 0 0 27 10 
Class ID Class Description Pixels Percentage of Training Data 
1 Oil Lake 135 9% 
2 Heavy 194 13% 
3 Intermediate 181 12% 
4 Light 247 17% 
5 Traces 375 25% 
6 Sand 362 24% 
9: Histogram of final training classes for the neural network classification . 
w 
0 
Vl 
306 
10.1: Final neural networks classification result for the 1991 images. 
307 
10.2: Final neural networks classification result for the 1993 images. 
308 
I 0.3: Final neural networks classification result for the 1994 images. 
309 
I 0.4: Final neural networks classifi cation result for the 1995 images. 
310 
I 0.5: Final neural networks clas ification result for the 1998 images. 
311 
11.1: The selected area for neural network classification south of the Al-Burgan oil field 
for 1991. 
312 
11 .2: The selected area for neural network classification south of the Al-Burgan oil field 
for 1993. 
313 
11.3: The selected area for neural network classification south of the Al-Burgan oil field 
for 1994. 
314 
11.4: The selected area for neural network classification south of the Al-Burgan oil field 
for 1995. 
315 
11.5: The selected area for neural network classification south of the Al-Burgan oil field 
for 1998. 
316 
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