Abstract. Support Vector Machines have been applied to text classification with great success. In this paper, we apply and evaluate the impact of using part-ofspeech tags (nouns, proper nouns, adjectives and verbs) as a feature selection procedure in a European Portuguese written dataset -the Portuguese Attorney General's Office documents.
Introduction
The learning problem can be described as finding a general rule that explains data given a sample of limited size. In supervised learning, we have a sample of input-output pairs (the training sample) and the task is to find a deterministic function that maps any input to an output such that the disagreement with future input-output observations is minimised. If the output space has no structure except whether two elements are equal or not, we have a classification task. Each element of the output space is called a class.
Our problem can be viewed as a supervised classification task of natural language texts, also known as text classification. Research interest in this field has been growing in the last years. Several learning algorithms were applied such as decision trees [14] , linear discriminant analysis and logistic regression [10] , naïve Bayes algorithm [7] and Support Vector Machines -SVM [6] .
In [12] , linguistic information is applied on the preprocessing phase of text mining tasks. This work applies a linear SVM to the Portuguese Attorney General's Office dataset -PAGOD [8] , addressing the impact of using partof-speech (POS) tags to build the learner.
In previous work, we evaluated SVM performance compared with other Machine Learning algorithms [5] and performed a thourough study on some preprocessing techniques (feature reduction, feature subset selection and term weighting) and on the performance achieved when balancing the dataset [4] .
In Section 2, a brief description of the Support Vector Machines theory is presented, while in Section 3 the PAGOD dataset is characterised. Section 4 describes our experimental setup, Section 5 our previous experiments and Section 6 our present work. Conclusions and future work are pointed out in Section 7.
Support Vector Machines
Motivated by theoretical results from statistical learning theory, Vapnik and coworkers [2] introduced the Support Vector Machines learning algorithm. It joins a kernel technique with the structural risk minimisation framework.
Kernel techniques comprise two parts: a module that performs a mapping into a suitable feature space and a learning algorithm designed to discover linear patterns in that space. The kernel function, that implicitly performs the mapping, depends on the specific data type and domain knowledge of the particular data source. The learning algorithm is general purpose and robust. It's also efficient, since the amount of computational resources required is polynomial with the size and number of data items, even when the dimension of the embedding space grows exponentially [11] . Four key aspects of the approach can be highlighted as follows:
• Data items are embedded into a vector space called the feature space.
• Linear relations are discovered among the images of the data items in the feature space.
• The algorithm is implemented in a way that the coordinates of the embedded points are not needed; only their pairwise inner products.
• The pairwise inner products can be computed efficiently directly from the original data using the kernel function.
These stages are illustrated in Figure 2 . The structural risk minimisation (SRM) framework creates a model with a minimised VC dimension. This developed theory [15] shows that when the VC dimension of a model is low, the expected probability of error is low as well, which means good performance on unseen data (good generalisation).
SVM can also be derived in the framework of regularisation theory instead of the SRM theory. The idea of regularisation, introduced by Tickonov and Arsenin [13] for solving inverse problems, is a technique to restrict the (commonly) large original space of solutions into compact subsets.
Dataset Description
Each PAGOD document is classified into multiple categories so, we have a multi-label classification task. Normally, this task is solved by splitting it into a set of binary classification tasks and considering each one independently.
This dataset has 8151 documents and represents the decisions of the Portuguese Attorney General's Office since 1940. It is written in the European Portuguese language, and delivers 96 MBytes of characters. All documents were manually classified by juridical experts into a set of categories belonging to a taxonomy of legal concepts with around 6000 terms.
A preliminary evaluation showed that, from all potential categories only about 3000 terms were used and from all 8151 documents, only 6388 contained at least one word on all experiments. For these documents, we found 77723 distinct words, and averages of 1592 words and 362 distinct words per document. The Portuguese language is a rich morphological one: while nouns and adjectives have 4 forms (two genres -male and female and two numbers -singular and plural), a regular verb has 66 different forms (two numbers, three persons -first, second and third and five modes -indicative, conjunctive, conditional, imperative and infinitive, each with different number of tenses ranging from one to five).
Experimental setup
This section presents the choices made in our study: document's representation, the process for obtaining the POS tags, the kind of procedure used to reduce/construct features and the measures used for evaluating learner's performance.
The linear SVM was run using the WEKA [16] software package from the University of Waikato, with default parameters. We performed a 10-fold cross-validation procedure.
Representing documents. To represent each document we chose the bagof-words approach, a vector space model (VSM) representation. Each document is represented by the words it contains, with their order and punctuation being ignored. From the bag-of-words we removed all words that contained digits.
Obtaining the POS tags. To obtain each word's POS tag we used a parser for the Portuguese language -PALAVRAS [1] . It was developed in the context of the VISL 1 (Visual Interactive Syntax Learning) project in the Institute of Language and Communication of the University of Southern Denmark.
The POS tagger incorporated in the parser is reported to have more than 95% accuracy for texts written in Portuguese. Possible tags are:
From all possible tags, we just considered nn, prop, adj and vrb. Parser's output is the syntactic analysis of each phrase and the POS tag associated with each word.
For example, the morphological tagging of the phrase "O Manuel ofereceu um livro ao pai." is:
Reducing/constructing features. On trying to reduce/construct features we used linguistic information: we applied a Portuguese stop-list (set of nonrelevant words such as articles, pronouns, adverbs and prepositions) and PO-LARIS, a lexical database, to generate the lemma for each Portuguese word.
Measuring performance. To measure learner's performance we analysed precision, recall and the F 1 measures [9] (prediction vs. manual classification from the contingency table of the classification). For each performance measure we calculated the micro-and macro-averaging of the top ten categories.
Precision is the number of correctly classified documents divided by the number of documents classified into the class. Recall is given by the number of correctly classified documents divided by the number of documents belonging to the class. F 1 belongs to a class of functions used in information retrieval, the F β -measure; it is the weighted harmonic mean of precision and recall.
Macro-averaging corresponds to the standard way of computing an average: the performance is computed separately for each category and the average is the arithmetic mean over the ten categories. Micro-averaging averages the contingency tables of the various categories. For each cell of the table, the arithmetic mean is computed and the performance is computed from this averaged contingency table.
All significance tests were done regarding a 95% confidence level.
Previous experiments
In previous work we compared SVM with other machine learning algorithms [5] , namely Naïve Bayes and C4.5. While SVM performance was equivalent to C4.5, the learner building time was much shorter (from hours to minutes).
In [4] we made a set of preprocessing experiments on the PAGOD dataset: feature reduction/construction, feature subset selection and term weighting experiments. Next subsection describes them.
Description
Reduce/construct features. On trying to reduce/construct features we made three sets of experiments:
• all words;
• remove from the first experiment a stop-list of words and, • from that set of words, transform each onto its lemma.
Feature subset selection. For the feature subset selection we used a filtering approach, keeping the features that received higher scores according to different functions:
• term frequency: the score is the number of times the feature appears in the dataset;
• mutual information: it evaluates the worth of an attribute by measuring the mutual information with respect to the class. Mutual Information, I(C; A), is an Information Theory measure [3] that ranks the information received to decrease the uncertainty. The uncertainty is quantified through the Entropy, H(X).
• gain ratio: the worth is the gain ratio with respect to the class. Mutual Information is biased through attributes with many possible values. Gain ratio tries to oppose this fact by normalising mutual information by the feature's entropy.
For each filtering function, we tried different threshold values. This threshold is the number of times the feature appears in all documents. We performed experiences for thr 1 , thr 50 , thr 100 , thr 200 , thr 400 , thr 800 , thr 1200 and thr 1600 , where thr n means that all words appearing less than n are eliminated.
Term weighting. Finally, for the term weighting experiments, we made four different experiments:
• binary representation: each word occurring in the document has weight 1, all others have weight 0 and the resulting vector is normalised to unit length;
• raw term frequencies, T F (w i , d j ), with no collection component nor normalisation, being T F (w i , d j ) the number of times the word w i occurs in document w j ;
• T F normalised to unit length;
• TFIDF representation, where T F is multiplied by log(N/DF (w i )) 2 and normalised to unit length.
Results
We made a total of 288 different experiments. As already mentioned, we measured precision, recall and the F 1 measures and calculated the macroand micro-averaging for the top ten categories.
The best values were obtained for the following experiments:
• lemmatisation with the term frequency scoring function and term frequencies normalised to unit length;
• stop-list removal with the mutual information scoring function and the binary representation experiment.
The threshold value thr 400 was chosen since it presented a good trade-off between performance and time consumed (to generate the learner) and it was the best or second best result obtained in all experiments.
Part-of-speech tag experiments
In order to assess the impact of the POS tags on the SVM performance, we made several trials, retaining only the words belonging to some specific tag(s). We considered the following experiments:
• nouns (nn) For each of these experiments and, on the basis of previous results (see Section 5 .2), we used the term frequency for scoring words and the term frequency normalised to unit length for weighting them.
Using this setup, we examined the generated models using threshold values of thr 1 and thr 400 and the original words and their lemmas.
To have a base value of comparison we also present the values for the best setting of the previous experiments, base (lemmatisation, the term frequency scoring function with a 400 threshold value and term weighting by term frequencies normalised to unit length). Table 2 shows the averages per document (of all and distinct features) and the number of features (for each threshold value) obtained for each POS-tag experiment with original words (word) and their lemmas (lemma). Table 3 . Precision for each POS tag experiment.
Results
For each experiment, we, once again, analysed precision, recall and F 1 measures and calculated the micro-and macro-averaging of the top ten categories. Tables 3, 4 and 5 show, respectively, precision, recall and F 1 values. Considering macro-averaging F 1 values, the worst significant experiments were vrb (with words or lemmas, for both threshold values) and nn (lemmas with thr 1 ). The micro-averaging F 1 worst significant values were obtained for the same experiments and also for nn + vrb and nn + adj (lemmas with thr 1 ) and nn (words with thr 1 ).
Conclusions and Future Work
From the previous section is possible to conclude that considering just the most frequent words (thr 400 ) learner's performance is not decreased, but we have a decreased number of features with more than one order of magnitude (see Table 2 ), which implies faster model generation. We can also conclude that verbs alone don't have enough information to produce good learners. This was expected since, as already mentioned, a Portuguese regular verb has 66 different modes. Nonetheless, this conclusion is true even when using words' lemmas.
On the other hand, using just the words of specific POS tags we obtain learners with equivalent performance of the ones with all words, with a reduced number of features. From all the best experiments, the one with less features is nn with lemma and thr 400 , with 1026 features, and the one with more is base with lemma and thr 1 with 42421 features.
As future work, and in order confirm these results, we to intend make these same experiments with other datasets (newspaper news datasets: Público written in European Portuguese and Folha de S. Paulo, written in Brazilian Portuguese).
On the other hand, and aiming to develop better classifiers, we intend to address the document representation problem by trying more powerful representations than the bag-of-words that allow us to use word order and syntactical and/or semantical information in the representation of documents. To achieve this goal we plan to use other kind of kernel such as the string kernel (see, for example, [11] ).
