Abstract-The Parallel Disks Model (PDM) has been proposed to alleviate the I/O bottleneck that arises in the processing of massive data sets. Sorting has been extensively studied on the PDM model due to the fundamental nature of the problem-several asymptotically optimal algorithms are known for sorting. Although randomization has been frequently exploited, most of the prior algorithms suffer from complications in memory layouts, implementation, restrictions in range of parameters, and laborious analysis. In this paper, we present a randomized mergesort algorithm based on a simple idea that sorts using an asymptotically optimal number of I/O operations with high probability and has all of the desirable features for practical implementation. In the second part of the paper, we also present several novel algorithms for sorting on the PDM that take only a small number of passes through the data. Recently, considerable interest has been shown by researchers in developing algorithms for problem sizes of practical interest and we are able to obtain several improvements and simplification, in particular for random input.
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INTRODUCTION
W HEN the amount of data an application has to deal with is enormous, out-of-core computing techniques have to be invoked. In this case, the I/O bottleneck has to be dealt with. The PDM has been proposed to alleviate this I/O bottleneck [2] . In a PDM, there is a (sequential or parallel) computer that has an access to Dð! 1Þ disks. In one I/O operation, it is assumed that a block of size B can be fetched into the main memory. One typically assumes that the main memory has size M, where M is a (small) constant multiple of DB. 1 Efficient algorithms have been devised for the PDM for numerous fundamental problems. In the analysis of these algorithms, typically the number of I/O operations needed is optimized. Since local computations take much less time than the time needed for the I/O operations, these analyses are reasonable. Since sorting is a fundamental and highly ubiquitous problem, a lot of effort has been spent on developing sorting algorithms for the PDM. It has been shown by Aggarwal and Vitter [2] This lower bound has been proven from the well-known lower bound of ðN log NÞ comparisons for any sequential comparison-based sorting algorithm for N keys (see, for example, [12] ). Many asymptotically optimal algorithms have been devised as well (see, for example, Arge [3] , Nodine and Vitter [18] , and Vitter and Hutchinson [28] ). The LMM sort of Rajasekaran [20] is optimal when N, B, and M are polynomially related and is a generalization of Batcher's odd-even merge sort [7] , Thompson and Kung's s 2 -way merge sort [26] , and Leighton's columnsort [14] .
Notation. We say the amount of resource (like, time, space, etc.) used by a randomized algorithm is e OðfðNÞÞ if the amount of resource used is no more than cfðNÞ with probability ! ð1 À N À Þ for any N ! n 0 , where c and n 0 are constants and is a constant ! 1. We could also define the asymptotic functions e Âð:Þ, e oð:Þ, etc., in a similar manner.
One of the main results of this paper is a simple randomized algorithm for sorting on the PDM that takes only e Oð N DB logðN=BÞ logðM=BÞ Þ I/O operations. We also present sorting algorithms that take a small number of passes for problem sizes of practical interest.
PRIOR ALGORITHMS AND OUR RESULTS
Most of the previous PDM sorting algorithms can be categorized under two families-one based on bucketsort and the other on mergesort. The first kind is based on distribution sort [29] , [28] , [17] , where keys are classified into buckets depending on their values and this is repeated recursively within each bucket till each bucket reaches a manageable size (corresponding to the base case).
The randomized versions of distribution sort (like quicksort) are often simpler than their deterministic counterparts. The basic idea is sampling and due to Frazer and McKellar. Given a sequence X of n keys to sort:
1. A random sample of s keys is picked from X. 2. These sample keys are sorted to get the sequence l 1 ; l 2 ; . . . ; l s . 3. X is partitioned into s þ 1 parts X 0 ; X 1 ; . . . ; X s using the sample keys as splitters. In particular, X 0 ¼ fq 2 X : q l 1 g, X i ¼ fq 2 X : l i < q l iþ1 g for 1 i ðs À 1Þ, and X s ¼ fq 2 X : q > l s g.
4.
The parts X 0 ; X 1 ; . . . ; X s are sorted recursively and independently. The second kind of sorting algorithms on the PDM is based on R-way merging for some suitable value of R that minimizes the number of passes through the data for the given size of internal memory [1] , [6] , [11] , [18] , [20] .
The primary difficulty in the case of distribution sort is in ensuring full parallelism in the case of writing. Likewise, the primary challenge in merge-based sorts is in obtaining optimal read parallelism. By striping across disks (Fig. 2 ) and using internal buffers of size ðD 2 Þ, full parallelism can be achieved by a straightforward greedy approach. For D ¼ ÂðM=BÞ, we cannot afford so much space. More precisely, how do we come up with balanced read/write schedules across the D disks when the data is arbitrarily distributed at the beginning and the internal memory size is OðDÞ?
In this context, the algorithm by Barve et al. [6] deserves special mention. It uses the value of R ¼ M=B. This algorithm stripes the runs across the disks such that, for each run, the first block is stored in a random disk and the other blocks are stored in a cyclic fashion starting from the random disk. They only analyze the expected performance of the algorithm (no high probability bounds have been derived). Their algorithm, called Simple Randomized Mergesort (SRM), has an optimal expected performance only when the internal memory size M is ðBD log DÞ. However, the standard assumption on M is that M ¼ OðDBÞ. The reason for the (slightly) suboptimal performance is a consequence of an occupancy-based analysis that yields a bound of !ð1Þ on the maximum number of blocks lying in a single disk that must be read in a single phase.
This problem has been redressed by the algorithm by Hutchinson et al. [13] . Their approach is based on the algorithm by Sanders et al. [23] , who use lazy writing at the expense of an internal buffer. By using Fully Randomized (FR) scheduling to allocate blocks of each stream to disks, they show that an expected parallelism of ðDÞ can be achieved using an internal buffer of size OðDÞ. They used asymptotic queuing theoretic analysis to bound the expected number of writes in a batched arrival queuing system with a bounded buffer. A batch corresponds to a memory-load of keys that we are trying to classify into buckets and the bounded buffer is a part of the memory. Vitter and Hutchinson extended it to a scheduling scheme called Random Cycling (RC), which is easy to stripe across disks. The FR schedule is more complicated to implement and is not read-optimal for M ¼ oðBD log DÞ. The RC scheduling resulted in optimal distributed sort (RCD) and optimal mergesort (RCM) for M=B ) D [13] 3 that has generated practical interest [11] .
In this paper, we present a simple randomized algorithm for sorting on the PDM that makes only e Oð logðN=MÞ logðM=BÞ Þ passes through the data. Our algorithm uses techniques like staggering of the leading blocks (of streams being merged) and periodic rearrangement of input blocks to prevent clustering of the blocks on any single disk. Note that our bound holds with high probability for any value of N, unlike the previous randomized algorithms for which only expected bounds have been proven. In a sense, we are able to retain the advantages of the simplicity of SRM with minimal modification and obtain optimal parallelism for the entire range of the parameters. In our analysis, we rely only on standard tools that do not rely on asymptotic convergence. In addition, we are able to adhere to desirable properties like striping and simplicity. The underlying approach in our algorithm is to first generate a random permutation and subsequently sort the random permutation using a simple mergesort. In the first phase, an efficient radix-sorting 3. The exact value of the constant is dependent on the buffer size, but it is one aspect where our algorithm possibly holds an advantage.
algorithm is designed to generate a random permutation. The above strategy bears a resemblance to the approach by Valiant and Brebner [27] although requiring very different techniques in the context of PDM. In fact, we develop a novel strategy to obtain full parallelism ðÂðDÞÞ for merging random sequences. This is likely to find further applications.
Fixed Passes Algorithms
In this paper, we also focus on developing sorting algorithms with a small number of passes. We note that, for most of the applications of practical interest, N M [25] in a clever way. This paper also promotes the need for oblivious algorithms and the usefulness of mesh-based techniques in the context of out-of-core sorting. In fact, the LMM sort by Rajasekaran [20] and all of the algorithms in this paper (except for the integer sorting algorithm) are oblivious.
Another important thrust of this paper is on algorithms that have good expected performance. In particular, we are interested in algorithms that take only a small number of passes on an overwhelming fraction of all possible inputs.
As an example, consider an algorithm A that takes two passes on at least ð1 À M À Þ fraction of all possible inputs and three passes on at most M À fraction of all possible inputs. If M ¼ 10 8 and ¼ 2, only on at most 10 À14 percent of all possible inputs, A will take more than two passes. Thus, algorithms of this kind will be of great practical importance.
We make the following contributions in this direction: 1) We bring out the need for algorithms that have good expected performance in the context of PDM sorting. A saving of even one pass could make a big difference if the input size is large. In particular, algorithms that run in a small number of passes on an overwhelming fraction of all possible inputs will be highly desirable in practice. As a part of this effort, we prove a lemma on random permutations that should be of independent interest.
2) The second main contribution is in the development of algorithms for input sizes M 2 . This input size seems to cover most of the applications of practical interest.
The above two thrusts of our interest have yielded several specific algorithms for PDM sorting. All of these algorithms use a block size of
Here is a list: keys. In this paper, all of the expected algorithms are such that they take the specified number of passes on an overwhelming fraction (that is, ! ð1 À M À Þ for any fixed ! 1) of all possible inputs.
4. An expected three pass algorithm that sorts nearly M 1:75 keys. 5. A seven pass algorithm (based on LMM sort) that sorts M 2 keys. 6. We also present a mesh-based algorithm that sorts M 2 keys. 7. An expected six pass algorithm that sorts nearly M 2 keys.
Organization
In Section 3, we present our permutation algorithm and, in Sections 4 and 5, we provide details of our optimal randomized sorting algorithm. Section 6 presents our algorithms, which take a small number of passes. Section 7 concludes the paper.
INTEGER SORTING AND RANDOM PERMUTATION
Often, the keys to be sorted are integers in some range ½1; R. Numerous sequential and parallel algorithms have been devised for sorting integers. These integer sorting algorithms can be of two types, namely, forward radix sorting (or Most Significant Bit (MSB) first sorting) and backward radix sorting (or Least Significant Bit (LSB) first sorting). In either case, the keys are sorted in phases where, in each phase, the keys are sorted only with respect to some number of bits. In any phase of the LSB first sorting, we sort all of the input keys with respect to the same set of bits. On the other hand, forward radix sorting works differently. In the first phase of this algorithm, we sort all of the input keys with respect to some number (say, ') of bits. This sorting partitions the input keys such that each part has keys whose most significant ' bits are the same. Thus, at the end of the first phase, each bucket becomes an independent input set that has to be sorted. In the second phase, each bucket will be sorted with respect to some number of the next MSBs. As a result, the bucket will get split into many buckets and so on. This process of splitting buckets continues until the buckets are of small size. When this happens, the buckets can be sorted using a base-case algorithm. Several efficient out-of-core algorithms have been devised by Arge et al. [4] N. These algorithms could be employed on the PDM to sort integers. For a suitable choice of F , the second algorithm (for example) is asymptotically optimal.
In this section, we analyze LSB first radix sort (see, for example, [12] ) in the context of PDM sorting. This algorithm sorts an arbitrary number of keys. We assume that each key fits in one word of the computer. We believe that, for applications of practical interest, radix sort applies to run in no more than four passes for most of the inputs.
The range of interest in practice seems to be ½1; M c for some constant c. For example, weather data, market data, etc., are such that the key size is no more than 32 bits. The same is true for personal data kept by governments. As another example, if the key is social security number, then 32 bits are enough. However, one of the algorithms given in this section applies for keys from an arbitrary range as long as each key fits in one word of the computer.
The first case we consider is one where the keys are integers in the range ½1; M=B. Also assume that each key has a random value in this interval. If the internal memory of a computer is M, then it is reasonable to assume that the word size of the computer is Âðlog MÞ. Thus, each key of interest fits in one word of the computer. M and B are used to denote the internal memory size and the block size, respectively, in words.
The idea can be described as follows: We build M=B runs one for each possible value that the keys can take. From every I/O read operation, M keys are brought into the core memory. Blocks are formed from all of the keys in the memory. These blocks are written to the disks in a striped manner. The striping method suggested in [20] is used. Some of the blocks could be nonfull. All of the blocks in the memory are written to the disks using as few parallel write steps as possible. We assume that M ¼ CDB for some constant C. Let R ¼ M=CB. The details of the algorithm IntegerSort are shown in Fig. 3 . Step 4 is not needed, the number of passes is ð1 þ Þ and, if Step 4 is included, then the number of passes is 2ð1 þ Þ for some fixed < 1.
Proof. Call each run of the for loop as a phase of the algorithm. The expected number of keys in any bucket is CB. Using Chernoff bounds, the number of keys in any bucket is in the interval ½ð1 À ÞCB; ð1 þ ÞCB with probability ! ½1 À 2 expðÀ 2 CB=3Þ. Thus, the number of keys in every bucket is in this interval with probability ! ð1 À exp½
þ lnð2RÞÞ. This probability will be ! ð1 À N Àðþ1Þ Þ as long as B ! 3 C 2 ð þ 1Þ ln N. This is readily satisfied in practice (since the typical assumption on B is that it is ðM Þ for some fixed > 1=3). As a result, each phase will take at most dð1 þ ÞCe write steps with high probability. This is equivalent to dð1þÞCe C passes through the data. This number of passes is 1 þ for some constant < 1.
Thus, with probability ! ð1 À N À Þ, IntegerSort takes ð1 þ Þ passes excluding Step 4 and 2ð1 þ Þ passes including Step 4.
t u
As an example, if ¼ 1=C, the value of is 1=C.
Remark 3.1. The sorting algorithms in [28] have been analyzed using asymptotic analysis. The bounds derived hold only in the limit. In comparison, our analysis is simpler and applies for any N.
We extend the range of the keys using the algorithm shown in Fig. 4 . This algorithm employs forward radix sorting. In each stage of sorting, the keys are sorted with respect to some number of their MSBs. Keys that have the same value with respect to all of the bits that have been processed up to some stage are said to form a bucket in that stage. In the algorithm in Fig. 4 , is any constant < 1. with high probability, for any fixed < 1. After k (for any integer k) runs of Step 1, the size of each bucket is Nð1 þ Þ k ðCB=MÞ k with high probability.
This size will be M for
The RHS of the above expression is ð1 þ Þ logðN=MÞ logðM=BÞ for any fixed < 1 as long as M > C 2 B, which is true for
Step 2 takes one pass. t u
We show how to randomly permute N given keys such that each permutation is equally likely. We employ RadixSort for this purpose. The idea is to assign a random label with each key in the range ½1; N 1þ (for any fixed 0 < < 1) and sort the keys with respect to their labels. This can be done in ð1 þ Þ logðN=MÞ logðM=BÞ þ 1 passes through the data with probability ! 1 À N À for any fixed ! 1. Here, is a constant < 1. For many applications, this permutation may suffice. However, we can ensure that each permutation is equally likely with one more pass through the data. When each key gets a random label in the range ½1; N 1þ , the labels may not be unique. The maximum number of times any label is repeated is e
Oð1Þ from the observation that the number of keys falling in a bucket is binomially distributed with mean 1=n and applying Chernoff bounds ((1) in the Appendix). We have to randomly permute keys with equal labels that can be done in one more pass through the data as follows: We think of the sequence of N input keys as S 1 ; S 2 ; . . . ; S N=DB , where each S i ð1 i N=ðDBÞÞ is a subsequence of length DB. Note that keys with the same label can only span two such subsequences. We bring in DB keys at a time into the main memory. We assume a main memory of size 2DB. There will be two subsequences at any time in the main memory. Required permutations of keys with equal labels are done and DB keys are shipped out to the disks. The above process is repeated until all of the keys are processed. Thus, we get the following: Theorem 3.3. We can permute N keys randomly in Oð logðN=MÞ logðM=BÞ Þ passes through the data with probability ! 1 À N À for any fixed ! 1, where is a constant < 1, provided that B ¼ ðlog NÞ.
Remark 3.4. In the above theorem, we assume that B ¼ ðlog NÞ. This is a very benign assumption that readily holds in practice. However, we later show how to eliminate this assumption without sacrificing the asymptotic performance. 
RANDOMIZED SORTING
In this section, we present a randomized sorting algorithm that sorts N given keys in e Oð logðN=MÞ logðM=BÞ Þ passes through the data. Our algorithm employs the permutation algorithm from Section 3.
A Simple Algorithm
We start with a simple version of the algorithm (called RSort1), which will be useful for exposition of the basic ideas. Unfortunately, RSort1 may not run in an optimal number of I/O's. This algorithm is modified in the next section to achieve theoretical optimality. In the algorithm shown in Fig. 5 , R ¼ M=B.
Analysis. Let a phase refer to one run of Step 3 of RSort1. In the following discussion, ignore the number of parallel I/Os needed to do one scan through the data while merging the runs.
Consider the problem of merging any R runs in some phase of RSort1. Consider some point in time when there are 2D blocks in the main memory with two blocks per run. We merge these blocks to form M output keys. Note that the M output keys are such that each key is equally likely to have come out of the R runs-the number of keys from each run in a phase is binomially distributed with success probability 1 R and expectation B. Using Chernoff bounds, this number lies in the interval ½ð1 À ÞB; ð1 þ ÞB with probability ! ½1 À 2 expðÀ 2 BÞ=3, being any constant > 0. In other words, each run gets consumed at the rate of at least ð1 À Þ blocks per ð1 þ Þ blocks brought in (from each run). For B ! log N, this holds with high probability. Note that the probability of being very close to 1 is very low and, hence, the event of two blocks getting consumed before M output keys are formed is very low.
In summary, with high probability, it takes at most 1=ð1 À Þ scans through a run before it gets consumed completely. As a result, RSort1 makes e Oð logðN=MÞ logðM=BÞ Þ scans through the input.
Even though RSort1 makes an optimal number of scans through the input, each scan may take more than an optimal number of I/Os. This can be seen as follows: At the beginning of the algorithm, the runs are striped in a cyclic fashion. Let the runs be R 1 ; R 2 ; . . . ; R q . The first block of run i will be in disk ði À 1Þ mod D þ 1, the second block of run i will be in disk i mod D þ 1, and so on (for 1 i q). If, whenever blocks are accessed from different runs, these blocks come from different disks, then it will mean that the number of I/O operations is optimal as well. For instance, if each run gets consumed at the rate of one block per block brought in, then this will hold.
However, the runs get consumed at different rates. For instance, there could come a time when we need a block from each run and all of these blocks are in the same disk. An occupancy analysis similar to the one by Barve et al. [6] will imply that the expected number of I/O operations in the worst case could be nonoptimal unless M=B is ðD log DÞ.
In Section 4.2, we modify RSort1 to make it optimal and still retain the simplicity.
A Second Algorithm: Periodic Resetting
The key ideas to make RSort1 optimal are given as follows: 1) Let Q 1 ; Q 2 ; . . . ; Q R be the runs to be merged at some point in time. Let a stage refer to the step of bringing in required keys, merging the 2DB keys in memory, and forming M output keys. We keep the R runs such that the leading blocks for the runs are in successive disks (or very nearly so). 2) When there are many blocks in every run, the above property may be difficult to maintain since, as time progresses, the leading blocks deviate more and more from the expected disk locations. We periodically rearrange the leading M keys of each run so that the above property is reinstated after the rearrangement. Again, we assume that R ¼ M=B.
In the algorithm shown in Fig. 6 , we use M to denote DB, and we assume that the actual internal memory has size 2DB. Proof. Let a phase of the algorithm refer to one run of Step 3 and let a stage of the algorithm refer to bringing in enough keys per run (that is, 2M=R keys per run), merging the runs, and shipping M keys out to the disks. It suffices to prove that each phase of the algorithm takes e OðN=DBÞ I/Os. In each stage of the algorithm, the expected number of blocks consumed from each run is 1. If the starting block of a run is i, then, after q stages, the leading block of this run is expected to be in disk ði þ q À 1Þ mod D þ 1. Assume that the leading block of each run continues to be within one disk of its expected disk. Consider the task of bringing into main memory at most K leading blocks of each run. How many I/Os will be needed? It is easy to see that, in the worst case, 3 Á K I/Os will suffice as each disk can have at most three of the leading blocks. Thus, when K ¼ 1, three I/O's suffice.
We can actually obtain a stronger result: When we perform R stages, the expected number of keys coming out of each run is M. This number will stray away from its expected value by at most ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi M ln N p with probability exceeding ð1 À N À Þ. Thus, the leading block of each run will stray away by at most one disk provided
This condition is readily satisfied in practice. In this case, each stage of the algorithm can be completed in three I/Os with high probability.
Also, all of the rearrangement of keys takes an additional ð1 þ Þ logðN=MÞ= logðM=BÞ read passes and the same number of write passes, where is any constant > 0.
In summary, the number of read passes taken by the algorithm is 4ð1 þ Þ , we have R < D. If Q 1 ; Q 2 ; . . . ; Q R are the runs, we stripe Q 1 starting from disk 1, Q 2 starting from disk 1 þ D=R, Q 3 starting from 1 þ 2D=R, and so on. (Assume, without loss of generality, that D is an integral multiple of R.) In other words, the leading blocks of the runs are D=R disks apart. Therefore, even if the leading blocks of the runs stray by D=R blocks, each stage can be performed in three I/Os per disk. Further, if we can ensure that the deviation is less than half this quantity, that is, D=2R, then q ¼ 0 and each stage can be performed in one I/O per disk. Each run contributes ðM=BÞ 1À (expected) blocks in each stage. The resulting algorithm RSort is the same as RSort2 except that rearrangements are done every ðM=BÞ stages and we use R ¼ ðM=BÞ .
When ðM=BÞ stages are performed, the expected number of keys consumed from each run is M. The actual value for any run can stray away from its expected value by ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi M ln N p , with probability greater than ð1 À N À Þ. If we can bound the deviation by 0:5 Á DB=R, the maximum number of blocks required from any disk is 1 (that is, q ¼ 0Þ.
This happens when
. This implies that B ! 2M ðÀ1=2Þ= ð ln NÞ 1=ð2Þ .
When ¼ 1=2, the above condition becomes B ! 2 ln N. This is a benign condition and readily holds in practice. For a value of ¼ An alternative analysis for large N. Assume that N is ðM C Þ for some constant C. The expected number of I/Os for R stages is cR for some constant c from the properties of even distribution of keys. Call this an epoch and, because of rearrangements, the epochs are independent. Therefore, the probability that more than ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ðN=ðMRÞÞ ln N p epochs exceed cR I/Os is less than 1=N. This can be argued as follows: Let X i ¼ 1 if the ith epoch requires in excess of 2cR I/Os (a bad epoch) and 0 otherwise. Clearly, Pr½X i ¼ 1 1=2 and X i s are independent. By applying Chernoff bounds to P i X i , we obtain the required bound on the number of bad epochs. The total number of I/Os in a bad epoch cannot exceed R 1þ (for any constant > 0) from Lemma 4.1.
Therefore, if N ¼ ðM C Þ, for an appropriate C, the total number of I/Os over all bad epochs is oðN=BÞ with high probability.
Thus, we obtain the following result: 
Relaxing the Constraint in RadixSort
The algorithms IntegerSort and RadixSort assume that B ¼ ðln NÞ. As a consequence, the algorithm of Theorem 3.3 also makes this assumption. We can relax this constraint in exactly the same manner as in Section 4.3. In particular, the algorithm IntegerSort is modified as follows: Instead of sorting N keys in the range ½1; M=B, IntegerSort now sorts N keys in the range ½1; R ¼ ðM=BÞ , where is defined in Section 4.3. The algorithm runs in stages. In any stage, we bring in M keys. Reading does not pose any difficulties in parallel access. There could be potential problems in writing. We address this problem in exactly the same manner as in Section 4.3. Periodically, we start writing the runs so that the leading blocks are equally apart.
The General Case-M > DB
Thus far, we have assumed that the size of the internal memory is 2BD. However, in practice, the internal memory could be larger than a constant multiple of BD. All of the results that we have derived so far extend to this case in a straightforward way. Let M ¼ 2qBD for some integer q. Theorem 3.3 now becomes:
Theorem 4.3. We can permute N keys randomly in ð1 þ Þ logðN=ðqBDÞÞ logðqDÞ þ 1 passes through the data with probability ! 1 À N À for any fixed ! 1, where is any constant > 0.
In the algorithm of Theorem 3.3, we sorted keys in phases where, in each phase, the range was ½1; D. There are several stages in any phase. A stage involves bringing into main memory around DB keys, sorting them, and shipping around a block per key value (that is, around DB keys) to the disks. In the new algorithm, we have to sort the keys in phases where, in each phase, we sort keys in the range ½1; qD. Here again, there are many stages per phase. In any stage, we bring in qDB keys, sort them, and ship out around qDB keys. The only difference is that a stage previously involved one parallel read I/O and, in the new algorithm, there are q parallel read I/Os per stage.
In a similar fashion, we obtain our final result:
Theorem 4.4. For M ¼ 2qDB, RSort can be easily modified to run in e Oð logðN=ðqBDÞÞ logðqDÞ Þ passes through the data.
SORTING ALGORITHMS THAT TAKE A SMALL NUMBER OF PASSES
We now shift our focus to PDM sorting algorithms which take a small number of passes for problem sizes of practical interest. More specifically, we assume that N M 2 -the randomized algorithm of the previous section will take an expected Âð1Þ passes. Here, we explore what we can do in a small number of passes like three to five. We present several simple deterministic algorithms. Further, we also explore their performance for random inputs in terms of the expected number of passes.
For this section, we assume that the block size B is ðM Þ, where is a constant between 0 and 1 (typically, ¼ 0:5). The reason for this is that it is consistent with current technology and larger block sizes also favor parallelism.
A Lower Bound
there can be at most
In this section, we prove a lemma that will be useful in the analysis of expected performance of sorting algorithms.
Consider a set X ¼ f1; 2; . . . ; ng. Let X 1 ; X 2 ; . . . ; X m be a random partition of X into equal sized parts. The probability that r has a rank of k in X i is given by
Using the fact that Ignoring the À1s and using the fact that ð1 À uÞ permutation and subsequently sort the random permutation using a simple mergesort.
To the best of our knowledge, the techniques of staggered striping and periodic rearrangement have not been used previously and have potential for further applications. Implementation of the algorithms and experimental comparison with previous algorithms should be a topic of future investigations. As pointed out earlier, theoretical comparison of the associated constant factors can be misleading since our bounds hold with high probability. Simulations results will not suffice since it is hard to capture the many advantages of the simplicity of SRM in an actual PDM environment.
We have also presented several algorithms that take a small number of passes for problem sizes of practical interest. In addition, we have presented algorithms with good expected performance. In practice, these could turn out to be more efficient than the theoretically optimal algorithms.
APPENDIX CHERNOFF BOUNDS
If a random variable X is the sum of n independent and identically distributed Bernoulli trials with a success probability of p in each trial, the following equations give us concentration bounds of deviation of X from the expected value of np. The first equation is more useful for large deviations, whereas the other two are useful for small deviations from a large expected value: P robðX ! mÞ np m m e mÀnp ; ð1Þ P robðX ð1 À ÞpnÞ expðÀ 2 np=2Þ; ð2Þ P robðX ! ð1 þ ÞnpÞ expðÀ 2 np=3Þ; ð3Þ for all 0 < < 1.
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