We derive the first law of binary point-particle mechanics for generic bound (i.e. eccentric) orbits at the fourth post-Newtonian (4PN) order, accounting for the non-locality in time of the dynamics due to the occurence of a gravitational-wave tail effect at that order. Using this first law, we show how the periastron advance of the binary system can be related to the averaged redshift of one of the two bodies for a slightly non-circular orbit, in the limit where the eccentricity vanishes. Combining this expression with existing analytical self-force results for the averaged redshift, we recover the known 4PN expression for the circular-orbit periastron advance, to linear order in the mass ratio.
I. INTRODUCTION
• Calculate the exact GSF contributions to the binding energy and angular momentum for circular orbits, thus allowing a coordinate-invariant comparison to NR results [54] ;
• Compute the shift in frequencies of Schwarzschild and Kerr innermost stable circular orbits induced by the conservative part of the GSF [53] [54] [55] [56] [57] [58] [59] ;
• Test the cosmic censorship conjecture in a particular scenario where a massive particle subject to the GSF falls into a Schwarzschild black hole along unbound orbits [60, 61] ;
• Calibrate the effective potentials that enter the EOB model for circular orbits [58, 62] and mildly eccentric orbits [63] [64] [65] , and spin-orbit couplings for spinning binaries [66] ;
• Define the analogue of the redshift of a particle for black holes in NR simulations, thus allowing further comparisons to PN and GSF calculations [67] .
Given the relevance of the first laws to explore the dynamics of binary systems of compact objects, it is important to address the following question: do these relations still hold when non-local effects are accounted for, i.e., when the two-body Hamiltonian becomes a functional (and not merely a function) of the canonical variables? In the present paper, we extend the derivation of the first law of Ref. [29] to 4PN order, for non-spinning binaries, by taking into account the non-locality of the action due to the tail effect [14, 16] . In particular, we shall prove that the first law still holds and takes the standard form, Eq. (3.16) below, but with a radial action integral that gets corrected by 4PN terms related to gravitational-wave tails, as given in Eq. (3.17) .
As an application of the first law, we derive the periastron advance for a slightly noncircular orbit, in the limit where the eccentricity goes to zero, as a function of the averaged redshift, at 4PN order and to linear order in the mass ratio. Indeed, Ref. [29] showed earlier how the first law can be used to relate the EOB potentials to the averaged redshift for slightly eccentric orbits. Since the periastron advance for circular orbits is related to a linear combination of two of these EOB potentials [56] , this suggests that the eccentric-orbit first law can be used to relate directly the periastron advance to the averaged redshift, in the limit of a circular orbit. In this paper we establish such a relation, Eq. (5.12) below, by using our first law valid for the non-local 4PN dynamics, and check that it is indeed fully consistent with all known results at 4PN order.
The remainder of this paper is organized as follows. In Sec. II we provide a summary of the binary's non-local dynamics at the 4PN order, as formulated in Refs. [16, 17] . The first law with non-local tail effects is derived in Sec. III, and a key formula relating the particles' redshifts to the Hamiltonian is established in Sec. IV. Finally, in Sec. V we use the first law to relate the GSF contribution to the periastron advance to that of the averaged redshift in the circular-orbit limit. Three appendices give some further technical details. Throughout this paper we use geometrized units where G = c = 1.
II. SUMMARY OF THE 4PN NON-LOCAL DYNAMICS
In this section and the next one, we employ the canonical Hamiltonian formalism applied to a binary system of non-spinning point masses m a , with a = 1, 2. In an arbitrary frame of reference, the two-body dynamics is described by canonical variables y a and p a . In the center-of-mass frame, the canonical variables are the relative position x ≡ y 1 − y 2 and linear momentum p ≡ p 1 = −p 2 . Furthermore, introducing polar coordinates in the orbital plane, the conjugate canonical variables read (r, ϕ, p r , p ϕ ).
At the 4PN order, the Hamiltonian encoding the dynamics of the binary system is of the form [14] [15] [16] [17] 
Here, H 0 is a local-in-time piece, the sum of many local (or "instantaneous") post-Newtonian terms up to 4PN order. This part does not depend on the coordinate ϕ, so that the conjugate momentum p ϕ is conserved for the local dynamics. The tail term represents a 4PN correction which is a non-local functional of the canonical variables [hence the bracket notation used in Eq. (2.1)], given by
Because this contribution is a small 4PN correction, thereafter we will always approximate the ADM mass by the total mass, i.e. M ADM = m ≡ m 1 + m 2 . In the tail term (2.2),Î
ij (t) denotes the third time derivative of the quadrupole moment I ij (t), but with accelerations order reduced by means of the (Newtonian) equations of motion, which we indicate with the hat notation. We explicitly havê
where the two unit vectors that span the orbital plane are n ≡ x/r = (cos ϕ, sin ϕ, 0) and λ ≡ (− sin ϕ, cos ϕ, 0), the angular brackets surrounding indices denoting the symmetric and trace-free (STF) projection. The non-local tail factor in Eq. (2.2) is given by [16, 17] T (s)
with s = 3 or 4 in this paper. It involves Hadamard's partie finie prescription (denoted Pf), which depends on some cut-off scale, chosen to be the coordinate separation at the current time, r = r(t). More explicitly, we havê
The tail term (2.2) depends on the orbital phase ϕ, so that p ϕ is no longer conserved for the non-local dynamics. The dependence on the masses m a is explicit through Eq. (2.3) and the ADM mass, which reduces to m = m 1 + m 2 at this order of approximation. The non-local in time dynamics of the binary system of point masses follows from varying the non-local action 6) where the overdot stands for the derivative with respect to the coordinate time t. This yields ordinary looking Hamiltonian equations,
except that the partial derivatives of the Hamiltonian with respect to the canonical variables are properly replaced by functional derivatives, in order to account for the non-locality. The functional derivative of the tail term (2.2) with respect to r reads as
It involves the partial derivative of the third (order reduced) time derivative of the quadrupole moment (2.3). The second term in the right-hand side of Eq. (2.8) comes from the derivative acting on the Hadamard partie finie scale r. Similarly, for the other variables we have 9) while the "functional" derivative with respect to the masses obviously reduces to an ordinary derivative, simply given by
Next, we compute the time derivative of the non-local Hamiltonian (2.1) "on-shell," i.e. when the field equations (2.7) are satisfied, and obtain [17] 
Hence, for the dynamics deriving from the non-local Hamiltonian (2.1), the conserved energy E, such that dE/dt = 0, differs from the on-shell value of H, and we have instead [17] 12) where the first correction is a constant (DC) contribution, while the second correction is an oscillatory (AC) contribution. The constant piece turns out to be proportional to the total averaged gravitational-wave energy flux F ,
The AC piece, on the other hand, is defined to have zero average, ∆H AC = 0, and it must necessarily satisfy d(∆H AC )/dt = −Q H , where Q H denotes the right-hand side of Eq. (2.11). From these two requirements, it follows that 14) where u denotes the average with respect to the variable u, as defined by Eq. (3.7) below. In Ref. [17] , an explicit expression for the AC term is given by means of a discrete Fourier series, using the known Fourier coefficients of the quadrupole moment as a function of the orbit's eccentricity e (to Newtonian order). The Fourier series of the AC term is also provided in Eq. (A6) of App. A below, together with further details. Similar results hold for the angular momentum. The Hamilton equation for p ϕ readṡ 15) showing that p ϕ is not conserved because of the non-local tail term. The conserved angular momentum L, such that dL/dt = 0, is then obtained in the form
The constant DC part is related to the averaged gravitational-wave flux of angular momentum, G , while the oscillating AC part is determined by the requirements that ∆p 
See App. A for the Fourier decomposition of ∆p AC ϕ .
III. DERIVATION OF THE FIRST LAW
In this section, starting from the non-local Hamiltonian (2.1), we shall derive a first law of compact binary mechanics that accounts for the effects of the non-local tail term (2.2) at 4PN order. To do so, we start by considering the unconstrained variation of the Hamiltonian (2.1) induced by infinitesimal changes δr, δϕ, δp r , δp ϕ and δm a of the canonical variables and component masses, namely
Here, we separated out the variation of the local instantaneous piece H 0 from that of the nonlocal tail part. Next, we consider the case where the changes (δH, δr, δϕ, δp r , δp ϕ , δm a , δH tail ) correspond to two neighbouring solutions of the binary's Hamiltonian dynamics. In this case, one must be careful to perform the variation of the tail term (2.2) on-shell, i.e. after having replaced into it the motion by a solution of the Hamiltonian equations (2.7). That variation is then given by
where δÎ (3) ij is the variation of the (order reduced) third time derivative of the quadrupole moment (2.3) with respect to the independent variables and masses, while δT (3) ij denotes the variation of the onshell value of the tail factor (2.4)-(2.5). While comparing two neighbouring solutions of the dynamics, we can also substitute Hamilton's equations (2.7) into Eqs. (3.1)-(3.2), together with the explicit expressions (2.8)-(2.10) for the tail term. A straightforward calculation then yields
Notice the last term in square brackets, which is similar to the first two terms in the righthand side of Eq. (3.2), but with a crucial minus sign difference. Finally, in Eq. (3.3) we have defined the "redshift" factor z a to be the derivative of the Hamiltonian with respect to the mass m a , namely
where we used Eq. (2.10). The fact that the quantity (3.4) is indeed the redshift factor of the particle a, namely that z a = dτ a /dt, is not trivial and will be proven in Sec. IV below. Next, to simplify the tail terms in square brackets in the right-hand side of Eq. (3.3), we make use of the explicit Fourier series representations of the quadrupole moment and of the tail factor (2.4), which are given by the formulas (A1) and (A4) in App. A. Of course, this is allowed since we are considering the on-shell variation of the tail term. It can then easily be shown that
where n ≡ 2π/P denotes the frequency associated with the period P of the radial motion, while the extra piece ∆ represents a more complicated expression, involving a double Fourier series over the Fourier components of the quadrupole moment and their variations,
To be clear, we are considering the difference between two infinitesimally close configurations associated with quadrupole moments I ij (t) and I ′ ij (t). These configurations have different radial frequencies n and n ′ , semi-major axes a and a ′ , and eccentricities e and e ′ , as well as different masses. The Fourier decomposition (3.6) involves the Fourier coefficients p I ij and p I ′ ij (see App. A for definitions) and different mean anomalies ℓ = n(t−t 0 ) and
′ − n, and so on, e.g., δe ipℓ = e ipℓ ′ − e ipℓ . Since the tail factor (2.4) occurs at 4PN order, we can compute these configurations using Newtonian elliptical orbits.
Following Ref. [29] we shall now consider the time average of the variational formula (3.3). In the most general case, the time average f of a given function f (t) will be defined as
But for periodic functions with period P , this reduces to the usual average f = 1 P P 0 dt f (t) over one radial period. Let us first check that the time average of the quantity (3.6) is zero. Indeed, expanding the variational δ operation, it is clear that all the terms proportional to e i(p+q)ℓ average to zero, e i(p+q)ℓ = 0, since p+q = 0 thanks to the presence of the logarithmic factor ln |p/q|. But we also have terms proportional to e ipℓ δe iqℓ = e i(pℓ+qℓ ′ ) −e i(p+q)ℓ . However, recall that the two configurations we consider are infinitesimally close, so we have pn+qn ′ = 0 in this case. Then, by applying the long-time average (3.7) we readily obtain e i(pℓ+qℓ ′ ) = 0. Finally, we conclude that the quantity (3.6) has, indeed, zero average: ∆ = 0. Therefore, substituting Eq. (3.5) into the variational formula (3.3) and averaging, we obtain
where we used the fact that n and m a are constant, while the last term contains the averaged gravitational-wave flux of energy F = 1 5
ij . To evaluate the radial contribution, we proceed as in Ref. [29] . Since the average of the time derivative of a periodic function vanishes, the radial contribution to Eq. (3.8) can be written as
where r − and r + denote the orbit's periastron and apastron, at whichṙ = 0. Next, we can pull out the variation δ from the integral. To see this, it is convenient to write Eq. (3.9) as an integral over the complex plane, initially along the segment [r − , r + ] along the real axis, but then deformed into an integral over a given closed contour C surrounding r − and r + in the complex plane, say
. When doing so, since the contour is fixed, one can ignore the variation of r − and r + in the process. This is Sommerfeld's well known method of contour integrals; see e.g. Ref. [68] or App. C in [17] . Finally, we get
where we recall that n = 2π/P is the radial frequency, or mean motion, and where R is the radial action integral, defined by
Now, to evaluate the azimuthal contribution to (3.8), we recall that p ϕ is not conserved in the non-local case [see Eq. (2.15)], such that the result of the calculation will not reduce to the usual ω δL term. Instead, we write
in which we used Eq. (2.16) as well as the fact that L and ∆p DC ϕ are both constant, and we introduced the orbital-averaged azimuthal frequency
where 2πK ≡ dϕ = 2π + ∆Φ is the accumulated azimuthal angle per radial period, with ∆Φ the relativistic periastron advance. In the second line of Eq. (3.12), we may then use (2.17a) in the second term and handle the last term just like the radial contribution (3.10), such that finally
At last, we have to take into account the relationship (2.12), which implies that the term δH in Eq. (3.8) is not simply equal to δE. Instead, the conserved energy E (which includes the total rest mass m = m 1 + m 2 ) gets shifted by the DC correction (2.13), while the AC correction (2.14) does not contribute since it has zero time average:
Finally, collecting the intermediate results (3.8), (3.10), (3.14) and (3.15) , and combining the 4PN contributions that involve the gravitational-waves fluxes F and G , where at that order of approximation one may replace n by ω and δn by δω if needed, we obtain a first law of binary mechanics that takes the standard form, as established in Ref. [29] , namely
but where, as anticipated above, the radial action integral (3.11) gets corrected at 4PN order by terms originating from the non-local tail:
Heuristically, one may interpret the additional contributions proportional to the gravitationalwave fluxes as being related to the energy and angular momentum content in gravitational waves in the far zone. Having performed such a "localization" of the Hamiltonian, one could then follow Ref. [29] to derive an ordinary first law of binary mechanics. That "local" law would be identical to our Eq. (3.16), except that the radial action integral therein, say R loc , would be given by the usual expression defined in terms of the shifted variable p loc r . Of course, our modified radial action integral R obtained in Eq. (3.17) should be identical to the local radial action integral R loc when it is expressed in terms of the natural invariants E and L (and masses m a ), namely
Before closing this section, we note that one can easily derive a "first integral" relationship associated with the variational first law (3.16), namely
This can be proven in various ways. For instance, one might notice that E is an homogeneous function of degree one in the variables √ L, √ R and m a , such that (3.19) comes from applying Euler's theorem for homogeneous functions; see Refs. [27] [28] [29] .
IV. DERIVATION OF THE REDSHIFT FACTOR
In this section we shall prove that the quantity z a defined by Eq. (3.4) actually coincides with the redshift dτ a /dt of the particle a. Our proof will be based on the use of the Fokker Lagrangian, and is a minor adaptation of the proof already given in Ref. [28] , with the simplification that we consider here only non-spinning particles, but with the slight complication that the dynamics is non-local because of the 4PN tail effect.
The Fokker Lagrangian of a system of point particles was defined, e.g., in Ref. [16] . We start from the gravitation-plus-matter Lagrangian of general relativity,
The gravitational part L g is the usual Einstein-Hilbert term, written in the Landau-Lifshitz form, with the harmonic gauge-fixing term; see Eq. (2.1) in Ref. [16] . The matter Lagrangian for the system of point particles is given by
where y µ a = (t, y a ) and v µ a = (1, v a ) denote the trajectories and ordinary coordinate velocities, with v a (t) ≡ẏ a (t), and g µν (y a ) stands for the metric evaluated at the location of the particle a, following some regularization scheme, in principle dimensional regularization [16] .
The Einstein field equations in harmonic coordinates follow from varying the Lagrangian (4.1) with respect to the metric. These equations are then solved perturbatively, yielding an explicit PN-iterated harmonic-coordinates solution, say 
This Lagrangian is a generalized Lagrangian, depending not only on positions and velocities, but also on accelerations and derivatives of accelerations. Taking the functional derivative with respect to the position of the particle a yields
But since δL/δg µν = 0 holds for the actual PN solution g µν of the Einstein field equations, the basic property of the Fokker Lagrangian follows, namely that its functional derivative with respect to one of the particle's position reduces to that of the matter Lagrangian while holding the metric fixed in Eq. (4.2):
Therefore, δL F /δy a = 0 yields the correct equations of motion for the system of point masses in the metric generated by the particles themselves. Next, we can apply the very same argument for the variation of the Fokker Lagrangian with respect to the mass m a , holding y b , v b , a b fixed. We find that the dependence over the mass that is hidden into the PN solution g µν gets cancelled by the fact that δL/δg µν | g µν = 0. Hence we obtain the important result
As is clear from Eq. (4.2), the functional derivative of the matter Lagrangian at fixed g µν in the right-hand side of (4.7) reduces to an ordinary derivative, and we get
Finally, it remains to go from the Fokker Lagrangian L F to the corresponding Hamiltonian H F . The only subtlety is that the harmonic-coordinates Fokker Lagrangian is a generalized Lagrangian. Hence we must first get rid of the accelerations by performing suitable shifts of the trajectories, so as to obtain an ordinary Lagrangian, depending only on the positions and velocities. Such shifts have recently been performed in Ref. [16] , and discussed in a more general context in Ref. [70] ; notice that the 4PN tail term is also transformed into an ordinary-although still non-local-term by applying suitable shifts. Now, the new metric expressed in the new, shifted variables will take the same form as in (4.3), but without accelerations, because the redefinition of the trajectories can be seen as being induced by a coordinate transformation of the "bulk" metric. Hence the derivation given above applies to the new Lagrangian with shifted variables, and the relationship (4.7) still holds. Furthermore, that Lagrangian being ordinary, a usual Legendre transformation can be performed to define the Hamiltonian as H F ≡ a p 
Here, the velocities are to be considered as functionals of the canonical variables,
Since the Fokker Hamiltonian H F that we have just introduced is precisely the Hamiltonian (2.1) that we considered in Secs. II and III, we have proven that the quantity z a defined in Eq. (3.4) is indeed the redshift associated with the particle a, namely that
(4.10)
V. PERIASTRON ADVANCE AND AVERAGED REDSHIFT
Throughout this section we assume that one of the two compact objects, say body 1, is much less massive than the other, and we work to linear order in the mass ratio q ≡ m 1 /m 2 ≪ 1, or equivalently to linear order in the symmetric mass ratio ν ≡ m 1 m 2 /m 2 = q + O(q 2 ).
Our objective is to relate, in the circular-orbit limit, the O(ν) contributions to the periastron advance and to the averaged redshift z ≡ z 1 associated with the lighter body. A generic bound (eccentric) orbit can be parameterized using the two orbital frequencies n and ω, or equivalently using ω and the periastron advance K = ω/n. Hence, to first order in the symmetric mass ratio ν, we may consider the following expansions of the modified radial action variable (3.17) and the averaged redshift of the lighter body:
where R (0) and z (0) denote the values of those quantities in the (Schwarzschild) background, while R (1) and z (1) represent first-order GSF corrections. A circular orbit is defined by the condition of a vanishing radial action: R = 0; see (3.11). Crucially, as mentionned earlier, the corrective terms in the right-hand side of (3.17) vanish in the circular-orbit limit, such that R = 0 implies R = 0. For the one-parameter family of circular orbits, the frequencies n and ω are no longer independant, i.e. n = n circ (ω), or equivalently
Our goal here is to relate the O(ν) contribution to K circ (ω), namely K (1) (ω), to the O(ν) contribution z (1) (n, ω) to the redshift (5.1b) in the circular-orbit limit.
Expanding the circular-orbit condition R = 0 to first order in the symmetric mass ratio, while using Eqs. (5.1a) and (5.2), we get
The first term in the right-hand side of (5.3) vanishes identically. Because the contribution O(ν) must also vanish identically, we obtain
At this stage, it gets convenient to treat K as a function of ω and R (0) , defined by inverting
Since R (0) = 0 defines circular orbits in the background (i.e., when the mass ratio is ν = 0), we can rewrite Eq. (5.4) as
A simple change of variables from (ω, R (0) ) to the frequencies (ω, n) yields (∂K/∂R (0) ) ω = (∂K/∂n) ω (∂n/∂R (0) ) ω = −(K 2 /ω)(∂n/∂R (0) ) ω , and here we can replace K by the background value K (0) . Therefore, Eq. (5.5) can be written in the convenient form
where the right-hand side is computed for ω and n(ω, R (0) = 0), which is the radial frequency as a function of ω for circular orbits in the Schwarzshild background, say n circ (0) (ω).
Next, we need to relate R (1) (ω, n) to the GSF contribution z (1) (n, ω) to the averaged redshift (5.1b), in the circular-orbit limit. But from Eqs. (5.8b) and (5.9c) of Ref. [29] , we know that, for any dimensionless frequencies (ω,n) ≡ (mω, mn), and up to an irrelevant overall scaling of R (0) and R (1) ,
These expressions were established from a first law derived starting from a local Hamiltonian. However, since we proved in Sec. III that a similar first law relation holds for the non-local Hamiltonian (2.1), as long as the radial action R is replaced by R, we conclude that (5.7) hold when expressed in terms of the corrected radial action R [recall also Eq. (3.18)]. Inserting these expressions into Eq. (5.6) yields
where the right-hand side is still computed at ω and n circ (0) (ω) = n(ω, R (0) = 0). To evaluate more explicitly the latter expression in the circular-orbit limit, it is especially convenient to parametrize the orbit in terms of the usual Schwarzschild "semi-latus rectum" p and "eccentricity" e, instead of the frequenciesn andω, and to perform a Taylor expansion in the limit where e → 0 (see App. B for more details). For instance, we write ∂ z (1) ∂n
Adapting notations, the expressions forn(p, e),ω(p, e) and z (0) (p, e) are given, for instance, in Eqs. (2.4)-(2.10) of Ref. [38] . These relationships can be computed analytically, as Taylor expansions in the eccentricity e. We collect all the required results in App. B; in particular, the coefficients appearing in (5.9) are given in Eq. (B8) there. Moreover in the small-e limit, the O(ν) contribution to the averaged redshift can be expanded as
where we used the notations z (1) (p) ≡ z (1) (p, 0) and z
(1) (p) were computed for separations 6 < p 1200 in Refs. [38, 63] . Note that a contribution linear in the eccentricity cannot appear in Eq. (5.10), otherwise the expression (5.8) for K (1) would be singular in the circular-orbit limit e → 0, as can be seen from Eqs. (5.9) and (B8b). Substituting (B8) and (5.10) into (5.9), we find that both the circular-orbit contribution z (1) (p) and the leading finite-eccentricity contribution z e 2
(1) (p) appear in the final expression for (∂ z (1) /∂n)ω [and hence will appear in that for K (1) (ω)], namely ∂ z (1) ∂n e=0 = 4 3
Finally we need the closed-form expressions of the frequency derivatives of the background averaged redshift z (0) (ω,n) that appear in Eq. (5.8). In the small-e limit, these are given by Eqs. (B9) in App. B. Then, combining Eqs. (5.8), (5.11) and (B9), our final expression for the O(ν) contribution to the periastron advance simply reads
Equivalently, in terms of the quantity W ≡ 1/K 2 that was introduced in Ref. [56] , namely
, where x ≡ω 2/3 = p −1 + O(ν), we readily find for the GSF contribution
As an important check of these results, we verified that the formula (5.13) is recovered when combining the relationship of Ref. [56] between ρ(x) and the EOB potentials a(x) andd(x) on the one hand, with the expressions of Ref. [29] for a(x) andd(x) in terms of z (1) (x) and z e 2
(1) (x) on the other hand. As an additional check of Eq. (5.12), we shall also consider the behaviour of the functions z (1) (p) and z e 2
(1) (p) in the weak-field limit p → +∞, and verify that we recover the known large-p behaviour for K (1) (p), known from the 4PN calculations of Ref. [15] .
The gauge-invariant relation z (n,ω) has been computed for generic orbits, up to 3PN order, for any mass ratio [38] .
3 From this it is straighforward to derive the 3PN expansions of the O(ν) contributions z (1) (p) and z e 2
(1) (p) to z (n,ω). On the other hand, the application of analytical techniques for linear black hole perturbations has given access to high-order PN expansions for these functions. In particular, the contribution z e 2
(1) (p) has been computed up to 4PN order in Ref. [49] , and up to 9.5PN order in Ref. [65] . Combining those results, we find the 4PN-accurate formulas 
where γ E is Euler's constant. Notice the logarithmic running appearing at 4PN order, related to the occurence of gravitational-wave tails. However, the expansions (5.14) cannot be right away substituted into the formulas (5.12) and (5.13). Indeed, the former results were derived while normalizing the frequencies using the black hole mass m 2 , but the latter results were derived while normalizing the frequencies using the total mass m. Hence, we first need to account for the correction originating from the substitutionsω = m 2 ω + ν m 2 ω + O(ν 2 ) andn = m 2 n + ν m 2 n + O(ν 2 ) in z (0) (ω,n), which is simply given by This last result is in full agreement with the 4PN expansion of the function ρ(x), as computed up to 9.5PN order using analytic GSF methods [65] . In order to compare the formula (5.16a) to the known 4PN result for K(ω), one needs to add the contribution from the zero-th order term in Eq. (5.2), which can easily be computed by taking the ratio of Eqs. (B5a) and (B5b) in the zero-eccentricity limit, namely Up to uncontroled terms O(ν 2 ) and O(ν 3 ), this result is in entire agreement with the known 4PN result, as derived for any mass ratio in the canonical ADM framework [15] and in the harmonic-coordinates Fokker Lagrangian approach [17, 71] .
Finally, let us check that the binary's binding energy for circular orbits at the 4PN order is correctly recovered by the same method. For general orbits, the rescaled binding energŷ E ≡ (E − m)/(mν) is expressed as a function of the dimensionless frequenciesω andn. In the small mass-ratio limit we haveÊ = E (0) + νE (1) + O(ν 2 ) where, as a consequence of the first law (see Eqs. (5.8a) and (5.9a) in Ref. [29] ),
As before we parameterize each of these quantities by means of the Schwarzschild semi-latus rectum p and eccentricity e, rather than byω andn. Thanks to our previous computation of the periastron advance for circular orbits, it is simple to deduce from (5.19) the circular-orbit limit of the energy, sayÊ
is obviously given by E (0) for circular orbits (i.e., by taking e → 0 and then changing p −1 = x), the GSF contribution E circ (1) is not directly given by the circular limit of (5.19b ). Rather, it receives an additional contribution, explicitly reading On the other hand, the actual integration constant which is to be added to get the conserved energy E requires a separate analysis, which was performed in Ref. [17] . The result is the DC term given in Eq. (2.13), which is proportional to the total averaged gravitational-wave energy flux.
Next, we present some formulas concerning the angular momentum, and notably the AC correction term ∆p AC ϕ therein, which as we have seen enters into the modified radial action integral intervening into the first law; see Eq. (3.17). The Hamiltonian equation for p ϕ was given in Eq. (2.15). With spatial coordinates (x, y, z) adapted to the orbital motion into the plane (x, y), i.e. such that the moving triad in the orbital plane reads n = (cos ϕ, sin ϕ, 0), λ = (− sin ϕ, cos ϕ, 0) and ℓ = n × λ = (0, 0, 1), we have 1 2
where the brackets around indices denote the STF projection. This equation can be checked for instance using the explicit expression (2.3). Hence we can readily express the right-hand side of the angular momentum equation (2.15) as the following double Fourier series,
It involves only non-zero modes p + q = 0, and we have defined 
By integrating term by term the Fourier series (A8), and ignoring any additive integration constant, we obtain directly the AC correction piece in the conserved angular momentum as defined by (2.17b):
which is such that ∆p AC ϕ = 0. On the other hand, the obtention of the constant DC piece is less trivial [17] and the result has been given in Eq. (2.17a).
Finally, we want to control the extra term that was found in the effective action integral appearing into the first law. According to (3.17) we have R = R + 2m(G − F /ω) − I with I = 1 2π ∆p
The Fourier transform of the "instantaneous" frequencyφ is known to the Newtonian order, which is sufficient here since (A11) is a small 4PN quantity. We have (see e.g. [73] )
where the coefficients read [with f ≡ (1− √ 1 − e 2 )/e and J k being the usual Bessel function]
Therefore by inserting into (A11) both the Fourier series for the instantaneous frequency (A12) and that for the AC correction term in the angular momentum (A10), we obtain the result
(Since K p,q = K −p,−q we can check that I is real.) For circular orbits one must have p = ± 2 and q = ± 2, such that I = 0 in that case.
Appendix B: Small-eccentricity limit
In this appendix, we collect some results that were used in Sec. V, for a test mass orbiting around a Schwarzschild black hole of mass M, for nearly circular orbits. Hereafter, we omit the subscript (0), but all of the formulas below hold only in the test-mass limit. Recall that the frequencies n and ω are normalized using the total mass, which here reduces to the black hole mass, i.e. (ω,n) = (Mω, Mn) in this appendix.
Instead of parameterizing the bound timelike geodesic of the test particle by means of the frequenciesω andn, or alternatively by means of the conserved specific energy E and specific angular momentum L, we shall use the convenient "semi-latus rectum" p and "eccentricity" e, defined such that [74] E = (p − 2 − 2e)(p − 2 + 2e)
Following [75] , we parameterize the particle's radial motion (in Schwarzschild coordinates) using the "relativistic anomaly" χ as r(χ) = pM 1 + e cos χ ,
where χ = 0 and χ = π correspond to the periastron and the apastron passages, respectively. In terms of the orbital parameters p and e, we have the usual Newtonian-looking expressions p = 2r + r − /[M(r + + r − )] and e = (r + − r − )/(r + + r − ). Combining Eqs. (B1) and (B2) with the well-known (first integral form of the) geodesic equations of motion for a test particle in Schwarzschild spacetime, the coordinate time period of the radial motion, P , the corresponding proper time period, T , as well as the accumulated azimuthal angle per radial period, Φ, are given by the definite integrals [38, 57, 74] P (p, e) = (1 + e cos χ) 2 p − 3 − e 2 p − 6 − 2e cos χ dχ , 
where ellipK(k) ≡ π/2 0
(1 − k sin 2 θ) −1/2 dθ is the complete elliptic integral of the first kind. Then, the radial frequency n, the averaged azimuthal frequency ω, and the averaged redshift variable z are defined as
