Reliable and energy-efficient wireless data transmission remains a major challenge in resourceconstrained wireless neural recording tasks, where data compression is generally adopted to relax the burdens on the wireless data link. Recently, Compressed Sensing (CS) theory has successfully demonstrated its potential in neural recording application. The main limitation of CS, however, is that the neural signals have no good sparse representation with commonly used dictionaries and learning a reliable dictionary is often data dependent and computationally demanding. In this paper, a novel CS approach for implantable neural recording is proposed. The main contributions are: 1) The co-sparse analysis model is adopted to enforce co-sparsity of the neural signals, therefore overcoming the drawbacks of conventional synthesis model and enhancing the reconstruction performance. 2) A multi-fractional-order difference matrix is constructed as the analysis dictionary, thus avoiding the dictionary learning procedure and reducing the need for previously acquired data and computational resources. 
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Compressed sensing, implantable neural recording, co-sparse analysis model, fractional order difference sequence, weighted ℓ 1 -minimization I. INTRODUCTION Large-scale, multi-channel extracellular neural recording simultaneously from various brain regions are desired to investigate the neural activities from different neuron ensembles, local circuits and brain networks [1] , [2] . Such technological capabilities would advance the understanding of brain functions, and moreover, brain-machine interfaces and translational neurotechnologies would become feasible for sophisticated prosthetic devices and disease treatment. In conventional static recording scenario, large amounts of neural data are generated (on the order of tens of Megabytes per second) and tethered cables or wires are commonly adopted for data streaming purposes. However, its applications would be limited owing to tissue infection for subcutaneous, chronic recording tasks as well as in the neuroscience experiments to study awake and free behaving animals models [3] , [4] . Wireless neural recording devices overcome the above-mentioned limitations and would greatly expand the research and application scenarios.
Nevertheless, wireless neural recording devices would compromise among various system-level considerations, including system complexity, power budget and volume miniaturization, and componentlevel design aspects, such as neural recording amplifiers and analog-to-digital converters (ADCs), neural signal processors, data transceivers and antenna designs. Arguably, the most challenging component in a wireless neural recording device is a reliable, high-throughput and energy-efficient wireless data link, as the wireless link dominates the system channel count, resolution, and energy-efficiency. Although continuous progress is made on data rate and energy efficiency of RF transceivers, it is still prohibitive to adopt such wireless links due to practical limitations of experimental and clinical procedures. Another straightforward approach is to perform on-chip compression before transmission to relax the bandwidth constraints, such as spike detection based approaches [5] - [8] and lossy data compression via DWT [9] , etc.
These approaches significantly reduce the neural data that needed to be transmitted, yet the compression hardware overhead of the on-chip resources and excessive power consumption cannot be neglected.
Discrete Cosine Transform (DCT) basis and Discrete Fourier Transform (DFT) basis. Reconstructing the spikes using these dictionaries will severely degrade the performance. Therefore, a careful design of the sparsifying dictionary is needed to guarantee the compression performance [15] . To alleviate this issue, various dictionary-learning based algorithms are proposed for neural data compression [12] , [13] . Zhang et al. [12] proposed learning dictionaries using K-SVD and developed a signal-dependent CS approach to compress the data. Suo et al. [13] proposed to use the recorded neural data directly as the sparsity dictionary. However, these algorithms are computational demanding and highly signal-dependent. This indicates that iterative training processes are required during practical neural recording applications, which is unfavorable in most experimental settings. This paper proposes a novel CS framework for implantable neural recordings that is capable of recovering neural spikes with high compression ratio but avoiding the sparsity dictionary learning procedure.
The main contributions of the work are as follows. i) Instead of using conventional synthesis model in CS, the analysis model is adopted to enforce cosparsity of neural signals, overcoming drawbacks of conventional model and enhancing the reconstruction performance. To our best knowledge, this is the first time that neural signal reconstruction problem is solved by using the analysis model of CS.
ii) Based on the piecewise smooth structures in neural signals, a multiple-fractional-order-difference matrix is constructed as the analysis dictionary. It not only has high co-sparsity with neural signals but also avoids the dictionary learning procedure, saving both computational resources and data storage space.
iii) The statistical priors of the analysis coefficients among difference orders are deduced. The associated reconstruction algorithm, dubbed weighted analysis ℓ 1 -minimization (WALM), is proposed to improve the reconstruction performance by embedding the multiple orders knowledge within penalty weights.
The remainder of this paper is organized as follows. Section II describes the CS-based implantable neural recording system architecture, the relevant background of synthesis model and co-sparse analysis model. Section III introduces the proposed construction method of the multiple-fractional-order-difference dictionary. Section IV covers the weighted analysis ℓ 1 -minimization algorithm for neural spike reconstruction. In Section V, the experimental results are presented and compared to state-of-the-art CS-based reconstruction methods. Section VI concludes the paper.
Throughout the paper, boldface capital letters (e.g., A) denote matrices, boldface lowercase letters (e.g., x) denote vectors, not bold letters (e.g., c) denote scalars, and boldface calligraphic letters (e.g., I) specify number sets. For a vector x, we use x i to denote its ith entry, and we use x 2 , x 1 , and x 0 to indicate its ℓ 2 , ℓ 1 , and ℓ 0 norms, respectively. For a matrix A, we use A i to denote its ith row or column depending on the situation it is used. For a set I, we use |I| to indicate its cardinality.
For a random variable a, its probability distribution function (pdf ) is denoted by p(a), and its standard deviation is indicated by σ a .
II. SYSTEM OVERVIEW AND SPARSE MODELS
A. System Overview CS-based wireless neural recording system architecture is briefly depicted in Fig. 1 . The recorded raw neural data are first conditioned into appropriate signal amplitude and bandwidth through amplifiers, filters and digitized via Nyquist-rate ADCs. Second, the neural spike events are detected through threshold crossing techniques and aligned temporally ("Spike Detection" in the figure) . The aligned segments containing the spikes are then compressed via randomized encoding circuit ("Random Encoding" in the figure) based on the compressive sensing theory, and the compressed data are transmitted via wireless transmitters (e.g., Bluetooth, Zig-Bee, Wi-Fi). On the receiver side, the random measurements of aligned spikes are reconstructed through some specific algorithms ("Spike Reconstruction" in the figure) at workstations or fusion centers.
B. Compressed Sensing and Synthesis Model
Compressed sensing is an emerging low-rate sampling scheme for the signals that are known to be sparse or compressible in certain basis. Assume a signal x ∈ R n is measured by a simple matrix-vector multiplication,
where Φ ∈ R m×n is called the sensing matrix, y ∈ R m is the compressed measurement vector, e ∈ R m denotes the measurement noise. Usually Eq. (1) is undetermined, i.e., m < n, and the ratio m/n is called the compression ratio of CS. In this undetermined system, the signal x cannot be uniquely retrieved from sensing matrix Φ and measurements y. However, if the x can be described using a synthesis model [16] ,
i.e,
where Ψ ∈ R n×n is a pre-defined dictionary, and the signal's representation θ ∈ R n is assumed to be k-sparse, i.e.,
or is well-approximated by a k-sparse vector. The name "synthesis" comes from the relation (2), with the obvious interpretation that the model describes a way to synthesize a signal. Therefore, based on Eq.
(1) and (2), the compressed measurements y can be represented as
where A = ΦΨ. Due to the sparse prior knowledge of θ, it is possible to estimate θ via the ℓ 0 minimization formulation asθ
where ǫ is the tolerance of noise or modeling errors. Calculating the solution is very hard because Eq. (5) is an NP-hard problem [11] . Generally, one seeks the solution of a relaxed convex optimization problem [17] , in which θ 0 is replaced with θ 1 aŝ
Under the condition of Restricted Isometry Property (RIP) [18] , minimizing ℓ 1 has been theoretically proven to be equivalent to minimizing ℓ 0 . Moreover, ℓ 1 minimization is convex and can be solved within polynomial time. After estimating the sparse coefficient θ, the original signal x can be recovered directly by Eq. (2).
C. Co-sparse Analysis Model
While the synthesis model has been extensively studied, its "twin model" that takes an analysis point of view has been left aside almost untouched [19] . The alternative assumes that for a signal of interest, the analysis coefficients vector
is expected to be sparse, where Ω ∈ R l×n is a possibly redundant analysis dictionary (l ≥ n), and the ratio ρ = l/n is called the redundant ratio. The co-sparsity of a signal x with respect to Ω is defined as the number of zeros in the vector z, i.e.,
and the index set of the zero entries of z is called the co-support of x. It is worth noting that for a square and invertible dictionary, the synthesis and the analysis models are the same with Ψ = Ω −1 [19] . While the analysis model may seem similar to the synthesis counterpart one, it is in-fact very different when dealing with a redundant dictionary p > n [20] . The traditional synthesis model puts an emphasis on the non-zeros of the sparse vector θ, but the co-sparse analysis model draws its strength from the zeros of the analysis vector z. The optimization problem for co-sparse signal recovery can be formulated aŝ
Here we call (9) the analysis ℓ 0 -minimization. There is also a classical way to relax the nonconvex ℓ 0 norm into convex ℓ 1 norm, i.e.,x
We call (10) the analysis ℓ 1 -minimization (AL1). Several sufficient conditions theoretically guarantee the successful recovery of the original signal from the compressed measurement using (10), such as the restricted isometry property adapted to the dictionary (D-RIP), restricted orthogonal projection property (ROPP), etc [20] - [22] .
III. ANALYSIS DICTIONARY CONSTRUCTION
In this section, we focus on the construction of the analysis dictionary Ω so that the analysis coefficients
Ωx are sparse. It is worth noting that when dealing with a square (and invertible) matrix Ω, the analysis model is completely equivalent to the synthesis one, and in such a case, the synthesis-dictionary construction methods can be used to build Ω. In this work, we concentrate on the redundant case l > n,
where the two models depart, and where the analysis model becomes more powerful.
A. Multiple-integer-order-difference Matrix
Prior works show that many types of signals [23] , [24] , e.g., EEG and ECG signals, often reveals approximately piecewise smooth structure [25] - [28] . This structure exhibits gradient sparsity, i.e., signals will become sparse when differenced with some specific orders. Moreover, investigations of the statistical properties using the available implantable neural signals show that neural spikes are also approximately piecewise smooth, implying that neural spikes fit the co-sparse signal model (7) well with the integerorder-difference (IOD) sequence [29] as analysis dictionary. For an n-length signal x, the IOD sequence of x is defined as
where ∆ r (·) denotes IOD operator and r ∈ N is difference order. The IOD sequence can be reformulated into matrix form D r as proposed in [29] . For simplicity, we do not distinguish between the two forms in the rest of the paper, and we use matrix form to build the analysis dictionary. Fig. 2 presents a histogram of the co-sparsities of 1000 spikes 1 using 2nd order IOD matrix as the analysis dictionary. As can be seen, the co-sparsities are all strictly high. Furthermore, to construct a redundant analysis dictionary, we seek to promote co-sparsity over multiple orders difference sequence rather than a single one, and propose using a multiple-integer-order-difference (MIOD) matrix composed of a concatenation of q IOD matrices, i.e.,
where D ri denotes the IOD matrix of order r i . The corresponding order set is
Given the MIOD matrix, we propose the following prior, proportional to the multiple-order sparsity as
It is worth noting that in this setting the analysis coefficients of each order contain all the signal information, which cannot be formulated in a synthesis model.
A histogram of the effective co-sparsities of the 1000 spikes using 2nd order IOD matrix as the analysis dictionary. The spikes are randomly chosen from Leicester Easy2 dataset. The length of each spike is n = 128.
The average co-sparsities of the 1000 spikes using IOD matrix (blue-circle curve) and FOD matrix (red-times curve) as the analysis dictionary, respectively. The spikes are randomly chosen from Leicester Easy2 dataset. The length of each spike is n = 128.
B. Multiple-fractional-order-difference Matrix
Although the MIOD matrix promotes higher co-sparsity than the single-order one, how to choose the order set appropriately remains a problem. The blue-circle curve in Fig. 3 shows the co-sparsity of 1000 spikes using IOD matrix as the analysis dictionary, from which we notice that the 4-th order analysis coefficients have maximum co-sparsity. If adding difference matrix of other orders to Ω, however, the co-sparsity of the analysis coefficients will not be optimal, and the signal reconstruction performance will severely degrade.
To solve this problem, we build the multiple-fractional-orders-difference (MFOD) matrix using the fractional-order-difference (FOD) sequence, which is a generalization of IOD sequence to fractional order. The FOD sequence is defined as
where Γ(·) denotes the gamma function. It is easy to verify that the summation in (15) is convergent. If f is a nonnegative integer, then the infinite sum defined in (15) reduces to a finite sum, i.e.,
and this operator generalizes the one defined in (11) . The red-times curve in Fig. 3 shows the co-sparsity of the 1000 spikes using FOD matrix as the analysis dictionary. Based on FOD matrix, the MFOD matrix can be constructed as
with its order set
Define
as the maximum order distance. It presents a trade-off between the co-sparsity of the analysis coefficients ] is a good compromise. Remark 1: The redundant ratio ρ presents a trade-off between signal reconstruction accuracy and computational cost. A large ρ increases the reconstruction performance but consumes more computational resources. The work in [20] showed that ρ ∈ [2, 4] is a good compromise.
IV. WEIGHTED ANALYSIS ℓ 1 -MINIMIZATION
Having constructed the multiple fractional orders difference matrix Ω as the analysis dictionary, we herein propose a weighted analysis ℓ 1 -minimization (WALM) method to reconstruct the original neural spike x. Considering the CS measurement model y = Φx + e, we assume that the components of e are independent and identically distributed (i.i.d.) Gaussian variables with unknown variance σ 2 e , and the entry z i of z = Ωx is independent and has a Laplacian distribution with standard deviation σ i , i.e.,
Note that reconstructing x and z are identical. Therefore, we first infer z from y by maximizing the conditional probability distribution p(z|y, Φ), which can be expressed by Bayes's rule as Because the noise e is assumed to be Gaussian, the likelihood function is given by
Hence, maximizing the posterior distribution p(z|y, Φ) leads tô
By substituting z = Ωx into (23), we obtain
where Ω i denotes the ith row of Ω, i ∈ {1, . . . , p}. The problem in (24) is equivalent tô
where w = [ However, for our multiple fractional orders analysis matrix Ω, the hypothesis that the entries of z have equal standard deviations does not reflect this fact. To illustrate this argument, Fig. 4(a) plots the analysis coefficients of the 3.5-th, 4-th, and 4.5-th order difference for a typical neural spike 2 . At the same time, the corresponding histograms of the analysis coefficients in the three orders are simultaneously reported in Fig. 4(b) .
Clearly, the standard deviations of analysis coefficients of distinct orders are not identical. To cope with this issue, we divide the standard deviation vector w into multiple groups to incorporate the aforementioned multiple orders prior. Suppose Ω is constructed of q difference matrices with fractional orders, then w can be partitioned into q groups, i.e.,
where w T G0 , w T G1 , . . . , w T Gq−1 represent the standard deviations corresponding to q orders, respectively. Note that all σ i of the same group are equal. As the variance of analysis coefficients tends to decrease first and increase across orders, we propose to model the variance across orders with quadratic functions as
where a i , b i and c i are the model parameters, and f i is the difference order. In this model, the σ i are made equal for all coefficients within an order, and σ 2 fi refers to the variance of the analysis coefficients at order f i . Therefore, we have
As the entries of w only depend on the value of a, b, and c, problem (25) can be solved after these parameters are calculated. This leads us to propose a training stage to estimate these values. The first part predicts the standard deviations σ fi using maximum likelihood estimation. Once the variances are estimated, simple quadratic regression can be employed to solve for a i , b i , and c i in the following equation, derived from (27),
An example of the fitted regression curve is shown in Fig. 5 .
After building w, the problem (25) can be easily solved using ℓ 1 -minimization algorithms. The complete WALM algorithm can be outlined as Algorithm 1.
Remark 2:
The proposed WALM is a nearly signal independent approach. Although it requires a training step to estimate the regression parameters, the amount of data needed is much less than that of signal dependent approaches such as [12] and [13] . Therefore, WALM can significantly reduce the data storage and computational resource.
. Scatter plot of fractional order f versus variance log 2 σ 2 f and fitted regression curve. For each order, the variance was averaged over the training dataset that contains 100 spikes randomly chosen from Leicester Easy2 dataset.
Remark 3:
In contrast to the canonical AL1 method, the main advantage of WALM is the incorporation of the multiple orders prior in analysis coefficients, including the positions of nonzero coefficients and its standard deviations between neighboring difference orders, which will allow the number of measurements to be significantly reduced without leading to ambiguity. Construct D fi by using (15) 3: end for 4: Construct Ω by using (17) 5: for i = 1, . . . , q − 1 do 6: Estimate a i , b i , and c i by using (29) 7: Construct w T Gi by using (28) 8: end for 9: Construct w by using (26) 10: Solvex = arg min 
A. Experimental Setup
We use the Leicester neural signal database [30] , which contains 20 synthesized datasets. Each dataset contains spikes from three different neurons with different noise levels. The datasets are categorized by the spike sorting difficulty levels, such as Leicester Difficult1, Difficult2, Easy1, and Easy2. We take 128 samples around each spike to form the signal frame. To simplify the comparison, we retain the signal containing only one spike. A Random i.i.d Bernoulli matrix is chosen as the sensing matrix because it guarantees excellent reconstruction quality and implementation efficiency [31] . All signals are compressed and reconstructed for 20 times, using a different sensing matrix in each trial. The results are then averaged across all trials. To measure the reconstruction quality, we employ the percentage root-mean-square difference (PRD) to quantify the error percentage between the original x and the reconstructedx:
For physiological signal reconstruction, Zigel et al. [32] classified the different values of PRD based on the signal quality perceived by specialists. In this work, PRD value below 5% is regarded as "good" reconstruction quality.
The following state-of-the-art CS algorithms have been chosen for performance comparison.
1) Basis Pursuit De-noising (BPDN) described in (6) . The orthonormal basis of Daubechies-4 wavelet was used as the sparsity dictionary. For the BPDN implementation, we used the solvers SolveBP from the SparseLab toolbox [33] .
2) Block Sparse Bayesian Learning (BSBL) proposed by Zhang et al. [14] . We used the solver BSBL-BO for BSBL implementation.
3) Analysis ℓ 1 -minimization (AL1) algorithm described in (10) . For the AL1 implementation, we used the CVX toolbox [34] from Stanford University. [12] . It used a sparse representation dictionary learned from data. For this method, each dataset was divided into training section and test section, composed of 20% and 80% of the dataset. The training section was used to construct the sparse representation dictionary, whereas the test section was used to evaluate its performance 3 . 
4) Signal Dependent Neural Compressed Sensing (SDNCS) method proposed in
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B. The Advantage of MFOD Matrix
To evaluate the effectiveness of the proposed MFOD matrix, we compared it with IOD matrix, MIOD matrix, and the random tight frame (RTF) proposed in [20] . In this experiment, we constructed IOD matrix Ω {4} as (11), MIOD matrix Ω {3,4,5} as (12), and MFOD matrix Ω {3.5,4,4.5} as (17) . The Leicester Easy1 dataset was chosen for evaluation. For all the four dictionaries, the AL1 algorithm was used to reconstruct the spikes. The average PRDs over all spikes for the four dictionaries and a spike reconstruction example are shown in Fig. 6 (a) and 6(b), respectively. Among the four different dictionaries, the Ω RTF has the worst performance. It is mainly because the Ω RTF is a general analysis dictionary and does not exploit any statistical information of neural spikes. Furthermore, we can note that Ω {3.5,4,4.5} and Ω {3,4,5} outperform Ω {4} due to their redundancy. In addition, Ω {3.5,4,4.5} has better reconstruction accuracy than Ω {3,4,5} , especially when the number of measurements is very small. It is mainly because the analysis coefficients with Ω {3.5,4,4.5} will be sparser than that of Ω {3,4,5} , and the high sparsity reduces the number of measurements for signal reconstruction. 
C. Average PRD and the Probability of "Good" Reconstruction
Then we evaluate the performance of the proposed WALM algorithm versus the number of measurements. The Ω {3.5,4,4.5} was used as the analysis dictionary for both AL1 and WALM. For the Leicester neural signal database, the Easy1 and Difficult1 datasets are chosen for evaluation. The experimental results are shown in Fig. 7 , where each point indicates the average PRD of all spikes at a specified number of measurements. At the same time, Table I reports the probability of "good" reconstruction quality in different situations. First of all, we can observe that analysis model based algorithms outperform synthesis model based ones in terms of both averaged PRD and the probability of "good" reconstruction quality. Moreover, due to the incorporation of the multiple orders prior in analysis coefficients, the WALM algorithm performs better than the canonical AL1 algorithm, especially when the number of measurements is very small. The WALM algorithm has the averaged PRD less than 5% for all numbers of measurements, and it achieves more than 92% of "good" reconstruction quality with M = 16. As a comparison, BPDN, BSBL, and AL1 cannot recover so many spikes both in Easy1 and Difficult1 datasets with "good" reconstruction quality under this condition. Both SDNCS and WALM algorithms
show "good" reconstruction quality (SDNCS even slightly outperforms WALM when M = 16), while the proposed WALM algorithm simplifies sparse dictionary learning with much fewer computational resources, which is preferred for practical neural recording experiments.
To observe the PRD variance across individual datasets, Fig. 8 shows the box plots for these algorithms when the number of measurements is M = 32. On each box, the central mark indicates the median, the edges of the box are the 25th and 75th percentiles, and the whiskers extend to the most extreme data points. Obviously, both for Easy1 and Difficult1 datasets, the WALM algorithm adopted the multiple fractional orders analysis dictionary outperforms the other algorithms. Once more, SDNCS has similar performance as WALM. Moreover, although the PRD variances of the two datasets are similar, the number of outliers of Difficult1 dataset is more than that of Easy1 dataset.
D. Performance of Classification using Reconstructed Spikes
To further illustrate the performance of WALM, we carried out a spike classification experiment using reconstructed spikes. The Leicester Easy1 and Difficult1 datasets were chosen for evaluation. Firstly, all spikes were compressed with M = 16 and reconstructed using the five algorithms. Then Principal component analysis (PCA) and [35] wavelet decomposition [30] methods were used to extract features from reconstructed spikes in Easy1 and Difficult1 datasets, respectively. Finally, the first 10 features of each spike were used for classification by superparamagnetic clustering (SPC) [30] algorithm. Fig. 9 and Fig. 10 show the three-dimensional (3D) projections of the first three features of reconstructed spikes using the five algorithms in the Easy1 and Difficult1 datasets, respectively. In all cases, the classification was done automatically with SPC and is represented in different colors. For the Easy1 dataset, we observe that it is possible to identify the three clusters clearly using the spikes reconstructed by all five algorithms. Furthermore, the features of spikes reconstructed by WALM and SDNCS are more accurate than that of the other algorithms, implying that WALM and SDNCS have better reconstruction performance. For the Difficult1 dataset, we observe that only the spikes reconstructed by WALM and SDNCS can be clearly classified, whereas the classification got failed using the spikes reconstructed by AL1, BPDN, and BSBL.
Spike classification accuracy was also used as a performance metric, calculated as a percentage of the total number of spikes correctly classified. The classification results were compared with the ground truth labels contained in the datasets. The spike classification results for Easy1 and Difficult1 are shown in Fig. 11 . We observe that WALM and SDNCS outperform the other three algorithms for spike classification. Even the number of measurements is only 16, WALM can achieve above 99% and above 92% classification accuracy for Easy1 and Difficult1 datasets, respectively. Moreover, WALM provides a reliable solution which yields better reconstruction and classification performance with much fewer computational resource and pre-acquired data than SDNCS. 
VI. CONCLUSION
This paper proposed a novel compressed sensing method for implantable neural recording. The proposed method enforces sparsity of neural spikes not by the traditional synthesis model, but by the analysis model with a multiple fractional orders difference matrix as its analysis dictionary. Therefore, the preacquired data and computational resource for dictionary learning will be significantly reduced. Besides, by exploiting statistical priors of the analysis coefficients among difference orders, a weighted analysis ℓ 1 -minimization algorithm was proposed to reconstruct neural spikes. Experimental results proved the efficacy of the proposed method for neural signal reconstruction. by BSBL, respectively. The features were extracted using wavelet decomposition. Points are colored according to the cluster to which they are assigned. The number of measurements is M = 16.
