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ABSTRACT OF THESIS 
 
 
 
 
STATIC AND DYNAMIC DISCRETE ELEMENT MODELLING OF SLENDER 
COAL PILLARS 
 
 
 
Highwall mining is a mining method used in surface coal operations that involves 
driving a series of parallel entries into the exposed coal seam at the highwall face under 
an unsupported roof leaving behind a series of long, but very slender coal pillars. 
Highwall mining often occurs simultaneously with production blasting taking place in 
other areas of the mine. Although no failures of highwall pillars have been attributed to 
nearby blasting, numerical modelling presents an inexpensive means of investigating the 
possible effects of strong ground motion on the stability of these pillars. 
This thesis documents the development of a discrete element rock mass model 
and its application to the simulation of both static and fully dynamic highwall pillar 
simulations. The approach is geared toward parameter analysis and mechanism 
identification rather than exact prediction. Some conclusions are made regarding the 
potential effects of blast vibration on highwall coal pillars and general excavations in 
rock. The limitations of the modelling approach are discussed and suggestions for future 
research are proposed. 
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CHAPTER 1.0 INTRODUCTION 
 
1.1 General 
 Eight deaths have occurred as a result of highwall failures in the last decade 
(between 2002 and 2012). Although highwall failures constitute only 2.2 percent of 
fatalities in coal mining, ground stability issues are the cause of 15 percent of all surface 
mining fatalities [MSHA 2011a and 2011b]. The most significant ground control safety 
concern in highwall mining is the stability of the highwall itself [Zipf and Bhatt 2004]. 
Highwall stability issues at highwall mining sites are especially important; athough pit 
highwall failures are more common, highwall failures at highwall mining operations are 
more likely to result in death, injury, and damage to equipment. This is because the actual 
mining process takes place at the highwall, and as a result, workers are more frequently 
exposed to hazards.  Highwall mining operations also have additional geotechnical 
concerns resulting from the development of highwall web and barrier pillars, long slender 
coal pillars generated from mining into an exposed coal seam with a highwall miner 
machine. 
 Modes of failure and effects of geological conditions (especially the presence of 
hill seams), groundwater, and the methodologies of dealing with these problems are well 
understood.  The Mine Safety and Health Administration (MSHA)  has recommended 
several key practices to avoid highwall instability related accidents including: frequent 
examination and monitoring of highwalls, following a ground control plan, training 
miners to recognize hazards, positioning equipment operators in safe locations, and the 
use of mining methods that promote safe highwall conditions [Bhatt and Mark 2000]. 
 Although significant progress has been made in the design of stable highwalls and 
highwall mine workings, little research has been performed concerning the effect of 
ground vibrations on the stability of these workings. This is of concern in highwall 
mining applications since blasting activity to face-up another high wall is often occurring 
simultaneously to a highwall mining operation at another location in the mine. 
 Ground vibrations due to earthquakes have generally been observed to cause less 
damage to underground structures than they do to surface structures [Dowding and Rosen 
1978, Stevens 1977, Owen and Schnall 1981]. However, dynamic loads can result in 
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instability and localized damage and should not be ignored. This is particularly true in 
highwall mining where localized roof instability or pillar spalls may not pose a hazard to 
workers, but could still create production problems. Examples of this include a highwall 
miner hole failing to reach the planned extraction depth or the mining equipment 
becoming stuck in the hole. The first issue results in unrecovered coal, while the second 
requires a costly and potentially hazardous retrieval operation. 
A comprehensive field study concerning the effects of blast vibrations on the 
stability of highwall pillar workings would be impractical and cost prohibitive to perform 
as there is not enough evidence to warrant such a study at this time. However, numerical 
modelling provides for a cost-effective, detailed parameter analysis to be performed 
within relatively short periods of time. 
Finally, and more significantly, it is hoped that the work performed in this thesis, 
although it focuses on highwall coal pillar stability, will provide useful insight into 
simulating dynamic behavior of rock in general. It is hoped that the modelling 
methodology used in this thesis can at some point be improved and expanded upon to 
advance the current understanding and capabilities of performing fully dynamic 
simulations in rock mechanics. 
 
1.2 Scope of Work 
 The objective of this work is to develop an understanding – through the use of 
numerical modelling – of the possible effect of blast-induced vibrations on highwall 
pillars. The approach is geared toward parameter analysis and mechanism identification 
rather than exact prediction. Static and dynamic stability are considered, and the details 
of the numerical model development and application are presented. The static pillar 
modelling serves mainly as the first step in the development of a dynamic model which is 
the main goal of this research. 
 In the first section of this work, a discrete element method (DEM) based computer 
program Universal Distinct Element Code (UDEC) is used to develop a set of simulated 
field scale unconfined and confined compression tests. The modelled coal material 
incorporates both a strain softening constitutive model, and fictitious rock joints which 
allow the material to break and undergo finite deformations under appropriate stress 
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conditions. This contrasts greatly with continuum models which cannot simulate material 
fracture. Realistic peak strengths for various confining pressures are obtained. A 
transition from axial splitting to shear failure is observed with increasing confining 
pressure. 
 This calibrated material model is then used to develop a set of highwall web 
pillars with width-to-height ratios ranging from 0.75 to 2.0 for a seam height of 4 feet. 
The DEM pillar models are able to more accurately capture the physical behavior and 
failure process of slender pillars than simplistic continuum models. Failure of slender 
pillars is often characterized by diagonal shear failure through the center of the pillar and 
tensile type failure along the ribs.  The model developed captures both these processes. 
The peak strengths of these pillars are compared to the Mark-Bieniawski [Mark et al. 
1995] and Wilson [1972] pillar strength formulae. Vertical stress distributions at various 
stages of pillar loading are compared with the results of Wagner [1974]. Good correlation 
is found between the numerical results and the empirical results of these previous 
researchers. Then, seam height is increased to six feet and another set of modelled pillars 
is analyzed and compared with the original four foot high models. 
 Next, the dynamic properties and strength of the numerical coal rock mass model 
are investigated. There was some concern about the ability of the model to properly 
transmit seismic waves. A simple one-dimensional model is developed to test the 
adequacy of the model for simulating seismic wave propagation. 
 Then, individual coal pillars models are modified to incorporate dynamic loading 
capability. The effect of different wave parameters on pillar rock mass stability is 
considered. These parameters include peak particle velocity, frequency and duration. The 
influence of rock strength and pillar factor of safety is also considered. The significance 
of each parameter is investigated by means of a parameter study and simple regression 
analysis. 
Lastly, some conclusions are made regarding the potential effects of blast 
vibration on highwall coal pillars and general excavations in rock. The limitations of this 
study are discussed and suggestions for future research in the area of seismic design of 
excavations in rock are presented. 
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1.3 Organization 
 Chapter 2.0 presents literature and background information concerning highwall 
mining, coal pillar mechanics, and behavior of rock subjected to dynamic loading due to 
strong ground motion. Chapter 3.0 presents theoretical background relevant to this study. 
In Chapter 4.0, the general modelling philosophy adopted for the approach developed in 
this thesis is presented as well as an overview of the software package, UDEC, used to 
perform the distinct element modelling. Also, additional background concerning details 
of constitutive models and joint models is presented. Chapter 5.0 discusses the large scale 
unconfined and confined compression test simulations performed for material calibration. 
Chapter 6.0 details the development of the static pillar compression test model. Chapter 
7.0 describes the development of the dynamic pillar model. Chapters 8.0 and 9.0 describe 
the results of the static and dynamic pillar simulations respectively. Chapter 10.0 is a 
discussion of these results. Lastly, in Chapter 11.0, conclusions and suggestion for future 
work are presented. 
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CHAPTER 2.0 LITERATURE REVIEW 
 
2.1 Highwall Mining 
 Highwall mining is a mining method used in surface coal operations to increase 
extraction when the economic stripping ratio has been reached. A series of parallel holes 
are driven into the exposed coal seam at the highwall face under an unsupported roof 
[Duncan-Fama et al. 1995]. Either an auger or a modern highwall miner system is used to 
accomplish this. 
 
 
Figure 2.1: Highwall Mining Example [Newman and Zipf 2005] 
 
   The use of auger mining to increase extraction at surface coal operations has 
been practiced for many years. Auger mining is the predecessor to the modern highwall 
mining system and began in the Appalachian coal fields in the 1940s. In 1950 the use of a 
very large auger system, 5 ft. in diameter, was reported in the Mining Engineering 
Reporter [Kleiterp 2010]. One of the major disadvantages of these early systems was that 
the auger diameter was fixed and therefore could not adjust to varying seam thickness 
with depth into the highwall. Mining had to stop if the seam became too thin, and 
extraction ratio decreased when the seam became thicker [Kleiterp 2010]. Today, 
highwall mining has evolved from a method of secondary extraction to a technologically 
advanced, high-production extraction method used at many surface coal operations 
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throughout the United States and the world [Newman and Zipf 2005].  Volkwein et al. 
[1995] and Kleiterp [2010] provide reviews of the development of highwall mining 
technology. 
 Modern highwall mining systems consist of a rotating drum cutter-head (similar 
to that of a continuous miner) and a gathering arm. The cutter head and gathering arm is 
attached to a series of push beams which drive the cutter head into the coal seam and also 
incorporates a conveyor system for continuous removal of the mined material. 
 
 
Figure 2.2: Highwall Miner System [Zipf 2005] 
 
These systems include programmable control, laser guided cutter heads and steering 
systems. [Caterpillar 2013] As much as 800 to 1200 ft. of depth of coal into the highwall 
[Newman and Zipf 2005] can be extracted with these machines, and successful holes of 
1600 ft. have been reported [Zipf and Bhatt 2004]. As of 2004, there were approximately 
sixty highwall miners operating in the United States, accounting for roughly four percent 
of the national coal production [Zipf and Bhatt 2004]. The highwall mining method has 
been employed successfully to mine [as given by Newman and Zipf 2005]: 
 
1. Abandoned pre-reclamation law highwalls, 
2. Points or ridges uneconomical to mine by underground or other surface methods, 
3. Outcrop barriers left adjacent to underground mines, 
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4. Separate benches of the same seam where the parting thickness or quality 
differences between benches render complete extraction uneconomical, 
5. Previously augered areas containing otherwise inaccessible reserves, and 
6. Close or widely spaced multiple seams. 
 
2.2 Highwall Mining Safety 
 Highwall failures resulted in eight deaths in last decade (2000-2010). Although 
highwall failures constitute only 2.2 percent of fatalities in coal mining, ground stability 
issues are the cause of 15 percent of all surface mining fatalities. [MSHA 2011a and 
2011b] In the last twenty years nine fatalities were associated with highwall mining, three 
of them being directly attributable to highwall collapse. In 2003, approximately 12 
percent of all highwall mining related safety incidents reported to the Mine Safety and 
Health Administration (MSHA) were falls of ground. [Zipf and Bhatt 2004] The most 
significant ground control safety concern in highwall mining is the stability of the 
highwall itself [Zipf and Bhatt 2004]. Highwall stability issues at highwall mining sites 
are especially important, because the actual mining process takes place under and near 
the highwall, and workers are therefore more frequently exposed to potential hazards. 
Though pit highwall failures are more common, highwall failures at highwall mining 
operations are more likely to result in death, injury, and damage to equipment. The major 
geotechnical concerns in highwall mining, which threaten either life or property, are [Zipf 
and Bhatt 2004]: 
 
1. Slope stability resulting from unfavorable geologic conditions, 
2. Highwall failure do to web pillar collapse, 
3. Roof falls, 
4. Web pillar failure (ride, squeeze), 
5. Interburden failure in multiple seam mining, and 
6. Excessive span due to crossed holes. 
 
 Highwall mining generally has a positive safety record, and many ground control 
issues do not pose a direct threat to the health and safety of mine personnel; however, 
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they may result in trapped mining equipment. This occurs when ground instability 
prevents the highwall miner from being retracted from a hole. It has been estimated that 
in any given year, 25 percent of operating highwall miners will become trapped. When 
this occurs, the trapped highwall miner must be recovered by one of the following 
methods: pull-out, surface excavation or underground recovery. Furthermore, the process 
of recovery itself poses additional safety hazards. [Zipf and Bhatt 2004]  
 MSHA has recommended several key practices to avoid highwall instability 
related accidents including [Bhatt and Mark 2000]: 
 
1. Frequent examination and monitoring of highwalls,  
2. Following a ground control plan,  
3. Training miners to recognize hazards,  
4. Positioning equipment operators in safe locations, and  
5. The use of mining methods that promote safe highwall conditions. 
 
2.3 Rock Mechanics Issues in Highwall Mining 
 Highwall mining has its own distinct set of geotechnical engineering challenges 
[Unrug 1986], and several fatalities have occurred in highwall mining operations as a 
result of geotechnical related failures [Zipf and Bhatt 2004]. The most significant of these 
is the stability of the highwall itself [Gardner and Wu 2002, Duncan-Fama et al. 1999a, 
Zipf and Bhatt 2004]. The second most significant ground control aspect is the stability 
of the highwall web and barrier pillars [Gardner and Wu 2002, Duncan-Fama et al. 
1999a, Zipf 1999], failure of which can result in destabilization of the highwall [Zipf and 
Bhatt 2004]. As in deep mining, it is important that a thorough geotechnical investigation 
be conducted prior to design of the ground control plan. For a highwall mining site this 
includes: immediate roof composition; a geological description of strata; fracture pattern, 
orientation and frequency; and important mechanical properties of the rock [Unrug 1986]. 
A proper site investigation will ensure that the important geotechnical features are taken 
into consideration for the mine design and ground control plan. 
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2.3.1 Slope Stability 
 Rock slope stability presents special challenges in geotechnical engineering 
[Jaeger 1971], and today the failure mechanisms of rock slopes are well understood. The 
failure mode in a rock slope is heavily dependent on the structural geology of the site. 
The spacing, orientation, and length of geologic structures including joints, faults, and 
bedding planes are crucial to determining what types of failure may occur in a slope 
[Girard 2001]. Rock slopes can fail in several distinct ways [Wyllie and Mah 2004]: 
 
1. Plane failure occurs when a bedding plane or fault intersects the slope face at a 
dip angle that is steeper than the friction angle of the discontinuity; 
2. Wedge failure results when two intersecting discontinuities, which daylight at the 
face, form a combined slip plane; 
3. Circular failure occurs when a failure plane develops by combined action of 
failure of intact rock and failure along discontinuities; 
4. Raveling caused by weathering of the exposed rock; and 
5. Toppling failure occurring when joints dip into the face at a steep incline. 
 
 Geologic features provide a pathway for failure to occur, however there are other 
factors that can destabilize an otherwise stable rock slope. The presence of groundwater 
has a particularly destabilizing effect on slope stability. Water in discontinuities can 
induce sliding by lowering the strength and frictional properties of infill material. 
Tension cracks at the top of a slope can also become filled with water. The resulting 
buildup of pressure behind the slope increases the driving forces of failure. [Morton 
2008] Water is also a source of weathering of the rock; this has a detrimental effect on 
the frictional properties of joint wall contacts [Barton and Choubey 1977]. Additionally, 
in cold climates, freeze-thaw cycles can increase the length and gap of discontinuities. 
[Morton 2008] Weathering can also degrade the mechanical properties of the intact rock 
causing rock falls. 
 Hillseams – stress relief cracks which occur at a near vertical orientation in 
hillsides – are of particular concern. These large joints can extend hundreds of feet, and 
often exist in conjunction with a set of secondary fractures oriented nearly perpendicular 
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to the main set. Hill seams located at unfavorable orientations (with respect to the 
highwall face) may result in wedge or toppling failure of large sections of the highwall. 
[Zipf and Bhatt 2004] This is a particular problem as hillseams can sometimes be difficult 
to detect, particularly when parallel with the highwall face [Newman and Zipf 2005]. 
 
2.3.2 Pillar Stability 
 Highwall rock slopes at highwall mining sites have additional stability issues 
caused by the development of web and barrier pillars in the coal seam. When web pillar 
failure occurs, it often results in damage of mining equipment and loss of production time 
during the recovery of the trapped equipment. Web pillar instability can also destabilize 
the highwall, causing small and large rock falls [Zipf and Bhatt 2004]. In the most severe 
cases, progressive failure of large expanses of web pillars can result in catastrophic 
collapse of an entire highwall section [Duncan-Fama et al. 1999a, Zipf 1999, Adhikary et 
al. 2002]. Some details on the stable design of highwall pillars will be discussed later in 
this chapter. 
 
2.3.3 Roof Stability 
 Although the roof span is limited by the width of the highwall miner cutter head – 
usually between 10 and 12 ft. – maintaining stability of the roof span is a challenge in 
highwall mining because it is completely unsupported. The stability of the span will be 
controlled by the span length, mechanical rock-properties, and the thickness of the strata 
in the immediate roof. Failure of a coal mine roof generally initiates with bed separation 
between strata which results in bending and tensile failure of the rock [Trueman et al. 
1996]. This failure process will continue until strata of sufficient strength or thickness are 
encountered. Poor quality of the roof rock is a common cause of falls which result in a 
trapped miner [Zipf and Bhatt 2004]. Design of an acceptable roof span can be performed 
using the classic plate theory based approach [Shen and Duncan-Fama 1997] or by 
application of numerical modelling [Trueman et al 1996]. 
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2.3.4 Ultra-Close Multiple-Seam Mining 
Another geotechnical concern at highwall mining operations is interburden 
stability during extraction of multiple seams in close proximity (approximately less than 
12 ft. of interburden). Several significant highwall failures are associated with this type of 
mining. It has been estimated that between 20 and 40 percent of all U.S. highwall mining 
operations will practice multiple-seam mining at some point during the life of the mine. 
[Newman and Zipf 2005] This type of mining typically occurs in the eastern United 
States when a thick coal seam splits. In the west, seam thickness may exceed the 
operating range of the highwall miner [Ross et al. 1999]. Simple beam calculations may 
be employed to analyze the stability of the interburden in these situations. An example of 
this design method is provided by Zipf [2005]. It is also good practice to stack pillars to 
decrease the likelihood of interburden stability.  
 
2.3.5 Presence of Old Auger Holes 
 Because modern highwall miner systems have the ability to penetrate much 
deeper into the coal seam than augers, many seams which were previously auger mined 
will be mined again using a highwall miner. From MSHA ground control plans it has 
been shown that generally 20 percent of all highwall mining operations encounter old 
auger holes [Zipf 2005]. Numerical modelling has shown that the presence of these holes 
can result in web pillars with strengths as low as 15 percent of their intact strength [Zipf 
2005]. The stability of web pillars containing auger holes is usually determined by 
calculating the strength of the remaining coal between auger holes using the Mark-
Bieniawski pillar strength formula [Mark et al. 1995] and using the tributary-area method 
to estimate the pillar load (see Section 2.5). 
 
2.4 Coal and Coal Pillar Mechanics 
 The strength and mechanical behavior of coal and coal pillars has been 
extensively researched and the fundamentals are now well understood.  Historically, the 
two most significant factors influencing pillar strength and mechanical behavior are the 
size effect [Gaddy 1956, Bieniawski 1968a] and the shape effect. The significance of 
these two effects in practical coal pillar design is noted in various reviews on the subject 
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[Hustralid 1976, Logie and Matheson 1983, Mark 2006]. The shape effect is strongly 
related to pillar confinement [Das 1986] – the development of triaxial stress conditions 
within the pillar core. More recently the role of frictional properties of the contact 
between the pillar and surrounding rock has been acknowledged as a key aspect of coal 
pillar mechanics, as it is one of the factors affecting a pillars ability to generate 
confinement [Iannacchione 1990, Su and Hasenfus 1996, Lu et al. 2008, Perry et al 
2013]. 
 
2.4.1 Triaxial Strength of Coal 
 It is generally understood that rock cores tested in compression in the lab will 
undergo significant strength increase with increase in the radial confining pressure 
applied on the specimen during axial loading. Although the linear Mohr-Coulomb 
strength criterion is more commonly applied in rock mechanics, the strength envelopes of 
many rock types have been demonstrated to be non-linear over a wide range of confining 
stresses [Bieniawski 1974, Hoek and Brown 1980]. A non-linear failure criterion has also 
been found to be appropriate for many coals [Hobbs 1964, Shorey et al. 1986]. 
Additionally, experiments [Hobbs 1970, Cassie and Mills 1992] have demonstrated that 
even fractured coal has significant strength under triaxial stress conditions. The only 
significant difference is that the cohesion term of the strength envelope is zero. 
 
2.4.2 Size Effect 
 The effect of scale on rock mass strength is a fundamental concept in the subject 
of rock mechanics, and is well documented in texts [Hoek and Brown 1980, Hudson and 
Harrison 1997, Brady and Brown 2006].  The size effect relates the size of a rock sample 
to its strength. Rock exhibits decreasing strength (defined by the failure stress) with 
increasing sample size until some critical sample size is reached. This reduction in 
strength is due to the increased incorporation of rock-fabric imperfections with sample 
sizes of greater volume. The size effect is not unique to coal and has been documented in 
a wide range of rock types [Hoek and Brown, 1980]. 
 Hoek and Brown [1980] compiled data from lab testing of compressive strength 
on rocks of varying lithology. The compressive strengths were normalized to the strength 
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of a 2 in. (50 mm) sample and the values plotted vs. sample diameter. This resulted in the 
following relationship, 
 
 
𝜎𝜎𝑐𝑐 = 𝜎𝜎50 �
50
𝑑𝑑
�
0.18
 (2.1) 
 
where, 
 σc = uniaxial compressive strength for a larger scale sample 
 σ50 = uniaxial compressive strength of a 50 mm. diameter sample 
 d = the diameter of the large scale sample (mm) 
  
 One of the earliest and most notable attempts to obtain a relationship between 
coal sample size and strength is that performed by Gaddy [1956]. In this study, cubical 
coal samples varying from 2 to 64 in. in edge length were tested. The compressive 
strengths of these samples were compared to the absolute volume, and the relationship 
found to conform to a simple power law. 
 
 𝑍𝑍 = 𝑘𝑘𝑉𝑉−1 2⁄  (2.2) 
 
where, 
 Z = ultimate compressive strength (lb/in3) 
 V = volume of the cube (in3) 
 k = coefficient which varies depending on the properties of the coal 
 
 Pariseau et al. [1977] also performed important studies on the relationship of coal 
strength to size. They concluded that the critical size of U.S. coals is around 3 ft. in edge 
length. Bieniawski [1968a] studied the effect of sample size on coal strength for South 
African coals and found the critical size to be around 5 ft. [Bieniawski 1968a]. 
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2.4.3 Shape Effect 
 The shape effect refers primarily to the tendency of the pillar strength to increase 
with greater width-to-height-ratio. Peng [2008] describes pre-1920’s laboratory studies 
which compared the effects of the shape of coal samples to peak strength. Das [1986] 
performed laboratory studies on coal prisms of width-to-height ratios from 0.5 to 13.5 
and demonstrated an increase in strength and a transition from strain-softening to strain 
hardening behavior. He concluded that this transition occurred as a result of the increase 
in confinement generated by wider samples. The phenomena of compressive strength 
increase with increasing confining pressure, as well as the transition from strain-softening 
to strain-hardening behavior, has been demonstrated in many rock types [Griggs 1936, 
Mogi 1966, Byerlee 1968, Wawarsik and Fairhurst 1970] and is not unique to coal. 
 
 
Figure 2.3: Transition from Strain-Softening to -Hardening [Das 1986] 
 
 Compressive tests on large coal samples and in-situ tests on coal pillars confirmed 
that the width-to-height ratio does have a significant effect on the strength [Bieniawski 
1968b, Bieniawski and Van Heerden 1975, and Wagner 1974], and effects stress-strain 
behavior of large coal pillars [Wagner 1974]. These tests did not exceed pillar width-to 
height-ratios greater than four due to problems associated with performing such large 
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tests. However, later in-situ studies of gateroad pillars showed that squat pillars could 
exhibit yielding behavior [Gale 1999]. 
 More recently, the effect of width-to-height ratio on the mechanical behavior of 
coal pillars has been investigated numerically [Su and Hasenfus 1996, Salamon 2003, Lu 
et al. 2008]. These studies were able to simulate a transition from strain-softening to 
strain-hardening at a pillar width-to-height ratio near seven using reasonable strength 
properties for coal and the pillar roof/floor contacts. In particular Lu et al. [2008] showed 
that the minimum principle stresses which developed in the pillar helped maintain an 
elastic core which was much larger for pillars of high width-to-height ratios. Further, the 
presence of this elastic core was noted at much higher strain levels for large pillars which 
generated higher confining stresses. The concept of a confined pillar core had been 
discussed in the literature by Labasse as early as 1949 [Logie and Matheson 1983], and is 
the basis of the Wilson pillar design method [Wilson 1972]. However, this study helped 
quantify a mechanism that was long understood to be functioning in coal pillars. 
 
2.4.4 Roof/Floor Geology and Frictional End Constraint 
 The importance of end conditions of platens on the compressive strength of 
laboratory samples is well documented. Samples which are bonded to the platens will fail 
at higher compressive stresses than those which are lubricated [I.S.R.M. 1979]. This 
occurs because fixed ends constrain lateral expansion, generating confining stress in the 
sample, while lubricated platens allow the sample to expand uniformly. A similar effect 
exists with respect to in-situ coal pillars. Mark and Bieniawski [1986] and Gale [1999] 
demonstrated the importance of weak and strong surrounding rock on pillar strength 
using field observation, while Mark [1992] showed the importance of the coal mine roof 
rating (CMRR) in predicting adequacy of coal pillar design in longwall gateroads.  
 With the availability of practical numerical modelling packages for use in 
geotechnical engineering, studies have been performed to investigate the effects of 
pillar/rock bedding plane frictional properties on the strength and behavior of coal pillars 
[Iannacchione 1990, Su and Hasenfus 1996, Lu et al. 2008]. These studies demonstrated 
that there is an increase in pillar strength with increasing strength properties of this 
interface. The work of Su and Hasenfus [1997] showed that the properties of the 
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surrounding roof and floor rock and the frictional strength of the pillar end contacts, 
could affect the pillar strength by as much as ±30 percent. Salamon [2003] demonstrated 
that not only could the contact between roof and floor alter the peak strength of the coal 
pillar, but that it could also affect the shape of the stress-strain curve, causing the 
deformation mode to transition from strain-hardening to strain-softening. Lu et al. [2008] 
clearly demonstrated the mechanism which caused these effects. It was shown that as the 
interface strength increases, the minimum principle-stress that develops in the pillar 
increases due to the confining effects of the end constraints (and the shape effect). 
Subsequently the peak strength also increases. As the modelled pillars were loaded and 
the coal around the ribs began to fail, a plastic yield zone developed in the pillar 
surrounding an elastic core. In the models, the size of the failure zone surrounding the 
elastic core depended greatly on the frictional properties of the pillar/rock interface. 
 
2.5 Mark-Bieniawski Pillar Strength Equation 
Many equations have been developed for calculating the load capacity of coal 
pillars. Pillar strength equations have been derived using the following four methods 
[Shorey et. al 1986]: 
 
1. Laboratory compression tests, 
2. Large scale in-situ tests, 
3. Closed form  or numerical derivation, and 
4. Case studies of actual collapsed and stable pillars 
 
All pillar design equations assume a smooth continuous variation in pillar strength as a 
function of pillar size and assume that the mechanism of deformation does not 
significantly change with pillar size. 
In the United States, two of the most commonly employed pillar design equations 
are the Bieniawski [Bieniawski and Van Heerden 1975] and Mark-Bieniawski [Mark et 
al. 1995] equations for square and rectangular pillars, respectively. These are often 
employed via the empirical design software ALPS, ARMPS, and ARMPS-HWM. These 
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equations are also the basis for peak coal strength in the boundary element code, 
LaModel [Heasley 1997]. 
 The vast majority of coal pillars are either square or rectangular in shape, and the 
size can be defined by the width, height, and length dimensions. The ratio between pillar 
width and height has been found to directly correspond to pillar strength. This is because 
this quantity is a primary factor in the pillars capacity to generate internal confinement. 
 The Bieniawski equation was developed from large in-situ tests of various size, 
square coal samples. A total of 66 tests were performed in three South African mines 
during a span of eight years. Specimens were created using five planer cuts, four on the 
sides and one on the top. The bottom of the sample remained attached to the mine floor, 
and a gap was left between the top of the specimen and the mine roof. The specimen top 
was covered with a concrete cap and hydraulic jacks inserted into the empty space 
between this cap and the mine roof. The jacks were then loaded until the specimen failed. 
 Bieniawski and Van Heerden [1975] normalized the strengths of these tests to the 
strength of a specimen with a width-to-height ratio of one. The normalized strengths were 
plotted vs. the width to height ratio and a linear equation fit to this data. The result was 
the Bieniawski pillar design equation. 
 
 𝜎𝜎�𝑝𝑝 = 𝜎𝜎𝑐𝑐𝑐𝑐 �0.64 + 0.36
𝑊𝑊
𝐻𝐻
� (2.3) 
 
where, 
𝜎𝜎�𝑝𝑝 = average vertical pillar stress at failure 
𝜎𝜎𝑐𝑐𝑐𝑐 = in-situ compressive strength of the coal seam 
𝑊𝑊 = pillar width 
𝐻𝐻 = pillar height 
 
Bieniawski and Van Heerden recommended that the equation be used up to a width-to-
height ratio of five. Later, Bieniawski [1992] suggested that the formula was appropriate 
for application up to a width-to-height ratio of 12. However, based on recent modelling, it 
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is likely that the solution diverges at a width-to-height ratio near eight [Esterhuizen et al. 
2010, Teserik et al. 2013]. 
 One major drawback of the Bieniawski formula has been that it does not account 
for the increase in confinement in rectangular pillars. Mark [1999] modified the 
Bieniawski equation to account for the length factor in rectangular pillars. This was 
achieved by first determining the stress gradient associated with the Bieniawski equation; 
an iterative trial and error approach was used to accomplish this [Mark and Iannacchione 
1992]. Later, Johnson et al. [2013] determined a general mathematical procedure for 
determining the stress gradient associated with typical pillar formulae. The stress gradient 
associated with the Bieniawski equation is: 
 
 𝜎𝜎𝑣𝑣(𝑥𝑥) = 𝜎𝜎𝑐𝑐𝑐𝑐 �0.64 + 2.14
𝑤𝑤
ℎ
� (2.4) 
 
where,   
𝜎𝜎𝑣𝑣(𝑥𝑥) = the vertical stress at failure with horizontal distance 𝑥𝑥 into the rib 
 
The Mark-Bieniawski equation is derived by application of this stress gradient to 
rectangular pillars. 
 
 
𝜎𝜎�𝑝𝑝 = 𝜎𝜎𝑐𝑐𝑐𝑐 ��0.64 + 0.54
𝑊𝑊
𝐻𝐻
� − �0.18
𝑊𝑊2
𝐻𝐻𝐻𝐻
�� (2.5) 
 
where, 
𝐻𝐻 = pillar length 
 
The work of Bieniawski was expanded upon by Wagner [1974] who performed 
the most detailed published in-situ coal pillar tests. These tests were performed on South 
African coal which allows convenient comparison with Bieniawski’s results. Unlike 
Bieniawski, Wagner’s tests were displacement controlled as opposed to stress controlled. 
His experiments showed the stress distribution over the entire pillar area and 
demonstrated that the central pillar core can increase in load even while the outer 
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perimeter of the pillar is yielding. The peak strengths of Wagner’s in-situ test pillars 
agree well with those predicted using the Bieniawski and Mark-Bieniawski equations, as 
should be the case. 
 
2.6 Coal Strength in Pillar Design 
 In the past, considerable effort was placed on determining the compressive 
strength of coal for the purposes of calculating in-situ seam strength, a key parameter in 
most pillar design formulae. The current practice in coal pillar design in the United States 
is usually to use an in-situ compressive strength of 900 psi. This has occurred largely as a 
result of the statistical study performed by Mark and Barton [1997] – incorporating 
uniaxial compressive test results from over 60 coal seams – which indicated that there 
was no correlation between compressive strength and pillar safety factor. Much better 
stability predictions were obtained in the empirical pillar design program, Analysis of 
Retreat Mine Pillar Stability (ARMPS) [Mark et al. 1997], using a constant 900 psi as the 
design strength. As reason for the poor correlation, it was shown that different coal seams 
exhibit size effects to varying degrees. It was also suggested that laboratory tests could 
not incorporate the effects of large scale discontinuities, which appeared to have a greater 
effect on practical seam strength than small-scale coal structure. [Mark and Barton 1997]  
 From the work already mentioned by Su and Hasenfus [1996, 1997] and others, it 
is evident that practical seam strength for pillar design is greatly affected by surrounding 
roof and floor rocks. This supports the finding of Mark [1992] that showed correlation 
between Coal Mine Roof Rating (CMRR) and longwall gateroad pillar stability factors in 
the Analysis of Longwall Pillar Stability (ALPS) program. It is interesting to note 
however, that with the ARMPS program, no such correlation was found. Additionally, 
Medhurst and Brown [1998] demonstrated in the laboratory that with increasing 
confinement, scale effects have a diminishing importance and that the failure mechanism 
changes from axial splitting to shearing failure. 
 Others [Newman and Hoelle 1993] have advocated that the variability of coal 
strength be incorporated into design employing a statistical approach based on the mean 
and standard deviation of seam strength. This method however has not been commonly 
applied. 
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 The limited applicability of laboratory testing to coal pillar design was not a new 
concept. Mark [1992] had previously determined that deviating from the 900 psi design 
seam-strength in ALPS was typically unwarranted. He also presents a summary of past 
research supporting this claim. First, the sometimes limited significance of small scale 
structure in rock mechanics was reported by Barton and Bandis [1982] who observed 
scale effects in rock joints.  Further, Salamon and Munro [1967] and Bieniawski and Van 
Heerden [1975] found that, although the compressive strength of South African coal 
seams varied, an average seam-strength could be reliably used in design. As pillar width-
to-height ratio increases and greater confinement is generated, the effects of small scale 
structure decreases, and the failure mechanisms can differ greatly from that of an 
unconfined pillar. 
 
2.7 Previous Numerical Modelling of Coal Pillars 
 There exists numerous published works on numerical modelling of coal pillars, 
and it would be impossible and unnecessary to review all of these. A chronological 
review of several important studies is provided here. Only models which include strain-
softening coal behavior are included. Modelling of highwall mining pillars will be 
discussed later. Due to a lack of understanding of strain-softening models, limited 
computing power, and the difficulty of replicating the complex behavior of the pillar 
system; computer models which incorporate all of the fundamental aspects of pillar 
mechanics and simulate the full stress-strain curve of the pillar, have been developed only 
recently.  
 Iannacchione [1989] published one of the first papers involving numerical 
modelling of coal pillars using a strain-softening constitutive model. In this work, a finite 
difference model was developed for comparison with an in-situ test pillar. Field 
measurements of stress and strain were collected on an 80 by 80 ft. wide, 6 ft. high 
abutment pillar in a yield-abutment-yield longwall gateroad. Measurements were made as 
the longwall face approached and passed the pillar. It was noted that a yield zone 
developed in the pillar and that the peak stresses occurred at the boundary between the 
plastic yield zone and elastic core. “Pseudo-ductile” behavior of the pillar was also 
observed at high confining stresses. 
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 Furthermore, ductile behavior of the core was observed at very high loadings. 
This coincided with the expansion of Wilson’s model [1972] by Barron [1984], who 
analytically developed a secondary failure mechanism, allowing for ductile behavior of 
the core at high confining stresses. This field study observed that after a certain loading 
was reached, the peak stress in the core did not increase, even with further growth of the 
yield zone. 
 An attempt was made to model the pillar using a Mohr-Coulomb strain-softening 
constitutive model. First, a model of a coal cube was developed and properties from lab 
testing applied. The yield properties were adjusted until the model matched the lab 
strength for a range of confining pressures. It was observed that by changing the material 
properties, the model could be calibrated to the lab results for high and low confining 
stresses respectively, though this would be done at the expense of accurately simulating 
the mid-range of confinement. Next, an attempt was made to simulate the same pillar 
which was studied in the field. This was not done with great success. Fixed boundary 
conditions were applied at the bottom of the pillar, while the top was fixed to roof rock 
elements upon which a uniform stress was applied. Some important aspects, such as the 
development of a yield zone were simulated, but the model strength greatly exceeded that 
of the in-situ pillar. Because of this, it was suggested that the effects of pillar end 
constraints be further investigated. 
 Iannacchione [1990] presented a continuation of this research in which interface 
elements were added along the top of the pillar. The bottom of the pillar remained fixed. 
It was concluded that the interface strength controlled the rate of development of the 
yield zone. This had significant consequences for pillar strength as the yield zone 
controlled the stress-profile within the pillar. The magnitudes of the peak stresses and 
ultimate failure strength in this model however, still did not fit the field observation. In 
the model with fixed end constraints, rotational distortion of the elements close to the 
roof and floor was observed. In the model which included interfaces, even though the 
magnitude of the pillar deformation did not fit the field observation well, a uniform, 
outward deformation was observed across vertical cross sections. This better simulated 
observed conditions in the field. 
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 The work of Su and Hasenfus [1999] presented more detail concerning the effects 
of site specific conditions on overall pillar strength and behavior. This publication was 
actually a summary of prior work [Su and Hasenfus 1996, 1997]. Good agreement 
between the modelled pillars and field measurements were obtained over a wide range of 
pillar width-to-height ratios. It was shown that for large pillars which developed 
considerable confinement, the peak strength was relatively insensitive to coal UCS 
strength. The effects of strong and weak surrounding rocks on model behavior were 
demonstrated. The modelled weakening effects of soft floor were shown to be in good 
agreement with field data for a wide range of width-to-height ratios. The effects of end 
constraints were noted as well. 
 Gale [1999] developed a series of coal pillar models for a wide range of width-to-
height ratios. These models consisted of a pillar between a roof and floor. The entry 
included structural elements to simulate roof bolts. Four simple combinations of roof and 
floor rocks were simulated which were designed based on typical mine conditions. These 
four scenarios simulated a range of roof/floor conditions from strong to weak. The results 
of peak strength vs. width-to-height ratio for each of the models were plotted alongside 
several sets of field data, and the numerical models demonstrated very good agreement 
with the field measurements. The strengths predicted by the strongest and weakest 
models were shown to bound the field measurements. 
 This study showed that the roof and floor conditions effected pillars of all sizes 
but the effects were amplified as the pillar width-to-height ratio increased. The 
advantages of site-specific numerical modelling were highlighted in the context of design 
of longwall gateroads. Also, the effect of the caving process, subsequent damage to pillar 
roof rock and the changes to the pillar stress distribution were also addressed. It was 
shown that calibrated computer simulations could much more accurately represent pillar 
loading mechanisms than simple analytical equations. This work stressed the design of 
pillars as a geomechanical system rather than using the classic strength formulae. 
 Salamon [2003] studied behavior of squat pillars for design of highwall gateroads. 
This modelling focused on the full stress-strain curves of pillars and the effect of width-
to-height ratio. Pillars with width-to-heights ranging from one to eight were simulated. 
Often, models utilize planes of symmetry to model only a half or quarter pillar. This 
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model took advantage of a third plane of symmetry (the vertical plane through the center 
of the pillar). Though this is not completely realistic, under high cover this simplification 
is not unreasonable.  
 A square pillar was modelled using a height of 3.28 ft. and only the horizontal 
dimension was changed to alter the width-to-height ratio. The pillar was loaded by 
vertical displacement, and the pre- and post-peak average vertical stress-strain curves 
were recorded. The coal elements were first ascribed a Mohr-Coulomb strain-softening 
constitutive model. A transition from strain-softening to strain hardening was observed at 
a width-to height ratio between six and seven. The results were then compared with 
modelling which used the classic elastic-perfectly plastic Mohr-Coulomb model for coal. 
This was clearly not capable of simulating complete pillar failure and resulted in 
significant overestimation of pillar strength. 
 Roberts and van der Merwe [2005] calibrated a set of numerical pillars to 
empirical measurements of large scale coal tests [Wagner 1974]. A single set of Mohr-
Coulomb strain-softening parameters was developed for coal which resulted in pillars 
that fit the large scale test results. The main focus of this research was to back analyze 
these in-situ tests to develop reasonable estimates of the Mohr-Coulomb softening 
parameters and calibrate not only the peak strength but also the post peak behavior. The 
model simulated a quarter pillar rigidly attached to the floor. The top of the pillar was 
compressed vertically at a constant displacement.  Many of the material properties were 
determined using values from lab testing of coal. The initial friction angle and cohesion 
were varied, with all other material properties fixed, until peak strength matched the in-
situ results. The peak strength for pillars with width-to-height ratios from 1 to 2.5 where 
matched to within two percent, however the post-peak moduli of the pillars were not able 
to be calibrated to the in-situ values. 
 Lu et al. [2008] developed a comprehensive 3D pillar model which helped to 
better visualize many of the mechanisms involved in coal pillar mechanics. However, the 
peak strengths in this model were not calibrated to any pillar curves. This model 
simulated a quarter pillar, between both roof and floor rock, with width-height-ratios 
varying from three to ten. Here too the Mohr-Coulomb strain-softening model was 
chosen for the coal elements. A Mohr-Coulomb elastic-perfectly plastic constitutive 
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model was prescribed to the roof and floor elements. The pillar was loaded via constant 
displacement applied from the top of the model. This study looked at the effects of width-
to-height ratio and interface strength on the strength and post-peak behavior of pillars. 
This model was unique in that the effects of changing interface properties were presented 
more quantitatively. Furthermore, both linear and bi-linear interface failure envelopes 
were used. It was shown that pillars of the same width-to-height ratio could behave as 
strain softening or strain hardening solely by changing the cohesion of the interface 
which controlled the location of the transition. The peak value of minimum principle 
stress was used as a measure of pillar confinement. A major contribution of this model 
was to demonstrate that even for pillars with a width-height-ratio as low as three, high 
interface strength resulted in significant confinement. The change in minimum principal 
stress was monitored during pillar loading and plotted against average pillar strain for a 
range of width-to-height ratios and two different interface strengths. The pillars with low 
interface strength did not generate significant confinement, even at high width-to-height 
ratios. Pillars with high interface strength did generate significant confinement for all 
width-to-height ratios. Furthermore, when the interfaces were strong, the rate of increase 
in confinement during the loading history was much greater for pillars of high width-to-
height ratios. There was no significant increase in confinement during loading history for 
pillars with weak interfaces. 
 The most comprehensive strain-softening coal pillar model available in the 
literature was developed by Esterhuizen et al. [2010]. A model was developed which 
simulated realistic stress distribution, transition from strain-softening to hardening 
behavior, and peak strengths which were calibrated to the Bieniawski equation. This 
paper also presented methods for simulating gob and overburden and incorporated these 
methods to develop a model which could simulate the stress distribution and pillar 
loading resulting from pillar extraction in retreat mining operations.  The numerical pillar 
developed for this simulation used the Hoek-Brown [1980] criterion for the yield 
function, a non-linear failure envelope. This may be the reason for success in simulating 
the behavior of such a wide range of pillar width-to-height ratios. Estimates of material 
properties were based on published and unpublished laboratory data. The softening 
parameters and the range of plastic strain over which softening occurred were varied until 
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the model behavior fit the empirical data. The interfaces used a linear Mohr-coulomb 
failure envelope, and roof and floor rocks were modelled using the ubiquitous joint 
strain-softening material model. 
 Teserik et al. [2013] calibrated pillar peak strength and average vertical stress-
strain behavior of a numerical pillar model using a Hoek-Brown softening model. A 
single pillar was calibrated to agree with the test results of Bieniawski and Van Heerden 
[1975] for a pillar width-to-height ratio of 2.78. Geometry was simplified application of 
appropriate boundary conditions, so that only a quarter of a pillar need be modeled. Other 
size pillars were then created using the same constitutive model and properties. Results 
which compared well with the Bieniawski equation were obtained up to a width-to-height 
ratio of around eight, after which the solution diverged and the pillars began to exhibit 
yielding behavior. As width-to-height ratio increased, the pillars began to exhibit strain 
hardening behavior. One weakness is that the effect of the bedding plane strength 
between the roof and floor was not considered. Properties of the surrounding rocks were 
varied and a parameter analysis was performed to investigate the relationship between 
pillar size, floor heave, and floor properties. 
 
2.8 Coal Pillar Design for Highwall Mining 
 There are two types of pillars which must be considered in the design of highwall 
mines: webs and barriers. Only entries are created by the highwall miner resulting in a 
series of very long pillars which extend hundreds of feet into the highwall. Web pillars 
are the production pillars and are much narrower than the barriers. The barrier pillars 
serve to isolate panels of web pillars and contain the zone of failure in the event that a 
catastrophic collapse occurs. 
 Design of highwall web and barrier pillars follows the same basic steps of pillar 
design as identified by Peng [2008], determination of: (1) pillar load, (2) pillar strength, 
and (3) the safety factor. The basic concept is straight forward, however there is 
significant uncertainty involved with determining pillar load and strength [Peng 2008]. 
This is primarily due to the complex geologic nature of rock and rock masses. There are 
three basic approaches to design: (1) empirical, (2) analytical, and (3) numerical. The 
empirical approach to design is based on relationships derived from observation of past 
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case histories. Analytical and numerical approaches are based on the principles of 
geomechanics and attempt to incorporate the actual mechanical behavior of the system. 
 In the United States, the pillar strength is typically estimated using the Mark-
Bieniawski equation (eq. 2.5), and letting the pillar length tend to infinity. This results in 
the following equation (eq. 2.6), 
 
 𝜎𝜎�𝑝𝑝 = 𝜎𝜎𝑐𝑐𝑐𝑐 �0.64 + 0.54 �
𝑊𝑊
𝐻𝐻
�� (2.6) 
 
All terms have been previously defined. This equation assumes plane strain and that the 
confinement in the length direction is essentially infinite. This has proven to be a good 
assumption. 
 There are some problems with this method of design. The web pillars are often 
narrow, with width-to-height ratios between one and two [Zipf and Bhatt 2004]. This 
means that their strengths are likely more sensitive to the size effect. Although the great 
length of the pillars provides some confinement, small scale structure likely plays a 
greater role in strength than for the wider barrier and underground pillars [Duncan-Fama 
et al. 1995]. However, previous modelling [Duncan-Fama et al. 1999a, Roberts 2005] 
have shown that the same basic principles (confinement, roof and floor conditions) which 
have been shown to apply to underground pillars also apply to highwall pillars. Duncan-
Fama et al. has found that the combined effects of weak rocks and low interface strength 
may reduce the peak strength of typical size web pillars by as much as 17 percent. This 
effect is about half that found for wider underground pillars [Iannacchione 1990, Perry et 
al. 2012] which is to be expected based on field observation [Gale 1999]. However, this 
potential reduction in strength is still significant and not to be ignored. 
 The loads on the web pillars are generally estimated using the tributary-area 
method in which the full weight of the rock above the pillar is assumed to be carried by 
the pillar, neglecting any pressure arching which may occurs. Because of the low ratio of 
overburden to panel width, this is a good approximation, particularly towards the center 
of the panel where barriers have no effects on the web pillar load [Perry et al. 2015]. 
Theoretically the panel would be stable if only web pillars were developed. Due to the 
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uncertainty and variability of mechanical properties of geologic materials, this is not the 
case, and wide barrier pillars are used to isolate sections of web pillars. The barrier pillar 
is designed to remain stable even in the event that complete collapse of both adjacent 
panels occurs.  
 In the United States, the program ARMPS-HWM, [Zipf 2006] is often used to 
perform this empirical design. This program uses the modified Mark-Bieniawski equation 
(Eq. 2.6) to estimate pillar strength. Web pillar loading is estimated by tributary area. The 
barrier pillar loads are estimated by assuming that the panels on both sides have failed 
and an abutment load based on a 21° abutment angle. This is very conservative as the 
pillar will only experience these loads in the event that a complete collapse of the web 
pillars in both adjacent panels occurs. 
 
 
Figure 2.4: Schematic of Abutment Angle Loading Concept [Tulu et al. 2010] 
 
The ARMPS-HWM design stability factors are not backed up by a statistical 
database, but are based on an analysis of MSHA highwall ground control plans which 
included 5,289 miner holes. This analysis resulted in the adoption of the stability factor 
guidelines for the program shown in Table 2.1 [Zipf and Bhatt 2004]: 
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Table 2.1: ARMPS-HWM Suggested Minimum Stability Factors 
Overall SF Conditions 
2.0 Applicable to all conditions 
Web pillar SF Conditions 
1.6 When the panel width (excluding the barrier) exceeds approximately 200 ft. (60 m) 
1.3 When the panel width (excluding the barrier) is less than approximately 200 ft. (60 m) 
Barrier pillar SF Conditions 
2.0 When the barrier's width-to-height ratio < 4.0 
1.5 When the barrier's width-to-height ratio >= 4.0 
 
Design of highwall pillars in more challenging geotechnical conditions sometimes 
employs the use of numerical modelling [Vandergrift and Garcia 2005, Newman 2009]. 
 
2.9 Previous Numerical Studies of Highwall Pillars 
 Duncan-Fama et al. [1995] developed a set of highwall web pillars. Square pillars 
were first modelled using a Hoek-Brown plasticity model and calibrated to the Salamon-
Munro pillar strength formula. The calibration was rather weak however and was 
performed only over a small range of width-to-height ratios. The models were then 
changed so simulate long pillars in a plane strain condition. The main purpose of this 
research was to develop a method for numerically modelling highwall pillars, and to 
perform a sensitivity analysis on critical factors affecting pillar stability. It was 
determined that the effect of a weak interface between the coal and surrounding rock 
could lower pillar strengths by as much at 17 percent. It should be mentioned that the 
coal seams modelled in the study were on the order of 10 ft. and more. This is much 
greater than typical highwall mining in the United States [Zipf and Bhatt 2004]. 
 Adhikary [2002] performed a numerical study of highwall panel stability based on 
the local mine stiffness (LMS) concept. Using this methodology, a panel stability factor 
is computed as the ratio of LMS to coal post failure modulus. Therefore the panel 
stability factor is a function of pre- and post-failure elastic moduli, stiffness of the 
surrounding rock, the geometry of the panel and the strength/stress ratio. The most 
significant finding was that the panel stability factor decreased rapidly at a critical panel 
factor of safety of around 1.2. This indicates a rapid increase in instability beyond this 
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factor of safety. This critical safety factor value was found to apply over a wide range 
conditions. This agrees well with the results of an analysis of MSHA ground control 
plans [Zipf and Bhatt 2004] in which it was determined that the minimum allowable web 
pillar design safety factor should be around 1.3. 
 Roberts et al. [2005] calibrated a Mohr-Coulomb strain softening model to the 
Salmon-Munro equation. This model consisted of one quarter of a pillar between elastic 
roof and floor. The model was then extended to a plane strain model to simulate very 
long pillars. Width-to-height ratios of one-half to three were considered. The contacts 
between the pillar and the roof/floor were modeled both as fixed contacts and 
cohesionless with a friction angle of either 20 or 30 degrees. Both soft and stiff floor 
material properties were evaluated as well. As expected there was a decrease in strength 
with decrease in interface strength and floor stiffness. A very slender pillar (width-to-
height of one half) showed almost no sensitivity to varying these parameters while the 
rest of the pillars showed increased sensitivity with increasing width-to-height. This 
sensitivity analysis provided maximum and minimum expected strengths for long coal 
pillars. The results of this modelling were then used to develop design procedures for 
highwall pillars. 
 Zipf [2005] constructed models of highwall pillars to investigate the effects of 
auger holes from prior mining on the pillar strength. Pillars were modelled in plane strain, 
and calibrated to the Mark-Bieniawski equation (allowing the length to tend toward 
infinity). The pillars were modelled between both roof and floor rock. Width-to-height 
ratios of one-half to nine were considered. The ubiquitous joint strain-softening 
constitutive model was used for both coal and the roof/floor rock. Softening of the 
materials was accomplished by decreasing cohesion from peak values by ten percent over 
a plastic strain range of 0.005. Displacement controlled compression was used to load the 
pillars past failure. A transition from strain-softening to strain hardening at a width-to-
height near three was observed. Some strain hardening pillars exhibited a clear drop in 
stress in the curve which was taken to be the failure point. The strain hardening pillars 
with width-height ratios of seven and nine did not show this drop and failure was taken to 
occur at an average pillar strain of 0.025. Auger holes ranging from 1.97 to 2.62 ft. in 
diameter were then introduced to the pillars at spacing of 3.28 ft. The peak strength was 
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observed to be 25 to 15 percent of solid strength, and the failure mode brittle as little 
confinement could be generated. Further, as a result of this lack of confinement, the 
strength of pillars containing auger holes was found to be independent of the pillar width. 
 
2.10 Blast Induced Ground Vibration 
 Ground vibration from blasting occurs as the result of the release of chemical 
energy from a detonating explosive in a borehole. The conversion of chemical energy to 
gaseous and thermal energy takes place very rapidly (on the order of 10-3 to 10-6 sec) 
resulting in the buildup of a detonation pressure which in turn results in an explosive 
pressure in the reacted section of the explosive column. This explosive pressure creates a 
borehole pressure on the surrounding rock which is a function of the volume of gasses 
produced, temperature, velocity-of-detonation, borehole volume, and the stiffness and 
strength properties of the rock. The ideal pressure pulse rises steeply to a peak and 
rapidly dissipates, sending a compressive shock wave through the rock mass. As the 
propagating stress waves are reflected and refracted at micro and macro level rock 
imperfections, tensile stress waves are created. This results in fracturing and 
fragmentation of the rock. A rock crush zone develops which extends to within a few feet 
of the borehole followed by a fracture zone of radial cracks that propagate outwards for 
potentially tens of feet. Beyond the fracture zone, the energy dissipates below rock 
damage levels resulting in elastic waves. [Saharan et al. 2006]  
 There are two main categories of waves: body waves and surface waves. Body 
waves can be subcategorized as compressional (p-) and shear (s-) waves [Dowding 
1985]. P-waves are characterized by motion which occurs parallel to the direction of 
propagation, while s-waves are associated with shearing motion occurring perpendicular 
to the propagation direction. Surface waves are more complex and result from the 
interaction of body waves with the earth surface [Kramer 1996]. There are a number of 
different surface waves, but the most important with respect to blast vibrations are 
Rayleigh waves [Dowding 1985]. Rayleigh waves result from the interaction of p- and 
vertical s-waves at the earth surface [Kramer 1996]. These waves are characterized by 
both vertical and horizontal displacement which decreases in magnitude with depth 
[Kramer 1996]. These different wave types will arrive at roughly the same time for 
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distances near the blast. However, the propagation speeds, which depend of the elastic 
properties of the rock, are different. At longer distances, the different wave types will 
arrive at different times [Dowding 1985]. The s-wave speed is generally around one-half 
that of the p-wave. Rayleigh waves travel at speeds slightly less than that of the s-waves 
[Dowding 1985]. The velocity of p- and s-waves in an elastic medium can be computed 
by equations 2.7a and 2.7b, respectively [Dowding 1985]. 
 
 
𝐶𝐶𝑝𝑝 = �𝐸𝐸 𝜌𝜌�  
(2.7a) 
 
𝐶𝐶𝑐𝑐 = �𝐺𝐺 𝜌𝜌�  
(2.7b) 
 
where, 
 𝐶𝐶𝑝𝑝 = p-wave velocity 
 𝐶𝐶𝑐𝑐 R = s-wave velocity 
 𝐸𝐸 = Young’s modulus 
 𝐺𝐺 = shear modulus 
 𝜌𝜌 = density of the elastic medium 
 
 In close proximity to the blast hole, the ground motion manifests itself as a single 
pulse of high magnitude. As waves propagate through the rock they become more 
sinusoidal in nature and the wavelength increases [Dowding 1985]. The duration of the 
waveform also increases with propagation distance. Real ground vibrations produce 
complex waveforms as a result of the inhomogeneity of the rock and the fact that a 
production blast usually consists of a series of blasts detonated sequentially. 
 Ground vibrations are measured by recording a displacement, velocity, or an 
acceleration time history at a specified location. Velocity has often been selected for 
correlation with damage levels in surface structures based on past research [Edwards and 
Northwood 1960, Duvall and Fogelson 1961] and is the standard criteria for most 
regulations limiting ground vibrations from surface mining based on the guidelines 
proposed by Siskind et al. [1980]. McGarr et al. [1981] also showed that peak particle 
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velocity correlates directly with peak transient stress making it the most appropriate 
parameter for damage assessment [Brady and Brown 2006]. However, which parameter 
(displacement, velocity, or acceleration) is the most appropriate to measure is dependent 
on the frequency content of the vibration [Dowding 1985]. The selected parameter is 
measured in three components (vertical, transverse, and radial) which is required to fully 
describe the motion. The peaks of each component often occur at different times and the 
dominant component is not predictable [Dowding 1985]. 
 The frequency content of mining surface blasts generally does not exceed 200 Hz. 
However, underground blasting usually is characterized by higher frequency content 
[Spathis 2010]. The frequency content of a blast vibration depends on both distance from 
the blast and the characteristics of the rock mass, and generally, high frequencies tend to 
be transmitted farther in rock than in soil. [Dowding 1985] Table 2.2 shows a general 
range of typical blast vibration parameters given by Dowding [1985]. 
 
Table 2.2: Typical Ranges of Blast Vibration Parameters* 
Parameter Typical Range 
Particle displacement 
Particle velocity 
Particle acceleration 
Pulse duration 
Wavelength 
Frequency 
Strain 
4x10-6 to 0.4 in. 
4x10-6 to 39 in/s 
0.4 to 3.9x103 in/s2 
0.5 to 3 s 
30 to 1500 m 
0.5 to 200 Hz 
3 to 5000 ms 
  * after Dowding, 1985 
  
 As previously mentioned, usually velocity is chosen as the parameter of choice 
for blast vibration ground motion measurement. However, any of the three parameters 
can be obtained from one another by simple integration or differentiation with respect to 
time. Generally, a seismograph will not begin recording until a certain trigger level is 
surpassed. The resulting measurement is then in error by the trigger level of motion. 
Integration of a displacement record will result in a linear error in velocity and a 
quadratic error in acceleration. [Kramer 1996] The correction of this error is referred to 
as baseline correction and is generally required before the time history can be used in a 
numerical simulation [Itasca 2014]. There are various methods for performing baseline 
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correction. Either a best fit parabola may be subtracted from the record or more modern 
data processing techniques can be applied [Kramer 1996]. 
 
2.11 Dynamic Behavior of Rock 
 The fundamental response of rock mass to dynamic loading from ground 
vibrations has been studied very little when compared to that of the static behavior of 
rock or to the dynamic behavior of soils. Only in the early 1980’s were the first serious, 
quantitative investigations of dynamic joint strength for engineering purposes undertaken 
[Crawford and Curran 1981a, 1982; Gould 1982]. One possible reason for this is that 
there have been relatively few instances of catastrophic failures of rock structures during 
earthquakes while numerous failures in soil have occurred. Furthermore, it is generally 
understood that the damage caused by earthquakes to underground structures is generally 
less severe than for surface facilities [Dowding and Rosen 1978, Stevens 1977, Owen and 
Schnall 1981]. Furthermore, the ability to easily simulate large dynamic problems via 
numerical models has only existed since about the year 2000. 
 It has been well established that many soils undergo significant changes in 
deformation, deterioration in strength, and increase in damping ratio during dynamic 
loading [Seed and Idriss 1970, Hardin and Drnovich 1972]. This behavior is usually 
presented as a plot of shear modulus and damping ratio vs. shear strain (on a logarithmic 
scale). Nishi et al. [1983] performed cyclic triaxial testing on intact rock – including 
sandstone, mudstone, and shale – and found little reduction in shear modulus with 
increase in shear strain. The damping ratio was observed to decrease from about five 
percent to as low as one percent over a range of axial stress from 0 to 750 psi. This is an 
opposite and much less drastic change than that observed in soils. Normalized shear 
modulus and damping curves for “average” rock are provided in the manual for SHAKE 
[Schnabel et al. 1972] ; a  program for performing equivalent-linear dynamic site 
response analysis of horizontal layers. However, what constitutes “average” rock is not 
specified. 
 It has also been established that the static mechanical behavior and strength of 
rock masses is, to a large extent, controlled by the discontinuities [Jaeger 1969, Barton 
1976]. It is not surprising then that discontinuities also play a key role in the dynamic 
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stability of rock masses.  Although it takes considerable energy to cause damage to 
tunnels driven through strong intact rock [Langfors and Kihlstrom 1963, Bauer and 
Calder 1970], weaker jointed or bedded rock masses may fail along pre-existing planes of 
weakness when subjected to dynamic loading [Barton and Hansteen 1979, Brady 1990]. 
 A common approach to studying the effects of vibration on engineered rock 
structures has been the empirical methods whereby damage thresholds are set based on 
peak particle velocity [Dowding and Rosen 1976, Bauer and Calder 1970]. This may be a 
practical and adequate approach for many projects but provides little insight into the 
actual mechanics of a problem. Further, the empirical approach relies on a large database 
of failure case histories which may not be available and does not consider the effects of 
cumulative damage. More recently, with the development of computer technology and 
numerical modelling software having dynamic simulation capability, numerical 
modelling of dynamic problems in rock mechanics is more commonly utilized. These 
numerical analyses are often performed using only static joint properties due to a lack of 
knowledge of dynamic properties and behavior. However, Scott [1982] has shown that 
incorporation of a dynamic shear strength criterion for rock joints can have significant 
effects on the modelled displacements. 
 
2.12 Dynamic Strength of Rock Joints 
 A considerable body of knowledge exists regarding the static behavior of rock 
joints [including the works of Jaeger, Patton, Byerlee, Barton, and Bandis]. Joint 
deformation begins when the combined state of stress acting on the surface is such that 
movement is induced. This slip will continue until the joint experiences either an increase 
in shear resistance or a decrease in the applied loading [Hsiung et al. 1992]. This is a 
complex process which depends both on the joint properties (which may change during 
shearing) and the state of stress, on the joint surface, at any given time. Far less 
information is available regarding the dynamic strength and response of rock joints. A 
major reason for this is the considerable time and effort required to develop testing 
equipment. Additionally, scale effects, which have been shown to be important in static 
joint behavior [Barton and Bandis 1980, Bandis et al. 1981, Barton and Bandis 1982], 
have not been significantly studied with respect to dynamic loading. 
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 Early work regarding the dynamic strength and behavior of rock joints was 
primarily concerned with understanding the mechanism of fault slip, which causes 
earthquakes, and the prediction of earthquake occurrence. These experiments, performed 
by seismologists and geophysicists [Donath et al. 1973, Dieterich 1978] indicated that the 
frictional strength of rock varies with the shearing velocity and that this behavior is 
dependent on many factors. None of these experiments were particularly practical from a 
rock engineering design perspective. 
 There are three types of dynamic shear tests which have been employed in the 
study of rock joint [Barton 1988, Barbero et al. 1996].   These are (1) cyclic (shear 
reversal) tests, (2) single high velocity unidirectional shear tests, and (3) stick-slip type 
experiments. Barton [1988] states that, “the picture that evolves from a review of 
experimental data is somewhat confusing.”  It is the view of the author that this statement 
remains true today.  One significant reason for this is the difficulty associated with 
performing realistic dynamic shear tests.  Consider a tunnel excavated in jointed rock and 
in equilibrium under static conditions.  Joints which are loaded in shear will tend to 
accrue cumulative damage during dynamic loading.  Joints which are under the influence 
of a normal force only will tend to shear back and forth without accumulating significant 
displacements.  Cyclic shear tests, which usually are performed under small amplitude 
and high frequency conditions, seem to have little relevance to in-situ dynamic strength 
of engineered rock structures.  Unidirectional high velocity dynamic shear tests are not 
totally realistic either.  Stick-slip experiments seek to consider the length of stationary 
contact time on joint shear strength.  A brief review of testing results is provided here. 
 
2.12.1 Cyclic Shear Tests 
 Crawford and Curran [1981a] developed a testing apparatus for performing cyclic 
shear tests on rock joints.  They performed tests on a variety of rock types (syenite, 
granite, sandstone and dolomite) with planer artificially prepared saw-cut joints.  It was 
determined that the shear velocity did have a significant effect on the shear resistance of 
rock discontinuities but that the magnitude of this effect had little correlation with the 
mechanical properties of the intact rock.  Additionally, the strength of the joint did not 
change until some critical shear velocity was reached.  It was shown that the softest rock 
36 
 
(dolomite) showed an increase in shear resistance while harder rocks (syenite, sandstone) 
generally showed a decrease in shear resistance with increasing shear rate.  Intermediate 
strength rocks (granite) showed little sensitivity to shear velocity.  In the dolomite, the 
effect was more pronounced, especially at lower normal stresses, while in the harder 
rocks, the effect was more pronounced under higher normal stresses. Crawford and 
Curran [1981b] performed additional tests on black syenite and found shear resistance to 
decrease with shear rate.  Again, for this harder rock type, the effect was more 
pronounced at higher normal stresses. 
 Gillette et al. [1983] performed cyclic shear tests but with limited shear 
displacements (less than 2 mm) and rapid shear cycles (1-10 Hz).  Shear strength was 
found to be relatively constant until a shear velocity of 1mm/s was reached after which 
the shear resistance increased by 10 to 15 percent over a velocity range from 1 to 100 
mm/s.  Many of the specimens became glowing red hot and experienced low grade 
temperature metamorphism at higher normal stresses after several hundred cycles. 
 Gould [1982] also developed a dynamic direct shear testing machine and 
performed cyclic shear tests on five rough sandstone joints (created using a technique 
similar to that of the Brazilian test) to investigate the effects of frequency, shear velocity, 
normal stress and the duration of cycling on more naturally created rock joints.  It was 
again observed that shear resistance was dependent on the shear velocity after some 
critical velocity was exceeded.  Mixed results were obtained.  The tests at normal stresses 
of 10 and 30 psi were generally inconclusive although one sample exhibited decreasing 
resistance with shear velocity at 30 psi. One sample showed an increase in resistance with 
shear velocity at a normal stress of 100 psi while another demonstrated a decrease. Two 
of the samples showed an increase in resistance at all normal stresses greater than ten psi. 
For all samples, shear resistance increased with shear velocity at the highest normal stress 
level (500 psi).  In this study as well, samples tested at high normal stresses were found 
to glow red hot and exhibit low grade metamorphism after several hundred cycles. 
 Curran and Leong [1983] performed additional dynamic shear experiments on 
joints and considered the effects of joint roughness, apparent area of contact, normal 
stress level, and gouge infilling. Artificial discontinuities were saw-cut through quartz 
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and granite rock specimens. Frictional resistance was found to decrease with increasing 
shear rate for most of the samples tested. 
 Additional cyclic shear tests include the work of Hutson and Dowding, Jing, 
Ghosh, Kana, Divoux, Etienne, and Jafari. However, the subject remains highly academic 
and the results are impractical as far as implementation into rock engineering design 
practices.  
 
2.12.2 Stick-Slip Tests 
 Dieterich [1978] reports experiments on roughly ground surfaces of sandstone, 
quartzite, greywacke, and granite in which accumulation of fine rock debris between the 
shear surface results in time dependent strength properties.  Static frictional strength of 
the joints was found to increase with the logarithm of time in which the shearing blocks 
remained in static contact for a range of normal stresses.  While the stick-slip mechanism 
may be important for a fault surface in the vicinity of underground workings, it is 
doubtful that this has relevance to gouge free non-displaced joints [Barton 1988].  
Dieterich [1978] observed stable sliding conditions for rough, but clean rock joints.  
Rough, clean rock joints do not appear to increase in shear strength with increased 
duration of stationary contact [Barton 1988]. 
 
2.12.3 Unidirectional Dynamic Shear Tests 
 In these types of dynamic shear tests, joints are sheared similarly to classical 
direct shear tests, but at velocities greater than that which can be considered pseudo-
static. 
 Bakhtar and Barton [1984] performed a series of large scale tests on granite, 
sandstone, tuff, hydrostone, and concrete.  Realistic fractures were created using a tensile 
fracturing technique.  Pseudo-static and dynamic loading (performed at shear velocities 
of 400-4000 mm/s) were compared.  An average of five percent increase in strength was 
found for the dynamic tests over the pseudo-static tests.  This seems to contradict the rate 
effect determined from cyclic shear tests in which strength was found to increase 
significantly at much lower velocities.  However, comparing the two types of tests, it can 
be seen that the testing scale and procedures are quite different. 
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 Barbero et al. [1996] performed dynamic direct shear tests on saw-cut granite and 
sandstone surfaces.  Constant shear stress tests were performed at rates ranging from 2.5 
to 12 Mpa/s.  It was determined that under low normal stress the dynamic shear strength 
is greater than the static shear strength and increases with higher shearing stress rates.  
Additionally, the ratio between the dynamic and static shear stress tends to decrease as 
the mobilized shear strength prior to loading increases, and furthermore the dynamic to 
static shear strength approaches unity as the mobilized shear strength increases.  Also the 
discrepancy between the dynamic and static shear strength tends to decrease with 
increasing normal stress. 
 A notable numerical back calibration of dynamic joint strength during impulse 
loading was performed by Mohammed et al. [2006] at the National Institute for 
Occupational Safety and Health (NIOSH).  The shearing resistance of the rock/seal 
interface for coal mine seals was back calculated from full scale blast tests on mine seals.  
It was found that in order to match the dynamic test results, the static properties (strength 
and stiffness) of the rock/seal interfaces had to be increased by 2.5 times the static 
properties.  The increase in joint shear and normal stiffness (at comparable normal stress 
levels) with increased applied loading rate is consistent with the information reported by 
Barton [2007] and Pyrak-Nolte and Cook [1987]. 
 
2.13 Response of Rock Mass to Dynamic Loading 
 Rock mass stability during dynamic shaking is generally controlled by the degree 
of jointing and the quality of the rock joints. The importance of joint strength is well 
documented for slope stability [Wylie and Mah 2004] and field experience has shown 
similar mechanisms to control the stability of underground openings [Stevens 1977, 
Owen and Schnall 1981]. There are also a number of classic laboratory investigations 
which have helped support the field observation and provide additional insight. 
 Brown and Hudson [1974] demonstrated the effect of cyclic fatigue in jointed 
rock. They developed three types of rock models composed of gypsum plaster: no 
jointing, block jointing, and hexagonal jointing; all with a 2:1 height-to-diameter ratio. 
The models were cyclically loaded under uniaxial compression. The intact samples 
demonstrated little sensitivity to the cyclic loading. However, the jointed models showed 
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significant degradation with increased number of loading cycles. These lab experiments 
are, of course, quite different from field conditions with real rock and rock joints; also, 
the uniaxial compression applied in these experiments differs greatly from typical triaxial 
stress states which occur in confined rock mass. 
 Barton and Hansteen [1979] developed a scale model of underground excavations 
in jointed rock to study the deformations associated with creating the excavation itself 
and those resulting from cyclic loading. The scale model simulated very large openings 
of roughly 65 to 164 ft. in width at shallow depths and incorporated 20,000 discrete 
blocks. Joint orientation and frictional strength were varied and the effects observed. 
Field scale velocities of 0.04 to 79 in/s were applied at a frequency ranging from 0.5 to 
10 Hz. The field scale duration of shaking was 1 min. The models showed varying 
sensitivity to the cyclic loading depending on the joint pattern. Models with steeply 
dipping joints showed heavy damage while those with gently dipping joints experienced 
no block falls. For models which did experience damage, block falls occurred 
progressively during the test suggesting the accumulation of permanent joint deformation 
over repeated loading. If the shaking was such that it induced a large increase in the 
shear-to-normal stress ratio on a joint set, instability was increased. 
 Brady [1990] pointed out the inadequacy of using simple velocity thresholds as 
seismic design criteria for excavations in jointed rock. The above mentioned research was 
cited. Also, static discontinuum modelling was used to demonstrate the importance of 
joint shear strength on the stability of underground excavations. As a final example, a 
scale model of a gravity dam on a jointed rock foundation [Lemos 1987] was presented. 
In this modelling, the dam was loaded twice via equal dynamic loading conditions. It was 
observed that not only was the displacement of the dam cumulative, but that the second 
loading cycle caused significantly more permanent displacement than the first. 
 Hsiung et al. [1992] performed an instrumented study in the Lucky Friday mine. 
The closure in a mine opening was monitored over a six hundred day period at two 
locations. Step changes in the load deformation curve were shown to correspond to 
mining induced seismic events. It was noted that as the openings deteriorated under 
repeated seismic loading, they became progressively more susceptible to seismic events. 
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This suggests that smaller repetitive seismic events could result in damage and that 
design based on single event particle velocity thresholds is not always acceptable. 
 Ma and Brady [1999] performed a numerical study in an attempt to simulate the 
field conditions and dynamic response observed by Hsiung et al. [1992] at the Lucky 
Friday mine.  The geometry and joint structure of the site was simulated in a two-
dimensional model. Both Mohr-Coulomb and the continuously yielding joint models 
were used.  It was found that both models could capture the cumulative deformation 
response to repetitive seismic loading and reasonably reproduce the deformation history. 
This further showed the importance of considering repeated seismic loading in rock 
engineering. 
 Hsiung and Ghosh [2006] published combined results from previous laboratory 
and field studies [Hsiung et al. 1992, 1999] aimed at understanding the dynamic stability 
of rock for safe storage of underground nuclear waste repositories. The laboratory study 
consisted of scale model experiments on circular openings similar to those of Barton and 
Hansteen. The field study consisted of extensive instrumentation of the Lucky Friday 
mine. Both the field and laboratory studies showed that significant deformation would 
not occur until some threshold of seismic loading was reached. Increased closure of 
openings was observed over time under repeated loading cycles. It was concluded that 
seismic events which do not exceed this threshold are not likely to be problematic. 
However if this threshold is surpassed, the damage will be cumulative, increasing with 
each incursion. The behavior of underground openings under dynamic loading was noted 
to be highly complex as the stability was a function of joint dip angle, state of stress 
underground, joint strength, peak loading amplitude, and load cycles. 
 
2.14 Seismic Stability of Underground Excavations 
 A number of attempts have been made to compile and analyze case histories of 
underground excavations which experienced seismic loading [Dowding and Rosen 1976, 
Stevens 1977, Owen and Schnall 1981, Sharma and Judd 1991]. These studies were able 
to identify many important qualitative observations which provide insight into the 
stability of underground excavations. They also cover a variety of excavations types 
including mine openings and both lined and unlined tunnels in soil and rock. A major 
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problem with this approach to engineering is poor geologic description from second hand 
sources and the lack of quantitative damage data [Dowding and Rosen 1978]. However, 
some important insight is still to be gained. 
 Stevens [1977] compiled a series of qualitative observations regarding the effects 
of earthquakes on underground mines. No attempt was made to quantify the data but 
some useful observations were noted. 
 Dowding & Rosen (1978) compiled 71 case histories of American and Japanese 
underground tunnels which experienced earthquake loading. These cases included 
railway, roadway, and water pipeline tunnels. A majority of the cases were in compact 
and fractured rock, while only three were in soil. The observed damage in these tunnels 
was correlated with peak amplitudes of ground motion for the sites which were estimated 
based on the attenuation laws proposed by Seed et al. [1975]. They then developed tables 
and figures that summarized the observations made from the analysis.  
 Owen and Schnall [1981] prepared a report which added 56 additional case 
histories to the work of Dowding and Rosen [1976] and also summarized the basics of 
seismic analysis and design of tunnels at that time. This was a complete report which 
covered seismic loads not only from earthquakes but from nuclear detonations and 
conventional blasting as well. 
 Sharma and Judd (1991) further added to the compilation of tunnel case histories, 
adding an additional 65 tunnels. They identified six key factors which affected the 
vulnerability of a tunnel to seismic damage: depth of cover, subsoil type, peak ground 
acceleration, earthquake magnitude, epicenter distance, and the lining type. A series of 
charts was developed which showed trends in stability based on these parameters. 
 Dowding and Rosen [1976] and Stevens [1977] identified three damage 
mechanisms in tunnels due to seismic loading: (1) fault slip, (2) rock mass failure, and (3) 
shaking. Fault slip occurs when a tunnel is sheared along an active fault. Rock mass 
failure occurs when a tunnel is constructed parallel with a slope which fails under seismic 
loading. Shaking is characterized by the displacement of blocks along joints and localized 
crack and spall development in the rock surface. Shaking was found to be responsible for 
a majority of the damage since many tunnels, based on location, are not susceptible to the 
first two mechanisms. 
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 The mechanical response of a tunnel may be understood by considering three 
principal deformation types [Owen and Schnall 1981]: axial, curvature, and hoop 
deformations. Axial deformations are characterized by alternating regions of compressive 
and tensile stress which propagate along the axis of the tunnel. The direction of motion is 
the same as the direction of propagation and is associated with p-waves. Curvature 
deformations result from waves which propagate along the tunnel axis with motion 
perpendicular to the propagation direction (s-waves). Hoop stresses are caused by waves 
which propagate nearly perpendicular to the tunnel axis. This causes asymmetrical 
deformation of the tunnel cross section. Waves which intersect the tunnel in this manner 
can also induce a response knows as ringing. Ringing occurs when wave energy becomes 
trapped around the tunnel surface, but is only possible when the ground motion 
wavelength is less than the radius of the tunnel [Owen and Schnall 1981]. This is not 
likely to occur in coal mining since the typical range of wavelength, associated with 
conventional blasting [Dowding 1985], is much greater than the width of typical 
production openings. 
 Also, depending on the characteristics of the velocity waveform, a pseudo-static 
analysis may be appropriate. Labreche [1983] demonstrated that weather dynamic or 
pseudo-static loading need be considered depends on the ratio of wavelength-to-diameter 
of the opening. If this ratio is low, a dynamic analysis should be considered. However, if 
this ratio is high than the loading may be considered static since the loading is relatively 
prolonged [Brady and Brown 2006]. The bending strains produced by curvature 
deformations for an unlined tunnel or a tunnel where the liner is flexible can be estimated 
based on elastic beam theory [Dowding 1985]. 
 There are two major mechanisms by which rock can be damaged during a seismic 
event: (1) cracking and spalling of the intact rock, and (2) loosening of rock blocks. The 
dominant mechanism and severity of the damage are a function of the magnitude of the 
ground vibration experienced at the site [Tunstall 1997]. By far the most common means 
of characterizing seismic waves and their potential damage to underground structures is 
using a single parameter such as peak particle velocity or peak particle acceleration. 
Using a single parameter to characterize and assess rock mass damage due to ground 
vibrations is easy and practical. Although peak wave amplitude may explain a significant 
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amount of the variation in damage, other properties such as rock mass quality and 
duration of loading are also important [Tunstall 1997], but are much less frequently 
considered. 
Dowding and Rosen [1978] constructed plots which group case histories 
according to three levels of damage based on peak ground motion parameters at the 
surface: (1) no damage, (2) minor damage, and (3) damage. Minor damage is 
characterized by minor rock falls and some new cracking. Damage is characterized by 
heavy cracking and major falls of ground. Damage did not occur in any of the tunnels 
below a peak velocity of 8 in/s and a peak ground acceleration of 0.19g. Significant 
tunnel damage generally did not occur until well over 30 in/s and 0.5g. 
 Sharma and Judd [1991] looked at many case histories of seismically loaded 
tunnels. Based on their analysis, the degree of seismic damage generally decreases with 
distance from the earthquake epicenter, tunnel depth, and strength of surrounding media. 
Damage was more likely to occur in sedimentary rock tunnels than in tunnels driven 
through metamorphic or igneous rock. The degree of seismic damage also increases with 
magnitude of the earthquake and peak ground acceleration. Significantly more damage to 
tunnels occurred at a peak ground acceleration in excess of 0.15g. This is similar to the 
0.19g threshold proposed by Dowding and Rosen [1978]. The effect of tunnel support 
method was not clear. 48 percent of the total tunnel damage analyzed occurred in unlined 
tunnels. However, an overwhelming majority of the case histories were unlined tunnels in 
rock, of which 38 percent sustained some damage. 
 For conventional blasting, Langefors and Kihlstrom [1963] reported that for 
unlined rock tunnels, peak velocities of 12 in/s can cause rock falls and new crack 
formation begins at near 24 in/s. According to Owen and Schnall [1981], Bauer and 
Calder [1970] suggest that no fracturing of rock will occur at velocities less than 10 in/s. 
Up to 25 in/s minor tensile slabbing may occur. Beyond this limit, significant tensile 
cracking and some radial cracking can be expected and near 100 in/s complete breakup of 
competent rock mass is possible. Both sets of values seem to be within agreement with 
the guidelines determined by Dowding and Rosen [1978]. 
 St. John and Zharah [1987] indicate that these limits are much lower than those 
observed in underground explosion tests, performed by the U.S. Army Corp of Engineers 
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[Hendron 1977], to set peak ground motion thresholds for underground facilities. In these 
tests, high explosives were detonated near experimental unlined tunnels driven in 
sandstone [Dowding 1985]. Intermittent spalling was observed at velocities of 36 in/s 
while damage to most of the tunnel surface was observed at 72 in/s. Major ground failure 
resulting in closure did not occur until ground velocities of near 150 in/s were induced. A 
significant reason for the high threshold levels determined in these tests is that the 
duration of underground explosions is much less than that of an earthquake [St. John and 
Zharah 1987]. 
 Kendorksi et al. [1983] conducted experiments at the Climax mine in Colorado 
for the purpose of determining the ability of sprayed concrete liners to resist cracking 
under blast loading. A six by eight foot tunnel was developed in heavily jointed biotite-
schist and lined with 2 to 11 in. of shotcrete. Based on attenuation relationships, hairline 
cracks were associated with velocities near 36 in/s while crack displacement occurred 
near 48 in/s. [Dowding 1985]. 
 Excavations in competent rock can sustain considerable levels of ground 
vibrations. Seismic design based on peak ground motion parameters is simplistic, and as 
demonstrated by Brown and Hudson [1974], Barton and Hansteen [1979], and Tunstall 
[1997], when applied to excavations in fractured rock, likely involves a large margin of 
error. Even in relatively competent ground, rock strength can vary greatly with lithology. 
Design in rock based on these threshold limits is likely highly conservative – particularly 
for structures in competent rock. More accurate and detailed seismic design of 
underground excavations in rock must be performed on a site by site basis, as the 
variables which contribute to the stability or failure of any tunnel are too complex to be 
accounted for by generalized empirical means. This can be accomplished through 
numerical simulation. Advanced analysis is generally only required for structures 
designed in fractured and blocky rock. A complete simulation would require joint models 
which adequately described the behavior of discontinuities under cyclic/dynamic loading 
as well as a means of quantifying pertinent input parameters from field and lab tests. At 
this time, the information required to perform such modelling is not available [Brady and 
Brown 2006]. 
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2.15 Effects of Surface Mine Blasting on Underground Coal Mines 
 A number of studies have been performed to quantify the effects of surface 
blasting specifically on the stability of underground coal mines. Generally, it has been 
observed that ground vibrations from surface blasting do not cause significant damage to 
underground coal mines [Rupert and Clark 1977, Jenson et al. 1979, Fourie and Green 
1993]. This is not particularly surprising based on the observations of Stevens [1977], 
Dowding and Rosen [1978], and others discussed previously. However, when damage 
does occur, the threshold peak particle velocity limits appear to be somewhat lower than 
those values found by previously mentioned research. This is likely due to the relatively 
lower safety factors employed in mining vs. civil construction works. 
 When damage from blasting has occurred in underground coal mines, it has 
mainly been observed in the mine roof. Underground measurements have repeatedly 
shown that the peak ground motions in coal mines generally occur in the roof [Jenson et 
al. 1979, Singh 2002]. This is logical as the roof span is the largest unconstrained surface 
in the mine. The lowest vibration magnitude usually occurs in the pillars. Further, the 
peak ground motions in the mine are generally less than at the surface directly above the 
mine [Jenson et al. 1979, Hayatdavoudi 1979] and can be well predicted using either 
cubed or square root scaling laws [Rupert and Clark 1977]. Frequency content of blast 
vibrations has also been observed to be much greater underground that at the surface 
[Hayatdavoudi 1979]. 
 Rupert and Clark [1977] performed an experimental study at a coal mine in West 
Virginia. They reported that blast vibrations in excess of 2 in/s could result in localized 
thin spalling and possible collapse of portions of previously fractured coal ribs. 
 Hayatdavoudi [1979] recorded peak particle velocities in an underground coal 
mine in Alabama. Before and after visual inspections were made and no significant 
damage was observed. However, the maximum recorded peak particle velocities were in 
the range of only 2 in/s. 
 Fourie and Green [1993] found that in underground South African coal mines, a 
particle velocity threshold of 4.3 in/s was sufficient to ensure that damage to underground 
workings was negligible. Experimental blasts detonated 100 to 130 ft. above an 
instrumented section of the mine resulted in peak particle velocities in the roof 11.4 in/s 
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and major damage was observed in the form of spalling of many tons of coal from the 
pillars. 
 The previously mentioned study by Jenson et al. [1979] involved instrumentation 
of an underground mine in West Virginia. A vast majority of the recorded peak roof 
particle velocities were below 2 in/s. However, particle velocities as high as 17.5 in/s 
were measured. It was noted that no increase in frequency or magnitude of roof falls was 
observed during the study. Further, no significant convergence of the roof or floor was 
noted and borescope observation showed no signs of damage to the roof strata. 
 Singh [2002] carried out a significant study on the effects of blast vibrations on 
underground coal workings – incorporating 622 vibration measurements – at several 
mines in India. In three of the seven mines studied, no damage was observed. In the 
remaining four mines, minor damage in the form of loosed chips from the roof and pillars 
was observed at 4.4 in/s peak particle velocity and major damage consisting of new crack 
development and rock block falls occurred at velocities above 7.1 in/s. A blast associated 
with a peak particle velocity of 14.6 in/s caused a block of coal to dislodge from the roof 
in excess of 13 ft3. The measured peak particle velocity was also noted to decrease 
significantly with depth. Due to the scope of this study, damage was able to be compared 
with varying rock quality. Threshold limits for damage were set based on rock mass 
rating (RMR). These are shown in Table 2.3. 
 
Table 2.3: Threshold Value of Vibration for Safety in Underground Coal Workings* 
RMR of roof Rock Peak Particle Velocity Threshold (in/s) 
20 to 30 2.0 
30 to 40 2.0 to 2.8 
40 to 50 2.8 to 4.0 
50 to 60 4.0 to 4.7 
60 to 80 4.7 
  *after Singh, 2002 
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CHAPTER 3.0 THEORETICAL BACKGROUND 
 
3.1 Stress  
 The stress acting at an arbitrary point on a plane which passes through a solid 
usually does not act normal to that plane but at an angle, having both normal and shear 
components. Normal stress at a point can be considered the limit of normal force divided 
by the area of the plane in which it acts as this area tends towards zero. Likewise, the 
shear stress at a point may be described as the shear force divided by the area of a plane 
on which it acts as this area tends towards zero. Consider an infinitesimal element with 
one corner located at the center axis of a Cartesian coordinate system. The stress acting 
on this element will be comprised of a total of nine components of stress acting on its 
faces. Normal and shear stresses are denoted by sigma (σ) and tau (τ), respectively. The 
first and second subscripts denote the direction normal to the face on which the stress 
component acts and the direction in which it acts, respectively. 
 
Figure 3.1: Stress notation for infinitesimal element of dimensions dx by dy by dz 
 
Enforcing moment equilibrium requires that, 
 
 𝜏𝜏𝑥𝑥𝑥𝑥 = 𝜏𝜏𝑥𝑥𝑥𝑥, 𝜏𝜏𝑥𝑥𝑥𝑥 = 𝜏𝜏𝑥𝑥𝑥𝑥, 𝜏𝜏𝑥𝑥𝑥𝑥 = 𝜏𝜏𝑥𝑥𝑥𝑥 (3.1) 
48 
 
This means that only six independent stress components are necessary to completely 
define the state of stress acting on the element.  The stress tensor (eq. 3.2) is commonly 
used to represent the state of stress acting at a point. 
 
 
[𝝈𝝈] = �
𝜎𝜎𝑥𝑥𝑥𝑥 𝜏𝜏𝑥𝑥𝑥𝑥 𝜏𝜏𝑥𝑥𝑥𝑥
𝜏𝜏𝑥𝑥𝑥𝑥 𝜎𝜎𝑥𝑥𝑥𝑥 𝜏𝜏𝑥𝑥𝑥𝑥
𝜏𝜏𝑥𝑥𝑥𝑥 𝜏𝜏𝑥𝑥𝑥𝑥 𝜎𝜎𝑥𝑥𝑥𝑥
� (3.2) 
 
3.2 Strain 
 Components of strain may be visualized by considering two-dimensional strain in 
the x-y plane as depicted in Figure 3.2. Point P, located at (xo,yo), is located at one corner 
of the infinitesimal element PQRS which takes the shape of a square in its undeformed 
state. After deformation, the element is now displaced, distorted, and rotated to form the 
shape P’Q’R’S’. Displacements are indicated by the variable, 𝑢𝑢. 
 
 
Figure 3.2: Square element subjected to plane strain deformation 
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Considering only small strains, the angles may be idealized as equal to their tangents so 
that, 
 
𝛼𝛼1 =
𝑑𝑑𝑢𝑢𝑥𝑥
𝑑𝑑𝑑𝑑
, 𝛼𝛼2 =
𝑑𝑑𝑢𝑢𝑥𝑥
𝑑𝑑𝑑𝑑
 (3.3) 
and the shear strain, defined as the total angular change of angle QPS is given by, 
 
 
𝛾𝛾𝑥𝑥𝑥𝑥 = 𝛼𝛼1 + 𝛼𝛼2 =
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
 (3.5) 
 
An analogous logic can be used to develop similar equations for the x-z and y-z planes. 
The three dimensional strain-displacement equations are defined by eq. 3.6 as, 
 
 
𝜀𝜀𝑥𝑥𝑥𝑥 =
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
, 𝜀𝜀𝑥𝑥𝑥𝑥 =
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
, 𝜀𝜀𝑥𝑥𝑥𝑥 =
𝜕𝜕𝑢𝑢𝑧𝑧
𝜕𝜕𝑧𝑧
 
 
𝛾𝛾𝑥𝑥𝑥𝑥 =
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
, 𝛾𝛾𝑥𝑥𝑥𝑥 =
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑧𝑧
+
𝜕𝜕𝑢𝑢𝑧𝑧
𝜕𝜕𝑑𝑑
, 𝛾𝛾𝑥𝑥𝑥𝑥 =
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝑢𝑢𝑧𝑧
𝜕𝜕𝑧𝑧
 
(3.6) 
 
The representation of the strain transformation equations can be simplified by defining 
the following quantities, 
 
 
𝜀𝜀𝑥𝑥𝑥𝑥 =
1
2
𝛾𝛾𝑥𝑥𝑥𝑥,    𝜀𝜀𝑥𝑥𝑥𝑥 =
1
2
𝛾𝛾𝑥𝑥𝑥𝑥 ,    𝜀𝜀𝑥𝑥𝑥𝑥 =
1
2
𝛾𝛾𝑥𝑥𝑥𝑥  (3.5) 
 
As with stress, the state of strain at any point may be completely described by nine 
components and may also be represented as a tensor of nine components, six being 
independent. 
 
[𝝈𝝈] =
⎣
⎢
⎢
⎢
⎢
⎡ 𝜀𝜀𝑥𝑥𝑥𝑥
1
2
𝛾𝛾𝑥𝑥𝑥𝑥
1
2
𝛾𝛾𝑥𝑥𝑥𝑥
1
2
𝛾𝛾𝑥𝑥𝑥𝑥 𝜀𝜀𝑥𝑥𝑥𝑥
1
2
𝛾𝛾𝑥𝑥𝑥𝑥
1
2
𝛾𝛾𝑥𝑥𝑥𝑥
1
2
𝛾𝛾𝑥𝑥𝑥𝑥 𝜀𝜀𝑥𝑥𝑥𝑥 ⎦
⎥
⎥
⎥
⎥
⎤
= �
𝜀𝜀𝑥𝑥𝑥𝑥 𝜀𝜀𝑥𝑥𝑥𝑥 𝜀𝜀𝑥𝑥𝑥𝑥
𝜀𝜀𝑥𝑥𝑥𝑥 𝜀𝜀𝑥𝑥𝑥𝑥 𝜀𝜀𝑥𝑥𝑥𝑥
𝜀𝜀𝑥𝑥𝑥𝑥 𝜀𝜀𝑥𝑥𝑥𝑥 𝜀𝜀𝑥𝑥𝑥𝑥
� (3.12) 
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Although small strain theory is applicable when the body undergoes only very small 
displacements, it is not appropriate for problems in which large displacements and 
rotations occur. Discrete element software packages such as UDEC use finite strain 
theory, by necessity since the possibility of large deformations always exists. When 
displacements are finite, the strain components are given in terms of the square of the 
element. Therefore, considering the figure above, 
 
 
𝜀𝜀𝑥𝑥 =
(𝑃𝑃′𝑄𝑄′)2 − (𝑃𝑃𝑄𝑄)2
2(𝑃𝑃𝑄𝑄)2
 (3.7) 
 
in which, 
 
 
(𝑃𝑃′𝑄𝑄′) = �𝑑𝑑𝑑𝑑 +
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
𝑑𝑑𝑑𝑑�
2
+ �
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
𝑑𝑑𝑑𝑑�
2
= �1 + 2
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
+ �
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
�
2
+ �
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
�
2
� (3.8) 
 
and 𝑃𝑃𝑄𝑄 = 𝑑𝑑𝑑𝑑. 
 
Combining equations 3.7 and 3.8 leads to a two-dimensional finite normal strain 
relationship, 
 
𝜀𝜀𝑥𝑥𝑥𝑥 =
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
+
1
2
��
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
�
2
+ �
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
�
2
� (3.9) 
 
and following an analogous logic, 
 
 
𝜀𝜀𝑥𝑥𝑥𝑥 =
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
+
1
2
��
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
�
2
+ �
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
�
2
� (3.10) 
 
Additionally, it can be verified that, 
 
 
𝛾𝛾𝑥𝑥𝑥𝑥 =
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
𝜕𝜕𝑢𝑢𝑑𝑑
𝜕𝜕𝑑𝑑
 (3.11) 
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3.3 Equations of Equilibrium 
 In the general case, stress components vary from point to point within a body and 
are governed by static equilibrium conditions. Enforcing these conditions on an 
infinitesimal stress element (see Fig. 3.1) results in the differential equations of 
equilibrium (eq. 3.13). 
 
 𝜕𝜕𝜎𝜎𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑧𝑧
+ 𝐹𝐹𝑥𝑥 = 0 
𝜕𝜕𝜎𝜎𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑧𝑧
+ 𝐹𝐹𝑥𝑥 = 0 
𝜕𝜕𝜎𝜎𝑥𝑥𝑥𝑥
𝜕𝜕𝑧𝑧
+
𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+ 𝐹𝐹𝑥𝑥 = 0 
(3.13) 
 
where 𝐹𝐹𝑖𝑖 denotes the body forces in the 𝑑𝑑�, 𝑑𝑑� and ?̂?𝑧 directions. These equations are valid 
regardless of the stress-strain relationship for the material. 
 
3.4 Equations of Motion 
 Considering the stress element in Figure 3.1 again, neglecting body forces and 
applying Newton’s second law of motion, the equations of motion can be written as: 
 
 𝜕𝜕𝜎𝜎𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑧𝑧
= 𝜌𝜌
𝜕𝜕2𝑢𝑢𝑥𝑥
𝜕𝜕𝑡𝑡2
 
𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝜎𝜎𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑧𝑧
= 𝜌𝜌
𝜕𝜕2𝑢𝑢𝑥𝑥
𝜕𝜕𝑡𝑡2
 
𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝜎𝜎𝑥𝑥𝑥𝑥
𝜕𝜕𝑧𝑧
= 𝜌𝜌
𝜕𝜕2𝑢𝑢𝑥𝑥
𝜕𝜕𝑡𝑡2
 
(3.14) 
 
These equations will hold true regardless of the stress-strain relationship. 
 
 
 
52 
 
3.5 Compatibility Requirements 
 Mathematically, compatibility ensures that the displacements u, v and w match the 
geometrical boundary conditions and are single-valued continuous functions of position. 
Physically, this means that the body must be continuous and that no gaps may be created 
in the body. Note that the strain-displacement relations relate six components of strain to 
only three components of displacement. Therefore the strains cannot be arbitrarily 
specified as functions of x, y and z. The condition of compatibility describes the 
interdependence of the strains and is derived from second order partial differentiation of 
the strain components. The equations of compatibility are provided below (eq. 3.15). 
 
 𝜕𝜕2𝜀𝜀𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑2
+
𝜕𝜕2𝜀𝜀𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑2
=
𝜕𝜕2𝛾𝛾𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑𝜕𝜕𝑑𝑑
, 2
𝜕𝜕2𝜀𝜀𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑𝜕𝜕𝑧𝑧
=
𝜕𝜕
𝜕𝜕𝑑𝑑
�−
𝜕𝜕𝛾𝛾𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝛾𝛾𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝛾𝛾𝑥𝑥𝑥𝑥
𝜕𝜕𝑧𝑧
� 
𝜕𝜕2𝜀𝜀𝑥𝑥𝑥𝑥
𝜕𝜕𝑧𝑧2
+
𝜕𝜕2𝜀𝜀𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑2
=
𝜕𝜕2𝛾𝛾𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑𝜕𝜕𝑧𝑧
, 2
𝜕𝜕2𝜀𝜀𝑥𝑥𝑥𝑥
𝜕𝜕𝑧𝑧𝜕𝜕𝑑𝑑
=
𝜕𝜕
𝜕𝜕𝑑𝑑
�
𝜕𝜕𝛾𝛾𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
−
𝜕𝜕𝛾𝛾𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝛾𝛾𝑥𝑥𝑥𝑥
𝜕𝜕𝑧𝑧
� 
𝜕𝜕2𝜀𝜀𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑2
+
𝜕𝜕2𝜀𝜀𝑥𝑥𝑥𝑥
𝜕𝜕𝑧𝑧2
=
𝜕𝜕2𝛾𝛾𝑥𝑥𝑥𝑥
𝜕𝜕𝑧𝑧𝜕𝜕𝑑𝑑
, 2
𝜕𝜕2𝜀𝜀𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑𝜕𝜕𝑑𝑑
=
𝜕𝜕
𝜕𝜕𝑧𝑧
�
𝜕𝜕𝛾𝛾𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
+
𝜕𝜕𝛾𝛾𝑥𝑥𝑥𝑥
𝜕𝜕𝑑𝑑
−
𝜕𝜕𝛾𝛾𝑥𝑥𝑥𝑥
𝜕𝜕𝑧𝑧
� 
(3.15) 
 
3.6 Hooke’s Law 
 For a three dimensional state of stress, each of the six stress components is 
expressed as a linear function of the six components of strain. This linear relationship is 
called Hooke’s law and can be expressed as: 
 
 
⎩
⎪
⎨
⎪
⎧
𝜎𝜎𝑥𝑥𝑥𝑥
𝜎𝜎𝑥𝑥𝑥𝑥
𝜎𝜎𝑥𝑥𝑥𝑥
𝜏𝜏𝑥𝑥𝑥𝑥
𝜏𝜏𝑥𝑥𝑥𝑥
𝜏𝜏𝑥𝑥𝑥𝑥⎭
⎪
⎬
⎪
⎫
=
⎣
⎢
⎢
⎢
⎢
⎡
𝑐𝑐11 𝑐𝑐12
𝑐𝑐21 𝑐𝑐22
𝑐𝑐13 𝑐𝑐14
𝑐𝑐23 𝑐𝑐24
𝑐𝑐15 𝑐𝑐16
𝑐𝑐25 𝑐𝑐26
𝑐𝑐31 𝑐𝑐32
𝑐𝑐41 𝑐𝑐42
𝑐𝑐33 𝑐𝑐34
𝑐𝑐43 𝑐𝑐44
𝑐𝑐35 𝑐𝑐36
𝑐𝑐45 𝑐𝑐46
𝑐𝑐51 𝑐𝑐52
𝑐𝑐61 𝑐𝑐62
𝑐𝑐53 𝑐𝑐54
𝑐𝑐63 𝑐𝑐64
𝑐𝑐55 𝑐𝑐56
𝑐𝑐65 𝑐𝑐66⎦
⎥
⎥
⎥
⎥
⎤
⎩
⎪
⎨
⎪
⎧
𝜀𝜀𝑥𝑥𝑥𝑥
𝜀𝜀𝑥𝑥𝑥𝑥
𝜀𝜀𝑥𝑥𝑥𝑥
𝛾𝛾𝑥𝑥𝑥𝑥
𝛾𝛾𝑥𝑥𝑥𝑥
𝛾𝛾𝑥𝑥𝑥𝑥⎭
⎪
⎬
⎪
⎫
 (3.16) 
 
The coefficients 𝑐𝑐𝑖𝑖𝑖𝑖 are material dependent elastic constants. For a homogenous 
material, all 36 constants will have the same value at every point within the body. In the 
case that the elastic constant matrix displays no symmetry, the material is fully 
anisotropic. Using strain energy concepts it can be shown that for such an anisotropic 
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material, 𝑐𝑐𝑖𝑖𝑖𝑖 = 𝑐𝑐𝑖𝑖𝑖𝑖; therefore, a maximum of 21 independent material constants may exist. 
For the orthotropic case, there exists a total of nine independent material constants, while 
for the isotropic case, the number of independent elastic constants reduces to two. 
 For a homogenous isotropic infinitesimal element, the stresses may be related to 
the strains via the generalized Hooke’s law (eq. 3.17). 
 
 𝛾𝛾𝑥𝑥𝑥𝑥 =
𝜏𝜏𝑥𝑥𝑥𝑥
𝐺𝐺
, 𝛾𝛾𝑥𝑥𝑥𝑥 =
𝜏𝜏𝑥𝑥𝑥𝑥
𝐺𝐺
, 𝛾𝛾𝑥𝑥𝑥𝑥 =
𝜏𝜏𝑥𝑥𝑥𝑥
𝐺𝐺
 
 
𝜎𝜎𝑥𝑥𝑥𝑥 =
1
𝐸𝐸
�𝜎𝜎𝑥𝑥𝑥𝑥 − 𝑣𝑣�𝜎𝜎𝑥𝑥𝑥𝑥 + 𝜎𝜎𝑥𝑥𝑥𝑥�� 
𝜎𝜎𝑥𝑥𝑥𝑥 =
1
𝐸𝐸
�𝜎𝜎𝑥𝑥𝑥𝑥 − 𝑣𝑣(𝜎𝜎𝑥𝑥𝑥𝑥 + 𝜎𝜎𝑥𝑥𝑥𝑥)� 
𝜎𝜎𝑥𝑥𝑥𝑥 =
1
𝐸𝐸
�𝜎𝜎𝑥𝑥𝑥𝑥 − 𝑣𝑣�𝜎𝜎𝑥𝑥𝑥𝑥 + 𝜎𝜎𝑥𝑥𝑥𝑥�� 
 
(3.17) 
It can be demonstrated that the elastic constants E, v, and G are related. This further 
reduces that number of independent elastic constants to two. The elastic constants may be 
related by (eq. 3.18), 
 
𝐺𝐺 =
𝐸𝐸
2(1 + 𝑣𝑣)
 (3.18) 
 
Combining equation 3.17 with 3.18 the following stress-strain relationships are obtained: 
 
 𝜎𝜎𝑥𝑥𝑥𝑥 = 2𝐺𝐺𝜀𝜀𝑥𝑥𝑥𝑥 + 𝜆𝜆∆, 𝜏𝜏𝑥𝑥𝑥𝑥 = 𝐺𝐺𝛾𝛾𝑥𝑥𝑥𝑥 
𝜎𝜎𝑥𝑥𝑥𝑥 = 2𝐺𝐺𝜀𝜀𝑥𝑥𝑥𝑥 + 𝜆𝜆∆, 𝜏𝜏𝑥𝑥𝑥𝑥 = 𝐺𝐺𝛾𝛾𝑥𝑥𝑥𝑥 
𝜎𝜎𝑥𝑥𝑥𝑥 = 2𝐺𝐺𝜀𝜀𝑥𝑥𝑥𝑥 + 𝜆𝜆∆, 𝜏𝜏𝑥𝑥𝑥𝑥 = 𝐺𝐺𝛾𝛾𝑥𝑥𝑥𝑥 
(3.19) 
 
where, 
 
∆=  𝜀𝜀𝑥𝑥𝑥𝑥 + 𝜀𝜀𝑥𝑥𝑥𝑥 + 𝜀𝜀𝑥𝑥𝑥𝑥 =
1 − 2𝑣𝑣
𝐸𝐸
(𝜎𝜎𝑥𝑥𝑥𝑥 + 𝜎𝜎𝑥𝑥𝑥𝑥 + 𝜎𝜎𝑥𝑥𝑥𝑥) (3.20) 
and, 
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𝜆𝜆 =
𝑣𝑣𝐸𝐸
(1 + 𝑣𝑣)(1 − 2𝑣𝑣)
 (3.21) 
 
The scalar lambda (𝜆𝜆) in equations 3.19 and 3.21 is referred to as the Lamé constant. 
Another important constant is the bulk modulus (𝐾𝐾). The bulk modulus is derived 
by considering a stress element under hydrostatic stress conditions. Under these 
conditions, 𝜎𝜎𝑥𝑥𝑥𝑥 = 𝜎𝜎𝑥𝑥𝑥𝑥 = 𝜎𝜎𝑥𝑥𝑥𝑥 = −𝑝𝑝, and 𝜏𝜏𝑥𝑥𝑥𝑥 = 𝜏𝜏𝑥𝑥𝑥𝑥 = 𝜏𝜏𝑥𝑥𝑥𝑥 = 0. Applying these 
conditions, Eq. 3.1 reduces to: ∆= −3(1 − 2𝑣𝑣)𝑝𝑝/𝐸𝐸, and may be written in the form, 
 
 
𝐾𝐾 = −
𝑝𝑝
∆
=
𝐸𝐸
3(1 − 2𝑣𝑣)
 (3.22) 
 
3.7 The Wave Equation 
 In order to solve the equations of motion for an elastic solid, the elastic strain 
relations must be used. For an isotropic material these relationships are described by eq. 
3.19. Substituting these equations for the stress components in eq. 3.14 and applying the 
definitions of strain (eq. 3.6) yields, 
 
 
𝜌𝜌
𝜕𝜕2𝑢𝑢𝑥𝑥
𝜕𝜕𝑡𝑡2
= (𝐺𝐺 + 𝜆𝜆)
𝜕𝜕∆
𝜕𝜕𝑑𝑑
+ 𝐺𝐺∇2𝑢𝑢𝑥𝑥 (3.23a) 
 
Where, 
 
∇2= �
𝜕𝜕2
𝜕𝜕𝑑𝑑2
+
𝜕𝜕2
𝜕𝜕𝑑𝑑2
+
𝜕𝜕2
𝜕𝜕𝑧𝑧2
�  
 
Analogously, we obtain 
 
 
𝜌𝜌
𝜕𝜕2𝑢𝑢𝑥𝑥
𝜕𝜕𝑡𝑡2
= (𝐺𝐺 + 𝜆𝜆)
𝜕𝜕∆
𝜕𝜕𝑑𝑑
+ 𝐺𝐺∇2𝑢𝑢𝑥𝑥 (3.23b) 
 
 
𝜌𝜌
𝜕𝜕2𝑢𝑢𝑥𝑥
𝜕𝜕𝑡𝑡2
= (𝐺𝐺 + 𝜆𝜆)
𝜕𝜕∆
𝜕𝜕𝑑𝑑
+ 𝐺𝐺∇2𝑢𝑢𝑥𝑥  (3.23c) 
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These equations (eqs. 3.23) are the equations of motion for an isotropic elastic solid. 
Differentiation of both sides of eqs. 3.23a, b and c with respect to 𝑑𝑑�, 𝑑𝑑� and ?̂?𝑧 respectively 
gives, 
 
𝜌𝜌
𝜕𝜕2∆
𝜕𝜕𝑡𝑡2
= (2𝐺𝐺 + 𝜆𝜆)∇2∆ (3.24) 
 
This is the wave equation. It is seen that dilation is propagated through the solid with 
velocity, [(2𝐺𝐺 + 𝜆𝜆)/𝜌𝜌]1/2. If instead, ∆ is eliminated between 3.23b and 3.23c by 
differentiating both sides of 3.23b w.r.t 𝑧𝑧 and 3.23c w.r.t 𝑑𝑑 and subtracting the two terms, 
it is found that: 
 
 
𝜌𝜌
𝜕𝜕2
𝜕𝜕𝑡𝑡2
�
𝜕𝜕𝑢𝑢𝑥𝑥
𝜕𝜕𝑑𝑑
−
𝜕𝜕𝑢𝑢𝑥𝑥
𝜕𝜕𝑧𝑧
� = 𝐺𝐺∇2 �
𝜕𝜕𝑢𝑢𝑥𝑥
𝜕𝜕𝑑𝑑
−
𝜕𝜕𝑢𝑢𝑥𝑥
𝜕𝜕𝑧𝑧
� (3.25a) 
 
or, 
 
𝜌𝜌
𝜕𝜕2𝜔𝜔�𝑥𝑥
𝜕𝜕𝑡𝑡2
= 𝐺𝐺∇2𝜔𝜔�𝑥𝑥 (3.25b) 
 
where, 𝜔𝜔�𝑥𝑥 is the rotation about the 𝑑𝑑-axis as defined in eq. 3.6. The velocity of the wave 
propagation is, [𝐺𝐺/𝜌𝜌]1/2. 
 
3.8 Static Boundary Conditions 
 In order to solve a boundary-value problem in solid mechanics, the conditions 
along boundary surfaces of the body must be specified. There are three types of boundary 
conditions which may be used: (1) displacement (Direchlet) boundary conditions may be 
prescribed along external boundaries of the body, (2) traction (Neumann) boundary 
conditions may be prescribed along external boundaries of the body, or (3) mixed 
boundary conditions may be applied along external boundaries of the body using a 
combination of both displacement and force boundary conditions. 
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 Boundary conditions should be chosen carefully to accurately represent the 
problem which is to be solved. It is required that all external loads satisfy equilibrium and 
that displacements are continuous. 
 For displacement boundary conditions, if a point on the boundary surface is 
required to undergo a prescribed displacement with components in the 𝑑𝑑�, 𝑑𝑑� and ?̂?𝑧 
direction given as 𝑢𝑢𝑥𝑥𝑠𝑠 , 𝑢𝑢𝑥𝑥𝑠𝑠  and 𝑢𝑢𝑥𝑥𝑠𝑠, respectively, the displacement solution must satisfy at 
that point, the conditions: 
 
 𝑢𝑢𝑥𝑥 = 𝑢𝑢𝑥𝑥𝑠𝑠 , 𝑢𝑢𝑥𝑥 = 𝑢𝑢𝑥𝑥𝑠𝑠 , 𝑢𝑢𝑥𝑥 = 𝑢𝑢𝑥𝑥𝑠𝑠 (3.29) 
  
 For problems in which force boundary conditions are specified, the stresses 
determined via solution must result in surface tractions that are in equilibrium with the 
external boundary loads on the body. This means that if at a point on a boundary of the 
body, the surface tractions are given in the 𝑑𝑑�, 𝑑𝑑� and ?̂?𝑧 directions by, 𝑝𝑝𝑥𝑥, 𝑝𝑝𝑥𝑥 and 𝑝𝑝𝑥𝑥, the 
equations of equilibrium representing the boundary conditions are: 
 
 𝑝𝑝𝑥𝑥 = 𝜎𝜎𝑥𝑥𝑙𝑙 + 𝜏𝜏𝑥𝑥𝑥𝑥𝑚𝑚 + 𝜏𝜏𝑥𝑥𝑥𝑥𝑛𝑛 
𝑝𝑝𝑥𝑥 = 𝜏𝜏𝑥𝑥𝑥𝑥𝑙𝑙 + 𝜎𝜎𝑥𝑥𝑚𝑚 + 𝜏𝜏𝑥𝑥𝑥𝑥𝑛𝑛 
𝑝𝑝𝑥𝑥 = 𝜏𝜏𝑥𝑥𝑥𝑥𝑙𝑙 + 𝜏𝜏𝑥𝑥𝑥𝑥𝑚𝑚 + 𝜎𝜎𝑥𝑥𝑛𝑛 
(3.30) 
 
where 𝑙𝑙, 𝑚𝑚 and 𝑛𝑛 are the direction cosines of the normal to the boundary surface at the 
point. For a well posed boundary value problem, exactly half of the boundary conditions 
are prescribed and the other half are unknown. 
 
3.9 Dynamic Boundary and Initial Conditions 
 To solve a problem in elastodynamics, not only must the boundary conditions be 
specified, but also the initial conditions at every point within the body. The displacements 
and velocities at every point must satisfy the initial conditions given by: 
 
 𝑢𝑢𝑥𝑥(𝑡𝑡 = 0) = 𝑢𝑢𝑥𝑥0, 𝑢𝑢𝑥𝑥(𝑡𝑡 = 0) = 𝑢𝑢𝑥𝑥0 , 𝑢𝑢𝑥𝑥(𝑡𝑡 = 0) = 𝑢𝑢𝑥𝑥0 (3.31) 
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 ?̇?𝑢𝑥𝑥(𝑡𝑡 = 0) = 𝑣𝑣𝑥𝑥0, ?̇?𝑢𝑥𝑥(𝑡𝑡 = 0) = 𝑣𝑣𝑥𝑥0, ?̇?𝑢𝑥𝑥(𝑡𝑡 = 0) = 𝑣𝑣𝑥𝑥0 (3.32) 
 
where 𝑢𝑢 and 𝑣𝑣 are the displacements and velocities, respectively. The subscripts (𝑑𝑑, 𝑑𝑑 and 
 𝑧𝑧) represent the principal directions in a Cartesian coordinate system, the superscript 0  
indicates the initial prescribed value, and 𝑡𝑡 denotes time. 
For a dynamics problem, the boundary conditions provided by equations 3.29 and 
3.30 must be specified at every point in time, so that: 
 
 𝑢𝑢𝑥𝑥(𝑡𝑡) = 𝑢𝑢𝑥𝑥𝑠𝑠 , 𝑢𝑢𝑥𝑥(𝑡𝑡) = 𝑢𝑢𝑥𝑥𝑠𝑠 , 𝑢𝑢𝑥𝑥(𝑡𝑡) = 𝑢𝑢𝑥𝑥𝑠𝑠 (3.33) 
 
and, 
 𝑝𝑝𝑥𝑥(𝑡𝑡) = 𝑝𝑝𝑥𝑥 = 𝜎𝜎𝑥𝑥𝑙𝑙 + 𝜏𝜏𝑥𝑥𝑥𝑥𝑚𝑚 + 𝜏𝜏𝑥𝑥𝑥𝑥𝑛𝑛 
𝑝𝑝𝑥𝑥(𝑡𝑡) = 𝑝𝑝𝑥𝑥 = 𝜏𝜏𝑥𝑥𝑥𝑥𝑙𝑙 + 𝜎𝜎𝑥𝑥𝑚𝑚 + 𝜏𝜏𝑥𝑥𝑥𝑥𝑛𝑛 
𝑝𝑝𝑥𝑥(𝑡𝑡) = 𝑝𝑝𝑥𝑥 = 𝜏𝜏𝑥𝑥𝑥𝑥𝑙𝑙 + 𝜏𝜏𝑥𝑥𝑥𝑥𝑚𝑚 + 𝜎𝜎𝑥𝑥𝑛𝑛 
(3.34) 
 
Additionally, if the problem is forward solved in time, the boundary conditions may be 
specified in terms of velocities and integrated to the correct displacement (or traction) at 
every time step. 
 
3.10 Theoretical Basis for Coal Pillar Strength 
 In his classic paper, Wilson [1972] presented a hypothesis for pillar strength 
based on a pseudo-analytical analysis.  The term pseudo-analytical is chosen since the 
derivation incorporates some assumptions which are based on empirical observation. 
Although the Wilson pillar strength theory is now known to be overly simplistic in its 
assumptions, it incorporates many key concepts which help to facilitate a discussion on 
pillar mechanics. 
 The derivation of the Wilson equation begins with an assumption in regard to 
pillar strength. Triaxial test data [Price 1963, Hobbs 1964, Hobbs, 1970] obtained for 
British coals provides the basis for the relationship between confining stress and peak 
vertical strength. In these studies, the true failure envelope is shown to be non-linear. 
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Wilson fits a linear Mohr-Coulomb equation for this non-linear envelope over a 
minimum principal stress range from 0 to 3000 psi (eq. 3.35). 
 
 𝜎𝜎𝑓𝑓 = 𝜎𝜎𝑜𝑜 + tan𝛽𝛽𝜎𝜎3 (3.35) 
where, 
 
tan𝛽𝛽 =
1 + sin𝜙𝜙
1 − sin𝜙𝜙
 (3.36a) 
 
therefore, 
 
tan𝜙𝜙 =
tan𝛽𝛽 − 1
2�tan𝛽𝛽
 (3.36b) 
 
Additionally, Hobbs [1970] studied fractured rock and found that the strength 
relationship of broken coal was nearly identical to that of intact coal accept that the 
cohesive strength factor 𝜎𝜎𝑜𝑜 in eq. 3.35 was effectively zero. This observation has been 
more recently substantiated by Cassie and Mills [1992]. Wilson determined from 
laboratory testing results that the friction angle for British coals ranges from roughly 35̊ 
to 40̊, and chose an average friction angle of 37̊ for the formulation of the rest of his 
hypothesis. This results in, tan𝛽𝛽 ≅ 4. 
 Next, it is assumed based on observation and published field measurements that a 
loaded pillar consists of a confined core surrounded by a yield zone comprised of failed 
coal. The equation describing the stress distribution within the yield zone is determined 
by considering a differential slice through an idealized rectangular pillar (see figure 3.3 
below). This element has length 𝑙𝑙, height ℎ, and differential thickness 𝑑𝑑𝑑𝑑 which is  
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Figure 3.3: Theoretical force balance on a differential pillar slice 
 
oriented parallel to the line made by connecting the pillar edge to a horizontal distance 𝑑𝑑 
(yet unspecified) into the pillar. 
Now, letting 𝜎𝜎ℎ be the horizontal stress acting on one side of the element and 
letting the horizontal stress on the opposite side equal 𝜎𝜎ℎ + 𝑑𝑑𝜎𝜎ℎthe force tending to push 
the element toward the entry is, 
 
 (𝜎𝜎ℎ + 𝑑𝑑𝜎𝜎ℎ)𝑚𝑚𝑙𝑙 − 𝜎𝜎ℎ𝑚𝑚𝑙𝑙 =  𝑑𝑑𝜎𝜎ℎ𝑚𝑚𝑙𝑙 (3.37) 
 
This force must then be resisted by the frictional forces acting on the top and bottom of 
the differential pillar slice. Assuming that the frictional strength of the interface is the 
same as the frictional strength of the coal, this force will be equal to, 
 
 2𝜎𝜎𝑣𝑣 tan𝜙𝜙 𝑙𝑙𝑑𝑑𝑑𝑑 (3.38) 
 
where, 
 𝜎𝜎𝑣𝑣 = the vertical stress on the element edge 
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Next, enforcing equilibrium of forces requires that, 
 
 𝑑𝑑𝜎𝜎ℎ𝑚𝑚𝑙𝑙 = 2𝜎𝜎𝑣𝑣 tan𝜙𝜙 𝑙𝑙𝑑𝑑𝑑𝑑 (3.39) 
 
Not included in the original derivation, but interesting to note is that this equation can be 
rearranged into a form that gives the rate of change of the horizontal stress with respect to 
the distance 𝑑𝑑 into the pillar (eq. 3.40). 
 
 𝑑𝑑𝜎𝜎ℎ
𝑑𝑑𝑑𝑑
=
2
ℎ
𝜎𝜎𝑣𝑣 tan𝜙𝜙 (3.40) 
 
Integrating the left hand side of eq. 3.40 from zero to a maximum value 𝜎𝜎ℎ′  which occurs 
at the boundary between the yield zone and confined core, and integrating the right hand 
side over half the width of the combined left and right yield zones as shown below, 
 
 
� 𝑑𝑑𝜎𝜎ℎ
𝜎𝜎ℎ
′
0
=
2
ℎ
𝜎𝜎𝑣𝑣 tan𝜙𝜙� 𝑑𝑑𝑑𝑑
𝑤𝑤/2
0
 (3.41a) 
 
results in, 
 𝜎𝜎ℎ′ = 𝜎𝜎𝑣𝑣  tan𝜙𝜙
𝑤𝑤
ℎ
 (3.41b) 
  
This indicates that the confining stress in the pillar is directly dependent on the 
width-to-height ratio. This assumption is the basis of many empirically derived pillar 
strength formulae such as the Bieniawski [1975] formula. Additionally, the confining 
stress is directly related to the vertical stress as well. 
Since it has been determined that 𝜎𝜎𝑓𝑓 = tan𝛽𝛽𝜎𝜎3, then assuming the horizontal 
stress to be equal to the minimum principal stress, it follows that, 
 
 𝜎𝜎𝑣𝑣 = tan𝛽𝛽𝜎𝜎ℎ , or 
𝜎𝜎ℎ =
1
𝑡𝑡𝑡𝑡𝑛𝑛 𝛽𝛽
𝜎𝜎3 
(3.42) 
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After substituting equation 3.42 into 3.39 and rearranging, eq. 3.43 is obtained. 
 
 𝑑𝑑𝑑𝑑
𝑑𝑑𝜎𝜎𝑣𝑣
=
𝑚𝑚
2 tan𝜑𝜑 tan𝛽𝛽
1
𝜎𝜎𝑣𝑣
 (3.43) 
 
Then, upon integration and the incorporation of eq. 3.42, eq. 3.44 is obtained. 
 
 𝑑𝑑
𝑚𝑚
=
1
�tan𝛽𝛽 (tan𝛽𝛽 − 1)
ln
𝜎𝜎𝑣𝑣
𝜎𝜎𝑜𝑜
 (3.44) 
 
The 𝜎𝜎𝑜𝑜 is now required to normalize the vertical stress so that when, 𝜎𝜎𝑣𝑣 𝜎𝜎𝑜𝑜⁄ = 1, 𝑑𝑑 = 0. 
Incorporating the assumption: tan𝛽𝛽 = 4, eq. 3.44 becomes, 
 
 𝑑𝑑
𝑚𝑚
=
1
6
ln
𝜎𝜎𝑣𝑣
𝜎𝜎𝑜𝑜
 (3.45) 
 
Eq. 3.45 provides the vertical stress distribution in the yield zone as a function of the 
distance into the pillar. The shape of this 𝜎𝜎𝑣𝑣 vs.  𝑑𝑑 curve is an exponential function. It can 
be inferred that the shape of this function is overly steep since it was assumed that tan𝛽𝛽 
is a constant. As previously mentioned, the failure envelope of coal is known to be non-
linear and the value of tan𝛽𝛽 decreases with increasing confining pressure. Therefore, the 
true slope of the vertical stress gradient will be more gradual. 
 According to the theory, the horizontal restraint, and therefore the vertical stress, 
will reach some maximum. Wilson makes the assumption that the maximum horizontal 
confining stress which can occur in a pillar is equal to the original in-situ horizontal 
stress. Although this is now glaringly inaccurate, an assumption of peak horizontal stress 
is required to proceed. Assuming the existence a confining stress limit, once this 
maximum horizontal confining stress is reached – and assuming the vertical stress in the 
elastic confined core is below its failure limit – the vertical stress will not increase with 
additional horizontal distance 𝑑𝑑 into the pillar. 
Therefore, at the interface between the yield zone and the confined core, 
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 𝜎𝜎𝑣𝑣 = tan𝛽𝛽 𝜎𝜎ℎ
𝑓𝑓 (3.46) 
where, 
𝜎𝜎ℎ
𝑓𝑓 = the horizontal confining stress at the failure limit 
 
and beyond the distance 𝑑𝑑 in which this limit occurs, the vertical stress decreases since 
the elastic stress concentrations resulting from the entry and cross cuts will lessen with 
distance away from the excavation. 
 Next, some assumption must be made with regards to the maximum allowable 
horizontal confining stress. In Wilsons original derivation [Wilson, 1972], plate tectonics 
was a relatively new concept and only just beginning to be taught in university geology 
courses. The assumption is made that over geologic time, the rock will tend toward 
hydrostatic stress conditions so that the horizontal stress will equal the vertical 
overburden stress as given by 𝜌𝜌𝜌𝜌 where 𝜌𝜌 is the density of the overburden and 𝜌𝜌 is the 
overburden depth. This leads to the conclusion that the peak vertical abutment load 
(denoted as 𝜎𝜎�) is, 
 𝜎𝜎� = 𝜎𝜎ℎ
𝑓𝑓 tan𝛽𝛽 = 4𝜌𝜌𝜌𝜌 (3.47) 
 
Wilson notes that abutment peaks measured in British coal fields at this time ranged from 
roughly 3 to 5 times the vertical in-situ stress. It is apparent from more recent numerical 
studies that this value (and the width of the yield zone as well) can be greater, depending 
on the stage of pillar loading. 
 It still remains to be determined at what distance this transition from plastic yield 
zone to elastic confined core occurs. To answer this question, eq. 3.45 and 3.47 are 
considered. Combining leads to the conclusion that this transition distance (denoted 𝑑𝑑�) 
will be a function of the overburden depth (the stage of pillar loading). 
 
 𝑑𝑑�
𝑚𝑚
=
1
6
ln
𝜎𝜎�𝑣𝑣
𝜎𝜎𝑜𝑜
 (3.48) 
 
 Assuming that 𝜎𝜎𝑜𝑜 is small (a good assumption for the coal in the yield zone), an 
entry height of 10 ft., a depth of cover of 1000 ft. and assuming a reasonable density 
63 
 
results in a distance of about 15 ft. for the horizontal location of the yield zone – elastic 
core boundary. Wilson suggests that this distance is in relative agreement with field 
measurements. Additionally, because equation 3.48 is somewhat cumbersome to handle 
in calculations (and recalling that the resulting rise of the stress distribution curve –
𝜎𝜎𝑣𝑣 𝑣𝑣𝑠𝑠.𝑑𝑑 – is likely steeper than reality due to the linear Mohr-Coulomb assumption for 
the strength relationship), the stress distribution in the yield zone is approximated as a 
linear function. The units of length must be in feet since in eq. 3.49, the quantity 0.0015 
has units of ft-1. 
 𝑑𝑑� = 0.0015ℎ𝜌𝜌 (3.49) 
where,  
ℎ = pillar height 
𝜌𝜌 = overburden depth. 
 
 The last quantity to determine for the theory is now the maximum core stress. For 
this, Wilson relies on a purely logical approach. He hypothesizes that the core will have 
an average vertical stress of a value less than the peak abutment stress and that although it 
is possible that the stress in the core rises above this value, this could potentially lead to 
instability since it would require that the horizontal stresses in the pillar exceed the 
original in-situ horizontal stress, a now dated assumption. Additionally, it is assumed that 
exceeding the peak abutment stress would result in complete fracturing of the pillar. 
Although broken rock can support very high loads, it is assumed that such high loads 
would result in pillar punching and subsequent stability issues in the roof and floor of the 
entries and crosscuts. Therefore, the vertical peak abutment stress 4𝜌𝜌𝜌𝜌 is taken as the 
limit of the average vertical core stress. 
 After completely defining the stress distribution within the pillar, the failure load 
of various size pillars can be determined by computing the volume under the pillars 
vertical stress envelope. For the simple linear assumptions used, the area under the curve 
can be easily computed using simple algebraic formulas. Note that for all the proceeding 
load equations, the units of length must be in feet since in eq. 3.49 the quantity 0.0015 
has units of ft-1. 
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For a square pillar with a width large enough to generate a confined core and 
assuming the stress distribution described above, the distribution takes the shape of a 
pyramid with a truncated top. The volume for such a shape is given by, 
 
 
𝑉𝑉 = 𝑡𝑡 �𝑏𝑏2 − 2𝑏𝑏
𝑡𝑡
5
+
4
3
𝑡𝑡2
𝑠𝑠2
� (3.50) 
 
where, 
𝑡𝑡 = height 
𝑏𝑏 = base length 
𝑠𝑠 = slope of the side 
 
Substitution of appropriate values yields, 
 
 
𝐿𝐿 = 𝜎𝜎� �𝑤𝑤2 − 2𝑤𝑤𝑑𝑑� +
4
3
𝑑𝑑�2� (3.51) 
 
after further substitution and simplifying, 
 
 𝐿𝐿 = 4𝜌𝜌𝜌𝜌(𝑤𝑤2 − 3𝑤𝑤ℎ𝜌𝜌 × 10−3 + 3ℎ2𝜌𝜌2 × 10−6) (3.52) 
 
If the pillar width is less than, 2𝑑𝑑� = 0.003ℎ𝜌𝜌, no confined core will be present. The 
shape of the vertical stress envelop will simply be a pyramid. The volume of a pyramid is 
given by, 
 
 
𝑉𝑉 =
1
3
𝑡𝑡𝑏𝑏 (3.53) 
 
where here, 
𝑡𝑡 = base area 
𝑏𝑏 = height 
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Substituting appropriate values leads to, 
 
 
𝐿𝐿 =
1
6
𝑤𝑤3
𝜎𝜎�
𝑑𝑑�
= 444.4𝜌𝜌
𝑤𝑤3
ℎ
 (3.54) 
 
Assuming very long pillars of narrow width (less than 0.003ℎ𝜌𝜌) and performing a 
similar operation yields, 
 
𝐿𝐿 = 667𝜌𝜌
𝑤𝑤2
ℎ
 (3.55) 
 
Dividing by the area of a one foot section provides the peak strength in terms of average 
vertical stress, 
 𝜎𝜎𝑝𝑝 = 667𝜌𝜌
𝑤𝑤
ℎ
 (3.56) 
 
where the strength of a pillar is a function of the pillar width-to-height height ratio 
assuming the overburden density 𝜌𝜌, to be a constant. 
 Different assumptions will lead to different strength equations, but the basic 
concepts remain the same. Sheorey et al. [1986] incorporated a non-linear failure 
criterion for coal. Scovazzo [2010], incorporated the Hoek-Brown [1980] failure criterion 
for coal and separated the roof and floor strength from the coal strength. 
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CHAPTER 4.0 MODELLING, SOFTWARE, AND CONSTITUTIVE MODELS 
 
4.1 Geomechanics Approach to Rock Engineering 
 Geomechanical analysis is concerned with the mechanical response of rock and 
soils. It involves the physical response of geologic materials to the insitu and applied 
forces acting on them. Geomechanical analysis applies the fundamentals of soil 
mechanics, rock mechanics, material science, and structural geology to problem solving 
in geotechnical engineering. This contrasts greatly with the empirical approach, which 
seeks to develop solutions to geotechnical problems based on observation of past case 
histories. 
 Geomechanics differs from other engineering fields because of the inherent 
uncertainty associated with geologic materials. This uncertainty exists because rock 
formation occurs over millions of years as a result of natural geologic processes. As a 
result, geologic materials exhibit inhomogeneity and anisotropy at every level of scale.  
Additionally, due to of the geologic origin of rock, problems in rock engineering may 
involve complex anisotropic stress fields. Whereas other fields of engineering mainly 
deal with the response of manmade materials to applied loads, geomechanics often 
involves the redistribution of an existing stress field due to the excavation of material, 
and the subsequent response of the surrounding rock. 
 
4.2 Numerical Stress Analysis 
 In any analysis problem, a mathematical model is chosen to represent a physical 
problem and is then solved. Often, idealization of the physical problem to a mathematical 
model requires assumptions that lead to one or more differential equations which governs 
the problem. 
 Solution of a typical deformable solids problem involves determining, in every 
direction at every point within the body, the six stress components 
(𝜎𝜎𝑥𝑥𝑥𝑥,𝜎𝜎𝑦𝑦𝑦𝑦,𝜎𝜎𝑧𝑧𝑧𝑧 ,𝜎𝜎𝑥𝑥𝑦𝑦,𝜎𝜎𝑥𝑥𝑧𝑧 ,𝜎𝜎𝑦𝑦𝑧𝑧), the six strain components (𝜀𝜀𝑥𝑥𝑥𝑥, 𝜀𝜀𝑦𝑦𝑦𝑦, 𝜀𝜀𝑧𝑧𝑧𝑧, 𝜀𝜀𝑥𝑥𝑦𝑦, 𝜀𝜀𝑥𝑥𝑧𝑧 , 𝜀𝜀𝑦𝑦𝑧𝑧), and the 
three displacement components (𝑢𝑢𝑥𝑥,𝑢𝑢𝑦𝑦 ,𝑢𝑢𝑧𝑧), given the constitutive behavior of the body, 
the size and shape of the body, and the conditions at the boundaries. The boundary 
conditions may either be applied loads, applied displacements, or a combination of both. 
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If body forces are present, they are usually specified as force per unit volume or mass. 
Since there are 15 unknowns, theoretically fifteen independent partial differential 
equations are required in order to determine a solution.  The conditions which the 
components of stress, strain, and displacement must satisfy in order to obtain a solution 
are: 
1. The stress-strain relations, 
2. The strain-displacement relations, 
3. The equilibrium requirements, 
4. The compatibility requirements, and 
5. The boundary conditions at the exterior of the body. 
 
As complexity in geometry, stress-strain relations, and boundary conditions are 
added, analytical solution of the problem quickly becomes difficult or impossible. In this 
case, it becomes necessary to turn to a numerical solution of the problem. Some of the 
common numerical methods used in engineering analysis are the finite element method 
(FEM), the finite difference method (FDM), the boundary element method (BEM), and 
discrete element methods (DEM). Each of these techniques has inherent strengths and 
weaknesses and the decision of which method to use depends on the parameters and 
requirements of the problem to be solved (Healsey, 1998).   
 Today, these numerical methods are most commonly employed through the use of 
commercial numerical modelling software packages. These softwares automate much of 
the solution process. Often programs are developed with a specific application in mind. 
The basic steps involved in development of a numerical model of a physical problem 
using a numerical software package are: 
 
1. Create model geometry and discretize the system. 
2. Apply appropriate boundary conditions. 
3. Apply appropriate constitutive models. 
4. Solve for the solution. 
5. Post process and analyze the results. 
6. Accept results or adjust model and re-run analysis. 
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4.3 Modelling Approach 
 Numerical modelling, when used incorrectly, can lead to results which may be far 
from observed reality. Though a solution may seem complex and elaborate, it is 
important to understand the underlying assumptions inherent in the analysis. It has been 
said that, “the computer is the opiate of mining engineers [Parker 1993].” It is paramount 
to keep in mind that numerical models are not a substitute for observation and 
engineering experience. To construct an accurate model often requires a significant field 
study to determine mechanical properties, in-situ stresses, etc., and a good deal of 
valuable information is learned in this calibration process. However, if such field study is 
not feasible, it is still possible to gain important insight into the problem through the use 
of numerical models. This is the approach taken in this thesis. 
 “A model can be defined as a representation of a system that allows us to 
investigate the behavior and attributes of the system and, sometimes, to predict outcomes 
of the system under different conditions,” (Hammah and Curran, 2009). This model could 
be a physical scale model, a set of closed-form equations, a statistical model, or a 
numerical model, all of which make simplifying assumptions and compromise accuracy 
and detail in some way. Consider rock mass classification. The main weakness of 
classification systems is the underlying assumption that a system as complex as a rock 
mass can accurately be represented by such an approach [Potvin et al. 2012]. This 
apparent weakness is in fact one of the greatest strengths of rock mass classification. 
Though these methods may only be acceptable for ballpark answers in the range of 20 to 
30% [Potvin et al. 2012], this is a good starting place for design.  
 The development of a good numerical model for site specific analysis and 
prediction also requires this same sort of characterization and classification of the rock; in 
some ways the process of modelling itself, and the general understanding of the system 
that results, may actually be more significant than the final prediction [Barbour and 
Krahn 2004]. Even if a site specific calibration is not possible, a well-designed numerical 
model can yield critical insights into key mechanisms and how different geometrical, 
geotechnical, geological, and mining parameters might affect those mechanisms. 
Modelling also has the possibility to take this analysis a step further by attempting to 
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simulate the mechanical behavior of the system and predicting system response beyond 
the range of existing experience. 
 Simple models which capture the mechanically significant geological features can 
often be very valuable. The effectiveness of simple models in geomechanics was 
highlighted by Hammah and Curran [2009]. They argued that geomechanical models are, 
by necessity, incomplete representations of the real system which can never be fully 
represented due to its complexity. They advocated a “bottom-up approach,” that involves 
starting with a simple representation which incrementally incorporates more detail as 
required. These models can not only help analyze a situation but also clarify what the 
question/problem actually is [Hammah and Curran 2009]. It is stated that the 
incorporation of simple numerical modelling in mining engineering allows for [Hammah 
and Curran 2009]: 
 
1. Development of understanding, 
2. Proper formulation of questions, 
3. Reasonable approximation of behavior and provision of meaningful 
predictions, and 
4. Aid to design of solutions and decision making 
 
The objective of geomechanical modelling is sometimes to develop an understanding of a 
system, not exact quantification of that system for site specific predictions.   
Though site investigation and empirical observation provide critical information, 
no other method allows for the testing of hypotheses and the ability to perform broad 
sensitivity analyses to obtain a physical understanding of a system. While numerical 
models may not necessarily provide completely accurate answers, they can help to 
visualize and understand practical problems which may be simple in concept but not 
altogether obvious. 
Table 4.1 provides a good diagram of the way in which a numerical model may be 
used. Generally the more complex the geologic conditions and the less geotechnical and 
geologic data that is available, the more the modelling approach tends toward a general 
understanding of key mechanisms. When geologic conditions are more simplistic and 
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more money is spent on site specific data acquisition, then the model may possibly be 
used as a site specific predictive tool. 
 
Table 4.1: Spectrum of Modelling Situations (after Itasca, 2014) 
 
  
 Although numerical model results should be taken with a degree of skepticism, 
experience has proven that it is possible to simulate many geomechanical processes far 
more accurately via numerical models that by any other method [Gale 1999].  In this 
work, the objective is to use modelling in the way proposed by Hammah and Curran 
[2009], as a general tool for investigating the response of highwall mine pillars to 
dynamic loading. The intention is to use the approach shown by the left hand side of 
Table 4.1. 
 
4.4 Overview of Discrete Element Method Software 
 The Universal Distinct Element Code (UDEC) is a two-dimensional numerical 
program for simulating the response of discontinuous rock masses to applied and induced 
loading. UDEC is based on the distinct element method which is a discrete element 
method (DEM), and is appropriate for use when a continuum analysis proves insufficient 
for adequately simulating a problem. In UDEC, the rock mass is represented as an 
assemblage of discrete blocks. These blocks may either be rigid or made to deform, 
depending on the requirements of the problem.  Discontinuities between blocks are 
treated as boundary conditions and large displacements and rotations between blocks can 
occur. This includes both shear slip and block dislocation. The motion at block 
discontinuities is controlled via a linear or nonlinear force-displacement relationship. 
Deformable blocks are represented as a finite difference grid and subdivided into 
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elements which individually deform in response to the applied forces or boundary 
constraints according to a prescribed linear or non-linear stress-strain law. UDEC is a 
DEM program which means that it allows finite displacement and rotations between 
discrete blocks, including complete detachment, and that it is capable of recognizing new 
contact surfaces automatically during the simulation. 
 Because UDEC was developed primarily for geomechanical applications, it 
embodies special features to represent the mechanical behavior of geologic materials.  
UDEC has 14 built in constitutive models and 4 built in joint material models. The joint 
models are capable of simulating both linear and non-linear joint behavior and linear and 
non-linear shear failure. UDEC also has the capability to perform fully dynamic analyses 
because the program uses an explicit solver to solve the full equations of motion.  
 The features and capabilities of UDEC required specifically for this analysis 
include: 
 
1. Kinematic and traction boundary conditions 
2. Mohr-Coulomb strain softening/hardening constitutive model 
3. Mohr-Coulomb joint model with residual strength 
4. Capability to simulate sequential excavation 
5. Capability to represent arbitrary in situ stress 
6. Capability to model a system of discrete rock blocks 
7. Capability to model deformable rock blocks 
8. The embedded programming language FISH for creating user defined 
functions 
9. Capability to simulate dynamic loading 
10. Energy absorbing (quiet) dynamic boundary conditions 
 
4.5 Mohr-Coulomb Failure Criterion 
 The Mohr-Coulomb failure criterion relates the shear strength of the rock to the 
normal stress acting along the plane of shear fracture. This criterion assumes a linear 
relationship between the normal stress and the shear strength. The failure surface may 
either define the failure of the material or the onset of non-linear plastic behavior. The 
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Mohr-Coulomb criterion is most commonly expressed in terms of normal and shear 
stresses by equation 4.1. 
 
 𝜏𝜏𝑓𝑓 = 𝑐𝑐 + 𝜎𝜎𝑛𝑛 tan𝜙𝜙 (4.1) 
 
where, 
 𝜏𝜏𝑓𝑓 = shear strength 
 c = cohesion 
 𝜎𝜎𝑛𝑛 = normal stress acting on the shear plane 
 𝜙𝜙 = friction angle 
 
The Mohr-Coulomb criterion can alternatively be presented in terms of principal stresses 
using Equations 4.2a and 4.2b: 
 
 
𝜎𝜎1,𝑓𝑓 = 𝐶𝐶0 + 𝜎𝜎3𝑡𝑡𝑡𝑡𝑡𝑡2 �45 +
𝜙𝜙
2
� (4.2a) 
 
 
𝐶𝐶0 = 2𝑐𝑐 tan �45 +
𝜙𝜙
2
� (4.2b) 
 
where, 
 𝜎𝜎1,𝑓𝑓 = maximum principal stress at failure 
 𝜎𝜎3 = minimum principal stress 
 𝐶𝐶0 = unconfined compressive strength 
  
Additionally, using trigonometry, these equations can be rewritten in the form provided 
by equations 4.3a and 4.3b. 
 
 
𝜎𝜎1,𝑓𝑓 = 𝐶𝐶0 + 𝜎𝜎3
1 + sin𝜙𝜙
1 − sin𝜙𝜙
 (4.3a) 
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𝐶𝐶0 = 2𝑐𝑐�
1 + sin𝜙𝜙
1 − sin𝜙𝜙
 (4.3b) 
 
Figure 4.1 depicts the Mohr-Coulomb failure envelope in terms of the principle 
stresses assuming compression to be positive. Typically, a tensile strength cutoff is 
implemented in conjunction with the shear failure envelope. The path of the failure 
envelope incorporating a tension cutoff is show by the dotted blue line. Note that defining 
principal stresses as: σ1 > σ2 > σ3, implies that stress combinations below the black dotted 
line are not possible. It is important to note that the failure state is independent of the 
intermediate principal stress. 
 
 
Figure 4.1: Mohr-Coulomb Failure Envelope 
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4.6 Description of Constitutive Models  
4.6.1 Linear Elastic Constitutive Model 
 This model provides the most simplistic representation of rock behavior.  It 
assumes a homogenous, isotropic rock mass that deforms linearly according to Hooke’s 
Law.  For a linear-elastic, isotropic material in the plane strain (𝜀𝜀𝑧𝑧𝑧𝑧 = 0) condition the 
stress and strain matrices take the form given in equation 4.4a and 4.4b. 
 
 
[𝝈𝝈] = �
𝜎𝜎𝑥𝑥𝑥𝑥 𝜎𝜎𝑥𝑥𝑦𝑦 0
𝜎𝜎𝑥𝑥𝑦𝑦 𝜎𝜎𝑦𝑦𝑦𝑦 0
0 0 𝜎𝜎𝑧𝑧𝑧𝑧
� (4.4a) 
 
 
[𝜺𝜺] = �
𝜀𝜀𝑥𝑥𝑥𝑥 𝜀𝜀𝑥𝑥𝑦𝑦 0
𝜀𝜀𝑥𝑥𝑦𝑦 𝜀𝜀𝑦𝑦𝑦𝑦 0
0 0 0
� (4.4b) 
 
Hooke’s law in plane strain can then be written as provided in equations 4.5, below. 
  
 
𝜎𝜎𝑥𝑥𝑥𝑥 =
𝐸𝐸
(1 − 2𝑣𝑣)(1 + 𝑣𝑣)
[(1 − 𝑣𝑣)𝜀𝜀𝑥𝑥𝑥𝑥 + 𝑣𝑣𝜀𝜀𝑦𝑦𝑦𝑦] 
 
𝜎𝜎𝑦𝑦𝑦𝑦 =
𝐸𝐸
(1 − 2𝑣𝑣)(1 + 𝑣𝑣)
[(1 − 𝑣𝑣)𝜀𝜀𝑦𝑦𝑦𝑦 + 𝑣𝑣𝜀𝜀𝑥𝑥𝑥𝑥] 
 
𝜎𝜎𝑧𝑧𝑧𝑧 =
𝐸𝐸
(1 − 2𝑣𝑣)(1 + 𝑣𝑣)
[𝑣𝑣(𝜀𝜀𝑥𝑥𝑥𝑥 + 𝜀𝜀𝑦𝑦𝑦𝑦)] 
 
𝜎𝜎𝑥𝑥𝑦𝑦 = 𝐺𝐺𝜀𝜀𝑥𝑥𝑦𝑦 
(4.5) 
 
where, 
 𝐸𝐸 = modulus of elasticity 
 𝑣𝑣 = Poisson’s ratio 
 𝐺𝐺 = shear modulus 
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Hooke’s law in plane strain can be written in incremental form by equations 5.6, where 
the superscript e denotes elastic strain. 
 
 ∆𝜎𝜎𝑥𝑥𝑥𝑥 = 𝛼𝛼1∆𝜀𝜀𝑥𝑥𝑥𝑥𝑒𝑒 + 𝛼𝛼2∆𝜀𝜀𝑦𝑦𝑦𝑦𝑒𝑒  
 
∆𝜎𝜎𝑦𝑦𝑦𝑦 = 𝛼𝛼1∆𝜀𝜀𝑦𝑦𝑦𝑦𝑒𝑒 + 𝛼𝛼2∆𝜀𝜀𝑥𝑥𝑥𝑥𝑒𝑒  
 
∆𝜏𝜏𝑥𝑥𝑦𝑦 = 2𝐺𝐺∆𝜀𝜀𝑥𝑥𝑦𝑦𝑒𝑒  
 
∆𝜎𝜎𝑧𝑧𝑧𝑧 = 𝛼𝛼2�∆𝜀𝜀𝑥𝑥𝑥𝑥𝑒𝑒 + ∆𝜀𝜀𝑦𝑦𝑦𝑦𝑒𝑒 � 
(3.6) 
 
where, 
𝛼𝛼1 = 𝐾𝐾 +
4𝐺𝐺
3
 
𝛼𝛼2 = 𝐾𝐾 −
2𝐺𝐺
3
 
 𝐾𝐾 = bulk modulus 
 
4.6.2 Plasticity Constitutive Models 
 Plasticity constitutive models allow for simulation of non-linear material behavior 
after some stress threshold is reached. The three main components of any plasticity model 
are [Maier and Hueckel 1979]: (1) the yield function (or yield surface), (2) 
hardening/softening functions, and (3) the flow rule. The yield function specifies at what 
combination of stresses yielding will occur. The hardening/softening function specifies 
which parameters of the yield function change during plastic flow, how they change, and 
what measures of irreversible deformation they change with (for example, volumetric 
plastic strain). Finally, the flow rule relates plastic strain rates to stress rates and specifies 
the direction of flow [Maier and Hueckel 1979]. 
 In classical plasticity, an associated flow rule is usually assumed. This means that 
the plastic strain increment is normal to the yield function. However, in geomechanics 
applications, using a Coulomb failure surface leads to an over-estimation of dilatancy. 
Therefore, when simulating rock, a non-associated flow rule is generally implemented.  
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In this variation, the plastic strain increment is taken as the normal to a different surface 
called a plastic potential function, which does not coincide with the yield surface. 
Commonly, a function of the same form as the yield surface is used but with some 
adjustment. For example, for a material with a Mohr-Coulomb yield function, the 
potential function will take the same form, but the internal angle of friction may be 
replaced with a dilatancy angle which is less than the internal and angle of friction. 
[Jaeger et al. 2007] 
 Two plasticity models are used in this thesis: (1) a Mohr-Coulomb elastic 
perfectly plastic model and (2) a Mohr-Coulomb strain-hardening/softening model. Both 
are isotropic plasticity models which use a Mohr-Coulomb yield function. In the first 
model, post-yield behavior is perfectly plastic while in the second, the yielding 
parameters are functions of the plastic strain. Both models also incorporate a tension 
cutoff of the Mohr-coulomb yield surface. 
 In these models the material follows Hooke’s law until the combination of 
stresses meets the criteria for plastic yielding defined by the Mohr-coulomb failure 
surface.  After the yielding criteria are met, plastic strain is activated. In the strain 
softening/hardening model, strain softening or hardening is achieved by varying the 
cohesion and friction angle as a function of plastic strain.  
 
4.6.3 Mohr-Coulomb Elastic-Plastic Model 
 In the Mohr-Coulomb elastic-plastic model the strain increments are decomposed 
into elastic and plastic components as shown in eq. 4.7, 
 
 ∆𝜀𝜀𝑖𝑖𝑡𝑡 = ∆𝜀𝜀𝑖𝑖𝑒𝑒 + ∆𝜀𝜀𝑖𝑖
𝑝𝑝   for   i = 1, 3 (4.7) 
 
where the superscripts t, e and p denote total, elastic and plastic strains, respectively, and 
the subscript i denotes principal strain direction. In this manor the strains are purely 
elastic and are determined according to Hooke’s law until the yield criterion is violated 
resulting in plastic flow. A Mohr-Coulomb yield function (eqs. 4.8a and 4.8b) identical to 
the one discussed in section 4.4 is used to delineate the onset of shear flow.   
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𝑓𝑓𝑠𝑠 = 𝜎𝜎1 − 𝜎𝜎3𝑁𝑁𝜙𝜙 + 2𝑐𝑐�𝑁𝑁𝜙𝜙 (4.8a) 
 
 
𝑁𝑁𝜙𝜙 =
1 + sin𝜙𝜙
1 − sin𝜙𝜙
 (4.8b) 
 
where, 
 𝑓𝑓𝑠𝑠 = the shear yield function 
 
The tension yield function (eq. 4.9) is defined by the tensile cutoff strength and is of the 
form: 
 
 𝑓𝑓𝑡𝑡 = 𝜎𝜎𝑡𝑡 − 𝜎𝜎3 (4.9) 
 
where, 
 𝑓𝑓𝑡𝑡 = tensile yield function 
 𝜎𝜎𝑡𝑡 = tensile cutoff strength 
 
A non-associated flow rule is used for shear flow and is derived from the shear potential 
function, which follows the form given in eq. 4.10a and 4.10b. 
 
 𝑔𝑔𝑠𝑠 = 𝜎𝜎1−𝜎𝜎3𝑁𝑁𝛹𝛹 (4.10a) 
 
 
𝑁𝑁𝛹𝛹 =
1 + sin𝛹𝛹
1 − sin𝛹𝛹
 (4.10b) 
 
where, 
 𝑔𝑔𝑠𝑠 = shear potential function 
 
Tensile failure follows an associated flow rule which is derived from the tensile potential 
function which follows the form provided in eq. 4.11. 
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 𝑔𝑔𝑡𝑡 = −𝜎𝜎3 (4.11) 
 
where, 
 𝑔𝑔𝑡𝑡 = tensile potential function 
 
The flow rule for shear failure has the form shown below (eq. 4.12). 
 
 ∆𝜀𝜀𝑖𝑖
𝑝𝑝 = 𝜆𝜆𝑠𝑠 𝜕𝜕𝜕𝜕
𝑠𝑠
𝜕𝜕𝜕𝜕𝑖𝑖
 ,  for  i =1 to 3 (4.12) 
 
where, 𝜆𝜆𝑠𝑠, is a dimensionless scaling factor. Substituting the shear potential function, 𝑔𝑔𝑠𝑠, 
and differentiating results in eq. 4.13. 
 
 ∆𝜀𝜀1
𝑝𝑝 = 𝜆𝜆𝑠𝑠 
 
∆𝜀𝜀2
𝑝𝑝 = 0 
 
∆𝜀𝜀3
𝑝𝑝 = −𝜆𝜆𝑠𝑠𝑁𝑁𝛹𝛹 
(4.13) 
 
Recalling that the elastic strain increments may be expressed as the total increments 
minus the plastic increments, the elastic laws may be rewritten as provided in Eq. 4.14 
 
 ∆𝜎𝜎1 = 𝛼𝛼1∆𝜀𝜀1 + 𝛼𝛼2(∆𝜀𝜀2 + ∆𝜀𝜀3) − 𝜆𝜆𝑠𝑠(𝛼𝛼1 − 𝛼𝛼2𝑁𝑁𝛹𝛹) 
 
∆𝜎𝜎2 = 𝛼𝛼1∆𝜀𝜀2 + 𝛼𝛼2(∆𝜀𝜀1 + ∆𝜀𝜀3) − 𝜆𝜆𝑠𝑠𝛼𝛼2(1 − 𝑁𝑁𝛹𝛹) 
 
∆𝜎𝜎3 = 𝛼𝛼1∆𝜀𝜀3 + 𝛼𝛼2(∆𝜀𝜀1 + ∆𝜀𝜀2) − 𝜆𝜆𝑠𝑠(−𝛼𝛼1𝑁𝑁𝛹𝛹 + 𝛼𝛼2) 
(4.14a) 
 
By allowing the new and old stress states to be designated by the superscripts N and O 
the following relationship (eq. 4.15) can be written, 
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 𝜎𝜎𝑖𝑖𝑁𝑁 = 𝜎𝜎𝑖𝑖𝑂𝑂 + ∆𝜎𝜎𝑖𝑖    for  𝑖𝑖 =  1 to 3 (4.15) 
   
By substituting eq. 4.14 into eq. 4.15, the following equations (eq. 3.16) are obtained. 
 
 𝜎𝜎1𝑁𝑁 = 𝜎𝜎1𝐼𝐼 − 𝜆𝜆𝑠𝑠(𝛼𝛼1 − 𝛼𝛼2𝑁𝑁𝛹𝛹) 
 
𝜎𝜎2𝑁𝑁 = 𝜎𝜎2𝐼𝐼 − 𝜆𝜆𝑠𝑠𝛼𝛼2(1 − 𝑁𝑁𝛹𝛹) 
 
𝜎𝜎3𝑁𝑁 = 𝜎𝜎3𝐼𝐼 − 𝜆𝜆𝑠𝑠(−𝛼𝛼1𝑁𝑁𝛹𝛹 + 𝛼𝛼2) 
(3.16a) 
 
It follows that 𝜆𝜆𝑠𝑠 may be defined by imposing the requirement that the new stress point 
be located on the yield surface. Substituting 𝜎𝜎1𝑁𝑁 and 𝜎𝜎3𝑁𝑁 for 𝜎𝜎1and 𝜎𝜎3 in 𝑓𝑓𝑠𝑠 = 0, results in 
eq. 4.17. 
 
 
𝜆𝜆𝑠𝑠 =
𝑓𝑓𝑠𝑠(𝜎𝜎1𝐼𝐼 ,𝜎𝜎3𝐼𝐼)
(𝛼𝛼1 − 𝛼𝛼2𝑁𝑁𝛹𝛹) − (𝛼𝛼2 − 𝛼𝛼1𝑁𝑁𝛹𝛹)𝑁𝑁𝜑𝜑
 (4.17) 
 
 
The tensile flow rule follows the form given in eq. 4.18. 
 
 ∆𝜀𝜀𝑖𝑖
𝑝𝑝 = 𝜆𝜆𝑡𝑡 𝜕𝜕𝜕𝜕
𝑡𝑡
𝜕𝜕𝜕𝜕𝑖𝑖
    for  𝑖𝑖 = 1 to 3  (4.18) 
 
And partial differentiation results in eqs. 4.19. 
 
 ∆𝜀𝜀1
𝑝𝑝 = 0 
 
∆𝜀𝜀2
𝑝𝑝 = 0 
 
∆𝜀𝜀3
𝑝𝑝 = −𝜆𝜆𝑡𝑡 
(4.19) 
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Following a similar logic as used for 𝜆𝜆𝑠𝑠 results in the following expression (eq. 4.20) for 
𝜆𝜆𝑡𝑡. 
 
𝜆𝜆𝑡𝑡 =
𝑓𝑓𝑡𝑡(𝜎𝜎3𝐼𝐼)
𝛼𝛼1
 (4.20) 
 
4.6.4 Mohr-Coulomb Strain Softening/Hardening Model 
 The Mohr-Coulomb strain softening/hardening model in UDEC uses the same 
yield functions, potential functions and flow rules as the elastic-perfectly plastic model. 
The only difference is that the cohesion, friction angle, dilation angle, and tensile strength 
may soften or harden after the yield condition is met whereas in the elastic-perfectly 
plastic model, these parameters remain constant. Shear softening or hardening is 
accomplished via prescribing the post yield values of cohesion, friction angle, and 
dilation angle as piecewise linear functions given in terms of the plastic shear strain. 
Tensile softening or hardening is accomplished via prescribing the post yield tensile 
strength as a linear piecewise function in terms of plastic tensile strain. The plastic shear 
strain is measured in incremental form by equations 4.21a and 4.21b. 
 
 
∆𝜀𝜀𝑝𝑝𝑠𝑠 = �
1
2
�∆𝜀𝜀1
𝑝𝑝𝑠𝑠 − ∆𝜀𝜀𝑚𝑚
𝑝𝑝𝑠𝑠�
2
+
1
2
�∆𝜀𝜀𝑚𝑚
𝑝𝑝𝑠𝑠�
2
+
1
2
�∆𝜀𝜀𝑚𝑚3
𝑝𝑝𝑠𝑠 − ∆𝜀𝜀𝑚𝑚
𝑝𝑝𝑠𝑠�
2
�
1
2
 (4.21a) 
 
 
∆𝜀𝜀𝑚𝑚
𝑝𝑝𝑠𝑠 =
1
3
�∆𝜀𝜀1
𝑝𝑝𝑠𝑠 + ∆𝜀𝜀3
𝑝𝑝𝑠𝑠� (4.21b) 
 
and the plastic tensile strain is computed in incremental form via eq. 4.22. 
 
 ∆𝜀𝜀𝑝𝑝𝑡𝑡 = ∆𝜀𝜀3
𝑝𝑝𝑡𝑡 (4.22) 
 
where the superscripts 𝑝𝑝𝑡𝑡 and 𝑝𝑝𝑝𝑝 denote plastic shear and plastic tensile strain, 
respectively. 
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4.7 Description of Joint Model 
 A joint area contact model is used to model all joints in this thesis.  This model is 
a linear approximation of joint stiffness with a linear Mohr-Coulomb yield function.  This 
model is founded upon elastic shear and normal stiffness; frictional, cohesive, and tensile 
strength properties; and dilation characteristics commonly observed in rock joints and is 
designed for applications simulating tightly packed rock blocks in area contact (as 
opposed to point contact).  The model is analogous to the elastic perfectly plastic Mohr-
Coulomb constitutive model in that the Mohr-Coulomb yield function defines the onset 
of plastic shear deformation for the joint. 
 The joint normal stress-displacement behavior follows a linear relationship 
defined by, 
 
 ∆𝜎𝜎𝑛𝑛 = −𝑘𝑘𝑛𝑛∆𝑢𝑢𝑛𝑛 (4.23) 
 
where, 
∆𝜎𝜎𝑛𝑛 = effective normal stress increment 
∆𝑢𝑢𝑛𝑛 = normal displacement increment 
𝑘𝑘𝑛𝑛 = joint normal stiffness 
 
The shear stress-displacement behavior also follows a linear relationship defined by 
 
 ∆𝜏𝜏𝑠𝑠 = −𝑘𝑘𝑠𝑠∆𝑢𝑢𝑠𝑠𝑒𝑒 (4.24) 
 
where, 
∆𝜏𝜏𝑠𝑠 = shear stress increment 
∆𝑢𝑢𝑠𝑠𝑒𝑒 = elastic component shear displacement increment 
𝑘𝑘𝑠𝑠 = joint shear stiffness 
 
The strength of the joint can be governed by a variety of joint strength models. In this 
thesis the Coulomb slip with residual strength model is used. In the normal direction, the 
joint is governed by a tensile strength cutoff. This is defined as, 
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 𝜎𝜎𝑛𝑛 <  −𝑇𝑇  (4.25) 
 
where 𝑇𝑇 is the joint tensile strength. Upon joint tensile failure, the normal stress defaults 
to zero. The joint shear strength is governed by a Coulomb slip model in which if, 
 
 𝜏𝜏𝑠𝑠 ≤ 𝐶𝐶 + 𝜎𝜎𝑛𝑛 tan𝜙𝜙 = 𝜏𝜏𝑚𝑚𝑚𝑚𝑥𝑥 (4.26) 
 
then, 
 
 𝜏𝜏𝑠𝑠 = sin(∆𝑢𝑢𝑠𝑠) 𝜏𝜏𝑚𝑚𝑚𝑚𝑥𝑥 (4.27) 
 
In UDEC, this model has a residual strength option in which displacement weakening is 
simulated by loss of frictional, cohesive, and tensile strengths immediately following 
onset of shear or tensile failure. Once slip or joint opening has occurred the block may be 
free to move. Block motion is determined in UDEC via application of a force 
displacement law and Newton’s second law of motion; the motion of individual blocks is 
determined by the magnitude and direction of the resultant out of balance moment and 
forces acting on it. 
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 CHAPTER 5.0 UNCONFINED AND CONFINED COMPRESSION TEST 
MODELLING 
 
5.1 Introduction 
 Simulated uniaxial (unconfined) and triaxial (confined) compression tests on large 
scale samples were performed in order to calibrate the coal material model and to develop 
an understanding for the complex interaction between joint and constitutive model input 
parameters on a simpler model before modelling pillar compression tests. Figure 5.1 
presents a schematic of the two types of tests. The triaxial tests and pillar tests are related 
in the sense that both are a study on how confinement affects peak vertical strength. In 
the pillar tests, confinement is generated from within the pillar itself and is a function of 
the width-to-height ratio. In the triaxial tests, the dimensions of the sample are such that 
no internal confinement can occur during the test; external confining pressure is applied 
to the surface of the sample while the sample is vertically compressed. The pillar test is 
the more complex scenario. The confined compression tests also allow the material to be 
observed in the absence of frictional end effects. The advantage of modelling confined 
compression tests is that it allows for the behavior of the material to be observed in a 
simpler and more commonly presented way. This approach allows for a more complete 
and in depth understanding of both the material, and later in Chapter 8, pillar behavior. 
                   
Figure 5.1 Unconfined (left) and Confined (right) Compression Tests [Fossen 2010] 
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5.2 Geometry of Unconfined and Confined Compression Test Models 
 Large-scale numerical test specimens were modelled which had a width of 2 ft. 
and a height of 6 ft., giving a height-to-width ratio of three. This is in accordance with the 
standards for preparing rock cores for compression tests as provided by both the 
International Society for Rock Mechanics [ISRM 1978] and the American Society for 
Testing Materials [ASTM 2008], which suggest preparing test samples with a height-to-
width ratio of at least 2.0. Figure 5.2 depicts the geometry of the modelled large scale test 
“cores”. 
 
Figure 5.2: Geometry of Modelled Compression Test Samples 
 
 
5.3 Distinct Element Blocks 
 A randomized joint pattern was applied to the test samples via a Voronoi 
tessellation joint generator embedded within UDEC. This joint system results in a distinct 
element model which consists of a finite set of distinct particles called blocks. The 
contacts between the blocks are treated as boundary conditions and behave according to 
the prescribed joint model and associated joint properties. The block models used for the 
simulations are shown in Figure 5.3. 
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Figure 5.3 Block Models from Voronoi Seed Values of (a) One, (b) Three and (c) Eleven 
 
 The Voronoi joint generator used to create the distinct element block model 
requires several statistical inputs which control the average size and distribution of the 
blocks. UDEC defaults were used for most of these properties. Only the average edge 
length and the Voronoi seed value were specified. An average edge length of 0.25 ft. was 
selected. The Voronoi seed value controls the starting point for the Voronoi tessellation. 
Changing the seed value will result in a similar but different set of randomized joints. 
Other parameters which were left as defaults control other properties such as block size 
uniformity. 
 An important aspect of creating an appropriate distinct element block model is the 
minimum edge length and the rounding length of the block corners and the relationship 
between these two parameters. Edge length refers to the maximum length of a distinct 
element block which may be created in the model. Rounding length refers to the rounding 
of the corners of these blocks. Rounding of block corners is a numerical requirement. 
Decreasing the rounding length will result is correspondingly larger run times. In UDEC, 
the rounding length must be at least ten times smaller than the minimum edge length. 
Careful selection of these properties is particularly important when using the Voronoi 
joint generator. This is because even though a given pair of edge and rounding length 
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values may satisfy requirements of the program, they may over constrain the Voronoi 
joint generator resulting is either a failed Voronoi tessellation or non-uniform, highly 
angular blocks. This leads to extreme sensitivity of the model results to the Voronoi seed 
number. The edge length that is specified must be sufficiently small that the Voronoi 
tessellation can adjust to create smaller blocks to fill spaces at the boundaries of the 
tessellation region.  
 A numerical issue which can occur when using small rounding lengths is 
excessive block contact overlap. UDEC provides a default maximum contact overlap, but 
this may need to be changed for modelling problems with large displacements or small 
corner rounding lengths. It is the responsibility of the modeler to determine if the 
increased overlap tolerance is significantly affecting the model results or not. For the 
modelling described here, the block properties are provided in Table 5.1. 
 
Table 5.1: Distinct Element Block and Voronoi Tessellation Properties 
Property Value 
Block Minimum Edge Length 0.01 ft. 
Block Rounding Length 0.005 ft. 
Overlap Tolerance 0.02 ft. 
Voronoi Joint Average Edge Length 0.25 ft. 
Voronoi Joint Seed Value Variable 
 
 
5.4 Finite Difference Grid for Unconfined and Confined Compression Test Models 
 Each distinct element block is discretized to form a finite difference mesh of 
three-noded triangular elements. The maximum allowable element edge length is 0.25 ft. 
However, most of the elements generated by the automated mesh generator are smaller 
than this since the maximum edge length of the Voronoi blocks is also 0.25 ft. A plot of a 
typical finite difference mesh for the unconfined and confined compression tests is shown 
below in Figure 5.4. 
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Figure 5.4: Typical Finite Difference Mesh for Compression Test Samples 
 
It is well known that using triangular elements in plasticity models can seriously 
overestimate strength. This is due to a numerical phenomenon commonly referred to as 
element locking [Nagtegaal et al. 1974], which often occurs when the number of 
incompressibility constraints imposed on the discretized system is too great in relation to 
the number of degrees of freedom of that system. Common solutions to preventing 
locking include using higher order elements and reduced integration (in finite elements). 
The solution developed for Itasca modelling softwares is to use a mixed discretization 
technique to provide more volumetric flexibility for the element [see Marti and Cundall 
1982]. UDEC provides this mixed discretization scheme as an option but not as the 
default. To date, no errors associated with volumetric locking of three-noded triangular 
elements in modelling plastic deformations have been observed in UDEC [Itasca, 2014]. 
In the modelling presented in this thesis, three-noded triangular elements are used 
exclusively without any observed locking issues. 
 
5.5 Rock Mass Model 
 The modelled rock mass consists of a series of distinct element blocks with 
boundaries – generated via a Voronoi tessellation generator – assigned a Mohr-Coulomb 
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area contact model with residual strength, which governs the strength of the block 
contacts. Each block is discretized into its own finite difference mesh. The elements 
within each block are prescribed a Mohr-Coulomb strain softening/hardening constitutive 
model. The Mohr-Coulomb strength properties for both the joints and the constitutive 
material are assigned based on realistic laboratory measured values for coal and a target 
large scale uniaxial compressive strength of near 900 psi. The remaining properties, 
which described the post failure behavior of the joints and constitutive material, must be 
determined numerically since they are not based on laboratory testing. Additionally, the 
plastic behavior of the modelled sample will be grid dependent. This occurs as a result of 
strain localization within the model. For a simulated shear test on an elastic/plastic 
material, the model may deform uniformly or exhibit shear banding (strain localization). 
The occurrence of shear banding is related to the degrees of freedom in the system, and is 
to be expected if enough degrees of freedom exist [Itasca 2014]. Therefore, the element 
edge length is an additional calibration parameter than may not be changed once the 
softening properties have been determined [Roberts et al. 2005a]. The elastic and peak 
strength properties for both the joint and constitutive model are provided below in Tables 
5.2 and 5.3.  
 
Table 5.2: Pre-Failure Joint Model Properties 
Property Value 
Joint Shear Stiffness (ksi/ft.) 3191 
Joint Normal Stiffness (ksi/ft.) 5318 
Cohesion (psi) 320 
Friction Angle (°) 35 
Tensile Strength (psi) 22.5 
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Table 5.3: Pre-Yield Constitutive Model Properties 
Property Value 
Shear Modulus (ksi) 319.1 
Bulk Modulus (ksi) 531.8 
Cohesion (psi) 320 
Friction Angle (°) 35 
Tensile Strength (psi) 60 
 
Softening properties will be discussed later. It should be noted as well that the elastic 
properties must also be calibrated. This is due to the combined interaction between the 
joint stiffness and the material stiffness. Simulating triaxial tests on a jointed material, the 
computed slope of the stress-strain curve will be a function of joint stiffness, material 
stiffness, joint spacing, and joint orientation. There is a tendency to try to set the joint 
stiffness properties high enough that they do not affect the stress-strain behavior of the 
material until their frictional strength is exceeded and sliding occurs. However, this is 
impractical since setting joint stiffness values much greater than ten times the moduli 
values will result in excessive model run times. The combination of joint and material 
stiffness used in the modelling results in a coal modulus of elasticity of near 478 ksi. This 
is within an acceptable range of values as determined from large scale laboratory and in-
situ coal pillar experiments [Wagner 1974, Bieniawski and VanHeerden 1975]. 
 
5.6 Test Pressures and Loading Sequence  
 Three sets of compression tests were performed using three different Voronoi 
tessellation seed values to investigate the sensitivity of the material model to the Voronoi 
joint pattern. It is conceivable that different seed numbers will lead to different results 
and that if enough tests were performed, the results would center about an average, with 
some associated standard deviation describing the scatter of results. It is also logical to 
suppose that this standard deviation would tend to decrease with decreasing edge length 
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of the Voronoi blocks since the material would become more “homogenous” as block 
size decreased, since the effect on each individual block will be less. 
 Each set of tests consisted of one unconfined and six confined compression tests. 
The confined compression tests were performed at confining pressures of 𝜎𝜎3 = 50, 100, 
200, 300, 400 and 500 psi. Mohr’s Circle plots and Mohr-Coulomb failure envelopes 
were constructed for comparison with material and joint property inputs and do determine 
the true behavior of the numerical coal rock mass. This will be discussed later. 
 The samples were initially brought to equilibrium conditions with the desired 
confining pressure applied horizontally to the upright sides of the sample and a vertical 
stress of 1.5 times the confining pressure applied to the top. For the first two tests in each 
set (unconfined and 𝜎𝜎3 = 50 psi) an initial vertical stress of 100 psi was applied. 
 Once the samples reached equilibrium at their initial loading state, the samples 
were compressed through failure via a displacement controlled test. This allowed for the 
computation of the full stress-strain behavior for each sample. 
 
5.7 Boundary Conditions for Unconfined and Confined Compression Test Models 
 Appropriate boundary conditions were applied to the modelled test samples to 
simulate the tests described above. The tests were modelled in plane strain. Typical 
compression tests on rock cores are performed on cylindrical specimens. However, the 
Voronoi jointing scheme is not available in 3DEC, the three dimensional version of 
UDEC. Additionally, pillar compression tests were to be performed in plane strain and it 
was desirable to be able to make a direct comparison between the confined compression 
tests and the pillar compression tests. Furthermore, the Mohr-Coulomb yield criterion is 
only a function of the major and minor principal stress. Therefore, even though the out-
of-plane stress may be much larger than the applied confining stress, the plane stress 
condition requires that out-of-plane displacements are equal to zero. Therefore, the out-
of-plane stress will generally be the intermediate principal stress and will not be 
significant for the modelling results. Figure 5.5 depicts the boundary conditions used to 
simulate the compression tests 
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Figure 5.5: Boundary Conditions for Simulated Triaxial Tests 
 
 The test sample models were fixed at the bottom against vertical displacement. 
Stresses equal to the desired confining pressure were applied horizontally to the left and 
right sides of the samples. For the unconfined test, these stresses were omitted. A vertical 
stress equal to 1.5 times the confining stress was applied to the top surface of the 
modelled test samples. As previously mentioned, the initial vertical stress was equal to 
100 psi for the unconfined and 50 psi confinement models. Each model was then solved 
for static equilibrium. Once equilibrium conditions were reached, a constant velocity 
boundary condition equal to 5 × 10−3 ft/s was prescribed to the nodes at the top of the 
model in the downward direction. The simulation was performed until the samples failed 
(vertical stress no longer increased with additional vertical displacement). 
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5.8 Material Calibration 
 The post-failure material properties for the joints needed to be calibrated. For the 
joints, these properties were the residual cohesion and residual friction angle values. For 
the constitutive model, the post-yield properties which needed to be calibrated were the 
residual cohesion, residual friction angle, and the range of plastic shear strain over which 
these values decreased. Different trial runs of numerical compression tests were 
performed and a partial sensitivity analysis was conducted to investigate the effects of 
changing these properties. The values that were eventually settled on for use in the 
modelling for this thesis are provided in Tables 5.4 and 5.5. For constitutive material 
softening, only cohesion was reduced. The frictional angle remained a constant 35° 
weather or not yielding occurred in the element. 
 
Table 5.4: Post-Failure Joint Model Properties 
Property Value 
Residual Cohesion (psi) 18 
Residual Friction Angle (°) 5 
 
Table 5.5: Post-Yield Constitutive Model Properties 
Property Value 
Residual Cohesion (psi) 32 
Plastic Strain Range (%) 4 
 
 
5.9 Results and Analysis of Simulated Unconfined and Confined Compression Tests 
 A summary of the peak average vertical stresses (𝜎𝜎1) for the given confining 
pressure (𝜎𝜎3) for each simulated test is provided in Table 5.6. Stress-strain behavior for 
all three sets (Voronoi seed values of one, three, and eleven) of compression tests, are 
provided in Figure 5.6a, 5.6b, and 5.6c. Figures 5.7a, 5.7b, and 5.7c show the Mohr’s 
Circle plots and Mohr-Coulomb criterion fit for each individual set of tests. The location 
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of shear failure on the Mohr’s Circles is indicated by the solid black dots. The break 
angle (𝜃𝜃𝑠𝑠𝑠𝑠), used for determining the shear failure location on the circle was assumed 
equal to: 
 
 
𝜃𝜃𝑠𝑠𝑠𝑠 = 45° +
𝜙𝜙
2
 (5.1) 
 
where phi (𝜙𝜙) is the internal angle of friction. For confined compression tests where a 
clearly defined break angle was observed, a line was qualitatively fit to the break by eye, 
and the angle computed from the slope of the line. If no break angle was visible, it was 
assumed to be 62.5°. Plots of joint opening, plastic state, displacement vectors, and 
fracturing of each test sample for the three seed values are summarized in Figures 5.8a, 
5.8b and 5.8c. A transition from axial splitting to shear failure is observed with increasing 
confining pressure. Sample models tested at confining pressures greater than around 300 
psi exhibited very little crack opening, and the major failure mechanism was plastic 
deformations of the material elements, not movement along fractured joints. The angle of 
shear failure can be seen to decrease with increasing confining pressure. This decrease in 
break angle is directly proportional to the friction angle as demonstrated by Eq. 5.1.  
 
Table 5.6: Summary of Results for Unconfined and Confined Compression Tests 
𝝈𝝈𝟑𝟑 𝝈𝝈𝟏𝟏 (set 1) 𝝈𝝈𝟏𝟏 (set 2) 𝝈𝝈𝟏𝟏 (set 3) 𝝈𝝈𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂𝒂 
Standard 
Deviation 
(psi) (psi) (psi) (psi) (psi) (psi, %) 
0 887 854 929 890 37.7, 4.24% 
50 1104 1143 1008 1085 69.6, 6.41% 
100 1271 1341 1192 1268 74.4, 5.87% 
200 1625 1686 1573 1628 56.6, 3.48% 
300 1997 2014 1876 1962 75.2, 3.83% 
400 2273 2323 2156 2251 85.7, 3.81% 
500 2608 2615 2455 2559 90.2, 3.52% 
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Figure 5.6a: Stress-Strain Behavior for Simulated Triaxial Test (Seed Value of One) 
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Figure 5.6b: Stress-Strain Behavior for Simulated Triaxial Test (Seed Value of Three) 
 
 
 
96 
 
 
 
 
 
Figure 5.6c: Stress-Strain Behavior for Simulated Triaxial Test (Seed Value of Eleven) 
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Figure 5.7a: Mohr’s Circles and Mohr-Coulomb Strength Envelop for Tests on Material with Seed Value of One 
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Figure 5.7b: Mohr’s Circles and Mohr-Coulomb Strength Envelop for Tests on Material with Seed Value of Three 
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Figure 5.7c: Mohr’s Circles and Mohr-Coulomb Strength Envelop for Tests on Material with Seed Value of Eleven 
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Figure 5.8a: Final Test Sample States for Tests using a Seed Value of One 
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Figure 5.8b: Final Test Sample States for Tests using a Seed Value of Three 
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Figure 5.8c: Final Test Sample States for Tests using a Seed Value of Eleven 
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The transition from axial splitting to shear failure can also be observed in the plots 
of the displacement vectors. It can clearly be seen that the unconfined compression test 
samples have been pulled apart by horizontal tensile stresses which developed as the 
sample was crushed. The confined tests all show displacements which correspond to two 
moving halves of the rock. One half is moving downward while the other is generally 
moving outward. The boundary which separates the two moving halves corresponds with 
the break angle. 
 Likewise the plots of plastic state also show good correlation with observed 
behavior of real rock cores tested under unconfined and confined conditions in the lab. 
Figure 5.9 presents a conceptual diagram of observed modes of failure in rock samples 
under a range of stress conditions. States b, e and h are reproduced in the modelled test 
results. In the unconfined sample, tensile failure of the constitutive material is observed 
in addition to the joint opening. The test models run at confining pressures of 50, 100 and 
200 psi exhibit shear failure and tensile failure along a progressively narrower band. Most 
of the shear failure is in the past (shown by the dark green crosses) since the sample has 
fully split in a brittle manner along a well-defined break angle, thus releasing the shear 
stress acting along that plane. For the test models run at confining pressures of 300 psi 
and greater, active plastic shear deformation of the material is observed (orange asterisks) 
since the high confining stresses tends to hold the joints together. 
Considering that both the failure strength of the joint and the yield strength of the 
constitutive coal model assume a linear failure criterion (constant friction angle), the 
mechanism for the observed decrease in break angle must be determined. A plausible 
explanation can be deduced through reason. To start, Fossen [2010] provides reasoning as 
to why rock does not fail in shear at the theoretical angle of maximum shear stress of 45°. 
Figure 5.10 below provides a simple depiction of a rock core with the theoretical break 
angle of 45° and an actual break angle of 60° drawn on it. Below is drawn a 
corresponding Mohr’s Circle diagram with the theoretical and true failure locations 
shown by a green and blue dot, respectively. It can clearly be seen that as the angle of the 
shear plane is rotated past 45° the normal stress will decrease rapidly. However, the 
corresponding decrease in shear stress along the plane is much less. The  
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Figure 5.9: Failure States in Rock under Various Stress States [Fossen 2010] 
 
optimal balance between normal and shear stress will depend on the angle of internal 
friction. 
 
 
Figure 5.10: Relationship between Shear Fracture and Principal Stress [Fossen 2010] 
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 Fossen [2010] additionally states that the true break angle will be a function of 
confining pressure, temperature, and pore fluid. In this model, temperature and pore fluid 
are ignored so the break angle is a function purely of confining pressure. The modelling 
performed here shows in more detail, the mechanism which is responsible for the 
decrease in friction angle (and subsequently the break angle) with increasing confining 
pressure. In the unconfined sample, it can be clearly seen that the rock is pulled apart by 
tensile forces as it is vertically compressed. This results in a generally vertical break. 
When the confining pressure is increased to 50 psi, the tensile failure zone narrows and 
tends to orient at some sub-vertical angle. Some shear failure is present along this angle 
as well, but in the final model state shown here the shear failure is all in the past, because 
as a brittle fracture developed, the shear stress along this fracture was relieved. The 
fracture is formed not completely by shearing of the rock, but by a combination of shear 
and tension as the rock is sheared and pulled apart along the break angle. As the 
confining pressure applied for the test is increased, the tensile failure band, and the width 
of the zone of open joints continues the shrink in width. The angle of fracture also 
decreases. This is because, as the confining pressure increases, so does the level of tensile 
stress generated. The lateral expansion is constrained and therefore the pulling forces on 
and around the forming fracture are decreased and the dominant mode of failure tends 
toward purely shearing. This can be observed in the tests performed at confining stresses 
of 400 and 500 psi. Little tensile failure and joint opening are observed in the final state 
of these tests. However, true shear failure of the finite difference elements is observed. 
 The shape of the failure envelope of coal and other rock types is generally 
recognized as non-linear [Hoek and Brown 1980]. This is particularly true when 
considering a wide range of confining pressures. Hobbs [1964] performed confined 
compression tests on various coals at confining pressures up to 5000 psi. Results of the 
tests are provided in Figure 5.11. It can be seen that two of the coals tested exhibited 
strong non-linearity with respect to their shear failure envelopes. There is a tendency to 
relate a small rock sample tested under confined compression in the lab to a 
conceptualized stress element. There is also a tendency to speak of the friction angle as 
though it were a true rock property and truly related to the break angle of the rock. In 
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reality, the friction angle is simply a linear curve fitting parameter. A decrease in break 
angle with confinement need not be associated with a non-linear strength relationship. 
This is not a new idea, but the results of this model help to clarify this confusion and 
demonstrate the actual mechanisms of rock failure. 
 
 
 
Figure 5.11: Failure Envelopes for Coals under High Confining Stresses [Hobbs 1964] 
 
Figures 5.12a and 5.12b compare the relationship between confining stress and 
peak stress for all the test models run. The average failure strengths are computed and a 
Mohr-Coulomb envelope (provided in terms of the major and minor principal stress) is fit 
to this data. It can be seen that the resulting compressive strength from the linear fit for 
the large scale simulated coal material is 925 psi. The true uniaxial compressive strength, 
computed from the average of the unconfined tests is around 890 psi. The tangent of the 
slope of the linear Mohr-Coulomb fit is equal to about 3.33. This corresponds to a 𝛽𝛽-
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value of about 73° and a corresponding friction angle of 32.6°. Though the compressive 
strength and friction angle are somewhat lower than conventional wisdom regarding coal 
properties, the modelled compressive strength is near the commonly assumed in-situ 
compressive strength value for Eastern U.S. coals of 900 psi. In fact, it is desirable that 
the numerical UCS be slightly less than 900 psi, since an insitu compressive strength of 
900 psi for coal, is based on the strength of a square pillar with width-to-height ratio 
equal to one. A pillar of these dimensions should generate slightly more confinement than 
the narrow samples used in this numerical experiment. In the pillar modelling, it is 
expected that the compressive strength of a pillar with a width-to-height ratio of one will 
be greater than the UCS value determined here. The computed friction angle is several 
degrees lower than values reported from laboratory testing of small samples of coal, but it 
is likely that the insitu scale friction angle would be less than these lab values based on 
the work of Marinos and Hoek [2000]. Taking these points into consideration, and the 
good qualitative correlation of simulated behavior with typical behavior observed for 
smaller scale lab specimens, the material model was adopted for use in the pillar 
compression test models. 
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Figure 5.12a: Mohr-Coulomb Fit for Average of All Simulated Compression Tests 
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Figure 5.12b: Mohr Coulomb Fit In Relation to Average Strength Values 
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CHAPTER 6.0 PILLAR COMPRESSION TEST MODELLING 
 
6.1 Introduction 
 In order to perform an investigation of the response of slender coal pillars to 
dynamic loads, it is first necessary to develop a set of static coal pillar models. In the 
past, coal pillars have been modelled primary using continuum programs (FEM, FDM). 
For this project, the distinct element program UDEC was chosen to determine if DEM 
modelling could be used to allow the coal pillar to fracture and deform in a more realistic 
way. The results of the unconfined and confined compression tests appeared promising. 
Also, during dynamic simulation, it is important that blocks of coal be able to dislodge 
from the pillar rib and fall into the entry. This is only possible with using DEM. 
 Little information exists in the literature concerning observed in-situ behavior of 
very slender coal pillars. This is likely due to the fact that these size coal pillars are rarely 
used in modern underground coal mining. However, slender pillars with width-to-height 
ratios below two are common in hard rock mining. Slender pillars generally fail by a 
combination of both shear failure and brittle tensile failure at the pillar ribs [Esterhuizen 
et al. 2008]. Figure 6.1 demonstrates the failure modes of slender pillars. As the pillar 
width-to-height ratio increases and the pillars generate higher confining stresses, the main 
failure mode transitions from brittle to shear failure. 
 
 
Figure 6.1: Failure Modes in Slender Pillars [Esterhuizen et al. 2006] 
111 
 
The goal was to use a distinct element model to allow for brittle failure to occur at the 
ribs but for the coal to remain confined at the pillar center, and fail in shear. This type of 
model will allow for a better assessment of damage during dynamic loading since the 
ground vibrations caused by blasting are more likely to result in spalling and dislodging 
of loose coal from the pillar ribs than catastrophic shear failure of the entire pillar. 
 The modelling approach was to develop a set of coal pillars of varying width-to-
height-ratios and compare the peak strength to the Mark-Bieniawski pillar equation. The 
vertical stress distributions at different stages of loading are compared with the empirical 
results of in-situ pillar test performed by Wagner [1974]. Additionally, average vertical 
stress and vertical seam closure were recorded for comparison with the empirical results 
of Wagner [1974]. The intent was to develop a set of highwall web pillars which 
exhibited a mechanical response reasonable enough that they could be used with 
confidence in a dynamic analysis to gain insight into the behavior of slender pillars 
subjected to dynamic loads. The focus of the study is on the behavior of single pillars, not 
panel scale stability. The mine roof is not considered in this study, although its 
importance to successful highwall mine design is recognized by the author. 
 The general steps that were followed in the static modelling of each individual 
pillar are: 
 
1. Create geometry and discretize the model. 
2. Apply elastic model properties with infinite joint strength and initialize in-situ 
stresses. 
3. Solve for static equilibrium. 
4. Apply plastic material and joint properties and re-solve for static equilibrium. 
5. Instantaneously excavate entries on both sides of the pillar and solve for static 
equilibrium. 
6. Apply a vertical constant velocity at the top boundary of the model. 
7. Record pillar vertical stress, horizontal stress, and closure as it is crushed. 
8. Repeat process for all size pillars. 
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6.2 Geometry of Pillar Compression Test Models 
 Figure 6.2 depicts the general geometry of the pillar models in relation to a 
conceptual highwall panel which extends to infinity in both width and length. The bottom 
half of Figure 6.2 shows a plan view of a conceptualized highwall mining panel. The top 
shows the vertical profile. The dotted red lines indicate the modelled area. 
 
 
Figure 6.2: Modelled Pillar Geometry in Relation to a Highwall Panel 
 
Due to the large width of highwall panels in relation to the overburden depth, it is 
typically assumed that no pressure arching occurs and that each pillar must support the 
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full weight of the column of rock which overlies it [Perry et al. 2015]. This tributary area 
loading approach is generally appropriate, particularly near the center of the panel. 
 Because highwall pillars are hundreds of feet in length but only a few feet in 
width and height, a plane strain assumption is appropriate. Therefore, the pillar geometry 
need only represent a vertical slice through the highwall panel. Figure 6.3 shows the 
specific details of the geometry for the modeled pillars. The entire pillar cross section 
with width (W) and height (H) was incorporated in the models. Although the geometry 
could have been simplified by considering the vertical plane of symmetry down the 
center of the pillar to be a fixed horizontal displacement boundary condition, this was 
decided against since model run times were not found to be excessive. An additional five 
feet was modelled on either side of the pillar, which was later removed to simulate 
instantaneous excavation of the entries and subsequent redistribution of the loads. In the 
models, a total of 40 ft. of surrounding rock was included above and below the pillar to 
isolate the pillar from edge effects and allow the full pressure bulb to form above each 
pillar. 
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Figure 6.3: Model Geometry for Pillar Compression Tests 
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6.3 Distinct Element Blocks 
 The same Voronoi generator and input parameters (with the exception of seed 
value) that were used to develop the confined compression test models were used to 
model the coal for the pillar compression tests. Figure 6.4 shows an example distinct 
element block model for a pillar resulting from the Voronoi tessellation for a seed value 
of 2. 
 
Figure 6.4: Example of Distinct Element Blocks Resulting from Voronoi Joint Model 
 
 
6.4 Finite Difference Grid for Pillar Compression Test Models 
 Each deformable distinct element block in the model is subdivided into its own 
finite difference grid. The size of the grid varies depending on block size and the true 
edge lengths of each individual block. The maximum edge length prescribed within the 
pillar is 0.25 ft. The maximum edge length prescribed for the region above and below the 
pillar is graded from 0.4 feet near the pillar to 6.4 ft. at the top and bottom model 
boundaries.  Figure 6.5 depicts the finite difference mesh for a model of a pillar with a 
width-to-height ratio of one and a Voronoi tessellation seed value of two. The bottom of 
the figure shows a close up view of the same pillar for the mesh within the pillar region. 
The meshes for all other pillars are similar but with slight variations based on pillar size 
and the given Voronoi tessellation seed value. 
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Figure 6.5: Finite Difference Mesh for Typical Pillar Compression Test 
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6.5 Pillar Sizes and Loading Sequence 
 The effects of varying two geometrical parameters – the pillar width and pillar 
height – were investigated to develop an understanding of whether the modelled pillars 
reasonably simulated the empirical pillar studies of Beiniawski and Van Heerden [1975] 
and Wagner [1974]. This was accomplished by modelling two sets of pillars. The seam 
heights of the first and second pillar sets were 4 ft. and 6 ft., respectively. Each set was 
composed of six pillars. The width-to-height ratios of these six pillars are: 0.75, 1.00, 
1.25, 1.50, 1.75, and 2.00. This resulted in twelve different pillar geometries. 
Additionally, to understand the effect of Voronoi seed value of modelling results, each 
pillar model was run three times with Voronoi seed values of two, four, and eight. The 
seed value is simply a starting place for the statistical generation of the joints. For this 
reason, no consistency was required between the values used in Chapter 5.0 and those 
used in this chapter. This resulted in a total suite of 60 pillar models. 
 The simulated pillar loading process followed three basic steps and is discussed 
further in Section 6.7. First, the pillar is prescribed only elastic joint and constitutive 
material properties and brought to static equilibrium for an overburden pressure equal to 
one-half the load required to fail a coal pillar based on the Mark-Bieniawski pillar 
strength formula (eq. 2.6)  using a 900 psi in-situ coal compressive strength. This resulted 
in pillars initially loaded to a safety factor of around 2.0. Variation in the true model 
pillar strength from the Mark-Bieniawski formula will change this ratio slightly, but this 
is not significant as far as this study is concerned. The joint and constitutive models for 
the pillar are then switched to the plasticity models described previously and the model 
re-solved for static equilibrium conditions. A constant downward velocity was next 
applied to the top boundary of the model and the pillar was compressed through its peak 
strength to its residual strength. 
 
6.6 Rock Mass Model and Properties 
 The material model and properties developed in Chapter 5.0 was used exclusively 
in all pillar models. This model consists of Mohr-Coulomb constitutive and joint models 
which act together to represent the rock mass. A Voronoi tessellation scheme embedded 
within UDEC is used to develop a randomized joint structure in the model. The joints do 
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not represent real joints, but provide an avenue for rock fracture to occur. The joint 
strength properties are set equal to that of the constitutive model, allowing for the 
modeled rock mass to fracture along the joints and undergo large displacements upon 
failure. 
 The rock surrounding the pillar is simply modelled as an infinitely linearly-elastic 
isotropic material with elastic stiffness properties (see Table 6.1) intended to represent 
competent sandstone. Although roof and floor conditions have been shown to 
significantly affect pillar strength (Gale 1999, Lu et al. 2008, Perry et al. 2013), for this 
study, it was assumed that failure of the pillar was governed by the strength of the coal 
and that the roof and floor strata had a limited effect on pillar strength. The interface 
contact between the pillar and roof and floor strata was assigned the same properties as 
the coal joints. All elements were assigned a unit weight of 162 pcf. It was not necessary 
to consider the lower density of the coal, since the change in pillar stress would be almost 
infinitesimal with respect to the stresses which developed as a result of the overburden 
and compression test. 
 
Table 6.1: Elastic Properties of Surrounding Roof and Floor Rock 
Elastic Property Value 
Modulus of Elasticity (ksi) 4,350 
Poisson’s Ratio (-) 0.25 
 
 
6.7 Boundary Conditions for Pillar Compression Test Models 
 In the Cartesian coordinate system used to generate the models, the 𝑥𝑥�-direction 
was taken as the horizontal dimension, 𝑦𝑦� as the vertical direction and ?̂?𝑧 as the out-of-
plane direction. As previously mentioned, the assumption of plane strain was made due to 
the very long length of highwall pillars. This means that displacements were fixed in the 
length (?̂?𝑧) direction of the models. The pillars were modelled with essentially infinite 
confinement with respect to their length. Prior to excavation of the highwall miner holes 
adjacent to the pillar, fixed horizontal displacement boundaries were applied along the 
sides and a fixed vertical displacement boundary applied along the bottom of the model, 
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allowing for deformation to occur in the vertical direction but constraining movement 
normal to the bottom and sides of the model. This essentially simulates a pillar in the 
center of an infinitely wide panel. The boundary conditions prior to excavation are 
depicted in Figure 6.6. A stress boundary condition was applied along the top of the 
model to simulate the overburden loading required to load a fully excavated pillar to half 
its failure strength (as predicted by the Mark-Bieniawski equation). The boundary 
conditions applied to the model during the first phase of static loading are: 
 
1. No horizontal displacement along the vertical model boundaries 
2. No vertical displacement along the bottom model boundary 
3. Constant downward vertical stress along the top model boundary 
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Figure 6.6: Boundary Conditions during First Phase of Static Loading 
Once the excavation of the entries was completed and the model resolved for equilibrium, 
the pillar safety factor was roughly near 2.0. Upon excavation the pillar ribs were free to 
expand laterally into the adjacent entries. The boundary conditions applied to the model 
during the second phase of static loading were: 
 
4. No horizontal displacement along the vertical model boundaries 
5. No vertical displacement along the bottom model boundary 
6. Constant downward vertical stress along the top model boundary 
7. Pillar free to expand laterally into the excavated entry 
 
 At the point in which the entries adjacent to the pillar are excavated and the model 
has been solved for static equilibrium at the prescribed level of loading, a constant 
velocity boundary condition is applied at the top boundary equal to 5 × 10−3 ft/sec. The 
stress-strain behavior is then monitored through failure to the post-peak pillar residual 
strength. The boundary conditions during this third phase of static loading are depicted in 
Figure 6.7. The boundary conditions applied to the model during the third phase of static 
loading are: 
 
1. No horizontal displacement along the vertical model boundaries 
2. No vertical displacement along the bottom model boundary 
3. Pillar free to expand laterally into adjacent entries 
4. Constant downward vertical stress along the top model boundary 
5. Constant downward velocity along the top model boundary 
 
 Additionally, a few pillar tests were performed via a stress controlled test rather 
than a strain controlled test. Instead of applying a vertical velocity to the pillar, the stress 
at the top of the model was increased incrementally in steps of 10 psi. Post-peak stress-
strain behavior cannot be recorded in this manner; however, the peak strength can be 
determined. The sole purpose of this modelling was to verify the peak strengths obtained 
from the velocity controlled tests. 
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Figure 6.7: Boundary Conditions during Third Phase of Static Loading 
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6.8 Initial Conditions for Pillar Compression Test Models 
 Each pillar model was prescribed initial stress conditions which were intended to 
simulate the pre-mining state of stress prior to excavation of the highwall miner holes. As 
previously stated, the initial loading was prescribed so that upon excavation, the vertical 
stresses acting on the pillar were such that the pillar safety factor against failure would be 
near 2.0. The vertical stress gradient was determined using an assumed density of 162 
lb/ft3, a reasonable assumption for coal mine overburden. Hydrostatic stress conditions 
were assumed so that the initial vertical and horizontal stresses were equal. Tables 6.2 
and 6.3 summarize the assumed depth for the different size pillars, the in-situ vertical 
stress at the top of the coal seam, and the required vertical stress to be applied at the top 
of the model to achieve this stress state. 
 
Table 6.2: Initial Vertical Stresses and Applied Stress Condition (Seam Height of 4 ft.) 
W/H      
(-) 
Mark-Bieniawski 
Strength         
(psi) 
In-situ Stress at 
Top of Seam (psi) 
Equivalent 
Depth of Top 
of Seam (ft.) 
Applied Vertical 
Stress at Top of 
Model (psi) 
0.75 941 109 97 64 
1.00 1062 152 135 106 
1.25 1184 197 98 152 
1.50 1305 245 218 200 
1.75 1427 294 99 249 
2.00 1548 344 306 299 
 
 
 
Table 6.3: Initial Vertical Stresses and Applied Stress Condition (Seam Height of 6 ft.) 
W/H      
(-) 
Mark-Bieniawski 
Strength         
(psi) 
In-situ Stress at 
Top of Seam (psi) 
Equivalent 
Depth of Top 
of Seam (ft.) 
Applied Vertical 
Stress at Top of 
Model (psi) 
0.75 941 146 130 101 
1.00 1062 199 177 154 
1.25 1184 254 225 209 
1.50 1305 309 275 264 
1.75 1427 365 325 320 
2.00 1548 422 375 377 
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6.9 Pillar Compression Test Study Parameters 
 Pillar average vertical-stress vs. average vertical-closure data was calculated and 
recorded during each simulated pillar compression test. Additionally, the average 
horizontal stress in each pillar was also recorded. This is an unusual parameter to 
consider; the intent was to monitor the change of a general measure of pillar confinement 
as the pillars were compressed. The details of the calculations are not provided here but 
were written in a programming language called FISH which is embedded within UDEC. 
These routines are provided in in the appendices. 
 Additionally, vertical stresses were monitored at eleven equally distributed points 
through the mid-height of the pillars. These were used to create rough plots of the stress 
distribution at any desired stage of loading. Peak strengths are plotted vs. width-to-height 
ratio and a linear regression line is fit for comparison with the Mark-Bieniawski and 
Wilson pillar design equations. The model results for the 4 ft. and 6 ft. pillars are 
analyzed separately and compared. They are then analyzed together. Stress distributions 
at different stages of loading are compared with the empirical result of Wagner [1974] for 
pillars of similar dimensions. The results of the pillar compression test modelling are 
presented in Chapter 8.0.  
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CHAPTER 7.0 SIMULATION OF ONE DIMENSIONAL WAVE PROPAGATION 
 
7.1. Introduction 
 The Hustrulid-Bar (HB) test [after Johnson 2010] is a laboratory test designed for 
testing of the dynamic strength and behavior of intact rock core. The test is an adaptation 
of the more well-known test, the Split Hopkinson Pressure Bar test. Figure 7.1 shows a 
conceptual sketch of the HB test. The test was originally designed for studying the 
damage zone surrounding a blast hole. The purpose in simulating this test on the Voronoi 
material was to develop a better feel for wave propagation and understanding the 
complexities of fully dynamic modelling in a simplified model before attempting to 
model pillars. Additionally, it was necessary to assess the performance of the Voronoi 
coal material subjected to a transient stress wave, and to verify that it could effectively 
and realistically transmit stress waves. 
 First, a simulated HB experiment was performed on an aluminum bar. The results 
are compared to actual results from a real HB test. Next, tests are performed on an elastic 
bar of coal with a joint perpendicular to the length of the bar. The joint was given the 
same properties as that of the Voronoi joints in the coal pillar material developed in 
Chapter 5. The purpose was to check if the joint was stiff enough to fully transmit the 
wave, or if a portion of the stress wave was reflected at this interface. Also, it was 
desirable to dynamically verify the strength of the joint in both shear and tension. Lastly, 
the HB experiment is simulated on a rod of the Voronoi coal material used in the coal 
pillars. The wave propagation speeds through this material are calculated and used to 
determine the associated elastic properties of the Voronoi coal model. These elastic 
properties are then compared with those found from the simulated laboratory 
compression tests. It is determined that the joints behave has intended, and that the 
Voronoi material adequately transmits elastic stress waves. 
 This chapter skips detailed description of these simple test models. They are 
briefly described only to help support and provide confidence in the pillar models. The 
UDEC code used to generate these models is included in the appendices. The 
assumptions, considerations and technical approach for the dynamic pillar simulations are 
provided in Chapter 8.0. 
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Figure 7.1 General Conceptual Sketch of the HB Experiment [Johnson 2010] 
 
7.2 Simulated Hustrulid Bar Test on Aluminum 
 Johnson [2010] performed a Hustrulid Bar test on an aluminum bar for calibrating 
his testing apparatus. An elastic stress wave was propagated through the steel incident 
bar. When the wave reached the interface between the steel striker bar and the aluminum 
test bar, a portion of the wave was reflected back while the rest continued through, into 
the aluminum. In the laboratory test, a trap bar was used to absorb the energy in the 
aluminum and prevent a tensile wave from being reflected back into the test sample. The 
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elastic waves were measured via an array of strain gauges. The results of the test are 
shown below in Figure 7.2. 
 
 
Figure 7.2: HB Test Results for Aluminum 7075-T6 [Johnson, 2010] 
 
127 
 
A simple elastic model of the test was developed consisting of an elastic rod with 
appropriate boundary conditions. One half of the rod was assigned steel properties while 
the other was assigned aluminum. It should be mentioned that the dimensions of the bar 
were much different than that of the HB test [Johnson 2010]. The modeled bar was 2 ft. 
thick by 500 ft. long. However, the dimensions of the model should not affect the result 
of the peak strain prediction. The exact material properties as reported by Johnson [2010] 
were used in the model. These are provided in Table 7.1.  
 
Table 7.1: Properties of Steel Incident Bar and Aluminum Test Sample used for HB Test 
Material Young’s Modulus (ksi) Poison’s Ratio 
Vascomax 350 Steel 29,000 ksi 0.3 
Aluminum 7075-T6 10,400 ksi 0.33 
 
 
Triangular elements with a maximum edge length of 1 ft. were used in both sides of the 
bar. The bar was constrained against vertical movement along its length. Viscous 
boundary conditions were applied along both ends of the rod in order to absorb the 
reflected wave on the left side, and the outgoing wave on the right side and prevent them 
from being reflected back into the model. A transient normal stress was applied along the 
left end of the model. A conceptual diagram of the model is provided in Figure 7.3. 
 
 
Figure 7.3: Conceptual Sketch of Numerical HB Test Model 
 
The peak particle velocity of the wave in the lab model was back calculated using 
Equation 7.1 from the recorded peak strain in the striker bar of 0.0027. 
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 ?̇?𝑢 = −𝐶𝐶𝐶𝐶 (7.1) 
 
where, 
 
?̇?𝑢 = particle velocity 
𝐶𝐶 = wave speed for the medium 
𝐶𝐶 = strain 
 
The peak particle velocity in the steel corresponding to a peak particle velocity of 0.0027 
is 51.1 ft/s. This can easily be converted to stress based on the elastic properties of the 
material using Equation 7.2. 
 
 𝜎𝜎(𝑡𝑡) = 2𝐶𝐶𝐶𝐶(𝑡𝑡) (7.2) 
 
where, 
 
𝜎𝜎(𝑡𝑡) = stress as a function of time 
𝐶𝐶 = wave speed for the medium 
𝐶𝐶(𝑡𝑡) = wave particle velocity as a function of time 
 
Equation 7.2 can be used for either a p- or an s-wave. A single pulse with a frequency of 
100 Hz was applied to the steel on the right side of the bar. Although this frequency is 
much larger than what was used in the HB experiment, the peak strains and the 
percentage of the wave which is reflected at the steel/aluminum interface are solely 
functions of the material properties and independent of the frequency. 
 The results of the simulated test are presented in Table 7.2 and compared with 
those from the laboratory experiment performed by Johnson [2010]. It can be seen that 
the test and the simulation are in almost exact agreement.  
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Table 7.2: Comparison of HB Test with Modeled Results 
 Incident Wave Reflected Wave Transmitted Wave 
HB Test ~0.0027 ~0.00130 0.003614 
Model 0.0027 0.001292 0.003545 
 
The model results are within the accuracy of the strain gauge which was fitted to the 
aluminum bar in the HB test, roughly 2%. Figure 7.4 shows the strain histories that were 
recorded at two points in the model. One monitoring point was located in the steel, and 
one in the aluminum. The wave is recorded as it is transmitted through the steel bar 
towards the aluminum. After the wave reaches the aluminum bar, a portion of the wave is 
reflected and can be observed in the figure. Note that the reflected wave is opposite in 
sign, this indicates that the reflected wave is a tensile wave rather than a compression 
wave. This agrees with elastic wave theory and the HB test results. The strain caused by 
the transmitted wave in the aluminum can also be seen. Figure 7.5 shows the velocity 
vectors after the incident wave has been fully transmitted to the aluminum. Both the 
transmitted and reflected waves are observed. The results of this test verify that the 
modelling methodology is reasonable and correct. 
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Figure 7.4: Velocity History Records of Incident Transmitted and Reflected Wave for HB test Model 
 
131 
 
                               
 
Figure 7.5: Velocity Vectors of the Transmitted and Reflected Waves in the Hustrulid Bar test Model 
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7.3 Tests on Elastic Coal Rod with Single Joint 
 A model was then constructed to investigate the way in which the Voronoi joints 
would behave when a wave passed across them. This is important because they were 
intended to allow the coal to fracture, not for the purpose of representing actual 
discontinuities in the rock. Therefore, it was desired that their effect on wave propogation 
be minimal. The model was similar to that of the HB test model accept that the entire rod 
was assigned the elastic properties used for the coal matrix in Chapters 5.0 and 7.0. The 
joint was first modeled as elastic with infinite strength. This was to simulate the case in 
which the strength of the joint was not exceeded. Later the joint was assigned a Mohr-
Coulomb failure criterion with a tensile strength cutoff to varify its strength. Figure 7.6 
shows a schematic of the model geometry and boundary conditions. 
 
 
Figure 7.6: Conceptual Sketch of Coal Bar Model with Joint (p-wave) 
 
The same wave applied in the HB test model was propogated across the joint. 
Again strain histories were recorded on each side of the bar. Figure 7.7 shows the 
velocity histories and verifies that the compression wave passes through the joint 
virtually unaltered. The joint angle was next changed to 45° to check if the angle of 
incidence had any effect on the wave transmission. A virtually identical result was 
achieved to that shown in Figure 7.7 for the vertical joint. 
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Figure 7.7: Velocity History Records of Incident Transmitted and Reflected Compression Wave In Elastic Coal 
Rod With Vertical Joint 
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Next, the model shown in Figure 7.6 was reconfigured so that a shear wave could be 
propogated through it. This is accomplished by fixing the rod in the direction paralell to 
the direction of wave transmission, allowing the bar to deform in the vertical direction. A 
conceptual depiction of this model is provided in Figure 7.8. 
  
 
Figure 7.8: Conceptual Sketch of Coal Bar Model with Joint (s-wave) 
 
A shear wave was propagated across the joint and velocity histories recorded on each 
side. The wave was observed to be virtually unaltered on both sides of the joint. 
 The vertical joint was then changed to a Mohr-Coulomb model with a friction 
angle of zero and cohesion of 160 psi. A shear wave with a peak particle velocity of 
around 3.3 ft/s was applied to the rod. This is the velocity required to generate a shear 
stress in the rod of roughly 320 psi. The joint was observed to fail in shear as the wave 
passed and allowed only a portion of the wave to pass through to the other side of the rod. 
The peak stress transmitted to the other half of the rod was found to be almost exactly 
160 psi. Figure 7.9 shows a plot of the stress histories recorded on the two sides of joint. 
Experiments were also performed on the joint to test its tensile strength. The joint 
was failed in tension both via transmitting a tensile stress wave along the bar, and by 
allowing the transmitted wave to reflect back into the model at the right boundary as a 
tensile stress wave. This was done by removing the viscous boundary condition on the 
right end of the model. The bar was observed to split into two halves when a tensile wave 
of appropriate amplitude intersected the joint. 
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Figure 7.9: Velocity History Records of Incident, Transmitted and Reflected Stress Waves in an Elastic Coal Bar With 
Vertical Mohr-Coulomb Joint 
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7.4 Simulated Hustrulid Bar Test on Voronoi Coal Material 
 Simulated HB experiments were performed on the Voronoi coal material 
developed in Chapter 5.0. Compression and shear waves were propagated through the 
coal material via a steel incident bar. The peak particle velocities were kept within a limit 
that would not cause failure of any of the joints. The models were essentially the same as 
the HB test model for the aluminum bar except that the aluminum was replaced with the 
Voronoi coal material. Schematics of the two models are provided in Figures 7.10 and 
7.11. 
 
Figure 7.10: Conceptual Sketch of Numerical HB Test Model on Voronoi Coal (p-wave) 
 
 
Figure 7.11 Conceptual Sketch of Numerical HB Test Model on Voronoi Coal (s-wave) 
 
Velocity histories were recorded at three locations. One history was recorded in 
the steel incident bar and two on the right and left ends of the Voronoi coal bar. The two 
points in the coal were used to compute the wave speeds. The difference in wave arrival 
time at the two locations in conjunction with the distance between the two points could 
be used to compute the speed of the wave. From the wave speed, the elastic properties of 
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this material could be computed. In UDEC, the elastic moduli are related to the wave 
speed via Equations 8.3a and b. 
 
 𝐶𝐶𝑝𝑝 = �
𝐾𝐾 + 4𝐺𝐺/3
𝜌𝜌
 (8.3a) 
 
 𝐶𝐶𝑠𝑠 = �𝐺𝐺 𝜌𝜌�  (8.3b) 
where, 
 
 𝐶𝐶𝑝𝑝 = p-wave speed 
𝐶𝐶𝑝𝑝 =s-wave speed 
𝐾𝐾 = Bulk Modulus 
𝐺𝐺 = Shear Modulus 
𝜌𝜌 = material density 
 
Table 7.3 provides the calculated p- and s-wave propagation speeds in the Voronoi coal 
material, and the computed Young’s Modulus and Poisson’s ratio. 
 
Table 7.3: Computed Wave Speeds and Dynamic Moduli for Voronoi Coal Material  
Property Value 
p-wave speed (ft/s) 5144 
s-wave speed (ft/s) 3333 
Young’s Modulus (ksi) 518 
Poisson’s Ratio 0.21 
 
It can be seen that the calculated properties are reasonable. It is important to note that 
these properties are not necessarily the true material properties of the modeled material. 
This was done simply as an exercise to verify that the wave transmission in the jointed 
model reflected a reasonable level of reality. The true Young’s modulus calculated for the 
Voronoi coal material during the simulated UCS and triaxial compression tests is 
approximately 478 ksi. Additionally, some attenuation was observed in the Voronoi 
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material. This can only be attributed to the joints. It may be that the model of a single 
joint did not significantly attenuate the wave, but passing the wave through many joints 
as was done in this model resulted in some attenuation. Based on the propagation speed, 
the wavelength associated with the frequency of the applied stress wave, the decrease in 
amplitude between the two histories, and distance between these history locations, the 
damping ratio for the Voronoi coal material was found to be approximately four percent. 
Though this is somewhat high for rock, it is within a reasonable range for geologic 
materials. Geologic materials typically have a damping ratio between 2 and 5 percent 
[Itasca, 2014]. 
 
7.5 Conclusions of Modelled Dynamic Laboratory Tests 
 Based on these simple one-dimensional (1-D) wave propagation experiments, the 
Voronoi joint coal rock mass model was deemed appropriate for use in dynamic 
simulations. It is capable of simulating realistic wave propagation as well as accurate 
shear and tensile failure due to propagating stress waves. This modelling represents only 
a small portion of the simple 1-D tests that were performed. Additional models included 
experimentation with fixed and free end boundary conditions, material property 
parametric study, and use of different constitutive models. Significant understanding of 
the dynamic simulation process was achieved as well as a better understanding of wave 
dynamics in general. 
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CHAPTER 8.0 DYNAMIC PILLAR MODELLING 
 
8.1. Introduction 
 In order to investigate the response of slender coal pillars to dynamic loading 
caused by strong ground motion, the pillar model developed in Chapter 6.0 was expanded 
so that a fully dynamic analysis could be performed. Since little non-empirical 
information exists with respect to the behavior of coal pillars subjected to ground 
vibrations, the intent was to develop a model which could be used to determine basic 
relationships between stability and standard wave parameters such as frequency and peak 
particle velocity (PPV). It is unlikely that dynamic loading would result in complete 
failure of a pillar, however pillar strength could be degraded if excessive amounts of 
previously yielded coal dislodge from the pillar ribs. This could additionally block access 
to an entry, resulting in production issues. The coal material with Voronoi joints should 
allow for both spalling of coal from the pillar ribs at lower PPV’s and new failure of 
intact coal if subjected to high enough loads, or due to stress increase from pillar 
narrowing as coal dislodges from the rib. 
 The same basic fundamental steps required to perform a static analysis are still 
involved, but a few additional requirements must be considered. There are three 
fundamental aspects which should be addressed when developing a dynamic model: 
 
1. Dynamic loading and boundary conditions 
2. Wave transmission through the model, and 
3. Mechanical damping. 
 
Dynamic loading and boundary conditions are concerned with how and where the 
dynamic load is applied and how energy which is not absorbed (damped) within the 
model is treated at the model boundaries. Wave transmission deals with appropriate 
element sizes for accurate wave propagation within the model. Mechanical damping is 
concerned with how energy is damped internally within the model. This chapter discusses 
the development, considerations, and assumptions associated with the fully dynamic 
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pillar models used in this thesis and covers details on how the three steps discussed above 
are addressed in the models. 
 
8.2 Dynamic Discrete Element Model Geometry 
 The geometry for the dynamic distinct element model (depicted in Figure 8.1) is 
identical to the geometry used in the pillar compression test modelling except that only 
twenty feet of rock above and below the pillar was incorporated into the model, and that 
the vertical plane of symmetry down the center of the pillar was utilized so that only a 
half-pillar needed to be modeled. 
 
 
 
Figure 8.1: Model Geometry for Dynamic Simulation 
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Reduction in the thickness of the surrounding rock incorporated in the model was done in 
order to decrease the distance between the wave input and the pillar, requiring fewer 
elements. An additional objective was reducing attenuation of the wave before reaching 
the pillar. However, it was later determined that mechanical damping was not required. 
 
8.3 Material Properties 
 Initially, the same constitutive models, joint models and properties which were 
used in the pillar compression test models were used in the dynamic model. However, it 
quickly became evident that the model developed in Chapter 5.0 was not an adequate 
model for dynamic simulations. Although it allowed for strain softening behavior of the 
coal pillars, the residual strength of the joints was unrealistically low. This created severe 
damage during dynamic loading which resulted in a chain reaction of rock mass failure 
from the ribs toward the pillar center, and subsequent total pillar collapse. From empirical 
studies, it is clear that to fail intact rock via ground vibrations requires extreme peak 
particle velocities. Collapse of material due to ground vibrations is usually the result of 
movement along pre-existing discontinuities. In a coal pillar, the most susceptible portion 
of the pillar is the ribs where the coal rock has already yielded and is unconfined. If no 
yield zone exists, then damage from typical levels of ground vibration should be 
negligible. 
 Since failure of the intact coal is not to be expected, assignment of accurate 
residual properties to the joints is critical. If the residual strength of the joints is too weak, 
excessive damage will be observed during dynamic simulation. If the residual properties 
are too strong, then no damage will be observed, except in very extreme cases of loading. 
Since fracture of the joints represents fracture of the intact coal rock in the model, the 
joint strength prior to failure should be equal to the rock matrix strength. Upon failure, 
the cohesive and tensile strength should be nearly completely lost, and the frictional 
strength should be equal to a reasonable value for clean rock joints in coal. There is little 
available information for the friction angle of joints in coal. However, Jaeger [1959], 
Barton [1976] and Jaeger et al. [2007] provide friction angle values for joints in various 
rock types. A general range of joint friction angles is 25° to 40°. Joints in sedimentary 
rocks generally have lower friction angles and the friction angle usually does not exceed 
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that of the intact rock. Therefore, a reasonable range of residual friction angle for the 
Voronoi joint coal fractures is 25° to 35°. 
The coal constitutive model was also changed. Initially, an elastic-plastic model 
was used to perform the parameter study. The parameter study was then repeated using a 
strain-softening model. The initial strength of both the constitutive model and the joint 
model were specified so that the uniaxial compressive strength of the material was 900 
psi. 
 In the static modelling, material density was of concern primarily for simulation 
of the proper vertical stress gradient with depth. In the dynamic model, material density is 
especially important since it affects the propagation speed of the elastic stress waves as 
provided in Equations 2.7a and 2.7b. As previously discussed (see Chapter 2.0), the 
strength and stiffness of rock and rock joints may not be the same during dynamic 
loading. However, at this time, constitutive models which account for strength and 
stiffness changes as a function of velocity have not been implemented into commonly 
available numerical codes. Therefore, static properties are used in all models. The 
material properties used for the joints and rock matrix are provided in Tables 8.1, 8.2 and 
8.3 respectively. 
 
Table 8.1: Joint Elastic and Strength Properties for Dynamic Model 
Joint Property Value 
Cohesion (psi) 235 
Friction Angle 35° 
Residual Cohesion (psi) 2304 
Residual Friction Angle 25-35° 
Tensile Strength (psi) 90 
Residual Tensile Strength (psi) 16 
Normal Stiffness (ksi/ft) 5318 
Shear Stiffness (ksi/ft) 3191 
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Table 8.2: Rock Matrix Elastic and Strength Properties for Dynamic Model 
Rock Property Value 
Cohesion (psi) 235 
Friction Angle 35° 
Tensile Strength (psi) 90 
Shear Modulus (ksi) 319.1 
Bulk Modulus (ksi) 531.8 
 
Table 8.3: Rock Matrix Softening Properties for Dynamic Model 
Rock Property Value 
Residual Cohesion (psi) 16 
Plastic Strain Softening Range 4% 
 
 
8.4 Wave Transmission 
 To successfully perform a dynamic analysis, it is necessary to ensure that accurate 
wave transmission is achieved within the model.  The main requirement is that the 
element sizes be small enough – with respect to the wavelength of the input wave – to 
ensure numerical accuracy. Kuhlemeyer and Lysmer [1973] demonstrated that the 
element size must be smaller than one-tenth to one-eighth of the wavelength associated 
with the highest frequency component in the modeled wave.  In mathematical terms this 
means: 
 
 ∆𝑙𝑙 ≤
𝜆𝜆
10
 (8.1) 
 
where, 
 ∆𝑙𝑙 = spatial element size 
 𝜆𝜆 = wavelength associated with the highest frequency component in the wave 
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The limiting wavelength can be determined from the wave velocities associated with the 
material with the least stiff elastic properties and the wave frequency via Equation 8.2: 
 
 𝜆𝜆 = 𝐶𝐶𝐶𝐶 (8.2) 
 
where, 
 𝐶𝐶 = wave propagation velocity 
 𝐶𝐶 = wave frequency 
 
This criterion has been checked for all dynamic models used in this thesis. Based on the 
highest frequency used for the dynamic inputs (200 Hz), it was determined that the 
largest allowable element size in the elastic roof and floor rocks which could be permitted 
was 3.5 ft. For the coal pillar, Eq. 8.2 was not entirely applicable, because the joints will 
affect the wave velocity as well. To be conservative, the total rock mass stiffness of the 
rock/joint system was used in the calculation of the wave propagation velocity. The 
maximum element size determined for the coal using this calculation was around 1.6 ft. 
The use of a maximum element edge length of 0.25 within the pillar provides a 
significant factor of safety for proper wave transmission with respect to element size. 
Table 8.4 provides a summary of the calculated p- and s-wave velocities and maximum 
element sizes based on a frequency of 200 Hz. 
  
Table 8.4: Wave Speed and Maximum Element Size for Accurate Wave Transmission 
 based on a maximum wave frequency of 200 Hz 
 Sandstone Coal 
Shear (s-) Wave Velocity (ft/s) 7079 3234 
Compression (p-) Wave Velocity (ft/s) 12262 5602 
Minimum Wavelength (ft) 35.4 16.2 
Maximum Element Edge Length (ft) 3.5 1.6 
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8.5 Dynamic Pillar Model Finite Difference Mesh 
 The finite difference mesh used in the dynamic analyses was similar to that used 
in the pillar compression tests. The main difference is that the line of symmetry down the 
vertical pillar centerline was utilized so that only a half pillar need be modeled. 
Additionally, maximum element edge length used in the elements overlying and 
underlying the pillar was restricted to 3.2 ft., and the minimum element size in this zone 
was reduced to 0.25 ft. An example finite difference mesh is shown in Figure 8.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The element sizes were graded from the smaller to the larger of these two values with 
increasing distance from the pillar. The maximum allowable element size within the 
pillar remained 0.25 ft.  
 
Figure 8.2: Finite Difference Mesh for Typical Dynamic Pillar Test 
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8.6 Dynamic Model Loading Sequence  
 Before performing a dynamic analysis, an initial equilibrated static stress state 
needed to be determined. Boundary and initial conditions were prescribed so that the 
pillars were brought to an initial static load of 1250 psi prior to application of the 
dynamic load. Once the pillar reached static equilibrium, the dynamic load was applied 
from the top boundary of the model for a specified duration, and allowed to propagate 
across the pillar and out the bottom of the model. After the dynamic loading, a quiet 
phase was simulated to allow the pillar to return to equilibrium and any unstable rock 
blocks to fall from the pillar. If after checking the nodal velocities, it appeared that the 
quiet period should be extended, it was. The basic loading sequence applied in the 
dynamic models is summarized as follows: 
 
1) Bring pillar to equilibrium at an initial static loading state. 
2) Apply transient stress wave at the top boundary of the model with a specified 
amplitude, frequency, and duration. 
3) After the wave has passed, allow additional time for the pillar to return to 
equilibrium and any unstable rock blocks to fall from the pillar rib. 
4) Extend the quiet (no loading) period if necessary. 
 
8.7 Boundary and Initial Conditions for Dynamic Pillar Model 
 Static boundary conditions similar to those prescribed in the first and second 
phases of loading in the pillar compression tests were used in the dynamic models to 
acquire the initial static equilibrium state. Zero displacement boundary conditions were 
applied in the perpendicular direction to all external model boundaries excluding the top 
boundary. A constant vertical stress boundary condition was applied to the top of the 
model to simulate the overburden. A diagram of these boundary conditions is shown in 
Figure 8.3. Vertical and horizontal stresses within the model were initialized to simulate 
the level of stress corresponding to the desired depth and stress gradient. Initially only 
elastic properties were assigned to the elements and joints. The boundary conditions 
applied to the model during the first phase of static loading are: 
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1. No horizontal displacement along the vertical model boundaries 
2. No vertical displacement along the bottom model boundary 
3. Constant downward vertical stress along the top model boundary 
 
 
Figure 8.3: Initial Static Boundary Conditions Prior to Dynamic Loading Phase 
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Once the elastic model reached static equilibrium, the pillar constitutive and joint models 
were replaced with the plastic models and corresponding properties. Again, the model 
was solved for equilibrium using the same boundary conditions shown in Figure 8.3. 
 In the second phase of loading, the coal elements to the left and right of the pillar 
boundaries were removed to simulate instantaneous excavation of the entries. Upon 
excavation the pillar ribs were free to expand laterally into the adjacent entries. The 
model was again solved for equilibrium. At this point, the pillar is at its initial static state 
and ready for application of the dynamic loading. The boundary conditions applied to the 
model during the second phase of static loading were: 
 
1. No horizontal displacement along the vertical model boundaries 
2. No vertical displacement along the bottom model boundary 
3. Constant downward vertical stress along the top model boundary 
4. Pillar free to expand laterally into the excavated entry 
 
8.8 Dynamic Boundary Conditions 
 In geomechanical modelling, it is often necessary to artificially truncate the 
boundaries of the model since excavations are often assumed to lie in an infinite medium 
or near the surface of an elastic half-space.  In static analyses, displacement or stress 
boundary conditions can be prescribed at a distance from the area of interest sufficient to 
allow stresses to return to a virtually undisturbed state. In a dynamic analysis, these 
boundaries cause propagating waves to be reflected back into the model. In reality, these 
outward propagating waves would eventually diminish with transmission distance due to 
the damping effect of the ground. In numerical models, boundaries located far enough 
from the region of interest to allow material damping to dissipate the energy are usually 
not practical due to the large distances which would be required in the models and the 
limits of computing power. Therefore, an absorbing boundary (also known as a quiet 
boundary) must be used. UDEC uses a quiet boundary scheme developed by Lysmer and 
Kuhlemeyer (1969).  This type of dynamic boundary condition uses a series of dashpots 
which provide viscous normal and shear tractions that cancel out the dynamic stresses 
preventing them from being reflected back into the model. 
149 
 
 Quiet boundaries were used along the top and bottom sides of the models. These 
boundaries absorbed the energy as it collided with them to prevent it from being reflected 
back in to the model. These boundaries are shown with purple in Figure 8.4. Quiet 
boundaries are not required along the right and left sides since these boundaries are a true 
plane of symmetry in the model. 
 The dynamic loading was applied as an external transient stress boundary 
condition along the top of the model.  Appropriate stresses were applied to achieve the 
desired PPV of the input wave, and only a p-wave was simulated. This is a simplification 
since blast vibration at a highwall mining site would most likely be propagating 
horizontally rather than vertically and incorporate both p- and s-waves. Additionally, the 
wave would interact with the ground surface topography as well. However, for the 
purposes of this thesis, this simplistic approach was determined to be sufficient although 
it is an assumption that should not be overlooked when comparing model results to real 
engineering problems. The dynamic boundary conditions applied to the model during the 
dynamic loading phase were: 
 
1. Quiet boundary conditions along top and bottom external model boundaries 
2. Transient normal stress applied at the top model boundary 
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Figure 8.4: Dynamic Boundary Conditions 
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8.9 Dynamic Loading 
 Ground vibrations incorporate many different frequency components but are 
usually composed of a few dominant frequencies. These dominant components can be 
determined from a Fourier transform of the wave.  In this analysis the input waves are 
simplified to contain only a single frequency. This allows parameter studies to be 
performed to test the effect of frequency. It also prevents unneeded complexity from 
confusing the results. Several different functions were used to specify the dynamic wave 
input. The most typical was a simple sine wave. The equation for this wave followed the 
form: 
 
 𝑣𝑣(𝑡𝑡) = 𝑃𝑃𝑃𝑃𝑃𝑃 sin(2πft) (8.3) 
 
where, 
 
𝑣𝑣(𝑡𝑡) = velocity as a function of time 
𝑃𝑃𝑃𝑃𝑃𝑃 = peak particle velocity 
𝐶𝐶R = wave frequency 
t = time 
 
 
Additionally, for some models, a bi-harmonic equation was used and is defined by: 
 
 𝑣𝑣(𝑡𝑡) = (2)𝑃𝑃𝑃𝑃𝑃𝑃[1 − cos(2𝜋𝜋𝐶𝐶1𝑡𝑡)][sin(2πf2t)] (8.4) 
 
where, 
𝐶𝐶1 R = major frequency 
𝐶𝐶2 = minor frequency 
 
Figure 8.5 graphically demonstrates the form of this wave function. The major frequency 
dictates the duration of the dynamic loading as well as the rise time required to reach 
peak particle velocity. The minor frequency defines the frequency of the wave. In 
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addition to simplicity, conceptualizing the dynamic wave as a simple mathematical 
function prevents the need for performing a baseline correction on the input signal as 
would be required if real waveforms measured by a geophone or seismograph were used. 
This is because there is no error in the waveform due to instrument triggering.  
 
 
Figure 8.5: Transient Velocity Input Signal 
 
The velocity function can be converted to a transient stress function using Equations 8.4a 
and 8.4b. These equations provide the relationship between normal stress and normal 
velocity and shear stress and shear velocity, respectively. 
 
 𝜎𝜎𝑛𝑛 = 2𝜌𝜌𝐶𝐶𝑝𝑝𝑣𝑣𝑛𝑛 (8.4a) 
 
 𝜎𝜎𝑠𝑠 = 2𝜌𝜌𝐶𝐶𝑠𝑠𝑣𝑣𝑠𝑠 (8.4b) 
 
where, 
 𝜎𝜎 = stress 
 𝜌𝜌 = material density 
 𝐶𝐶𝑝𝑝 = compressional wave speed 
 𝐶𝐶𝑠𝑠 = shear wave speed 
 𝑣𝑣 = velocity 
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The subscripts n and s denote normal and shear components. Substituting the appropriate 
values, these equations lead to constant multiplier factors which relate the velocity to 
stress. The multipliers used to convert the velocity function to a transient stress wave 
were determined based on the sandstone density and are provided in Table 8.5.  
 
Table 8.5 Multipliers for Converting Velocity to Transient Stress for Sandstone 
Velocity Component Multiplier (ft3/lb-s) 
Normal 122,620 
Shear 70,790 
 
 
 
8.10 Mechanical Damping 
 Mechanical damping in a numerical model is designed to simulate the natural 
energy dissipation in the system.  Without damping, a system will oscillate indefinitely. 
In numerical modelling of geomechanical systems, the goal is usually to simulate 
frequency independent material damping to reproduce the energy losses in the natural 
system when subjected to dynamic loads [Itasca 2014]. The amount of damping which 
removes all oscillation in a system is known as critical damping. In structural systems, 
damping is usually between 2 and 10% of critical [Biggs 1964]. Damping in geologic 
material is usually between 2 and 5% [Itasca 2014]. Plastic deformations associated with 
large movements along joints and plastic constitutive models can result in considerable 
energy dissipation. Often in this case only a small amount of damping (0.5% for 
example) need be specified [Itasca 2014]. It has already been shown that the damping 
which occurs in the jointed coal material is approximately 4.0% 
 In this analysis, initially a method of damping known as Rayleigh damping was 
used. Rayleigh damping is composed of two components: mass- and stiffness-
proportional damping. Rayleigh damping is not frequency independent; however, the two 
frequency dependent effects (mass and stiffness damping) may be arranged so that 
damping is approximately frequency independent over the required range. Figure 8.6 
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depicts the change in normalized critical damping ratio with respect to angular frequency. 
Mass-proportional damping dominates at lower angular frequencies, while stiffness-
proportional dominates at the higher angular frequencies. 
  
 
Figure 8.6: Normalized Critical Damping Ratio vs. Angular Frequency [Itasca 2014] 
 
 In UDEC, the user specifies a center frequency, the damping ratio and either 
mass-proportional damping, stiffness-proportional damping, or both. In the models used 
in the study, initially the center frequency was chosen to be equal to the frequency of the 
wave. Material damping is specified as 0.1% and only stiffness-proportional damping is 
used. This results in 0.5% damping at the center frequency since stiffness-proportional 
damping accounts for exactly half the damping at that frequency. Incorporation of mass-
proportional damping was found to result in excessive run times. Although ignoring mass 
proportional damping results in under- and over-estimation of damping at lower and 
higher frequencies, respectively, this is not considered an issue since such a narrow range 
of frequencies is expected in the model. 
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 After performing several model runs, it was determined that it was not important 
to simulate material damping. No abnormal oscillations were observed within the model 
when no damping was used. As previously mentioned, significant damping already is 
incorporated within the jointed coal material. Additionally, the damping which would 
occur in the wave as it traveled through 20 ft. of strong roof rock would be negligible and 
for the purpose of determining peak particle velocity, zero damping in the rock 
surrounding the pillar was desirable. For these reasons, no damping was used in any of 
the models which contributed to the results of this thesis. 
 
8.11 Parameter for Evaluation of Pillar Damage 
 In order to quickly compare the results between models and represent damage as a 
single variable in a plot, it was necessary to devise a simple measure of damage caused 
by dynamic loads. It was determined that pillar damage could be assessed by calculating 
the volume of coal which dislodged from the sides of the pillar during a dynamic event. 
A function was written in the programming language, FISH, which is embedded in 
UDEC to calculate the total, intact, and dislodged coal volumes at the end of the 
simulation. The damage is presented as the ratio of dislodged coal to total coal volume as 
a percentage. This method is somewhat subjective since some indicator of block 
dislodging must be used. In this study, average block displacement magnitude (taken as 
the average of the nodal displacement magnitudes) was used. Visual inspection of pillars 
was used to calibrate the threshold average displacement value which was used to 
determine if a block had become detached. An average block displacement of around one 
inch generally provided a good threshold value as long as the simulation was performed 
for a long enough duration to allow loose block to separate.  
 
8.12 Numerical Study Pillars 
To perform an analysis on all pillar sizes, as was done in the pillar compression 
test modelling, would require many hundreds of simulations to be performed. The most 
narrow pillar (W/H = 0.75) is essentially elastic up to the failure strength and does not 
develop a yield zone. For this reason, no damage due to dynamic loading would be 
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expected. This pillar was tested at several different frequencies and PPV and this 
hypothesis was confirmed. 
It has been demonstrated that the vertical stress profile of the yield zone in a pillar 
is a function of primarily the material properties, and not the pillar width [Cassie and 
Mills 1992].  The width of the yield zone for a particular set of material properties will 
then be a function of the pillar loading [Wilson 1972, Wagner 1974, Cassie and Mills 
1992, Gale 1996]. The width of the yield zone will increase as the pillar approaches its 
ultimate strength. For this reason, it appears that the dynamic stability of coal pillars at 
typical levels of ground vibrations is not a pillar stability issue, but a rib stability issue. 
No matter the pillar size, if the rib has yielded, there should be potential for damage due 
to seismic loading. This study focused on the effect of wave parameters, so only a single 
pillar was modeled with a W/H ratio of 2.00. The pillar was brought to an initial average 
vertical stress of 1250 psi. In order to alter the initial static stability of the pillar, rather 
than changing the stress conditions, the material properties were reduced by some 
percentage. 
 
8.13 Organization of Parametric Study 
 The parametric study was organized into two studies, which were intended to 
provide insight into the relationship between wave parameters and pillar damage. In each 
study, only pillars of width-to-height ratio of 2.0 were considered. First, the effect of 
frequency and PPV on pillar stability was investigated. The intention was to study the 
effect of peak particle velocity, independent of the number of wave cycles. In this study, 
although the waves differ in total energy, they result in the same number and magnitude 
of potential incursions into the damage threshold for PPV. The pillar model was 
subjected to a single wavelength pulse using a sine function to define the input wave. 
Wavelengths of 10, 25, 50 and 100 Hz at peak particle velocities of 1, 5 and 10 in/s were 
applied to the pillar. This resulted in a total of 12 different waves. The study was repeated 
at two additional Voronoi seed values. One of the seed values was then chosen for all 
subsequent models. 
Additional modelling was performed to investigate the effect of initial static 
stability on the pillar’s susceptibility to dynamic damage. To accomplish this, the initial 
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cohesive strength of the joints and the rock matrix was decreased by 20% and 50% and 
the parameter study repeated two more times. Additionally, the study was repeated for 
both the strain-softening and elastic-plastic constitutive models. A total of 72 model runs 
were required to complete this study. 
Next, the effect of joint residual strength was considered. Both the elastic-plastic 
and stain-softening models were modified so that the model runs were performed with 
residual friction angles for the joints of 30° and 25°. 
 In the next set of analyses, the pillars are subjected to a set of more realistic 
ground vibrations using the bi-harmonic wave for the input. The elastic-plastic pillar 
model with a residual joint friction angle of 25° is used. The waves were first defined by 
a major frequency of 5 Hz, and minor frequencies of 25, 50 and 100 Hz. Peak particle 
velocities of 1, 5 and 10 in/s were considered. In this study, radiated seismic energy of 
the waves was constant between waves of equivalent PPV no matter the frequency. The 
damage resulting from the bi-harmonic waves was compared with that which resulted 
from the sine-waves. This partially investigated the effect of duration and number of 
wave cycles on pillar damage. The duration between all waves was a constant; however, 
the number of cycles depended on the minor frequency of the wave. Higher minor 
frequencies resulted in a greater number of cycles. This study was then repeated for a set 
of waves with a major frequency 2 Hz and a minor frequencies of 10, 25, 50 and 100 Hz. 
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CHAPTER 9.0 PILLAR COMPRESSION TEST MODELLING RESULTS 
 
9.1 Introduction 
 This chapter presents the results of the pillar compression tests. The results of the 
4 ft. high and 6 ft. high pillars are addressed both separately and together where 
appropriate. Section 9.2 presents the pillar vertical-stress vs. vertical-strain relationships 
for all of the pillars tested. Section 9.3 presents the results of the relationship between 
peak pillar strength and comparison with the Mark-Bieniawski and Wilson pillar 
formulae. Section 9.4 presents the results of the vertical stress distribution within the 
pillars at various stages of loading and compares with empirical results reported on by 
Wagner [1974]. Section 9.5 compares plots of joint opening, plastic state, displacement 
vectors, and fracturing – similar to those presented in Chapter 5.0 – for different sized 
pillars at different stages of loading. Some general discussion and comments are provided 
within this section; a more detailed discussion of these results in this chapter is presented 
in Chapter 10. 
 
9.2 Pillar Stress-Strain Behavior 
 Pillar average vertical stress-strain curves are grouped and presented together 
according to width-to-height ratio. These plots for width-to-height ratios of 0.75, 1.00, 
1.25, 1.50, 1.75 and 2.00 are shown in red in Figures 9.1, 9.2, 9.3, 9.4, 9.5 and 9.6, 
respectively. Both the 4 ft. and 6 ft. tall pillars are provided together and drawn as solid 
and dashed lines, respectively. It is apparent that the general trend is increasing peak 
strength, increasing residual strength, and a somewhat less brittle failure with increasing 
width-to-height ratio. It is apparent that the peak strength and post peak behavior of the 
pillars can vary considerably, even for pillars with the same width and height. It is 
evident that the Voronoi seed value, which determines the geometry of the joint system, 
has a significant effect on overall plastic pillar behavior. The fact that, in these models, 
the joint strength does not strain-soften, but decreases instantly to a residual value upon 
failure, may explain some of the post peak irregularities and the tendency for the post 
peak slope of the curve to remain somewhat constant.  The results of peak pillar strength 
will be further discussed in Section 9.3.  
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Figure 9.1: Vertical Stress-Strain Relationship for Pillars of Width-to-Height of 0.75 
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Figure 9.2: Vertical Stress-Strain Relationship for Pillars of Width-to-Height of 1.00 
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Figure 9.3: Vertical Stress-Strain Relationship for Pillars of Width-to-Height of 1.25 
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Figure 9.4: Vertical Stress-Strain Relationship for Pillars of Width-to-Height of 1.50 
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Figure 9.5: Vertical Stress-Strain Relationship for Pillars of Width-to-Height of 1.75 
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Figure 9.6: Vertical Stress-Strain Relationship for Pillars of Width-to-Height of 2.00 
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9.3 Pillar Peak Strength 
 Table 9.1 presents a summary of the peak strength of all numerical pillar 
compression tests performed, as well as various statistical measures which may be of 
interest. Figure 9.7, shows the result of the peak strength vs. width-to-height ratio for all 
pillar compression tests. Pillars with a seam height of 4 ft. are shown by the blue circles, 
while pillars with a seam height of 6 ft. are shown by red circles. The pillar strengths are 
normalized to the average value of strength for all the tests performed for pillars of 
width-to-height of 1.00. Linear regressions are performed on the 4 ft. and 6 ft. tall sets 
individually and on the entire data set collectively. Comparing the results with the Mark 
Bieniawski equation, the slope of the regression for all points compares quite well, within 
8%. The intercept is in agreement to within 27%. This means that the average strength of 
the modeled pillars is less than that predicted by the Mark-Bieniawski equation by 
approximately a fixed ratio. 
 It is also evident that the peak strengths for the 4 ft. tall and 6 ft. tall pillars are not 
the same. In particular, the strength of the 4 ft. tall pillars is generally less than that of the 
6 ft. tall pillars. The reason for this cannot be ascertained with total certainty, but a 
reasonable hypothesis can be proposed. It is now apparent that the pillars of differing 
height are not directly comparable because the maximum Voronoi edge length is fixed at 
0.25 ft. and not tied to the size of the pillar; larger pillars incorporate more joints than do 
smaller pillars. Since the rock material in strain-softening and the joints instantly reach 
residual strength upon failure, once failure has occurred, the joint will be the weakest 
element. A larger pillar will therefore tend to be weaker than a smaller pillar of the same 
width-to-height ratio. This is essentially a numerical size effect. One way to fix this 
problem may be to calibrate a continuously yielding joint model [Cundall and Hart 1984, 
Itasca 2014] so that the joints progressively decrease in strength as the joint shears, rather 
than catastrophically failing. Calibrating the behavior of these joints to the laboratory 
direct shear tests of coal bedding planes performed by Peng et al. [1983] might be a good 
starting place. Additionally, the Voronoi block size could be normalized to the pillar size. 
 Figure 9.8 presents the test results of peak for all pillar compression tests without 
scaling the strengths. Figure 9.9 shows the scatter in the data by presenting box plots of 
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maximum and minimum values with the location of the average strength for each pillar 
width-to-height ratio. 
 
Table 9.1: Pillar Compression Test Peak Strength Results 
 Peak Strength 
Height W/H    0.75 
W/H          
1.00 
W/H    
1.25 
W/H          
1.50 
W/H    
1.75 
W/H          
2.00 
(ft) (psi) (psi) (psi) (psi) (psi) (psi) 
4 1169 1146 1287 1322 1708 1809 
4 937 1036 1265 1194 1567 1876 
4 1126 1019 1278 1624 1881 1850 
6 964 1059 1282 1330 1303 1489 
6 906 1071 1263 1397 1477 1612 
6 845 946 1135 1420 1576 1593 
Average 991 1046 1251 1381 1585 1705 
Standard 
Deviation 128 66 58 143 197 161 
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Figure 9.7: Comparison of Pillar Peak Strength for 4 ft. and 6 ft. Tall Pillars 
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Figure 9.8: Pillar Peak Strength Results for All Modelled Pillars 
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Figure 9.9: Pillar Peak Strength Extrema and Average Strength 
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9.4 Pillar Vertical Stress Distribution 
 Vertical stress plots are presented below in Figures 9.9 and 9.10 for two pillars at 
various stages of loading. These pillars have a voronoi seed value of one, a height of 4 ft. 
and have width-to-height ratios of 1.00 and 2.00, respectively. The locations along the 
curve are marked to indicate the location of the corresponding vertical stress distribution 
plots shown in Figures 9.11 and 9.12, for the width-to-height 1.00 and 2.00 pillars, 
respectively. The vertical stress distribution plots are constructed from the stresses at ten 
nodes spaced out approximately evenly across the width of the pillars. They represent the 
vertical stress at a singular point and not the average stress over the corresponding width 
of the bar in the bar chart shown in the plots. An average stress measure would have 
likely provided more accurate results, but was not practical from a computational point of 
view. Figures 9.13 and 9.14 shows data from in-situ tests [Wagner 1974] on coal pillars 
of the same width-to-height ratios, presented in a similar manner. The modeled pillars are 
plane strain, where the in-situ tests were performed on square pillars. The numerical 
results can be seen to compare reasonably well with the in-situ test results. 
 A confined core surrounded by a coal yield zone can be observed in both pillars. 
The elastic region of the elastic core can be more clearly identified in the width-to-height 
of 2.00 pillars. In the width-to-height of 1.00 pillars, the stress in the core continues to 
increase even as the pillar fails. This is in agreement with the empirical results. 
 One obvious issue with the pillar models is that the edges of the pillar fail more 
severely than the results of the empirical tests. This prevents the failed pillar ribs from 
taking on load and providing as much confinement as they probably should. However, a 
continuously-yielding joint model may solve this problem and allow coal on the pillar 
edges to yield more progressively as the pillar is crushed. 
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Figure 9.9: Vertical Stress Distributions along Pillar Centerline for Various Stages of 
Loading for a 4 ft. high pillar with Width-to-Height Ratio of 1.00 and Seed Value of 3 
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Figure 9.10: Vertical Stress Distributions along Pillar Centerline for Various Stages of 
Loading for a 4 ft. high pillar with Width-to-Height Ratio of 2.00 and Seed Value of 3 
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Figure 9.11: Locations along Stress-Strain Curve of Vertical Stress Cross Sections for a 4 
ft. high pillar with Width-to-Height Ratio of 1.00 and Seed Value of 3 
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Figure 9.12: Locations along Stress-Strain Curve of Vertical Stress Cross Sections for a 4 
ft. high pillar with Width-to-Height Ratio of 2.00 and Seed Value of 3 
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Figure 9.13: Stress Profiles at Various Stages of Loading, for a Pillar of Width-to-Height 
Ratio of One [after Wagner 1974] 
 
 
Figure 9.14: Stress Profiles at Various Stages of Loading for a Pillar of Width-to-Height 
Ratio of Two [after Wagner 1974] 
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9.5 Mechanics of Pillar Failure 
  Plots of joint opening, plastic state, displacement vectors, and fracturing are 
presented for five stages of pillar loading for 6 ft. tall pillars with Voronoi seed values of 
3 and width-to-height ratios of 0.75, 1.5 and 2.00.  Plots of these four parameters are 
presented for the three pillars in Figures 9.15a to d; 9.16a to d; and 9.17a to d, 
respectively. The total vertical strain level is identified on each pillar. The results 
presented here are representative of those observed for all other pillar models. 
 
 
 
Figure 9.15a: Joint Opening at Various Stages of Loading for a 6 ft. Tall Pillar with 
Width-to-Height of 0.75 and Seed Value of 3 
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Figure 9.15b: Plastic State at Various Stages of Loading for a 6 ft. Tall Pillar with Width-
to-Height of 0.75 and Seed Value of 3 
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Figure 9.15c: Displacement Vectors at Various Stages of Loading for a 6 ft. Tall Pillar 
with Width-to-Height of 0.75 and Seed Value of 3 
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Figure 9.15d: Pillar Fracturing at Various Stages of Loading for a 6 ft. Tall Pillar with 
Width-to-Height of 0.75 and Seed Value of 3 
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Figure 9.16a: Joint Opening at Various Stages of Loading for a 6 ft. Tall Pillar with 
Width-to-Height of 1.50 and Seed Value of 3 
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Figure 9.16b: Plastic State at Various Stages of Loading for a 6 ft. Tall Pillar with Width-
to-Height of 1.50 and Seed Value of 3 
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Figure 9.16c: Displacement Vectors at Various Stages of Loading for a 6 ft. Tall Pillar 
with Width-to-Height of 1.50 and Seed Value of 3 
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Figure 9.16d: Pillar Fracturing at Various Stages of Loading for a 6 ft. Tall Pillar with 
Width-to-Height of 1.50 and Seed Value of 3 
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Figure 9.17a: Joint Opening at Various Stages of Loading for a 6 ft. Tall Pillar with 
Width-to-Height of 2.00 and Seed Value of 3 
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Figure 9.17b: Joint Opening at Various Stages of Loading for a 6 ft. Tall Pillar with 
Width-to-Height of 2.00 and Seed Value of 3 
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Figure 9.17c: Displacement Vectors at Various Stages of Loading for a 6 ft. Tall Pillar 
with Width-to-Height of 2.00 and Seed Value of 3 
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Figure 9.17d: Pillar Fracturing at Various Stages of Loading for a 6 ft. Tall Pillar with 
Width-to-Height of 2.00 and Seed Value of 3 
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From these plots, it is clear that almost no shear failure develops within the narrowest 
pillar with a width-to-height of 0.75. For the larger pillars, a failed zone which is evident 
in all four plots develops initially on the edges of the pillar but progresses inwards as the 
pillar is crushed. This zone is characterized by vertical fracturing and slabbing near the 
ribs but the fractures tend to orient themselves along the angle of internal friction as the 
distance toward the pillar center increases. Additionally the failure mode along the inner 
boundary of this fractured zone tends to be shearing. However, as the fracture zone 
grows, areas that were once in shear failure may switch to tensile failure. In the largest 
width-to-height ratio (2.00) this fractured zone does not significantly increase, rather the 
confined core fails almost completely by shearing through the material. It can also be 
seen in the plots of displacement vectors that confined cones form near the top and 
bottom of the pillars which move vertically downward while the sides of the pillar fail 
and are squeezed outward. 
 It is expected that this crushed and fractured zone along the outside of the pillars 
is weaker than reality due to the nature of the joint model as discussed previously. 
However, the fact that the inward progression of this zone appears to be halting in the 
later stages of failure of the width-to-height of 2.00 pillar and the maintained shear failure 
within the core helps to reassure that the models incorporate a reasonable degree of 
accuracy. Interestingly, a significant source of confinement for the pillar core seems to 
come not from the confinement provided by the surrounding failed coal but from the 
reorientation of the principal stresses near this failed zone. An example for the pillar of 
width-to-height of 2.00 is provided below in Figure 9.18. Notice how the orientation of 
the maximum principal stress is approximately vertical toward the center of the pillar but 
rotates moving away from the core and toward the rib. The stress closer to the rib are 
rotated and therefore have a component acting vertically but also a component acting 
horizontally which pushes on the core and helps to confine it. Major and minor principal 
stress contours for the pillar with a width-to-height of 2.00 at the same stages of loading 
as used in Figures 9.17 are shown in Figures 9.19a to 9.19e.  
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Figure 9.18: Example of Principal Stress Vectors Near Peak Load for Pillar of Width-to-Height 2.00 
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Figure 9.19a: Maximum Principal Stress Contours at Various Stages of Loading for Pillar 
of Width-to-Height 2.00 and Seed Value of 3 
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Figure 9.19b: Minimum Principal Stress Contours at Various Stages of Loading for Pillar 
of Width-to-Height 2.00 and Seed Value of 3 
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It is evident that the crushed region of coal along the ribs, characterized by tensile 
failure and fracturing, supports virtually no loads. It is expected that in a real pillar, some 
horizontal stress gradient would exist through this zone, reaching a value of zero near the 
rib. The coal material model performs well when confinement is specified by the modeler 
via a confining pressure, but the ability of the material to properly generate confinement 
due to geometry is not completely clear. Compression tests simulations of pillars with 
larger width-to-height ratios would need to be performed to further verify the material 
model. It was initially attempted to model the joints with cohesion failure only. However, 
without both significantly reducing the friction angle upon joint failure, and incorporating 
a strain-softening constitutive model for the coal, a strain softening behavior of the pillar 
could not be achieved. A continuously yielding joint model would help to maintain 
frictional strength of the broken coal and allow it to progressively fail in a more natural 
manner. 
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CHAPTER 10.0 DYNAMIC PILLAR MODELLING RESULTS 
 
10.1 Introduction 
 A typical result of pillar damage caused by dynamic loading is shown below in 
Figure 10.1. Loosened material from within the pillar yield zone is seen to fall from the 
pillar rib as a result of the transient stress loading. The rest of the pillar remains stable 
and intact. In most cases, the coal that detaches from the pillar during dynamic loading 
had been previously de-stressed due to yielding of the coal. Therefore, the loss of this 
coal, does not significantly affect the stress distribution elsewhere in the pillar. 
 The results of the dynamic modelling were somewhat inconsistent and difficult to 
interpret. For this reason, the results of each set of numerical tests is discussed separately 
in Sections 10.2 through 10.7 below and then the overall results considered in Section 
10.8. 
 
Figure 10.1: Example Pillar Damage Due to Dynamic Loading 
194 
 
10.2 Effect of Voronoi Joint Seed Number 
 The initial three sets of models incorporated an elastic-plastic constitutive model 
with a residual joint model. Only cohesion was reduced upon joint failure, so that the 
friction angle of the failed joint remained 35°. The results are presented in Table 10.1. 
The difference between the three sets of pillars was the Voronoi seed values. Figure 10.2 
presents the pillar damage – as the ‘ratio of displaced pillar volume to total pillar volume’ 
vs. peak p-article velocity. It can be seen that in general, higher PPV of the input wave 
may result in greater pillar damage.  
 
Table 10.1: Pillar Damage for Pillars of Different Voronoi Seed Values 
Run 
No. 
Wave Parameters Damage (%) 
Freq. (Hz) PPV (in/s) SEED B SEED A SEED C 
1 10 1 3.09 5.80 0.29 
2 10 5 3.20 6.95 6.31 
3 10 10 4.07 13.37 6.92 
4 25 1 3.08 6.14 0.27 
5 25 5 3.22 6.01 0.53 
6 25 10 3.40 9.83 8.04 
7 50 1 3.17 1.20 0.33 
8 50 5 3.15 5.72 0.26 
9 50 10 3.15 5.88 3.05 
10 100 1 3.17 5.88 0.37 
11 100 5 3.17 6.35 0.37 
12 100 10 3.43 5.31 3.06 
 
The model result, however, is highly dependent on the Voronoi seed value. For example, 
the pillars with a seed value of 2 and 8 were completely intact under initial static loads. 
The pillar with a seed value of 5, although stable, showed significant damage near the rib 
under static conditions. Seed 5 also showed the most significant damage from seismic 
loading. Depending on the seed number of the pillar, the blocks on the pillar rib will be 
interlocked to a greater or lesser extent. For example, for the pillar with a seed value of 2, 
roughly the same damage is caused by PPV of 1, 5 and 10 in/s. This is because the joint 
pattern is such that a small volume of rock is easily dislodged at even low levels of 
loading. However, at high levels of loading, the pillar stays essentially intact due to 
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interlocking of the blocks. Although the velocity of ejection can be seen to increase with 
higher PPV, the volume of dislodged material is not significantly altered. 
 
 
Figure 10.2: Damage vs. PPV for Elastic-Plastic Pillars of Different Voronoi Seed Values 
 
 Figure 10.3 shows the ratio of displaced-to-intact volume vs. frequency. From this 
plot, it appears that lower frequencies may potentially cause greater damage. However, 
this is potentially misleading, as the pillars were loaded only with a single sinusoidal 
pulse. Therefore, higher frequency also corresponds to longer load duration. This 
problem is addressed in Section 10.7 by using a bi-harmonic wave for the transient 
loading. 
Based on the results of this initial modelling, the pillar with a seed value of 2 was 
chosen to perform the rest of the model studies. This seed value was chosen due to the 
fact that the damage was consistent over the simulated range of PPV. The seed value of 5 
was not a good choice since it was already significantly damaged prior to dynamic 
loading. Seed 8 may have been a good choice, but it was felt that the consistency of the 
seed 2 results would provide a better baseline for comparison of model results. 
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Figure 10.3: Damage vs. Frequency for Elastic-Plastic Pillars of Different Voronoi Seed 
Values 
 
Figure 10.4: Average Damage vs. Frequency for Elastic-Plastic Pillars of Different 
Voronoi Seed Vales 
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Figure 10.5: Average Damage vs. Peak Particle Velocity for Elastic-Plastic Pillars of 
Different Voronoi Seed Vales 
 
10.3 Effect of Initial Static Pillar Stability 
 Using the pillar with a seed value of 2, the effect of initial static pillar stability on 
dynamic pillar damage was investigated. Two additional sets of pillars were simulated. 
The initial cohesion for the joints and constitutive model was set to 78% and 56% of the 
baseline strength. These values corresponded to uniaxial compressive strengths of near 
700 and 500 psi. 
The results of the modelling are provided in Table 10.2. The effect of PPV on 
pillar damage for the three pillar strengths is shown below in Figure 10.4. It is seen that 
cohesion reduction did not significantly alter the results. However, for the weakest pillar, 
the relationship between PPV and Damage appears to be much more pronounced. The 
effect of frequency on pillar damage is shown in Figure 10.5. There appears to be no 
significant trend between the two parameters.  
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Table 10.2: Pillar Damage for Pillars of Different Cohesive Strength 
Run No. Wave Parameters Damage (%) Freq. (Hz) PPV (in/s) 100% UCS 78% UCS 56% UCS 
1 10 1 3.09 2.03 0.29 
2 10 5 3.20 1.09 2.90 
3 10 10 4.07 0.27 7.90 
4 25 1 3.08 0.08 0.10 
5 25 5 3.22 3.22 2.02 
6 25 10 3.40 3.36 2.24 
7 50 1 3.17 2.85 0.28 
8 50 5 3.15 2.01 0.33 
9 50 10 3.15 4.12 3.04 
10 100 1 3.17 0.09 0.05 
11 100 5 3.17 0.09 2.93 
12 100 10 3.43 2.98 2.24 
 
 
 
Figure 10.6: Damage vs. PPV for Elastic-Plastic Pillars of Different Cohesive Strength 
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Figure 10.7: Damage vs. Frequency for Elastic-Plastic Pillars of Different Cohesive 
Strength 
 
Figure 10.8: Average Damage vs. Frequency for Elastic-Plastic Pillars of Different 
Cohesive Strength 
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Figure 10.9: Average Damage vs. Peak Particle Velocity for Elastic-Plastic Pillars of 
Different Cohesive Strength 
 
10.4 Effect of Joint Residual Friction Angle (Elastic-Plastic Model) 
 Next, the effect of the residual joint strength on pillar damage was considered. 
Pillars with residual joint friction angles of 35, 30 and 25 psi were simulated. Table 10.3 
provides the results of this set of simulations. Figure 10.6 shows the effect of PPV on the 
three sets of models. It can be seen that pillar damage does increase with decreasing 
friction angle. Additionally, the slope of the damage vs. PPV curve also appears to 
increase with decreasing residual friction angle. Because these levels of ground vibrations 
do not result in significant damage to intact coal, the properties of the yielded coal are 
important. Figure 10.7 shows the relationship between pillar damage and frequency for 
the pillars with different residual friction angles. Again, it appears that higher frequencies 
may lead to greater damage. Although, as previously mentioned, in these models which 
use a single sinusoidal pulse for dynamic input, frequency and duration are directly 
linked. Figure 10.8 shows cross-sections of the remaining intact coal pillar after dynamic 
loading for the elastic-plastic pillars loaded via 10 Hz waves. 
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Table 10.3: Pillar Damage for Pillars of Different Friction Angle 
Run No. Wave Parameters Damage (%) Freq. (Hz) PPV (in/s) 35° 30° 25° 
1 10 1 3.09 3.08 7.70 
2 10 5 3.20 4.97 12.69 
3 10 10 4.07 7.62 17.95 
4 25 1 3.08 3.43 3.69 
5 25 5 3.22 3.29 3.43 
6 25 10 3.40 9.03 9.57 
7 50 1 3.17 3.15 4.22 
8 50 5 3.15 3.37 3.33 
9 50 10 3.15 3.33 8.53 
10 100 1 3.17 3.08 3.44 
11 100 5 3.17 3.05 8.00 
12 100 10 3.43 3.09 9.02 
 
 
 
Figure 10.10: Damage vs. PPV for Elastic-Plastic Pillars of Different Joint Residual 
Friction Angle 
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Figure 10.11: Damage vs. Frequency for Elastic-Plastic Pillars of Different Joint Residual 
Friction Angle 
 
Figure 10.12: Average Damage vs. Frequency for Elastic-Plastic Pillars of Different Joint 
Residual Friction Angle 
y = -0.0114x + 4.2183
R² = 0.5021
y = -0.0119x + 5.1225
R² = 0.0737
y = -0.0464x + 8.995
R² = 0.6449
0.0
2.0
4.0
6.0
8.0
10.0
12.0
14.0
16.0
18.0
20.0
0 20 40 60 80 100 120
R
at
io
 o
f D
is
pl
ac
ed
 to
 T
ot
al
 P
ill
ar
 
Vo
lu
m
e 
(%
)
Frequency (Hz)
PPV = 1 in/s PPV = 5 in/s PPV = 10 in/s
203 
 
 
 
Figure 10.13: Average Damage vs. Frequency for Elastic-Plastic Pillars of Different Joint 
Residual Friction Angle 
 
10.5 Effect of Joint Residual Friction Angle (Strain-Softening Model) 
 The same experiment as was performed in Section 10.4 was repeated, using a 
strain-softening constitutive model. Because results obtained in previous models were not 
highly informative, it was hoped that including a strain-softening constitutive model 
would improve the model results. The results of the modelling are provided in Table 
10.4. Figure 10.9 shows the effect of PPV on pillar damage for the three sets of models. 
For the pillars with a joint residual friction angle of 30°, a PPV of 10 in/s and a frequency 
of 10 Hz resulted in complete pillar failure. For a residual friction angle of 25°, 10 in/s 
PPV resulted in complete pillar collapse for all frequencies. Pillar damage is clearly 
overestimated, particularly for the pillars of reduced residual joint friction. Interestingly 
for the strain-softening pillar with residual joint strength of 35°, the damage was 
consistently near 8% for all PPV. The model input parameters were checked multiple 
times, but no mistakes were found. The plot of damage vs. frequency is shown below in 
Figure 10.10. The results are inconclusive. 
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Figure 10.14: Cross-Sections of Remaining Intact Coal Pillar after Dynamic Loading for 
Elastic-Plastic Pillars Loaded via 10 Hz waves 
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Table 10.4: Pillar Damage for Strain-Softening Pillars of Different Friction Angle 
Run No. Wave Parameters Damage (%) Freq. (Hz) PPV (in/s) 35° 30° 25° 
1 10 1 7.39 0.38 10.29 
2 10 5 7.82 0.39 16.17 
3 10 10 7.53 57.83 99.17 
4 25 1 7.72 0.03 15.53 
5 25 5 7.54 8.31 14.42 
6 25 10 7.77 2.74 100.00 
7 50 1 8.04 0.37 0.08 
8 50 5 8.37 2.00 13.38 
9 50 10 8.15 6.22 99.96 
10 100 1 8.04 0.03 0.08 
11 100 5 7.39 0.38 12.14 
12 100 10 8.16 3.04 99.80 
 
 
 
Figure 10.15: Damage vs. Peak Particle Velocity for Strain-Softening Pillars of Different 
Joint Residual Friction Angle 
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Figure 10.16: Damage vs. Frequency for Strain-Softening Pillars of Different Joint 
Residual Friction Angle 
 
Figure 10.17: Average Damage vs. Frequency for Strain-Softening Pillars of Different 
Joint Residual Friction Angle 
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Figure 10.18: Average Damage vs. Peak Particle Velocity for Strain-Softening Pillars of 
Different Joint Residual Friction Angle 
 
10.6 Effect of Joint Residual Friction Angle (Elastic Model) 
 The same experiment was repeated once more, using only a simple linear elastic 
constitutive model. The results of the model are tabulated in Table 10.5. Figures 10.11 
and 10.12 show plots of the damage vs. peak particle velocity and frequency, 
respectively. It can be seen that, in general, the weaker the residual friction angle of the 
joints, the greater the potential for damage. Additionally, greater PPV increases the 
potential for damage, but does not necessarily result in more damage. An important 
observation made when using an elastic constitutive model is that the rock blocks that fall 
from the pillars remain regular in shape. In the plastic models, many blocks which 
dislodge develop odd irregular shapes. This is especially true when models are run out for 
long durations. The elastic blocks however, retain their original shapes when they release 
from the pillar. This allows for a more realistic simulation. 
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Table 10.5: Pillar Damage for Elastic Pillars of Different Friction Angle 
Run No. Wave Parameters Damage (%) Freq. (Hz) PPV (in/s) 35° 30° 25° 
1 10 1 6.98 7.73 15.66 
2 10 5 7.73 7.73 15.66 
3 10 10 7.73 15.40 17.05 
4 25 1 7.59 7.73 16.72 
5 25 5 7.73 7.73 21.20 
6 25 10 7.73 9.09 27.71 
7 50 1 7.73 7.73 16.94 
8 50 5 7.73 7.73 20.51 
9 50 10 7.73 7.73 21.91 
10 100 1 7.73 7.73 15.66 
11 100 5 7.73 7.73 17.38 
12 100 10 7.73 7.73 15.66 
 
 
Figure 10.19: Damage vs. PPV Elastic Pillars of Different Joint Residual Friction Angle 
 
Phi = 
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Figure 10.20: Damage vs. Frequency for Elastic Pillars of Different Joint Residual 
Friction Angle 
 
Figure 10.21: Average Damage vs. Frequency for Elastic Pillars of Different Joint 
Residual Friction Angle 
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Figure 10.22: Average Damage vs. Peak Particle Velocity for Elastic Pillars of Different 
Joint Residual Friction Angle 
 
Figure 10.13 shows the damage which has occurred to one of the elastic pillars with a 
residual joint friction angle of 25° subjected to a wave of 10 in/s PPV and 10 Hz. The 
blocks are colored by displacement magnitude.  
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Figure 10.23: Example of Elastic Pillar Damage due to Strong Ground Motion for Pillars 
of Different Residual Friction Angles 
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10.7 Effect of Bi-Harmonic Waves 
 The effect of using bi-harmonic waves was next considered. Since using only a 
single pulse did not result in any significant trends, it was thought that a more realistic 
loading duration might yield a more consistent and interpretable response from the pillar 
models. The elastic-plastic pillar with a residual joint friction angle of 30° was chosen for 
the study. First, a major frequency of 10 Hz was considered. This resulted in a wave with 
a duration of 0.1 seconds. Minor frequencies of 25, 50 and 100 Hz were considered at 
PPV’s of 1, 5 and 10 in/s. the results of these models are shown in Table 10.6 and Figure 
10.14. 
 Based on the apparent success of the results, a similar but more inclusive 
parameter study was simulated. A major frequency of 2 Hz was chosen, corresponding to 
a duration of 0.5 seconds. Minor frequencies of 10, 25, 50 and 100 Hz were simulated. 
The results showing the effect of PPV on pillar damage are shown in Table 10.7 and 
Figure 10.15. The results were disappointing. Although the 10 in/s waves resulted in 
consistently high damage, no strong relationships were identified from the modelling.   
 
Table 10.6: Pillar Damage for Pillars Loaded via Bi-harmonic Wave (Set 1) 
Run No. Wave Parameters Damage (%) Freq. (Hz) PPV (in/s) 
4 25 1 3.13 
5 25 5 3.64 
6 25 10 6.16 
7 50 1 3.06 
8 50 5 3.07 
9 50 10 3.32 
10 100 1 3.10 
11 100 5 2.87 
12 100 10 3.98 
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Figure 10.24: Damage vs. PPV for Pillars Loaded via Bi-Harmonic Waves (Set 1) 
 
 
Table 10.7: Pillar Damage for Pillars Loaded via Bi-harmonic Wave (Set 2) 
Run No. Wave Parameters Damage (%) Freq. (Hz) PPV (in/s) 
1 10 1 7.45 
2 10 5 6.69 
3 10 10 9.11 
4 25 1 3.47 
5 25 5 5.58 
6 25 10 7.65 
7 50 1 3.23 
8 50 5 3.07 
9 50 10 3.39 
10 100 1 5.08 
11 100 5 1.71 
12 100 10 8.64 
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Figure 10.25: Damage vs. PPV for Pillars Loaded via Bi-Harmonic Waves (Set 2) 
 
10.8 Summary 
 Overall, the performance of the dynamic distinct element model was 
disappointing. It is apparent that the model does not incorporate the level of detail 
required to predict damage due to seismic loading. Typical plasticity models used in 
static simulation are inappropriate for dynamic simulation. However, some insights may 
be gained. In general, the linear-elastic models provided the best results. The elastic-
plastic models provided good results at short durations, but when subjected to the bi-
harmonic waves with duration of one-half seconds the displaced blocks became highly 
skewed and irregular. The pillars with the elastic blocks provided the best results. The 
blocks retained reasonable shapes during dynamic loading and the mechanical behavior 
seemed appropriate compared to the plasticity models. 
Additionally, for many of the simulations, lower frequencies sometimes seemed to cause 
more damage and also resulted in a more clearly defined damage vs. PPV trends. Also, 
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stronger trends were observed in weaker pillars. The results are not consistent enough to 
draw a conclusion however. 
 
 
 
 
 
 
Figure 10.26: Damage vs. PPV for Elastic-Plastic Pillars with Joint Residual Friction 
Angle of 25° Subjected to Sine Wave of Various Frequency 
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Figure 10.27: Damage vs. PPV for Elastic-Plastic Pillars of Different Joint Residual 
Friction Angle Subjected to 10 Hz Sine Wave 
 
The accuracy of the models could be improved by using a smaller block size 
and/or more realistic joint constitutive models such as the continuously yielding model, 
or models that account for dynamic joint behavior. Elastic blocks also seem most 
appropriate, allowing all plasticity to result from joint slip and opening. The ratio of 
block edge length to excavation diameter is likely important because the size of the 
blocks themselves will, dictate the response to seismic loading. Because of this fact, the 
approach used here may be more useful for studying the effects of ground vibrations on 
large underground cavers, rather than small pillars. 
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CHAPTER 11.0 CONCLUSION AND RECCOMENDATION FOR FURTHER 
WORK 
 
11.1 Static Discrete Element Modelling 
11.1.1 Summary 
 Static modelling was performed to investigate the potential for simulating large 
scale rock fracture using a discrete element method. A thorough literature review was 
conducted concerning coal pillar mechanics and modelling, and theoretical background 
presented which formed a foundation for the proceeding work. 
A rock mass model was developed which incorporates deformable rock blocks 
separated by joints, generated via a Voronoi tessellation generator, embedded within 
UDEC. The capability of this rock mass model was first investigated via simulating 
large-scale unconfined and confined compression tests. Good results were obtained, 
including a transition from brittle to ductile stress-strain behavior, a transition from axial 
splitting to shear failure, and a decrease in break angle with increase in confining stress.  
The capability of the rock mass model to generate appropriate internal 
confinement was investigated via the simulation of highwall coal pillars. This modelling 
was met with some degree of success. Realistic peak strengths were obtained, but only a 
narrow range of width-to-height ratios were considered. The modeled strength and 
behavior showed sensitivity to both Voronoi seed value and block size. Stress profiles 
were constructed at different stages of loading and compared to the results of Wagner 
[1974]. It was found that an elastic core developed surrounded by a plastic yield zone. 
Additionally, the stress in the core could continue to increase, even after the average 
pillar stress began to decrease. 
 
11.1.2 Conclusions 
The major conclusions drawn from the static discrete element modelling are as 
follows: 
 
1) Using random joints created with a Voronoi tessellation generator, the discrete 
element can be used to develop a simulated rock mass which allows both fracture 
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and large deformation of rock blocks. The discrete element method adds a degree 
of realism to the simulation compared with classic continuum methods. This is 
particularly true for unconfined rock mass. 
 
2) Joint spacing and block size is an important aspect of the discrete element rock 
mass behavior. If joints are used to allow rock fracture, instead of to simulate real 
structure, blocks must be sized small enough to allow realistic fracturing to 
develop. 
 
 
3) The ratio of the number of Voronoi blocks per unit volume is an important 
calibration parameter. Because the joints must be given a stiffness, they will 
reduce the overall modulus of the modeled rock mass. Therefore, the elastic 
moduli of the zones and the stiffness of the joints must be calibrated via simulated 
compression testing on the numerical rock mass model. 
 
4) The unconfined and confined compression test models showed only slight 
sensitivity to Voronoi seed number. However, the pillar compression test models 
showed very high sensitivity to seed number, both in strength and in stress-strain 
behavior. 
 
5) The 6 ft. tall pillars did not increase in strength with increasing width-to-height 
ratio as much as the 4 ft. tall pillars. This is likely due to the fact that the 6 ft. tall 
pillars incorporated more joints, which were the weakest part of rock-mass model. 
It is likely that this could be remedied by normalizing the block edge length to 
pillar height so that pillar of the same width-to-height ratio, but different volume 
would contain the same number of blocks. 
 
11.1.3 Future Work 
Future work which could be performed to further investigate the use of the rock mass 
modelling approach used in this work include: 
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1) Developing a better characterization and understanding of the relationship 
between the zone constitutive behavior and the joint behavior. 
 
2) Perform an analysis on the effect of Voronoi block size in relation to pillar size.  
 
3) Implement a more realistic joint model such as the continuously yielding model. 
In this thesis, upon initial failure, the joints immediately took on their residual 
values. A model which allowed the joint to gradually reduce from its initial to 
final strength values as more shear deformation occurred would be preferred. 
 
4) Investigate the possibly of coupling continuum and discrete element models. The 
discrete element model could be used to simulate the near-field while the 
continuum program could be used for the far-field. 
 
 
11.2 Dynamic Discrete Element Modelling 
11.2.1 Summary 
 The rock mass model developed for static loading was then used to investigate its 
use in the simulation of damage during dynamic events. Simple one-dimensional wave 
propagation models were developed in order to better understand the complexities 
associated with fully dynamic modelling, and to evaluate the ability of the static model to 
transmit elastic waves. Joint strength under dynamic loading was verified, and it was 
determined that if the ratio of joint-to-element stiffness was set high enough, no 
significant reflection or refraction of propagating waves would occur at the Voronoi 
joints. This was important since the joints were not intended to represent pre-existing 
discontinuities in the coal, but only to allow a pathway for fracture to occur. Dynamic 
elastic moduli were calculated in the model and were found to be realistic. 
The static highwall coal pillar models were modified so that a compression wave 
could be propagated across the pillar. Only a compression wave, propagated from top to 
bottom, was simulated in the model do to difficulty in prescribing appropriate boundary 
conditions for the propagation of shear waves.  
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Models were constructed and run to investigate the effect of Voronoi seed value, 
peak particle velocity (PPV), frequency, joint strength properties, and constitutive model 
on the predicted damage. The damage was assessed based on the ratio of volume of 
dislodged coal to original pillar volume. The models exhibited high sensitivity to Voronoi 
seed number. Although damage was found to generally increase with PPV, the trends 
were not well defined. The relationship between frequency and damage was also not well 
defined. However, by taking an average of several tests, much clearer trends could be 
identified. It was observed that damage generally increased with PPV but also that lower 
frequencies caused greater damage. This may be caused by the fact that only one 
sinusoidal cycle was applied to the model so that lower frequencies also had greater 
durations. To investigate the effect of frequency, independent of duration, a wave was 
input via a bi-harmonic function. This allowed the frequency to be changed while 
keeping duration constant. The lower frequency waves still resulted in more damage, on 
average. 
 
11.2.2 Conclusions 
The major conclusions drawn from the dynamic discrete element modelling are as 
follows: 
 
1) Using the discrete element method with voronoi blocks does show promise with 
respect to the simulation of dynamic rock mass failure. Although the results 
shown in this thesis are not conclusive, a direction for future work has been 
developed. 
 
2) Classical plasticity models alone are not sufficient for simulating dynamic 
response of rock. Shear-yielding may be acceptable, but the tension-yielding 
causes extreme distortions near the surface of excavations during dynamic 
loading. 
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3) A numerical rock mass created using elastic rock blocks (or a plasticity model 
with a high tension cutoff value) separated by Voronoi joints is the most 
promising method of simulating dynamic rock failure 
 
4) Damage during seismic event appears to correspond to the size of the yield zone, 
and degree of yielding. Keeping the rock intact is an important part of preventing 
damage from strong ground motion. 
 
5) Lower wave frequencies appear to generally produce more pronounced trends. 
This may be due to the approach taken in this project in which waves of greater 
frequency will have also greater duration. However, the models subjected to bi-
harmonic waves still showed this tendency. 
 
6) The initial state of stress on the pillar is likely an important factor in 
determination of the damage which will occur during dynamic loading. This is 
because, the stress state will affect the size of the yield zone in the pillar. In 
virtually all of the simulations, the rock that was displaced during dynamic 
loading originated from the yield zones. 
 
7) The method developed may be an effective tool for relative comparisons but will 
not likely be useful for sight specific analysis until significantly more research 
and development is performed. 
 
11.2.3 Future Work 
Future work which could be performed to further investigate the use of the rock mass 
modelling approach in dynamic problems include: 
 
1) Investigating importance of Voronoi edge-length/block-size on the results, 
particularly the volume of displaced rock. 
2) Investigate further the relationship between damage and wave properties. If larger 
models were constructed with smaller rock blocks and a wider range of wave 
parameters was used, some important insights related to the dynamic stability of 
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engineered rock structures might be gained. It may be important to consider the 
total energy contained in the dynamic wave (time integral of kinetic energy), not 
just individual parameters such as peak particle velocity and frequency. 
 
3) Model an entire entry as opposed to a pillar so that free-field dynamic boundaries 
can be used along the model sides. This will allow the propagation of both 
compression and shear waves in the model. 
 
4) Investigate the adequacy of dynamic support systems during dynamic loading. 
 
5) Incorporate many voronoi seed numbers into each calculation to determine a 
statically averaged response. For example, rather than performing a parameter 
study with a single pillar, one could perform the same parameter study on five 
different pillars of different voronoi seed value and the average results could be 
plotted and analyzed. 
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APPENDIX A: EXAMPLE UDEC INPUT CODE FOR UNCONFINED AND  
   CONFINED COMPRESSION TEST SIMULATIONS 
 
APPENDIX B: EXAMPLE UDEC INPUT CODE FOR PILLAR COMPRESSION  
   TEST SIMULATION 
 
APPENDIX C: EXAMPLE UDEC INPUT CODE FOR HUSTRULID-BAR ONE-
DIMENSIONAL DYNAMIC TEST SIMULATION 
 
APPENDIX D: EXAMPLE UDEC INPUT CODE FOR FULLY DYNAMIC PILLAR  
  TEST SIMULATION 
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APPENDIX A 
 
EXAMPLE UDEC INPUT CODE FOR UNCONFINED AND CONFINED 
COMPRESSION TEST SIMULATIONS 
 
new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
·*********************************************************************** 
' * 
File: O.ucs.dat 
uniaxial compression test 
·*********************************************************************** 
' ,•: 
·************************* 
' GENERATE MESH 
' •************************* 
' 
;rounding and edge length 
ROUND 0.005 
EDGE 0.01 
SET ovtol 0.02 
;model block size 
BLOCK 0,0 0,6 2,6 2,0 
;create jointing 
VORONOI edge .25 seed 1 ra 
;generate zones 
GENERATE edge 0.25 ra 
;fish function to calculate y coordinate of gp and zones 
CALL cords.fis 
CALL syy.fis 
CALL clos.fis 
·******************************* 
' MATERIAL PROPERTIES 
' ·******************************* 
' 
CHANGE jcons=5 ; area contact model (residual strength Mohr-coulomb) 
zone model ss dens 5 bu 76579e3 sh 45947e3 coh 46080 fric 35 di 10 ten 
8640 ctable 9 
table 9 O 46080 0.04 4608 
PROPERTY jmat=21 jks=45947e4 jkn=76579e4 & ;coal JOlnt intact 
jfri=35 jcoh=46080 jten=3240 jrf = 5 jresc=2600 
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CHANGE jmat=21 ra 
SET jcondf=5 
SET jmatdf=21 
set gravity 0 
·******************************* 
' BOUNDARY CONDITIONS 
' ·******************************* 
' 
;assumption is made that sample is fixed to platens 
BOUNDARY yvel=O range yr -0.01,0.01 
sav mesh.sav 
·*********************************************************************** 
' **-.': 
; START TRIAXIAL TESTING SEQUENCE 
·*********************************************************************** 
' "}'(** 
·******************************* 
' UCS TEST 
' ·******************************* 
' 
HISTORY n=500 stress 
HISTORY n=500 closure 
;vertical loading 
BOUNDARY stress 0,0,-10800 range yr 5.99,6.01 
;confining pressure 
;none 
solve ratio le-6 
sav ucspre.sav 
BOUNDARY yvel -5e-3 range yr 5.95,6.05 
cycle 1000000 
save ucs.sav 
·******************************* 
' CONFINEMENT = 50 PSI 
' ******************************** 
res mesh.sav 
reset hist 
HISTORY n=500 stress 
HISTORY n=500 closure 
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;vertical loading 
BOUNDARY stress 0,0,-10800 range yr 5.99,6.01 
;confining pressure 
BOUNDARY stress -7200,0,0 range xr -0.1,0.1 
BOUNDARY stress -7200,0,0 range xr 1.9,2.1 
solve ratio le-6 
sav 50pre.sav 
BOUNDARY yvel -5e-3 range yr 5.95,6.05 
cycle 1000000 
sav sig3_50psi.sav 
·******************************* 
' CONFINEMENT = 100 PSI 
' ******************************** 
res mesh.sav 
reset hist 
HISTORY n=500 stress 
HISTORY n=500 closure 
;vertical loading 
BOUNDARY stress 0,0,-21600 range yr 5.99,6.01 
;confining pressure 
BOUNDARY stress -14400,0,0 range xr -0.1,0.1 
BOUNDARY stress -14400,0,0 range xr 1.9,2.1 
solve ratio le-6 
sav lOOpre.sav 
BOUNDARY yvel -5e-3 range yr 5.95,6.05 
cycle 1000000 
sav sig3_100psi.sav 
·******************************* 
' CONFINEMENT = 200 PSI 
' ******************************** 
res mesh.sav 
reset hist 
HISTORY n=500 stress 
HISTORY n=500 closure 
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;vertical loading 
BOUNDARY stress 0,0,-43200 range yr 5.99,6.01 
;confining pressure 
BOUNDARY stress -28800,0,0 range xr -0.1,0.1 
BOUNDARY stress -28800,0,0 range xr 1.9,2.1 
solve ratio le-6 
sav 200pre.sav 
BOUNDARY yvel -5e-3 range yr 5.95,6.05 
cycle 1000000 
sav sig3_200psi.sav 
·******************************* 
' CONFINEMENT = 300 PSI 
' ******************************** 
res mesh.sav 
reset hist 
HISTORY n=500 stress 
HISTORY n=500 closure 
;vertical loading 
BOUNDARY stress 0,0,-64800 range yr 5.99,6.01 
;confining pressure 
BOUNDARY stress -43200,0,0 range xr -0.1,0.1 
BOUNDARY stress -43200,0,0 range xr 1.9,2.1 
solve ratio le-6 
sav 300pre.sav 
BOUNDARY yvel -5e-3 range yr 5.95,6.05 
cycle 1000000 
sav sig3_300psi.sav 
•******************************* 
' CONFINEMENT = 400 PSI 
' ******************************** 
res mesh.sav 
reset hist 
HISTORY n=500 stress 
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HISTORY n=500 closure 
;vertical loading 
BOUNDARY stress 0,0,-86400 range yr 5.99,6.01 
;confining pressure 
BOUNDARY stress -57600,0,0 range xr -0.1,0.1 
BOUNDARY stress -57600,0,0 range xr 1.9,2.1 
solve ratio le-6 
sav 400pre.sav 
BOUNDARY yvel -5e-3 range yr 5.95,6.05 
cycle 1000000 
sav sig3_400psi.sav 
·******************************* 
' CONFINEMENT = 500 PSI 
' ******************************** 
res mesh.sav 
reset hist 
HISTORY n=500 stress 
HISTORY n=500 closure 
;vertical loading 
BOUNDARY stress 0,0,-108000 range yr 5.99,6.01 
;confining pressure 
BOUNDARY stress -72000,0,0 range xr -0.1,0.1 
BOUNDARY stress -72000,0,0 range xr 1.9,2.1 
solve ratio le-6 
sav 500pre.sav 
BOUNDARY yvel -5e-3 range yr 5.95,6.05 
cycle 1000000 
sav sig3_500psi.sav 
ret 
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def seam_closure 
while_stepping 
;average roof displacement 
y_top = 6. 
tot_node = 0. 
tot_uy = 0. 
y_min = y_top - 0.1 
y_max = y_top + 0.1 
_bli = block_head 
loop while _bli # 0 
_gpi = b_gp(_bli) 
loop while _gpi # 0 
if gp_extra(_gpi) > y_min then 
if gp_extra(_gpi) < y_max then 
tot_uy = tot_uy + gp_ydis(_gpi) 
tot_node = tot_node + 1 
end_ if 
end_ if 
_gpi gp_next(_gpi) 
end_ loop 
_bli = b_next(_bli) 
end_ loop 
uy_roof = tot_uy I tot_node 
;average floor displacement 
y_bot = 0. 
tot_node = 0. 
tot_uy = 0. 
y_min = y_bot - 0.1 
y_max = y_bot + 0.1 
_bli = block_head 
loop while _bli # 0 
_gpi = b_gp(_bli) 
loop while _gpi # 0 
if gp_extra(_gpi) > y_min then 
if gp_extra(_gpi) < y_max then 
end_ if 
tot_uy = tot_uy + gp_ydis(_gpi) 
tot_node = tot_node + 1 
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end_ if 
_gpi = gp_next(_gpi) 
end_ loop 
_bli = b_next(_bli) 
end_ loop 
uy_floor = tot_uy I tot_node 
sy_ave = (uy_floor - uy_roof )/(y_top-y_bot) 
closure = sy_ave 
end 
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def zn_cords 
end 
zn_cords 
_bli = block_head 
loop while _bli # 0 
_zni = b_zone(_bli) 
loop while _zni # 0 
end_ loop 
z_extra(_zni) = z_y(_zni) 
_zni = z_next(_zni) 
_bli = b_next(_bli) 
end_ loop 
def gp_cords 
end 
gp_cords 
_bli = block_head 
loop while _bli # 0 
_gpi = b_gp(_bli) 
loop while _gpi # 0 
gp_extra(_gpi) = gp_y(_gpi) 
_gpi = gp_next(_gpi) 
end_ loop 
_bli = b_next(_bli) 
end_ loop 
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def stress 
while_stepping 
y_bot = 0. 
y_top = 6. 
tot_area = 0. 
tot_stress = 0. 
_bli = block_head 
loop while _bli # 0 
_zni = b_zone(_bli) 
loop while _zni # 0 
if z_extra(_zni) > y_bot then 
if z_extra(_zni) < y_top then 
A= z_gp(_zni,l) 
B = z_gp(_zni ,2) 
c = z_gp(_zni ,3) 
AX gp_x(A) 
Ay = gp_y(A) 
Bx = gp_x(B) 
By gp_y(B) 
ex = gp_x(c) 
Cy = gp_y(C) 
area = abs(Ax*(By-cy) + Bx*(Cy-Ay) + 
CX'~ (Ay-By)) /2 
end_ loop 
end_ if 
end_ if 
tot_stress = tot_stress + z_syy(_zni)*area 
tot_area = tot_area + area 
_zni z_next(_zni) 
end_ loop 
_bli = b_next(_bli) 
syy_ave = abs(tot_stress/tot_area) 
stress = syy_ave 
end 
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new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
·*********************************************************************** 
' * 
File: 2.stressstrain.dat 
compression test post processing 
·*********************************************************************** 
' * 
;save pillar stress strain curve to space dilineated text file 
res ucs.sav 
history write 1 vs 2 table 10 
table 10 write 0 stress_strainO.txt 
res sig3_50psi.sav 
history write 1 vs 2 table 11 
table 11 write 0 stress_strain50.txt 
res sig3_100psi.sav 
history write 1 vs 2 table 12 
table 12 write 0 stress_strainlOO.txt 
res sig3_200psi.sav 
history write 1 vs 2 table 13 
table 13 write 0 stress_strain200.txt 
res sig3_300psi.sav 
history write 1 vs 2 table 14 
table 14 write 0 stress_strain300.txt 
res sig3_400psi.sav 
history write 1 vs 2 table 15 
table 15 write 0 stress_strain400.txt 
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res sig3_500psi.sav 
history write 1 vs 2 table 16 
table 16 write 0 stress_strain500.txt 
res sig3_1000psi.sav 
history write 1 vs 2 table 17 
table 17 write 0 stress_strainlOOO.txt 
ret 
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APPENDIX B 
 
EXAMPLE UDEC INPUT CODE FOR PILLAR COMPRESSION TEST 
SIMULATION 
 
new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
·*********************************************************************** 
' * 
File: O.mesh.dat 
set up geometry for model 
·*********************************************************************** 
' * 
;-----------------------------------------------------------------------
rounding and edge length 
;-----------------------------------------------------------------------
ROUND 0.005 
EDGE 0.01 
SET ovtol 0.02 
model block size 
;-----------------------------------------------------------------------
BLOCK 0,-179 0,-95 14,-95 14,-179 
jregion for coal bedding and cleat joints 
JREGION id=l 5,-139 5,-135 9.,-135 9.,-139 
CRACK 5,-139 5,-135 join 
CRACK 9,-139 9,-135 join 
;joint coal seam 
coal seam top and bottom 
CRACK 0,-135 14,-135 
CRACK 0,-139 14,-139 
artificial cracks for zoning 
;-----------------------------------------------------------------------
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CRACK 0,-110 14,-110 join 
CRACK 0,-120 14,-120 join 
CRACK 0,-128 14,-128 join 
CRACK 0,-133 14,-133 join 
CRACK 0,-141 14,-141 join 
CRACK 0,-146 14,-146 join 
CRACK 0,-154 14,-154 join 
CRACK 0,-164 14,-164 join 
;---------------------~-------------------------------------------------
create coal seam bedding and cleats 
VORONOI edge 0.25 seed=2 range jreg 1 
GENERATE edge 6.4 
GENERATE edge 3.2 
GENERATE edge 1.6 
GENERATE edge 0.8 
GENERATE edge 0.4 
GENERATE edge 0.25 
GENERATE edge 0.4 
GENERATE edge 0.8 
GENERATE edge 1.6 
GENERATE edge 3.2 
GENERATE edge 6.4 
generate zones 
range yr -110,-95 
range yr -120,-110 
range yr -128,-120 
range yr -133,-128 
range yr -135,-133 
range yr -139,-135 
range yr -141,-139 
range yr -146,-141 
range yr -154,-146 
range yr -164,-154 
range yr -179,-164 
fish function to calculate y coordinate of gp and zones 
CALL cords.fis 
save and call next file 
SAVE O.mesh.sav 
;CALL 1.elasinsitu.dat 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
238 
new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
restore O.mesh.sav 
·*********************************************************************** 
' * 
File: l.elasrnsitu.dat 
constitutive models and insitu stress 
•*********************************************************************** 
' * 
group coal seam joints 
GROUP joint _cjoint range yr -139.1,-134.9 
CHANGE cons=3 
CHANGE jcons=5 
specify constitutive models 
mohr-coulomb elastic-plastic 
area contact model (residual strength Mohr-coulomb) 
name ranges for rock and coal 
GROUP block _roof ra xr 0,14 yr -135.,-94.9 
GROUP block _coal ra xr 0,14 yr -139.,-135. 
GROUP block _floor ra xr 0,14 yr -179.1,-139. 
specify matrix and joint properties 
PROPERTY mat=lO dens 2.78 bu 76579e3 sh 45947e3 coh 46080e7 fric 35 di 
10 ten 8640el0 ;coal matrix infinite 
PROPERTY mat=ll deos 2.78 bu 76579e3 sh 45947e3 coh 46080 fric 35 di 10 
ten 8640 ;coal matrix intact 
PROPERTY mat=30 dens 5 bu 417709e3 sh 250625e3 coh 153070e3 phi 30 ten 
49096 ;rock matrix 
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PROPERTY jmat=20 jks=45947e4 jkn=76579e4 & ;coal joint infinite 
jfri=35 jcoh=46080el0 jten=lelO jrf = 5 
PROPERTY jmat=21 jks=45947e4 jkn=76579e4 & ;coal JOlnt intact 
jfri=35 jcoh=46080 jten=3240 jrf = 5 jresc=2600 
;-----------------------------------------------------------------------
assign material properties 
;-----------------------------------------------------------------------
CHANGE mat=lO ra gr _coal 
CHANGE mat=30 ra gr _roof 
CHANGE mat=30 ra gr _floor 
CHANGE jmat=20 ra gr _cjoint 
SET jcondf=5 
SET jmatdf=20 
;-----------------------------------------------------------------------
boundary conditions 
;-----------------------------------------------------------------------
velocity fixed normal to N,E & w boundaries 
BOUNDARY xvel=O range xr -0.1,0.1 
BOUNDARY xvel=O range xr 13.9,14.1 
BOUNDARY yvel=O range yr -179.1,-178.9 
top (ground surface) free to move 
gravity loading and insitu stress conditions 
;-----------------------------------------------------------------------
SET gravity= 0,-32.4 
insitu stress 0 at top, iso stress with gradient = 162 psf/ft 
INSITU stress 0 0 0 xgrad 0 0 0 ygrad 162 0 162 szz 0 zgrad 0,162 
BOUNDARY stress 0,0,-15390 range yr -95.1,-94.9 
;-----------------------------------------------------------------------
stress & strain fish functions 
;-----------------------------------------------------------------------
CALL syy.fis 
CALL clos.fis 
HISTORY n=500 yystress 
HISTORY n=500 closure 
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HISTORY n=500 xxstress 
;-----------------------------------------------------------------------
cycle for ten steps 
;-----------------------------------------------------------------------
CYCLE 10 
;-----------------------------------------------------------------------
save state and call next input file 
;-----------------------------------------------------------------------
SAVE 1.elasinsitu.sav 
CALL 2.plasinsitu.dat 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
241 
new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
restore l.elasrnsitu.sav 
·*********************************************************************** , 
* 
File: 2.plasrnsitu.dat 
full plastic solution 
·*********************************************************************** , 
* 
;-----------------------------------------------------------------------
change coal to intact properties 
zone model ss dens 2.78 bu 76579e3 sh 45947e3 coh 46080 fric 35 di 10 
ten 8640 ctable 9 & 
range group _coal 
table 9 0 46080 0.04 4608 
change coal joints to intact strength 
CHANGE jmat=21 ra gr _cjoint 
step to static equilibrium 
;-----------------------------------------------------------------------
SOLVE 
SAVE 2.plasrnsitu.sav 
CALL 3.pillar.dat 
save and call next input file 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
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ret 
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new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
restore 2.plasrnsitu.sav 
·*********************************************************************** 
' * 
File: pillar.dat 
excavate and solve plastic pillar solution 
·*********************************************************************** 
' * 
;-----------------------------------------------------------------------
excavate pillars 
;-----------------------------------------------------------------------
delete range 0,5 -139,-135 
delete range 9,14 -139,-135 
CALL syy_profile.dat 
;-----------------------------------------------------------------------
step to static equilibrium 
SOLVE 
;-----------------------------------------------------------------------
save and call next input file 
;-----------------------------------------------------------------------
SAVE 3.pillar.sav 
CALL 4.crush.dat 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
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new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
restore 3.pillar.sav 
·*********************************************************************** 
' * 
File: 4.crush.dat 
PILLAR COMPRESSION TEST 
·*********************************************************************** 
' * 
CALL FISH FILES 
LAODING 
BOUNDARY yvel -se-3 range yr -95.1 -94.9 
cycle 12000 
save statel. sav 
cycle 12000 
save state2.sav 
cycle 12000 
save state3.sav 
cycle 12000 
save state4.sav 
cycle 12000 
save state5.sav 
cycle 12000 
save state6.sav 
cycle 12000 
save state7.sav 
cycle 12000 
save state8.sav 
cycle 12000 
save state9.sav 
cycle 12000 
save statelO.sav 
cycle 12000 
save statell. sav 
cycle 12000 
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save state12.sav 
cycle 12000 
save state13.sav 
cycle 12000 
save state14.sav 
cycle 12000 
save state15.sav 
cycle 12000 
save state16.sav 
cycle 12000 
save state17.sav 
cycle 12000 
save state18.sav 
cycle 12000 
save state19.sav 
cycle 12000 
save state20.sav 
cycle 12000 
save state21. sav 
cycle 12000 
save state22.sav 
cycle 12000 
save state23.sav 
cycle 12000 
save state24.sav 
cycle 12000 
save state25.sav 
cycle 12000 
save state26.sav 
cycle 12000 
save state27.sav 
cycle 12000 
save state28.sav 
cycle 12000 
save state29.sav 
cycle 12000 
save state30.sav 
cycle 12000 
save state31. sav 
cycle 12000 
save state32.sav 
cycle 12000 
save state33.sav 
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cycle 12000 
save state34.sav 
cycle 12000 
save state35.sav 
cycle 12000 
save state36.sav 
cycle 12000 
save state37.sav 
cycle 12000 
save state38.sav 
cycle 12000 
save state39.sav 
cycle 12000 
save state40.sav 
cycle 12000 
save state41. sav 
cycle 12000 
save state42.sav 
cycle 12000 
save state43.sav 
cycle 12000 
save state44.sav 
cycle 12000 
save state45.sav 
cycle 12000 
save state46.sav 
cycle 12000 
save state47.sav 
cycle 12000 
save state48.sav 
cycle 12000 
save state49.sav 
cycle 12000 
save state50.sav 
cycle 12000 
save state51. sav 
cycle 12000 
save state52.sav 
cycle 12000 
save state53.sav 
cycle 12000 
save state54.sav 
cycle 12000 
save state55.sav 
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cycle 12000 
save state56.sav 
cycle 12000 
save state57.sav 
cycle 12000 
save state58.sav 
cycle 12000 
save state59.sav 
cycle 12000 
save state60.sav 
cycle 12000 
save state61. sav 
cycle 12000 
save state62.sav 
cycle 12000 
save state63.sav 
cycle 12000 
save state64.sav 
cycle 12000 
save state65.sav 
cycle 12000 
save state66.sav 
cycle 12000 
save state67.sav 
cycle 12000 
save state68.sav 
cycle 12000 
save state69.sav 
cycle 12000 
save state70.sav 
cycle 12000 
save state71. sav 
cycle 12000 
save state72.sav 
cycle 12000 
save state73.sav 
cycle 12000 
save state74.sav 
cycle 12000 
save state75.sav 
cycle 12000 
save state76.sav 
cycle 12000 
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save state77.sav 
cycle 12000 
save state78.sav 
cycle 12000 
save state79.sav 
cycle 12000 
save state80.sav 
cycle 12000 
save state81. sav 
cycle 12000 
save state82.sav 
cycle 12000 
save state83.sav 
cycle 12000 
save state84.sav 
cycle 12000 
save state85.sav 
cycle 12000 
save state86.sav 
cycle 12000 
save state87.sav 
cycle 12000 
save state88.sav 
cycle 12000 
save state89.sav 
cycle 12000 
save state90.sav 
cycle 12000 
save state91.sav 
cycle 12000 
save state92.sav 
cycle 12000 
save state93.sav 
cycle 12000 
save state94.sav 
cycle 12000 
save state95.sav 
cycle 12000 
save state96.sav 
cycle 12000 
save state97.sav 
cycle 12000 
save state98.sav 
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cycle 12000 
save state99.sav 
cycle 12000 
save statelOO.sav 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
250 
;save pillar stress strain curve to space dilineated text file 
res statelOO.sav 
--------------------------------' ;vertical stress verses strain 
history write 1 vs 2 table 10 
table 10 write 0 syy_str.txt 
--------------------------------' ;horizontal stress verses strain 
history write 3 vs 2 table 11 
table 11 write 0 sxx_str.txt 
--------------------------------' ;data for profile plots 
history write 4 vs 2 table 12 
table 12 write 0 proO.txt 
history write 5 vs 2 table 13 
table 13 write 0 prol.txt 
history write 6 vs 2 table 14 
table 14 write 0 pro2.txt 
history write 7 vs 2 table 15 
table 15 write 0 pro3.txt 
history write 8 vs 2 table 16 
table 16 write 0 pro4.txt 
history write 9 vs 2 table 
table 17 write 0 pro5.txt 
17 
history write 10 vs 2 table 18 
table 18 write 0 pro6.txt 
history write 11 vs 2 table 19 
table 19 write 0 pro7.txt 
history write 12 vs 2 table 20 
table 20 write 0 pro8.txt 
hi story write 13 vs 2 table 21 
table 21 write 0 pro9.txt 
history write 14 vs 2 table 22 
table 22 write 0 prolO.txt 
251 
def seam_closure 
while_stepping 
;average roof displacement 
y_top = -135. 
tot_node = 0. 
tot_uy = 0. 
y_min = y_top - 0.1 
y_max = y_top + 0.1 
_bli = block_head 
loop while _bli # 0 
_gpi = b_gp(_bli) 
loop while _gpi # 0 
if gp_extra(_gpi) > y_min then 
if gp_extra(_gpi) < y_max then 
tot_uy = tot_uy + gp_ydis(_gpi) 
tot_node = tot_node + 1 
end_ if 
end_ if 
_gpi gp_next(_gpi) 
end_ loop 
_bli = b_next(_bli) 
end_ loop 
uy_roof = tot_uy I tot_node 
;average floor displacement 
y_bot = -139. 
tot_node = 0. 
tot_uy = 0. 
y_min = y_bot - 0.1 
y_max = y_bot + 0.1 
_bli = block_head 
loop while _bli # O 
_gpi = b_gp(_bli) 
loop while _gpi # 0 
if gp_extra(_gpi) > y_min then 
if gp_extra(_gpi) < y_max then 
end_ if 
tot_uy = tot_uy + gp_ydis(_gpi) 
tot_node = tot_node + 1 
252 
end_ if 
_gpi gp_next(_gpi) 
end_loop 
_bli = b_next(_bli) 
end_ loop 
uy_floor = tot_uy / tot_node 
sy_ave = (uy_floor - uy_roof )/(y_top-y_bot) 
closure = sy_ave 
end 
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;-----------------------------------------------------------------------
def zn_cords 
end 
zn_cords 
_bli = block_head 
loop while _bli # 0 
_zni = b_zone(_bli) 
loop while _zni # 0 
end_ loop 
z_extra(_zni) = z_y(_zni) 
_zni = z_next(_zni) 
_bli = b_next(_bli) 
end_ loop 
def gp_cords 
end 
gp_cords 
_bli = block_head 
loop while _bli # 0 
_gpi = b_gp(_bli) 
loop while _gpi # 0 
gp_extra(_gpi) = gp_y(_gpi) 
_gpi = gp_next(_gpi) 
end_ loop 
_bli = b_next(_bli) 
end_ loop 
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def stress 
while_stepping 
y_bot = -139. 
y_top = -135. 
tot_area = 0. 
tot_yystress = 0. 
tot_xxstress = 0. 
_bli = block_head 
loop while _bli # 0 
_zni = b_zone(_bli) 
loop while _zni # 0 
Cx'~ (Ay-By)) /2 
end_ loop 
if z_extra(_zni) > y_bot then 
if z_extra(_zni) < y_top then 
end_ if 
end_ if 
A z_gp(_zni,1) 
B = z_gp(_zni , 2) 
c = z_gp(_zni,3) 
AX gp_x(A) 
Ay gp_y(A) 
Bx gp_x(B) 
By = gp_y(B) 
ex gp_x(c) 
Cy gp_y(C) 
area = abs(Ax*(By-cy) + Bx*(Cy-Ay) + 
tot_yystress = tot_yystress + z_syy(_zni)*area 
tot_xxstress = tot_xxstress + z_sxx(_zni)*area 
tot_area = tot_area + area 
_zni z_next(_zni) 
_bli = b_next(_bli) 
end_ loop 
syy_ave = abs(tot_yystress/tot_area)/144. 
sxx_ave = abs(tot_xxstress/tot_area)/144. 
yystress syy_ave 
xxstress = sxx_ave 
end 
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def profile 
_t = -135 
_b = -139 
_w = 4 
_y = (_t+_b)/2 
_XO = 5. 
_xl 5. 
_x2 5. 
_x3 = 5. 
_x4 5. 
_xs = 5. 
_x6 = 5. 
_x7 = 5. 
_x8 = 5. 
_x9 = 5. 
_xlO = 5. 
end 
profile 
+ 1. * 
+ 2. * 
+ 3. * 
+ 4. * 
+ 5. * 
+ 6. * 
+ 7. * 
+ 8. * 
+ 9. * 
+ 10. 
_w I 10. _w I 10. 
_w I 10. 
_w I 10. 
_w I 10. 
_w I 10. 
_w I 10. 
_w I 10. 
_w I 10. 
* _w I 10. 
history n=SOO syy _xO _y 
history n=SOO syy _xl _y 
history n=SOO syy _x2 _y 
history n=500 syy _x3 _y 
history n=500 syy _x4 _y 
history n=500 syy _x5 _y 
history n=500 syy _x6 _y 
history n=500 syy _xl _y 
history n=500 syy _x8 _y 
history n=SOO syy _x9 _y 
history n=SOO syy _xlO _y 
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APPENDIX C 
 
EXAMPLE UDEC INPUT CODE FOR HUSTRULID-BAR ONE-DIMENSIONAL 
DYNAMIC TEST SIMULATION 
 
 
 
 
 
 
 
 
 
new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
·*********************************************************************** 
' * 
File: O.mesh.dat 
set up geometry for model 
·*********************************************************************** 
' * 
;-----------------------------------------------------------------------
rounding and edge length 
;-----------------------------------------------------------------------
ROUND 0.005 
EDGE 0.01 
SET ovtol 0.02 
;-----------------------------------------------------------------------
model block size 
;-----------------------------------------------------------------------
BLOCK 0,0 0,2 500,2 500,0 
;-----------------------------------------------------------------------
generate cracks for zoning 
crack 250,-0.1 250,2.1 join 
;-----------------------------------------------------------------------
generate zones 
;-----------------------------------------------------------------------
GENERATE edge 1 ra 
;-----------------------------------------------------------------------
boundary conditions 
;-----------------------------------------------------------------------
BOUNDARY yvel=O range yr -0.05,0.05 
BOUNDARY yvel=O range yr 1.95,2.05 
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BOUNDARY xvel=O range xr 499.95,500.05 
BOUNDARY xvel=O range xr -0.05,0.05 
;-----------------------------------------------------------------------
save and call next file 
;-----------------------------------------------------------------------
SAVE O.mesh.sav 
;CALL 1.elasrnsitu.dat 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
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new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
restore 0.mesh.sav 
·*********************************************************************** 
' * 
File: 1.elasinsitu.dat 
constitutive models and insitu stress 
·*********************************************************************** 
' * 
;-----------------------------------------------------------------------
specify constitutive models 
;-----------------------------------------------------------------------
CHANGE cons=l linear elastic 
;-----------------------------------------------------------------------
groups 
;-----------------------------------------------------------------------
GROUP block _steel ra xr 0,250 
GROUP block _alumi ra xr 250,500.1 
;-----------------------------------------------------------------------
specify matrix and joint properties 
;-----------------------------------------------------------------------
;steel properties 
PROPERTY mat=l dens 15.67 bu 3480e6 sh 1606e6 
PROPERTY mat=2 dens 4.88 bu 1474e6 sh 565e6 
;-----------------------------------------------------------------------
assign material properties 
;-----------------------------------------------------------------------
CHANGE mat=l ra gr _steel 
CHANGE mat=2 ra gr _alumi 
;-----------------------------------------------------------------------
gravity loading and insitu stress conditions 
;-----------------------------------------------------------------------
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SET gravity 0,0 
;-----------------------------------------------------------------------
cycle for ten steps 
;-----------------------------------------------------------------------
CYCLE 10 
save state and call next input file 
;-----------------------------------------------------------------------
SAVE l.static.sav 
;CALL 2.dynamic.dat 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
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new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
restore 1.static.sav 
·*********************************************************************** 
' * 
File: dynamic.dat 
apply dynamic loading and solve! 
·*********************************************************************** 
' * 
DYNAMIC BOUNDARY CONDITIONS 
BOU.NDARY xvi SC yvi SC range xr 499. 9' 500 .1 
BOUNDARY xvisc yvisc range xr -0.1,0.l 
;-----------------------------------------------------------------------
DYNAMIC WAVE 
;-----------------------------------------------------------------------
define time dependent velocity wave function and execute 
def wave 
if time < l/freq_l 
wave= 0.5*_PPV*(l-cos(2*pi*freq_l*time)) 
;wave = 
2*_PPV*(l-cos(2*pi*freq_l*time))*(sin(2*pi*freq_2*time)) 
else 
_dt = 0.5 
endif 
end 
set _PPV = 51.1 
set freq_l = 100. 
;set freq_2 = 200. 
wave 
;-----------------------------------------------------------------------
CONVERT VELCOITY TO STRESS WAVE 
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;define stress wave scaling factor 
def stress_scale 
end 
_cp = ((_K+4.*_G/3.)/_rho)A.5 
_cs = (_G/_rho)A.5 
_sfc = -2*_rho*_cp 
_sfs = 0 
set _rho = 15.67 
set _G = 1606e6 
set _K = 3480e6 
stress_scale 
;2*_rho*_cs 
;-----------------------------------------------------------------------
external transient stess boundary condition 
BOUNDARY stress _sfc,0,0 history=wave range xr -0.1,0.1 
DAMPING 0 0 
material damping 
;2% mass damping 
;first number= damping ratio 
;second number = center frequency 
zero model variables 
;-----------------------------------------------------------------------
RESET time 
RESET disp 
RESET hist 
;-----------------------------------------------------------------------
record histories 
;-----------------------------------------------------------------------
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history exx 50,1 
history exx 200,1 
history exx 300,l 
history exx 450,1 
history xvel 50,1 
history xvel 200,1 
history xvel 300,1 
history xvel 450,1 
;total time = 0.0055 sec 
cycle time 0.0025 
save ti me_l. sav 
cycle time 0.0025 
save time_2.sav 
cycle time 0.0025 
save time_3.sav 
cycle time 0.0025 
save time_4.sav 
cycle time 0.0025 
save time_5.sav 
cycle time 0.0025 
save time_6.sav 
cycle time 0.0025 
save time_7.sav 
cycle time 0.0025 
save time_8.sav 
cycle time 0.0025 
save time_9.sav 
cycle time 0.0025 
save time_lO.sav 
cycle time 0.0025 
save ti me_ll. sav 
cycle time 0.0025 
save time_l2.sav 
cycle time 0.0025 
save time_13.sav 
cycle time 0.0025 
save time_l4.sav 
cycle time 0.0025 
save time_l5.sav 
cycle time 0.0025 
save time_l6.sav 
BEGIN CALCULATIONS 
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cycle time 0.0025 
save time_l7.sav 
cycle time 0.0025 
save time_l8.sav 
cycle time 0.0025 
save time_l9.sav 
cycle time 0.0025 
save time_20.sav 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
265 
new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
·*********************************************************************** 
' * 
File: O.mesh.dat 
set up geometry for model 
·*********************************************************************** 
' * 
ROUND 0.005 
EDGE 0.01 
SET ovtol 0.02 
BLOCK 0,0 0,2 500,2 500,0 
rounding and edge length 
model block size 
generate cracks for zoning 
crack 250,-0.1 250,2.1 id=l 
;-----------------------------------------------------------------------
generate zones 
;-----------------------------------------------------------------------
GENERATE edge 1 ra 
boundary conditions 
;BOUNDARY yvel=O range yr -0.05,0.05 
;BOUNDARY yvel=O range yr 1.95,2.05 
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;BOUNDARY xvel=O range xr 499.95,500.05 
;BOUNDARY xvel=O range xr -0.05,0.05 
BOUNDARY xvel=O ra xr 0.5,500.1 
save and call next file 
SAVE O.mesh.sav 
;CALL 1.elasinsitu.dat 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
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new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
restore O.mesh.sav 
•*********************************************************************** 
' * 
File: 1.elasrnsitu.dat 
constitutive models and insitu stress 
·*********************************************************************** 
' * 
;-----------------------------------------------------------------------
specify constitutive models 
;-----------------------------------------------------------------------
CHANGE cons=l 
CHANGE jcons=2 
linear elastic 
joint area contact 
;-----------------------------------------------------------------------
groups 
;-----------------------------------------------------------------------
GROUP block _steel ra xr 0,250 
GROUP block _coal ra xr 250,500.1 
GROUP joint _cjoint ra id=l 
;-----------------------------------------------------------------------
specify matrix and joint properties 
;-----------------------------------------------------------------------
;coal properties 
PROPERTY mat=l dens 2.78 bu 46214e3 sh 27728e3 
PROPERTY mat=2 dens 2.78 bu 46214e3 sh 27728e3 
;joint properties 
PROPERTY jmat=20 jks=45947e4 jkn=76579e4 & ;coal joint infinite 
jfri=35 jcoh=46080e10 jten=lelO jrf = 5 
PROPERTY jmat=21 jks=45947e4 jkn=76579e4 & 
jfri=O jcoh=23040 jten=le6 
;coal joint intact 
;-----------------------------------------------------------------------
assign material properties 
;-----------------------------------------------------------------------
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CHANGE mat=l ra gr _steel 
CHANGE mat=2 ra gr _coal 
CHANGE jmat=21 ra gr _cjoint 
gravity loading and insitu stress conditions 
SET gravity = 0,0 
CYCLE 10 
SAVE 1.static.sav 
;CALL 2.dynamic.dat 
cycle for ten steps 
save state and call next input file 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
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new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
restore 1.static.sav 
•*********************************************************************** , 
* 
File: dynamic.dat 
apply dynamic loading and solve! 
·*********************************************************************** 
* 
DYNAMIC BOUNDARY CONDITIONS 
BOUNDARY xvisc yvisc range xr 499.9,500.1 
BOUNDARY xvisc yvisc range xr -0.1,0.1 
DYNAMIC WAVE 
define time dependent velocity wave function and execute 
def wave 
if time < 5/freq_l 
wave = 0. 5*_PPV'~(l-cos(2*pi'~freq_l*time)) 
;wave = 
2*_PPV*(l-cos(2*pi*freq_l*time))*(sin(2*pi*freq_2*time)) 
else 
_dt = 0.5 
endif 
end 
set _PPV = 3.03018 
set freq_l = 100. 
;set freq_2 = 200. 
wave 
;-----------------------------------------------------------------------
CONVERT VELCOITY TO STRESS WAVE 
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;-----------------------------------------------------------------------
;define stress wave scaling factor 
def stress_scale 
end 
_cp = ((_K+4.*_G/3.)/_rho)A.5 
_cs = (_G/_rho)A.5 
_sfc -2*_rho*_cp 
_sfs = 0 
set _rho= 2.78 
set _G 27728e3 
set _K = 46214e3 
stress_scale 
; 2"'_rho* _cs 
;-----------------------------------------------------------------------
external transient stess boundary condition 
;-----------------------------------------------------------------------
BOUNDARY stress O,_sfc,O history=wave range xr -0.1,0.1 
;-----------------------------------------------------------------------
material damping 
;-----------------------------------------------------------------------
DAMPING 0 0 
RESET time 
RESET disp 
RESET hist 
;2% mass damping 
;first number= damping ratio 
;second number = center frequency 
zero model variables 
record histories 
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history syy 50,1 
history syy 450,1 
;total time = 0.0055 sec 
cycle time 0.0025 
save ti me_l. sav 
cycle time 0.0025 
save time_2.sav 
cycle time 0.0025 
save time_3.sav 
cycle time 0.0025 
save time_4.sav 
cycle time 0.0025 
save time_5. sav 
cycle time 0.0025 
save time_6.sav 
cycle time 0.0025 
save time_7.sav 
cycle time 0.0025 
save time_8.sav 
cycle time 0.0025 
save time_9.sav 
cycle time 0.0025 
save time_lO.sav 
cycle time 0.0025 
save ti me_ll. sav 
cycle time 0.0025 
save time_l2.sav 
cycle time 0.0025 
save time_13.sav 
cycle time 0.0025 
save time_l4.sav 
cycle time 0.0025 
save time_l5.sav 
cycle time 0.0025 
save time_l6.sav 
cycle time 0.0025 
save time_l7.sav 
cycle time 0.0025 
save time_l8.sav 
BEGIN CALCULATIONS 
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cycle time 0.0025 
save time_l9.sav 
cycle time 0.0025 
save time_20.sav 
cycle time 0.0025 
save time_21. sav 
cycle time 0.0025 
save time_22.sav 
cycle time 0.0025 
save time_23.sav 
cycle time 0.0025 
save time_240.sav 
cycle time 0.0025 
save time_25.sav 
cycle time 0.0025 
save time_26.sav 
cycle time 0.0025 
save time_27.sav 
cycle time 0.0025 
save time_28.sav 
cycle time 0.0025 
save time_29.sav 
cycle time 0.25 
save time_30.sav 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
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new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
·*********************************************************************** 
' * 
File: O.mesh.dat 
set up geometry for model 
·*********************************************************************** 
' * 
rounding and edge length 
;-----------------------------------------------------------------------
ROUND 0.005 
EDGE 0.01 
SET ovtol 0.02 
BLOCK 0,0 0,2 200,2 200,0 
model block size 
jregion for vornoi joints 
;-----------------------------------------------------------------------
JREGION id=9 100,0 100,2 200,2 200,0 
JREGION id=lO 100,0 100,2 110,2 110,0 
JREGION id=ll 110,0 110,2 120,2 120,0 
JREGION id=12 120,0 120,2 130,2 130,0 
JREGION id=l3 130,0 130,2 140,2 140,0 
JREGION id=14 140,0 140,2 150,2 150,0 
JREGION id=l5 150,0 150,2 160,2 160,0 
JREGION id=l6 160,0 160,2 170,2 170,0 
JREGION id=l7 170,0 170,2 180,2 180,0 
JREGION id=l8 180,0 180,2 190,2 190,0 
JREGION id=l9 190,0 190,2 200,2 200,0 
joint to separate jregions 
JSET origin 100,0 spacing 10 angle 90 id=l ra jreg 9 
generate voronoi blocks 
274 
-----------------------------------------------------------------------
VORONOI edge 0.25 seed=8 id=l range j reg 10 
VORONOI edge 0.25 seed=8 id=l range jreg 11 
VORONOI edge 0.25 seed=8 id=l range j reg 12 
VORONOI edge 0.25 seed=8 id=l range Feg 13 
VORONOI edge 0.25 seed=8 id=l range J reg 14 
VORONOI edge 0.25 seed=8 id=l range j reg 15 
VORONOI edge 0.25 seed=8 id=l range Feg 16 
VO RO NO I edge 0.25 seed=8 id=l range ~reg 17 
VORONOI edge 0.25 seed=8 id=l range Feg 18 
VORONOI edge 0.25 seed=8 id=l range ]reg 19 
generate zones 
-----------------------------------------------------------------------
GENERATE edge 1.00 ra xr 0,100 
GENERATE edge 0.25 ra jreg 10 
GENERATE edge 0.25 ra ~reg 11 
GENERATE edge 0.25 ra ~reg 12 
GENERATE edge 0.25 ra ~reg 13 
GENERATE edge 0.25 ra Feg 14 
GENERATE edge 0.25 ra ~reg 15 
GENERATE edge 0.25 ra ~reg 16 
GENERATE edge 0.25 ra ~reg 17 
GENERATE edge 0.25 ra ~reg 18 
GENERATE edge 0.25 ra J reg 19 
boundary conditions 
BOUNDARY yvel=O 
BOUNDARY yvel=O 
BOUNDARY xvel=O 
BOUNDARY xvel=O 
range yr 
range yr 
range xr 
range xr 
-0.05,0.05 
1.95,2.05 
199.95,200.05 
-0.05,0.05 
;-----------------------------------------------------------------------
save and call next file 
SAVE 0.mesh.sav 
;CALL 1.elasinsitu.dat 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
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new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
restore O.mesh.sav 
•*********************************************************************** 
' * 
File: 1.elasinsitu.dat 
constitutive models and insitu stress 
·*********************************************************************** 
' * 
CHANGE cons=l 
CHANGE jcons=5 
specify constitutive models 
linear elastic 
joint area contact 
groups 
GROUP block _steel ra xr 0,100 
GROUP block _coal ra xr 100,200 
GROUP joint _cjoint ra 
specify matrix and joint properties 
;-----------------------------------------------------------------------
;material properties 
PROPERTY mat=l dens 15.67 bu 3480e6 sh 1606e6 
;PROPERTY mat=2 dens 2.78 bu 46214e3 sh 27728e3 
ZONE model ss dens 2.78 bu 76579e3 sh 45947e3 coh 46080 fric 35 di 10 & 
ten 8640 ctable 9 range group _coal 
table 9 0 46080 0.04 4608 
;joint properties 
PROPERTY jmat=20 jks=45947e4 jkn=76579e4 & ;coal joint infinite 
jfri=35 jcoh=46080e10 jten=lelO jrf = 5 
PROPERTY jmat=21 jks=45947e4 jkn=76579e4 & ;coal Joint intact 
jfri=35 jcoh=46080 jten=3240 jrf = 5 jresc=2600 
276 
assign material properties 
CHANGE mat=l ra gr _steel 
;CHANGE mat=2 ra gr _coal 
CHANGE jmat=21 ra gr _cjoint 
SET jcondf=S 
SET jmatdf=20 
gravity loading and insitu stress conditions 
SET gravity 0,0 
CYCLE 10 
SAVE 1.static.sav 
;CALL 2.dynamic.dat 
cycle for ten steps 
save state and call next input file 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
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new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
restore 1.static.sav 
•*********************************************************************** 
' * 
File: dynamic.dat 
apply dynamic loading and solve! 
·*********************************************************************** 
' * 
DYNAMIC BOUNDARY CONDITIONS 
BOUNDARY xvisc yvisc range xr 199.9,200.1 
BOUNDARY xvisc yvisc range xr -0.1,0.1 
DYNAMIC WAVE 
define time dependent velocity wave function and execute 
def wave 
if time < l/freq_l 
wave= O.S*_PPV*(l-cos(2*pi*freq_l*time)) 
;wave = 
2*_PPV*(l-cos(2*pi*freq_l*time))*(sin(2*pi*freq_2*time)) 
else 
_dt = 0.5 
endif 
end 
set _PPV = .01 
set freq_l = 200. 
;set freq_2 = 200. 
wave 
CONVERT VELCOITY TO STRESS WAVE 
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;define stress wave scaling factor 
def stress_scale 
end 
_cp = ((_K+4.*_G/3.)/_rho)A.5 
_cs = (_G/_rho)A.5 
_sfc = -2*_rho*_cp 
_sfs = 0 
set _rho = 15.67 
set _G = 1606e6 
set _K = 3480e6 
stress_scale 
;2*_rho*_cs 
external transient stess boundary condition 
BOUNDARY stress _sfc,0,0 history=wave range xr -0.1,0.1 
DAMPING 0 0 
RESET time 
RESET disp 
RESET hist 
material damping 
;2% mass damping 
;first number= damping ratio 
;second number = center frequency 
zero model variables 
record histories 
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history exx 50,1 
history exx 125,l 
history exx 175,l 
history sxx 50,1 
history sxx 125 ,1 
history sxx 175,l 
;total time = 0.0055 sec 
cycle time 0.0025 
save time_l.sav 
cycle time 0.0025 
save time_2.sav 
cycle time 0.0025 
save time_3.sav 
cycle time 0.0025 
save time_4.sav 
cycle time 0.0025 
save time_5.sav 
cycle time 0.0025 
save time_6.sav 
cycle time 0.0025 
save time_7.sav 
cycle time 0.0025 
save time_8.sav 
cycle time 0.0025 
save time_9.sav 
cycle time 0.0025 
save time_lO.sav 
cycle time 0.0025 
save time_ll.sav 
cycle time 0.0025 
save time_l2.sav 
cycle time 0.0025 
save time_13.sav 
cycle time 0.0025 
save time_l4.sav 
cycle time 0.0025 
save time_l5.sav 
cycle time 0.0025 
BEGIN CALCULATIONS 
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save time_l6.sav 
cycle time 0.0025 
save time_l7.sav 
cycle time 0.0025 
save time_l8.sav 
cycle time 0.0025 
save time_l9.sav 
cycle time 0.0025 
save time_20.sav 
cycle time 0.0025 
save time_21.sav 
cycle time 0.0025 
save time_22.sav 
cycle time 0.0025 
save time_23.sav 
cycle time 0.0025 
save time_240.sav 
cycle time 0.0025 
save ti me_2 5. sav 
cycle time 0.0025 
save time_26.sav 
cycle time 0.0025 
save time_27.sav 
cycle time 0.0025 
save time_28.sav 
cycle time 0.0025 
save time_29.sav 
cycle time 0.0025 
save time_30.sav 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
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APPENDIX D 
 
EXAMPLE UDEC INPUT CODE FOR FULLY DYNAMIC PILLAR TEST 
SIMULATION 
 
new 
;<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<<< 
< 
restore 3.pillar.sav 
·*********************************************************************** 
' * 
File: dynamic.dat 
apply dynamic loading and solve! 
·*********************************************************************** 
' * 
;-----------------------------------------------------------------------
DYNAMIC BOUNDARY CONDITIONS 
;-----------------------------------------------------------------------
BOUNDARY xvisc yvisc range yr -474.1,-473.9 
BOUNDARY xvisc yvisc range yr -518.1,-517.9 
;-----------------------------------------------------------------------
DYNAMIC WAVE 
;-----------------------------------------------------------------------
define time dependent velocity wave function and execute 
def wave 
if time < l/_freql 
wave = 
_PPV*0.5*_MULT*_CONV*(sin(2*pi*_freql*time))*(l-cos(2*pi*_freq2*time)) 
else 
wave = 0. 
endif 
end 
_dt = 0.4 
set _PPV = 10. 
set _freql 5. 
set _freq2 = 25. 
set _MULT 
set _CONV 
wave 
0.615654 
= 0.083333 
;-----------------------------------------------------------------------
CONVERT VELCOITY TO STRESS WAVE 
;-----------------------------------------------------------------------
;define stress wave scaling factor 
283 
def stress_scale 
end 
_cp = ((_K+4.*_G/3.)/_rho)A.5 
_cs = (_G/_rho)A.5 
_sfc = -2* _rho'~_cp 
_sfs = 0 
set _rho = 5 
set _G 250625e3 
set _K = 417709e3 
stress_scale 
;2*_rho*_cs 
external transient stess boundary condition 
BOUNDARY stress 0,0,_sfc history=wave range yr -474.1,-473.9 
DAMPING 0 0 
RESET time 
RESET disp 
RESET hist 
HISTORY yystress 
HISTORY closure 
material damping 
zero model variables 
record histories 
BEGIN CALCULATIONS 
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cycle time _dt 
SAVE dynamic.sav 
;>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
> 
ret 
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def zn_cords 
end 
zn_cords 
_bli = block_head 
loop while _bli # 0 
_zni = b_zone(_bli) 
loop while _zni # 0 
end_ loop 
z_extra(_zni) = z_y(_zni) 
_zni = z_next(_zni) 
_bli = b_next(_bli) 
end_ loop 
def gp_cords 
end 
gp_cords 
_bli = block_head 
loop while _bli # 0 
_gpi = b_gp(_bli) 
loop while _gpi # 0 
gp_extra(_gpi) = gp_y(_gpi) 
_gpi = gp_next(_gpi) 
end_ loop 
_bli = b_next(_bli) 
end_ loop 
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def seam_closure 
while_stepping 
;average roof displacement 
y_top = -494. 
tot_node = 0. 
tot_uy = O. 
y_min = y_top - 0.1 
y_max = y_top + 0.1 
_bli = block_head 
loop while _bli # 0 
_gpi = b_gp(_bli) 
loop while _gpi # 0 
if gp_extra(_gpi) > y_min then 
if gp_extra(_gpi) < y_max then 
tot_uy = tot_uy + gp_ydis(_gpi) 
tot_node = tot_node + 1 
end_ if 
end_ if 
_gpi = gp_next(_gpi) 
end_ loop 
_bli = b_next(_bli) 
end_ loop 
uy_roof = tot_uy / tot_node 
;average floor displacement 
y_bot = -498. 
tot_node = 0. 
tot_uy = 0. 
y_min = y_bot - 0.1 
y_max = y_bot + 0.1 
_bli = block_head 
loop while _bli # 0 
_gpi = b_gp(_bli) 
loop while _gpi # 0 
if gp_extra(_gpi) > y_min then 
if gp_extra(_gpi) < y_max then 
end_ if 
tot_uy = tot_uy + gp_ydis(_gpi) 
tot_node = tot_node + 1 
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end_ if 
_gpi gp_next(_gpi) 
end_ loop 
_bli = b_next(_bli) 
end_ loop 
uy_floor = tot_uy I tot_node 
sy_ave = (uy_floor - uy_roof )/(y_top-y_bot) 
closure = sy_ave 
end 
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def damage 
y_bot = -498. 
y_top = -494. 
thresh .075 
failed = 0 
intact = 0 
_bli = block_head 
loop while _bli # 0 
_zni = b_zone(_bli) 
loop while _zni # 0 
Cx*(Ay-By))/2 
if z_extra(_zni) < y_bot then 
z_extra(_zni) = 0 
end_ if 
if z_extra(_zni) > y_top then 
z_extra(_zni) = 0 
end_ if 
if z_extra(_zni) > y_bot then 
if z_extra(_zni) < y_top then 
A = z_gp(_zni, 1) 
B = z_gp(_zni ,2) 
c = z_gp(_zni ,3) 
AX = gp_x(A) 
Ay gp_y(A) 
Bx gp_x(B) 
By = gp_y(B) 
ex = gp_x(C) 
Cy = gp_y(C) 
zarea = abs(Ax*(By-cy) + Bx*(Cy-Ay) + 
DXl = 
DYl 
DX2 = 
DY2 
DX3 = 
DY3 
gp_xdis(A) 
gp_ydis(A) 
gp_xdis(B) 
gp_ydis(B) 
gp_xdis(C) 
gp_ydis(C) 
TermA = sqrt(DXlA2+DYlA2) 
TermB = sqrt(DX2A2+DY2A2) 
Termc = sqrt(DX3A2+DY3A2) 
zdisp = TermA + TermB + Termc 
if zdisp >= thresh 
end_ if 
zfailed = zarea 
zintact = 0 
z_extra(_zni )=1 
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end_ if 
end_ if 
if zdisp < thresh 
zfailed = 0 
zintact = zarea 
z_extra(_zni )=0 
end_ if 
failed = failed + zfailed 
intact = intact + zintact 
total = 16. 
ratio = (total-intact)/total 
_zni = z_next(_zni) 
end_ loop 
_bli = b_next(_bli) 
end_ loop 
spall = 16. - intact 
end 
damage 
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