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Abstract
For extra-large Coxeter systems (m(s, r) > 3), we construct a natural and explicit set of Soergel bimod-
ules D = {Dw}w∈W such that each Dw contains as a direct summand (or is equal to) the indecomposable
Soergel bimodule Bw . When decategorified, we prove that D gives rise to a set {dw}w∈W that is actually
a basis of the Hecke algebra. This basis is close to the Kazhdan–Lusztig basis and satisfies a positivity
condition.
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1. Introduction
The understanding of indecomposable Soergel bimodules has close relations with combina-
torics, representation theory and knot theory.
Indeed, indecomposable Soergel bimodules provide an approach to proving the positivity of
Kazhdan–Lusztig polynomials via Soergel’s conjecture, which gives a conjectural interpretation
of the coefficients.
This research direction also gives the main algebraic/combinatorial approach to finding char-
acter formulas for simple modules for algebraic groups. Soergel bimodules provide a framework
for attacking part of the Lusztig conjecture [10] in characteristic bigger than the Coxeter number.
They may also provide a means to conjecture what happens in small characteristic.
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tion of Khovanov–Rozansky homology of links [6].
One might see this paper as a first step in the program of explicitly constructing these elusive
indecomposable bimodules. We expect that with a refinement of our methods one might find all
the indecomposable bimodules for large Coxeter groups (i.e. all m(s, r) = 2), thus approaching
to a solution of the Kazhdan–Lusztig positivity conjecture in these cases. This might also give
an idea of how to find the indecomposable bimodules for a general Coxeter system.
Let us be more precise. Consider a Coxeter system (W,S), and its geometric representation V .
Let R = R(V ) be the algebra of regular functions on V . We equip R with a Z-grading R =⊕
i∈ZRi given by R2 = V ∗ and Ri = 0 for uneven i. The action of W on V induces an action
on R. For s ∈ S consider the (R,R)-bimodule θs = R ⊗Rs R, where Rs is the subspace of R
fixed by s.
The category of Soergel bimodules is the category with objects the Z-graded (R,R)-
bimodules obtained as shifts of finite direct sums of direct summands of bimodules of the type
θs1 ⊗R θs2 ⊗R · · · ⊗R θsn(d) := θs1θs2 · · · θsn for (s1, . . . , sn) ∈ Sn.
There exists an isomorphism of rings ε : H → 〈B〉, where H is the Hecke algebra of (W,S)
and 〈B〉 is the split Grothendieck group of B. This map may be used to view B as a categorifica-
tion of the Hecke algebra.
The indecomposable objects Bx of B are parametrized (up to isomorphism and shifts in the
grading) by elements x ∈ W of the Coxeter group. If s¯ = (s1, . . . , sn) is a reduced expression of
x ∈ W , then Bx is a direct summand of the bimodule θs¯ = θs1θs2 · · · θsn .
For s, r ∈ S , we have introduced in the paper [7] a morphism fsr satisfying that it is the unique
(up to a scalar) degree zero morphism in the space HomB(θsθrθs · · ·︸ ︷︷ ︸
m(s,r)
, θrθsθr · · ·︸ ︷︷ ︸
m(s,r)
). At this point is
natural to ask what happens if we apply “all possible” morphisms of the form id⊗fsr ⊗ id to θs¯?
In fact, if (W,S) is an extra-large Coxeter system, by applying all such morphisms one obtains
an idempotent projector and its image is a well-defined Soergel bimodule. Note that a priori it is
not clear that one obtains in this way an idempotent.
More precisely we consider the graph R(x) whose vertices consist of reduced expressions
for x, and edges corresponding to braids relations. To each circuit c in R(x) with starting point s¯
which visits every vertex we associate a natural idempotent f es¯,c given by composing morphisms
of the form id ⊗ fsr ⊗ id along c. We prove that the image Ex = Im(f es¯,c) does not depend (up
to isomorphism) on the choice of the reduced expression s¯, or on the choice of the path c.
Although Bx is a direct summand of Ex , these two bimodules will rarely be isomorphic. The
problem is that we have to examine more morphisms than those of the form fsr . Let us define, for
s, r ∈ S and 1 nm(s, r) the element sr(n) = srs · · ·︸ ︷︷ ︸
n
. We can describe frs ◦fsr as the unique
degree zero idempotent that factors through the indecomposable Bsr(m), with m = m(s, r). So, by
analogy we define f 2sr (n) as the unique idempotent in End(θsθrθs · · ·︸ ︷︷ ︸
n
) that factors through Bsr(n).
We remark that f 2sr (n) is not defined over all fields because there are denominators involved in
its definition, and this is consistent with the fact that Soergel’s conjecture is not expected to be
true in all characteristics.
It is again natural to ask what happens if we apply “all possible” morphisms of the form
id ⊗ fsr ⊗ id and morphisms of the form id ⊗ f 2 (n)⊗ id with n > 3 to θs¯?sr
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End(θs¯) whose image is Dx = Im(f ds¯,c), a bimodule depending only on x.
We prove that Bx is a direct summand of Dx , which is itself a direct summand of Ex . So
we have a chain Bx ⊆ Dx ⊆ Ex ∈ B of bimodules in Soergel category. We prove that the two
sets {η(〈Dx〉)}x∈W and {η(〈Ex〉)}x∈W are bases of the Hecke algebra, where η : 〈B〉 → H is by
definition the inverse morphism of ε. The problem of giving an explicit formula for η(〈Dx〉) or
for η(〈Ex〉) seems quite difficult. We don’t even have a conjecture yet.
By general arguments due to Soergel, when the elements of these bases are written in the
form
∑
hwTw , the hw have positive coefficients. The Kazhdan–Lusztig basis (conjecturally cor-
responding to the indecomposable Soergel bimodules) is expected to have the same positivity
property. We expect that all the results just cited will generalize to Weyl groups.
The paper is organized as follows. In Section 2 we define Soergel bimodules and discuss
Soergel’s conjecture. In Section 3 we give a way to calculate the morphism fsr via symmetric
algebras. In Section 4 we prove a theorem that is the technical heart of this paper. In Section 5
we define Ex and discuss its properties. Finally in Section 6 we define Dx and discuss its prop-
erties.
2. Soergel’s conjecture
2.1. Soergel’s category B
Let (W,S) be a not necessarily finite Coxeter system (with S a finite set) and T ⊂ W the set of
reflections in W , i.e. the orbit of S under conjugation. Let k be an infinite field of characteristic
different from 2 and V a finite dimensional k-representation of W . For w ∈ W , we denote by
V w ⊂ V the set of w-fixed points. The following definition can be found in [12].
Definition 2.2. By a reflection faithful representation of (W,S) we mean a faithful, finite dimen-
sional representation V of W such that for each w ∈ W , the subspace V w is a hyperplane of V
if and only if w ∈ T .
From now on, we consider V a reflection faithful representation of W . If k = R, by the results
of [8], all the results in this paper will stay true if we consider V to be the geometric represen-
tation of W (even if this representation in not always reflection faithful). So if the reader is not
interested in positive characteristic or if they are only interested in the positivity of the coeffi-
cients of Kazhdan–Lusztig polynomials they can suppose from now on that k = R and that V is
the geometric representation of W .
Let R = R(V ) be the algebra of regular functions on V . The algebra R has the following
grading: R =⊕i∈ZRi with R2 = V ∗ and Ri = 0 if i is odd. The action of W on V induces an
action on R. For s ∈ S consider the (R,R)-bimodule θs = R ⊗Rs R, where Rs is the subspace
of R fixed by s.
We denote by R the category of all Z-graded R-bimodules, which are finitely generated from
the right as well as from the left, and where the action of k from the right and from the left is
the same. For every graded object M =⊕i Mi, and every integer n, we denote by M(n) the
shifted object defined by the formula (M(n))i = Mi+n. Now we can define Soergel’s bimodule
category.
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finite direct sums of direct summands of bimodules of the type θs1 ⊗R θs2 ⊗R · · · ⊗R θsn(d) for
(s1, . . . , sn) ∈ Sn, and d ∈ Z.
By convention, we will denote by θs1θs2 · · · θsn the (R,R)-bimodule
θs1 ⊗R θs2 ⊗R · · · ⊗R θsn ∼= R ⊗Rs1 R ⊗Rs2 · · · ⊗Rsn R.
2.4. Soergel’s categorification and conjecture
Before we can state Soergel’s categorification of the Hecke algebra we will recall what the
Hecke algebra and the split Grothendieck group are.
Definition 2.5. Let (W,S) be a Coxeter system. The Hecke algebra H = H(W,S) is the
Z[v, v−1]-algebra with generators {Ts}s∈S , and relations
T 2s = v−2 +
(
v−2 − 1)Ts for all s ∈ S and
TsTrTs · · ·︸ ︷︷ ︸
m(s,r) terms
= TrTsTr · · ·︸ ︷︷ ︸
m(s,r) terms
if s, r ∈ S and sr is of order m(s, r).
If x = s1s2 · · · sn is a reduced expression of x, we define Tx = Ts1Ts2 · · ·Tsn (Tx does not
depend on the choice of the reduced expression). We put q = v−2.
Definition 2.6. For every essentially small abelian category A, we define the split Grothendieck
group 〈A〉. It is the free abelian group generated by the objects of A modulo the relations M =
M ′ + M ′′ whenever we have M ∼= M ′ ⊕ M ′′. Given an object A ∈ A, let 〈A〉 denote its class
in 〈A〉.
The following theorem can be found in [12].
Theorem 2.7. Let (W,S) be a Coxeter system and H its Hecke algebra. There exists a unique
ring isomorphism ε : H → 〈B〉 such that ε(v) = 〈R(1)〉 and ε(Ts + 1) = 〈θs〉 for all s ∈ S.
The following theorem can be found in [5].
Theorem 2.8. Let us define in the Hecke algebra the elements T˜x = vl(x)Tx . There exists a unique
involution d : H → H with d(v) = v−1 and d(Tx) = (Tx−1)−1. For x ∈ W there exists a unique
C′x ∈ H with d(C′x) = C′x and
C′x ∈ T˜x +
∑
y
vZ[v]T˜y .
These elements form the so-called Kazhdan–Lusztig basis of the Hecke algebra.
Now we can state Soergel’s conjecture.
Conjecture 2.9 (Soergel). For every x ∈ W , there exists an indecomposable Z-graded R-
bimodule Bx ∈ R such that ε(C′ ) = 〈Bx〉.x
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of all Kazhdan–Lusztig polynomials. By the work of Soergel [11] and Fiebig [3] we know that
for W a finite Weyl group and char(k) at least the Coxeter number, this conjecture is equivalent
to Lusztig’s conjecture concerning characters of irreducible representations of algebraic groups
over k.
3. A categorification of the braid relation
3.1. The morphism fsr
We start this section with some notation. Let s, r ∈ S , s = r , with m(s, r) = ∞. We denote
by Xsr the bimodule θsθrθs · · ·︸ ︷︷ ︸
m(s,r) terms
and we denote by DZsr the space of degree zero morphisms of
(R,R)-bimodules from Xsr to Xrs .
The following proposition can be found in [7, Proposition 4.3].
Proposition 3.2. Let s = r ∈ S with m(s, r) = ∞. The space DZsr is one-dimensional.
Recall that T ⊆ W is the subset of reflections of W . For each t ∈ T , let Yt be the subset of V ∗
of linear forms with kernel equal to the hyperplane fixed by t . It is clear that if y, y′ ∈ Yt , then
there exists 0 = λ ∈ k such that y = λy′. Let s, r ∈ S. If we choose one element xs ∈ Ys and one
element xr ∈ Yr , and we put
t =
{
s if m is odd,
r if m is even,
u =
{
r if m is odd,
s if m is even
by [7, Lemme 4.7] there exists a unique element fsr ∈ DZsr with
fsr(1 ⊗ xs ⊗ xr ⊗ xs ⊗ · · · ⊗ xt ) ∈ 1 ⊗ xr ⊗ xs ⊗ xr ⊗ · · · ⊗ xu +R+Xrs,
where R+ is the ideal of R generated by the homogeneous elements of non-zero degree. We
insist on the fact that fsr depends on the choice of xs and of xr .
3.3. A formula for fsr
In this section we find a formula for fsr , using the fact that R is a symmetric algebra over
R〈s,r〉. We fix a dihedral Coxeter system (W0,S0) with S0 = {s, r} and m = m(s, r). We will
suppose that the order of W0 is invertible in the field k.
In this section we will fix, for every reflection t ∈ T0 ⊂ W0, an element xt ∈ Yt . For all s′ ∈ S0
we define ∂s′ : R → R by the formula ∂s′(a) = (a − s′ · a)/2xs′ . We recall the following theorem
(see [2, Théorème 2]).
Theorem 3.4.
(1) If w ∈ W0 and (s1, . . . , sn) is a reduced expression of w then the element ∂w = ∂s1 · · · ∂sn
depends only on w; it does not depend on the choice of the reduced expression.
(2) If d =∏ xt , then the set {∂w(d)}w∈W is a basis of R as RW0 -module.t∈T0 0
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tˆ : R → RW0(−2m)∑
w∈W0
λw∂w(d) → λ1.
The following lemma is classical.
Lemma 3.5. R is a symmetric algebra over RW0 and tˆ is the symmetrizing form.
Proof. By definition tˆ is a linear form and as R is commutative, it is trivial to see that tˆ is
a trace. We only need to prove that the map ψ : R(2m) → HomRW0 (R,RW0) that sends a to
(b → tˆ (ab)) is a graded isomorphism of R-modules. The fact that ψ is a morphism of R-modules
is a consequence of the fact that R is commutative.
To see that ψ is injective, we use the easily verifiable fact that tˆ (∂x(d)∂y(d)) ∈ δxw0,y +R+.
Finally, using the isomorphism
R ∼=
⊕
w∈W0
RW0
(−2l(w)) as left graded RW0 -mod (3.1)
we conclude easily that there exists an isomorphism of graded RW0 -modules HomRW0 (R,RW0)∼=
R(2m), and so ψ is an isomorphism. 
Let us consider the dual basis {∂w(d)∗}w∈W0 with respect to the linear form tˆ :
tˆ
(
∂w(d)∂w′(d)
∗)= δw,w′ .
The objects of this dual basis are homogeneous. By [1, Lemma 3.2], we have that∑w∈W0∂w(d)⊗
∂w(d)
∗ is the Casimir element and it is clear that deg(∂w(d) + ∂w(d)∗) = 2m, so, by [1, Propo-
sition 3.3], the map
ξ : R → R ⊗RW0 R(2m)
1 →
∑
w∈W0
∂w(d)⊗ ∂w(d)∗
is a non-zero morphism of graded (R,R)-bimodules.
Let us consider the decomposition R = Rs ⊕ xsRs . Let p1,p2 ∈ Rs and p,q, r ∈ R. We
define the morphisms of graded Rs -modules:
Ps : R → R, p1 + xsp2 → p1,
Is : R → R, p1 + xsp2 → xsp2,
∂s : R(2) → R, p1 + xsp2 → p2,
and the morphisms of graded (R,R)-bimodules:
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js : θsθs(2) → θs, R ⊗Rs R ⊗Rs R  p ⊗ q ⊗ r → p∂s(q)⊗ r ∈ R ⊗Rs R.
Let
t =
{
s if m is odd,
r if m is even, u =
{
r if m is odd,
s if m is even.
We can now define two morphisms of graded (R,R)-bimodules:
ι : R ⊗RW0 R(−2m) → R ⊗Rt R ⊗ · · · ⊗Rs R ⊗RW0 R(−2m)  Xtu ⊗RW0 R(−2m)
a ⊗ b → a ⊗ 1 ⊗ 1 ⊗ · · · ⊗ 1 ⊗ b
and ϑ : Xsr ⊗R Xtu → R(−2m) defined by
ϑ = (ms ◦ js) ◦
(
id1 ⊗ (mr ◦ jr )⊗ id1
) ◦ (id2 ⊗ (ms ◦ js)⊗ id2) ◦ · · ·
◦ (idm−1 ⊗ (mt ◦ jt )⊗ idm−1).
We introduce the morphism Φ ∈ Hom(Xsr ,R ⊗RW0 R), defined by
Φ = (ϑ ⊗ idR⊗
RW0 R
) ◦ (idXsr ⊗ (ι ◦ ξ)),
where we identify the domain Xsr with Xsr ⊗R R.
Finally we can define the following graded morphism
Ψ : R ⊗RW0 R → Xrs
a ⊗ b → a ⊗ 1 ⊗ 1 ⊗ · · · ⊗ 1 ⊗ b.
Proposition 3.6. The morphism Ψ ◦ Φ ∈ Hom(Xsr ,Xrs) is a non-zero scalar multiple of fsr .
If we identify Xsr = R ⊗Rs R ⊗Rr R ⊗Rs R ⊗ · · · ⊗Rt R and Xrs = R ⊗Rr R ⊗Rs R ⊗Rr R ⊗
· · · ⊗Ru R we explicitly have
Ψ ◦Φ(p0 ⊗ p1 ⊗ · · · ⊗ pn) =
∑
w∈W0
p0∂s
(
p1∂r
(
p2∂s
(
p3 · · · ∂t
(
pn∂w(d)
) · · ·)))
⊗ 1 ⊗ 1 ⊗ · · · ⊗ 1 ⊗ ∂w(d)∗.
Proof. It is clear that Ψ ◦ Φ is a degree zero morphism, then by definition of fsr we only need
to prove that Ψ ◦ Φ = 0. But for this we only need to note that Ψ ◦ Φ(1 ⊗ 1 ⊗ · · · ⊗ 1) =
∂w0(d) ⊗ 1 ⊗ · · · ⊗ 1, where w0 is the longest element of W0. As ∂w0(d) is part of the basis in
Theorem 3.4, it is non-zero. 
Remark 3.7. If Ψ ◦ Φ is a scalar multiple of fsr , we can choose some t0 ∈ T0 with t0 /∈ S0
and change the definition of xt0 (by a scalar multiple) so as to change by a scalar multiple the
definition of d =∏t∈T0 xt and thus to have exactly Ψ ◦Φ = fsr .
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k-representation of W and s′, r ′ ∈ S . The action of the subgroup 〈s′, r ′〉 of W gives a decomposi-
tion V = V1 ⊕V2, with V1 = V 〈s′,r ′〉 and V2 the geometric representation of the dihedral Coxeter
system (〈s′, r ′〉, {s′, r ′}). We have that R(V ) = R(V1)⊗k R(V2) and the functor −⊗R(V )s′ R(V )
is isomorphic to the functor − ⊗
R(V2)s
′ R(V2) (the same isomorphism is true if we replace s′
by r ′). So we can obtain Proposition 3.6 for V from Proposition 3.6 for V2 by applying the func-
tor R(V1) ⊗k −. In other words, we obtain in such a way a formula for fs′r ′ for any Coxeter
system when m(s′, r ′) is invertible in the field k.
3.9. An important property of fsr
In this section we prove a property of fsr that will be useful in Section 4. We start with a
trivial corollary of Proposition 3.6.
Corollary 3.10. fsr (1 ⊗Rs θrθs · · · θt ) ⊆ Rs ⊗Rr 1 ⊗Rs 1 ⊗ · · ·1 ⊗Ru R.
We need some definitions in order to state the next proposition.
Definition 3.11. When i ∈ N is such that
idi ⊗ fsi+1si+2 ⊗ idn−i−m(si+1,si+2) ∈ Hom(θs1 · · · θsn, θt1 · · · θtn),
then we denote by if the morphism idi ⊗ fsi+1si+2 ⊗ idn−i−m(si+1,si+2). A morphism g between
θs1 · · · θsn and θt1 · · · θtn is a morphism of f -type if there exists a sequence i¯ = (i1, . . . , ik) such
that
g = ik f ◦ · · · ◦ i2f ◦ i1f.
Definition 3.12. Let g,g0, g1, . . . , gm be morphisms in Soergel’s category B. We say that the
tuple (gm, . . . , g1, g0) is an expression of g if g = gm ◦ · · · ◦ g1 ◦ g0.
Let s¯ = (s1, . . . , sn) ∈ Sn. We denote by θs¯ the bimodule θs1 · · · θsn . Let (ik, . . . , i2, i1) ∈ Nk .
We denote by Null(ik, . . . , i1) the set {j | 1 j  k and ij = 0}.
Proposition 3.13. Let W be extra-large, i.e. m(s, r) > 3 for all s, r ∈ S . Fix an integer p  2.
Let us consider t¯ = (t1, . . . , tp−1) and a¯ = (a1, . . . , ap−1), two reduced expressions of x ∈ W .
Let g ∈ Hom(θsθt¯ , θsθa¯) be an f -type morphism. We have the following inclusion g(1 ⊗Rs θt¯ ) ⊆
1 ⊗Rs θa¯ .
Proof. Let g = ik f ◦ · · · ◦ i2f ◦ i1f . If we consider the domain and the co-domain of g, we can
conclude that the set Null(ik, . . . , i1) has even cardinality.
Let Null(ik, . . . , i1) = {y1, y2, . . . , y2α} with y1 < y2 < · · · < y2α and α  0. We will prove
the proposition by double induction in p and in α. We will use the notation T (p0, α0) if the
proposition is true for p = p0 and α = α0. So we have to prove
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(2) (T (i,N) for all 2 i < p) ⇒ (for all α  0, T (p,α) ⇒ T (p,α + 1)),
where N is the set of non-negative integers.
The first assertion is trivial. We will prove the second assertion. We suppose T (i,N) for all
2 i < p and T (p,α), and we will prove T (p,α + 1). We define w =
{
t1 if m(s, t1) is odd,
s if m(s, t1) is even.
We define the three morphisms H,F,G by the formula
H = iy2 f ◦ · · · ◦ i2f ◦ i1f = 0f ◦ F ◦ 0f ◦G.
We define t¯ ′, ¯t ′′, a¯′, a¯′′ in the following way:
• G ∈ Hom(θsθt¯ , θsθt¯ ′).• F ∈ Hom(θt1θsθt1 · · · θw︸ ︷︷ ︸
m(s,r) terms
θ ¯t ′′, θt1θsθt1 · · · θw︸ ︷︷ ︸
m(s,r) terms
θa¯′).
• H ∈ Hom(θsθt¯ , θsθa¯′′).
It is clear that G(1 ⊗Rs θt¯ ) ⊆ 1 ⊗Rs θt¯ ′ . By Corollary 3.10,
0f ◦G(1 ⊗Rs θt¯ ) ⊆ Rs ⊗Rt1 1 ⊗Rs 1 ⊗Rt1 · · ·1 ⊗Rw θ ¯t ′′ .
By induction hypothesis, T (i,N) for all 2  i < p, so in particular T (p − m(s, t1),N), and
this implies
F ◦ 0f ◦G(1 ⊗Rs θt¯ ) ⊆ Rs ⊗Rt1 1 ⊗Rs 1 ⊗Rt1 · · ·1 ⊗Rw θa¯′,
and finally H(1 ⊗Rs θt¯ ) ⊆ Rs ⊗Rs θa¯′′ ⊆ 1 ⊗Rs θa¯′′ . Again by induction we know T (p,α), so if
H ′ = ik f ◦ · · · ◦ iy2+2f ◦ iy2+1f , we have H ′(1 ⊗Rs θa¯′′) ⊆ 1 ⊗Rs θa¯, so
g(1 ⊗Rs θt¯ ) = H ′ ◦H(1 ⊗Rs θt¯ ) ⊆ 1 ⊗Rs θa¯. 
4. The bimodule Ew
From now on we will assume that our Coxeter group W is extra-large, i.e. m(s, r) > 3 for all
s, r ∈ S . In this section we fix an element x ∈ W and a reduced expression s¯ = (s1, . . . , sn) ∈ Sn
of x.
4.1. Towards Ew
We start this section with some definitions. We say that an integer interval is a set of positive
integers of the form I = {a, a + 1, a + 2, . . . , b}. It might be the empty set. We will use the
standard notation I = [[a, b]] (in this notation we assume a  b). If a > b we define [[a, b]] = ∅.
Let r¯ = (r1, . . . , rn) ∈ Sn be a reduced expression of an element y of W . We denote by
P({1,2, . . . , n}) the power set of {1,2, . . . , n}. We denote by T (r¯) the subset of P({1,2, . . . , n})
defined by T (r¯) = {I integer interval | if i, i + 2 ∈ I, then ri = ri+2}.
1052 N. Libedinsky / Advances in Mathematics 228 (2011) 1043–1067Consider the following union of subsets of P({1,2, . . . , n}),
T ′(y) =
⋃
r¯∈R(y)
T (r¯) ⊆ P({1,2, . . . , n}),
where the symbol R(y) stands for the set of all reduced expressions of y. The elements of
P({1,2, . . . , n}) are related by a partial order given by the inclusion. We define the set of integer
intervals A(y) as the subset of T ′(y) consisting of all maximal intervals with respect to the partial
order given by inclusion.
Definition 4.2. If A(y) =⋃j∈J [[aj , bj ]] (a union of elements of P({1,2, . . . , n})), then we de-
fine:
• Gcores(y) =⋃j∈J [[aj + 1, bj − 1]], the set of generalized cores.• ELGcores(y) = {[[a, b]] ∈ Gcores(y) | b − a  1} the set of extra-large generalized cores.
• cores(y) = {[[a, b]] ∈ Gcores(y) | m(ra, ra+1) = b − a + 3}, the set of cores, where
(r1, . . . , rn) is some reduced expression of y. It is easy to see that this set does not de-
pend on the choice of the expression (r1, . . . , rn). Moreover, cores(y) is easily seen to be the
locations such that there exists a reduced expression where a braid relation can be applied.
4.3. If y ∈ W , we define a total order in the set cores(y) in the following way. If C =
[[a, b]],C′ = [[a′, b′]] ∈ cores(y), we say that C < C′ if and only if b < a′. We remark that it
is a total order because W is extra-large. We define the distance from C to C′ by
dist
(
C,C′
)= min{∣∣a′ − b∣∣, ∣∣a − b′∣∣}− 1.
We recall that in this section we fixed s¯ = (s1, . . . , sn) ∈ Sn a reduced expression of x ∈ W.
Definition 4.4. If C = [[a, b]] ∈ cores(x) we define first(C) = a and last(C) = b. The core C is
called
• right core if sb−1 = sb+1 and sa−1 = sa+1,
• left core if sb−1 = sb+1 and sa−1 = sa+1,
• empty core if sb−1 = sb+1 and sa−1 = sa+1,
• filled core if sb−1 = sb+1, sa−1 = sa+1.
Remark 4.5. If C < C′, dist(C,C′) = 1 and C is a right or empty core, then C′ must be a right
or filled core.
The following lemma is straightforward.
Lemma 4.6. Let cores(x) = {C1,C2, . . . ,Ck} with C1 < C2 < · · · < Ck, and let g ∈ End(θs¯)
be of f -type. Suppose that dist(Ci,Ci+1)  2 for some 1  i  k. If last(Ci) = d − 1, s¯′ =
(s1, . . . , sd), s¯′′ = (sd+1, . . . , sn), then there exist g′ ∈ End(θs¯′), g′′ ∈ End(θs¯′′), both of f -type,
such that g = g′ ⊗ g′′.
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Proposition 4.7. Let C′,C′′ ∈ cores(x), C′ <C′′, dist(C′,C′′) = 1 and suppose that sd−2 = sd =
sd+2, for d = last(C′) + 1. Let us put s¯′ = s1 · · · sd , s¯′′ = sd · · · sn. If g ∈ End(θs¯) is of f -type,
there exist g′ ∈ End(θs¯′) and g′′ ∈ End(θs¯′′), both of f -type, such that
g = (g′ ⊗ idn−d+1) ◦ (idd ⊗ g′′)= (idd ⊗ g′′) ◦ (g′ ⊗ idn−d+1). (4.1)
Remark 4.8. We remark that it is equivalent to say sd−2 = sd = sd+2 or to say that C′ is a left or
a filled core and C′′ is a right or a filled core.
Proof. Let b + 1 = first(C′) and g = ik f ◦ · · · ◦ i2f ◦ i1f . Consider the set X(C′,C′′) = {1 
p  k | ip = b−1 or ip = d −1} and let X(C′,C′′) = {x1, x2, . . . , x2t } with x1 < x2 < · · · < x2t .
As sd−2 = sd = sd+2, we can easily deduce by induction on l that ix2l = ix2l−1 for 1  l  t,
and that is the reason why X(C′,C′′) has an even number of elements. We define x0 = 0 and
x2t+2 = k + 1. For 0 c t we define the sets
Z<c = {p | x2c < p  x2c+2},
Z<c = Zc ∩ {p | ip < d − 1}
and
Zc = Zc ∩ {p | ip  d − 1}.
For 1 c t we define Lc = iαf ◦ iβ f ◦· · ·◦ iγ f where the elements of Z<c are α < β < · · · < γ,
and Rc = iδ f ◦ i f ◦ · · · ◦ iωf where the elements of Zc are δ <  < · · · <ω.
It is clear that if z ∈ Z<c and w ∈ Zc then izf commutes with iwf , so
Lc ◦Rc = Rc ◦Lc = iρ f ◦ · · · ◦ iσ f ◦ iτ f,
where the elements of Zc are ρ < σ < · · · < τ.
We define M = θs1θs2 · · · θsd−1 and N = θsd+1 · · · θsn . So we have θs¯ = M ⊗Rsd N. By Propo-
sition 3.13 we have that for all 0 c  t if m ⊗ n ∈ M ⊗Rsd N , then Lc(m ⊗ n) ⊆ M ⊗ n and
Rc(m⊗ n) ⊆ m⊗N , so for all 0 a, c t we have
Ra ◦Lc = Lc ◦Ra. (4.2)
If we define g′ = Lt ◦ Lt−1 ◦ · · · ◦ L0 and g′′ = Rt ◦ Rt−1 ◦ · · · ◦ R0 then Eq. (4.2) allows us to
finish the proof. 
Before we state the next theorem we have to make a definition.
Definition 4.9. Let C ∈ cores(x). We say that a tuple α¯ = (ik, . . . , i2, i1) ∈ Nk , k ∈ N is s¯-
compatible if the morphism g = ik f ◦ · · · ◦ i2f ◦ i1f ∈ End(θs¯) is well defined, and in this case we
say that g is the morphism associated with α¯. If α¯ is s¯-compatible we define Nα¯(C) = card({p |
ip = first(C)− 2}), where card stands for cardinality.
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with α¯ and β¯ respectively. We have that g = h if and only if for all C ∈ cores(x) we have
Nα¯(C) = 0 ⇔ Nβ¯(C) = 0.
Proof. The “only if” part is evident. We will prove the “if” part. Let cores(x) = {C1, . . . ,Ck}
with C1 <C2 < · · · <Ck . We will prove the theorem by induction over k.
It is easy to see using the definition of fsr that fsr ◦frs ◦fsr = fsr and this allows us to prove
the theorem for k = 1.
We suppose the theorem is true for k−1 and we will prove it for k. If there exists 1 i  k−1
such that dist(Ci,Ci+1) 2, then Lemma 4.6 and the induction hypothesis allows us to conclude.
So we suppose dist(Ci,Ci+1) = 1 for all 1 i  k − 1.
If there exists 1 i  k such that Nα¯(Ci) = 0 we can conclude by induction, so we suppose
Nα¯(Ci) = 0 for all 1 i  k.
Let (ji)1iγ be an ascending sequence of numbers such that the set of filled cores is exactly
{Cji }1iγ . By Proposition 4.7, Remark 4.8 and the fact that dist(Ci,Ci+1) = 1 we see that if
Ci is a filled core, then Ci+1 cannot be a filled core, so ji+1 − ji  2. We can conclude that the
set Ri = {ji + 1, ji + 2, . . . , ji+1 − 1} is non-empty for all 1 i < γ .
Let us suppose that there exists an integer p such that for all i ∈ Rp the core Ci is not an
empty core. So if i ∈ Rp , then Ci is either left or right core. By Remark 4.5, we know that there
exists an integer v, with jp + 1 v  jp+1, such that if jp + 1 < i  v then Ci is a left core and
if v < i < jp+1 then Ci is a right core. We are in the case treated in Proposition 4.7 with C′ = Cv
and C′′ = Cv+1 (see Remark 4.8), so we can conclude by induction.
So from now on we suppose that for all integers 1  p < γ there exists some ip ∈ Rp such
that the core Cip is an empty core. By Remark 4.5, if jp < i < ip then Ci is a left core and if
ip < i < jp+1, then Ci is a right core. Then ip is well defined for 1 p < γ .
Let α¯ = (αw, . . . , α1), so g = αwf ◦ · · · ◦ α2f ◦ α1f. If we consider the set of all s¯-compatible
tuples satisfying that g is their associated morphism (see Definition 4.9), with the partial order
<• given by the length of the tuple, we can assume without loss of generality that α¯ and β¯ are
minimal for <• .
Lemma 4.11. For all 1 p < γ we have Nα¯(Cjp ) = 2 (recall that Cjp is a filled core).
Proof. Let us suppose that this is false, so there exists some Nα¯(Cjp )  4. By definition this
means that the set Z = {1  i  w | αi = first(Cjp ) − 2} has more than three elements. We
denote a = first(Cjp )− 2. Let z1 < z2 < z3 be the first three elements of Z. As by definition Cjp
is a filled core, we have that Cjp−1 is either a right or an empty core and Cjp+1 is either a left or
an empty core, so we can conclude that αz3 f commutes with αz3−1f ◦ · · · ◦ αz2+2f ◦ αz2+1f , so by
commuting this two morphisms we get
g = αwf ◦ · · · ◦ α̂z3 f ◦ · · · ◦ αz2+2f ◦ αz2+1f ◦ (af ◦ af ) ◦ αz2−1f ◦ · · · ◦ α2f ◦ α1f
where α̂z3 f means that we skip this term. Because of Proposition 3.13, (af ◦ af ) commutes with
αz2−1f ◦ · · · ◦ αz1+2f ◦ αz1+1f , so again by commuting this two morphisms we get
g = αwf ◦ · · · ◦ α̂z3 f ◦ · · · ◦ α̂z2 f ◦ · · · ◦ αz1+1f ◦ (af ◦ af ◦ af ) ◦ αz1−1f ◦ · · · ◦ α2f ◦ α1f
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Lemma 4.11. 
Let us recall some of the notation we have introduced throughout this proof. Recall that
s¯ = (s1, . . . , sn), g = αwf ◦ · · · ◦ α2f ◦ α1f , cores(x) = {C1, . . . ,Ck}, the set of filled cores is
{Cji }1iγ and the set of empty cores is {Cip }1p<γ .
Notation 4.12. For 1 i  k we put f (Ci) = yf with y = first(Ci) − 2. We define iγ = n. For
1 p  γ + 1, we consider the set
V leftp =
{
1 i w
∣∣ αi f = f (Cq) for jp < q  ip},
and put V leftp = {v1, v2, . . . , vu(p)} with v1 < v2 < · · · < vu(p). We define a sequence α¯left(p) =
(n1, n2, . . . , nu(p)) by putting ni = q − jp if αvi f = f (Cq).
Lemma 4.13. For 1 p  γ we have
α¯left(p) = (1,2, . . . , u(p)/2, u(p)/2, . . . ,2,1), (4.3)
where u(p)/2 = ip − jp.
Proof. Let us prove by induction in l that (n1, n2, . . . , nl) = (1,2, . . . , l) for 1  l  u(p)/2
(the proof of (nu(p)/2+1, nu(p)/2+2, . . . , nu(p)/2+l) = (u(p)/2, . . . , u(p)/2 − l + 1) is similar).
As Ci is a left core for jp < i < ip , it is clear that n1 = 1. Let us suppose (n1, n2, . . . , nl−1) =
(1,2, . . . , l − 1) for 1  l  u(p)/2, we will prove that nl = l. If this is not the case, we must
have nl = l − 1. We now have two possibilities for nl+1: it can be l − 1 or l − 2. But if nl+1 =
l − 1, with commutations relations we will obtain a subexpression of the form af ◦ af ◦ af ,
for some integer a, and this contradicts the minimality of α¯ in the <• order. So we conclude that
nl+1 = l − 2.
As Ci is a left core for jp < i < ip we have that |ni − ni+1|  1 for all i, and the hy-
pothesis we made in this proof that Nα¯(Ci) = 0 for all 1  i  k allows us to conclude that
{ni}1iu(p) = {1,2, . . . , u(p)/2}. So consider m the minimum of the set {i > l | ni = l − 1}.
Because of Proposition 3.13 we deduce that with commutation relations we can obtain an ex-
pression of g with a subexpression of the form αvl−1 f ◦ αvl−2 f ◦ αvm f , which again contradicts
the minimality of α¯ in the <• order thus proving the lemma. 
We now repeat Notation 4.12 but changing left by right.
Notation 4.14. We define i0 = 1. We now consider, for 0 p  γ
V
right
p =
{
1 i w
∣∣ αi f = f (Cq) for ip  q < jp+1},
and put V rightp = {d1, d2, . . . , de(p)} with d1 < d2 < · · · < de(p). We define a sequence α¯right(p) =
(m1,m2, . . . ,me(p)) by putting mq = jp+1 − q if αdi f = f (Cq).
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α¯right(p) = (1,2, . . . , e(p)/2, e(p)/2, . . . ,2,1), (4.4)
where e(p)/2 = jp+1 − ip.
The two equations (4.3) and (4.4) allow us to conclude that for all 1 p  γ + 1
α¯left(p) = β¯ left(p) = (1,2, . . . , u(p)/2, u(p)/2, . . . ,2,1) (4.5)
and for all 0 p  γ
α¯right(p) = β¯right(p) = (1,2, . . . , e(p)/2, e(p)/2, . . . ,2,1). (4.6)
To finish the proof of Theorem 4.10, we will only need Eqs. (4.5) and (4.6).
Before we can prove Theorem 4.10 we need some definitions.
Definition 4.15. We will say that a morphism δ ∈ Hom(θt1 · · · θtp , θr1 · · · θrp ) is a p-morphism if
there exists a sequence of integers (a0, . . . , ap) such that δ = ida0 ⊗f ⊗ ida1 ⊗f ⊗· · ·⊗ idap−1 ⊗
f ⊗ idap .
Let g = (gm,gm−1, . . . , g1) and g′ = (g′d , g′d−1, . . . , g′1) be two expressions of the same mor-
phism (recall Definition 3.12), such that gi is a pi -morphism and g′i is a p′i -morphism. We say
that g < g′ if and only if (p1, . . . , pm) < (p′1, . . . , p′d) in the lexicographical order. We will call
this order the “morphism” order.
Definition 4.16. Consider two morphisms g : M1 → N1 and f : M2 → N2. The relation (f ⊗
idN1) ◦ (idM2 ⊗ g) = (idN2 ⊗ g) ◦ (f ⊗ idm1), satisfied in all tensor categories, will be called
commutation relation.
We choose g¯ = (gm,gm−1, . . . , g0) an expression of g and h¯ = (hd,hd−1, . . . , d0) an expres-
sion of h, both maximal in the morphism order. We will prove that d = m and that gi = hi for all
0 i m. In fact we will prove more; we will explicitly determine all the gi .
We will say that a p-morphism ω acts on the cores T = {Cn1,Cn2, . . . ,Cnp } if ω does not act
as the identity exactly in that set of cores, and evidently ω is determined by T .
We put yp = max{ip − jp, jp+1 − ip}. For all i  0 for which this definition is not empty we
define the following sets:
T
1,p
i = Cjp+i<ip ∪Cjp−i>ip−1 ,
T
2,p
i = δi,yp ·Cip ,
T
3,p
i = δi,yp+1 ·Cip ,
T
4,p
i = Cip+yp−i>jp ∪Cip+i−yp<jp+1
and
Ti =
⋃
T
1,p
i ∪ T 2,pi ∪ T 3,pi ∪ T 4,pi .1pγ
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in the morphism order and satisfies Eqs. (4.5) and (4.6). So to prove Theorem 4.10 we only need
to prove that with commutation relations we can pass from g¯ to ω. We will prove the following
property by induction on i.
Property (∗): With commutation relations we can pass from g¯ to an expression of the form
(bnf, . . . , b1f,ωi, . . . ,ω0), with b1, . . . , bn ∈ Z.
We have that ω0 is by definition the morphism that acts on the set {Cjp }1pγ , so property (∗)
is clear for i = 0.
Let us suppose that property (∗) is true for i, we will prove it for i + 1. So we have an
expression (bnf, . . . , b1f,ωi, . . . ,ω0). Let us consider 1 p  γ. We have to consider four cases:
(1) i < yp.
(2) i = yp.
(3) i = yp + 1.
(4) i > yp.
Let 1 a  4. By Eqs. (4.5) and (4.6) we see that in case a we can make commutation relations
in the subexpression (bnf, . . . , b1f ), and arrive at an expression of the form (b′uf, . . . , b′1f,ωpi+1),
where ωpi+1 is a p-morphism that acts exactly on T
a,p
i+1 . As we can do this for all p, we can go
with commutation relations from (bnf, . . . , b1f ) to an expression of the form
(
b′′v f, . . . , b
′′
1f,ω
γ
i+1, . . . ,ω
2
i+1,ω1i+1
)
.
The fact that (ωγi+1, . . . ,ω2i+1,ω1i+1) is an expression of the morphism ωi+1 allows us to finish
the proof of property (∗) and of Theorem 4.10. 
5. The idempotents
Let s¯ = (s1, . . . , sn) ∈ Sn be a reduced expression of x ∈ W . We can now define a special
morphism fs¯ = ik f ◦ · · · ◦ i2f ◦ i1f ∈ End(θs¯). It is the morphism characterized by the fact
that, if i¯ = (ik, . . . , i1), then Ni¯(C) = 0 for all C ∈ cores(x). Theorem 4.10 shows that if this
morphism exists, it is unique. Now we will show that at least one such morphism exists.
We know that we can pass from any reduced expression r¯ of x to any other t¯ , by a sequence
of braid relations. This induces a morphism of f -type in Hom(θr¯ , θt¯ ). If we make a sequence of
braid relations starting in s¯, ending in s¯ and passing through all reduced expressions of x in any
way we want, the corresponding morphism satisfies the requirements for fs¯ . So we conclude that
fs¯ is a well-defined morphism.
Theorem 4.10 tells us that f 2s¯ = fs¯ . This means that fs¯ is an idempotent and so we conclude
that the bimodule fs¯(θs¯) (that we denote by Es¯ ) is an element of Soergel’s category.
Theorem 5.1. If r¯ and t¯ are two reduced expressions of the same element y ∈ W then Er¯ is
isomorphic to Et¯ .
Proof. We need to find an isomorphism between Er¯ and Et¯ for any two reduced expressions r¯
and t¯ of the element y ∈ W . As we can pass from any reduced expression of y to any other one
by a sequence of braid relations, it is enough to find an isomorphism between Er¯ and Et¯ when
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define ir¯ : Er¯ → θr¯ , the natural inclusion. We define the projection f ′¯t : θt¯ → Et¯ to be the same
as ft¯ : θt¯ → θt¯ , up to the fact that we restrict the target. We define ar¯,t¯ as follows.
θr¯
Fr¯,t¯
θt¯
f ′¯
t
Er¯
ir¯
ar¯,t¯
Et¯
To finish the proof of Theorem 5.1 we only need to prove
at¯,r¯ ◦ ar¯,t¯ = idEr¯ ,
so we only need to prove
fr¯ ◦ Ft¯,r¯ ◦ ft¯ ◦ Fr¯,t¯ ◦ fr¯ = fr¯ , (5.1)
but this is a direct consequence of Theorem 4.10 and the definition of fr¯ . 
Notation 5.2. If r¯ is a reduced expression of w ∈ W we define Ew = Er¯, and this is a well-
defined bimodule up to isomorphism.
5.3. Let us consider the fraction field K of R. Let Kw denote the (K,K)-bimodule equal to
K as left module and with the right action of K twisted by w. In formulas this is k · k′ = kw(k′),
for k, k′ ∈ K . We recall that η : 〈B〉 → H is the inverse of ε.
Lemma 5.4. Let M be a Soergel bimodule and let the polynomials pw ∈ Z[v, v−1] be defined by
η(〈M〉) =∑w∈W pwTw. We have the following formula:
K ⊗R M ∼=
⊕
w∈W
pw(1)Kw.
Proof. As (V ,V ) is a good couple (bonne paire), by [8, formule (3.6)] we have that K ⊗R θs ∼=
K ⊕Ks. If (s1, . . . , sn) is a sequence of elements of S we have that
K ⊗R θs1 · · · θsn ∼= (K ⊕Ks1)⊗R · · · ⊗R (K ⊕Ksn).
By definition of ε, we have η(〈θs1 · · · θsn〉) = (1+Ts1) · · · (1+Tsn). To specialize this element
in q = 1 is equivalent to calculate (1 + s1) · · · (1 + sn) in the group algebra k[W ] (identifying si
with Tsi ), so the fact that Kx ⊗R Ky ∼= Kxy for all x, y ∈ W, allows us to finish the proof of the
lemma for M = θs1 · · · θsn .
It is trivial to extend this result to finite direct sums of bimodules of the form θs1 · · · θsn , and for
the direct summands it is enough to use the characterization of Soergel bimodules given in [12,
Lemma 5.13]. 
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he defines an indecomposable bimodule Bx satisfying some support properties. We denote by
B ′x the shifted indecomposable bimodule Bx(−l(x)). For our purposes we only need to know
that B ′x is indecomposable and that it is a direct summand of every product θs1 · · · θsn such that
(s1, . . . , sn) is a reduced expression of x.
Proposition 5.6. The indecomposable Soergel bimodule B ′w is a direct summand of Ew and the
set {η(〈Ew〉)}w∈W is a basis of the Hecke algebra.
Proof. Let us recall that K be the fraction field of R. Let s, r ∈ S and z = srs · · ·︸ ︷︷ ︸
m(s,r) times
. In this
proof we will use the following notation. If M is a Soergel bimodule, M = K ⊗R M is the
corresponding (K,K)-bimodule (see [8, Lemme 3.4]). We can find a projection π : Xsr → B ′z
and an injection in : B ′z → Xrs such that in ◦ π = fsr ∈ Hom(Xsr ,Xrs). We note that, up to a
scalar, we have π = Φ and in = Ψ , with Φ and Ψ as defined in Section 3.
By Lemma 5.4 we know that Kz is a direct summand of Xsr,Xrs , and appears in both bimod-
ules with multiplicity one. To see that Kz is a direct summand of B ′z we also need the known fact
that Soergel’s conjecture is true for dihedral groups, so ε(v−nC′z) = 〈B ′z〉 and C′z = vn(
∑
yz Ty)
(see [12, Remark 4.4]). So we have an injection j : Kz ↪→ Xsr . As idK ⊗R π : Xsr  B ′z is a
surjection and the space
Hom(K,K)(Ku,Kv) 
{ {0} if u = v,
K if u = v,
we deduce an injection (idK ⊗R π) ◦ j : Kz ↪→ B ′z, and by composing with the injection
idK ⊗R in (which is an injection because K is flat over R), we finally obtain an injection
fsr ◦ j :Kz ↪→ Xrs. This allows us to conclude that Kz is a direct summand of fsr(Xsr ) =
fsr(Xsr ). As Ku ⊗R Kv ∼= Kuv for all u,v ∈ W, we conclude that Ku is a direct summand of
Eu, for all u ∈ W .
Let s¯ be a reduced expression of w. We have that θs¯ = Ew ⊕ Y = B ′w ⊕X, for some Soergel
bimodules X,Y , so
θs¯ = Ew ⊕ Y = B ′w ⊕X.
By Krull–Schmidt (see [12, Remark 1.3]), B ′w is either direct summand of Ew or of Y (recall
that B ′w is indecomposable). By [12, satz 6.16] we have that Rw is a submodule of B ′w , and as K
is flat over R, then Kw is a direct summand of B ′w . We have seen that Kw is a direct summand
of Ew and of θs¯ , but it has multiplicity one in θs¯ so B ′w is a direct summand of E′w , thus proving
the first part of the proposition.
By a theorem of Soergel (recalled in this paper in Corollary 6.2 of Section 6), if
η
(〈Ew〉)=∑
v
pvTv,
then pv ∈ N[v, v−1]. As Kw appears with multiplicity one in Ew we conclude that pw = 1, so
η(〈Ew〉) = Tw +∑v<w pvTv . This triangularity condition allows us to conclude the second part
of the proposition. 
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set Y = {C′
sx1
· · ·C′sxn }x∈W is a basis of the Hecke algebra.
Proposition 5.6 makes precise the assertion that the basis A = {η(〈Ew〉)}w∈W lies between the
Kazhdan–Lusztig basis and the Y basis (Bott–Samelson–Demazure basis). We finish this section
with an example that shows that A is different from both bases.
Example. Let m(s, r) = 4. By definition Esrsr is the image of frs ◦ fsr , and this is the indecom-
posable Soergel bimodule B ′srsr , so we conclude that η(〈Esrsr〉) = v−4C′srsr . On the other hand,
Esrs is by definition the bimodule θsθrθs , and so
η
(〈Esrs〉)= v−3C′sC′rC′s = v−3C′srs .
In the next section we will get closer to the indecomposables considering some new mor-
phisms.
6. The bimodule Dw
In this section we will construct a bimodule Dw in Soergel’s category of bimodules, and we
will study some of its properties. We start by recalling some of Soergel’s results.
6.1. Notation
Given a Z-graded vector space V =⊕i Vi , with dim(V ) < ∞, we define its graded dimension
by the formula
dimV =
∑
(dimVi)v−i ∈ Z
[
v, v−1
]
.
Let us recall that R+ is the ideal of R generated by the homogeneous elements of non-zero
degree. We define the graded rank of a finitely generated Z-graded R-module
rkM = dim(M/MR+) ∈ Z
[
v, v−1
]
.
We have dim(V (1)) = v(dimV ) and rk(M(1)) = v(rkM). We define rkM as the image of
rkM under v → v−1.
For x ∈ W , we define the (R,R)-bimodule Rx as the set R with the usual left action but with
the right action twisted by x (in formulas: r · r ′ = rx(r ′) for r ∈ Rx and r ′ ∈ R).
Let us recall that there exists a unique involution d of the Hecke algebra with d(v) = v−1 and
d(Tx) = (Tx−1)−1. An immediate corollary of Proposition 5.7, Proposition 5.9 and Corollary 5.16
of [12] is
Corollary 6.2 (Soergel). We have the following equations in the Hecke algebra
η
(〈B〉)= ∑
x∈W
rk Hom(B,Rx)Tx
= d ◦
∑
x∈W
rk Hom(Rx,B)Tx.
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In this subsection we prove that there exists a morphism generalizing frs ◦ fsr . For s, r ∈ S
and 1 nm(s, r) we define sr(n) = srs · · ·︸ ︷︷ ︸
n
and
θ lsr (n) = θsθrθs · · ·︸ ︷︷ ︸
n
, θrsr (n) = · · · θsθrθs︸ ︷︷ ︸
n
.
Proposition 6.4. For s, r ∈ S and 1 nm(s, r) there exists a unique degree zero idempotent
f 2sr (n) in End(θ lsr (n)) that factors through B ′sr(n).
Remark 6.5. The equation f 2sr (m(s, r)) = frs ◦ fsr explains the choice of our notation.
Proof. To prove this proposition we only need to prove the following two assertions:
• the space of degree zero morphisms in Hom(B ′sr(n), θ lsr (n)) is one-dimensional,
• the space of degree zero morphisms in Hom(θ lsr (n),B ′sr(n)) is one-dimensional.
Using the adjunction [7, Lemme 3.3], this is equivalent to
(1) the space of morphisms of degree −2n in Hom(θrsr (n)B ′sr(n),R) is one-dimensional,
(2) the space of morphisms of degree 2n in Hom(R, θrsr (n)B ′sr(n)) is one-dimensional.
We will prove the first claim. The second claim has a similar proof. Because of [12, Theo-
rem 5.15], we know that the Hom spaces between Soergel bimodules are free as right R-modules,
so we have Hom(θrsr (n)B ′sr(n),R) ∼=
⊕
i niR(2i) for some integers ni . Let us see how to calcu-
late these numbers. Let us define
h0 = · · · (1 + Ts)(1 + Tr)(1 + Ts)︸ ︷︷ ︸
n terms
C′sr(n)v
−n,
and let τ : H → Z[v, v−1] be the map defined by
τ
(∑
x∈W
pxTx
)
= p1
(
px ∈ Z
[
v, v−1
])
.
By Corollary 6.2 we have the equations
τ(h0) = τ ◦ η ◦ ε(h0)
= τ ◦ η(〈θrsr (n)B ′sr(n)〉)
= rk Hom(θrsr (n)B ′sr(n),R)
= rk
(⊕
niR(2i)
)
i
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∑
niv
−2i rkR
=
∑
niq
i .
So our problem reduces to an easy problem in the Hecke algebra, namely, to prove that
τ(h0) = qn +∑i<n niqi . By [12, Remark 4.4] we have the formula C′sr(n) = vn(∑xsr(n) Tx)
and by [4, Proposition 8.1.1] we know that
τ(TxTy−1) =
{
ql(x) if x = y,
0 if x = y. (6.1)
The following lemma is easily proved by induction.
Lemma 6.6. Let us define the polynomials py ∈ Z[q] by the formula
· · · (1 + Ts)(1 + Tr)(1 + Ts)︸ ︷︷ ︸
n terms
=
∑
pyTy.
If ys < y then deg(py) (n− l(y))/2, if ys > y then deg(py) (n− l(y)−1)/2 and psr(n) = 1.
This lemma allows us to finish the proof of Proposition 6.4. 
We recall Corollary 4.2 of [7].
Lemma 6.7. Let (s1, . . . , sn) ∈ Sn. We define the integers mi by τ((1 + Ts1) · · · (1 + Tsn)) =∑
i miq
i
. Then, there exists an isomorphism of graded right R-modules
Hom(θs1 · · · θsn,R) ∼=
⊕
i
miR(2i).
Using Lemmas 6.6 and 6.7 we can conclude the following proposition.
Proposition 6.8. Let s, r ∈ S and 1  n  m(s, r). If f ∈ Hom(θrsr (n),R), then deg(f ) 
−2[n−12 ], where [ ] stands for the floor function (the function that maps a real number to the
next smallest integer).
6.9. In this subsection we explain two conjectural methods for finding f 2sr (n). Note that the
question of decomposing the bimodules θ lsr (n) is discussed in [12, Section 4], from which it may
be possible to deduce explicit formulas for the morphisms f 2sr (n).
To state the conjectures we have to introduce some morphisms. We start by recalling the De-
mazure operators ∂s : R → R, defined by ∂s(p) = p−s·p2xs . We can define the following morphisms
of graded (R,R)-bimodules:
ms : θs → R, R ⊗Rs R  p ⊗ q → pq,
js : θsθs(2) → θs, R ⊗Rs R ⊗Rs R  p ⊗ q ⊗ r → p∂s(q)⊗ r ∈ R ⊗Rs R,
αs : R → θsθs(2), 1 → xs ⊗ 1 ⊗ 1 + 1 ⊗ 1 ⊗ xs ∈ R ⊗Rs R ⊗Rs R.
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frs ◦ fsr can be written as a linear combination of morphisms of the form ms,mr, js, jr , αs
and αr (eventually tensored, of course, by the identity). For example, if m(s, r) = 2 then frs ◦
fsr = id and if m(s, r) = 3 then
frs ◦ fsr = id − 12∂s(xr)
(
id ⊗mr ⊗ id2
) ◦ (id ⊗ αr ⊗ id) ◦ (id ⊗ js) ◦ (αs ⊗ id) ◦ js
◦ (id ⊗mr ⊗ id).
Conjecture 6.10. Let us fix an integer n ∈ N and a Coxeter system (W,S) with s, r ∈ S
and m(s, r) = n. There exists a set {λs,ri }i∈I of elements in the field of fractions of the inte-
gral domain Q[x, y] and another set {gs,ri }i∈I with each gs,ri a composition of morphisms of
the form ms,mr, js, jr , αs and αr , eventually tensored by the identity, satisfying the equation
frs ◦ fsr =∑i∈I λs,ri (∂s(xr ), ∂r (xs))gs,ri , for all Soergel’s categories having W as the underly-
ing group (this means that this formula is true for any reflection faithful representation V of W ).
For any Soergel’s category having simple reflections s′, r ′ with n <m(s′, r ′) we have the formula
f 2
s′r ′(n) =
∑
i∈I λ
s′,r ′
i (∂s′(xr ′), ∂r (xs′))g
s′,r ′
i .
Remark 6.11. This conjecture is true for n = 2 and n = 3. In fact f 2sr (2) = id and
f 2sr (3) = id −
1
2∂s(xr)
(
id ⊗mr ⊗ id2
) ◦ (id ⊗ αr ⊗ id) ◦ (id ⊗ js) ◦ (αs ⊗ id)
◦ js ◦ (id ⊗mr ⊗ id).
We believe that f 2sr (n) is the composition of two maps fsr(n) ∈ An(s, r) and frs(n) ∈
An(r, s), that are not bimodule morphisms, but only left R-module morphisms. This gives us
our second conjectural method for finding f 2sr (n).
Conjecture 6.12. Let us fix an integer n ∈ N and a Coxeter system (W,S) with s, r ∈ S and
m(s, r) = n. Let
d =
∏
t∈T
tsr(n)
xt . (6.2)
There exist sets {μs,r,wi }i∈I,w∈W and {νs,r,wi }j∈J,w∈W of elements of the field of fractions of
Q[x, y] and sets of polynomials in two variables {P s,r,wi }i∈I,w∈W and {Qs,r,wi }j∈J,w∈W , sat-
isfying the equations
∂w(d) =
∑
i∈I
μ
s,r,w
i
(
∂s(xr), ∂r (xs)
)
P
s,r,w
i (xs, xr) for all w ∈ W, (6.3)
∂w(d)
∗ =
∑
j∈J
ν
s,r,w
i
(
∂s(xr), ∂r (xs)
)
Q
s,r,w
i (xs, xr ) for all w ∈ W (6.4)
for all Soergel’s categories having W as the underlying group. For any Soergel’s category hav-
ing simple reflections s′, r ′ with n < m(s′, r ′), if we repeat the formula of Proposition 3.6,
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fsr (n) ∈ An(s, r), that is not a bimodule morphism, but only a left R-module morphism. In the
same way we can obtain frs(n) ∈ An(r, s). We have the formula f 2sr (n) = frs ◦ fsr .
6.13. In this subsection we prove a generalization of Corollary 3.10.
Proposition 6.14. Let s, r ∈ S and 1 nm(s, r). We have the following inclusion.
f 2sr (n)(1 ⊗Rs θrθs · · ·) ⊆ 1 ⊗Rs θrθs · · · .
Proof. We will prove a more general result, namely that any degree zero morphism f in
End(θ lsr (n)) satisfies the property
f (1 ⊗Rs θrθs · · ·) ⊆ 1 ⊗Rs θrθs · · ·
(
property (∗∗))
We already know that this proposition is true if n = m(s, r) (see 3.10), so from now on we
will suppose n < m(s, r). By Lemma 6.6 we have that zero is the minimal possible degree of a
morphism in End(θ lsr (n)). So to prove property (∗∗) it is enough to prove it for the degree zero
morphisms of a basis of the space End(θ lsr (n)) as left R-module.
From now on we will make heavy use of the notations and results in [7]. For s ∈ S we define
the morphism
αis = idk ⊗ αs ⊗ idi ∈ Hom(θr1 · · · θrk θt1 · · · θti , θr1 · · · θrk θsθsθt1 · · · θti ).
A slight modification of the following lemma can be found in [7, Lemme 3.3], or with a more
detailed proof in [9, Lemma 5.16].
Lemma 6.15. For M,N ∈ B, the morphism
Hom(Mθs,N) → Hom(M,Nθs)(2)
f → (f ⊗ idθs ) ◦ (idM ⊗ αs)
is an isomorphism of left graded R-modules.
Let L = {fi¯}i∈I be a light leaves basis (LLB) of Hom(θ lsr (n)θrsr (n),R) as defined in [7,
Théorème 5.1] (it is a basis as left R-module). We have that the sequence (si)i defined in [7,
Section 4.5] is (s1, s2, . . . , sn, sn+1, . . . , s2n) = (s, r, s, . . . , t, t, . . . , s, r, s), where t = r if n is
even and t = s if n is odd. We choose this LLB such that the P(n, t¯) (see again [7, Section 4.5])
is a sequence of minimal length for all couples (n, t¯). We will see in the sequel that there is
only one LLB of Hom(θ lsr (n)θrsr (n),R) satisfying the preceding property, and in fact all this
sequences P(n, t¯) are trivial (they do not play any role in defining L).
By Lemma 6.15 we deduce that the set
{
(fi¯ ⊗ idθ l
sr(n)
) ◦ αns ◦ αn−1r ◦ αn−2s ◦ · · · ◦ α0t
}
i∈I
is a basis of End(θ l (n)) as left R-module.sr
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Hom(θs1 · · · θs2n ,R) of degree −2n, we have
fi¯(1 ⊗Rs θs2θs3 · · · θs2n−1 ⊗Rs 1) ⊆ Rs. (6.5)
We will follow the notation of [7, p. 17] with the only exceptions that the morphisms
ms : θs → R and is1 : θsθs → θs defined in [7, p. 12] will be called here ms and js in concor-
dance with the paper [9] and with Section 6.9. We will prove the following lemma. We put,
i¯ = (i1, . . . , i2n) ∈ {0,1}2n, and
fi¯ = f j2ni2n,2n ◦ · · · ◦ f
j1
i1,1(id).
We denote f k
i¯
= f jkik,k ◦ · · · ◦ f
j1
i1,1(id).
If M ∈ B and a ∈ Hom(M, θt1 · · · θtk ) we denote (a) = k. If M ∈ B and a ∈ Hom(M,R),
we denote (a) = 0.
Lemma 6.16.
(1) fi¯ is a composition of morphisms of the form ms,mr, js and jr tensored on both sides by the
identity.
(2) For all 1 k < 2n, (f k
i¯
) = 0.
Proof. For all 0  i, j  1, 1  l  2n and a ∈ Hom(θs1 · · · θsl−1 , θt1 · · · θtk ) the definition of
f
j
i,l(a) gives the inequality ∣∣ (f ji,l(a))−(a)∣∣ 1. (6.6)
So if (1) is not true, we have that for some 1  k  2n, there is an fsr or an frs tensored on
both sides by the identity in the composition of morphisms defining f jkik,k . This would mean that
(f k−1
i¯
) = m(s, r), but this equation together with (6.6) gives that k m(s, r). Then 2n− k 
2n−m(s, r) < m(s, r), this last inequality because we have supposed n <m(s, r). Finally 2n−
k <m(s, r) and Eq. (6.6) contradict the fact that (fi¯) = (f 2ni¯ ) = 0. So we have proved (1).
Now we prove (2) by reduction to absurd. Let 1  k < 2n be such that (f k
i¯
) = 0. We
assume that 1  k  n; the case n  k  2n has a similar proof. By the first part of the lemma
we know that k must satisfy sk = s, so k is odd, say k = 2q + 1. By Proposition 6.8 we have that
deg(f k
i¯
)−2q .
By construction of the LLB, we have that fi¯ = f ki¯ ⊗ g, where g is an element of the LLB of
Hom(θsk+1 · · · θs2n,R). By hypothesis, deg(fi¯) = −2n, so deg(f ki¯ )+ deg(g) = −2n, but because
of Proposition 6.8 we know that
deg(g)−2 − 2[(2n− (k + 1)− 1)/2]
= −2n+ 2q + 2
so deg(f k
i¯
) + deg(g)  −2q + (−2n + 2q + 2) = −2n + 2, which is absurd and allows us to
finish the proof of part (2). 
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induction in k that for 1  k < 2n we have f k
i¯
(θs1 · · · θsk ) ⊆ θt1 · · · θtp with t1 = s1 = s. So we
have
fi¯ = f j2ni2n,2n ◦ f 2n−1i¯
= (ms ◦ js) ◦
(
f 2n−1
i¯
⊗ idθs
)
.
But because of (1) and of the explicit form of ms,mr, js and jr given in Section 6.9, for
1  k < 2n we have f k
i¯
(1 ⊗Rs θs2 · · · θsk ) ⊆ 1 ⊗Rs θt2 · · · θtp , so in particular f 2n−1i¯ (1 ⊗Rs
θs2 · · · θs2n−1) ⊆ 1 ⊗Rs R ∈ θs . We conclude that
fi¯(1 ⊗Rs θs2 · · · θs2n−1 ⊗Rs 1) ⊆ (ms ◦ js)(1 ⊗Rs R ⊗Rs 1)
= ∂s(R)
= Rs
which proves the inclusion (6.5) and thus Proposition 6.14. 
6.17. Definition and properties of Dw
Let us generalize Definition 3.11.
Definition 6.18. When i ∈N is such that idi ⊗f 2si+1,si+2(k)⊗ idn−i−k∈Hom(θs1 · · · θsn,θt1 · · · θtn),
then we denote by if 2(k) the morphism idi ⊗ f 2si+1,si+2(k)⊗ idn−i−k .
Notation 6.19. Even though there does not exist a bimodule morphism if (k) we will use the
notation if 2(k) = if (k) ◦ if (k).
Definition 6.20. A morphism g between θs1 · · · θsn and θt1 · · · θtn is of Gf -type (or generalized
f -type) if there exists a tuple (i1, . . . , ik) such that
g = ik hk ◦ · · · ◦ i2h2 ◦ i1h1,
where each hj is either f or f (k) for some integer k.
It is a (quite long but easy) exercise to repeat Section 3.9 and all Section 4 replacing
everywhere cores by ELGcores (see Definition 4.2) and f -type by Gf -type. All definitions
are straightforward in this context and all lemmas, propositions and the theorem have al-
most the same proofs. So we can define a special morphism of Gf -type, Gfs¯ = ik hk ◦ · · · ◦
i2h2 ◦ i1h1 ∈ End(θs¯), characterized by the fact that, if i¯ = (ik, . . . , i1), then Ni¯(C) = 0 for all
C ∈ ELGcores(x).
As in Section 5 we can show that Gfs¯ exists and it is an idempotent uniquely defined by the
preceding property. So if s¯ is a reduced expression of w, we can define Ds¯ as the image of Gfs¯
shifted by l(w). In formulas this is Ds¯ = Gfs¯(θs¯)(l(w)).
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(1) If s¯ and t¯ are two reduced expressions of w ∈ W then Ds¯ is isomorphic to Dt¯ . We call this
(well-defined up to isomorphism) bimodule Dw .
(2) The indecomposable Soergel bimodule Bw is a direct summand of Dw and the set
{η(〈Dw〉)}w∈W is a basis of the Hecke algebra.
Proof. The proof of part (1) is similar to that of Theorem 5.1 and the proof of part (2) is similar
to that of Proposition 5.6. 
6.22. Some examples
(1) For all couples (s, r) ∈ S2 we have that η(〈Dx〉) = C′x if x  srs · · ·︸ ︷︷ ︸
m(s,r) terms
and l(x) = 3.
(2) Let s, r, t, u, v be different elements of S such that m(s, r) = 4 and m(s, t) = 4. Then
η(〈Dx〉) = C′x if x = srsrtst , but η(〈Dx〉) = C′x if x = srsruvsrsr.
We believe that Dw will categorify C′w in a large range of cases but not in all cases (as the
preceding examples show). It would be interesting to know exactly for what w this is the case.
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