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Abstract
This paper focuses on the non-asymptotic concentration of the heteroskedastic Wishart-type
matrices. Suppose Z is a p1-by-p2 random matrix and Zij ∼ N(0, σ2ij) independently, we prove
that
E
∥∥ZZ⊤ − EZZ⊤∥∥ ≤ (1 + ǫ){2σCσR + σ2C + CσRσ∗√log(p1 ∧ p2) + Cσ2∗ log(p1 ∧ p2)} ,
where σ2C := maxj
∑p1
i=1 σ
2
ij , σ
2
R := maxi
∑p2
j=1 σ
2
ij and σ
2
∗
:= maxi,j σ
2
ij . A minimax lower bound
is developed that matches this upper bound. Then, we derive the concentration inequalities,
moments, and tail bounds for the heteroskedastic Wishart-type matrix under more general
distributions, such as sub-Gaussian and heavy-tailed distributions. Next, we consider the cases
where Z has homoskedastic columns or rows (i.e., σij ≈ σi or σij ≈ σj) and derive the rate-
optimal Wishart-type concentration bounds. Finally, we apply the developed tools to identify
the sharp signal-to-noise ratio threshold for consistent clustering in the heteroskedastic clustering
problem.
1 Introduction
Random matrix theory is an important topic in its own right and has been proven to be a powerful
tool in a wide range of applications in statistics, high-energy physics, and number theory. Wigner
matrices, symmetric matrices with mean-zero independent and identically distributed (i.i.d.) entries
(subject to the symmetry constraint), have been a particular focus. Asymptotic and non-asymptotic
properties of the spectrum of Wigner matrices have been widely studied in the literature. See, for
example, [2, 28, 31] and the references therein.
Motivated by a range of applications, heteroskedastic Wigner-type matrices, random matrices
with independent heteroskedastic entries, have attracted much recent attention. A central problem
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of interest is the characterization of the dependence of the spectrum of a heteroskedastic Wigner-
type matrix on the variances of its entries.To answer this question, Ajanki, Erdo˝s, Kru¨ger [1]
established the asymptotic behavior of the resolvent, a local law down to the smallest spectral
resolution scale, and bulk universality for the heteroskedastic Wigner-type matrix. Bandeira and
van Handel [4] proved an non-asymptotic upper bound for the spectral norm. More specifically, let
Z = (Zij) be a p × p heteroskedastic Wigner-type matrix with Var(Zij) := σ2ij . Bandeira and van
Handel [4] showed that E ‖Z‖ . σ+ σ∗
√
log p, where σ2 = maxi
∑
j σ
2
ij and σ
2∗ = maxij σ2ij are the
column-sum-wise and entry-wise maximum variances, respectively. This bound was improved by
van Handel [30] to E ‖Z‖ . σ+maxi,j∈[p] σ∗ij log i. Here, the matrix {σ∗ij} is obtained by permuting
the rows and columns of the variance matrix {σij} such that maxj σ∗1j ≥ maxj σ∗2j ≥ · · · ≥ maxj σ∗pj.
Later, Lata la and van Handel [20] further improved it to a tight bound:
E ‖Z‖ ≍ σ + max
i,j∈[p]
σ∗ij
√
log i. (1)
In addition to the Wigner-type matrix, the Wishart-type matrix, ZZ⊤ − EZZ⊤, also plays
a crucial role in many high-dimensional statistical problems, including the principal component
analysis (PCA) and factor analysis [36], matrix denoising [25], and bipartite community detection
[15]. Though there have been many results on the asymptotic and non-asymptotic properties of
the homoskedastic Wishart-type matrix, where Z has i.i.d entries (see [8] for an introduction and
the references therein), the properties of the heteroskedastic Wishart-type matrices are much less
understood.
Specifically, suppose Z is a p1 × p2 random matrix with independent and zero-mean entries.
In this paper, we are interested in the Wishart-type concentration: E
∥∥ZZ⊤ − EZZ⊤∥∥. Define
σ2C , σ
2
R, σ
2∗ as the column-sum-wise, row-sum-wise, and entry-wise maximum variances:
σ2C = max
j
p1∑
i=1
σ2ij, σ
2
R = max
i
p2∑
j=1
σ2ij , σ
2
∗ = max
ij
σ2ij . (2)
By the symmetrization scheme and the asymmetric Wigner-type concentration inequality in [4], it
is not difficult to show that
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ ≤ E ∥∥∥ZZ⊤ − Z ′(Z ′)⊤∥∥∥ ≤ 2E ∥∥∥ZZ⊤∥∥∥ = 2E ‖Z‖2
.
(
σC + σR + σ∗
√
log(p1 ∧ p2)
)2
.
(3)
Since ZZ⊤ − EZZ⊤ can be decomposed into a sum of independent random matrices,
ZZ⊤ − EZZ⊤ =
p2∑
j=1
(
Z·jZ⊤·j − EZ·jZ⊤·j
)
,
one can apply the concentration inequality for the sum of independent random matrices [29, The-
orem 1] to show that
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ . σCσR√log p2 + σ2C(log p2)2. (4)
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However, as we will show later, these bounds are not tight.
In this paper, we establish non-asymptotic bounds for the Wishart-type concentration E‖ZZ⊤−
EZZ⊤‖. The main results include the following. We begin by focusing on the Gaussian case in
Section 2.1 and prove that if all entries of Z are independently Gaussian,
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥
≤(1 + ǫ1)
{
2σCσR + (1 + ǫ2)σ
2
C + C1(ǫ1)σRσ∗
√
log(p1 ∧ p2) + C2(ǫ1, ǫ2)σ2∗ log(p1 ∧ p2)
}
,
(5)
for any ǫ1, ǫ2 > 0. Here, C1(ǫ1) and C2(ǫ1, ǫ2) are some constants that only depends on ǫ1, ǫ2. We
further justify that the constants in 2σCσR+σ
2
C are essential under the homoskedastic setting. The
proof of (5) is based on a Wishart-type moment method provided in Section 2.2. In Section 2.3,
we provide a lower bound to show that the upper bound (5) is minimax rate-optimal in a general
class of heteroskedastic random matrices.
We then consider the more general non-Gaussian setting including sub-Gaussian, sub-
exponential, heavy tailed, and bounded distributions in Section 3.1. In particular, we establish
the following concentration bound when the entries have independent sub-Gaussian distributions:
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ . (σC + σR + σ∗√log(p1 ∧ p2))2 − σ2R. (6)
Upper bounds for the moments and probability tails of ‖ZZ⊤ − EZZ⊤‖ are developed in Section
3.2.
In Sections 3.3 and 3.4, we consider two variance structures arising in statistical applications
and develop tight Wishart-type concentration bounds. If the random matrix Z has independent
sub-Gaussian entries and homoskedastic rows, i.e., σij = σi, we prove that
E‖ZZ⊤ − EZZ⊤‖ ≍
p1∑
i=1
σ2i +
√√√√p2 p1∑
i=1
σ2i · max
i∈[p1]
σi.
If Z has independent sub-Gaussian entries and homoskedastic column variances, i.e., σij ≍ σj , we
prove that
E‖ZZ⊤ − EZZ⊤‖ ≍
√√√√p1 p2∑
j=1
σ4j + p1 max
j∈[p2]
σ2j .
To illustrate the usefulness of the newly established tools, we apply these tools in Section 4 to
solve a statistical problem in heteroskedastic clustering. Specifically, we obtain a sharp signal-to-
noise ratio threshold to guarantee consistent clustering.
2 Main Results
We first introduce the notation to be used in the rest of the paper. Let a∧b and a∨b be the minimum
and maximum of real numbers a and b, respectively. We use [d] to denote the set {1, . . . , d} for
any positive integer d. For any vector v, let ‖v‖q = (
∑
i |vi|q)1/q be the vector ℓq norm; specifically,
3
‖v‖∞ = supi |vi|. For any sequences {an}, {bn}, denote a . b (or bn & an) if there exists a uniform
constant C > 0 such that a ≤ Cb. If a . b and a & b both hold, we say a ≍ b. For any α ≥ 1, the
Orlicz ψα norm of any random variable X is defined as
‖X‖ψα = inf {x ≥ 0 : E exp ((|X|/x)α) ≤ 2} .
In the literature [31, 33], a random variable is often called sub-Gaussian, sub-exponential, or sub-
Weibull with tail parameter (1/α), if ‖X‖ψ2 ≤ C, ‖X‖ψ1 ≤ C, and ‖X‖ψα ≤ C, respectively. The
matrix spectral norm is defined as ‖X‖ = supu,v u
⊤Xv
‖u‖2‖v‖2 . The capital letters C,C1, C˜ and lowercase
letters c, c1, c0 represent the generic large and small constants, respectively, whose exact values may
vary from place to place.
2.1 Concentration of heteroskedastic Wishart matrix
We begin by considering the Gaussian case where the entries Zij ∼ N(0, σ2ij) independently. The
following theorem provides an upper bound for the concentration and is one of the main results of
the paper.
Theorem 1 (Wishart-type Concentration for Gaussian random matrix). Suppose Z is a p1-by-p2
random matrix and Zij ∼ N(0, σ2ij) independently. Then for any ǫ1, ǫ2 > 0,
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥
≤(1 + ǫ1)
{
2σCσR + (1 + ǫ2)σ
2
C + C1(ǫ1)σRσ∗
√
log(p1 ∧ p2) + C2(ǫ1, ǫ2)σ2∗ log(p1 ∧ p2)
}
,
(7)
where C1(ǫ1) = 10(1 + ε1)
√
⌈1/ log(1 + ε1)⌉ and C2(ǫ1, ǫ2) = (1 + ε1)⌈1/ log(1 + ε1)⌉
(
25
ǫ2
+ 24
)
.
Remark 1 (Lower bound for the homoskedastic case). If Z has independent and homoskedastic
Gaussian entries, i.e., Zij
iid∼ N(0, 1), then σC = √p1, σR = √p2, and Theorem 1 implies
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ ≤ (1 + ǫ) (σ2C + 2σCσR)+ CǫσR√log(p1 ∧ p2) (8)
for any ǫ > 0 and constant Cǫ only depending on ǫ. On the other hand, we have
Proposition 1. If Z is a p1-by-p2 matrix with i.i.d. homoskedastic Gaussian entries, then
lim inf
p1,p2→∞
E
∥∥ZZ⊤ − EZZ⊤∥∥
2σCσR + σ2C
≥ 1. (9)
Proposition (1) and (8) together indicate that (σ2C + 2σCσR) in the upper bound of Theorem 1
are sharp in the homoskedastic case. In Section 2.3, we establish a minimax lower bound to show
that all four terms in the upper bound (6) are essential when Z is a general heteroskedastic random
matrix.
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2.2 Proof of Theorem 1
The proof of Theorem 1 relies on a moment method and the following fact: for a p-by-p symmetric
matrix A (in the context of Theorem 1, A = ZZ⊤−EZZ⊤) and a even number q ≍ log(p), we have
‖A‖ ≈ (tr(Aq))1/q .
We introduce two lemmas for the proof of Theorem 1. First, Lemma 1 builds a comparison between
the q-th moment of the heteroskedastic Wishart-type matrix ZZ⊤ − EZZ⊤ with a homoskedastic
analogue HH⊤ − EHH⊤. The complete proof of Lemma 1 is postponed to Section 5.1.
Lemma 1 (Gaussian Comparison). Suppose Z ∈ Rp1×p2 has independent Gaussian entries: Zij ∼
N(0, σ2ij). Let m1 = ⌈σ2C⌉+ q − 1 and m2 = ⌈σ2R⌉+ q − 1. Suppose H ∈ Rm1×m2 has i.i.d. N(0, 1)
entries. Then for any q ≥ 2,
Etr
{
(ZZ⊤ − EZZ⊤)q
}
≤
(
p1
m1
∧ p2
m2
)
Etr
{
(HH⊤ − EHH⊤)q
}
. (10)
Remark 2 (Proof sketch of Lemma 1). Previously, [4, Proposition 2.1] compared the moments
of the Wigner-type matrices (i.e., Z is symmetric and thus p1 = p2 = p, σC = σR = σ) by
the expansion Etr(Z2p) =
∑
u1,...,u2q
E(Zu1u2Zu2u3 · · ·Zu2pu1) and counting the cycles in a reduced
unipartite graph:
Etr(Z2q) ≤ p⌈σ2⌉+ qEtr(H
2q). (11)
Compared to the expansion of Wigner-type random matrix Etr(Z2q), the expansion of Wishart-type
random matrix Etr
{
(ZZ⊤ − EZZ⊤)q} is much more complicated:
Etr
{
(ZZ⊤ − EZZ⊤)q
}
=
∑
uq+1=u1,...,uq∈[p1]
v1,...,vq∈[p2]
E
q∏
k=1
(
Zuk,vkZuk+1,vk − σ2uk,vk · 1{uk=uk+1}
)
= · · · =
∑
c∈([p1]×[p2])q
q∏
k=1
σuk,vkσuk+1,vk
∏
(i,j)∈[p1]×[p2]
EG
αij(c)
ij
(
G2ij − 1
)βij(c) ,
(12)
where ([p1] × [p2])q is the set of all cycles of length 2q on a p1-by-p2 complete bipartite graph,
Gij = Zij/σij are i.i.d. standard normal distributed, and αij(c), βij(c) are some graphical charac-
teristic quantities of cycle c to be defined later. By gathering the cycles with the same “shape” s,
we can show:
Etr
{
(ZZ⊤ − EZZ⊤)q
}
≤
∑
s
∏
α,β≥0
{
EGα(G2 − 1)β
}mα,β(s)
·
{
p1σ
2(mL(s)−1)
C σ
2mR(s)
R
}
∧
{
p2σ
2mL(s)
C σ
2(mR(s)−1)
R
}
,
(13)
where mα,β(s),mL(s) and mR(s) are some graphical properties of the cycles with shape s to be
defined later and G ∼ N(0, 1). Meanwhile, we can develop a lower bound for the moment of
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standard Wishart matrix:
Etr
(
(HH⊤ − EHH⊤)q
)
≥
∑
s
∏
α,β≥0
E
{
Gα(G2 − 1)β
}mα,β(s)
·
{
m1σ
2mL(s)−2
C · σ2mR(s)R
}
∨
{
m2σ
2mL(s)
C · σ2mR(s)−2R
}
.
(14)
Lemma 1 follows by combining (13) and (14).
Next, Lemma 2 gives an upper bound on the moment of the standard Wishart matrix. The
complete proof is provided in Section 5.1.
Lemma 2. Suppose H ∈ Rm1×m2 has i.i.d. standard Gaussian entries. Then for any integer q ≥ 2,(
E‖HH⊤ − EHH⊤‖q
)1/q
≤ 2√m1m2 +m1 + 4(√m1 +√m2)√q + 2q,
(
Etr
{
(HH⊤ − EHH⊤)q
})1/q
≤ 21/q(m1 ∧m2)1/q · (2√m1m2 +m1 + 4(√m1 +√m2)√q + 2q) .
Remark 3 (Proof idea of Lemma 2). Let σi(H) be the i-th singular value of H. The proof of
Lemma 2 utilizes the following fact:
‖HH⊤ − EHH⊤‖ = ‖HH⊤ −m2Im1‖ = max
{
σ21(H)−m2,m2 − σ2m1(H)
}
and the concentration inequalities of the largest and smallest singular values of the Gaussian en-
semble (e.g., [31]). See Section 5.1 for the complete proof.
Now, we are in position to finish the proof of Theorem 1.
Proof of Theorem 1. Without loss of generality, we assume σ2∗ = maxij σ2ij = 1. Let m1 = ⌈σ2C⌉+
2q − 1,m2 = ⌈σ2R⌉+ 2q − 1 for some q to be specified later and H be an m1-by-m2 random matrix
with i.i.d. standard Gaussian entries. Lemmas 1 and 2 imply
E‖ZZ⊤ − EZZ⊤‖ ≤
(
Etr
{(
ZZ⊤ − EZZ⊤
)2q})1/2q
Lemma 1≤
{(
p1
m1
∧ p2
m2
)
· Etr
{
HH⊤ − EHH⊤
}2q}1/2q
Lemma 2≤ 21/2q
((
p1
m1
∧ p2
m2
)
m1 ∧m2
)1/2q (
2
√
m1m2 +m1 + 4(
√
m1 +
√
m2)
√
2q + 4q
)
≤21/2q (p1 ∧ p2)1/2q
(
2σCσR + σ
2
C + 10σC
√
q + 10σR
√
q + 24q
)
.
(15)
Let q = K⌈log(p1 ∧ p2)⌉ for K = ⌈ 1log(1+ε1)⌉, then we have
E‖ZZ⊤ − EZZ⊤‖
≤21/2K
(
eq/K
)1/2q (
2σCσR + σ
2
C + 10σC
√
q + 10σR
√
q + 24q
)
≤(2e)1/2K
(
2σCσR + (1 + ǫ2)σ
2
C + 10
√
KσR
√
log(p1 ∧ p2) +
(
25
ǫ2
+ 24
)
K log(p1 ∧ p2)
)
≤2(1 + ǫ1)σCσR + (1 + ǫ1)(1 + ǫ2)σ2C + C1(ǫ1)σR
√
log(p1 ∧ p2) + C2(ǫ1, ǫ2) log(p1 ∧ p2).
(16)
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Here,
C1(ǫ1) = 10(1 + ε1)
√
⌈1/ log(1 + ε1)⌉,
C2(ǫ1, ǫ2) = (1 + ε1)⌈1/ log(1 + ε1)⌉
(
25
ǫ2
+ 24
)
.
2.3 Lower bounds
To show the tightness of the upper bound given earlier, we also develop the following minimax
lower bound for the heteroskedastic Wishart-type concentration.
Theorem 2 (Lower bound of heteroskedastic Wishart-type concentration). Suppose p1, p2 ≥ 4.
Consider the following set of p1-by-p2 random matrices,
Fp(σ∗, σC , σR) =
{
Z ∈ Rp1×p2 : Zij
ind∼ N(0, σ2ij), p = p1 ∧ p2,maxi,j σij ≤ σ∗,
maxi
∑p2
j=1 σ
2
ij ≤ σ2R,maxj
∑p1
i=1 σ
2
ij ≤ σ2C
}
.
For any (σ∗, σR, σC) tuple satisfying min{σC , σR} ≥ σ∗ ≥ max{σC/√p1, σR/√p2}, there exists a
random Gaussian matrix Z ∈ Fp(σ∗, σR, σC) such that
E‖ZZ⊤ − EZZ⊤‖ & σ2C + σCσR + σRσ∗
√
log p+ σ2∗ log p. (17)
The proof of Theorem 2 is given in Section 5.1.
Remark 4. Theorems 1 and 2 together establish the minimax optimal rate of E‖ZZ⊤−EZZ⊤‖ in
the class of Fp(σ∗, σC , σR). In other words, Theorem 2 shows that (7) yields the best upper bound
for heteroskedastic Wishart-type concentration among all the bounds characterized by σC , σR, σ∗.
We shall point out that the upper bound of Theorem 1 may not be tight for some specific values of
{σ2ij}. For example, in Sections 3.3 and 3.4, we develop sharper bounds via a more refined analysis
when the Wishart matrix has near-homoskedastic rows or columns.
Generally speaking, it remains an open problem to develop a heteroskedastic Wishart-type
concentration inequality that is tight for all specific values of {σ2ij}. We leave this problem as
future work.
3 Extensions
We consider several extensions of Theorem 1 in this section.
3.1 Wishart-type concentration of non-Gaussian random matrices
In this section, we generalize the developed concentration inequality for heteroskedastic Wishart
matrices with more general entrywise distributions, such as sub-Gaussian, sub-exponential, heavy
tailed, and bounded distributions. We first introduce the following lemma as a sub-Gaussian analog
of Lemma 1.
7
Lemma 3 (Sub-Gaussian comparison). Suppose Z ∈ Rp1×p2 has independent mean-zero symmetric
sub-Gaussian entries:
EZij = 0, Var(Zij) = σ
2
ij , ‖Zij/σij‖ψ2 ≤ κ. (18)
M ∈ Rm1×m2 has i.i.d. standard Gaussian entries. When q ≥ 1, m1 = ⌈σ2C⌉ + q − 1, m2 =
⌈σ2R⌉+ q − 1, we have
Etr
{
(ZZ⊤ − EZZ⊤)q
}
≤ (Cκ)2q
(
p1
m1
∧ p2
m2
)
Etr
{
(HH⊤ − EHH⊤)q
}
. (19)
The proof of Lemma 3 is deferred to Section 5.2.
Remark 5 (Proof ideas of Lemma 3). Compared to the proof of Lemma 1, the proof of Lemma
3 requires more delicate scheme to bound EG
αij(c)
ij (G
2
ij − 1)βij(c) for non-standard-Gaussian dis-
tributed Gij := Zij/σij . To this end, we introduce Lemma 7 to bound EG
αij(c)
ij (G
2
ij − 1)βij(c) by a
Gaussian analog:
EG
αij(c)
ij (G
2
ij − 1)βij(c) ≤ (Cκ)2qEGαij(c)(G2 − 1)βij(c), G ∼ N(0, 1).
As a consequence of Lemma 3, we have the following Wishart-type Concentration of sub-
Gaussian random matrix.
Corollary 1 (Wishart-type concentration of sub-Gaussian random matrix). Suppose Z ∈ Rp1×p2
has independent mean-zero sub-Gaussian entries that satisfy (18). Then
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ .κ2 (σCσR + σ2C + σRσ∗√log(p1 ∧ p2) + σ2∗ log(p1 ∧ p2)) . (20)
Proof of Corollary 1. When all Zij’s are symmetrically distributed, Corollary 1 follows from the
proof of Theorem 1 along with Lemmas 2 and 3. If Zij’s are not all symmetric, let Z
′ be an inde-
pendent copy of Z, then each entry of Z−Z ′ has independent symmetric sub-Gaussian distribution.
By Jensen’s inequality, we have
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ = E ∥∥∥ZZ⊤ + E′Z ′(Z ′)⊤ − Z(E′Z ′)⊤ − (E′Z ′)Z⊤ − 2EZZ⊤∥∥∥
= E
∥∥∥E{ZZ⊤ + Z ′(Z ′)⊤ − Z(Z ′)⊤ − (Z ′)Z⊤ − 2EZZ⊤∣∣∣Z}∥∥∥
≤ E
[
E
{∥∥∥ZZ⊤ + Z ′(Z ′)⊤ − Z(Z ′)⊤ − (Z ′)Z⊤ − 2EZZ⊤∥∥∥ ∣∣∣Z}]
= E
[
E
′
∥∥∥(Z − Z ′)(Z − Z ′)⊤ − E(Z − Z ′)(Z − Z ′)⊤∥∥∥]
. κ2
(
σCσR + σ
2
C + σRσ∗
√
log(p1 ∧ p2) + σ2∗ log(p1 ∧ p2)
)
.
Next, we turn to the Wishart-type concentration for random matrix Z with heavy-tailed entries.
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Theorem 3 (Wishart-type concentration for heavy-tailed random matrix). Suppose α ≤ 1, Z ∈
R
p1×p2 has independent entries, Var(Zij) ≤ σ2ij, and ‖Zij/σij‖ψα ≤ κ for all i, j. Given σC , σR,
and σ∗ defined in (2), we have
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ . (σC + σR + σ∗(log(p1 ∧ p2))1/2(log(p1 ∨ p2))1/α−1/2)2 − σ2R.
In a variety of applications, the observations and random perturbations are naturally bounded
(e.g., adjacency matrix in network analysis [24] and single-nucleotide polymorphisms (SNPs) data
in genomics [27]). Thus, we provide a Wishart-type concentration for entrywise uniformly bounded
random matrices as follows.
Theorem 4 (Wishart-type concentration of bounded random Matrix). Suppose Z ∈ Rp1×p2,
EZij = 0,Var(Zij) = σ
2
ij , |Zij | ≤ B almost surely, then
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥
≤(1 + ǫ1)
{
2σCσR + (1 + ǫ2)σ
2
C + C1(ǫ1)BσR
√
log(p1 ∧ p2) + C2(ǫ1, ǫ2)B2 log(p1 ∧ p2)
}
,
where C1(ǫ1) and C2(ǫ1, ǫ2) are defined as in Theorem 1. If we further have maxi,j σij ≤ σ∗ and
B (log(p1 ∧ p2)/p1)1/2 ≪ σ∗ for some σ∗, then
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ ≤ (1 + ǫ) (2√p1p2 + p1) σ2∗. (21)
An immediate application of the previous theorem is the following Wishart-type concentration
for independent Bernoulli random matrices.
Corollary 2 (Wishart-type Concentration of Bernoulli Random Matrix). Suppose Z ∈
R
p1×p2 , Aij
ind∼ Bernoulli(θij), θij ≤ θ∗ and θ∗ ≥ C log(p1 ∧ p2)/p1. Then,
E
∥∥∥(A−Θ)(A−Θ)⊤ − E(A−Θ)(A−Θ)⊤∥∥∥ . (√p1p2 + p1) θ∗. (22)
To prove Theorems 3 and 4, we establish the corresponding comparison lemmas for random ma-
trices with heavy tail/bounded distributions, which is more technically involved from Gaussian/sub-
Gaussian distributions due to the essential difference. The proofs of Theorems 3 and 4 are provided
in Section 5.2.
Remark 6. It is helpful to summarize the heteroskedastic Wishart-type concentration inequalities
with Gaussian, sub-Gaussian, heavy-tail, and bounded entries in a unified form:
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ ≤ C0 {(σC + σR +K)2 − σ2R} ,
where K = σ∗(log(p1 ∧ p2))1/2 and C0 > 1 is a constant if the entries of Z are sub-Gaussian;
K = σ∗(log(p1 ∧ p2))1/2(log(p1 ∨ p2))1/α−1/2 and C0 > 1 is a constant if Z has bounded ψα norm;
K = C
√
log(p1 ∧ p2) and C0 = 1+ ε if the entries of Z are bounded; and K = Cσ∗(log(p1 ∧ p2))1/2
and C0 = (1 + ε) if the entries of Z are Gaussian.
9
3.2 Moments and tail bounds
We study the general b-th moment and the tail probability of heteroskedastic Wishart-type matrix
in the following theorem.
Theorem 5 (High-order moments and tail probability bounds). Suppose the conditions in Theorem
1 hold. For any b > 0, we have{
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥b}1/b . (σC + σR + σ∗√b ∨ log(p1 ∧ p2))2 − σ2C . (23)
There exists uniform constant C > 0 such that for any x > 0,
P
{∥∥∥ZZ⊤ − EZZ⊤∥∥∥ ≥ C ((σC + σR + σ∗√log(p1 ∧ p2) + x)2 − σ2C
)}
≤ exp(−x2). (24)
Since neither ‖ZZ⊤−EZZ⊤‖ nor ‖ZZ⊤−EZZ⊤‖1/2 are Lipschitz continuous in Z, the classic
Talagrand’s concentration inequality [10, Theorem 6.10] does not directly apply to give the tail
probability bound of ‖ZZ⊤ − EZZ⊤‖. We instead prove (24) via a more direct moment method.
The complete proof is given in Section 5.3.
3.3 Wishart matrix with near-homoskedastic rows
In this section, we consider a special class of heteroskedastic matrices. Let Z ∈ Rp1×p2 be a random
matrix with independent, sub-Gaussian, and zero-mean entries. Suppose all entries in the same
row of Z share similar variance (i.e., there exists σ2i such that σij approximately equals σ
2
i for
all i, j). Then the p2 columns of Z, i.e., {Z·j}p2j=1, have approximately equal covariance matrix,
diag(σ21 , . . . , σ
2
p1). In this case,
1
nZZ
⊤ = 1n
∑n
j=1 Z·jZ
⊤
·j is the sample covariance matrix. It is of
great interest to analyze ‖ZZ⊤ − EZZ⊤‖, i.e., the concentration of the sample covariance matrix
in both probability and statistics [3, 12].
Note that Corollary 1 directly implies
E‖ZZ⊤ − EZZ⊤‖ .
∑
i
σ2i +
√
p2
∑
i
σ2i ·maxi σi +
√
p2 log(p1 ∧ p2)max
i
σ2i . (25)
With a more careful analysis, we can derive a better concentration inequality than (25) without
the logarithmic terms.
Theorem 6. Suppose Z is a p1-by-p2 random matrix with independent mean-zero sub-Gaussian
entries. If there exist σ1, . . . , σp ≥ 0 such that ‖Zij/σi‖ψ2 ≤ CK for constant CK > 0, then
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ .∑
i
σ2i +
√
p2
∑
i
σ2i ·maxi σi. (26)
Remark 7. We also note that a similar result of Theorem 6 can be derived from Koltchinskii
and Lounici [18]. Their result is based on generic chaining argument with the assumption that all
columns of Z are i.i.d. Here, we assume independence and an upper bound on the Orlicz-ψ2 norm
of each entry, while allow the distributions to be non-identical.
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The following theorem gives a lower bound on the concentration of Wishart matrix with ho-
moskedastic rows.
Theorem 7. If Z ∈ Rp1×p2, Zij ind∼ N(0, σ2i ), we have
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ &∑
i
σ2i +
√
p2
∑
i
σ2i ·maxi σi.
The proof of Theorem 7 is deferred to Section 5.4. Theorems 6 and 7 render an exact rate of
Wishart-type concentration for random matrices with homoskedastic rows:
E‖ZZ⊤ − EZZ⊤‖ ≍
∑
i
σ2i +
√
p2
∑
i
σ2i maxi
σi, if Var(Zij)
ind∼ N(0, σ2i ).
The rest of this section is dedicated to the proof of Theorems 6. We only prove for Gaussian
Wishart-type random matrices since the sub-Gaussian case follows similarly. We first introduce a
key tool to sequentially reduce the number of rows of Z. The tool, as summarized in the following
lemma, may of independent interest.
Lemma 4 (Variance contraction inequality of Gaussian random matrix). Suppose G ∈ Rp1×p2 and
G˜ ∈ R(p1−1)×p2 are two random matrices with independent Gaussian entries satisfying
EGij = EG˜ij = 0, Var(Gij) = σ
2
ij , Var(G˜ij) =
{
σ2ij , 1 ≤ i ≤ p1 − 2;
σ2p1−1,j + σ
2
p1,j
, i = p1 − 1.
In other words, G and G˜ are identical distributed in their first (p1 − 2) rows; the variance of the
last row of G˜ is the sum of last two rows’ variances of G. Then for any positive integer q,
tr
((
GG⊤ − EGG⊤
)q)
≤ tr
((
G˜G˜⊤ − EG˜G˜⊤
)q)
.
The proof of Lemma 4 is provided in Section 5.4. Now we are ready to prove Theorem 6.
Proof of Theorem 6. Denote σ2C =
∑
i σ
2
i , σ∗ = maxi σi. Assume σ∗ = 1 without loss of generality.
Set q = 2⌈σ2C⌉. We use mathematical induction on p1 to show the following upper bound: for some
uniform constant C > 0 (which does not dependent on p1, p2, σC), we have(
Etr
{(
ZZ⊤ − EZZ⊤
)q})1/q
≤ C (σ2C +√p2σC) . (27)
• If p1 ≤ 2q, Lemma 1 yields
Etr
{
(ZZ⊤ − EZZ⊤)q
}
≤
(
p1
m1
∧ p2
m2
)
Etr
{
(HH⊤ − EHH⊤)q
}
.
Here, H is a m1-by-m2 dimensional matrix with i.i.d. standard Gaussian entries and
m1 = ⌈σ2C⌉+ q − 1 = 3⌈σ2C⌉ − 1, m2 = p2 + 2⌈σ2C⌉ − 1. (28)
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Additionally, by Lemma 2,
(
E
{
(ZZ⊤ − EZZ⊤)q
})1/q
≤
((
p1
m1
∧ p2
m2
)
Etr
{(
HH⊤ − EHH⊤
)q})1/q
≤
(
E
(
p1
m1
∧ p2
m2
)
m1‖HH⊤ − EHH⊤‖q
)1/q
≤p1/q1 (2
√
m1m2 +m1 + 4(
√
m1 +
√
m2)
√
q + 2q)
(28)
≤ (2q)1/q · C (√p2σC + σ2C)
≤C (√p2σC + σ2C) ,
which implies (27).
• Suppose the statement (27) holds for Z ∈ R(p1−1)×p2 for some p1 > 2q, we further consider
the case where Z ∈ Rp1×p2 . Note that
1 = σ2∗ = σ
2
1 ≥ σ22 ≥ · · · ≥ σ2p1 ≥ 0.
By such the ordering,
σ2p1−1 + σ
2
p1 ≤
2
p1
p1∑
i=1
σ2i =
2
p1
σ2C ≤
2σ2C
2q
≤ 2σ
2
C
4⌈σ2C⌉
≤ 1 = σ2∗. (29)
By Lemma 4, we have
tr
(
(ZZ⊤ − EZZ⊤)q
)
≤ tr
(
(Z˜Z˜⊤ − EZ˜Z˜⊤)q
)
.
where Z˜ is a (p1 − 1)-by-p2 random matrix with independent entries and
E(Z˜) = 0, Var((Z˜)ij) =
{
σ2i , if 1 ≤ i ≤ p1 − 2;
σ2p−1 + σ
2
p, if 1 ≤ i ≤ p1 − 1.
By (29), we have maxi,j Var((Z˜)ij) ≤ σ2∗ . Meanwhile,
∑p1−1
i=1 Var((Z˜)ij) =
∑p1
i=1 σ
2
i = σ
2
C .
Thus, the induction assumption of (27) implies
(
E
{
(ZZ⊤ − EZZ⊤)q
})1/q
≤
(
E
{
(Z˜Z˜⊤ − EZ˜Z˜⊤)q
})1/q
≤ C (√p2σC + σ2C) .
By induction, we have proved that (27) holds in general. Therefore,
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ ≤(Etr{(ZZ⊤ − EZZ⊤)q})1/q . √p2σC + σ2C .
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3.4 Wishart matrix with near-homoskedastic columns
Let Z ∈ Rp1×p2 be a random matrix with independent entries. We consider another case of interest
that all entries in each column of Z have the similar variance (i.e., there exist σj such that σij ≈ σ2j ,
∀i, i′ ∈ [p1], ∀j ∈ [p2]). This model has been used to characterize heteroskedastic independent
samples in statistical applications [17]. Applying Theorem 1, one obtains
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ .√p1∑
j
σ2j maxj
σj + p1max
j
σ2j . (30)
As the direct upper bound of (30) may be sub-optimal, we prove the following upper and lower
bounds via a more careful analysis.
Theorem 8. Suppose Z ∈ Rp1×p2 has independent, mean-zero, and sub-Gaussian entries. Assume
there exist σ1, . . . , σn ≥ 0 such that ‖Zij/σj‖ψ2 ≤ CK for constant CK > 0. Then,
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ .√p1∑
j
σ4j + p1maxj
σ2j . (31)
Theorem 9. If Z ∈ Rp1×p2, Zij ind∼ N(0, σ2j ), we have
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ &√p1∑
j
σ4j + p1maxj
σ2j .
The proof of Theorem 9 is deferred to Section 5.5. Now we consider the proof of Theorem
8. Since the Gaussian comparison lemma (Lemma 1) cannot give the desired term
∑p2
j=1 σ
4
j , we
turn to study the expansion of Etr
{(
∆(ZZ⊤)
)q}
, where ∆(ZZ⊤) equals to ZZ⊤ with all diagonal
entries set to zero. The expansion of Etr
{(
∆(ZZ⊤)
)q}
can be related to the cycles in a complete
graph for which every edge is visited {0, 4, 8, 12 . . .} times. Based on this new idea, we introduce
the following lemma.
Lemma 5. Suppose Z ∈ Rp1×p2, Zij ind∼ N(0, σ2ij), and σij ≤ σj. For a square matrix A, let
∆(A) be A with all diagonal entries set to zero and D(A) be A with all off-diagonal entries set
to zero. For any integer q ≥ 1, suppose H ∈ Rp1×m have i.i.d. standard normal entries and
m = ⌈∑p2j=1 σ4j ⌉+ q − 1. Then,
Etr
{(
∆(ZZ⊤)
)q}
≤ Etr
{(
∆(HH⊤)
)q}
. (32)
The proof of Lemma 5 is provided in Section 5.5. Next, we prove Theorem 8.
Proof of Theorem 8. Denote σ2R =
∑
j σ
2
j , σ∗ = maxi σi. Without loss of generality, we assume
σ∗ = 1. Note that E
∥∥ZZ⊤ − EZZ⊤∥∥ ≤ E ∥∥D(ZZ⊤)− EZZ⊤∥∥ + E ∥∥∆(ZZ⊤)∥∥ . It suffices to
bound the two terms separately. Since D(ZZ⊤) − EZZ⊤ is a diagonal matrix with independent
diagonal entries, we have
∥∥∥D(ZZ⊤)− EZZ⊤∥∥∥ = max
i∈[p1]
∣∣∣∣∣∣
p2∑
j=1
Z2ij − E
p2∑
j=1
Z2ij
∣∣∣∣∣∣ .
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With Bernstein inequality and union bound, we have
P

max
i∈[p1]
∣∣∣∣∣∣
p2∑
j=1
Z2ij − E
p2∑
j=1
Z2ij
∣∣∣∣∣∣ > t

 ≤ 2 exp
(
log p1 − c
(
t2∑p2
j=1 σ
4
j
∧ t
σ2∗
))
.
Integration over the tail further yields
Emax
i∈[p1]
∣∣∣∣∣∣
p2∑
j=1
Z2ij − E
p2∑
j=1
Z2ij
∣∣∣∣∣∣ .
√√√√log p1 p2∑
j=1
σ4j + σ
2
∗ log p1. (33)
Next, we use moment method to bound E
∥∥∆(ZZ⊤)∥∥. For any even positive integer q, by
Lemma 5,
E
∥∥∥∆(ZZ⊤)∥∥∥ ≤ (Etr{(∆(ZZ⊤))q})1/q ≤ (Etr{(∆(HH⊤))q})1/q . (34)
Here H is a p1-by-m random matrix with i.i.d. N(0, 1) entries and m = ⌈
∑p2
j=1 σ
4
j ⌉ + q − 1. Thus
it suffices to bound
(
Etr
{(
∆(HH⊤)
)q})1/q
.
On the one hand, by Lemma 2, ∀q ≥ 2,(
E‖HH⊤ − EHH⊤‖q
)1/q
≤ 2√p1m+m+ 4(√p1 +
√
m)
√
q + 2q. (35)
On the other hand, note that
∥∥D(HH⊤)− EHH⊤∥∥ = maxi∈[m] |Xi|, where Xi are independent
centralized χ2m random variable. By the Chi-square concentration and union bound, we have
P
(
max
i∈[p1]
|Xi|q > t
)
≤ 2 exp
(
log p1 − c
(
t2/q
m
∧ t1/q
))
.
Integration gives
Emax
i∈[p1]
|Xi|q ≤ Cq
(
logq p1 + (
√
m log p1)
q
)
. (36)
Then it follows that (
Etr
{(
∆(HH⊤)
)q})1/q
≤
(
p1E
∥∥∥∆(HH⊤)∥∥∥q)1/q
≤p1/q1
(
E
∥∥∥HH⊤ − EHH⊤∥∥∥q)1/q + (E ∥∥∥D(HH⊤ − EHH⊤)∥∥∥q)1/q
(35)(36)
. p
1/q
1 ·
(√
p1m+ p1 + 4(
√
p1 +
√
m)
√
q + 2q
)
.
(37)
Now we specify q = 2p1 and get
E
∥∥∥∆(ZZ⊤)∥∥∥ (34)≤ (Etr{(∆(HH⊤))q})1/q .
√√√√p1 n∑
j=1
σ4j + p1.
This together with (33) completes the proof of this theorem.
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4 Applications
The concentration bounds established in the previous sections have a range of applications. In this
section, we illustrate the usefulness of the heteroskedastic Wishart-type concentration by applica-
tions to low-rank matrix denoising and heteroskedastic clustering.
Consider the following “signal + noise” model:
Y = X + Z,
where X ∈ Rp1×p2 is a (approximately) low-rank matrix of interest, Z is the random noise with
independent entries, and Y is the observation. This model has attracted significant attention in
probability and statistics [5, 7, 14, 26], and has also been the prototypical setting in various applica-
tions, such as bipartite stochastic block model [15], exponential family PCA [22], top-k ranking from
pairwise comparison [23]. In these applications, the leading singular values/vectors of X often con-
tain information of interest. A straightforward way to estimate the leading singular values/vectors
of X (which are also the square root eigenvalues and the eigenvectors of XX⊤) is by evaluating the
spectrum of Y (or equivalently Y Y ⊤). Suppose λi(Y Y ⊤), λi(XX⊤), vi(Y Y ⊤), vi(Y Y ⊤) are the ith
eigenvalue and ith eigenvector of Y Y ⊤,XX⊤, respectively. The classic perturbation theory (e.g.,
Weyl [34] and David-Kahan [13]) yield the following sharp bounds,
|λi(Y Y ⊤)− λi(XX⊤)| ≤ ‖Y Y ⊤ −XX⊤‖,
‖vi(Y Y ⊤)± vi(Y Y ⊤)‖2 . ‖Y Y
⊤ −XX⊤‖
minj=i,i+1{λj−1(XX⊤)− λj(XX⊤)} .
Then, a tight upper bound for the perturbation Y Y ⊤−XX⊤ is critical to quantify the estimation
accuracy of λi(Y Y
⊤), vi(Y Y ⊤) to λi(XX⊤), vi(XX⊤). By expansion, the perturbation of Y Y ⊤−
XX⊤ can be written as
Y Y ⊤ −XX⊤ = XZ⊤ + ZX⊤ + EZZ⊤ + (ZZ⊤ − EZZ⊤). (38)
Here, EZZ⊤ is a deterministic diagonal matrix; ‖XZ⊤‖ = ‖ZX⊤‖ are the spectral norm of
a random matrix multiplied by a deterministic matrix, which has been considered in [32]; The
term ‖ZZ⊤ − ZZ⊤‖ can often be the dominating and most complicated part in (38) and the
heteroskedastic Wishart-type concentration inequality established in the present paper provides a
powerful tool for analyzing it.
We further illustrate through a specific application to high-dimensional heteroskedastic clus-
tering. The clustering is an ubiquitous task in statistics and machine learning [16]. Suppose we
observe a two-component Gaussian mixture:
Yj = ljµ+ εj , εj = (ε1j , . . . , εpj)
⊤, εij
ind∼ N(0, σ2i ), j = 1, . . . , n. (39)
Here, µ is an unknown deterministic vector in Rp and lj ∈ {−1, 1} are unknown labels of two classes.
While most existing works focus on the homoskedastic setting, we consider a heteroskedastic setting
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where the noise variance σ2i may vary across different coordinates. Then, the sample {Yj}nj=1 can
be written in a matrix form, Y = X + Z, where
Y =
[
Y ⊤1 , Y
⊤
2 , · · · , Y ⊤n
]⊤
, X = [l1, l2, · · · , ln]⊤µ, and Z = (εij).
Our goal is to cluster {Yj}nj=1 into two groups, or equivalently to estimate the hidden label {lj}nj=1.
Let vˆ be the first eigenvector of Y Y ⊤. As vˆ is an estimation of l, it is straightforward to cluster as
lˆj = sgn(vˆj), j = 1, . . . , n. (40)
Applying Theorem 8 and perturbation bound of ‖XZ⊤‖ [36, Lemma 3] on (38), it can be shown
that
E
∥∥∥Y Y ⊤ − EZZ⊤ −XX⊤∥∥∥ . n ‖µ‖σ∗ + nσ2∗ +√n∑
j
σ4j .
Combining this with the Davis-Kahan Theorem [13], we obtain the following result.
Theorem 10. Let σ∗ = maxi σi and σ˜ = (
∑
i σ
4
i )
1/4. The estimator in (40) satisfies
EM(l, lˆ) . n ‖µ‖2 σ∗ + nσ
2∗ +
√
nσ˜2
n ‖µ‖22
∧ 1. (41)
Here, M(l, lˆ) is the misclassification rate defined as
M(l, lˆ) = 1
n
min
{
n∑
i=1
1{li 6=lˆi},
n∑
i=1
1{li 6=−lˆi}
}
. (42)
The complete proof of Theorem 10 is deferred to Section 5.6. By (41), the clustering is consistent
(i.e., EM(l, lˆ) = o(1)) as long as
‖µ‖2 ≫ σ∗ ∨ (σ˜/n1/4). (43)
The following lower bound shows that the signal-noise-ration condition (43) is necessary to ensure
a consistent classification. The proof is provided in Section 5.6.
Theorem 11. Suppose σ∗ ≤ σ˜ ≤ p1/4σ∗. Consider the following class of distributions on Rn×p:
Pl,λ(σ∗, σ˜) =
{
PY : Y = X + Z ∈ Rn×p : X = lµ
⊤, Zij
ind∼ N(0, σ2j ),
‖µ‖ ≥ λ,maxj σj ≤ σ∗,
∑p
i=1 σ
4
i ≤ σ˜4
}
.
There exists a universal constant c > 0, such that if λ < c
(
σ∗ ∨ (σ˜/n1/4)
)
, we have
inf
lˆ
sup
Pl,λ(σ∗,σ˜)
EM(l, lˆ) ≥ 1/4.
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5 Additional Proofs
5.1 Proofs for main results
In this section, we collect the proofs of upper and lower bound results in Section 2 including Lemma
1, Lemma 2, Proposition 1 and Theorem 11.
Proof of Lemma 1. This proof shares similarity but shows more distinct aspects, compared with
the one of Wigner-type [4, Proposition 2.1]. We assume σ∗ = 1 throughout the proof without loss
of generality. We divide the proof into two steps, which targets on the two sides of the inequalities,
respectively.
Step 1 One can check that EZZ⊤ = diag
({∑p2
j=1 σ
2
ij
}p1
i=1
)
. Consider the following expansion,
Etr
{
(ZZ⊤ − EZZ⊤)q
}
=
∑
u1,...,uq,uq+1∈[p1]
E
q∏
k=1
(
ZZ⊤ − EZZ⊤
)
uk,uk+1
=
∑
u1,...,uq,uq+1∈[p1]
E
q∏
k=1

 ∑
vk∈[p2]
(
Zuk,vkZuk+1,vk − 1{uk=uk+1}EZ2uk,vk
)
=
∑
u1,...,uq,uq+1∈[p1]
v1,...,vq∈[p2]
E
q∏
k=1
(
Zuk,vkZuk+1,vk − σ2uk,vk · 1{uk=uk+1}
)
.
(44)
Here, the indices are in module q, i.e., u1 = uq+1. Next, we consider the bipartite graph from
[p1] on [p2] and the cycles of length 2q, i.e., c := (u1 → v1 → u2 → v2 → . . . → uq → vq →
uq+1 = u1). For any (i, j) ∈ [p1]× [p2], let
αij(c) = Card {k : (uk = i, vk = j, uk+1 6= i) or (uk 6= i, vk = j, uk+1 = i)} ;
βij(c) = Card {k : uk = uk+1 = i, vk = j} .
(45)
Then, αij(L) is the number of times that the edge (i, j) is visited exactly once by sub-path
uk → vk → uk+1; βij(c) is the number of times that the edge (i, j) is visited twice by sub-path
uk → vk → uk+1 (back and forth). Since Zij/σij has i.i.d. standard normal distribution, we
have
Etr
{
(ZZ⊤ − EZZ⊤)q
}
=
∑
c∈([p1]×[p2])q
∏
(i,j)∈[p1]×[p2]
EZ
αij(c)
ij
(
Z2ij − σ2ij
)βij(c)
=
∑
c∈([p1]×[p2])q
∏
(i,j)∈[p1]×[p2]
σ
αij(c)+2βij (c)
ij
∏
(i,j)∈[p1]×[p2]
EGαij (c)
(
G2 − 1)βij(c)
=
∑
c∈([p1]×[p2])q
q∏
k=1
σuk,vkσuk+1,vk
∏
(i,j)∈[p1]×[p2]
EGαij(c)
(
G2 − 1)βij(c) .
(46)
Here G denotes a N(0, 1) random variable. Next, let mα,β(c) be the number of edges which
appear α times in (uk → vk) or (vk → uk+1) with uk 6= uk+1, and β times in (uk → vk → uk+1)
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with uk = uk+1. More rigorously,
mα,β(c) := Card
{
(i, j) ∈ [p1]× [p2] : β = |{k : uk = uk+1 = i, vk = j}|,
α = |{k : exactly one of uk or uk+1 = i, vk = j|
}
.
(47)
For any cycle c, we define its shape s(u) by relabeling the vertices in order of appearance. For
example, the cycle 2 → 4′ → 3 → 2′ → 2 → 4′ → 5 → 1′ → 2 has shape 1 → 1′ → 2→ 2′ →
1 → 1′ → 3 → 3′ → 1. Here i denotes the left vertex while i′ denotes the right vertex. It is
easy to see for any two cycles c and c′ with the same shape, we must have mα,β(c) = mα,β(c′).
Thus we can well define mα,β(s(c)) := mα,β(c). Based on previous discussions,∏
(i,j)∈[p1]×[p2]
EGαij(c)
(
G2 − 1)βij(c) = ∏
α,β≥0
{
EGα(G2 − 1)β
}mα,β(s(c))
. (48)
Then a natural observation is that EGα(G2−1)β ≥ 0 for all non-negative α, β and EGα(G2−
1)β = 0 if and only if α is an odd or α = 0, β = 1 (see Lemma 7 in Appendix A for details).
We then define even shape set Sp1,p2 as
Sp1,p2 = {s(c) : mα,β(s(c)) = 0 for all α, β s.t. α is an odd or α = 0, β = 1} . (49)
Then the right hand side of (48) is nonzero only for s(c) ∈ Sp1,p2 and the expansion (46) can
be further rewritten as
Etr
{
(ZZ⊤ − EZZ⊤)q
}
=
∑
s0∈Sp1,p2
∑
c:s(c)=s0
q∏
k=1
σuk,vkσuk+1,vk
∏
α,β≥0
{
EGα(G2 − 1)β
}mα,β(s0)
=
∑
s0∈Sp1,p2
∏
α,β≥0
{
EGα(G2 − 1)β
}mα,β(s0) · ∑
c:s(c)=s0
q∏
k=1
σuk,vkσuk+1,vk .
(50)
Now denote mL(s0) and mR(s0) be the number of distinct left and right nodes that is visited
by cycles with shape s0, we have the following lemma:
Lemma 6. Suppose σ∗ ≤ 1. Then for any shape s0 ∈ Sp1,p2,
∑
c:s(c)=s0
q∏
k=1
σuk,vkσuk+1,vk ≤
(
p1σ
2mL(s0)−2
C σ
2mR(s0)
R
)
∧
(
p2σ
2mL(s0)
C σ
2mR(s0)−2
R
)
.
Proof. The proof of Lemma 6 is an analogue of [4, Lemma 2.5]. We first show
∑
c:s(c)=s0
q∏
k=1
σuk,vkσuk+1,vk ≤ p1σ2mL(s0)−2C σ2mR(s0)R . (51)
Suppose s0 = (s1, s
′
1, . . . , sq, s
′
q), let l(k) = min{j : sj = k}, i.e., the first time in any cycle of
shape s0 at which its kth distinct left vertex is visited. Similarly we define r(k) = min{j :
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s′j = k}. Now let c = (u1, v1, · · · uq, vq) be a cycle with shape s0. Then the following mL(s0)
distinct edges from right vertex to left vertex will appear in order: vl(2)−1 → ul(2), vl(3)−1 →
ul(3), · · · , vl(mL(s0))−1 → ul(mL(s0)). Similarly, we have mR(s0) edges from left vertex to right
vertex: ur(1) → vr(1), ur(2) → vr(2), · · · , ur(mR(s0)) → vr(mR(s0)). In addition, thesemL+mR−1
edges are distinct by the definition of l(k) and r(k). We claim each of thesemL+mR−1 edges
appear at least twice. Suppose one of the above edges only appear once, then we must have
m1,0(s(c)) ≥ 1, which contradicts s0 ∈ Sp1+p2 . Now for a fixed starting vertex u1 = u ∈ [p1],
we can bound∑
c:u1=u
s(c)=s0
q∏
k=1
σuk,vkσuk+1,vk
≤
∑
c:u1=u
s(c)=s0
(
σ2ur(1),vr(1) · · · σ2ur(mR(s0)),vr(mR(s0))
)
·
(
σ2ul(2),vl(2)−1 · · · σ2ul(mL(s0)),ul(mR(s0))−1
)
=
∑
a2 6=···6=amL(s0)∈[p1]
b1 6=···6=bmR(s0)∈[p2]
(
σ2asr(1) ,b1
· · · σ2asr(mR(s0)) ,bmR(s0)
)
·
(
σ2a2,bs′
l(2)−1
· · · σ2amL(s0),bs′l(mR(s0))−1
)
≤ σ2mR(s0)R σ2(mL(s0)−1)C .
Then (51) follows by taking different initial vertices u ∈ [p1]. Similarly we can show
∑
c:s(c)=s0
q∏
k=1
σuk,vkσuk+1,vk ≤ p2σ2mL(s0)C σ2mR(s0)−2R
and the proof is complete.
Combining (50) and Lemma 6, we obtain
Etr
{
(ZZ⊤ − EZZ⊤)q
}
≤
∑
s0∈Sp1,p2
∏
α,β≥0
{
EGα(G2 − 1)β
}mα,β(s0)
·
{
p1σ
2(mL(s0)−1)
C σ
2mR(s0)
R
}
∧
{
p2σ
2mL(s0)
C σ
2(mR(s0)−1)
R
}
.
(52)
Step 2 Next, we consider the expansion for Etr
(
(HH⊤)q
)
, where H ∈ Rm1×m2 is with i.i.d. standard
Gaussian entries. We similarly expand as Step 1 to obtain
Etr
(
(HH⊤ −m2Im1)q
)
=
∑
s0∈Sp1,p2
∏
α,β≥0
{
EGα(G2 − 1)β
}mα,β(s0) · |{c : s(c) = s0}|
=
∑
s0∈Sp1,p2
∏
α,β≥0
E
{
Gα(G2 − 1)β
}mα,β(s0)
·m1(m1 − 1) · · · (m1 −mL(s0) + 1)m2(m2 − 1) · · · (m2 −mR(s0) + 1)
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Provided that m1 = ⌈σ2C⌉+ q − 1 and m2 = ⌈σ2R⌉+ q − 1, mL(s0),mR(s0) ≤ q, we have
m1(m1 − 1) · · · (m1 −mL(s0) + 1) ·m2(m2 − 1) · · · (m2 −mR(s0) + 1)
≥m1 · (m1 −mL(s0) + 1)mL(s0)−1 · (m1 −mR(s0) + 1)mR(s0)
≥m1σ2mL(s0)−2C · σ2mR(s0)R .
Similarly,
m1(m1 − 1) · · · (m1 −mL(s0) + 1) ·m2(m2 − 1) · · · (m2 −mR(s0) + 1)
≥σ2mL(s0)C ·m2σ2mR(s0)−2R .
These all together imply
Etr
(
(HH⊤ −m2Im1)q
)
≥
∑
s0∈Sp1+p2
∏
α,β≥0
E
{
Gα(G2 − 1)β
}mα,β(s0)
·
{
m1σ
2mL(s0)−2
C · σ2mR(s0)R
}
∨
{
m2σ
2mL(s0)
C · σ2mR(s0)−2R
}
.
(53)
By comparing (52) and (53), we have finally proved that
Etr
{
(ZZ⊤ − EZZ⊤)q
}
≤
(
p1
m1
∧ p2
m2
)
Etr
{(
HH⊤ − EHH⊤
)q}
.
Proof of Lemma 2. Let W = max
{
σmax(H)−√m2 −√m1,√m2 −√m1 − σmin(M), 0
}
, by the
tail bound of i.i.d. Gaussian matrix (c.f., [31, Corollary 5.35]), P (W ≥ t) ≤ 2 exp(−t2/2) for all
t ≥ 0. Thus for any q ≥ 1,
EW q =q
∫ ∞
0
tq−1P (W ≥ t) dt ≤ 2q
∫ ∞
0
tq−1 exp(−t2/2)dt = 2 q2 qΓ(q/2).
Since
‖HH⊤ − EHH⊤‖ =‖HH⊤ −m2Im1‖ = max
{
σ2max(H)−m2,m2 − σ2min(H)
}
≤ (W +√m1 +√m2)2 −m2
=2
√
m1m2 +m1 +W
2 + 2(
√
m1 +
√
m2)W,
(54)
we have (
E‖HH⊤ − EHH⊤‖q
)1/q
≤2√m1m2 +m1 + (EW 2q)1/q + 2(√m1 +√m2) (EW q)1/q
≤2√m1m2 +m1 +
(
2q+1qΓ(q)
)1/q
+ 2(
√
m1 +
√
m2)
(
2
q
2 qΓ(q/2)
)1/q
.
Next we claim (
2q+1qΓ(q)
)1/q ≤ 2q, (2 q2 qΓ(q/2))1/q ≤ 2q1/2. (55)
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One can verify (55) for 2 ≤ q ≤ 10 by calculation. When q ≥ 11, (55) can be verified by the Gamma
function upper bound in [6]. In summary, we have(
E‖HH⊤ − EHH⊤‖q
)1/q
≤ 2√m1m2 +m1 + 4(√m1 +√m2)√q + 2q.
which has finished the proof of the first part of this lemma.
For the second part, when m1 ≤ m2, since HH⊤ − EHH⊤ is an m1-by-m1 matrix, we know
tr(
(
HH⊤ − EHH⊤)q) is the sum of m1 eigenvalues of (HH⊤ − EHH⊤)q, while each of these
eigenvalues are no more than ‖HH⊤ − EHH⊤‖q. Thus,
Etr
{(
HH⊤ − EHH⊤
)q}
≤ Em1‖HH⊤ − EHH⊤‖q
≤(m1 ∧m2) · (2
√
m1m2 +m1 + 4(
√
m1 +
√
m2)
√
q + 2q)q .
When m1 > m2, we shall note that rank(HH
⊤) ≤ m2 and EHH⊤ = m2Im1 . Then,(
HH⊤ − EHH⊤
)q
− (−1)qmq2Im1 =
q∑
k=1
(−m2)q−k
(
q
m1
)
(HH⊤)k,
which shares the eigenspace of HH⊤ and has rank no more than m2. Thus,
Etr
{(
HH⊤ − EHH⊤
)q}
= Etr
{(
HH⊤ − EHH⊤
)q
− (−1)qmq2Im1
}
+ tr ((−1)qmq2Im1)
≤m2E
∥∥∥(HH⊤ − EHH⊤)q − (−1)qmq2Im1∥∥∥+m1mq2
≤m2 {(2√m1m2 +m1 + 4(√m1 +√m2)√q + 2q)q +mq2}+m1mq2
≤2m2 (2
√
m1m2 +m1 + 4(
√
m1 +
√
m2)
√
q + 2q)q
=2(m1 ∧m2) (2√m1m2 +m1 + 4(√m1 +√m2)√q + 2q)q .
where the last inequality is due to m1 > m2.
Proof of Proposition 1. Since Zij
iid∼ N(0, 1), we have EZZ⊤ = p2Ip1 and
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ = E ∥∥∥ZZ⊤ − p2Ip1∥∥∥ ≥ E(∥∥∥ZZ⊤∥∥∥− p2) = E‖Z‖2 − p2.
Since ‖Z‖ /(√p1 +√p2)→ 1 as p1, p2 tend to infinity [31, Theorem 5.31],
lim inf
p1,p2→∞
E
∥∥ZZ⊤ − EZZ⊤∥∥
2σCσR + σ2C
≥ lim inf
p1,p2→∞
E‖Z‖2 − p2
2
√
p1p2 + p1
≥ 1.
Proof of Theorem 2. It suffices to prove the following separate lower bounds to prove this theorem.
sup
Z∈Fp(σ∗,σC ,σR)
E‖ZZ⊤ − EZZ⊤‖ & σ2C ; (56)
sup
Z∈Fp(σ∗,σC ,σR)
E‖ZZ⊤ − EZZ⊤‖ & σCσR; (57)
sup
Z∈Fp(σ∗,σC ,σR)
E‖ZZ⊤ − EZZ⊤‖ & σRσ∗
√
log p+ σ2∗ log p. (58)
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1. We first set σi1 = σC/
√
p1; σij = 0, j ≥ 2. If Zij ∼ N(0, σ2ij) independently, it is easy to
check that Z ∈ Fp1,p2(σ∗, σR, σC). Then Z is zero except the first column. Suppose the first
column of Z is z, then ZZ⊤ − EZZ⊤ = zz⊤ − σ2Cp1 Ip1 ,
E‖ZZ⊤ − EZZ⊤‖ =E‖zz⊤ − σ2C/p1‖ ≥ E‖zz⊤‖ − σ2C/p1 = E‖z‖22 − σ2C/p1
≥σ2C(1− 1/p1) ≥ cσ2C ,
which has shown (56).
2. Let k1 = ⌊σ2C/σ2∗⌋, k2 = ⌊σ2R/σ2∗⌋. Construct
σij =
{
σ∗, 1 ≤ i ≤ k1, 1 ≤ j ≤ k2;
0, otherwise.
By such a construction, Zij ∼ N(0, σ2∗) for 1 ≤ i ≤ k1, 1 ≤ j ≤ k2; Zij = 0 otherwise. Thus,
E
(
Z·jZ⊤·j − EZ·jZ⊤·j
)2
= EZ·jZ⊤·jZ·jZ
⊤
·j −
(
EZ·jZ⊤·j
)2
=E‖Z·j‖22Z·jZ⊤·j − σ4∗Ik1 = (k1 + 1)σ4∗ .
Here, the last equality is due to
(
E‖Z·j‖22Z·jZ⊤·j
)
i,i′
= E‖Z·j‖22Zi,jZi′,j =
{
(k1 − 1 + 3) σ4∗ , 1 ≤ i = i′ ≤ k1;
0, 1 ≤ i 6= i′ ≤ k1.
Thus, ∥∥∥∥∥∥
k2∑
j=1
E
{
Z·jZ⊤·j − EZ·jZ⊤·j
}2∥∥∥∥∥∥ =
∥∥(k1 + 1)k2σ4∗I∥∥ = (k1 + 1)k2σ4∗.
Note that ZZ⊤ − EZZ⊤ can be decomposed as the sum of independent random matrices,
ZZ⊤ − EZZ⊤ =
k2∑
j=1
{
Z·jZ⊤·j − EZ·jZ⊤·j
}
.
We apply the bound for expected norm of random matrices sum [29] and obtain
E‖ZZ⊤ − EZZ⊤‖ &
√
(k1 + 1)k2σ4∗ =
√
(⌊σ2C/σ2∗⌋+ 1) · ⌊σ2R/σ2∗⌋ · σ4∗
≥
√
(σ2C/σ
2∗) · σ2R/(2σ2∗) · σ4∗ (since σR ≥ σ∗)
&σRσC .
We thus have shown (57).
3. Set k1 = ⌊σ2C/σ2∗⌋, k2 = ⌊σ2R/σ2∗⌋, m = ⌊(p1/k1)∧(p2/k2)⌋. If k2 ≥ (log p)2, then σR ≥ σ∗ log p
and (58) can be implied by (57). So we assume k2 ≤ (log p)2, thus
k1m ≥ k1
(
p1
2k1
∧ p2
2k2
)
≥ p1
2
∧ p2
2(log p)2
≥ 1
2
p
(log p)2
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and log(k1m) ≥ c log p. Let
(σij) =


B
B
. . .

 = diag(
m︷ ︸︸ ︷
B,B, . . . , B,B, 0) ∈ Rp1×p2 , B = σ∗1k11⊤k2 .
Then we can rewrite down Z in rowwise form as
Z =


β⊤1 0 0
...
...
...
β⊤k1 0 0
0 β⊤k1+1 0
...
...
...
0 β⊤2k1 0
0 0
. . .


∈ Rp1×p2 , β1, . . . , βk1m ∈ Rk2 , β1, . . . , βk1m iid∼ N(0, σ2∗Ik2).
By taking a look at the expression of
∥∥ZZ⊤ − EZZ⊤∥∥, we know∥∥∥ZZ⊤ − EZZ⊤∥∥∥ ≥ max
1≤j≤k1m
∣∣∣β⊤j βj − k2σ2∗∣∣∣ .
Note that β⊤j βj/σ
2∗ ∼ χ2k2 . By the lower bound of right-tail of Chi-square distribution (Corol-
lary 3 in [37]), we have P
(
β⊤j βj − k2σ2∗ ≥ σ2∗x
)
≥ c exp
(
−C(x ∧ x2k2 )
)
. Since
P
(
max
j
β⊤j βj − k2σ2∗ > σ2∗x
)
= 1− P
(
max
j
β⊤j βj − k2σ2∗ ≤ σ2∗x
)
= 1−
k1m∏
j=1
(
1− P
(
β⊤j βj − k2σ2∗ ≥ σ2∗x
))
≥ 1−
(
1− c exp
(
−C
(
x ∧ x
2
k2
)))k1m
,
Taking x = c1
(√
k2 log(k1m) ∨ log(k1m)
)
for some c1 such that −C
(
x ∧ x2k2
)
≥ − log(k1m),
we get (
1− c exp
(
−C
(
x ∧ x
2
k2
)))k1m
≤
(
1− c
′
(k1m)
)k1m
≤ e−c′ .
Thus,
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ ≥ E max
1≤j≤k1m
β⊤j βj − k2σ2∗
≥ sup
x>0
xσ2∗ · P
(
max
j
β⊤j βj − k2σ2∗ > xσ2∗
)
≥c1(1− e−c′)
(√
k2 log(k1m) ∨ log(k1m)
)
&cσ2∗
(√
k2 log(k1m) + log(k1m)
)
& cσ∗σR
√
log p+ cσ2∗ log p.
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5.2 Proofs for non-Gaussian distributions
In this section, we collect the proofs of concentration for the non-Gaussian Wishart-type matrix
(Lemma 3, Theorem 3 and Theorem 4) in Section 3.1.
Proof of Lemma 3. Following the notations and proof idea of Lemma 1, we have the same expansion
of Etr
{
(ZZ⊤ − EZZ⊤)q} as (46):
Etr
{
(ZZ⊤ − EZZ⊤)q
}
=
∑
c∈([p1]×[p2])q
∏
(i,j)∈[p1]×[p2]
EZ
αij(c)
ij
(
Z2ij − σ2ij
)βij(c)
=
∑
c∈([p1]×[p2])q
q∏
k=1
σuk,vkσuk+1,vk
∏
(i,j)∈[p1]×[p2]
EG
αij(c)
ij
(
G2ij − 1
)βij(c) , (59)
where Gij := Zij/σij . Different from (46), Eij in (59) may not have N(0, 1) distribution. To
overcome this difficulty, we introduce the following lemma to bound EEαij(E
2
ij − 1)β via a Gaussian
analogue.
Lemma 7 (Gaussian moments). Suppose G ∼ N(0, 1), α, β are non-negative integers, then{
(α+ 2β − 1)!! ≥ EGα(G2 − 1)β ≥ (α+ 2β − 3)!! · (α+ β − 1), if α is even;
EGα(G2 − 1)β = 0, if α is odd. (60)
Here for odd k, k!! = k(k − 2) · · · 1. Especially, (−1)!! = 1, (−3)!! = −1. More generally, if Z has
symmetric distribution and satisfies
Var(Z) = 1, ‖Z‖ψ2 = sup
q≥1
q−1/2(E|Z|q)1/q ≤ κ. (61)
Then for any integers α, β ≥ 0,∣∣∣EZα(Z2 − 1)β∣∣∣ ≤ (Cκ)α+2βEGα(G2 − 1)β (62)
for some uniform constant C > 0.
Proof of Lemma 7. See Appendix.
Now, Combining (59) and (62), we have
Etr
{
(ZZ⊤ − EZZ⊤)q
}
≤
∑
c∈([p1]×[p2])q
q∏
k=1
σuk,vkσuk+1,vk
∏
(i,j)∈[p1]×[p2]
(Cκ)αij (c)+2βij(c)EE
αij(c)
ij
(
E2ij − 1
)βij(c)
= (Cκ)2q
∑
c∈([p1]×[p2])q
q∏
k=1
σuk,vkσuk+1,vk
∏
(i,j)∈[p1]×[p2]
EGαij(c)
(
G2 − 1)βij(c) .
The rest of the proof can similarly proceed as we did in proving Lemma 1.
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Proof of Theorem 3. Let b := 2/α ≥ 2 and Eij := Zij/σij . By definition, we have
supq q
− b
2 (E|Eij |q)1/q ≤ κ. Thus for any α, β ≥ 0,∣∣∣EEαij(E2ij − 1)β∣∣∣ ≤ ∣∣∣EEαij(E2ij − 1)1{|Eij |≤1} + EEαij(E2ij − 1)β1{|Eij |>1}∣∣∣
≤ 1 + E|Eij |α+2β ≤ (Cκ)α+2β(α+ 2β)
b(α+2β)
2 .
(63)
We introduce the following technical lemma.
Lemma 8. Let G, G˜ be independent N(0, 1) and let Fij be i.i.d. copy of G|G˜|b−1. Then,
EEαij(E
2
ij − 1)β ≤ (Cbκ)α+2βEFαij(F 2ij − 1)β . (64)
Here Cb is some constant which only depend on b.
Proof of Lemma 8. See Appendix.
Now let Gij , G˜ij be i.i.d. N(0, 1) and define Fij = Gij |G˜ij |b−1. Let Z˜ be a random matrix with
entries Z˜ij = σijFij . Then, by Lemma 8 and the similar proof in Lemma 3, we have
Etr
{
(ZZ⊤ − EZZ⊤)q
}
≤ (Cbκ)2qEtr
{
(Z˜Z˜ − EZ˜Z˜⊤)q
}
.
Thus,
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ ≤ (Etr{(ZZ⊤ − EZZ⊤)2q})1/2q
≤ (Cbκ)2
(
Etr
{
(Z˜Z˜⊤ − EZ˜Z˜⊤)2q
})1/2q
.
(65)
Let q = ⌈log(p1 ∧ p2)⌉, now it suffices to upper bound
(
E
∥∥∥Z˜Z˜⊤ − EZZ˜⊤∥∥∥2q)1/2q. We define
σ˜2C = maxj
∑p1
i=1 σ
2
ij|G˜ij |2b−2, σ˜2R = maxi
∑p2
j=1 σ
2
ij |G˜ij |2b−2 and σ˜∗ = maxi σij|G˜ij |b−1 and apply
Theorem 1 conditionally on G˜:
E
[
tr
{(
Z˜Z˜⊤ − EZ˜Z˜⊤
)2q} ∣∣∣G˜]
≤ C2q
(
σ˜2C + σ˜C σ˜R + σCσ∗
√
log(p1 ∧ p2) + σ2∗ log(p1 ∧ p2)
)2q
.
Then, (
Etr
{(
Z˜Z˜⊤ − EZ˜Z˜⊤
)2q})1/2q
≤ C
(∥∥σ˜2C∥∥2q + ‖σ˜CσR‖2q + ‖σ˜Rσ˜∗‖2q√log(p1 ∧ p2) + ∥∥σ˜2∗∥∥2q log(p1 ∧ p2)) .
(66)
Here ‖X‖2q := (E|X|2q)1/2q is the ℓ2q-norm of random variable X. Now we bound
∥∥σ˜2∗∥∥2q, ∥∥σ˜2R∥∥2q
and
∥∥σ˜2C∥∥2q separately.
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• ∥∥σ˜2∗∥∥2q. For any a > 0, since
P
(
max
i,j
|G˜ij | > t
)
≤ 2 exp
(
− t
2
2
+ log(p1p2)
)
≤ 2 exp
(
− t
2
4
)
, ∀t > 2
√
log(p1p2),
integration yields
Emax
i,j
|G˜ij |a =
∫ ∞
0
P
(
max
i,j
|G˜ij | > t1/a
)
dt ≤
(
2
√
log(p1p2)
)a
+
∫ ∞
0
2e−
t2/a
4 dt
= (4 log(p1p2))
a/2 + 4aΓ
(a
2
)
.
Then it follows that
∥∥σ˜2∗∥∥2q ≤ σ2∗
(
Emax
i,j
|G˜ij |4(b−1)q
)1/2q
≤ σ2∗
(
(4 log(p1p2))
2(b−1)q + 16(b− 1)qΓ (2(b− 1)q)
)1/2q
. σ2∗
(
log(p1p2)
b−1 + qb−1
)
. σ2∗ log
b−1(p1 ∨ p2).
(67)
•
∥∥σ˜2C∥∥2q and ∥∥σ˜2R∥∥. By the moment bound of supremum of empirical process [9, Theorem 11],
∥∥σ˜2C∥∥2q =
∥∥∥∥∥maxj
p1∑
i=1
σ2ij |G˜ij |2b−2
∥∥∥∥∥
2q
. E max
1≤j≤p2
p1∑
i=1
σ2ij|G˜ij |2b−2 + q
∥∥σ˜2∗∥∥2q
≤ Emax
j
p1∑
i=1
(
σ2ij|G˜ij |2b−2 − Eσ2ij|G˜ij |2b−2
)
+ σ2C + q
∥∥σ˜2∗∥∥2q .
(68)
Denote Yj =
∑p1
i=1
(
σ2ij|G˜ij |2b−2 − Eσ2ij|G˜ij |2b−2
)
, it suffices to bound Emaxj Yj . To this end,
we introduce the following Generalized Bernstein-Orlicz norm defined in [19]. For a random
variable X, let
‖X‖Ψα,L := inf {η > 0 : E[Ψα,L(|X|/η)] ≤ 1}
be the Ψα,L-norm where Ψα,L is defined via its inverse function
Ψ−1α,L(t) :=
√
log(1 + t) + L(log(1 + t))1/α, ∀t ≥ 0.
Now fix j ∈ [p2] and let α = 1/(b− 1) and L = 4
b−1σ2∗√
2
√∑p1
i=1 σ
4
ij
. By [19, Theorem 3.1],
‖Yj‖Ψα,L ≤ C
√√√√ p1∑
i=1
σ4ij;
P

|Yj| ≥ C
√√√√ p1∑
i=1
σ4ij
{√
t+ Lt1/α
} ≤ 2 exp(−t), t ≥ 0.
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This yields
P
(
|Yj| ≥ C
{
σCσ∗
√
t+ σ2∗t
b−1
})
≤ 2 exp(−t), t ≥ 0,
which can be rewritten as
P (|Yj | ≥ t) ≤ 2 exp
(
−c
(
t2
σ2Cσ
2∗
∧
(
t
σ2∗
)1/(b−1)))
, t ≥ 0.
Applying union bound, we get
P
(
max
j
|Yj | ≥ t
)
≤ 2 exp
(
log p2 − c
(
t2
σ2Cσ
2∗
∧
(
t
σ2∗
)1/(b−1)))
, t ≥ 0.
Now it follows that
Emax
j
Yj ≤ Emax
j
|Yj | =
∫ ∞
0
P
(
max
j
|Yj| > t
)
dt
≤ C
(
σCσ∗
√
log p2 + σ
2
∗ log
b−1(p2)
)
+
∫ ∞
C(σCσ∗
√
log p2+σ2∗ log
b−1(p2))
P
(
max
j
|Yj| > t
)
dt
≤ C
(
σCσ∗
√
log p2 + σ
2
∗ log
b−1(p2)
)
+
∫ ∞
0
(
exp
(
−c t
2
σCσ∗
)
+ exp
(
−c t
1/(b−1)
σ
2/(b−1)
∗
))
dt
. σCσ∗
√
log p2 + σ
2
∗ log
b−1(p2)
. σ2C + σ
2
∗ log
b−1(p2).
Combining with (68), we obtained∥∥σ˜2C∥∥2q . σ2C + σ2∗ logb−1(p1 ∨ p2) log(p1 ∧ p2). (69)
Similarly we can obtain
‖σ˜R‖2q . σ2R + σ2∗ logb−1(p1 ∨ p2) log(p1 ∧ p2). (70)
Combining (66), (67), (69), (70) and applying Cauchy-Schwarz inequality, we obtain
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ . σ2C + σRσC + σRσ∗ log(b−1)/2(p1 ∨ p2)√log(p1 ∧ p2)
+ σ2∗ log
b−1(p1 ∨ p2) log(p1 ∧ p2).
This completes the proof.
Proof of Theorem 4. We first prove the following comparison Lemma.
Lemma 9. Suppose Z is a p1-by-p2 random matrix with independent entries satisfying EZij =
0,Var(Zij) = σ
2
ij, |Z| ≤ 1. H is an m1-by-m2 dimensional matrix with i.i.d. standard Gaussian
entries. When q ≥ 1, m1 = ⌈σ2C⌉+ q − 1, m2 = ⌈σ2R⌉+ q − 1, we have
Etr
{
(ZZ⊤ − EZZ⊤)q
}
≤
(
p1
m1
∧ p2
m2
)
Etr
{
(HH⊤ − EHH⊤)q
}
.
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Proof. Recall Z ∈ Rp1×p2 , |Z| ≤ 1 almost surely, EZij = 0, Var(Zij) = σ2ij . Similarly as the proof
of Lemma 1, let c = (u1, v1, . . . , uq, vq) ∈ ([p1 × [p2]])q be the cycle of length 2q on bipartite graph
[p1]→ [p2], αij(c) and βij(c) be defined as (45). We similarly have the following expansion,
E
{
(ZZ⊤ − EZZ⊤)q
}
=
∑
u1,...,uq∈[p1]
E
q∏
j=1
(ZZ⊤ − EZZ⊤)uj ,uj+1
=E
∑
u1,...,uq∈[p1]
q∏
j=1

 ∑
vj∈[p2]
Zuj ,vj (Z
⊤)vj ,uj+1 − 1{uj=uj+1}
∑
vj∈[p2]
EZ2uj ,vj


=
∑
u1,...,uq∈[p1]
v1,...,vq∈[p2]
E
q∏
j=1
(
Zuj ,vjZuj+1,vj − σ2uj ,vj1{uj=uj+1}
)
=
∑
c∈([p1]×[p2])q
∏
(i,j)∈[p1]×[p2]
EZ
αij(c)
ij
(
Z2ij − σ2ij
)βij(c) .
Since Zij is symmetric distributed and EZ
2
ij = σ
2
ij, we have
EZαij
(
Z2ij − σ2ij
)β
= 0, if α is odd or {α = 0, β = 1}.
For any (i, j) ∈ [p1] × [p2], we shall note that 0 ≤ Z2ij ≤ 1 and |Z2ij − σ2ij| ≤ 1. If α ≥ 2 and α is
even,
E
∣∣∣Zαij(c)ij (Z2ij − σ2ij)βij(c)∣∣∣ = E|Z2ij | · |Zαij(c)−2ij (Z2ij − σ2ij)βij(c)| ≤ EZ2ij = σ2ij;
if α ≥ 0, β ≥ 2, one has
E
∣∣∣Zαij(c)ij (Z2ij − σ2ij)βij(c)∣∣∣ ≤ E(Z2ij − σ2ij)2 · ∣∣∣Zαij(c)ij (Z2ij − σ2ij)βij(c)−2∣∣∣
≤EZ4ij − σ4ij ≤ EZ2ij · ‖Zij‖2∞ − σ4ij = σ2ij − σ4ij ≤ σ2ij.
Therefore, for any α, β ≥ 0, we have
EZαij(Z
2
ij − σ2ij)β


≤ σ2ij · EGα
(
G2 − 1)β , α is even and (α, β) 6= (0, 0);
= 1, α = 0, β = 0;
= 0, α is odd.
Here, G ∼ N(0, 1). Thus,
E
{
(ZZ⊤ − EZZ⊤)q
}
≤
∑
c∈([p1]×[p2])q
∏
(i,j)∈[p1]×[p2]
σ2ij1{(αij(c),βij(c))6=(0,0)}EG
αij(c)
(
G2 − 1)βij(c) .
Let s be the shape of any loop c ∈ ([p1] × [p2])q, mL(s) and mR(s) be the number of distinct left
and right nodes respectively visited by any c with shape s; mα,β(s) = mα,β(c) is defined as (47)).
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Then,
E
{
(ZZ⊤ − EZZ⊤)q
}
≤
∑
c∈([p1]×[p2])q
∏
(i,j)∈[p1]×[p2]
σ2ij1{(αij(c),βij(c))6=(0,0)}EG
αij(c)
(
G2 − 1)βij(c)
=
∑
s
∑
c:
c has shape s
·
∏
(i,j)∈[p1]×[p2]
c pass (i, j) for positive even times
σ2ij ·
∏
α,β≥0
α is even
{
Gα(G2 − 1)β
}mα,β(s)
≤
∑
s
(
p1σ
2mL(s)−2
C σ
2mR(s)
R ∧ p2σ2mL(s)C σ2mR(s)−2R
)
·
∏
α,β≥0
α is even
{
Gα(G2 − 1)β
}mα,β(s)
.
On the other hand, we have
Etr
(
(HH⊤ − EHH⊤)q
)
= Etr
(
(HH⊤ −m2Im1)q
)
=
∑
s
m1 · · · (m1 −mL(s) + 1) ·m2 · · · (m2 −mR(s) + 1) ·
∏
α,β≥0
E
{
Gα(G2 − 1)β
}mα,β(s)
.
Provided that m1 = ⌈σ2C ∨ 1⌉+ q − 1 and m2 = ⌈σ2R ∨ 1⌉+ q − 1, we have
σ
2mL(s)−2
C ≤
m1(m1 − 1) · · · (m1 −mL(s) + 1)
m1
, σ
2mR(s)
R ≤ m2(m1 − 2) · · · (m2 −mL(s) + 1);
σ
2mL(s)
C ≤ m1(m1 − 1) · · · (m1 −mL(s) + 1), σ2mR(s)−2R ≤
m2(m1 − 2) · · · (m2 −mL(s) + 1)
m2
.
Thus
Etr
{
(ZZ⊤ − EZZ⊤)q
}
≤
(
p1
m1
∧ p2
m2
)
· Etr
{
(HH⊤ − EHH⊤)q
}
,
which has finished the proof of this lemma.
Assume B = 1 without loss of generality. With Lemma 9 and Lemma 2, the proof of Theorem
refth:heter-wishart-bounded is the same as Theorem 1.
5.3 Proof for tail bounds
Proof of Theorem 5. Without loss of generality, we assume σ∗ = 1. Let q ≥ 2 be an even integer.
Let
m1 = ⌈σ2C⌉+ qb− 1, m2 = ⌈σ2R⌉+ qb− 1.
By Lemmas 1 and 2,
Etr
{(
ZZ⊤ − EZZ⊤
)qb}
≤
(
p1
m1
∧ p2
m2
)
Etr
(
(HH⊤ − EHH⊤)qb
)
≤
(
p1
m1
∧ p2
m2
)
(m1 ∧m2)
(
2
√
m1m2 +m1 + 4(
√
m1 +
√
m2)
√
qb+ 2qb
)qb
≤ (p1 ∧ p2)
(
2
√
m1m2 +m1 + 4(
√
m1 +
√
m2)
√
qb+ 2qb
)qb
.
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Thus,
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥b ≤ (Etr(ZZ⊤ − EZZ⊤)qb)1/q
≤ (p1 ∧ p2)1/q
(
2
√
m1m2 +m1 + 4(
√
m1 +
√
m2)
√
qb+ 2qb
)b
=
{
(p1 ∧ p2)1/(qb)
(
2
√
m1m2 +m1 + 4(
√
m1 +
√
m2)
√
qb+ 2qb
)}b
≤
{
C(p1 ∧ p2)1/(qb)
(
σRσC + σ
2
C + (σR + σC)
√
qb+ qb
)}b
.
We set q = 2⌈log(p1 ∧ p2)/b⌉ and consider the following two cases:
1. If b ≥ log(p1 ∧ p2), we have q = 2 and
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥b ≤{C(p1 ∧ p2)1/(2b) (σRσC + σ2C + (σR + σC)√b+ b)}b
≤
{
C
(
(σC + σR +
√
b)2 − σ2R
)}b
.
2. If b < log(p1 ∧ p2), we have
2 log(p1 ∧ p2)/b ≤ q = 2⌈log(p1 ∧ p2)/b⌉ ≤ 2 (log(p1 ∧ p2)/b+ 1) ≤ 4 log(p1 ∧ p2)/b.
Then,
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥b
≤
{
C(p1 ∧ p2)1/(2 log(p1∧p2))
(
σRσC + σ
2
C + (σR + σC)
√
4 log(p1 ∧ p2) + 4 log(p1 ∧ p2)
)}b
≤
{
C
(
(σC + σR +
√
log(p1 ∧ p2))2 − σ2C
)}b
.
In summary, there exists a uniform constant C0 > 0 such that
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥b ≤ {C0 ((σC + σR +√b ∨ log(p1 ∧ p2))2 − σ2C)}b .
In fact, the statement holds for all b > 0 including non-integers.
Next we consider the tail bound inequality for ‖ZZ⊤ − EZZ⊤‖. Let C1 be a to-be-specified
constant. By Markov inequality,
P
(∥∥∥ZZ⊤ − EZZ⊤∥∥∥ ≥ C1 ((σC + σR +√log(p1 ∧ p2) + x)2 − σ2C))
≤ E
∥∥ZZ⊤ − EZZ⊤∥∥b{
C1
(
(σC + σR +
√
log(p1 ∧ p2) + x)2 − σ2C
)}b
≤


C0
(
(σC + σR +
√
b ∨ log(p1 ∧ p2))2 − σ2C
)
C1
(
(σC + σR +
√
log(p1 ∧ p2) + x)2 − σ2C
)


b
.
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We set b = x2, C1 = eC0, we have
P
(∥∥∥ZZ⊤ − EZZ⊤∥∥∥ ≥ C1 ((σC + σR +√log(p1 ∧ p2) + x)2 − σ2C))
≤


C0
(
(σC + σR +
√
log(p1 ∧ p2) +
√
b)2 − σ2C
)
C1
(
(σC + σR +
√
log(p1 ∧ p2) + x)2 − σ2C
)


b
= exp(−x2).
Therefore, we have finished the proof of this theorem.
5.4 Proofs for Section 3.3
Proof of Lemma 4. The proof of this lemma relies on a more careful counting scheme for each cycle.
For convenience, we define
σ˜2ij = Var(G˜ij) =
{
σ2ij , 1 ≤ i ≤ p1 − 2, 1 ≤ j ≤ p2;
σ2p1−1,j + σ
2
p1,j
, i = p− 1, 1 ≤ j ≤ p2.
(G0)ij = Gij/σij , 1 ≤ i ≤ p2, 1 ≤ j ≤ p1; (G˜0)ij = G˜ij/σ˜ij , 1 ≤ i ≤ p1 − 1, 1 ≤ j ≤ p2
as the variances and standardizations of each entry of G and G˜. Since the proof is lengthy, we
divide into steps for a better presentation.
Step 1 In this step, we consider the expansions for both Etr(GG⊤−EGG⊤)q and Etr(G˜G˜⊤−EG˜G˜⊤)q,
Etr
{
(GG⊤ − EGG⊤)q
}
= E
∑
u1,...,uq∈[p1]
q∏
k=1
(
GG⊤ − EGG⊤
)
uk,uk+1
=
∑
u1,...,uq∈[p1]
v1,...,vq∈[p2]
E
q∏
k=1
σuk,vkσuk+1,vk
(
(G0)uk,vk(G0)uk+1,vk − 1{uk=uk+1}
)
=
∑
Ω⊆[q]
∑
uΩc∈[p1−2]
∑
v1,...,vq∈[p2]
·

 ∑
uΩ∈{p1−1,p1}
E
q∏
k=1
σuk,vkσuk+1,vk
(
(G0)uk,vk(G0)uk+1,vk − 1{uk=uk+1}
) .
(71)
Here uq+1 := u1. Similarly,
Etr
{
(G˜G˜⊤ − EG˜G˜⊤)q
}
= E
∑
u1,...,uq∈[p1−1]
q∏
k=1
(
G˜G˜⊤ − EG˜G˜⊤
)
uk,uk+1
=
∑
Ω⊆[q]
∑
uΩc∈[p1−2]
∑
v1,...,vq∈[p2]
·

 ∑
uΩ=p1−1
E
q∏
k=1
σ˜uk,vk σ˜uk+1,vk
(
(G˜0)uk ,vk(G˜0)uk+1,vk − 1{uk=uk+1}
)
 .
31
Thus, in order prove this lemma, we only need show for any fixed v1, . . . , vq ∈ [p2], Ω ⊆
[q], uΩc ∈ [p1 − 2], one has∑
uΩ∈{p1−1,p2}
E
q∏
k=1
σuk,vkσuk+1,vk
(
(G0)uk,vk(G0)uk+1,vk − 1{uk=uk+1}
)
≤E
q∏
k=1
σ˜u˜k,vk σ˜u˜k+1,vk
(
(G˜0)u˜k,vk(G˜0)u˜k+1,vk − 1{u˜k=u˜k+1}
)
.
(72)
Here,
u˜k = uk ∈ [p1 − 2], if k ∈ Ωc; u˜k = p1 − 1, if k ∈ Ω. (73)
Step 2 To prove (72), we shall first recall that the definition of u1, . . . , uq, v1, . . . , vq are cyclic, i.e.,
u1 = uq+1, we also denote v0 = vq. Thus,∑
uΩ∈{p1−1,p1}
q∏
k=1
σuk,vkσuk+1,vk =
∑
uΩ∈{p1−1,p1}
q∏
k=1
σuk,vkσuk,vk−1
=
∏
k∈Ωc
σuk,vkσuk,vk−1 ·
(∏
k∈Ω
σp1−1,vkσp1−1,vk−1 +
∏
k∈Ω
σp1,vkσp1,vk−1
)
≤
∏
k∈Ωc
σuk,vkσuk,vk−1 ·
∏
k∈Ω
(
σp1−1,vkσp1−1,vk−1 + σp1,vkσp1,vk−1
)
Cauchy-Schwarz
≤
∏
k∈Ωc
σ˜uk,vk σ˜uk,vk−1 ·
∏
k∈Ω
(
(σ2p1−1,vk + σ
2
p1,vk
) · (σ2p1−1,vk−1 + σ2p1,vk−1)
)1/2
=
∏
k∈Ωc
σ˜uk,vk σ˜uk,vk−1 ·
∏
k∈Ω
σ˜p1−1,vk σ˜p1−1,vk−1
=
∑
uΩ=p1−1
q∏
k=1
σ˜uk,vk σ˜uk,vk−1 =
∑
uΩ=p1−1
q∏
k=1
σ˜uk,vk σ˜uk+1,vk .
(74)
Step 3 For any fixed Ω = {k : uk ∈ [p1 − 2]} and a cycle c = (u1 → v1 → u2 → v2 → . . . → uq →
vq → u1) such that uΩ ∈ {p1 − 1, p} and uΩ ∈ [p1 − 2], recall u˜k is defined as (73). We aim
to show in this step that
E
q∏
k=1
(
(G0)uk ,vk(G0)uk+1,vk − 1{uk=uk+1}
) ≤ E q∏
k=1
(
(G˜0)u˜k,vk(G˜0)u˜k+1,vk − 1{u˜k=u˜k+1}
)
. (75)
We can rearrange the left hand side and the right hand side of (75) to
E
p1∏
i=1
p2∏
j=1
(G0)
αij
ij ((G0)
2
ij − 1)βij , and E
p1−1∏
i=1
p2∏
j=1
(G˜0)
α˜ij
ij ((G˜0)
2
ij − 1)β˜ij .
Here, αij , βij , α˜ij , and β˜ij are defined as
αij = |{k : (uk = i, vk = j, uk+1 6= i) or (uk 6= i, vk = j, uk+1 = i)}| ,
βij = |{k : uk = uk+1 = i, vk = j}| ,
α˜ij = |{k : (u˜k = i, vk = j, u˜k+1 6= i) or (u˜k 6= i, vk = j, u˜k+1 = i)}|
β˜ij = |{k : u˜k = u˜k+1 = i, vk = j}| .
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Then, αij (or α˜ij) is the number of times that the edge (i, j) is visited exactly once by sub-
path uk → vk → uk+1 (or u˜k → vk → u˜k+1); βij (or β˜ij) is the number of times that the edge
(i, j) is visited twice (back and forth) by sub-path uk → vk → uk+1 (or u˜k → vk → u˜k+1).
Here, by comparing the order of (G˜0)ij and (G0)ij in these two monomials (75), α˜ij , β˜ij , αij , βij
are related as
α˜ij = αij , β˜ij = βij , if 1 ≤ i ≤ p1 − 2, 1 ≤ j ≤ n,
The relationship among α˜p1−1,j, β˜p1−1,j, αp1−1,j, αp1,j, βp1−1,j, βp1,j is more involved. To ana-
lyze them, for any fixed 1 ≤ j ≤ p2 we define
x
(j)
1 = |{k : (uk → vk → uk+1) = ((p1 − 1)→ j → {p1 − 1, p1}c) or ({p1 − 1, p1}c → j → (p1 − 1))}| ,
x
(j)
2 = |{k : (uk → vk → uk+1) = (p1 → j → {p1 − 1, p1}c) or ({p1 − 1, p1}c → j → p1)}| ,
x
(j)
3 = |{k : (uk → vk → uk+1) = ((p1 − 1)→ j → (p1 − 1))}| ,
x
(j)
4 = |{k : (uk → vk → uk+1) = (p1 → j → p1)}| ,
x
(j)
5 = |{k : (uk → vk → uk+1) = ((p1 − 1)→ j → p1) or (p1 → j → (p1 − 1))}| .
Then by definitions, we have
αp1−1,j = x
(j)
1 + x
(j)
5 , αp1,j = x
(j)
2 + x
(j)
5 , α˜p1−1,j = x
(j)
1 + x
(j)
2 ;
βp1−1,j = x
(j)
3 , βp1,j = x
(j)
4 , β˜p1−1,j = x
(j)
3 + x
(j)
4 + x
(j)
5 .
We introduce the following Lemma before we proceed.
Lemma 10. Suppose Z1, Z2 are independent and symmetric distributed random variables.
Var(Z1) = Var(Z2) = 1, ‖Z1‖ψ2 , ‖Z2‖ψ2 ≤ κ. G is standard Gaussian distributed. For any
non-negative integers x1, . . . , x5, we have∣∣EZx1+x51 Zx2+x52 (Z21 − 1)x3(Z22 − 1)x4∣∣
≤ (Cκ)x1+x2+2(x3+x4+x5)EGx1+x2(G2 − 1)x3+x4+x5 .
(76)
Especially when Z1, Z2, G are all standard Gaussian,∣∣EZx1+x51 Zx2+x52 (Z21 − 1)x3(Z22 − 1)x4∣∣ ≤ EGx1+x2(G2 − 1)x3+x4+x5 . (77)
Proof. See Appendix.
By Lemma 10,∣∣∣E(G0)αp1−1,jp1−1,j ((G0)2p1−1,j − 1)βp1−1,j ∣∣∣ · ∣∣∣E(G0)αp1,jp1,j ((G0)2p1,j − 1)βp1,j ∣∣∣
=
∣∣∣∣E(G0)x(j)1 +x(j)5p1−1,j ((G0)2p1−1,j − 1)x(j)3
∣∣∣∣ ·
∣∣∣∣E(G0)x(j)2 +x(j)5p1,j ((G0)2p1,j − 1)x(j)4
∣∣∣∣
≤E(G˜0)x
(j)
1 +x
(j)
2
p1−1,j ((G˜0)
2
p1−1,j − 1)x
(j)
3 +x
(j)
4 +x
(j)
5 = E(G˜0)
α˜p1−1,j
p1−1,j ((G˜0)
2
p1−1,j − 1)β˜p1−1,j .
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Thus,
E
p1∏
i=1
p2∏
j=1
(G0)
αij
ij ((G0)
2
ij − 1)βij ≤ E
p1−1∏
i=1
p2∏
j=1
(G˜0)
α˜ij
ij ((G˜0)
2
ij − 1)β˜ij . (78)
This gives (75).
Step 4 Combining (74) and (75), we finally have
∑
uΩ∈{p1−1,p1}
E
q∏
k=1
σuk,vkσuk+1,vk
(
(G0)uk,vk(G0)uk+1,vk − 1{uk=uk+1}
)
=
∑
uΩ∈{p1−1,p1}
q∏
k=1
σuk,vkσuk+1,vk · E
q∏
k=1
(
(G0)uk ,vk(G0)uk+1,vk − 1{uk=uk+1}
)
(75)
≤
∑
uΩ∈{p1−1,p1}
q∏
k=1
σuk,vkσuk+1,vk · E
q∏
k=1
(
(G˜0)u˜k,vk(G˜0)u˜k+1,vk − 1{u˜k=u˜k+1}
)
(74)
≤ E
q∏
k=1
σ˜u˜k,vk σ˜u˜k+1,vk
(
(G˜0)u˜k ,vk(G˜0)u˜k+1,vk − 1{u˜k=u˜k+1}
)
,
which yields (72) and additionally finishes the proof of this lemma. 
Proof of Theorem 7. Denote σ2C =
∑
i σ
2
i , σ∗ = maxi σi, Z = [Z1, . . . , Zp2 ], and Sk = ZkZ
⊤
k −
EZkZ
⊤
k . Then
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ = E
∥∥∥∥∥
p2∑
k=1
Sk
∥∥∥∥∥ .
By the lower bound for expected norm of independent random matrices sum [29, Theorem I and
Section 1.3],
E‖ZZ⊤ − EZZ⊤‖ &
(∥∥∥∥∥E
p2∑
k=1
SkS
⊤
k
∥∥∥∥∥
)1/2
+ Emax
k
‖Sk‖. (79)
If Zij ∼ N(0, σ2i ) for any i ∈ [p1], j ∈ [p2]. Note that(
EZkZ
⊤
k ZkZ
⊤
k
)
ij
= EZik
p1∑
l=1
Z2lkZjk =
{
3σ4i + σ
2
i
(∑
l 6=i σ
2
l
)
, i = j;
0, i 6= j,
= diag
({2σ4i + σ2i σ2C}p1i=1)
(
EZkZ
⊤
k
)2
= diag(σ41 , . . . , σ
4
p1).
Thus, ∥∥∥∥∥E
p2∑
k=1
SkS
⊤
k
∥∥∥∥∥ =
∥∥∥∥∥
p2∑
k=1
E(ZkZ
⊤
k − EZkZ⊤k )(ZkZ⊤k − EZkZ⊤k )
∥∥∥∥∥
=
∥∥∥∥∥
p2∑
k=1
EZkZ
⊤
k ZkZ
⊤
k − (EZkZ⊤k )2
∥∥∥∥∥
=
∥∥diag ({σ2i σ2C + σ4i }p1i=1)∥∥ = σ4∗ + σ2∗σ2C .
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Meanwhile, let i∗ ∈ [p] such that suppose σ∗ = σi∗ , then
E‖Sk‖ = E
∥∥∥ZkZ⊤k − EZkZ⊤k ∥∥∥ ≥ E ∥∥∥ZkZ⊤k ∥∥∥− ∥∥∥EZkZ⊤k ∥∥∥ = σ2C − σ2∗;
E‖Sk‖ ≥ E‖(Sk)i∗i∗‖ = E
∣∣Z2i∗k − EZ2i∗k∣∣ ≥ cσ2∗ .
Combining the previous two inequalities, we have E‖Sk‖ ≥ cσ2C . Consequently,
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ (79)& σ2C +√p2σ∗σC . 
5.5 Proofs for Section 3.4
Proof of Lemma 5. Since the diagonal of ∆(ZZ⊤) is zero, we have the following expansion,
Etr
{(
∆(ZZ⊤)
)q}
=
∑
u1,...,u1∈[p1]
E
q∏
k=1
(
∆(ZZ⊤)
)
uk,uk+1
=
∑
u1,...,u1∈[p1]
v1,...vq∈[p2]
E
q∏
k=1
(
1{uk 6=uk+1}Zuk,vkZuk+1,vk
)
.
(80)
Again, the indices on u are in module q, i.e., u1 = uq+1. For a cycle c := (u1 → v1 → u2 → v2 →
. . .→ uq → vq → u1), recall the definition of αij(c):
αij(c) = Card {k : (uk = i, vk = j, uk+1 6= i) or (uk 6= i, vk = j, uk+1 = i)}
for any i ∈ [p1] and j ∈ [p2], which counts how many times edge i → j or j → i are visited. Now
the expansion in (80) can be further written as
Etr
{(
∆(ZZ⊤)
)q}
=
∑
c∈([p1]×[p2])q
(
q∏
k=1
1{uk 6=uk+1}
)
·

 ∏
(i,j)∈[p1]×[p2]
EZ
αij(c)
ij


=
∑
c∈([p1]×[p2])q
(
q∏
k=1
1{uk 6=uk+1}σuk,vkσuk+1,vk
)
·

 ∏
(i,j)∈[p1]×[p2]
EGαij(c)


=
∑
c∈([p1]×[p2])q
(
q∏
k=1
1{uk 6=uk+1}σ
2
vk
)
·

 ∏
(i,j)∈[p1]×[p2]
EGαij(c)

 .
(81)
We define mα(c) be the number of edges which appear α times in the cycle c:
mα(c) = Card {(i, j) ∈ [p1]× [p2] : |{k : uk or uk+1 = i, vk = j, }| = α}
Let s(c) be the shape of c, we have∏
(i,j)∈[p1]×[p2]
EGαij(c) =
∏
α≥0
EGmα(s(c)),
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where G ∼ N(0, 1). Next we define the following shape family:
Sp1,p2 :=
{
s(c) : m′α(c) = 0 for all odd α; and uk 6= uk+1 for all k = 1, . . . , q
}
.
Based on the notations above, one can check the expansion in (81) can be further simplified to
Etr
{(
∆(ZZ⊤)
)q}
=
∑
s0∈Sp1,p2
∑
c:s(c)=s0
(
q∏
k=1
σ2vk
)∏
α≥0
EGmα(s0)
=
∑
s0∈Sp1,p2
∏
α≥0
EGmα(s0)
∑
c:s(c)=s0
(
q∏
k=1
σ2vk
)
.
(82)
For a fixed shape s0 ∈ Sp1,p2, let mL(s0) (mR(s0)) be the number of distinct left (right) vertexes
visited by cycles with shape s0. Now we bound
∑
c:s(c)=s0
(∏q
k=1 σ
2
vk
)
via mL(s0) and mR(s0). To
this end, we first present three facts for any cycles with shape s0:
• Each visited edges must appear at least twice in the cycles;
• For each right vertex in the cycle, its predecessor and successor in left vertex set must be
different;
• The cycle is uniquely defined by specifying mL(s0) left vertexes and mR(s0) right vertexes;
moreover, the summation term is free of the index of the left visited vertexes.
These three observations, together with the assumption σ∗ = 1, yield the following bound:
∑
c:s(c)=s0
(
q∏
k=1
σ2vk
)
≤ p1(p1 − 1) · · · (p1 −mL(s0) + 1)

 n∑
j=1
σ4j

mR(s0) . (83)
Next we make comparison between Etr
{(
∆(ZZ⊤)
)q}
and Etr
{(
∆(HH⊤)
)q}
, where H is a p1-by-
m random matrix with i.i.d. standard Gaussian entries. Similar, as above, we have
Etr
{(
∆(HH⊤)
)q}
=
∑
s0∈Sp1,p2
∏
α≥0
EGmα(s0)
∑
c:s(c)=s0
|{c : s(c) = s0}| .
Setting m = ⌈∑p2j=1 σ4j ⌉+ q − 1, we have
|{c : s(c) = s0}| = p1(p1 − 1) · · · (p1 −mL(s0) + 1)m(m− 1) · · · (m−mR(s0) + 1)
≥ p1(p1 − 1) · · · (p1 −mL(s0) + 1)(m−mR(s0) + 1)mR(s0)
≥ p1(p1 − 1) · · · (p1 −mL(s0) + 1)

 n∑
j=1
σ4j

mR(s0) .
(84)
Combining (83) and (84), we finish the proof.
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Proof of Theorem 9. Denote σ2R =
∑
j σ
2
j , σ∗ = maxi σi. We use the general lower bound for
expected norm of independent random matrices sum [29, Theorem I and Section 1.3] as we did in
the proof of Theorem 7. Since Zij ∼ N(0, σ2j ), for any k ∈ [p2],
(
EZkZ
⊤
k ZkZ
⊤
k
)
ij
= EZik
p1∑
l=1
Z2lkZjk =
{
3σ4k + (p1 − 1)σ4k, i = j;
0, i 6= j, = diag
({(p1 + 2)σ2k}p1i=1)(
EZkZ
⊤
k
)2
= σ4kIp1 .
Thus,∥∥∥∥∥E
p2∑
k=1
SkS
⊤
k
∥∥∥∥∥ =
∥∥∥∥∥
p2∑
k=1
EZkZ
⊤
k ZkZ
⊤
k − (EZkZ⊤k )2
∥∥∥∥∥ =
∥∥∥∥∥(p1 + 1)
(
p2∑
k=1
σ4k
)
Ip1
∥∥∥∥∥ ≥ p1
p2∑
k=1
σ4k.
On the other hand,
Emax
k
‖Sk‖ ≥ max
k
E ‖Sk‖ ≥ max
k
{
E
∥∥∥ZkZ⊤k ∥∥∥− ∥∥∥EZkZ⊤k ∥∥∥} = (p1 − 1)σ2∗ .
Combining the previous two inequalities and (79) in the proof of Theorem 7, we obtain
E
∥∥∥ZZ⊤ − EZZ⊤∥∥∥ (79)&
√√√√p1 p2∑
k=1
σ2k + p1σ
2
∗ .
5.6 Proofs for heteroskedastic clustering
Proof of Theorem 10. We first introduce following three lemmas.
Lemma 11. For any x ∈ {−1,+1}n and z ∈ R with ‖z‖2 = 1 we have
d(x, sgn(z)) ≤ n
∥∥∥∥ x√n − z
∥∥∥∥2
2
.
Here d represents the Hamming distance: d(x, z) =
∑n
i=1 1{xi 6=yi}.
Proof. See [21]. 
Lemma 12. Assume that Z ∈ Rp1×p2 has independent sub-Gaussian entries, Var(Zij) = σ2ij,
σ2C = maxj
∑
i σ
2
ij , σ
2
R = maxi
∑
j σ
2
ij , σ
2∗ = maxi,j σ2ij. Assume that ‖Zij/σij‖ψ2 ≤ κ. Let V ∈ Op2,r
be a fixed orthogonal matrix. Then,
P (‖EV ‖ ≥ 2(σC + x)) ≤ 2 exp
(
5r −min
{
x4
κ4σ2∗σ2C
,
x2
κ2σ2∗
})
,
E ‖EV ‖ . σC + κr1/4(σ∗σC)1/2 + κr1/2σ∗.
Proof. See [36, Lemma 3].
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Lemma 13 (Davis-Kahan). Let A be an n-by-n symmetric matrix with eigenvalues |λ1| ≥ |λ2| ≥
· · · , with |λk|− |λk+1| ≥ 2δ. Let B be a symmetric matrix such that ‖B‖ < δ. Let Ak and (A+B)k
be the spaces spanned by the top k eigenvectors of the respective matrices. Then∥∥∥Ik −A⊤k (A+B)k∥∥∥ ≤ ‖B‖δ .
Proof. See [13].
Now we are ready for the proof. Recall that Y = X + Z, we can write
Y Y ⊤ = XX⊤ +XZ⊤ +X⊤ + ZZ⊤
= XX⊤ +XZ⊤ + ZX⊤ +
(
ZZ⊤ − EZZ⊤
)
+ EZZ⊤.
(85)
Since EZZ⊤ =
(∑p
j=1 σ
2
j
)
I, the leading eigenvector of Y ⊤Y (i.e., vˆ) is the same as that of
XX⊤ +XZ⊤ + ZX⊤ +
(
ZZ⊤ − EZZ⊤
)
.
Since 1√
n
l is the leading eigenvector of X⊤X, it follows that
EM(l, lˆ) Lemma 11≤ Emin±
∥∥∥∥ 1√nl ± lˆ
∥∥∥∥2
2
Lemma 13≤ E
∥∥XZ⊤ + ZX⊤ + ZZ⊤ − EZZ⊤∥∥
n ‖µ‖22
≤ 2E
∥∥ZX⊤∥∥+ E ∥∥Z⊤Z − EZ⊤Z∥∥
n ‖µ‖22
Lemma 12
.
n ‖µ‖2 σ∗ + E
∥∥Z⊤Z − EZ⊤Z∥∥
n ‖µ‖22
Theorem 8
.
n ‖µ‖σ∗ +
√
n
∑p
i=1 σ
4
i + nσ
2∗
n ‖µ‖22
.
Proof of Theorem 11. We only need to prove the lower bound under the following two situations:
• when λ ≤ c1σ∗, there exists {σi}pi=1 such that maxi σi ≤ σ∗,
∑
i σ
4
i ≤ σ˜4 and the lower bound
holds;
• when λ ≤ c2σ˜/n1/4, there exists {σi}pi=1 such that maxi σi ≤ σ∗,
∑
i σ
4
i ≤ σ˜4 and the lower
bound holds.
We start with the first case. We specify σ1 = σ∗ and take σ2, . . . , σp to be arbitrary values that
satisfy the constraint of Pλ,l(σ∗, σ˜). Consider the metric space {−1, 1}n with the metric
M(l(1), l(2)) = 1
n
min
{∣∣∣i : l(1)i 6= l(2)i ∣∣∣ , ∣∣∣i : l(i)i 6= −l(2)i ∣∣∣} ,
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By [35, Lemma 4], when n ≥ 6, we can find some constant c0, such that there exists a subset
{l(1), . . . , l(N)} ⊂ {−1, 1}n satisfying
M(l(i1), l(i2)) ≥ 1/3, ∀1 ≤ i1 < i2 ≤ N
and N ≥ exp(c0n). Let Y (i) = µ
(
l(i)
)⊤
+Z ∈ Rp×n, where Zij ind∼ N(0, σ2i ). Let µ = [λ, 0, · · · , 0]⊤,
then the KL-divergence between Y (ii) and Y (i2) for i1 6= i2 is
DKL(Y
(i1)|Y (i2)) = 1
2
p∑
j=1
σ−2j µ
2
j
∥∥∥l(i1) − l(i2)∥∥∥2
2
≤ 4nΣpj=1σ−2j µ2j = 4nσ−21 λ2 = 4nλ2/σ2∗ . (86)
By the generalized Fano’s lemma, we have
inf
lˆ
sup
Pl,λ(σ∗,σ˜)
EM(l, lˆ) ≥ 1
3
(
1− 4nλ
2/σ2∗ + log 2
c0n
)
≥ 1
4
.
In the last inequality we use the assumption that λ ≤ c1σ2∗ for some sufficiently small constant c1.
Now we consider the second situation. We specify σ41 = σ
4
2 = . . . = σ
4
p =
σ˜4
p . When the variance
structure reduces to a homoskedastic structure, we have the following lower bound result which is
already established.
Lemma 14. Suppose σ21 = · · · = σ2p = 1, there exists c2, C such that if n ≥ C,
inf
lˆ
sup
‖µ‖2≤c2(p/n)1/4
l∈{−1,1}n
EM(lˆ, l) ≥ 1/4.
Proof. See [11, Theorem 6].
Based on Lemma 14 and homoskedasticity of µ and σ, if we set λ < c2σ˜
p1/4
· ( pn)1/4 = c2σ˜/n1/4 in
our setting, we obtain
inf
lˆ
sup
Pl,λ(σ∗,σ˜)
EM(l, lˆ) ≥ 1/4.
This finishes the proof.
A Proofs of technical lemmas
We collect the proofs of Lemma 7, 8, and 10 in this section.
Proof of Lemma 7. We first consider the proof of (60). Note that if G ∼ N(0, 1),
EGd =
{
(d− 1)!!, d ≥ 0, and d is even;
0, d ≥ 0, and d is odd.
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In addition, (−1)!! = 1, (−3)!! = −1. When α is odd, only odd moments of G appear in the
expansion of Gα(G2 − 1)β , then clearly EGα(G2 − 1)β = 0. When α is even and α+ 2β ≥ 4,
EGα(G2 − 1)β =
β∑
j=0
EGα+2β−2j(−1)j
(
β
j
)
=
β∑
j=0
(−1)j(α+ 2β − 2j − 1)!! · β!
(β − j)!j!
≥
∑
0≤j≤β
j is even
{
(α+ 2β − 2j − 1)!!β!
(β − j)!j! −
(α+ 2β − 2(j + 1)− 1)!!β!
(β − j − 1)!(j + 1)!
}
=
∑
0≤j≤β
j is even
(α+ 2β − 2j − 3)!!β!
(β − j)!(j + 1)! · {(α+ 2β − 2j − 1)(j + 1)− (β − j)}
• If j = β,
(α+ 2β − 2j − 3)!!β!
(β − j)!(j + 1)! · {(α+ 2β − 2j − 1)(j + 1)− (β − j)}
=
(α+ 2β − 2j − 3)!!β!
(β − j)!(j + 1)! · (α + 2β − 2j − 1)(j + 1) ≥ 0;
• If β − 1 ≥ j ≥ β−12 ,
(α+ 2β − 2j − 1)(j + 1) ≥ (α + 2β − 2(β − 1)− 1)
(
β − 1
2
+ 1
)
≥ β + 1
2
≥ β − j;
• if 0 ≤ j < β−12 ,
(α+ 2β − 2j − 1)(j + 1) ≥ α+ 2β − (β − 1)− 1 ≥ β − j.
Thus, we always have
(α+ 2β − 2j − 3)!!β!
(β − j)!(j + 1)! · {(α+ 2β − 2j − 1)(j + 1)− (β − j)} ≥ 0, ∀0 ≤ j ≤ β, j is even,
and
EGα(G2 − 1)β ≥
0∑
j=0
(α+ 2β − 2j − 3)!!β!
(β − j)!(j + 1)! · {(α+ 2β − 2j − 1)(j + 1)− (β − j)}
=(α+ 2β − 3)!! · (α + β − 1),
which has finished the proof of (60).
Next we consider the upper bound of EGα(G2 − 1)β .
EGα(G2 − 1)β =
β∑
j=0
EGα+2β−2j(−1)j
(
β
j
)
=
β∑
j=0
(−1)j(α+ 2β − 2j − 1)!! · β!
(β − j)!j!
≤(α+ 2β − 1)!!−
∑
0≤j≤β
j is odd
{
(α+ 2β − 2j − 1)!!β!
(β − j)!j! −
(α+ 2β − 2(j + 1)− 1)!!β!
(β − j − 1)!(j + 1)!
}
=(α+ 2β − 1)!!−
∑
0≤j≤β
j is odd
(α+ 2β − 2j − 3)!!β!
(β − j)!(j + 1)! · {(α+ 2β − 2j − 1)(j + 1)− (β − j)}
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Similarly as the previous argument, we can show for any odd 1 ≤ j ≤ β,
(α+ 2β − 2j − 3)!!β!
(β − j)!(j + 1)! · {(α+ 2β − 2j − 1)(j + 1)− (β − j)} ≥ 0,
thus,
EGα(G2 − 1)β ≤ (α+ 2β − 1)!!.
Then we consider the proof of sub-Gaussian case (62). When α is odd, the statement clearly
holds as Zα(Z2 − 1)β has symmetric distribution then EZα(Z2 − 1)β = 0. When α is even, since
Z2 ≥ 0, we must have |Z2 − 1| = max{Z2 − 1, 1− Z2} ≤ Z2 ∨ 1, thus∣∣∣EZα(Z2 − 1)β∣∣∣ ≤ ∣∣∣EZα(Z2 − 1)β1{|Z|≤1} + EZα(Z2 − 1)β1{|Z|>1}∣∣∣
≤1 + EZα|Z2|β = E|Z|α+2β + 1.
Since EZ2 = 1, we have κ ≥ 1/√2. Thus,
E|Z|α+2β + 1 ≤ (κ+ 1)α+2β(α+ 2β)(α+2β)/2 ≤ (3κ)α+2β(α+ 2β)(α+2β)/2.
It is easy to see (62) holds when α+ 2β ≤ 2.
When α+ 2β ≥ 4, by the relationship between double factorial and Gamma function1 and the
lower bound of Gamma function [6], we have
(α + 2β − 3)!!(α + β − 1) = 2
α/2+β−1
√
π
Γ
(
α
2
+ β − 1 + 1
2
)
(α+ β − 1)
≥2
α/2+β−1(α+ β − 1)√
π
·
√
2πxxe−x
(
x2 + x/3 + 0.04
)1/4
≥C−(α+2β) · (α+ 2β)(α+2β)/2 = (Cκ)α+2β(α+ 2β)(α+2β)/2 ≥ EZα(Z2 − 1)β .
Here, x = α+2β−32 .
Proof of Lemma 8. Firstly we have
EFαij(F
2
ij − 1)β =
β∑
j=0
EFα+2β−2jij (−1)j
(
β
j
)
=
1√
π
β∑
j=0
(−1)j β!
(β − j)!j! (xj − 1)!! · 2
(b−1)xj
2 Γ
(
(b− 1)xj + 1
2
)
≥ 1√
π
∑
j≤β
j is even
{
β!
(β − j)!j! (xj − 1)!! · 2
(b−1)xj
2 Γ
(
(b− 1)xj + 1
2
)
− β!
(β − j − 1)!(j + 1)! (xj − 3)!!2
(b−1)(xj−2)
2 Γ
(
(b− 1)(xj − 2) + 1
2
)}
≥ 1√
π
∑
j≤β
j is even
β!
(β − j)!(j + 1)! (xj − 3)!!2
(b−1)(xj−2)
2 Γ
(
(b− 1)(xj − 2) + 1
2
)
· [(j + 1)(xj − 1)− (β − j)] ,
1See https://en.wikipedia.org/wiki/Double_factorial
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where xj := α + 2β − 2j and the last inequality comes from the strictly increasing property of
Gamma function. By the proof of Lemma 7, we know
β!
(β − j)!(j + 1)! (xj − 3)!! · ((j + 1)(xj − 1)− (β − j)) ≥ 0.
Thus,
EFαij(F
2
ij − 1)β ≥
α+ β − 1√
π
(α+ 2β − 3)!! · 2 (b−1)(α+2β−2)2 Γ
(
(b− 1)(α + 2β − 2) + 1
2
)
=
1
π
2
b(α+2β−2)
2 Γ
(
α+ 2β − 1
2
)
Γ
(
(b− 1)(α+ 2β − 2) + 1
2
)
.
When α+ 2β ≥
(
2 + 3b−1
)
∨ 5, by the lower bound of Gamma function [6], we further have
EFαij(F
2
ij − 1)β ≥ 2 · 2
b(α+2β−2)
2 xxe−x
(
x2 +
x
3
+ 0.04
)1/4
yye−y
(
y2 +
y
3
+ 0.04
)1/4
≥ (cb)α+2β · (α+ 2β)(α+2β)/2 · ((b− 1)(α + 2β))(b−1)(α+2β)/2
≥ (c′b)α+2β · (α+ 2β)b(α+2β)/2 ,
where x = α+2β−32 , y =
(b−1)(α+2β−2)−1
2 and cb > 0 is some constant that only depends on b.
When 2 ≤ α+ 2β <
(
2 + 3b−1
)
∨ 5, we can find another universal constant c′′b such that
1
π
2
b(α+2β−2)
2 Γ
(
α+ 2β − 1
2
)
Γ
(
(b− 1)(α + 2β − 2) + 1
2
)
≥ (c′′b )α+2β · (α + 2β)b(α+2β)/2 .
In conclusion, we proved that
EFαij(F
2
ij − 1)β ≥ (Cbκ)α+2β · EEαij(E2ij − 1)β
for any α, β ≥ 0. Thus (64) is proved.
Proof of Lemma 10. If either (x1, x3, x5) = (0, 0, 0) or (x2, x4, x5) = (0, 0, 0), the statement (76)
immediately follows from the proof of Lemma 7 and the statement of (77) becomes identity; if
either x1 + x5 or x2 + x5 is odd, the left hand side of (76) (77) are zero since Z1 and Z2 are
symmetric distributed and independent. Meanwhile, the right hand side of (76) is non-negative
(Lemma 7), thus (76) holds if either x1 + x5 or x2 + x5 is odd. When (x1, x3, x5) = (0, 1, 0) (or
(x2, x4, x5) = (0, 1, 0)), by similar arguments one can show (76) holds.
Thus we only need to prove the inequality when both x1 + x5 and x2 + x5 are even, and
x1 + x5 + x3 ≥ 2, and x2 + x5 + x4 ≥ 2.
By Lemma 7, we have∣∣EZx1+x51 Zx2+x52 (Z21 − 1)x3(Z22 − 1)x4∣∣
=
∣∣(EZx1+x51 (Z21 − 1)x3) · (EZx2+x52 (Z22 − 1)x4)∣∣
≤ (Cκ)x1+x2+2(x3+x4+x5) ·
∣∣(EGx1+x5(G2 − 1)x3) · (EGx2+x5(G2 − 1)x4)∣∣
≤(Cκ)x1+x2+2(x3+x4+x5) · (x1 + x5 + 2x3 − 1)!! · (x2 + x5 + 2x4 − 1)!!.
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Since for any odd positive integers x, y, x!! · y!! ≤ (x+ y − 1)!!, we have
(x1 + x5 + 2x3 − 1)!! · (x2 + x5 + 2x4 − 1)!! ≤ (x1 + x2 + 2(x3 + x4 + x5)− 3)!!
Therefore, ∣∣EZx1+x51 Zx2+x52 (Z21 − 1)x3(Z22 − 1)x4∣∣
≤(Cκ)x1+x2+2(x3+x4+x5) · (x1 + x2 + 2(x3 + x4 + x5)− 3)!! · (x1 + x2 + x3 + x4 + x5)
Lemma 7≤ (Cκ)x1+x2+2(x3+x4+x5) · E(G2 − 1)x3+x4+x5Gx1+x2 ,
which has finished the proof of (76).
If Z1, Z2, G are standard Gaussian, by Lemma 7,∣∣EZx11 Zx22 (Z21 − 1)x3(Z22 − 1)x4(Z1Z2)x5∣∣
=
∣∣(EZx1+x51 (Z21 − 1)x3)∣∣ · ∣∣(EZx2+x52 (Z22 − 1)x4)∣∣
≤(x1 + x5 + 2x3 − 1)!! · (x2 + x5 + 2x4 − 1)!!
≤ (x1 + x2 + 2(x3 + x4 + x5)− 3)!! · (x1 + x2 + x3 + x4 + x5)
Lemma 7≤ EGx1+x2(G2 − 1)x3+x4+x5 ,
which has finished the proof of (77).
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