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Abstract 
A huge body of literature has been pubhshed on the use of second order statistics in 
signal processing, mainly through the study of the power spectrum. This is a sensible 
way to analyse signals since all non-trivial signals possess variance and the second order 
statistics are simple to calculate. A relatively small amount has been published on the 
use of higher order statistics and most of this has been produced in the last decade. There 
are two main reasons for the current surge in interest in the higher order statistics. The 
first is that the higher order statistics contain information not present in the second order 
statistics and as a relatively new field there is much to be discovered. The second is that 
with the availability of powerful computers the effort involved in calculating higher order 
statistics has been reduced to the level where the rewards justify it. 
The family of higher order spectra is presented and various problems are examined 
with reference to the properties of these spectra (more specifically, the second and third-
members of the polyspectra family, the bispectrum and trispectrum). 
The use of the bispectrum is examined to assist the detection of continuous unknown 
signals in noise. Methods for making full use of the third order statistics of the signal are 
examined and their potential assessed. In the case of ship noise hidden in ambient sea 
noise, it was found that although the ship noise possesses significant levels of skewness it 
is not present at a high enough level to appreciably improve detection. 
Various aspects of the bispectrum are investigated and complete expressions for the 
variance and covariance of the bispectral estimate are derived. New tests for stationarity 
of the sampled and continuous signal are presented. 
Fault is found with the use of the hnear model to simulate samples from non-Gaussian 
continuous stationary signals. The effects of bandlimiting on the third and fourth order 
statistics of signals is examined. 
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Chapter 1 
Introduction 
This thesis is a general study investigating the use of higher order statistics, with a special 
interest in the use of higher order spectra in the problem of detecting signals in noise. 
The primary motivation is to improve the chances of detection of unknown continuous 
signals in Gaussian noise and thereby to improve the performance of passive sonar. 
A very useful framework for studying higher order statistics is provided by higher order 
spectra. Higher order spectra provide an operational calculus for studying non-Gaussian 
processes and nonlinear systems - no real signal is completely Gaussian or linear. The 
higher order spectra are useful for both theoretical and practical studies and the defini-
tions and techniques are applicable to many data types. 
Higher order spectra have been put to a wide variety of uses, including: parameter 
estimation, system identification, studies of ergodicity and mixing, nonlinear analysis, 
investigation of non-Gaussian processes, studies of source and/or transmission medium, 
"removal" of Gaussian noise, phase estimation of linear processes, asymptotic approxima-
tion, energy transfer, tests for linearity, detection and classification. 
It is well-known that the power spectrum contains only part of the information in the 
original signal, since it does not contain any phase information. The power spectrum is 
associated with the second order statistics of the signal and describes the distribution 
of variance with frequency. The bispectrum is the third order analogue of the power 
spectrum and describes the distribution of skewness with frequency. In chapter 4 various 
bispectral tests are discussed and developed to test for Gaussianity, linearity and station-
arity. In chapter 8 the results of applying these tests to real data are presented. 
Much of the work presented here is concerned with describing and explaining the be-
haviour of higher order spectra (the bispectrum and trispectrum in particular). Various 
apects of the bispectrum, such as the variance and covariance of its estimates, are investi-
gated in detail. Not much effort has been expended on developing algorithms for using the 
bispectrum; a large body of literature exists on this subject and without improving the 
fundamental understanding of the bispectrum there is not much scope for improvement 
of these techniques. 
Taking a step back from the field of competing signal processing algorithms has al-
lowed some more interesting questions to be addressed. It is shown in chapter 7 that 
whilst the higher order methods can overcome certain difficulties that arise when using 
second order techniques^these benefits are lost at low signal-to-noise levels where the 
higher order information is swamped by the second order content of the noise. In chapter 
5 it is shown that the commonly used linear model is not a good method for simulating 
samples from real continuous stationary signals. The linear model is widely used to pro-
duce simulations and its use has been carried into higher order work as the field opens 
up. The fact that it is widely misused, and the insights gained through understanding 
why this is, are probably the most significant contributions made in this thesis. 
The effect of bandlimiting on third and fourth order statistics are examined in chapter 
6. This topic had been studied to some degree in the last decade^^ but it is not until the 
problem is viewed in the light of understanding gained from the study of the bispectrum 
and trispectrum that a clear and simple interpretation is obtained. 
In this work the following conventions are adopted; in a discrete signal { Xt }, t 
takes integer values and the Nyquist frequency is taken to be 1. The discrete Fourier 
transform is used extensively and is abbreviated by DFT. The form of the DFT used is, 
unless otherwise stated, 
Xu — ;v ^t=-N/2+l ' 
N being the block length. 
Recent research on higher order statistics 
The vast majority of published work on higher order statistics concerns the study 
of the topic through the use of higher order spectra. The vast majority of papers on 
higher order spectra concentrate on the bispectrum. 
Typically most papers dealing with the bispectrum or its applications are interested 
in how one estimates the bispectrum from a sampled subset of the underlying random 
process^®'^ '®'^ . Having obtained a "good" estimate of the bispectrum the next question 
is what can be learned about the properties of the signal from the estimate of its bis-
pectrum. Much has been published on the subject of time delay estimation using higher 
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order statistics^'^'®'^. In the signal processing literature the main effort seems to focus on 
the study of ever more comphcated ARM A models and the insight into them provided by 
the bispectrum^°~^^. There has been much interest in the ability to reconstruct a non-
minimum transfer function from output measurements using any higher-order spectra^'^. 
Non-minimum phase estimation is of primary importance in deconvolution problems. 
This sort of problem arises in the fields of geophysics^®'^ ®, telecommunications^^'^® and 
in any other problems in which the wavelet shape must have the correct phase character. 
Polyspectra preserve non-minimum phase information and much has been written on ex-
ploiting this information^ 
Another area where higher order spectra (HOS) have been put to good use is in the 
analysis of nonlinearities. The introduction of HOS is quite natural when trying to anal-
yse the nonlinearity of a system operating under a random input. HOS could play a key 
role in detecting and characterising the type of nonhnearity in a system from its output 
data^s,21-27 
The development of cumulants and polyspectra has paralleled the earlier development 
of second order statistics through the autocorrelation function and power spectrum. The 
interest in polyspectral analysis has split into two areas of study in the same way that 
power spectral analysis did; these areas being parametric and nonparametric polyspectral 
methods. The W:Lr methods suffer from the same problems that beset nonparametric 
power spectral methods, namely, high variances and low resolution. In fact they suffer 
these problems to an even greater degree than second order methods. The parametric 
method is to estimate the parameters of an assumed data generating model. The model 
will almost always be a sub-class of the autoregressive moving average model (ARMA). 
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Once the model parameters are estimated the polyspectrum can be c a l c u l a t e d ^ T h e 
drawback with this method is that the information available in the polyspectrum is shack-
led by the model assumed. 
One of the main problems with higher-order statistics is that larger data sets are 
needed in order to reduce the variance associated with estimating higher-order statistics 
from real data using sample-averaging techniques. 
Overviews of the subject abound^®"^ 
12 
s t a t e m e n t of original work 
In chapter 3 the expression for the joint cumulant of a linear stochastic series and the 
proof of this expression are original work. The expression for the variance of the bispectral 
estimate and its proof are original; so are the expressions for the covariance. 
In chapter 4 the idea of using the bispectrum for testing for stationarity is originaP^ 
although it has been developed independently and more extensively by Dalle Molle & 
Hinich^^. The concept of testing for the stationarity of the signal from which the series 
was sampled by use of the outer triangle of the bispectrum and testing the stationarity 
of the series itself using the off-manifold points was jointly developed with A.T.Parsons. 
The single measures described in this chapter are original and are published in Parsons 
& Williams 
The work done on multiple transmission paths and the effects of modulation on the 
bispectrum are original. 
In chapter 5, the work on the Hmitations of the Unear model is original and was devel-
oped with A.T.Parsons; it has been accepted for publication (see Parsons & Williams^'®). 
In chapter 6, the section on the effect of bandlimiting on skewness is original. The sec-
tion on the effect of bandlimiting on kurtosis and the use of this to clarify the conditions 
on the use of maximum kurtosis phase shifting techniques was carried out in collaboration 
with A.T.Walden. 
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Chapter 2 
Introductory Statistics 
2.1 Moments and Cumulants 
A complete description of moments and cumulants should begin with a clear defi-
nition of what is meant by "random variable". First a vocabulary is developed so that 
the definition of a random variable can be expressed concisely and clearly. 
Consider an experiment E specified by the space T, the field 0 of subsets of T called 
events, and the probabiHty P assigned to these events. Let every outcome ^ of this exper-
iment be assigned a number x(f) . This function x has a range which is a set of numbers 
and a domain which is the set T. The symbol x indicates the rule of correspondence 
between any element of T and the number assigned to it and the symbol x({) indicates 
the number assigned to a specific outcome (f). The notation { x < a } is used to indicate 
the set consisting of all outcomes ^ such that, 
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x ( 0 < a. (2.1.1) 
{ X < a } is described as an event if it is a subset of T and belongs to the probability 
field 0 . 
The definition of a random variable can now be given as follows: 
A real random variable x is a real function whose domain is the space T and of which the 
following is true: 
1. The set { X < a } is an event for any real number a. 
2. The probability of the events { x = + oo } and { x = - oo } is zero. 
If the value of x is not a mere number but a function of time t then x is a stochastic 
process. Any particular set of values of x obtained over the period —oo < t < +oo is 
known as a reahsation. The set of all possible realisations is known as the ensemble. For 
simpHcity in the following work the notation x(t) will be used in place of x(t,<^). 
A random variable x(i) has a frequency function f(z(^)) which gives the relative fre-
quencies of the possible values of x. When deahng with continuous random variables the 
distribution function, F(z) , is a more useful concept, 
dF = f{x)dx (2.1.2) 
The distribution function F(x) is sometimes called the cumulative distribution func-
tion. The characteristic function or moment generating function can be defined in terms 
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of the distribution function, as shown below, 
<^ (<) = (2.1.3) 
J—OO 
and can also be written as, 
m = E{c"% (2.1.4) 
where the E is the expectation over realisations. 
If the characteristic function < (^t) is expanded in a Taylor series around t=0 then the 
coefficient of is n-th order moment of x. The n-th order moment fin is also given by, 
fin = £'(x"). (2.1.5) 
The n-th order central moment is given by. 
f^ 'n = E{{x - fli)''). (2.1.6) 
The log o{ <f){t) is known as the cumulant generating function. The n-th order cumu-
lant is the coefficient of in the Taylor series expansion of the log of the characteristic 
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function around t=0. An alternative, equivalent definition of the cumulants fci, ^2 , . . . , 
is given in terms of moments by the identity in t^ ® 
e (E~, = V (2.1.7) 
By taking the log of both sides, expanding the logarithm and then equating powers of 
a formula for the n-th order cumulant in terms of the n-th and lower order moments can 
be obtained, 
'ffpis-ym ( -1)^ HP - 1)! 
Pl! Pm- 'K\\...'Kjn. 
where the second summation extends over all non-negative TT'S and P's, subject to 
PiTTi + . . . + = n, (2.1.9) 
%! + . . . 4- = p. (2.1.10) 
The definitions of cumulants presented here seem rather complicated and difficult to 
use but in practice cumulants are quite easily understood. The first three cumulants 
2^ 1 ^3 of a zero mean random variable are equal to the moments of the same order. These 
three and the next few cumulants are all that are likely to be used. The next few cu-
mulants are defined as simple combinations of the moments of order up to and including 
that of the cumulant being defined. The moments of a random variable are useful since 
they give a simple measure of various aspects of the shape of the frequency function and 
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are easily calculated. An advantage of cumulants over moments is that cumulants have 
better independence properties than moments. Moments contain information about lower 
order statistics, whereas cumulants are constructed in such a way that the dependence on 
lower order statistics is removed. It is meaningful to set all cumulants of a process above 
second order to zero (a random process whose frequency distribution function takes the 
form of a Gaussian has this property for example); however, moments above a certain 
order cannot all be set to zero as (for example) the even ordered ones contain information 
on the variance of the process. It is interesting to note that any non-Gaussian process has 
an infinite number of non-zero cumulants so that extra information is contained in some 
of the higher order cumulants of any such process. 
Another reason for using cumulants instead of moments is given by Brillinger^®. He 
first shows that if the moments and cumulants are distinct then either but not both of 
their Fourier transforms (see section 3 on Higher Order Spectra) can be proper func-
tions (i.e they are mathematically well-behaved and do not require the use of Dirac delta 
functions). He then shows that if the process in question is ergodic (see section 2.2 on 
Stationarity), that it is the transforms of the cumulants that are proper functions. 
The first six cumulants are given in terms of central moments below, with the first 
order moment set to zero. 
ki = Hi = 0 (2.1.11) 
h = fi'2 (2.1.12) 
ks = (2.1.13) 
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4^ = ~ 3/^ 2^  (2.1.14) 
5^ — /^ 5 10^ /3/^ 2 (2.1.15) 
^6 — A'e ~ 15/^ 4/^ 2 — 10^^ + 30/^ 2^  (2.1.16) 
When dealing with a stochastic process i ( t ) it is possible for the values of the pro-
cess at one set of times {ta^  ,<02,..., ta^) to depend on the values at another set of times 
(^ 61)^ 62' • • •, 4m)' A process in which this is never true is called a strictly white process. 
Such a process is completely described by the frequency function of the variable x at any 
single value of t. For a strictly white process the following holds, 
E(Z(<.J':: . . . = E(z(f.J'::) . . . (2.1.17) 
for any set a of values of t and any values of Cj . . . Cm- A process which is not strictly 
white is described by a joint characteristic function, 
<l>{i) = E(e"*), (2.1.18) 
where x is the vector . . . , x{ti)) and t is (Zi , . . . , <f). 
The joint moment of (z(<i)"^, z(<2)"',. :c(Zf)"<) is the coefficient of 2"(<r • • • • • • "^0 
in the Taylor series expansion of with n = n j + . . . + n^. The joint cumulant of 
(z(<i)"i, z(<2)"z,..., %(</)"^) is the coefficient of z"(<i^ . . . ^" ' ) / (n i ! . . . n^!) in the Taylor 
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series expansion of log Thus, 
where the joint partial derivative is evaluated at t =0. 
The f- th order joint cumulant may be expressed in terms of the &th order joint mo-
ment and joint moments of lower order. Likewise the £-th order joint moment may be 
expressed in terms of the &th order joint cumulant and joint cumulants of lower order: 
k{x{ti),x{t2),... ,x{te)) = 5Z(-1) ' ' ^{p- (2.1.20) 
where , . . . , z/p is a partition of (1 ,2 , . . . ,^) and the summation is over all such partitions. 
E{x{ti)x{t2)... x{t()) == ]>] Dt,; . . . (2.1.21) 
where 2^1,..., z/p is a partition of (1 ,2 , . . . ,^) and the summation is over all partitions, 
= k{xai , . . . , Xa„) where Qj are the elements of i/j. 
The first four joint cumulants are given in terms of joint moments below; it is clear that 
for a zero mean process the first three joint cumulants and joint moments are identical. 
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In the following equations the subscript notation with the t dropped has been introduced 
to simplify the equations. 
k{xi) = E{xi) (2.1.22) 
k{xi,x2) = E{xiX2) - E{XI)E{X2) (2.1.23) 
k(xi, xa, zs) = E{xiX2X3) 
- E{XI)E{X2X3) - E{X2)E{XIX3) - E{x3)E{x2Xi) + 2E{xi)E{x2)E{x3) (2.1.24) 
k(Xi,X2.X3,X4) = E{XiX2X3Xi) 
- {E(X1)E(Z2T3Z4) + E{x2)E{XiX3Xi) + . . . } - {E{XiX2)E{X3XA) + E{xiXz)E{x2Xi) + . . .} 
+ 2{E{X{)E{X2)E{xzX4) + . . . } - %E[X])E{X2)E{X3)E{X4) (2.1.25) 
Some simple properties of cumulants follow from their definition: 
(i) k (a iT i , . . . , atxe) = ( o i . . . Of)k(a:i,..., xt) for Ci , . . . at constants. 
(ii) If a nontrivial proper subgroup of the x's are independent of the remaining x's then 
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k(zi, . . . , x i ) = 0. 
(iii) k(z i , . . . , z / ) is symmetrical in its arguments. 
(iv) k(xi + b,. ..,Xi) = k ( z i , . . . , x^), where b is a constant. 
(v) k(xi + c , . . . , = k ( x i , . . . , Xf)+k(c,Z2,.. x^), where c is a random variable. 
(vi) If the random variables ( x j , . . . , x^) and ( j / i , . . . , yi) are independent, then 
k(xi + X/ + %/,) =k(x i , . . . ,x f )+k(? / i , . . . ,y£) . 
In later chapters of this work there will be mention of the Fourier transform of the 
n-th order joint cumulant of a process x(t). This is a common procedure at lower order, 
the power spectrum being defined as the Fourier transform of the autocorrelation (joint 
second order cumulant). 
2.2 Stationarity 
An infinite variety of random processes could in principle be constructed. In this sec-
tion various restricted, though still infinite, classes are defined and discussed. One of 
the most common restrictions discussed is that of stationarity, partly because it greatly 
simphfies the mathematics and partly because the assumption of stationarity gives a good 
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approximation to the truth in many cases, at least for short time durations. 
A stochastic process is called strictly stationary if the n-th order joint frequency func-
tion f{x{ti),x{t2),.. .,x{tn)) is independent of the choice of time origin for all n. This 
requires that, 
f{x{ti), z(^2), "-a^C^n)) — fi^ih — T), x{t2 — T), . . . , x{tn — T)) (2.2.1) 
for all n and T. For such a process the first order frequency function is independent of time 
and can be written f(x). It can be seen from the definition of moments and cumulants 
that the n-th order moments and cumulants of a strictly stationary process are functions 
ofn-1 variables. 
If equation 2.2.1 holds for n < k then the process is said to be k-th order stationary. 
Wide-sense stationary means that equation 2.2.1 holds for n = l and n=2. For a wide-
sense stationary process £'[a:(<)] is independent of t and E[x{ti)x{t2)] depends only on 
T = t2 — ti-
If the process {xt} is stationary then the n-th order joint cumulant can be written in 
reduced form as a function of the lags, e.g, 
^(^15 • • • 1 '"n—1) — a^ t+Tj 1 • • •»®<+T„_i )• (2.2.2) 
This allows the summabihty condition to be written as, 
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E |A:(ri , . . . ,T„_i)| < cx). (2.2.3) 
T\ ,Tyi — 1 — — 00 
If this condition holds then the Fourier transform of the n-th order cumulants exists and 
is continuous. 
In the real world it is often the case that only a single realisation of the process to 
be studied is available. There is a class of processes, still more restricted than the class 
of strictly stationary processes, for which all the statistical information is contained in 
any one realisation. This class of signals is the ergodic class. A process x(t) is said to be 
ergodic if time averages equal ensemble averages. Ergodic processes are common in theo-
retical work because they simplify the mathematics, allowing time averages and ensemble 
averages to be interchanged. In practice it is reasonable to assume many processes to be 
ergodic because the "range of possible behaviour" is typically connected so that in time 
any one realisation will exhibit every type of behaviour possible for its class. 
The diagram below shows the hierarchy of these classes of random processes in set 
representation. 
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Figure 1 : The hierarchy of c l a s s e s of random p r o c e s s e s 
Random Processes 
Wide-sense stationary 
Strictly Stationary 
Ergodic 
Stationarity is a very useful concept and because of this there are many classes of 
stationarity described in the literature so that if a process has any significant stationary 
behaviour it may be taken advantage of. One of these forms of stationarity that will 
mentioned in this work is periodic siationarity. The process z(t) is periodically stationary 
with period £ if 2.2.1 is true only for T = ne with integer n. 
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Chapter 3 
Higher Order Spectra 
3.1 General Theory 
The real signal { x(t) } gives rise to a family of spectra known in the literature 
as the joint cumulant spectra. The n-th member of this family is defined as the n-th order 
Fourier transform of the n-th order joint cumulant, 2^? • • • ? ^n) • So assuming the 
integrability of the n-th order joint cumulant as a function of the evolution times, the 
n-th order cumulant spectrum is defined as, 
J R" 
In general the n-th order cumulant of process { x(t) } is a function of n variables. 
If the process is stationary then the n-th order cumulant is a function of n-1 variables. 
The family of spectra, known as the polyspectra, are the Fourier transforms of these 
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"stationary" joint cumulants. The n-th member of the polyspectra family is the (n-l)-th 
order Fourier transform of the n-th order stationary joint cumulant. An estimate of the 
n-th order stationary joint cumulant can be computed by averaging the n-th order joint 
curnulant over the dummy variable. The n-th order joint cumulant can be written in the 
form, 
+ (3.1.2) 
An estimate of the stationary n-th order joint cumulant is then given by, 
k,(rur, T„_0 = t , t + + (3,1,3) 
t=l 
where N is the number of data points. So assuming the summabiHty of n-th order sta-
tionary joint cumulant, the n-th order polyspectrum is defined as. 
r n ( / l , / 2 , - - - , / n - l ) = I (3 .1 .4) 
Jpri-i 
The principal domain of the n-th order joint cumulant spectrum is the minimal region 
in the n-dimensional real frequency space necessary for a complete representation of 
the n-th order joint cumulant spectrum. The symmetries inherent in the definition of the 
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joint cumulant spectrum mean that a complete representation does not require the whole 
space. The symmetries arise from the n-th order products of the Fourier transforms of the 
time series { x(t) } which appear in equation 3.1.1. These symmetry operations are of two 
distinct forms: (1) complex conjugations and (2) permutations. In the discrete case the 
same symmetry considerations apply but because the Fourier terms are now all periodic 
the region of frequency space that need be considered is now limited to the hypercube 
I/.-1 ^ 2-
If the process { x(t) } is n-th order stationary then one can show^®'^ ^ that the n-th 
order joint cumulant spectrum is only non-zero within a certain region of the principal 
domain. The region where stationary processes may have non zero values is called the 
principal manifold. In the continuous case the principal manifold of the n-th order cumu-
lant spectrum is defined by, 
E / . — O. (3.1.5) 
t=l 
In the discrete case the frequencies sum to zero or ±1 in the principal manifold. The 
principal manifold of the n-th order joint cumulant spectrum is the entirety of the n-th 
order polyspectrum. 
The term higher order spectra is used to refer to both joint cumulant spectra and 
polyspectra when their order is greater than 2. The second, third and fourth order 
polyspectra are known as the power spectrum, bispectrum and trispectrum respectively. 
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3.2 The Power Spectrum 
The first member of the family of polyspectra is the power spectrum. The power 
spectrum is the main tool of signal analysis and a huge body of literature has been pub-
lished concerning its use and properties. The power spectrum is the most commonly used 
higher order spectrum and with good reason: it is the simplest to calculate. It is con-
cerned with the second order statistics of the signal, i.e the variance, and all non-trivial 
signals have variance. The other higher order spectra (H.O.S) are concerned with the 
higher order cumulants of the signal and these may well be zero. 
In this section some new properties of cumulants are introduced; full proofs of these 
properties are laid out in the Appendix. These properties are used to derive the known 
formulae for the variance and covariance of power spectrum components. This is done to 
familiarise the reader with these techniques in order to aid understanding of the deriva-
tion of the variance and covariance of bispectral components laid out in the following 
section. Also in this section the second order cumulant spectrum, or nonstationary power 
spectrum, is discussed. 
Variance and Covariance of Power Spectrum Components 
Consider a real stationary random process sampled at the Nyquist rate to give the 
series Xf for t=0 , l , ... ,N-1. Let Xf be the DFT of Xt at frequency f. The discrete power 
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spectrum, or periodogram, 5 / , is given by, 
N 
with the * denoting complex conjugation. 
The variance of S/ is given by, 
S, = ^ X j X } (3.2.1) 
4 , = E{S,S-,) - E{S,)E{S}) (3.2.2) 
The first term on the right hand side can be written as follows, 
E(S,S-j) = j^E(X,X.,X,X.,) (3.2.3) 
The expectation can be expanded in terms of cumulants. Since the process is station-
ary only those cumulants where the sum of the frequencies of the Fourier components is 
zero will be non-zero (see Appendix). Considering only these non-zero components the 
above equation becomes. 
E(S,S}) = X.J, X,, X_ , ) + 2 X t ( X , , X.,)k(X,, X.,)). (3.2.4) 
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So in general the variance of the periodogram estimate is, 
X.,) + k { X , , X . , f ) . (3.2.5) 
If the series Xt is strictly white and stationary then the above equation can be simpli-
fied using the relation, 
A : ( A 7 / , . . . , X ; - ) = 7Vfc„ (3.2.6) 
if n i / i + . . . + rimfm = 0 mod(l) (0 mod(N) meaning any multiple of N) 
= 0 otherwise, 
where n = rii + ... n^-
This relation is derived in the Appendix, see theorems A and B. 
Using this identity the equation for spectral variance becomes, 
4 , = ^ ' ' ( 1 + § • ) (3.2.7) 
where A'4 is the kurtosis of Xt osaA s^oA^e. oj- Hie. «*jjecU.k(rvt of- Jc . 
For white Gaussian noise this leads to the well known result, 
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4 , = E[S)S}] (3.2.8) 
A very similar argument leads to the covariance of two periodogram values at differing 
frequencies, 
Cov{S,„S,,} = E{S,,S-,,) - E{S,,)E(S},) (3.2.9) 
= (3.2.10) 
= (3.2.11) 
To progress from the second to the third line of the above equation the series Xt needs 
to be strictly white. The cumulant expressions for spectral variance and covariance can 
be simplified for a less restrictive class of stationary process than the strictly white class. 
If a process can be modelled as strictly white noise through a hnear filter, i.e, 
M 
(3.2.12) 
(ISO 
then. 
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k ( x ] ; , . . . , x ] z ) = Jv X h ' ; ; . . . h ] 2 K (3.2.13) 
if "1/1 + . . . + rimjm - 0 mod(l) 
= 0 otherwise, 
where n = n j + . . . + and is the n-th order cumulant of the input series Of 
Here is the frequency transfer function, which in this case is the Fourier transform 
of the filter function h^. The result holds for all linear models. The standard set of OxmSoL, 
finite parameter linear models, i.e autoregressive (AR), moving average (MA) and mixed 
autoregressive/moving average (ARMA) are all special cases of the more general model 
3.2.12. 
This result given in equation 3.2.13 is proved below, 
= E ... E 
<1=0 tn = 0 
A ' - L N-l M M 
— ^Pl • • • ^Pn^i^h-Pl • • • ^tn—pn) 
t l = 0 t n = 0 Pi Pn 
A . /i ^ 1 + - +/i fni + - +/mti +-- +/m'nm 
^ (3.2.15) 
. / l P i + . . 4 / l P n i + - . + / m P l + - + / m P n m 
Pi Pn 
N-l N-\ 
^ • • • ^tn-Pn) 
<1=0 <n=0 
- - / l ( ' 1 - P I ) + + / l ( I n , — P n , - P i ) + - — P n m ) 
— — J ' (3.2.16) 
= ^ ; , ' . . . % E ( 0 ; ; . . . 0 % : ) , (3.2.17) 
where 0^ is the Fourier transform of the input series Of 
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Given a particular cumulant of a process as shown in equation 3.2.13 one can expand 
the cumulant in terms of expectations (see equation 2.1.21). Each of the expectations 
can be expressed in terms of Fourier transform components of the filter and input series 
as shown above. The input expectation terms can be reassembled into a cumulant of the 
input series of the same order as the original cumulant which, since it is a white series, 
simplifies as shown in equation 3.2.6. 
The Nonstat ionary Second Order Spectrum 
The power spectrum is the first in the family of polyspectra. The first member of the 
family of joint cumulant spectra is often called the nonstationary power spectrum. The 
nonstationary power spectrum has two frequency parameters and the discrete form is 
defined below, 
5/.,/, = j X h X ' l . (3-2.18) 
It can be shown^®'^ " that for a stationary process the nonstationary power spectrum will 
be zero for points where / i 7^/2- Any consistent estimator of these points will be asymp-
totically zero. The spectral mass of a stationary process lies on the line / i = /g in the 
nonstationary power spectrum and the values along this line are the values given by the 
power spectrum. Clearly for nonstationary processes there may be additional informa-
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tion off the principal manifold and this information might help in detecting such processes 
against a background of stationary noise^®. In addition a test for second order stationarity 
immediately suggests itself. If the values off manifold can be shown not to be statistically 
equal to zero then the signal is not second order stationary. A particular test that could 
be carried out is detailed in^ ® and is an extension of the work by Hinich'*^. 
Clearly S/^j^ = Sf^j^ and = (5_/ j . / J " . These symmetries give rise to the 
nonredundant part of the frequency plane being as shown in Figure 2 below. 
Figure 2: Principal Domain 
for the 2nd order cumulant spectrum 
f(1) + f(2) = 1 
t(1) + f (2) = 0 
f(1) + f(2) = -1 
( f . - f ) 
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3.3 The bispectrum 
The second member of the family of polyspectra is the bispectrum. The bispectrum 
first appeared in the literature almost thirty years ago although most of the interest in 
it has been shown in the last decade. In signal processing the bispectrum has been put 
to a wide variety of uses. These include: parameter estimation, system identification, 
studies of ergodicity and mixing, nonlinear analysis, investigation of non-Gaussian pro-
cesses, study of source and/or transmission medium,"removal" of Gaussian noise, phase 
estimation of linear processes, tests for linearity, detection, classification, asymptotic ap-
proximation. The bispectrum also has found useful application in optics where its phase 
preserving properties make it a useful tool in image processing. 
In this section the variance and covariance of bispectral points are derived. Also the 
symmetries of the bispectrum are used to show its nonredundant region. Some other 
properties of the bispectrum are described and the various tests based on these properties 
are explained. The third order joint cumulant spectrum or nonstationary bispectrum is 
discussed in a similar manner. 
Variance of bispectrum components 
The discrete bispectrum of { } is defined as, 
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oo oo 
B/.,/=,/.= E E (3.3.1) 
t] =—OO (2 = —oo 
The notation is used to bring out the symmetries in the bispectrum. The third 
frequency is effectively a hidden variable, the bispectrum being equally well written 
where it is understood that }j = 0 modulo 1. For computational purposes it is easier 
to calculate an estimate of the bispectrum from the equation below. 
= (3.3.2) 
This estimate becomes identical to the true bispectrum in the limit as the number of data 
points N tends to infinity. 
+ O ( ^ ) . (3.3.3) 
The variance of the estimate F/1,/2 is given by, 
(3-3.4) 
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The first term on the RHS of the above equation can be expanded in terms of cumulants 
(see equation 2.1.21) as shown below. 
+ ^ (^ / i )K^h^h-¥h ^-h^-h-Si) + • • • 
+ k{Xf^)k{Xjj)k{Xf2+fiX-f^X-f2X-f2-f^) + ... 
+ )^i^h)^i^^h+h )H^-h ^-h^-h-Si) + • • • 
+ k{Xj^)k{Xj^)k{Xj^+j^)k{X^j^)k{X^j^X.f^^j^) + . . . 
+ k{Xj^ Xj^)k{Xj^j^j^ X-f^ A''_/jA'_/2_/J ) + . . . 
+ ^(^7i ^-}2^-h-h ) + • • • 
+ ^h+fi)^i^-h ^-h^-fi-h ) + • • • 
+ ^ h ) ^ i ^ h + h ^ - h ) K ^ - S 7 ^ - h - h ) + •••) (3.3.5) 
where . . . indicates all other partitions of this form. 
Considering the bispectrum of a stationary white process, the above expression can be 
simphfied using equation 3.2.6. All cumulant terms where the frequency indices do not 
sum to zero will be asymptotically zero. This leaves, 
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— JY'2 ( "^-/2-/l -^-/l -^-/z +/2 ) 
-f k{Xf^X-j^)k{Xf2+f^X-f^Xf^X.f^-fJ + k{XfjX-f2)k{Xf^+f^X.f^Xf^X.f^-f^) 
+ k{Xf,+f^X.f,.f^)k{Xf^X.f,X.j^Xj,) 
+ k{Xf^ X / j X . / j . / j )k{X-f^ ^ - /2^+/2+/ i ) 
+ X.,, )k(X,,X.i,)k(XtM,X.,,.,,'^ 
(3.3.6) 
Each of the remaining terms can then be expressed as a simple cumulant. The term 
from the line of the above expression is cancelled by the second term on the RHS 
of the original bispectral variance equation 3.3.4. The final expression is then, 
^K.S2 ^ (3.3.7) 
where K4 is the kurtosis of the signal x< and Cg is the sixth order cumulant normalised 
by the cube of the variance. 
Thus the variance of the "raw" bispectral estimate grows as the number of data points 
used to calculate it grows. The variance on the bispectral estimate is even more of a prob-
lem than the variance on the power spectral estimate and no consistent estimator of the 
bispectrum can be obtained without some smoothing in time or frequency space being 
carried out. The above expression holds for all linear processes but needs to be premul-
tiplied by 
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when the signal is non-white. The Sj terms are the power 
spectral terms (equivalent to the variance since it is a white process) of the input series. 
The leading term in the variance for a hnear process can be written, 
(3 3 8) 
where Sj is the power spectrum of the linear process. 
By applying similar arguments to the following expressions for the real and imagi-
nary part of the bispectral estimate, 
+ ^ - h ^ - h ^ f i + J 2 ) (3.3.9) 
^ i ^ f u h ) = (3.3.10) 
the variance of the real and imaginary parts can be calculated and in the case of a white 
signal are. 
+ ^ ) (3.3.11) 
4 m . , „ ) = (3312) 
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where n is the skewness of the signal. 
Covariance of b ispectrum points 
The result that the points in a bispectral estimate are asymptotically uncorrelated is 
already well known. The correlations for finite data sets are calculated in this section and 
it is shown that the correlation between points must be taken into account when dealing 
with some bulk statistics of the bispectrum even asymptotically. 
For convenience in the following discussion of bispectral covariance the sum frequency 
in the bispectrum will be treated as a third index (i.e. = jjE{Xf^Xf2Xf^)) . 
The covariance of two bispectral points and Ff^J^ is, 
Cov(F,,j„F,,j,) = - E(F,,j,)E{FJ,_,J (3.3.13) 
The first term on the RHS of the above equation can be expanded in terms of cu-
mulants (see equation 2.1.21) as shown in equation 3.3.5 . Again assuming stationarity 
allows most of the terms to be set to zero; only those terms in which the frequency indices 
of each of cumulant add to zero, are non-zero. Three separate cases need to be consid-
ered. The first and most common is when the two points have no frequencies in common, 
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l/nl 7^  I/ml for n=l,2,3 m=l,2,3. In this case the expression reduces to, 
Cov{Fj^j2,Ff^j^) — ^ ^k{XJ^,Xf^,Xf2,X-f^ ,X-f^ ,X-fg) (3.3.14) 
For a white or linear process this can be simplified again using 3.2.6 . For a white 
signal the covariance in this case is, 
(3.3.15) 
The second case is when there is a shared frequency of the form /a = — o r /a = —/s 
or /e = —/i or fe = —fi- In this case the covariance becomes, 
(3.3.16) 
simphfying for white signals to 
Cou(F / j , / j , F / , j J = A;| + ^ (3.3.17) 
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The third case is when any frequency is shared between the points, for example f i = f5. 
In this case the covariance becomes, 
(3.3.18) 
simpHfying for white signals to 
Cov{Ff^j^, = kiki + ^ (3.3.19) 
The covariance in the second and third case is of the same order of magnitude in 
its dependence on N as the bispectral value, so it begins to look as though the covariance 
will not become vanishingly small as the sample size grows and will play an important 
part in all calculations. However the bispectral variance is an order of magnitude bigger 
in its dependence on the sample size N than is the bispectral mean value, so as the sample 
size grows so does the variance on the estimated bispectral points. In consequence the 
correlation between bispectral points is always 0(N~^) or less and so bispectral points 
are asymptotically uncorrected. Clearly for a Gaussian process there is no correlation 
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between points in the bispectral extimate for any value of N. 
Very similar arguments can be used to show that the covariance between the real and 
imaginary part of the same bispectrum point is zero. 
When dealing with bulk bispectral statistics such as the sum of bispectral points the 
effect of correlations must be taken into account. The variance of this bulk statistic is 
the sum of the variances of the points plus twice the sum of the covariances between the 
points. The covariance is an order of magnitude less than the variance but there are an 
order of magnitude more covariances in the bispectral plane than there are bispectral 
points and so the effect of the covariances on the variance of the bulk statistic is of great 
importance. 
The support set for the continuous and discrete bispectrum 
From the definition of the bispectrum 3.3.2 it can be seen that there are a num-
ber of co-ordinate mappings that will leave the value unchanged or will merely conjugate 
the value. Thus any given bispectral point can be mapped into a number of others and 
therefore only a part of the frequency plane is needed for a complete definition of the 
bispectrum. If the process is real its Fourier transform is Hermitian and the following 
mappings occur, 
/i —» A fa fi 
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fl —fl /z —» —f2 
/ l — f l — 
These three symmetries give rise to a twelvefold redundancy. In Figure 3 below the 
nonredundant part of the continuous bispectrum is labelled PD and the lines of symmetry 
are drawn in; a * indicates that a conjugation is needed as well as a permutation. 
Fig 3 The sjinmetries and principal domain of the continuous bispectrum 
f2 
The discrete Fourier transform i( periodic, i.e X j — Xj+i and this means that the 
whole of the discrete bispectrum is repeated on a grid of side 1 in the / i , / 2 frequency 
plane. In Figure 4 below one unit square is shown with the nonredundant part of the 
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discrete b i s p e c t r u m shaded . I t is composed of two regions labelled IT and O T . All the 
regions labelled 1 map into the region labelled IT, with * indicating a conjugation is 
n e e d e d . All the regions labelled 2 map into the OT region. The region IT is called the 
inner triangle and is the nonredundant part of the bispectrum where the frequency indices 
sum to zero. The region OT is called the outer triangle and is the nonredundant part of 
the bispectrum where the frecjuency indices sum to one. 
T h e Repeat Unit for the Discre te B i spec t rum 
Figure 4 
* indicates 
the conjugate 
is taken 
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Some signal dependent properties of the bispectrum 
The bispectrum of linear signals 
One general statement that can be made about the bispectrum of a signal is that 
if the third order cumulants are summable (i.e the sum of the moduli of all the joint third 
order cumulants is finite) then the bispectrum will exist and will be continuous. This 
also holds for the power spectrum and all the higher order spectra; if the cumulant of the 
relevant order is summable then the higher order spectrum will exist and be continuous. 
A more restricted class of signals will now be considered. The class of signals gener-
ated using the linear model 3.2.12 can be seen, using equation 3.2.13 on the bispectrum 
definition 3.3.2, to give a bispectrum^®. 
•S/1,/2 = (3.3.20) 
The power spectrum of a such a process can be evaluated in a similar manner as, 
Sj = HjH-jki (3.3.21) 
Thus if each point in the bispectrum is divided by the square root of the three relevant 
power spectrum terms as shown below, linear processes will give rise to a constant value 
47 
at every point. 
(3.3.22) 
The constant on the RHS of the above equation is the statistic known as the skewness 
of the signal divided by From the discussion of bispectral variance it can be seen that 
to a first approximation the bispectrum of a linear process will be normalised by the above 
process to give a normalised bispectrum with a constant expected value at every point 
with variance 1. If the bispectrum is smoothed by averaging in the frequency domain 
or averaging the bispectra over successive frames of data in the time domain then the 
distribution of the bispectral values will approach a Gaussian distribution by the central 
limit theorem. 
The properties described above have some very interesting possibilities. First it can 
be seen that the bispectrum of any linear Gaussian signal will be asymptotically zero. 
Much of the corruptive noise encountered in problems throughout science is assumed to 
be Hnear and Gaussian so this property of the bispectrum seems to offer an easy way 
to "remove" the effects of noise. Secondly it can be seen that all hnear signals will give 
rise to a normalised bispectrum that is flat. In addition the statistics of the normahsed 
bispectrum are well defined so that the development of a variety of statistical tests on 
these properties follows on. 
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The bispectrum of time-reversible signals 
As has been noted, the bispectrum is defined as the two dimensional Fourier transform 
of the joint third order cumulant, usually called the triple correlation or bicovariance. If 
the signal is real and time reversible then its triple correlation is hermitian, i.e. 
(3.3.23) 
Since the triple correlation of the signal is hermitian its two dimensional Fourier trans-
form, the bispectrum, will be real. 
The bispectrum of stationary signals 
In the l i t e r a t u r e , p r o o f s are given to show that the third order joint cumulant 
spectrum of a stationary process is asymptotically zero off the principal manifold for both 
the continuous and discrete case. These proofs are somewhat lengthy and much simpler 
proofs are presented here. The estimate of the third order joint cumulant spectrum is 
used but as N tends to infinity in the proof the estimate becomes exact. 
Using the estimate of the joint third order cumulant spectrum, 
S i m = (3.3.24) 
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and the Fourier transform, 
1 ^/2 
= ^ Z 
T = - A R / 2 + I 
it can be seen that the expectation of the triple product in the bispectrum is, 
N / 2 A V 2 7V/2 
E{X,,X,M= E Z E E{x,,x„x„)e"' J!'" (3.3.25) 
<l=-///2+l <2=-7V/2+l <3=-N/2+l 
In the limit as N tends to infinity the moment in the RHS of the above equation may be 
written as shown in the expression below. 
t = — A^/2+l Tl= —N/2+1 T2 = —N/2+1 
(3.3.26) 
A re-arrangement of terms gives, 
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N / 2 N / 2 N / 2 
E ( X , , X A ) = i : E ( E 
TI = - N / 2 + 1 7i=-N/2+l t=-N/2+l 
(3.3.27) 
If third order stationarity can be assumed then the expectation of the moment is not a 
function of t. When / i + /2 + /a 7^  0 or ±1 the bracketed part then takes the form of the 
LHS of the identity below, 
Ae'^' = 0 (3.3.28) 
t=—oo 
where A and B are not functions of t. So the expected value of off-manifold points in 
the discrete joint third order cumulant spectrum is zero for any third order stationary 
process. The result generalises to any order. The proof is similar for the continuous case, 
~T" "T" 
Jt2=-rr '• Jtz=- I 
(3.3.29) 
In the limit as T tends to infinity the moment of the RHS of the above equation may be 
written as shown in the expression below, 
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E { X , X , M = ^ 
(3.3.30) 
A re-arrangement of terms gives, 
E(Xi,Xj,X,,) = £(x,x,„,.l„,„)e^'""+'"'+'"<i()e^--'=''+'"»dr.rfT3 
(3.3.31) 
If third order stationarity can be assumed then the expectation of the moment is not a 
function of t. When / i + /a + / s ^ 0 or 1 the bracketed part then takes the form of the 
LHS of the below, 
fOO 
/ Ae'^'dt = 0 (3.3.32) 
J t=—oo 
where A and B are not functions o f t . So the expected value of off-manifold points in 
the continuous joint third order cumulant spectrum is zero for any third order stationary 
process. 
The nonstat ionary bispectrum 
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The joint third order cumulant spectrum is often referred to as the nonstationary 
bispectrum. The nonstationary bispectrum exists in three dimensional frequency space 
and is defined by, 
00 00 oo 
Sl,.h.h= Z E E ( 3 . 3 . 3 3 ) 
t l = — o o < 2 = — o o < 3 = — o o 
An estimator is given by, 
( 3 . 3 . 3 4 ) 
where it should be noted that, 
= S j i , h , h + ( 3 . 3 . 3 5 ) 
The periodicity of the DFT means that the discrete nonstationary bispectrum is repeated 
in unit cubes throughout its parameter space. Considering the unit cube centered on 
(0,0,0) it can be seen that the positive quadrant maps into the negative quadrant by 
conjugation and that one mixed quadrant (i.e a quadrant where all the frequencies are 
not of the same sign) maps into every other mixed quadrant by permutation and conju-
gation. In the positive quadrant the nonredundant volume can be defined as the region 
5 3 
where f\ < Jo < fs in the mixed quadrant + / i ,+ /2 ,—/a the nonredundant volume can 
be defined as the region where / i < /g. Thus the nonreduntant part of the nonstationary 
bispectrum is defined as shown below in figure 5. The shaded planes indicate the bound-
aries between the volume containing points whore the froquGncioG add to aero and th& 
-volumes where they sum to ^ f, where f is the cutoff frequency. 0 / \ sUouleA 
tVv tu*- Hcjl Su^ 4%. 1 C l-U«. Of iLt, L i i pe-ct-rvl/UA), 
Oki plaiAo- 4Li_ Sc^ +o O CiLc. If of (U 
Figure 5: The nonrediindant volume for the nonstationary bispectrum 
(.5f ,.5f ,.5f ) 
(.5f ,.25f , . 2 5 r ) 
( .33f ,.33f ,.33f ) 
(.5f ^5f ,0) 
( . 5 r , 0 , 0 ) 
0 , 0 , 0 ) 
( .25f , .25f ,-5f ) 
( 0 , 0 , . . 5 r ) 
(.5f , 0,- .5f ) 
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Chapter 4 
Bispectral Tests 
Bispectral tests in general 
The vast majority of signal processing is concerned with the second order statistics 
of signals, most usually studied using the power spectrum. However only the Gaussian 
probability distribution is completely specified by its statistics up to order two. So, in 
general, signals contain more information than is accessible through second order tech-
niques. Whilst many signals encountered in the real world are very close approximations 
to the Gaussian case, many are not and the motivation for using bispectral tests is to use 
the extra information contained in the third order statistics of the signal. Many signals 
of interest possess properties such as nonlinearity which are associated with higher order 
statistics to which conventional processing methods are insensitive. 
All of the tests mentioned below exploit the different properties of the bispectrum that 
are described in the previous chapter. They all use the same statistical approach that was 
developed by Hinich^^. Many other possible tests exploiting the same properties suggest 
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themselves and depending on the situation one of these may be more appropriate. The 
general approach of the Hinich test is a good one for testing signals about which little is 
known. For the specific tasks discussed later on in the chapter, some alternative tests are 
described that are closer to the optimal test. 
The various tests below are summarised in the diagram presented in Fig 6. Attention 
should be paid to the various assumptions made before applying each test in order that 
the result can be properly interpreted. 
4.1 Bispectral tests for linearity and Gaussianity 
Bispectral tests for linearity and Gaussianity using the asymptotic properties of the 
bispectrum were suggested by Hinich'*^. Given a section of a discrete signal of length 
N these tests are best carried out on the bispectrum formed by averaging the bispectra 
formed from each of the L- non-overlapping sections of length 'P that can be obtained. 
This will produce a consistent estimator of the true bispectrum, prcvCclcA. 9< L. 
Under the Gaussian assumption, the squared modulus of each normalised bispectrum 
point will have a chi-squared distribution with two degrees of freedom. The sum of all 
the squares in the non-redundant region is formed and checked against a chi-squared dis-
tribution of the appropriate number of degrees of freedom. If it is outside the range set 
by the chosen level of false acceptance then the null hypothesis, that this is a Gaussian 
linear signal, is rejected. 
Under the assumption of linearity the square of each normalised bispectrum point will 
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have a noncentral chi squared distribution with two degrees of freedom and a noncentral-
ity parameter equal to the mean value of the normalised bispectrum. A robust test for 
this is to compare the interquartile width of the distribution of bispectral square modulii 
against the predicted interquartile width. If the measured width exceeds the levels set by 
the chosen level of false acceptance then the null hypothesis that this is a linear signal is 
rejected. The test as laid out takes the estimate of the noncentrality parameter from the 
average of the bispectral points. If the data is white, a more sensitive test can be obtained 
by calculating the noncentrality parameter directly from the skewness of the signal. This 
changes the test from one that checks if the bispectrum is statistically flat or not, to one 
that checks if the bispectrum is flat at the correct level. 
4.2 Bispectral tests for time-reversibility 
Since a consistent estimator of the imaginary part of the bispectrum of a time re-
versible signal will be asymptotically zero, a test for time-reversibihty can be carried out 
by testing to see if the imaginary part of the bispectral estimate of a given signal is sta-
tistically zero. The test is the same one as is carried out when testing for Gaussianity 
but the statistic calculated has a chi-squared distribution with half as many degrees of 
freedom as in the Gaussianity test, since only the imaginary part is tested. If the signal 
fails the time-reversibiltiy test then it can be described as not time-reversible. If it is not 
rejected by the test this does not mean the signal is time reversible; it merely means that 
it has passed as third order time reversible. A third order time reversible signal has zero 
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temporal asymmetry, a concept discussed further in section 4.6 on single measures. 
4.3 Bispectral tests for stationarity 
The continuous signal { x(t) } sampled at the Nyquist rate gives a discrete series 
Xf The discrete Fourier transform of the series Xj, namely X/ is related to the Fourier 
transform X(f) of the continuous process by the following formula, 
^ / = E A'(/ + r). (4.3.1) 
Using this relation it can be seen that the discrete bispectrum is given in terms of the 
continuous bispectum of a stationary process by the equation below^®, 
Bjuh,h — iEZ I Z E +^5/2 + 9 , /s + r), (4.3.2) 
p g r 
the summations extending over integers p,q and r such that / i + /2 + /a + (p + 9 + r) = 0. 
Clearly when samphng has been carried out finely enough to prevent aliasing, (i.e., there 
is no power in the continuous-parameter process at frequencies greater than | for unity 
sampling interval), the bispectrum is bandhmited at | , so that the above sum is restricted 
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to p,q,r such that 
l/i -t- p| < 1/2 + g| < ^; I/3 + r| < ^ (4.3.3) 
It is evident from the above equation that within the IT region of the discrete bis-
pectrum, the only non-zero contribution to the discrete bispectrum occurs at p=q=r=0; 
therefore within the IT each point in the discrete bispectrum is identically equal to the 
continuous bispectrum point with the same frequency coordinates. In the OT the fre-
quency indices sum to 1, so at least one of p,q and r must be equal to -1 in the sum in 
4.3.2. Thus the only contributions to the discrete bispectrum in the sum are points in the 
continuous bispectrum where one of the frequency indic-.es is less than — These points 
lie outside the frequency cutoff and so are identically zero. Thus it can be seen that the 
discrete bispectrum of a series sampled at the Nyquist rate from a continuous stationary 
process will have an OT that is equal to zero. 
Thus a test for stationarity can easily be carried out by applying the Hinich test for 
Gaussianity to the OT region alone. If the OT of the bispectral estimate can be shown 
to be statistically zero, then the signal can be said to have been sampled at the Nyquist 
rate from a continuous signal, notional or otherwise, that is third order stationary. If the 
signal fails the test and the OT is shown to be statistically non-zero, then, if the signal 
was Nyquist sampled from a continuous signal, the continuous signal is nonstationary. 
Note that the OT values give information about the continuous signal that can be 
reconstructed by viewing the series as Nyquist samples; the OT does not give information 
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on the stationarity of the discrete series Xt itself. 
4.4 Bispectral tests for aliasing 
Following on from the test for stationarity it can be seen that if the stationarity 
test indicates nonstationarity and it is known that the continuous signal was third order 
stationary, then the conclusion must be that the discrete series was not formed by sam-
pling at the Nyquist rate. It is clear that in this case non-zero values in the OT must 
arise from aliasing. So if the continuous signal is known to be third order stationary, the 
stationarity test becomes an aliasing test^®. 
It should be noted here that whilst the properties discussed in the description of the 
aliasing and stationarity tests hinge on third order stationarity, for the statistical treat-
ment of the bispectrum used in the tests to be correct, the signal should be stationary 
up to sixth order. So a failure of the stationarity test might be due to nonstationarity in 
any statistic of the signal up to sixth order. 
4.5 Testing for stationarity in the nonstationary bispectrum 
In the section on the bispectrum of stationary signals, it was shown that the points 
in the estimate of the discrete nonstationary bispectrum where the frequencies do not 
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sum to 1 or zero will be asymptotically zero if the discrete series is third order stationary. 
Thus if a Hinich test for Gaussianity is carried out on the nonredundant parts of the 
discrete nonstationary bispectrum where the frequency sum is not zero or 1, then a pass 
will indicate that the discrete series itself is third order stationary and a fail that the 
discrete series is nonstationary. 
It should be noted here that this test can detect nonstationarity in the discrete series 
xt, whereas the test on the OT of the stationary bispectrum can detect nonstationarity 
in the continuous signal x(t), notional or otherwise, from which the discrete signal could 
have been Nyquist sampled. 
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Figure 6: Summary of bispectral tests 
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4.6 Single Measures 
The tests described in this chapter utilise the estimates of the bispectral points to 
calculate a measure which is used to test a particular property of the bispectrum. The 
tests involve a lot of computation, a factor N more than are involved in equivalent second 
order tests, yet in the end the decision on passing or failing comes down to the level of 
a single measure. It is well known that the sum of the power spectral values over the 
frequency range of a random process equals the variance of the process. Likewise the 
skewness of a process comes directly from the sum of the bispectral points over the whole 
of the frequency plane. It is clearly much simpler computationally to calculate the vari-
ance and skewness directly from the signal rather than to calculate the power spectrum 
and bispectrum and then sum up all the values in each. The motivation behind this 
section is to find some quantities similar in character to skew that give bulk measures 
concerning the bispectrum, without the need to actually calculate the bispectrum. 
This section is concerned with the development of third order broadband spectral 
measures analogous to the energy detector of second order. Both continuous and discrete 
signals are considered. Four linear and four quadratic broadband measures of skew are 
constructed. These are designed to separate out the contributions to amplitude skew 
and temporal skew in the inner and outer triangles of the bispectrum. The development 
employs the concept of the analytic signal and is, in principle, able to be extended to any 
order. Note that the term linear used here does not refer to any property of the signal 
but merely the fact that the bispectral points are not squared before adding. 
To simplify the equations, in this section the Nyquist frequency is taken to be N and 
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the inverse Fourier transform is therefore given by, 
(4.6.1) 
•'* f=0 
Broadband Linear Skew Measures 
Two types of skew are identified with the continuous signal x(t)® '^®°; amplitude skew 
and temporal skew. Amplitude skew is associated with features that distinguish the orig-
inal signal from the inverted signal -x(-t). Temporal skew is associated with features that 
distinguish the original signal from the reversed signal x(-t). Examples of simple signals 
possessing amplitude and temporal skew are shown in Figures 7a and 7b respectively. 
A signal possessing only temporal skew can be converted into a signal containing only 
amplitude skew simply by differencing it. 
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A well-known measure of amplitude skew is, 
S l a = ( 4 . 6 . 2 ) 
The temporal skew of a signal is equal to the amplitude skew of its Hilbert transform®^. 
So a linear measure of temporal skew is, 
SLT = ( 4 . 6 . 3 ) 
The amplitude skew of a signal is equal to the sum of the real parts of its bispectrum. 
Similarly, the temporal skew of a signal is equal to the sum of the imaginary parts of its 
bispectrum. 
Consider the analytic signal®® defined by, 
x{t) = x{t) + ( 4 . 6 . 4 ) 
This has the important property that its Fourier transform is non-zero only for positive 
frequencies®®: 
X { f ) = [1 + sign(f)]X{f), ( 4 . 6 . 5 ) 
where sign(f) = 1 iff > 0 , 0 otherwise. 
It follows that the temporal average of [x(<)]® is zero"*® . In fact the temporal average of 
6 5 
>2 
the analytic signal raised to any integer power will be zero since it contains only positive 
frequency components and therefore contains no terms that are independent of time. By 
evaluating the cube of the tJo^^Vvc. signal and equating the real and imaginary parts with 
zero one can derive the relations given below. The first one being found by setting the 
real part of the cube of the analytic signal to zero, the second by doing the same for the 
imaginary part. 
[x{t)Y — x{i)[x^{t)Y = 0 ( 4 . 6 . 6 ) 
[ x { t ) Y x " { t ) - = 0 ( 4 . 6 . 7 ) 
Clearly x(^)[x^(i)]2 and [x{i)Yx^{t) contain no new information. 
Suppose now that x(t) is a continuous random process with zero mean, and that { 
Xt;0 < t < N — 1 } are N regularly spaced samples of x(t). The discrete analogues of 
the continuous linear skew measures discussed so far are x\ and ^ (z^)^. 
These can readily be interpreted in terms of the bispectrum. Thus, for example, 
1 N-L I N-L N-L N-L N-L F, J., J., „ 
t = 0 ( = 0 / j = 0 / 2 = 0 / 3 = 0 
]\r3 
-'V /i=o h=o 
1 fV-l A/-1 
h =0 /2=0 
= + Z % . , . ] ) (4.6.8) 
iV QJ 
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Similarly, by using the mappings illustrated in Fig 4 it may be shown that, 
1 , J W-( 
t=0 /i=0 h=0 
= % , , , ! ) (4.6.9) 
JV j j , Q j 
Let Xt denote the discrete analytic signal of Xt, with Fourier transform X j = [1 + 
sign{Y — f)]Xp, (0 < / < TV). The periodicity of Xj implies that Xt contains non-zero 
negative frequency components, so that the expectation of the mean value of Xt^  is no 
longer necessarily zero. Thus 
1 N—l 1 N—1 N—1 N—1 TV—1 . . 
4 E E E E 
t = 0 • ' * t = 0 / i = 0 / 2 = 0 / 3 = 0 
o N—l T T T 
= E E E E 
t = 0 / i = 0 / 2 = 0 / 3 = 0 
g f f 
/l=0/2=0;/i+/2>^ 
= (4.6.10) 
JV QJ, 
which is not necessarily zero. Thus the real and imaginary parts of ^ represent 
single measures of nonstationarity of amplitude skew and temporal skew respectively in 
non-aliased signals. 
Using the analytic signal, single measures can now be defined which separate out the 
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linear contributions to skew in the inner and outer triangle. Thus it can be seen that, 
1 16 
Sla/IT + iSiT/iT = - ^ E z f a ; = (4.6.11) 
1 = 0 IT 
1 48 . 
SLA/OT + iSiT/OT = - ^ S H (4.6.12) 
•'* <=0 •'* OT 
where SLA/IT and SIT/IT are linear measures of amplitude skew (LA) and temporal 
skew(LT), both based on the inner triangle (IT), and SLA/OT and SLT/OT are linear mea-
sures of amplitude stationarity and temporal stationarity, both based on the outer triangle 
(OT). Note that both measures can be evaluated without reference to the bispectrum. 
B r o a d b a n d Q u a d r a t i c Skew M e a s u r e s 
The above linear measures may not be useful for signals in which the contributions 
to the overall skew are of different sign and self-cancelling. In these circumstances they 
may register small values even though the signal possesses large skew components. This 
can be overcome by employing quadratic measures, so-called because they represent the 
mean square value over frequency of the contributions to skew. 
Consider again the continuous signal x(t) and its 3-point autocorrelation, or triple cor-
relation, C3(ri, T2). A statistically significant non-zero value of C3 for any pair of values 
(t"I,T2) indicates the existence of skew. The linear measures developed in the previous 
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section do not in general test for skew at all time delays. For example, the measure 
is identical to C3(0,0). This suggests the alternative measure 
/ [C3{ri,T2)fdTidT2 (4.6.13) 
-OO J — oo 
which is quadratic in skew and non-negative. However, it does not distinguish between 
amplitude and temporal skew. 
If the signal is not time reversible, the statistics of the reversed signal x(-t) will differ 
from those of the original signal x(t). The triple correlation of the reversed signal is 
Cf(Ti,T2) = x{-i)x{-t - Ti)x{-t - T2) 
= x{t)x{t - Ti)x{t — T2) 
= C'3(—Ti,—T2) (4.6.14) 
Thus the amount that 1C3(ti, T2) - C3(-Ti, -Tg)] differs from zero is a measure of the lack 
of third order time reversibility associated with the delays Ti,T2. Similarly if the signal 
is not amplitude invertible (i.e possesses skew), the statistics of the original signal differ 
from those of the inverted signal -x(-t). Note here that the inverted signal is not simply 
-x(t) as this would affect the temporal skew; -x(-t) has the amplitude skew opposite to 
x(t) but the same temporal skew. The triple correlation of the inverted signal is 
69 
= —x{t)x{t — Ti)x{t — T2) 
— — C ' 3 ( — T i , —T2) ( 4 . 6 . 1 5 ) 
Thus the amount that | C 3 ( T I , T 2 ) + CSI—TI, —TJ)! differs from zero is a measure of the lack 
of amplitude invertibility associated with the delays ti,T2. 
These observations suggest that appropriate broadband quadratic measures of the to-
tal amplitude skew SQA and the total temporal skew SQT in the signal are, respectively 
1 TOO FOO . 
SQA = 7 / / [ C ' 3 ( t i , T 2 ) + C 3 ( — T i , —T2)] DTIDTI ( 4 . 6 . 1 6 ) 
4 J—00 */—00 
and 
1 roo too _ 
SQT =-7 / [CSITIJT^) — C3{—TI,—T2)] DTIDT2 ( 4 . 6 . 1 7 ) 
4 J—00 —00 
It is possible to express these quadratic measures in terms of the bispectrum. Thus it can 
be shown that, 
7 0 
/ ( n B h . , , ] f d h d h (4.6.18) 
-CO — oo 
/ (^[Bh.,,\fdhdb (4.6.19) 
•OO J — o o 
So the quadratic measure of amplitude skew is equivalent to integrating the square of the 
real part of the bispectrum over the frequency plane; for temporal skew it is the square 
of the imaginary part that is integrated. Since neither SQA nor SQT can be negative, a 
quadratic measure of the total skew, regardless of type, is 
/ oo too 
/ \Bh,h\ (4.6.20) 
- OO ^ — CO 
which is simply the integral over the frequency plane of the modulus-squared bispectrum. 
Parseval's theorm shows that this expression for quadratic skew is equivalent (propor-
tional) to the expression given in equation 4.6.13, however the above equation presents 
quadratic skew in its most useful form. 
The measures of SQA and SQT expressed in either of their above forms, require calcu-
lation of third order statistical quantities. However the theorm C in the Appendix shows 
that they can be expressed in terms of the second order statistical quantities alone. Thus 
using equation A.1.8 the equations 4.6.16 and 4.6.17 can be expressed in the following 
equivalent form, 
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, fOO 
SQA = / ([C2(t)1^ + [r , (T)]=)<ir (4.6.21) 
J — OO 
# roo 
SQT = / (IC2(T)]' - [r2(r)l')<iT (4.6.22) 
J —OO 
The prime superscript is used to indicate that although the above are equivalent to 
the measures in equations 4.6.16 and 4.6.17 certain factors have been left out so they are 
not numerically identical. 
These results indicate that for sampled signals appropriate quadratic measures of am-
plitude and temporal skew are, 
s'qa = + [r2.1'), (4.6.23) 
T=0 
S'QT = Z d C : , ] ' - [r!,)=), (4.6.24) 
T=0 
where Car is the conventional 2-point autocorrelation, and Far is a modified 2-point au-
tocorrelation function, each defined by 
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^ / = 0 
F : , = (4.6.25) 
For convenience the subscript 2 denoting second order statistical quantities will be 
dropped in the following. Just as with linear measures it is possible to construct quadratic 
measures for sampled signals which separate out the inner and outer triangles in the bis-
pectral plane. Again the key is found to be the analytic signal. Guided by the definitions 
shown above, the 2-point autocorrelation functions and Cr and the modified autocorrela-
tion function f ^ of the discrete analytic signal Xj are defined as follows: 
N-l 
,=0 
Then appropriate quadratic skew measures, with their corresponding bispectral interpre-
tations, are found to be 
OO 
SGA/LT = » ( E £ i ' ( C ' ? C ; + f ; f ; ) ) = (4-6.27) 
iV J J , 
OO 
Sqt/IT = - f ; f ; ) ) = (4.6.28) 
iV J J , 
SQA/OT =»(E!L-„ ' (Cj + f ; ) ) = ^ Z ( K | a / , ( 4 . 6 . 2 9 ) 
7V Q J , 
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SQT/OT = 3 ( E S ( C ? - f ? ) ) (4.6.30) 
iV Q J , 
Thus, SQA/IT and SQT/IT are quadratic measures of amplitude skew (QA) and temporal 
skew (QT), both based on the inner triangle(IT), and SQA/OT and SQT/OT are quadratic 
measures of amplitude stationarity and temporal stationarity, both based on the outer 
triangle (OT). Again, they can be evaluated without reference to the bispectrum. 
By way of example the result for SQA/OT is derived below. 
7V-1 
SQA/OT = K ( E ( C ' + R')) 
T = 0 / i = 0 / 2 = 0 / 3 = 0 
= E t t t l \ x A x , . ? + 
T = 0 / i = 0 / 2 = 0 / 3 = 0 
iL iL 
= t \\xa,,xi^,,\^ + (xa,,x-,^^,,f]) 
/l—0 /2=:0;/i+/2>^ 
a. E. 
= E ( l % . / 2 p +-6/I,/2)) 
/l=0/2 = 0;/i+/2>^ 
= ]L:(3RP9/1V,]):, (4.6 jll) 
iV Q J . 
where, in the last line, the symmetries of the bispectrum discussed in chapter 3 have been 
employed. 
The broadband spectral measures presented in this section represent third order gen-
eralisations of the familiar second order measure of total energy, or variance. In their 
present form the measures are not normalised and so are sensitive to the variance of the 
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signal. If the signal is white, then pure skew measures for each N-point data frame can 
be provided by dividing linear and quadratic measures by and respectively, where 
cr^  is the variance for the frame in question. 
Generalisation to any order 
The analytic signal, together with the results of theorem C from the Appendix, pro-
vide a possible framework for generalising these measures to any statistical order. The 
form of the third order results suggest that appropriate broadband linear measures for 
order m are given by the real and imaginary parts of. 
^ E 0 < r < y , (4.6.32) 
or linear combinations thereof, and appropriate broadband quadratic measures are 
. . . rn 
E [ ( c r ' i c ' r + o < r < - , (4.6.33) 
<=0 
x ; [ ( C T - ' ( c r ) ' - o < r < ^ , (4.6.34) 
or linear combinations thereof. 
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That the sum of the squares of the points in a single frame of any higher order spectra 
can be calculated directly from the second order statistics of the signal is a remarkable 
r e s u l t . I t is however not as useful as one might first suspect since it is only possible to get 
the sum of the squares of the points of a "raw" n-th order periodogram. No averaging is 
possible and without smoothing the value calculated is dominated by the magnitude of 
the second order effects, the accessability of higher order information in these statistics 
drops drammatically with order. 
It is possible to express frame averaged single measures but the expressions are much 
more involved thah those presented here and offer no computational advantage over the 
commonly used methods. 
4.7 Using bispectral tests to detect ships 
It has been shown that bispectral analysis of a signal can enable it to be classified 
as hnear or nonlinear. It has been suggested that acoustic ship noise will contain non-
linearities. Sources suggested for these nonlinearities include vibration of the hull plates 
outside the Hook's law region, cavitation on the propeller blades and nonhnearities gener-
ated by the engine when operating under stress. Thus the use of the bispectrum to detect 
the presence of ship noise by its nonlinearities against the Gaussian Hnear ambient noise 
seems reasonable. 
One possible point of confusion should be discussed immediately. The bispectral test 
for linearity defines nonlinearity as the inability to be modelled by stationary white IID 
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noise through a linear filter. When the term nonhnearity is used elsewhere in scientific 
literature it often has a very different meaning. For example, by the bispectral definition 
of nonlinearity, all deterministic signals are nonlinear. Whilst cavitation may be a random 
process the signal produced from the ship's engine is definitely predominantly determin-
istic and narrowband. A deterministic signal may or may not be detected in Gaussian 
noise by the bispectral tests available. A single sine wave would not produce a non-zero 
point in the bispectrum; three sine waves at frequencies / i , /z and / i + would produce 
a non-zero point. Also, since deterministic signals are nonstationary, the bispectral test 
for stationarity may detect ship noise against a stationary background noise. 
Study of typical ship noise shows that it always contains a number of narrowband 
spikes in its power spectrum some of which are directly due to the periodic determin-
istic output from the engine and propeller. The most significant non-zero points in the 
bispectrum most often have one or more of these spike frequencies in their co-ordinates. 
Thus if the bispectrum of ship noise contains significant non-zero areas they will most 
likely be narrowband structures. So whilst the Hinich tests are good when the type of 
signal analysed is entirely unknown it may be possible to develop more sensitive tests for 
detecting signals known to contain only narrowband nonhnearities. 
Work has been done'^^ showing that the bispectrum can be used to detect damaged 
gears in a machine through analysis of its output. Obviously machine noise can have a 
non-zero bispectrum and the shape of this bispectrum depends on the operating conditions 
of the machine. Bispectral detection methods seek to detect this non-zero content and 
from it deduce the presence of the ship. It is therefore important to consider what efi'ect 
the transmission of the noise from the engine to the sea will have on its bispectral content. 
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The effect of mult iple transmission pathways on machine noise 
A common way of modelling machine noise is as a periodic sequence of shocks, gener-
ated by the machine itself, which are modified by the transmission path to the point of 
reception. The modification due to transmission is often modelled as a frequency depen-
dent phase shift to represent the effect of passing through a dispersive medium. In a 
complex structure like a ship there will be many possible transmission paths from ma-
chines inside the ship to the water and on to the observer. Figure 8 is a diagrammatic 
representation of this scheme; a machine generates a string of shocks and varying fractions 
of this signal travel to the hull via a variety of pathways each introducing its own changes 
to that part of the signal. The signals all recombine after radiating through the hull plate. 
Consider the signal 
A{t) = C{sin{fit) + sinifit) 4- sin{{fi + /z)^)) (4.7.1) 
split into N parts of C /N sin(ft) each of which is given a random phase shift to each 
frequency and then the N parts are recombined to produce a signal B(t), 
B{t) = ^ + sin{f2t + <f>2p) + sin{{fi + f2)t + 4>3p)) (4.7.2) 
p=i ^ 
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The power spectrum of A(t) has a spike at frequency / i , /2 and f i -f /2 of height C. As N 
tends to infinity the power spectrum of B(t) will have a spike at these frequencies with 
height CN~^ . The normalised bispectrum of B(t) will be the same as that of A(t). Each 
fraction of the signal has a bispectral component at frequency coordinates ( / i , / ? ) only 
and each has a random phase on the component; however the component in the recom-
bined signal is not diminished as are the power spectral components, because of the effect 
of all the cross terms between the recombined fractions of the original signal. 
Thus this model for machine noise transmission suggests that the effect of transmission 
will be to reduce the signal-to-noise ratio giving lower spikes in the power spectrum. The 
transmission will not reduce any of the third order statistics but with less power in the 
signal they will be harder to detect. The signal will be harder to detect because although 
the skewness of the signal is not reduced the reduction in signal power means that the 
skewness of the signal plus ambient noise is reduced. 
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Figure S: Diagrammatic representation of multiple path model 
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The effect of modulation on the bispectrum 
Listening to typical ship noise data, collected from a sonar buoy bearing a single 
hydrophone, one can tell that often a significant proportion of it is modulated by the 
propeller. This impression is backed up by analysis carried out on real data supplied 
from D.R.A Portland. The effect of modulation of a signal on the bispectrum of that 
signal should then be investigated. If the signal that is modulated is stationary then the 
modulated signal will be periodically stationary. 
Let the Xt whose Fourier transform is Xj be multiphed by sin{fmt) to produce signal 
mt. The Fourier transform of the modulated signal is given by 
M f — + 2 ^ f - m ( 4 . 7 . 3 ) 
The bispectrum of the modulated signal is 
+ 7 ^ 1 - ^ / 2 + " 1 - ^ - / 1 — / 2 + m 4 " ^ ~ l ~ • ^ / i + 7 7 i - ^ / 2 — / l — / 2 + m 
—m-^ /2+m-^ —/l—/2+ni "I" "H" -^ /i—m-^ /2+ni-^ —/l—/2—m 
~\~Xj^^j^Xj2—/i—/2—T7i ^fl—ni-^/2——/l—/2—TTI) (4.7.4) 
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From the above equation it can be seen that none of the terms in the bispectrum of 
the modulated signal correspond to points on the bispectrum of the unmodulated signal. 
There is one term whose frequency indices sum to 4-3m, three terms have frequency sum 
equal to m, three terms have sum -m and one term to -3m. Thus the bispectrum of 
the modulated signal is composed of values from points off the principle manifold of the 
unmodulated signal. This means that, if Xt is stationary, the modulated signal will have 
no skew, whatever frequency it was modulated at. This is obvious since skew is a measure 
of asymmetrical distribution about the mean and multiplying by a sine wave will clearly 
restore symmetry. 
It can also be seen that the bispectral mass of the unmodulated signal will be split 
away from the bispectrum into four planes parallel to it by the modulation. The modu-
lated signal will have shifted images of the original bispectrum in the planes / i + /2 — /a = 
±3m, ± m . The modulus of the values on these planes will be respectively | of the orig-
inal. From this it can be shown that if the original signal possessed skew, the modulated 
signal will show as nonstationary by virtue of its non-zero values off the principal mani-
fold. The effect of modulation on a signal and the fact that it is not uncommon for ship 
noise to be partially modulated indicates that it may be important to look at off manifold 
points when trying to detect ships through bispectral analysis. 
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Figure 9 shows diagrammatically the shift in spectral weight caused by modulation, 
note here that the f3 axis is not the third frequency index of the bispectrum - it is set to 
be orthogonal to the bispectral plane. . 
Fig 9 The redistribulion of bispectral mass caused by modulaiion 
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Chapter 5 
Simulations 
5.1 Problems with the linear model 
Faced with modelling a continuous stationary skewed signal by a discrete proces 
there is a temptation to model it as skewed IID noise passed through a linear filter, since 
pseudo random IID variables are easily generated on a computer. 
In section 3.3 it was shown (equation 3.3.20) that the expected value of the bispectrum 
of a discrete linear skewed process is in general non-zero in both the inner and outer tri-
angles. In section 4.3 it was shown that the outer triangle of the bispectrum of a discrete 
signal Nyquist sampled from a stationary continuous signal is zero. From this it can be 
concluded that signals produced using a linear model and skewed IID input could never 
have been sampled from a continuous stationary skewed process. 
Many p a p e r s d e a l with time series generated using the linear model and skewed 
IID input; it is not made clear in these that such time series could never have been sam-
pled from a stationary continuous process. Problems with series generated in this way 
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become manifest in the third order statistics of the series and are not apparent in the 
second order statistics. 
Many authors^ ®'^ ®''®^ have published work proposing various tests dependent on the 
third order statistics of a stationary signal. Often these tests are to be carried out on 
real data sampled from nature, such as sonar recordings from the sea. In order to assess 
the performance of these third order tests compared to those of second order methods 
a test signal is often proposed and is typically generated using a linear model with a 
skewed input. The point made in this section is that such signals could never have been 
Nyquist samples of a stationary continuous process and therefore the conclusions drawn 
from comparisons made using them are open to debate. 
Samples taken at the Nyquist rate from white bandlimited Gaussian signals can be 
shown to independent. However similar samples taken from a skewed process will not 
be independent. It is known'^^ that all stationary processes have a linear representation 
but only a Gaussian stationary process can be modelled with the linear model. Thus to 
model correctly the Nyquist samples from skewed stationary processes, nonlinear models 
are required. 
The discrete series formed by passing skewed IID through a linear filter is stationary, 
its off manifold bispectral points having zero expected value. Such processes are of use as 
models of certain point processes. However the continuous signal which may be calculated 
by viewing them as Nyquist samples is not stationary and this is significant in certain 
cases. 
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5.2 Alternative models 
A very simple and easy way to generate a signal that could have been Nyquist sam-
pled from a stationary continuous skewed process is as follows. First generate a signal as 
skewed IID or skewed IID through a filter, then Fourier transform and set all components 
whose frequency is greater than one half or less than minus one half to zero. Now in-
verse Fourier transform and throw away every other sample, so that the resulting signal is 
Nyquist sampled. The signal obtained has a normalised bispectrum that is flat and non-
rtOiA. 
zero in IT and zero in OT. If this process could be written as a filter it be a linear one. 
A 
A more complex and more powerful method for producing such signals is described below. 
Hinich M o d e l 
In this section a method due to Hinich"*® is described. It allows for the creation of 
a signal with any desired bispectrum through the combination of two IID signals and the 
modification of the power spectrum, without effect on the bispectrum, by the inclusion 
of a third IID series. 
Let { }, { } and { } denote three third order stationary random time se-
ries which are mutually third order white. We define a process as third order white if 
i) = 0 for m=l,2,3 
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ii) = 0 for all non-zero r and all combinations of m,n=l,2,3 
iii) 64+^2)] = 0 for all non-zero TI,T2 and all combinations of k,m,n=l,2,3 
For simplicity of notation suppose = 1 
and E[(ep^)^] = = 0 , = 7713 (3rd central moment) 
Define the following stationary nonlinear moving average process 
yt - a(ef ^ (5.2.1) 
where bm,n = 0 i f m < 0 o r n < 0 . 
The triple correlation Cyyy(Ti,r2) = Elytyt+riVt+Ti] can be written as 
^V!/s/(^i' ^2) — o ipTi,T2—T\ "t" ^7^,n—T2 ~I~ niTz "I" ^—T2,n "t" ^71—72,—n "I" ^72—n,—rs) ( 5 . 2 . 2 ) 
Thus 
8 7 
h — "^ 2) 
Wti .Ti — : g4 ( 5 . 2 . 3 ) 
' ^ j ' ^ (rUa. R-WS cxWu^ ^ yw*L&^  Lt. »A*-fcA.tl"c^U'cclL ^ , 
The series can be given the desired power spectrum without altering its bispectrum 
by adding in a third term as follows, 
Xt = y t - \ - Y ^ ( 5 . 2 . 4 ) 
where = 0 if 5 < 0. 
Since the are mutually third order white 
Cxxa:(Ti,T2) — ^yyy(Ti,T2) ( 5 . 2 . 5 ) 
The spectrum of { Xj } is 
5 ; = 2a? + a" Y ^ W Q - s ) + H J H . J ( 5 . 2 . 6 ) 
where, 
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== (5.2.7) 
and 
= (5.2.8) 
From this the amplitude of H j can be calculated for a given target spectrum 
= (^; - 2 * o" - (5.2.9) 
m 
where abs[Hf] is the absolute value of Hj. 
If we decide that the filter ht is symmetrical then Hf has zero phase and we can Fourier 
transform to get ht-
Using this method a signal was produced, its bm,n coefficients calculated from the triple 
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correlation of the bispectrum shown in Figure 10 below. 
Fig 10 Positive quadrant of target bispectrum 
In Figure 11 the part of the bispectrum calculated from a stretch of this signal is 
shown ( this area corresponds to the positive quadrant in Figure 4). The coefficients were 
scrambled and another signal produced; its bispectrum is shown in Figure 12. Figure 13 
shows the two probability distributions for the signals and Figure 14 shows their powei 
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spectra superimposed on each other. The scales on these two figures are not very infor-
mative; they are included to show that within experimental error both signals have the 
same first and second order statistics although their third order statistics differ. Both of 
these signals were converted into sound signals but no difference was audible, at least to 
the untrained ear. 
From this experimental work it becomes clear that although any bispectrum can be 
produced the variance on the bispectral points is often very high and in order to see the 
asymptotic shape of the bispectrum emerge from the noise a very large amount of data 
must be used and a lot of smoothing done. 
One possible use of this method is to fit real signals to this model, determining the 
bm,n from a stretch of signal. To do this one would form the best estimate of the signal's 
bispectrum from the data available and then carry out the method above using the mea-
sured bispectrum as the one to be produced. 
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Figure 11: Estimated bispectriim of series produced using Hinicli al-
gorithm 
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Figure 12: Estimated bispectriiin of series produced using Hinich al-
gorithm with scrambled coefficients 
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Chapter 6 
The effects of bandlimiting 
6.1 The effects of bandlimiting on skewness and other higher 
order statistics 
Skewness 
Bandlimiting a signal can have a profound effect on the higher order statistics of 
that signal. From the definition of the bispectrum (3.3.2) it is can be seen that the con-
tinuous bispectrum only exists for signals with a bandwidth of an octave or greater; this 
is the minimum bandwidth that will allow three frequencies to be chosen such that they 
sum to zero. It is well known amongst people working in signal processing that if a signal 
is bandlimited to less than an octave all skewness is removed. This is always true for 
signals sampled at the Nyquist rate from stationary continuous processes. 
There are however some subtleties in the effect of bandlimiting on skewness. The IT 
of the discrete bispectrum only exists if the signal spans an octave, this is the minimum 
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b a n d w i d t h w i th in which it is poss ib le to choose th ree f r equenc ie s such t h a t t h e y s u m 
to zero. T h e O T exis ts as long as t h e lowest poss ib le s u m of t h r e e f requenc ies is less 
that tW'ice the Nyquist frequency and the highest possible sum is greater than twice the 
Nyquist frequency, if these conditions are not met then it is not possible to choose three 
frequencies from the given band such that their sum is equal to twice the Nyquist rate. 
The conditions for skewness to exist in the IT and OT are laid out in table 1 in terms of 
the central frequency of the signal /o, the bandwidth B and the Nyquist frequency fn (set 
to 1). Figure 15, below, illustrates this set up with the shaded region illustrating allowed 
frequencies. 
Fig 15 Possible power specirum for bandlimiied signal 
- f - B / 2 - f - f + B / 2 0 f - B / 2 f f + B / 2 
F r e q u e n c y 
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The conditions are represented diagrammatically in Figure 16. The unshaded region 
in Figure 16a represents all the possible combinations of B and /Q. The dash-shaded 
region in Figure 16b contains all the possible combinations of B and /o where points 
exist in the IT and the dash-shaded region in Figure 16c contains all combinations with 
a contribution to the OT. Signals bandlimited such that they fall into neither of these 
two regions cannot possess skew. Signals for which the OT is asymptotically zero possess 
skew in a more limited range of bandwidths than do signals with nonzero OT (signals 
produced with the hnear model and skewed IID noise for example). 
Table 1 
Region Conditions 
Inner triangle 2(/o - f ) - (/o + f ) < 0 
Outer triangle 3(/o - f ) < 2/„ 3(/o + f ) > 2/„ 
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F i g 1 6 S u p p o r t Z o n e s f o r the t w o t y p e s o f c o n t r i b u t i o n to s k e w n e s s 
Bandwidlh B 
Fig 16b 
Bandwidth B 
Fig 16c 
Bandwidlh B 
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Kurtosis 
The effect of bandlimiting on kurtosis is best understood by considering the trispec-
trum. The trispectrum is defined as, 
oo oo oo 
Tf..h.h.U= Z E E (6.1.1) 
<1= —oo <2 = —OO <3 = —OO 
The notation is used to bring out the symmetries in the trispectrum. The 
fourth frequency is effectively a hidden variable, the trispectrum being equally well writ-
ten T/j j2,/3 where it is understood that f j = 0 modulo 1. For computational purposes 
it is easier to calculate an estimate of the trispectrum from the equation below, 
than from the equation above. 
Th,h,h = (6.1.2) 
Returning to the linear model 3.2.12 it can be shown^® that the discrete-parameter trispec-
trum of a signal produced using this model has the form. 
= <(0,0,0)H(/.)H(/2)Jil(/3)H(/4), (6.1.3) 
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where is the 4 ^ orA&r . 
In addition Brillinger and Rosenblatt^® showed that the discrete-parameter trispectrum 
TjuhJsJi the continuous-parameter trispectrum T( / i , / 2 , / s , / 4 ) are related by the 
formula, 
^/i , /2 , /3 , /4 = ^ ( / i + P' / z + 9 , / s + r , A + 5 ) ( 6 . 1 . 4 ) 
p q r s 
where the summation extends over integers p,q,r,s such that / i - f / 2 + / 3 + / 4 + ( p + 9 + r + s ) = 
0. 
Since the trispectrum is the three dimensional Fourier transform of the stationary 
joint fourth order cumulant the sum of the points in a discrete trispectrum will give the 
central fourth order cumulant, i.e the kurtosis. Figure 17 shows the support set for the 
discrete trispectrum; it is divided in a similar manner to the bispectrum into two types of 
region, the inner volume where the frequency indices sum to zero and the outer volume 
where they sum to 1. The inner volume is divided into two parts. In one, the first three 
Fourier components in the trispectrum definition 6.1.2 are positive, in the other only two 
of the first three frequencies are positive. The former region, now called the inner 3:1 re-
gion, contains contributions from interactions where the sum of three frequencies is equal 
and opposite to the fourth. The latter region, now called the inner 2:2 region, contains 
contributions from interactions where the sum of two frequencies is equal and opposite to 
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the sum of the other two. The outer volume is divided into two regions, one in which all 
four frequencies are positive (now called the outer 4:0 region) and one in which the two 
of the first three and the fourth frequency are positive (now called the outer 3:1 region). 
Note that in Figure 17 the positions of some of the lines have been distorted to enable 
the reader to distinguish the four volumes referred to above. 
It is clear that the four subvolumes that divide the support volume each have differing 
criteria for the bandwidth of the signal that must be satisfied in order that the signal 
can effect the points within them. Consider the general case of a signal with Nyquist 
frequency /„, central frequency /o and bandwidth B, see Figure 14. The four subvolumes 
are listed below with the conditions that /o and B must satisfy in order that the signal 
can generate values within them. 
Table 2 
Region conditions 
2:2 inner any possible combination 
3:1 inner 3(/o - f ) — (/o + f ) < 0 
3:1 outer 3(/o + j ) — (/o — "f) ^ 2/„ 
4:0 outer 4(/o + f-) > 2/„ 4(/o — y) < 2/„ 
Figure 18a shows the possible combinations of /o and B; the area shaded with the "brick 
pattern" contains all the impossible combinations and the signal may contribute to inner 
2:2 points for any combination within the unshaded area. The area shaded with the 'dash 
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pattern" in Figure 18b shows the combinations of /o and B where at least some points 
in the inner 3:1 region can be nonzero, the number of nonzero points falling to zero on 
the boundary. The dash-shaded area in Figure 18c is for outer 3:1 contributions and the 
dash shaded area in Figure 18d is for 4:0 contributions. 
The work in section 5.1 generalises simply to fourth order so that it can be shown 
that the outer volume in the discrete-parameter trispectrum will be zero if the discrete 
signal was Nyquist sampled from a continuous stationary process. When the continuous-
parameter trispectrum is bandlimited at | so that the sum in 6.1.4 is restricted to p,q,r,s 
such that 
\fi+p\<2'^ lA + g| < g! \f3 + r\<-] 1/4 + 5] < - . (6.1.5) 
Within the inner volumes (for which f j = 0 and hence p + q + r + s = 0) the 
only contribution to the discrete-parameter trispectrum occurs when p=q=r=s=0 , since 
for II p II , II q II , II r II or II s II greater than or equal to 1, the above conditions cannot 
be satisfied. Therefore each point within the discrete-parameter trispectrum is identically 
equal to the continuous-parameter trispectrum with the same frequency coordinates. In 
the outer volumes / i + /2 + /a + A = 1, and hence, p-|-q-fr+s=-l. Since individually 
each f j < I it follows that one of the conditions in 6.1.5 must be violated and so the 
contribution to the discrete-parameter trispectrum is zero. 
One area where these ideas about kurtosis and bandwidth can be used to gain deeper 
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insight into the problems of apphcation is the technique of maximum kurtosis phase esti-
mation used in the deconvolution of seismic data'*. In maximum kurtosis phase estimation 
the problem is to optimise the result of a deconvolution carried out on the return from 
sending a seismic shock into the sea bed. The aim is to recover the reflectivity series 
generated by the rock layers beneath the sea bed. The useful piece of information used is 
that typically reflectivity series of this sort are very kurtotic; by giving a constant phase 
shift to the Fourier transform of the deconvolved series, the maximum kurtosis algorithm 
seeks to obtain the series with the highest possible kurtosis that still satisfies the second 
order constraints of the system. The estimate obtained in this way has been found to give 
best agreement with borehole data^. 
The method is carried out as follows. A version z* of the signal Xt with a constant 
phase shift 9 is generated by the algorithm below, 
zt = xtCosO — ytsinO (6.1.6) 
where yt is the Hilbert transform of X/. 
The Fourier transform of the new series Zt is Zy and is related to the Fourier transform 
of Xt as follows. 
\Zf \ = \Xf\ phaseZf = pkaseXj + 6 
\Z^f \ = \X^f\ phaseZ^f = phaseX^f — 9 (6.1.7) 
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(6 .1 .8) 
The value of 9 is altered to maximise kurtosis and the corresponding z, is chosen as the 
solution. 
From the information above it can be seen that a constant phase shift of 6 to the 
Fourier transform of a signal will cause a phase shift of 4:9 in the outer 4:0 region, 29 
in the outer and inner 3:1 regions and no phase shift in the inner 2:2 region. Figure 
18b shows the conditions on B and /o needed for the inner 3:1 region to exist. If these 
conditions are not met then the technique will not be able to alter the kurtosis of a series 
Nyquist sampled from a continuous stationary process. However the technique will have 
power over a wider range of B and /o for a kurtotic signal produced using the linear model, 
since the kurtosis contribution from the outer volumes can be altered by a constant phase 
shift under conditions where there is no kurtosis contribution from the inner 3:1 volume. 
In the literature^ there are theoretical results based on modelling the reflectivity series 
as kurtotic I ID and experimental results from seismic tests. The results show that maxi-
mum kurtosis phase estimation only works when the bandwidth and central frequency are 
such that the inner 3:1 volume exists and that the real data does not exhibit any of the 
behaviour peculiar to the linear model. The theory based on the Hnear model suggests 
that the technique should have wider application but as has been shown here the linear 
model has different fourth order properties than series Nyquist sampled from continuous 
stationary processes. The predictions made here about the effect of a constant phase shift 
on the kurtosis of signals produced using the linear model have been verified by numerical 
experiment on the computer. 
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For signals where the technique ceases to have power it may well be that a frequency 
dependent phase shift algorithm will allow the kurtosis to be changed without altering the 
second order statistics since a frequency dependent phase shift will change the phase of 
points in the inner 2:2 region and every signal has an inner 2:2 region (although it may be 
asymptotically zero). Even a simple two part phase shifter which gives all the frequencies 
below /o one phase shift and a different shift to all the rest will allow a significant number 
of points in the inner 2:2 volume to undergo a phase shift. 
Here an understanding, gained from consideration of the appropriate polyspectra, of 
the effect of bandlimiting on kurtosis suggests a way of extending the range of a practi-
cal technique. The use of the polyspectra to aid understanding has vastly simplified the 
problem^®. 
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Figure 17: Support set for the discrete trispectrum 
Outer 4:0 volume (1/4.1/4,1/4) 
a/2,0.0) 
, (1/3,1/3,0) 
f = f 
Outer 3:1 volume 
(1/2,1/2.-1/2) 
Inner 3:1 volume 
(1/6.1/6.1/6) 
(1/4,1/4.0) 
Inner 2:2 volume 
( 0 , 0 , 0 ) 
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Figure 18: Support zones for the various types of contributions to kurtosis 
Bandwidth 
F i g u r e 18a F i g u r e 18b 
Bandwidth 
F i g u r e 18c F i g u r e 18d 
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Chapter 7 
Using Higher Order Statistics for 
Detect ion 
One of the standard exercises in text books on maximum likelihood tests is to show that 
the optimal detector for spotting a Gaussian random signal in Gaussian random noise is an 
energy detector based on a threshold test on the variance. In general however, the energy 
detector is not optimal. The optimal detector for any given situation can be calculated 
given full knowledge of the distribution functions of both noise and signal. These optimal 
detectors are messy to calculate and case-specific and so are not often used. It should be 
possible to move closer to the optimal detector by refining the detection method whilst 
avoiding the complication of the optimal detector. The hope behind adding a bispectral 
test to the energy detector when looking for ships against a Gaussian ambient noise is 
that this refined test will be closer to the optimal detector for ship noise. 
To see that, if the signal to be detected is non-Gaussian, the optimal detector must 
make use of higher order statistics, one can study a simple example. In section 7.1 such an 
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example is given and the uniformly most powerful test (equivalently the optimal detector) 
is derived. 
In section 7.2 a comparison is made of the performance of a bispectral detector and 
an energy detector on a skewed signal in Gaussian noise over a wide range of signal to 
noise ratios. The work in this section draws strongly on the ideas of A.T.Parsons (private 
communication)^^ 
7.1 A motivating example 
Consider the problem of deciding between two hypotheses about the probability dis-
tribution giving rise to an observed sequence Xf. A parameter space can be constructed 
from the parameters used in the hypothesised probability distributions. These parameters 
can be estimated from the observed data, generating a point in the parameter space. The 
theory of hypothesis testing^'^ allows one to decide which hypothesis to accept, having 
set the acceptable levels of type I (true hypothesis wrongly rejected) and type II (false 
hypothesis wrongly accepted) errors, depending on which region of the space the point 
lies in. The null hypothesis will be rejected if the measureiparameters correspond to a 
point outside the best critical region (BCR). This best critical region is calculated from 
the ratio of the likelihood functions under the two hypotheses. 
For this example the null hypothesis (HQ) is that the observed sequence is Gaussian 
noise and hypothesis Hi is that the sequence is a random signal with probability distri-
bution given by, 
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fix) = (7.1.1) 
where K is a normalising constant so that f{x)dx = 1. 
Note that for simplicity all normalisation constants have been set to one and the Gaussian 
noise is assumed zero mean and unity variance. 
The best critical region is defined by, 
L{x\Ho) 
L{x\Hr) 
= (7.1.2) 
which is equivalent to, 
—x^  + x^-\-x'^<Ca. (7.1.3) 
The value determines the size of the best critical region and is dependent on the level 
a chosen for type I error. 
From this it can be seen that whether the observed sequence falls inside or out of 
the best critical region is dependent on its second, third and fourth order moments, with 
equal importance. 
A more realistic problem however is that of detecting the presence of a non-Gaussian 
signal is Gaussian noise. The null hypothesis is that the observed signal is Gaussian noise. 
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The alternative hypothesis is that it is a non-Gaussian signal and Gaussian noise. Now 
the mathematics of maximum likelihood tests becomes complicated. Certainly the BCR 
still depends on the higher order moments but the x'^  axis in parameter space begins to be 
the dominant feature of the BCR. If the third order content of ship noise is not sufficiently 
high then bispectral tests will not provide a measurable improvement to detection chances 
and indeed may reduce them if too much weight is given to the bispectral result. 
In the following section a less general and more tractable problem is analysed to show 
the poor performance of skew based tests compared with variance based tests. 
7.2 Comparison of broadband skewness and broadband en-
ergy detector 
In this section the problem of detecting the presence of a stationary skewed random 
process in stationary non-skewed random noise is considered. The detection probability 
is calculated in terms of the false alarm rate first for the broadband skewness detector 
then for the broadband energy detector. 
The sums of the squares of the bispectral points within the inner triangle will give a 
broadband measure of skewness that is analogous to the broadband measure of energy 
given by the variance of the signal. Given a discrete signal { xq, . . . x^-i } of length 
N a consistent estimate of the bispectrum can be computed in a number of ways''®""®®. 
One simple way to calculate a consistent estimator is to divide the record into P non-
overlapping pieces of length L. The P bispectra calculated from these pieces are averaged 
111 
to give the estimate, which is a bispectrum of side L containing discrete points. Pro-
viding that P > L, the estimate will be a consistent and unbiassed one. If sufficient 
averaging has been done then the distribution of the points in the bispectral estimate is 
approximately complex Gaussian with mean value that of the true bispectrum. 
The estimate of the bispectrum should be normalised to remove the second order in-
formation contained in its variance. The normalisation considered below generates the 
skewness function s defined by Hinich^^. 
±2 _ l-D/1,/2 \B„j " 
5/. 5/ . 5/.+/. 
(7.2.1) 
It follows that these estimates are asymptotically distributed as independendent, non-
central chi-squared variates with two degrees of freedom, namely, with non-
centrality parameter. 
^fi,h — -5/1 ,/2 (7.2.2) 
A broadband measure of skew is given by the sum of the squares of these normalised bis-
pectral points. The standard measure of skew will be zero if the bispectrum is everywhere 
zero, but it may also be zero when the bispectrum is positive imsome parts and equally 
negative in others. The sum of the squares of the bispectral points will be sensitive to 
any deviation from a bispectrum that is everywhere zero. The statistic T (H / r / j) is 
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chi-squared with ^ degrees of freedom with non-centrahty parameter A detection 
is assigned to T when it exceeds a threshold Ta corresponding to a given false alarm rate 
a when the observation comprises noise alone. It is required to find the probability of 
detection PD as a function of signal to noise ratio. 
For large samples the non-central chi-squared distribution can be approximated by a 
normal distribution, 
^ 2' (7.2.3) 
where Norm{&,h) is a normal distribution with mean a and variance b. 
This then gives the probabihty of exceeding as, 
rp 
" = 1 - f ( ^ - T r f - ) (7 2 4) 
where 
$,{x) = r e-'^du (7.2.5) 
v27r J—oo 
is the error function. The threshold setting for a given false alarm rate a is then 
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^ ^ (7.2.6) 
When the signal is present in the noise, the test statistic T is distributed approximately 
(A^+n) with non-centrality parameter, 
where Sg is the rms skewness of the signal, and p is the signal-to-noise power ratio (as-
sumed constant over the principal domain of the bispectrum). 
Following the calculation through the level of skewness required for a given false alarm 
rate at a given signal-to-noise level can be calculated, (here the block length and the num-
ber of frames are approximately equal, i.e. L ^ P and consistency is just satisfied), 
S] > ^ ( 1 + $ ->(1 - a) (7.2.8) 
It is instructive to compare this with the expression for the signal-to-noise power ratio 
required for the same false alarm rate if the detector is a broadband energy detector. 
^ ( l - o : ) (7.2.9) 
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It is clear that the broadband energy detector is capable of detection at signal-to-noise 
ratios of much less than unity. The broadband skewness detector 7.2.8 however is clearly 
much inferior to the energy detector unless the skewness is very large. 
A numerical example demonstrates this point. Taking N=10,000 (not a very large 
sample), and choosing the false alarm rate as 0.1% gives the energy detector a 50% 
detection probability provided p > 0.044. The skewness detector can only match this 
performance if the rms skewness 5^ > 40. This is a very large value of skew and one that 
would be extremely unlikely to be measured in any realistic signal of interest. 
The conclusion to be drawn here is that at low signal-to-noise ratios (always the case 
when searching for better means of detection) the bispectrum is very unlikely to compete 
with or even augment the power spectrum methods. 
115 
Chapter 8 
Experimental Results 
During the course of this work a lot of data was provided by the Defence Research Agency, 
Portland. The data consisted of various recordings made using a single hydrophone, some 
with ships of varying types and speeds at varying distances, some with only very distant 
shipping present. Recordings made at different points within a ship were also supplied. In 
addition data was also collected using a microphone to record the noise of various office-
based pieces of machinery. The data was analysed in various ways with many comparisons 
between energy detectors and bispectral detectors carried out. These experimental results 
back up the theoretical conclusions reached by A.T.Parsons and set out in section 7.2 -
the energy based methods always significantly outperform third order based detection 
methods and are easier to compute as well. However it can be seen, at least in the on-
board and office data, that the bispectrum does contain information not present in the 
power spectrum and it may be that this information could be used to increase the chance 
of identification in the case where a strong signal has already been detected. It has been 
suggested by M. J.Hinich (private communication) that there is much more interesting and 
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useful information (of the sort seen in the onboard and office data) in ship noise when 
the ship is changing direction or speeding up. All the ship data analysed came from ships 
that were travelling in more or less straight lines at approximately uniform speed. 
In sections 8.1 and 8.2 representative examples of analysis of real data are shown. 
When reading through this analysis it should be borne in mind that, because machine 
generated noise contains a large deterministic component, it is nonstationary. The bis-
pectral tests commonly employed have been developed by considering the properties of 
the bispectra of stochastic processes. For example the linearity test answers the question 
"could this signal have been produced by passing IID noise through a linear filter?"; if 
the signal fails the linearity test and is known to be a stochastic process then it can be 
concluded that the signal can be modelled as IID noise through a nonlinear filter and 
hence the test is called a hnearity test. When the hnearity test is applied to the ship's 
signal embedded in ambient sea noise it would be wrong to assume that a failure implies 
some nonlinear mechanism at work. Nonstationarity can cause a signal to fail the linearity 
test and a nonstationary signal can be produced by "linear" mechanisms. 
8.1 Analysis of ship data 
In this section analysis of a single typical set of ship noise data is presented since 
there is nothing to be gained from presenting a large quantity of very similar results. The 
analysis of one typical set of ambient data and of one recording made inside the hull are 
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also presented. 
The ship noise comes from a Spanish corvette. The corvette noise was recorded by a 
single hydrophone, the ship was travelling at approximately 9 knots and at the beginning 
of the recording was 650 meters from the sonobuoy. Figure 19 shows three power spectra 
calculated from the ship noise at the beginning of the record and after 80 and 160 seconds. 
Each power spectrum in this figure was formed by averaging the power spectra from 650 
non-overlapping frames each containing 256 points. The decrease in power levels is due 
to the increasing distanctbetween ship and sonobuoy; the power spectrum calculated after 
160 seconds is hard to distinguish from the power spectrum of ambient noise recorded 
nearby (both in date and location) and presented in Figure 20. The absolute power lev-
els given in these figures have no significance except in that they are useful in making 
comparisons between the power spectra shown. It can be seen that the broadband ship 
noise is about 6dB above the ambient noise level at the beginning of the record and falls 
to about OdB at the end. 
Table 3 shows the measured skew and kurtosis for the three sets of ship data and three 
sets of ambient data taken from the ambient record by dividing it in the same manner 
as the ship record. Also included are the results for the whole set of ship data and the 
whole set of ambient data; the expected values for Gaussian data are given together with 
the standard deviation. It is clear that the ambient noise shows no significant skew and a 
small amount of kurtosis. The ship noise has a small but significant amount of negative 
skew and a much more significant amount of kurtosis. 
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Table 3 
estimated skewness estimated kurtosis - 3 
Measured Theory (Gaussian) Measured Theory (Gaussian) 
total ambient 0.0023 0 ±0.0035 0.0264 0 ±0.0070 
ambient Osecs -0.0025 0 ±0.0060 0.0273 0 ±0.0121 
ambient 8 Osecs 0.0020 0 ±0.0060 0.0309 0 ±0.0121 
ambient 160secs 0.0070 0 ±0.0060 0.0137 0 ±0.0121 
total ship -0.0318 0 ±0.0035 1.0174 0 ±0.0070 
SVvip , Osecs -0.0211 0 ±0.0060 0.2922 0 ±0.0121 
SOsecs -0.0054 0 ±0.0060 0.1493 0 ±0.0121 
. 160secs -0.1691 0 ±0.0060 0.5484 0 ±0.0121 
Table 4 shows the results of applying the bispectral tests for Gaussianity, linearity (flat-
ness of bispectral estimate) and stationarity. The figure given is the number of standard 
deviations the result is distant from the expected result for stationary Gaussian noise. 
The average value of the square of the normalised bispectral points is given as well; the 
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lack of detection power in this statistic implies that single measures may well be equally 
powerless. Figures 21a-c show the points in the normalised bispectra of the ambient data 
sets that are significant at the 0.1% level, the axes on these diagrams are frequency (in 
Hz), only the points in the nonredundant area are shown. Figures 22a-c show the same 
results for the ship data. Careful study of these results show that none of these significant 
point in any of the data sets persists throughout all three bispectra. 
Whilst the bispectral tests are able to detect the presence of the ship in the first two 
data sets, they fail when the ship is more distant. At this distance much less complicated 
energy detection methods based on second order statistics are still capable of detection. 
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Table 4 
stationarity, Gaussianity and linearity tests, and average of squared value of normalised 
Stationarity 
bispectrum. 
Gaussianity Linearity Average of Square 
total ambient 0.73 0.53 0.20 0.17 
ambient Osecs -1.46 1.20 -0.94 0.41 
ambient SOsecs 1.12 2.23 0.18 0.40 
ambient IGOsecs 1.13 0.94 -0.14 0.40 
total ship 18.50 46.22 0.38 0.34 
ship Osecs 5.78 17.39 -0.74 0.46 
ship SOsecs 5.44 5.94 -1.42 0.44 
ship IGOsecs 0.22 1.09 0.52 0.40 
Data was also collected aboard ship. From a variety of measurements made under various 
conditions, four sets of results are shown here. These contain the most significant non-
Gaussian behaviour recorded. Figure 23 shows the power spectrum from data recorded 
using a Shure microphone in the steering room of the vessel "R.M.A.S Newton" travelling 
at 12 knots. Figure 24 shows the modulus of the normahsed bispectrum estimated from 
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this data. Figures 25 and 26 show the power spectrum and normaHsed bispectral modulus 
of the data collected during the same period by an accelerometer attached to the hull in 
the steering room; this data is more representative of the signal actually entering the sea. 
Figures 27 and 28 are the power spectrum and normalised bispectral modulus of the data 
collected using the Shure microphone in the R.M.A.S Newton's engine room whilst she 
was travelling at 12 knots. Figures 29 and 30 are the power spectrum and normalised 
bispectral modulus of the accelerometer data collected at the same time from the engine 
room hull. 
It can be seen that in none of these cases is the bispectral content particulary high 
even this close to the generating machinery and that the accelerometer data implies that 
much of the significant bispectral content does not survive transmission to the hull. In 
both these figures the significant points are clustered around the low frequencies and can 
be seen as structure in the normalised bispectrum. Further analysis has shown that the 
significant points persist over time. 
Figures 31 - 35 show the modulii of the normaHsed nonstationary power spectra (see 
section 3.2) of stationary Gaussian random noise, the ambient noise data started at 0 
seconds, the ship noise data started at 0 seconds, the microphone measured steering room 
data and the accelerometer measured steering room data. The ceiling for the grey scale in 
these results is set at 9.21, any point larger than this value is significant at the 1% level. 
The ambient noise and Gaussian noise do not contain any significant deviations from 
the values expected for a stationary process. The ship noise shows some minimal second 
order nonstationary behaviour at low frequencies. The accelerometer recording from the 
engine room shows a significant amount of nonstationarity in the second order statistics 
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and the microphone recording an even higher level. The bispectral tests and tests on the 
nonstationary power spectrum show significant levels of nonlinearity and nonstationarity 
in ship noise; however although the levels are significant they are not suflBciently high to 
increase detection chances. The tests can be used to answer questions about the hnear-
ity and stationarity of the ship noise but these answers do not help to detect the ship 
in the first place. The existence of significant and persistent features in the normalised 
bispectrum at high signal to noise ratio could be used to increase the chance of successful 
identification of the target. 
8.2 Analysis of machine data 
The amount of third order and of nonstationary second order information in the 
recording of ship noise has proved to be fairly low and certainly it is not present at 
the levels required to significantly improve detection chances. In order to obtain some 
good recordings of machine noise without the effects of enclosing ship and sea, some noise 
from various machines around the office was digitised. Another advantage of using office 
machines is that they are simple compared to a ship engine and also more easily con-
trollable. Recordings were made from a variety of office machines, the most interesting 
results being obtained from a vacuum cleaner and it is these that are presented here. 
Two data sets are analysed here, one recorded whilst the vacuum cleaner was oper-
ating normally and one whilst the tube was blocked so that the engine was labouring. 
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Figures 36 and 3T-show the moduli of the normalised nonstationary power spectra of the 
cleaner in unstressed operation and under stress; these can be compared directly with the 
similar figures shown in the previous section. As can be seen the level of nonstationarity is 
much higher. Several methods were tried to see how best to utilise this information. The 
most sensitive found was to check each frequency pair and if any exceeded the theoreti-
cal maximum corresponding to the chosen false alarm rate for stationary Gaussian noise 
then a detection was signalled. This method was tested against two simpler stationary 
methods, namely a simple test on to see if the variance of the measured signal exceeded 
the threshold determined for noise alone and a narrowband threshold test on the power 
spectrum. The stressed vacuum cleaner signal was taken and to it was added steadily 
increasing levels of Gaussian noise. The results are presented in Figure 3%; they show 
that testing the nonstationary power spectrum gives a similar perfomance to the simple 
variance test and that the narrowband threshold test on the stationary power spectrum 
out-performs both. It seemis clear that even for the very nonstationary signal from the 
stressed vacuum cleaner that no significant detection improvement would be obtained by 
adding the nonstationary information to the best of the stationary tests. 
Figures 3? and 40 show the moduh of the normalised bispectral estimates for the 
unstressed and stressed vacuum cleaners respectively. Any value exceeding 9.21 is signif-
icant at the 1% level and in both the top values reach above 20. These points indicate 
some degree of phase locking between the triplets of frequencies involved, in a stochastic 
process this would indicate the presence of nonlinearities. The main output from the 
vacuum cleaner is caused by the deterministic output from the motor and so the signif-
icant points could well be due to triplets of frequencies containing deterministic output 
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from the motor, the deterministic part of the output will exhibit complete phase locking 
between frequencies. Either way there is definitely information in these bispectra and 
further analysis was carried out to determine how useful this information is for detection. 
One thing that is immediately obvious is that the significant points occur as narrow-
band features. This raises the question "is there a more sensitive way of detecting this sort 
of third order information other than the broadband Hinich test?". The most sensitive 
of a number of tests tried was one which tested each frequency bin against a threshold 
determined experimentally from Gaussian noise. Gaussian noise was added to the stressed 
cleaner record in increasing levels and at each level the probabihty of detection for this 
type of test and for the Hinich test was measured. Figure 41 shows the result and it is 
clear that the test aimed at exploiting the narrowband nature of the "nonlinear" features 
is much more sensitive. Figure 42 shows how this more sensitive narrowband bispectral 
test compares to a simple variance test. The obvious conclusion is that even in this case 
where the third order content is much greater than in any ship noise measured the sim-
plest of second order tests out performs the best bispectral test. 
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Figure 19: The power spectra estimated from the Corvette da ta at 
three different times in the record 
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Figure 21: The normal ised bispectra for three records of ambient noise 
Points significant at the 0 . 1 % level s h o w n . 
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Figure 22: The normalised bispectra for three records of corvette noise 
Points significant at the 0.1% level shown. 
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Figure 24: Ship steering room data , modulus of normalised bispectrum 
9.21 
0.0 
130 
100.0-1 
90.0-
8 0 . 0 -
S 70.0 H 
60.0 
3&0-
40 .0- I • ' • ' I ' ' ' ' I ' ' ' ' I ' ' • • I ' ' • ' I ' ' ' ' I ' ' ' ' I 
0.0 100.0 200.0 300.0 400.0 500.0 600.0 700.0 800.0 900.0 1000.0 
Figure 25: Frequency (Hz) 
Power spectrum of signal measured on hull in steering room 
131 
Figure 26: Ship steering room da ta (hull), modulus of normalised bis-
pectrum 
9.21 
m 
132 
0 .0 
80.0-1 
Figure 27: 
70.0-
60.0 -
50.0 I ' ' ' • I ' ' ' ' I • • • • I • • • • I • • • • I • • • • I • • • • I • ' ' • ' • • • ' I 
0.0 100.0 200.0 300.0 400.0 500.0 600.0 700.0 800.0 900.0 1000.0 
Frequency (Hz) 
Power Spectrum of signal measured in Newton's engine room 
133 
Figure 28: Ship engine room da ta , modulus of normalised bispectrum 
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Figure 30: Ship engine room d a t a (hull), modulus of normalised bis-
pectrum 
I 9.21 
0.0 
136 
Figure 31: Gaussian pseuclo random noise, modulus of normalised non-
stat ionary power spec t rum 
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Figure 32; Ambient sea noise, modulus of normalised nonstat ionary 
power spect rum 
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Figure 33: Ship noise recorded in sea, modulus of normalised nonsta-
tionary power spect rum 
9.21 
139 
Figure 34: Ship engine room data , modulus of normalised nonstation-
ary power spec t rum 
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Figure 35: Ship engine room d a t a (hull), modulus of normalised non-
stat ionary power spect rum 
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Figure 36; Cleaner d a t a , modulus of normalised nons ta t ionary power 
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'Figure 37: Stressed cleaner data , modulus of normalised nonstationary 
power spec t rum 
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Figure 38: Detection sensitivities of three second order tests 
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Figure 39: Cleaner data, modulus of normalised bispectrum 
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Figure 40; Stressed cleaner da ta , modulus of normalised bispectrum 
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Figure 41: Detection sensitivities of two third-order tests 
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Chapter 9 
Conclusion 
The question that initially motivated this work was "can the use of third order statistics 
help improve the chances of detecting the presence of a ship in sonar data?". The clear 
answer from the theoretical and experimental work carried out is, "no, it is very un-
likely that in any realistic case the analysis of the third order statistics will significantly 
improve the chance of detection." The idea widely postulated that the bispectrum "re-
moves" Gaussian noise is false in that the effect of Gaussian noise persists in the variance 
of the bispectrum and obscures third order information even when present at relatively 
low levels. 
There are indications however that the bispectrum does, under certain conditions, 
contain accessible information that is not contained in the second order statistics such as 
the power spectrum and that this information could be used to aid in identification of 
ships or submarines when the signal is reasonably strong. 
It seems clear now that the bispectrum is a very good means of analysing the third 
order statistics of a signal. A number of advances have been made in the understand-
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ing of the statistics of the bispectrum allowing bispectral techniques to be applied more 
correctly and with greater confidence in the results. The exact expressions for bispectral 
variance and covariance have been deduced and this allows the bispectrum to be used 
correctly in a wide range of signal processing applications®®. 
The study of higher order spectra has led to a deeper understanding of stationarity at 
higher orders and to a number of tests for stationarity. These stationarity tests have been 
shown to work in this thesis and inadvertently by Hinich® .^ The detection of transients 
using stationarity tests has been a topic in which much interest has been shown in recent 
years® ,^ a paper using the single measures developed by Parsons & Wil l iamshas been 
published this year®^ building on the basis presented in section 4.6. 
Whilst it has been shown that the various bispectral tests presented do not give sig-
nificant improvement to detection, this does not mean that they are of no use. They are 
in fact of great interest. There are many situations where a good signal to noise ratio is 
available and the answers to the questions concerning Gaussianity, linearity and station-
arity given by these tests are of great value. 
It has been shown that the higher order spectra can be used to gain an insight into 
complicated problems involving higher order statisics. They provide an intelligible frame-
work in which to view, manipulate and understand higher order statistics. 
The cases where the bispectrum and trispectrum have been used in this thesis to sim-
plify complicated problems and lead on to new understanding are; 
i) Both bispectrum and trispectrum have been used to demonstrate the inadequacy of the 
linear model for simulating data sampled from continuous stationary processes. 
ii) The bispectrum and trispectrum have been used to show the effect of bandlimiting on 
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the third and fourth order statistics of a signal to be easily predicted. 
Considerable interest has been shown in analysis of fourth order statistics, often 
through the medium of the trispectrum®"*. The ship data certainly showed a more sig-
nificant level of kurtosis than of skewness. It may be that a study of the trispectrum 
and its use in detection would be rewarding, though this author suspects that, as with 
the bispectrum, no significant detection advantage will be gained, but an improvement in 
identification may. 
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Appendix 
Theorem A: Let S denote the sum of the ^ variates . Then k{s^), the nth 
cumulant of S is, 
ai=l 02=1 an=l 
The moment generating function of S is 4>s{s) = E{e"^) = Let 
hs = log{({>s) and = log{4>x). Thus ^ = | ^ + • • • + ^ by the chain rules. The 
second partial is = Eti E i j afja'tk ' result follows by continuing the partial 
differentiation, setting s=0, and applying 2.1.19. 
For example, suppose that the A'^ 's are IID, then k{Xa^,..., Xa„) = 0 unless all kj = k 
for some k. Thus the n-th order cumulant of the sum of the X's is k{s^) = £kn-
The following theorem presents an expression for a linear combination of £ IID ran-
dom variables. If the Xk's are independent, then log[gj:{t)] = E t Thus 
= 0 as long as more than one of Uk > 0. 
Theorm B: Assume xi , . . . ,xe are IID. Let A denote an m by ^ matrix whose j,k el-
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ement is which may be a complex number. Let Y = A X . Then the (n i , . . . , n^) joint 
cumulant of Y=(j / i , . . . , j/^) is, 
t m 
%."• ! / Z ' ) = t . E n w ' (A-i-2) 
k = l j = l 
for n = ni + • • • + rim-
Proof: For s =(5 i , . . . , 5^), let t = As. Then log[5'y(s)] = logE[e®-^ * ]^ = logE[e(**)], which 
is the sum of log[gr*(4)] from k = 1 to Then the joint partial derivative 
at s = 0 equals . . . (C^A:)"'"] from 2.1.19 since = ajk- The result follows. 
This result is easily generalized using the method of proof in Theorm B to yield the 
following result which will be used later. 
Corollary 1: Suppose that Xk = {xik, • • • •, ^mk) for k = l , . . . , P , are P I ID random m 
by 1 vectors whose components have the joint cumulant denoted by k{Xi, . . . , Xm)- Let 
Yj = < Xjk > denote the mean of Xjk averaged over the k's. Then the (n i , . . . , rim) joint 
cumulant of ( l i , . . . , Ym) is 
1 • • • •> VrtT) ~ p„_i ^(^1'• • •' (A.1.3) 
for n = ni + . . . + 
The following result applies the theorem to the DFT of an IID random time series. In 
order to conform with notation used elsewhere in this work let Xk denote the value of the 
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random process x at the integer time tk- The definition of the DFT is given here again 
to aid the explanation. 
1 Af/2 
l E (A.1.4) 
t = - N / 2 + 1 
In order to apply the theorem to prove the following corollary the term X= 
should be replaced x = (zg, • • •, ^N-\) and Y=(?/i,..., I/M) by X = (XQ, . . . ,X;v-i)-
Corollary 2: Let n = nj + . . . + for a set of non negative integers { n„ }. For 
any set of integers { Uj, . . . , }, the joint cumulant of , . . . , is 
= (A.i.s) 
if niUi + . . . rijnUm = 0 mod(N) 
= 0 otherwise 
Proof: Let 77^  = 0 for any u ^ u j , . . . , {u = 0 , . . . , jV — 1) in order to apply the 
theorem to any subset of the N variates. Let auk = in Theorm B. Then 
J V - I N - I N-l 
fc=0 j=0 t=0 
where U=niiti + . . . + rimUm- Since 1 + r + . . . + for any integer N, it then 
follows that the sum of ^ ^ from k=0 to N-1 is 0 unless J = 0 (mod N), when the sum 
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is equal to N. 
Theorm C 
Let { x(t), —oo < f < oo } be a continuous signal which is zero outside the interval 
0 < t < N. Consider the m-point autocorrelation function defined by 
1 
Cm{L) - j x{t)x{t + Ti) . . . x{t + Tm-\)dt, (A.1.7) 
where r = (ti, . . . , Tm-\) represents (m-1) delays. Then the m-point and 2-point autocor-
relations satisfy the identity 
1 TOO t o o ^ TOO 
r r / • • • / [C„(T)f<JT=/ lC2(T)RDT. (A.1.8) 
J — oo J—00 »/ —oo 
Proof 
Substituting A.1.7 into the LHS of equation A.1.8 yields 
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N m-2 
dr 
WLII' + -•• 
llC^irTdr 
• X{t + Tm-l)x{t' + Tm-l)dtdtdT_ 
(A.1.9) 
which proves the result. Similarly it may be shown that 
^ r . . . r C„(T)C„(-r)rfr = r [r^CrM-ir (A.l.lO) 
iV'"-'' J-OO J-OO J-OO 
where r2(T) is a modified 2-point autocorrelation defined by 
(A.l.ll) 
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