INTRODUCTION
Conceptual rainfall-runoff models have been widely used for quantification of the effect of land use and land cover change on runoff dynamics (Burns et al., 2005; Jiang et al., 2004, Wan and Yang, 2004; Wang et al., 2007; Yuan and Shi, 2001; Zhang et al., 2004) . The runoff-producing mechanism and hydrological response will be influenced by land use/cover changes, and this influence can be reflected by the calibrated parameter values of different time periods (Tao et al., 2015; Zhang et al., 2016; Zhong-Bo et al., 2014) . A good model performance is critical to evaluate the effect of land use/cover change on hydrological processes. The major difficulty is that these models generally have a large number of parameters that cannot be obtained directly from field measurements; hence, model calibration is needed (Chen and Chau, 2006; Wang et al., 2009; Wu et al., 2009) . The process of model calibration is normally done either manually or by using computer-based, automated procedures. Because of the time-consuming nature of manual calibration and the difficulty in explicitly assessing the confidence of model simulations, automation of the calibration process has been explored Hendrickson et al., 1988; Johnston and Pilgrim, 1976; Yapo et al., 1996) . Research into automated optimization methods has led to the development of stochastic global optimization searching methods based on extending the search area or increasing the number of initial optima (Cheng et al., 2002; Cheng et al., 2008; Duan et al., 1992; Franchini, 1996; Franchini and Galeati, 1997; Ritzel et al., 1994; Savic et al., 1999; Vasquez et al., 2000; Wang, 1991) . Rainfall-runoff model calibration is a highly complex nonlinear problem (Chau, 2007; Cheng et al., 2005; Muttil and Chau, 2006; Taormina et al., 2012) . A successful calibration depends not only on effective optimization methods, but also on the calibration objective. Minimum-sum-squared error (MSSE) has been widely used as an objective function (Bárdossy and Singh, 2008; Bao, 1991; Bao et al., 2004; Rusli et al., 2015; Zádor et al., 2006) . This objective function has been shown to work well in linear parameter calibration, which has been proved to attain the unique optimal value. However, it will introduce an unrelated local optimal into parameter calibration of the nonlinear function.
Therefore, a more convenient and efficient method for parameter estimation of hydrological models is to study the hydrological model parameters, model structure and hydrological simulation. In this paper, a methodology for system decomposition and degeneration of dimensionality has been developed in the calibration of the Xinanjiang model. The objective of degeneration is to reduce the number of parameters being optimized simultaneously to at least 3 or fewer. An ideal model was used to verify the efficiency and applicability of this method. Finally, this linearized calibration method was applied for Xinanjiang model parameter calibration to evaluate the effect of land use/cover change on the runoff of the upper Huaihe River Basin. We only compare the best calibrated parameters of different periods to assess the influence of land use change on runoff generation via this fast and convenient parameter calibration method. Model parameters might be different when the model is calibrated to different time periods. The change of land use and the impact on hydrological response processes are analysed by the model parameters at different stages.
METHODS

The Xinanjiang model
The Xinanjiang model (Zhao, 1992) was chosen for the study. The primary feature of the Xinanjiang model is the concept of runoff formation on repletion of storage, which means that runoff is not produced until the soil moisture content of the aeration zone reaches field capacity. The hypothesis was first proposed in China in the 1960s, and much subsequent experience supports its validity for humid and semi-humid regions. According to the original formulation, runoff generated was separated into 2 components using Horton's concept of a final, constant, infiltration rate. Infiltrated water was assumed to go to the groundwater storage and the remainder to surface or storm runoff. However, evidence of variability in final infiltration rate, and the unit hydrograph to connect the storm runoff to the discharge from each sub-basin, suggested the necessity of a third component. Guided by the work of Kirkby (1978) , an additional component, interflow, was provided in the model in 1980 (Zhao, 1992) . The modified model is now successfully and widely used in China (Guo et al., 2016; Ju et al., 2009; Yao et al., 2012) .
In the Xinanjiang model, the basin is divided into a set of sub-basins. The outflow from each sub-basin is first simulated and then routed down the channels to the main basin outlet. The flow chart is shown in Fig.1 . Based on the concept of runoff formation on repletion of storage, the simulation of outflow from each sub-basin is computed in 4 major steps:
1. Evapotranspiration and runoff production: the evapotranspiration that generates the deficit of the soil storage is divided into 3 layers: upper, lower, and deep; the runoff production that produces the runoff according to the rainfall and soil storage deficit.
2. Separation of runoff components: the runoff separation that divides the previously determined total runoff into 3 components: surface runoff, subsurface runoff, and groundwater runoff.
3. Overland flow concentration within each sub-basin: this is represented by the convolution with an empirical unit hydrograph or by linear reservoir to produce Q, the sub-basin outflow. In this paper, we calculate the surface flow, interflow and groundwater of sub-basin outflow.
Respectively, by linear reservoir (parameters CS, CI and CG in Fig. 1 ).
4. River network flow concentration: flood routing from the sub-basin outlets to the total basin outlet is achieved by applying the Muskingum method to successive sub-reaches (parameters KE and XE in Fig. 1 ).
The flow chart for the Xinanjiang model is given in Fig. 1 .
The inputs of the model were rainfall (P) and measured pan evaporation (EM). The outputs were the discharge (TQ) from the whole basin and the actual evapotranspiration (E), which includes 3 components, EU, EL, and ED. The state variables were the area mean tension water storage (W) and the area mean free water storage (S). The area mean tension water (W) had 3 components (WU, WL, and WD) in the upper, lower, and deep layer. FR is the runoff-contributing area factor that was related to W. The rest of the symbols inside the
Figure 1
Flow chart for the Xinanjiang model: all symbols inside the blocks are variables, including inputs, outputs, state variables, and internal variables, whereas those outside the blocks are parameters.
The inputs of the model were rainfall (P) and measured pan evaporation (EM). The outputs were the discharge (TQ) from the whole basin and the actual evapotranspiration (E), which includes 3 components, blocks were all internal variables. RB was the runoff directly from the small portion of impervious area. R was the runoff produced from the pervious area and divided into 3 components (RS, RI, and RG), referred to as surface runoff, subsurface runoff, and groundwater runoff, respectively. The three components were further transferred into QS, QI, and QG, and together form the total inflow to the channel network of the sub-basin. (Song et al., 2013; Zhao, 1992; Zhijia et al., 2011) . As a result, the calibration process is time consuming. To reduce this complexity, a methodology for system decomposition and degeneration of dimensionality has been developed in the calibration of the Xinanjiang model. By decomposition, the model structure is analysed hierarchically. The calibration is carried out from a lower to higher hierarchy; to this end, different objective functions are used for different levels. The objective of degeneration is to reduce the number of parameters being optimized simultaneously to at least 3 or fewer. The reduction is based on the sensitivity analysis and structure constraint. For example, there is a daily model and an hourly model for the Xinanjiang model. The objective function for the daily model is to keep the mean annual water balance, which means KC is the most important parameter that needs to be calibrated. Those insensitive parameter values (e.g. WUM, WLM, C and so on) can be chosen by experience. In this study, the daily model and linearized parameter calibration method are used for automatic parameter calibration of the Xinanjiang model.
Linearized parameter calibration method
The linearized calibration method is a new optimization algorithm. It was developed to solve the theoretical problem of unrelated local optima produced in the nonlinear model parameter calibration by using the objective function based on error sum of squares. The calibrated parameter values are stable when using different initial parameter values via the linearized calibration method, which can find the true parameter values without producing unrelated local optima. Furthermore, compared with the SCE-UA method and the simplex method, the linearized calibration method has higher calculation accuracy and convergence rate and the parameter calibration results are also very stable, i.e., not influenced by the different initial parameter values. In the real model study, the method can also find the unique global optima and has good performance in parameter calibration. The linearized calibration method is an efficient, effective, and robust calibration method (Bao and Zhao, 2014; Bao et al., 2013) . The basic principles and derivation process of the linearized calibration method are as follows:
The traditional parameter estimation method is based on the objective function of the minimum-sum-squared error. For any function f:
where: θ is parameter vector, X is independent variable vector. The objective function of minimum-sum-squared error is constructed as:
where: { } , ; 1, 2, ,
is the sample series for parameter calibration. It can be observed that Eq. 2 increases the power of linear parameter from 1 to 2 and for a linear function this is clearly correct. However, the sum-squared causes the increase in unrelated optimal values when solving nonlinear function parameter optimization problems. For example, if the power of parameters is equal to or greater than 2, sum-squared will double the power of parameters, which will be reduced only by 1 through first-order derivation -thus, it will increase the number of parameter solutions. A 1-parameter function with 1 sample is employed to demonstrate the problem. It can be seen from the analysis that the objective function of the minimum-sumsquared error works well in parameter optimization for a linear function; however, this is not the case for a nonlinear function.
Based on this analysis, we developed a linearized parameter calibration method. Firstly, we linearize the nonlinear function using parameters as independent variables. Secondly, the linearized parameters can be calibrated with the objective function of minimum-sum-squared error. Finally, iteration is adopted to gradually approach the optimal value of nonlinear function parameters.
The forward difference of the partial derivative of f as in Eq. 1 with respect to parameter θ i : linear function; however, this is not the case for a nonlinear function.
The forward difference of the partial derivative of f as in Eq. 1 with respect to parameter  i :
In the calibration process,  i,j represents estimation of  i in Step j and  i,j+1 is j+1 step estimation of  i . Substituting  i,j and  i,j+1 into Eq. 3, we obtain:
Eq. 4 can be rewritten as:
Eq. 5 shows the relation of the parameters, function values and partial derivation with respect to parameters in the adjacent 2 steps in the parameter searching process. The partial derivation with respect to a parameter exhibits the degree of function variation resulting from the variation of parameters. Usually, the greater the degree of function change, the more sensitive the parameter is in the function, which is called parameter sensitivity. Considering the variation of all parameters in the consecutive 2 steps, Eq. 5 can be transformed into:
In the calibration process, θ i,j represents estimation of θ i in
Step j and θ i,j+1 is j+1 step estimation of θ i . Substituting θ i,j and θ i,j+1 into Eq. 3, we obtain: linear function; however, this is not the case for a nonlinear function.
Eq. 5 shows the relation of the parameters, function values and partial derivation with respect to parameters in the adjacent 2 steps in the parameter searching process. The partial derivation with respect to a parameter exhibits the degree of function variation resulting from the variation of parameters. Usually, the greater the degree of function change, the more sensitive the parameter is in
Eq. 5 shows the relation of the parameters, function values and partial derivation with respect to parameters in the adjacent 2 steps in the parameter searching process. The partial derivation with respect to a parameter exhibits the degree of function variation resulting from the variation of parameters. Usually, the greater the degree of function change, the more sensitive the parameter is in the function, which is called parameter sensitivity. Considering the variation of all parameters in the consecutive 2 steps, Eq. 5 can be transformed into: Eq. 6 is the linear approximate of nonlinear function f with respect to parameter θ. In the process of parameter calibration, we assume L groups of observation samples:
Substitute it into Eq. 6:
The vector matrix of Eq. 8 is:
where:
parameter calibration, we assume L groups of observation samples:
The vector matrix of Eq. 8 is: (9) where: ， is called parameter sensitivity matrix. Eq. 9 is the linear approximation of actual function f. Substitute the observation sample into Eq. 9 and it can be written (10) where is the difference between f and fj+1. As the iterative process continues, the difference between f and fj+1 approaches a minimum. We obtain:
where is observation vector. The optimal estimation value of j+1 can be inferre from Eq. 10 in the linear condition:
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where is observation vector. The optimal estimation value of  j+1 can be in from Eq. 10 in the linear condition:
, , , is the difference between f and f j+1 . As the iterative process continues, the difference between f and f j+1 approaches a minimum. We obtain:
 is observation vector. The optimal estimation value of θ j+1 can be inferred from Eq. 10 in the linear condition:
Considering Eq. 9 is the linear approximation of actual function f(θ, X), which cannot guarantee that θ j+1 is the optimum in the searching direction, a scale coefficient b needs to be multiplied to make the actual error function the optimum in the searching direction.
The variation range of b is (0, 1), which can be determined by minimum-sum-squared error of actual function:
Eq. 12 determines the searching direction, and Eqs 13 and 14 determine the step length of parameter, which not only ensures the correct searching direction, but also satisfies the minimum error in the searching direction. Eqs 12, 13 and 14 comprise the linearized parameter calibration method, which has a similar form to the Gauss-Newton iteration method, but a different theoretical basis. Since the linearized parameter calibration method uses linear approximation of Eq. 9 as a function, the construction of the objective function of sum-squared error and the first-order derivation of objective function to search the optimum will not add unrelated local optima. It is proved that the linearized parameter calibration method can ensure the correctness of every step in searching direction.
Considering the error resulting from Eq. 10, the searching process of linearized parameter calibration method is the process of step-by-step approach to the optimum. Its procedure is as follows:
1. Set an initial value of parameter θ 0 2. Calculate the parameter sensitivity matrix S and function vector f j according to the parameter vector 3. Determine new parameter vector θ j+1 and search direction ∆θ = θ j+1 − θ j with Eq. 12 4. Determine scale coefficient b with Eq. 14 5. The search will be stopped if θ j+1 arrives at the optimum individual. If not, return to Step (2) and go on to the next iterative operation. The framework flow chart for the linearized parameter calibration method is shown in Fig. 2 .
Figure 2 The flow chart of the linearized calibration method
It can be seen that the linearized parameter calibration method is simpler than the conventional optimization method from Step (3) of the calculation process. The optimal parameter vector θ j+1 can be determined through θ j and linear condition using Eq. 12 instead of the trial-and-error method.
To prove the validity of Step (3) that ensures the correct searching direction ∆θ=θ j+1 -θ j , we only need to verify the error F j+1 corresponding to new parameter vector θ j+1 of any step calculated by Eq. 12 is less than F j corresponding to the above step parameter vector θ j . The proof is shown in Appendix 1.
APPLICATION EXAMPLE
Ideal model verification
Nonlinear function parameter calibration refers to nonlinear parameter calibration of explicit function, which can obtain derivation with respect to parameters directly. The following general nonlinear parameter function is used in this paper:
Here, this function is adopted as the nonlinear parameter function, because there is only one independent variable x in this function and 2 parameters θ 1 , θ 2 . In addition, these 2 parameters for the independent variables are highly nonlinear, and the function is relatively simple in the expression, but the function structure (due to the relationship between variables and parameters) is complex. The superiority of the parameter calibration method can be explained more clearly by using this function.
The derivation function of a parameter is: Ideal model refers to the model with no error in the independent variable, dependent variable and parameters. We assume θ 1 = 2 and θ 2 = 10 in the ideal model, as Eq. 15 and x varies in the range of [1, 100] with equal intervals. Table 2 lists the process of searching parameters in every step, starting from a group of initial parameters (θ 1,0 = 1.2427; θ 2,0 = 49.4716). It can be seen from Table 2 that the parameters sought from every step follow a loop approach; the true value and the objective function of sum-squared error gradually decrease in the process of searching, as does the searching step length in every loop. In the beginning, sum-squared error and searching step length are large and they decrease sharply after several iterations, which demonstrates the significant convergence and effectiveness of the linearized parameter calibration method. Table 3 , on the next page, summarizes the calibration results starting from different initial parameter values. In the table, J is an iterative step for searching for optimum. According to the results given in Table 3: 1. The influence of initial parameter value is minor for linearized parameter calibration. The square deviation of a parameter decreased from the initial value of 37.2895 and 1 804.38 to the final optima of 7.2 × 10 -7 and 7.8 × 10 3. The iteration number of the linearized parameter calibration is low, and the effect is good. According to the results from Table 3 , the minimum iteration number is 11, the maximum number is 35 and the average loop number is 20.6. Table 4 demonstrates the calibration results with consideration of error in the dependent variable. The error was generated using a normal distribution model. The error proportion is the average per cent relative to the true value of the function f(θ; x). D is the distance between the evaluated parameter and the true value, calculated by Eq. 17:
According to the results from Table 4 , the error of dependent variable has certain but little influence on the parameter estimation. The average of relative error distance is only 1.21%.
Case study
Dapoling Station was used as a case study application, situated in the upper reaches of Xixian basin with a drainage basin of 1 640 km 2 ; the length of its main channel is 73 km (Fig. 3) . The river flows through mountainous terrain with many tributaries and a steep slope; runoff is intermittent and vulnerable to zero flow in the dry season. There are not many water conservancy projects in the basin and rice is the dominant crop grown there, followed by wheat. Xixian basin is situated in the transition zone between the northern subtropical region and the warm temperate zone. Rainfall for the flood season is mainly affected by monsoon; and the long-term mean annual precipitation is 1 145 mm (calculated by the data from 1954 to 2000). Half of the precipitation (~50%) falls between June and September. For further details of the watershed refer to Qu et al. (2012) .
The Dapoling basin is serviced by 13 precipitation stages and one discharge stage (Dapoling stage). There is no evaporation stage in this catchment; because of this, the Nanwanevaporation stage data were used for the evaporation calculation. Series of observed data included daily precipitation of 13 rainfall stages, daily evaporation of Nanwan stage and daily discharge of Dapoling stage from 1966 to 2005. The total series were divided into 10-year periods for parameter calibration, 4 periods in all; that is, from 1966-1975, 1976-1985, 1986-1995 and 1996 to 2005 . The initial parameter values are presented in Table 5 .
Also, Table 5 shows the results of parameter calibration in different periods. Table 6 lists the performance of the calibrated parameters. From Table 6 , the calibrated parameters using the linearized parameter calibration method can give good simulation results: relative errors of 4 different periods from 1964 to 2005 are −0.1%, 0.05%, 0.13% and −0.05%, respectively. The greatest relative error is 0.13% and all errors are less than 0.15%, which means that the proposed method is reliable in terms of water budgets. From Table 5 , it can be seen that the change of the ratio of potential evapotranspiration to pan evaporation, KC, is highly significant, increasing from 0.658 to 0.922. A higher ratio means higher evapotranspiration from the basin, which causes a decrease in runoff. Additionally, the increase in free water storage capacity, SM, reflects the decrease in surface runoff. Although the sum of the outflow coefficient KG (free water storage to the groundwater flow) and KI (free water storage to the interflow) is kept constant, the single value of each parameter has changed. KI changed towards a larger proportion (increase of interflow), while KG decreased from 0.334 to 0.252 ( 
CONCLUSIONS
Streamflow at the outlet is the comprehensive response of the whole basin system to the input, precipitation, and thus, invariably, to the change of underlying surface in the basin. In appreciation of this fact, a number of studies have focused on using conceptual rainfall-runoff models to quantify the effect of land use and land cover change on runoff dynamics. However, because of the large number of parameters in the hydrological model, an effective automatic calibration method becomes important. Thus, a linearized parameter calibration method is presented for solving this problem. Unlike the previous study by Qu et al. (2012) , we only use parameter comparison to assess the influence of land use/cover change on runoff of the basin. Compared to the method based on the error square sum, the linearized parameter calibration method has the following advantages:
• It can solve the theoretical problem of added unrelated local optimums
• The convergence of the method can be strictly proven in theory
• The determination of seeking direction and step length is objective and effective
In addition, this method was applied for parameter calibration of the Xinanjiang model in the upper Huaihe River Basin to evaluate the effect of land use change on hydrological processes through the change of parameters, for example, KC, SM, KI and KG. An increase in KC means higher evapotranspiration in the upper Huaihe River Basin, which causes a decrease in runoff. An increase in SM means a decrease in surface runoff. The increase in KI and decrease in KG in Dapoling basin reveal that the present land use pattern causes high peak flows and quicker recession. Because of limited data availability, only the daily model was applied for parameter calibration and evaporation, and runoff generation parameters were compared, while water source separation and concentration parameters were not.
The linearized parameter calibration method is a new calibration method. Future studies will involve tested the method in more basins and using more hydrological model parameter calibrations.
APPENDIX 1
The validity of parameter search is justified as follow. From the text we can get the sum of squared errors F j corresponding to the above step parameter vector θ j . The sum of squared errors F j+1 can be expressed as: According to Eq. A-7, every searching step will get less sumsquared. As the iterative process continues, the sum-squared error approaches the minimum value and the optimal parameter will be obtained. So the searching direction determined by Eq. 12 is correct.
