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Abstract
In order to tackle parameter estimation of photocounting distributions, polykays of acting
intensities are proposed as a new tool for computing photon statistics. As unbiased estimators
of cumulants, polykays are computationally feasible thanks to a symbolic method recently de-
veloped in dealing with sequences of moments. This method includes the so-called method of
moments for random matrices and results to be particularly suited to deal with convolutions
or random summations of random vectors. The overall photocounting effect on a deterministic
number of pixels is introduced. A random number of pixels is also considered. The role played
by spectral statistics of random matrices is highlighted in approximating the overall photo-
counting distribution when acting intensities are modeled by a non-central Wishart random
matrix. Generalized complete Bell polynomials are used in order to compute joint moments
and joint cumulants of multivariate photocounters. Multivariate polykays can be successfully
employed in order to approximate the multivariate Poisson-Mandel transform. Open problems
are addressed at the end of the paper.
Keywords: photocounter, mixed Poisson distribution, non-central Wishart random matrix,
symbolic method of moments, cumulant, polykay, Bell polynomial
1 Introduction
The recent renewed interest in multivariate photocounting originates within astronomical litera-
ture in connection with extrasolar planet detection methods [14] or, more in general, in speakle
patterns produced by direct imaging [15]. A photovent occurs when light striking a pixel causes
one or more electrons to be ejected. Within fixed time intervals T, multivariate photocounters
are modeled by non-negative random vectors counting photoevents from a set of d pixels. Their
stochastic fluctuations depend on intensities of light, encoded in a vector I = (I1, . . . , Id), with
joint distribution µ(d I) on (R+)d. The photocounters {Ni, i = 1, . . . , d} are assumed condition-
ally independent and distributed according to a Poisson law parametrized by I. The multivariate
Poisson-Mandel transform [13]
P(N = k) =
∫
· · ·
∫
(R+)d
d∏
j=1
(Ij)
kj
kj !
exp(−Ij)µ(d I) (1.1)
gives the joint distribution of N = (N1, . . . , Nd) when k = (k1, . . . , kd) is a multi-index of non-
negative integers. The availability of closed form formulae for (1.1) depends upon the stochastic
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model µ. For a wide range of univariate stochastic intensities, these formulae have tractable ex-
pressions and sufficient statistics can be recovered by means of likelihood methods [3]. In [29], an
overview is given on the methods available to analyze the data sampled in photocounting, as for
example the photon counting histogram (PCH). Fluorescence cumulant analysis (FCA) is indi-
cated as the first theory that describes the effect of sampling time by measuring the spontaneous
intensity fluctuations of fluorescent molecules [20]. This measurement is done by using facto-
rial cumulants. Let us recall that if M(t) denotes the moment generating function of a random
variable (r.v.), then cumulants are the coefficients of log(M(t)) and factorial cumulants are the
coefficients of log(M(log(1 + t))). Cumulants have special properties and if some of these proper-
ties can be deduced from data, then special stochastic models can be inferred [19]. For example,
if conditioned cumulants linearize, then the recorded data can be modeled by using (1.1). The
same relationship holds for factorial moments.
Inspired by FCA, the main goal of this paper is to extend cumulant analysis to the multivariate
case, which is still a challenging problem in particular when I are entries of a random matrix
[13]. The preliminary contributions given in the literature indicate factorial moments as simpler
expressions to be used [2, 28].
In working with random matrices, the method of moments is still extensively used [4]. In
general, some conditions on moments or moment generating functions need to be required and
applications of this approach to random matrices rely on some advanced combinatorial tools as
for example zonal polynomials or hypergeometric functions [24, 25, 27]. A first way to overcome
this drawback is free probability, a non-commutative theory of probability [21]. Indeed, random
matrices are non-commutative objects whose large-dimension asymptotic are usually analyzed by
using free probability. However, there are some aspects of random matrix theory to which the
tools of free probability are not sufficient by themselves to resolve.
In this paper, we propose the employment of a method, called the symbolic method of moments
[8], which can be considered the commutative counterpart of free probability. In the symbolic
method of moments, a sequence of numbers is represented by a symbol, called umbra, through a
linear operator, sharing many properties of expectation. The elements of the sequence are called
moments. This symbolic approach overcomes the well-known moment problem, since a sequence
of numbers is dealt as it was a sequence of moments with no reference to any probability space
as within free probability. It is mainly a tool to perform computations: the matching with r.v.’s
is done a-posteriori. In difference from free probability, just one operator is employed within the
symbolic method of moments but the same sequence of moments may correspond to more than
one symbol. For a pair of commutative r.v.’s, freeness1 is equivalent to claim that at least one
of them has vanishing variance. So freeness is a pure not-commutative device that is why the
symbolic method of moments may be considered an analogous of free probability in a commutative
field. One of the strengths of this method is that questions on convergence of moment generating
functions may be discarded and only polynomials involving umbrae are employed.
That having been said, the novelty of this paper is twofold. The first has implications beyond
photocounting and involves the employment of the symbolic method of moments within random
matrices. The second novelty is strictly related to photocounters and their statistics. In FCA,
factorial cumulants are employed and calculated from the moments of the recorded photon counts.
Quite recently efficient algorithms [9] have been developed in order to compute experimental
measurements of cumulants, known in the literature as polykays. The sampling behavior of
polykays is much simpler than sample moments [18] but their employment was not so widespread in
1In free probability, free r.v.’s correspond to classical independent r.v.’s.
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the statistical community, due to the past computational complexity in recovering their expression.
When complex amplitudes of incoherent waves have independent circular Gaussian distribution,
the resulting acting intensity I is the diagonal of a non-central Wishart random matrix and we
show how spectral polykays [10] can be fruitfully employed in order to estimate their cumulants
and then factorial cumulants of photocounting.
We prove that photocounter cumulants have a simpler expression compared with moments and
factorial moments, taking advantage from the plainness of cumulants of the non-central Wishart
random matrix. Thanks to the symbolic method of moments, the generalization to multivariate
framework is straightforward. And this is an additional novelty of the paper since far fewer results
can be found in the literature on compound Poisson random vectors [22], due to the difficulty of
managing their distributions.
Since the symbolic method of moments is a new tool for photocounting, we get the opportunity
of introducing this theory by dealing with a new measure describing the overall photocounting
effect, together with its generalization to superposition of a random number of incoherent waves.
New formulae are proposed to perform all these computations. Implementations of these formulae
in Maple are available on demand.
The paper is organized as follows: the symbolic method of moments is sketched in Section
3 for the univariate case and in Section 4 for the multivariate case. Section 2 shows how to
model acting intensities when complex amplitudes of incoherent waves have independent circular
Gaussian distribution. Polykays and their properties are recalled in Section 3. Formulae for
computing moments, factorial moments and factorial cumulants of multivariate photocounters are
given in Section 4. A series expansion of the multivariate Poisson-Mandel transform shows how
to by-pass the multi-dimensional integral in (1.1) and to use multivariate polykays for numerical
approximations. Some open problems are suggested at the end of the paper.
2 Acting intensities modeled by Wishart random matrices
The complex amplitude ψ(x, y) of a wave can be modeled as ψ(x, y) = m(x, y) + X(x, y) [1],
wherem(x, y) is a deterministic term proportional to the wave amplitude without turbulence, and
X(x, y) is a random term distributed according to a zero mean complex Gaussian distribution.
This choice depends on the central limit theorem, since X(x, y) represents the uncorrected part of
the wave amplitude caused by errors. The instantaneous intensity is defined as I(x, y) = |X(x, y)+
m(x, y)|2. When p incoherent waves are considered, their superposition field intensity I[p](x, y) is
obtained by summing the intensities of each wave, that is I[p](x, y) =
∑p
i=1 |Xi(x, y) +mi(x, y)|
2.
A multidimensional framework is necessary when d pixels are involved and correlations among
wave amplitudes at d different positions are encoded in a full rank covariance matrix Σ. Then the
complex amplitude of the i-th incoherent wave at (x, y) is given by ψi(x, y) =mi(x, y)+Xi(x, y),
where the deterministic term mi(x, y) is a d-dimensional vector and the random term Xi(x, y)
is a d-variate circular complex Gaussian random vector with zero mean and full rank Hermitian
covariance matrix Σ. By omitting the notation (x, y) for brevity, the resulting vector of intensities
I[p] = (I1,[p], . . . , Id,[p]) has components
Ij,[p] =
p∑
i=1
|Xij +mij |
2 for j = 1, 2, . . . , d (2.1)
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with Xij = (Xi)j and mij = (mi)j . The elements of I[p] are on the diagonal of a non-central
Wishart square random matrix of order d
Wd(p,Σ,M) =
p∑
i=1
(Xi +mi)
†(Xi +mi) with M =
p∑
i=1
m
†
imi, (2.2)
usually denoted by Wd(p). In equation (2.2), † denotes the conjugate transpose. In the literature
Ω = Σ−1M is called the non-centrality matrix.
The intensity I[p] is the parameter of a photocounting vector N
[p] = (N1,[p], . . . , Nd,[p]) with
Poisson distribution (1.1). The Poisson r.v.’s N1,[p], . . . , Nd,[p] are conditionally independent, that
is P (N [p] = k | I[p]) =
∏d
j=1 P (Nj,[p] = kj | Ij,[p]) .
By recalling that complex Gaussian random vectors of dimension d can be replaced by real
Gaussian random vectors of dimension 2d, whose first d-components represent the real part and
the last d-components represent the imaginary part, an alternative way to compute Ij,[p] in (2.1) is
Ij,[p] =
∑p
i=1
[
Re(Xij +mij)
2 + Im(Xij +mij)
2
]
, for j = 1, 2, . . . , d. However, this formula picks
out elements on the diagonal of a real non-central Wishart random matrix of dimension 2 d and
therefore is less efficient. Then, we refer to complex non-central Wishart random matrices (2.2).
3 Overall photocounters
Let us introduce the notion of overall photocounter.
Definition 3.1. The overall photocounter is N[p] = N1,[p] + · · · +Nd,[p] if p incoherent waves hit
d pixels and Nj,[p] denotes the number of photoevents of the j-th pixel labeled with j = 1, . . . , d.
Since the convolution of two (or more) mixed Poisson distributions is itself a mixed Poisson
distribution, with mixing densities the convolution of the two (or more) mixed Poisson distri-
butions [13], then the overall photocounter N[p] has a mixed Poisson distribution with random
parameter I1,[p] + · · ·+ Id,[p] = Tr [Wd(p)] .
Proposition 3.2. If (·)i denotes the lower factorial and S(i, k) are Stirling numbers of second
kind, then
E
[
(N[p])i
]
= E
{
(Tr [Wd(p)])
i
}
and E
[
(N[p])
i
]
=
i∑
k=1
S(i, k)E
{
(Tr [Wd(p)])
k
}
.
Proof. Conditioned factorial moments of Poisson r.v.’s are powers of the random parameter, that
is E
[
(N[p])i
∣∣ I1,[p], . . . , Id,[p]] = (Tr [Wd(p)])i . Then factorial moments follow by taking the overall
expectation. Moments follow by taking the overall expectation of xi =
∑i
k=1 S(i, k)(x)k , after
having replaced the indeterminate x with N[p].
The distribution of the overall photocounter can be computed as
P (N[p] = k) =
1
k!
∞∑
i=0
(−1)i
i!
E
{
(Tr [Wd(p)])
k+i
}
=
1
k!
∞∑
i=0
(−1)i
i!
Yk+i(c1, . . . , ck+i), (3.1)
with Yk(x1, . . . , xk) (complete) exponential Bell polynomials [12], see also Section 6.2, and {ck}
cumulants of Tr [Wd(p)] . In [6], moments of Tr [Wd(p)] have been expressed by using integer
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partitions 2 and cyclic polynomials 3. Let us recall their expression to highlight their complexity
with respect to cumulants. If Ck(Σ) denotes the k-th cyclic polynomial Ck(s1, . . . , sk) with sk =
Tr[Σk], then
E
{
Tr [Wd(p)]
k
}
= k!
k∑
j=0


∑
λ⊢j
(−1)l(λ)
m(λ)!
Trλ(MΣ)




∑
λ⊢k−j
pl(λ)
m(λ)!
Cλ(Σ)

 , (3.2)
where Trλ(MΣ) =
∏
j∈{1,2,...}[Tr(MΣ
j−1)]rj and Cλ(Σ) =
∏
j∈{1,2,...}[Cj(Σ)]
rj . An algorithm to
compute (3.2) is available in [6] relied on the symbolic method of moments.
The superposition of incoherent waves is fully employed when Tr [Wd(p)] is written as
I1,[p] + · · ·+ Id,[p] =
d∑
j=1
p∑
i=1
|Xij +mij |
2 =
p∑
i=1
|Xi1 +mi1|
2 + · · ·+ |Xid +mid|
2, (3.3)
since (|Xi1+mi1|
2, . . . , |Xid+mid|
2) are independent row vectors for i = 1, . . . , p. In difference from
cumulants, neither moments nor factorial moments of N[p] take advantage of the decomposition
on the right hand side of equation (3.3). Instead, conditioned cumulants linearize and are equal
to the random parameter of the overall photocounter for all non-negative integers k, that is
Cumk
(
N1,[p] + · · ·+Nd,[p]
∣∣I1,[p], . . . , Id,[p]) =
d∑
j=1
Cumk
(
Nj,[p]
∣∣Ij,[p]) = Tr[Wd(p)]. (3.4)
Unconditioned cumulants will be computed in the next section, since the symbolic method helps
in shortening the proofs. Here, we limit ourselves to observe that
Cumk (N[p]) =
p∑
i=1
Cumk [N1 i + · · · +Nd i] (3.5)
with Nj i (i = 1, . . . , p, j = 1, . . . , d) the photocounter related to the j-th pixel and the i-th wave.
Approximations of the distribution in (3.1) involve cumulants of Wishart random matrices which
have a plainer expression compared with moments (3.2), as we will show in the next section.
4 The symbolic method of moments
In the symbolic method of moments, an alphabet A = {α, β, γ, . . .} of indeterminates, named
umbrae, is considered and any umbra is related to a complex number sequence {ak} by a suitable
linear functional E. The functional E : C[A] → C is defined on the polynomial ring C[A], and
such that E[αk] = ak for all non-negative integers k ≥ 1. We assume E[1] = 1 so that a0 = 1.
The sequence {ak} is the sequence of moments of α and we say that {ak} is umbrally represented
2Recall that a partition of an integer k is a sequence λ = (λ1, λ2, . . . , λt), where λj are weakly decreasing
integers and
∑t
j=1 λj = k. The integers λj are named parts of λ. The length of λ is the number of its parts and
will be denoted by l(λ). A different notation is λ = (1r1 , 2r2 , . . .), where rj is the number of parts of λ equal to
j and r1 + r2 + · · · = l(λ). We use the classical notation λ ⊢ k with the meaning “λ is a partition of k”. Set
m(λ) = (r1, r2, . . .) and m(λ)! = r1!r2! · · · .
3The i-th cyclic polynomial is Ci(x1, . . . , xi) =
∑
λ⊢i d
′
λx
r1
1 · · ·x
ri
i with d
′
λ = i!/(1
r1r1!2
r2r2! · · · ). See [6] for more
details.
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by α. Two umbrae can represent the same sequence of moments, that is E[αk] = E[γk] for all
non-negative integers k ≥ 1. In such a case we said that α is similar to γ, in symbols α ≡ γ. The
operator E factorizes on distinct umbrae, that is E[αiβj · · · γk] = E[αi]E[βj ] · · ·E[γk] (uncorrela-
tion property). A conditional evaluation has been introduced in [11] satisfying E[αiβj · · · γk|α] =
αiE[βj] · · ·E[γk].
Special umbrae are:
a) the unity umbra u whose moments are {1};
b) the augumentation umbra ε whose moments are E[εk] = δ0,k, for all non-negative integers k
with δ0,k the Kronecker Delta;
c) the Bell umbra whose moments are the Bell numbers [9];
d) the singleton umbra whose moments are E[χk] = δ1,k, for all non-negative integers k.
The sequence of cumulants {ck} of α is defined as
4
∑
k≥1
ck
zk
k!
= log

1 +∑
k≥1
ak
zk
k!

 . (4.1)
Definition 4.1. If λ is an integer partition and {ak} (respectively {ck}) is the sequence of
moments (respectively cumulants) of α, the product aλ = a
r1
1 a
r2
2 · · · (respectively cλ = c
r1
1 c
r2
2 · · · )
is said associated to the partition λ.
For example, if λ = (12, 3) then aλ = a
2
1a3. Auxiliary umbrae are introduced as special
symbols representing operations among moments. For example, summations of n distinct but
similar umbrae α, . . . , α′ have moments
E[(α+ · · ·+ α′)k] =
∑
λ⊢k
nl(λ) dλ cλ, where dλ =
k!
(1!)r1r1! (2!)r2r2! · · ·
(4.2)
and cλ is the sequence of cumulants of α associated to the partition λ. We denote by n.α the
auxiliary umbra representing the sequence of moments (4.2). A generalization of n.α is the
auxiliary umbra γ.α, obtained from n.α by replacing n with γ. If {gk} is umbrally represented by
γ, this replacement corresponds to replace {nk} with {gk} in (4.2), that is
E[(γ.α)k] =
∑
λ⊢k
gl(λ) dλ cλ. (4.3)
Since the dot corresponds to a summation, γ.α represents a symbolic summation γ times of the
umbra α. The auxiliary umbra γ.α is named the dot product of γ and α and is the symbolic
counterpart of what we call generalized random sum.
Definition 4.2. The r.v. with sequence of moments (4.3) is named generalized random sum.
Suitable choices of γ and α correspond to suitable choices of {gk} and {ck} in (4.3) and allow us
to recover moments of special (auxiliary) umbrae. For example β.χ ≡ χ.β ≡ u. Two special dot-
products need to be mentioned separately: the α-cumulant umbra χ.α, representing the sequence
4Within formal power series, equation (4.1) holds independently from questions of convergence [26].
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of cumulants {ck} in (4.1), and the α-factorial umbra α.χ, representing the sequence {fk} such
that E[(α)k] = fk for all non-negative integers k. By analogy with r.v.’s, the complex numbers
{fk} are said factorial moments of α. Therefore the umbra (χ.α).χ ≡ χ.(α.χ) represents the
sequence of factorial cumulants. The following definition states when an umbra may be replaced
by a r.v.
Definition 4.3. An umbra α represents a r.v. X, if α umbrally represents the sequence of
moments {E[Xk]}, that is E[αk] = E[Xk] for all non-negative integers k.
In particular, the dot-product n.α represents the summation of n i.i.d.r.v.’s. The auxiliary
umbra γ.α represents a generalized random sum. If moments are defined only up to some non-
negative integer k, then sequences of only k elements are considered.
Symbolic representation of overall photocounters. Assume to denote by ωd the Wishart umbra
representing the outer product of Gaussian vectors (Xi +mi)
†(Xi +mi). From equation (2.2),
Tr [Wd(p)] is a summation of traces of (Xi +mi)
†(Xi +mi). Therefore the umbra ωd,[p] ≡ ωd,1 +
· · ·+ ωd,p represents Tr [Wd(p)] , with the subscript i = 1, . . . , p corresponding to the subscript of
the mean vector mi. In [6], a different symbolic representation of Tr [Wd(p)] has been provided in
order to speed up the implementation of formula (3.2) and to take advantage of the non-centrality
matrix. This symbolic representation does not take into account the additivity property of traces,
which instead is very useful in dealing with mixed Poisson distributions. Since a Poisson r.v. with
random parameter Λ is represented by the umbra γ.β, with γ the umbra representing moments
of Λ [12] then the overall photocounter is represented by
ωd,[p].β ≡ ωd,1.β + · · ·+ ωd,p.β (4.4)
where the right hand side of (4.4) is obtained from the left distributive property of the summation
with respect to the dot-product [12]. If mi =m for i = 1, . . . , p then ωd,[p] ≡ p.ωd.
Proposition 4.4. The umbra ωd,[p] represents the sequence of factorial moments of N[p].
Proof. The sequence of factorial moments of N[p] is represented by ωd,[p].β.χ. The result follows
by observing that β.χ ≡ u and ωd,[p].u ≡ ωd,[p].
Thanks to the symbolic representation of N[p], cumulants of N[p] can be computed by using
cumulants of Tr [Wd(p)] .
Theorem 4.5. Cumk (N[p]) =
∑k
i=1 S(k, i)
[
p(i− 1)!Tr(Σi)− i!Tr(MΣi−1)
]
.
Proof. Cumulants of N[p] are represented by χ.(ωd,[p].β) ≡ (χ.ωd,[p]).β. The result follows from
(4.3), by observing that E
{
[(χ.ωd,[p]).β]
k
}
=
∑k
i=1 S(k, i)E
[
(χ.ωd,[p])
i
]
(cf. [12]) and E
[
(χ.ωd,[p])
i
]
is the i-th cumulant of Tr [Wd(p)] . Its expression is given in [6].
From Theorem 4.5, the additivity property (3.5) of cumulants can be recovered since
Cumk (Tr[Wd(1)]) = (k − 1)!Tr(Σ
k)− k!Tr(m†imiΣ
k−1) i = 1, . . . , p. (4.5)
Factorial cumulants FCumk (N[p]) of N[p] are equal to cumulants of Tr [Wd(p)] .
Theorem 4.6. FCumk (N[p]) = p (k − 1)!Tr(Σ
k)− k!Tr(MΣk−1).
Proof. Factorial cumulants of N[p] are represented by χ.(ωd,[p].β).χ ≡ χ.ωd,[p] since β.χ ≡ u.
Moments of χ.ωd,[p] are cumulants of Tr [Wd(p)] .
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4.1 Randomized overall photocounting effect
In literature on photocounting effect, the number of incoherent waves hitting the pixels has been
considered deterministic. Here we assume this number described by a r.v. P.
Definition 4.7. The randomized overall photocounting effect N[P ] = N1,P + · · · + Nd,P is the
number of multivariate photoevents, if P incoherent waves are superimposed on d pixels with
intensity
Ij,P =
P∑
i=1
|Xij +mj|
2 for j = 1, 2, . . . , d. (4.6)
Note that equation (4.6) is obtained from (2.1), setting mij = mi for all non-negative integers
i, in order to have Xi+m ∼ N(m,Σ) andm = (m1, . . . ,md). From (4.6), the random parameter
of N1,P+· · ·+Nd,P may be written as I1,P+· · ·+Id,P =
∑P
i=1 Tr[(Xi+m)
†(Xi+m)] = Tr[Wd(P )].
Proposition 4.8. If N[P ] is the randomized overall photocounter and ρ is the umbra representing
the r.v. P , then
E
[
(N[P ])
k
]
= E
[
(ρ.ωd.β)
k
]
, E
[
(N[P ])k
]
= E
[
(ρ.ωd)
k
]
,
Cumk (N[P ]) = E
[
{(χ.ρ). (ωd.β)}
k
]
, FCumk (N[P ]) = E
[
(χ.ρ.ωd)
k
]
Proof. From Definition 4.7, the randomized overall photocounter N[P ] is obtained from N[p] by
replacing p with P. From (4.4) the umbral counterparts of N[p] and N[P ] are p.ωd.β and ρ.ωd.β
respectively, since ωd,[p] ≡ p.ωd. Factorial moments are represented by ρ.ωd.β.χ and the result
follows as β.χ ≡ u. Cumulants are represented by χ.ρ.ωd.β and the result follows from the
associativity property. Factorial cumulants are represented by χ.ρ.ωd.β.χ ≡ χ.ρ.ωd.
Corollary 4.9. If N[P ] is the randomized overall photocounting effect, then N[P ]
d
=
∑P
i=1Ni,[1],
where Ni,[1] represents the overall photocounter of the i-th wave.
Proof. Since ρ.(ωd.β) ≡ (ρ.ωd).β, the result follows observing that these two umbrae represent
respectively
∑P
i=1Ni,[1] and N[P ]. The equality in distribution follows since they both have con-
vergent moment generating function.
In the following, when no misunderstandings occur, we denote Ni,[1] simply by N[1]. By using
the symbolic method, moments, factorial moments and cumulants of the randomized overall
photocounter N[P ] can be easily recovered.
Proposition 4.10. If N[P ] is the randomized overall photocounter, then
i) E
[
(N[P ])
k
]
=
∑
λ⊢k dλE
[
P l(λ)
]
Cumλ (N[1]) ;
ii) E
[
(N[P ])k
]
=
∑
λ⊢k dλE
[
P l(λ)
]
Cumλ (Tr[Wd(1)]) ;
iii) Cumk (N[P ]) =
∑
λ⊢k dλCuml(λ)(P )Cumλ (N[1]) .
iv) FCumk (N[P ]) =
∑
λ⊢k dλCuml(λ)(P )Cumλ (Tr[Wd(1)]) .
Proof. Moments i) follow from (4.3) by replacing γ with ρ and α with ωd.β. Factorial moments
ii) follow from (4.3) by replacing γ with ρ and α with ωd. Cumulants iii) follow from (4.3) by
replacing γ with χ.ρ and α with ωd.β. Note that moments of χ.ρ are cumulants of ρ. Factorial
cumulants iv) follow from (4.3) by replacing γ with χ.ρ and α with ωd.
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To compute cumulants of N[P ], cumulants of N[1] are necessary. They can be recovered from
(4.5) setting mj =m.
5 Photocounting statistics
When facing with sampled photocounters, two problems need to be solved: to check if the usual
hypothesis of semi-classical theory of statistical optics hold, that is to infer about the Poisson
distribution of photocounting, and to estimate its intensity field. Both tasks can be performed
by using U -statistics [9], in a different way depending on which kind of information have been
sampled.
If we have a random sample of overall photocounters N˜ [1] =
(
N˜
[1]
1 , N˜
[1]
2 , . . . , N˜
[1]
n
)
for each
wave, the first task may be performed simply by checking the additivity property in (3.5) and so
by estimating cumulants. Cumulants and their products can be estimated from a random sample
x = (x1, x2, . . . , xn) by using a family of U -statistics κλ(x) called polykays [9]. If {ci} is the
sequence of cumulants of N [1] (or N[p]), then E[κλ(x)] = c
r1
1 c
r2
2 . . . . Polykays up to order 3 are:
κ1(x) =
s1
n
, κ12(x) =
s21 − s2
n(n− 1)
, κ2(x) =
n s2 − s
2
1
n (n− 1)
, κ13(x) =
s31 − 3s1s2 + 2 s3
n(n− 1)(n− 2)
κ1,2(x) =
−s31 + (n+ 1)s1s2 − ns3
n(n− 1)(n − 2)
, κ3(x) =
2s31 − 3 s1s2n− n
2s3
n(n− 1)(n − 2)
where sj =
∑n
i=1 x
j
i are power sum symmetric polynomials in the sample x for all non-negative
integers j.
The single index κ’s are the k-statistics; the multi-index κ’s are the polykays. The degree is
the sum of the subscripts, that is the integer of which λ is a partition. The size n of the sample
needs to be greater than the degree. Polykays were introduced by Fisher (see [9] and references
therein for more details) as “inherited on the average”, a property which gives to these functions
a common interpretation independent of the sample size [10]. The “inheritence”property states
that if y is a sub-sample of x obtained by simple random sampling, then E[κλ(y)|x] = κλ(x).
Like cumulants, polykays enjoy of the additivity property (3.5).
Proposition 5.1. Polykays computed on the overall photocounting effect of p waves linearize in
polykays computed on the overall photocounting effect of a single wave.
Also equation (3.4) may be useful as a first step to verify if the underlying stochastic model is
of Poisson type. Indeed, if photocounters have been sampled for a fixed vector of intensities (for
example by using Monte-Carlo methods), then single polykays conditioned to known intensities
should result approximatively constant. Moreover, Proposition 4.10 shows that polykays are useful
to compute Cumk (N[P ]) and FCumk (N[P ]) .
As mentioned at the beginning of the section, a different task consists in estimating the inten-
sity field parameters from sampled photocounters. According to Proposition 3.2, this estimation
can be easily carried out using U -statistics for factorial moments. U -statistics of factorial mo-
ments can be recovered by expressing factorial moments {fk} in terms of power sums sj of the
sampled overall photocounters N˜ [p]. Again the symbolic method of moments helps in finding their
expression, as the following proposition shows.
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Proposition 5.2. The U -statistic fk for the k-th factorial moment of N[p] is
fk =
1
n
∑
λ⊢k
dλ sl(λ)c˜λ with c˜λ =
∏
i≥1
[
(−1)i−1(i− 1)!
]ri .
Proof. From (4.3), factorial moments of α are E[(α.χ)k ] =
∑
λ⊢k dλal(λ)c˜λ with c˜λ the sequence
of cumulants of χ, associated to the partition λ. The result follows since ak can be estimated by
sample moments sk/n and cumulants of the singleton umbra are {(−1)
k−1(k − 1)!}, see [12].
A completely different scenario arises when we wish to predict photocounting effect from
sampled intensities by using equation (3.1). In this case, we need to estimate cumulants of
Wishart random matrices. The reasons are twofold. Factorial cumulants of overall photocounters
are equal to cumulants of Wishart random matrices and linearize on outers product of {Xi},
allowing to check the independence property. Moreover, since complete Bell polynomials are easily
recovered from any symbolic packages, these estimators allow us to recover also an approximation
of probability distribution (3.1). Let us underline that in the literature on photocounting, factorial
cumulants are calculated from moments of the recorded photon counts by using the classical
moment conversion equations. Here we propose a different strategy relied on spectral polykays
κ˜λ (A) , introduced in [10]. Spectral polykays are unbiased estimators of cumulants of random
matrices A. For Wishart random matrices, spectral polykays still have the inheritance property
and estimate cumulants normalized to the dimension [5]:
E {κ˜λ [Wd(p)]} =
1
dl(λ)
Cumλ [Tr (Wd(p))] . (5.1)
In difference from polykays, referring to random samples of a population, spectral polykays involve
spectral samples. A spectral sample is the eigenvalue vector e of a random matrix A, if the size
of the sampling n is equal to the order of the matrix A. If n < d a suitable subsample of spectral
decomposition is selected. In the following, we assume n = d.
Spectral polykays up to order 3 are:
κ˜1(e) =
Tr [Wd(p)]
d
, κ˜12(e) =
d (Tr [Wd(p)])
2 − Tr
[
Wd(p)
2
]
d (d2 − 1)
, (5.2)
κ˜2(e) =
d (Tr [Wd(p)])
2 −Tr
[
Wd(p)
2
]
d (d2 − 1)
κ˜13(e) =
(Tr [Wd(p)])
3(d2 − 2)− 3 dTr [Wd(p)] Tr
[
Wd(p)
2
]
+ 4Tr
[
Wd(p)
3
]
d (d2 − 1) (d2 − 4)
,
κ˜1,2(e) =
−2 dTr
[
Wd(p)
3
]
+ (d2 + 2)Tr [Wd(p)] Tr
[
Wd(p)
2
]
− d (Tr [Wd(p)])
3
d (d2 − 1) (d2 − 4)
,
κ˜3(e) = 2
2(Tr [Wd(p)])
3 − 3 dTr [Wd(p)] Tr
[
Wd(p)
2
]
+ d2Tr
[
Wd(p)
3
]
d (d2 − 1) (d2 − 4)
. (5.3)
For completeness, the general formula to recover spectral polykays in terms of intensities is pro-
vided in Theorem 5.3. The proof is given in [10]. The algorithm implementing this formula is
available in [7]. Permutations5 of cycle structure λ are involved.
5A permutation σ of [k] can be decomposed into disjoint cycles C(σ). The length of the cycle c ∈ C(σ) is its
cardinality, denoted by l(c). The number of cycles of σ is denoted by |C(σ)|. Recall that a permutation σ with r1
1-cycles, 2-cycles and so on is said to be of cycle class λ = (1r1 , 2r2 , . . .) ⊢ k.
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Theorem 5.3. If λ ⊢ k, then E {κ˜λ [Wd(p)]} =
∏
j(j!)
rj
∑
τ ω=σ Tr(Id)
−1(τ)E {Tr [Wd(p)] (ω)} ,
where Tr(A)(σ) =
∏
c∈C(σ) Tr[A
l(c)], with A either the matrix identity Id either the Wishart ran-
dom matrix Wd(p), and Tr(A)
−1 is the inverse function 6 of Tr(A).
6 Multivariate photocounting effect
A detailed description of photocounting involves the computation of joint moments and joint
cumulants
E
(
Nk11,[p] · · ·N
kd
d,[p]
)
= m[p]k Cumk (N1,[p], . . . , Nd,[p]) = c
[p]
k (6.1)
with k = (k1, . . . , kd) ∈ N
d
0 and N
[p] = (N1,[p], . . . , Nd,[p]). In order to deal with sequences (6.1),
the symbolic method of moments has been generalized to multi-index k and vectors of umbral
monomials [8]. Vectors of umbral monomials correspond to correlated random vectors when
their supports7 are not disjoint. Following the notations introduced in [8], f(N [p],z) denotes the
moment generating function8 of N [p]. In the following, for brevity, we referred to the number p of
superimposed waves only when necessary.
6.1 Multivariate moment symbolic method
Let {ν1, . . . , νd} ∈ C[A] a set of umbral monomials with support not necessarily disjoint. A com-
plex sequence {ak}, with ak = ak1...kd and a0 = 1, is represented by the d-tuple ν = (ν1, . . . , νd)
iff
E[νk] = ak, k ∈ N
d
0. (6.2)
If {ν1, . . . , νd} are umbral monomials with disjoint supports then ak = E[ν
k1
1 ] · · ·E[ν
kd
d ]. The
elements ak in (6.2) are called multivariate moments of ν and, by analogy with random vectors,
f(ν,z) = 1 +
∑
i≥1
∑
|k|=i
ak
zk
k!
is the moment generating function of ν, with z = (z1, . . . , zd), |k| = k1+· · ·+kd and k! = k1! · · · kd!.
Two umbral d-tuples ν1 and ν2 are said to be uncorrelated if and only if E[ν
k
1 ν
j
2 ] = E[ν
k
1 ]E[ν
j
2 ]
for all k, j ∈ Nd0. They are said to be similar if E[ν
k
1 ] = E[ν
k
2 ] for all k ∈ N
d
0, in symbols ν1 ≡ ν2.
As done for the univariate case, if the sequence {ak} is umbrally represented by ν, its sequence
{ck} of multivariate cumulants satisfies
∑
i≥1
∑
|k|=i
ck
zk
k!
= log [f(ν,z) − 1] . (6.3)
Next definition generalizes Definition 4.1 to multi-index partitions.
6The inverse function f−1(σ) of f(σ) satisfies
∑
τ ω=σ f(τ ) f
−1(ω) =
∑
τ ω=σ f
−1(τ ) f(ω) = δ(σ) where δ(σ) = 1
if σ is the permutation identity, 0 otherwise.
7The support of an umbral polynomial p ∈ R[A] is the set of all umbrae which occur.
8Note that in the literature, the probability generating function of N [p] is erroneously called moment generating
function since factorial moments are usually recovered from it.
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Definition 6.1. If λ is a multi-index partition 9 and {ak} (respectively {ck}) is the sequence
of multivariate moments (respectively multivariate cumulants) of ν, the product aλ = a
r1
λ1
ar2λ2 · · ·
(respectively cλ = c
r1
λ1
cr2λ2 · · · ) is said associated to the partition λ.
For example a multi-index partition λ of k = (2, 1, 5) is λ = (λ1,λ2,λ3) with λ
′
1 = (0, 0, 1),λ
′
2 =
(1, 0, 1),λ′3 = (1, 1, 2) and aλ = a0 0 1 a1 0 1 a1 1 2. If in the dot-product γ.α, the umbra α is replaced
by the d-tuple ν, then equation (4.3) generalizes in
E[(γ.ν)k] =
∑
λ⊢k
k!
m(λ)!λ!
gl(λ) cλ, (6.4)
where cλ is the product of multivariate cumulants of ν associated to λ.
Definition 6.2. The r.v. with sequence of moments (6.4) is named multivariate generalized
random sum.
Suitable choices of γ and ν correspond to suitable choices of {gk} and {ck} in (6.4) and allow
us to recover moments of special (auxiliary) umbrae. A special dot-product is the ν-cumulant
umbra χ.ν, representing the sequence of cumulants {ck} in (6.4). The following definition states
when a d-tuple of umbral monomials may be replaced by a random vector.
Definition 6.3. A d-tuple ν of umbral monomials represents a random vector X, if ν umbrally
represents the sequence of multivariate moments {E[Xk]}, that is E[νk] = E[Xk] for all k ∈ Nd0.
As in the univariate case, the dot-product γ.ν represents a sum of random vectors indexed
by a not necessarily univariate integer-value r.v, what we have called multivariate generalized
random sum. In particular χ.ν represents the ν-cumulant umbra.
6.2 Computations of joint photocounters
Complete Bell polynomials Yk(x1, . . . , xk) in (3.1) are
Yk(x1, . . . , xk) =
k∑
i=1
∑
λ⊢k, l(λ)=i
dλ x
r1
1 x
r2
2 · · · (6.5)
Joint moments and joint cumulants (6.1) can be computed by using suitable generalizations
of complete Bell polynomials Yk(x1, . . . , xk) with the indeterminates {x1, . . . , xk} replaced by
umbrae. More precisely, let us consider the auxiliary umbra γ.β.α, that is the summation γ times
of β.α. The auxiliary umbra β.α represents a compound Poisson r.v. of parameter 1, that is a
summation N times of a r.v. represented by α, with N ≃ Po(1). Moments of γ.β.α, computed
by means of equation (4.3), result to be a first generalization of complete Bell polynomials (6.5).
Indeed, when α is replaced by β.α in equation (4.3), we have [9]
E[(γ.β.α)k] =
∑
λ⊢k
dλ gl(λ) aλ (6.6)
9 A partition of a multi-index λ ⊢ m is a matrix λ = (λjt) of non-negative integers and with no zero columns
in lexicographic order such that λj1 + λj2 + · · · = mj for j = 1, 2, . . . , d. As for integer partitions, the notation
λ = (λr11 ,λ
r2
2 , . . .) means that in the matrix λ there are r1 columns equal to λ1, r2 columns equal to λ2 and so on,
with λ1 < λ2 < · · · . The multiplicity of λi is ri and we set m(λ) = (r1, r2, . . .). The number of columns of λ is
denoted by l(λ).
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with {ak} and {gk} umbrally represented by the umbra α and γ respectively. The generalization to
the multivariate case of equation (6.6) is obtained by replacing α with the d-tuple ν = (ν1, . . . , νd)
E[(γ.β.ν)k] =
∑
λ⊢k
k!
m(λ)!λ!
gl(λ) aλ, (6.7)
where aλ is the product of multivariate moments of ν associated to λ. More general expressions
of equation (6.7) correspond to moments of γ1.β.ν1 + · · · + γd.β.νd with {ν1, . . . ,νd} d-tuples of
umbral monomials [8]. Set
(γ1.β.ν1 + · · ·+ γd.β.νd)
k = Y
(ν1,...,νd)
k
(γ1, . . . , γd). (6.8)
The polynomials Y
(ν1,...,νd)
k
(γ1, . . . , γd) are said generalized complete Bell polynomials. For d = 1
we recover Y
(ν)
k (γ) = (γ.β.ν)
k. By using a suitable generalization of multinomial expansion [8],
the k-th moment of (γ1.β.ν1 + · · · + γd.β.νd) is
E
[
Y
(ν1,...,νd)
k (γ1, . . . , γd)
]
=
∑
(i1,...,id):
∑d
j=1 ij=k
(
k
i1, . . . , id
)
E
[
(γ1.β.ν1)
i1 · · · (γd.β.νd)
id
]
. (6.9)
In the following, let us denote by ιj the umbra representing the intensity Ij for j = 1, . . . , d and
by ι the corresponding d-tuple ι ≡ (ι1, . . . , ιd).
Theorem 6.4. If k ∈ Nd0, then mk = E
[
Y
(u1,...,ud)
k (ι1, . . . , ιd)
]
with
uj = (ε, . . . , u︸︷︷︸
j-th place
,. . . , ε), for j = 1, . . . , d. (6.10)
Proof. From (6.10), we have f(uj,z) = e
zj for j = 1, 2, . . . , d and
f(N ,z) = E


d∏
j=1
E
[
exp (Nj zj) | Ij
]
 = E

exp

 d∑
j=1
ιj {f(ui,z)− 1}



 . (6.11)
The result follows by observing that the right hand side of (6.11) is the moment generating
function of ι1 .β.u1 + · · · + ιd .β.ud.
Next corollary gives the explicit expression of joint moments of photocounters.
Corollary 6.5. If k = (k1, . . . , kd) ∈ N
d
0 then mk = E
{∏d
j=1
[∑kj
i=1 S(kj , i) I
i
j
]}
.
Proof. Let us consider the expansion (6.9) with (ν1, . . . ,νd) replaced by (u1, . . . ,ud) and (γ1, . . . , γd)
replaced by (ι1, . . . , ιd). Since
E
[
u
j
i
]
=
{
0, if j is such that jk 6= 0 for k = 1, 2, . . . , i− 1, i+ 1, . . . d,
1, otherwise
(6.12)
among the vectors (i1, . . . , id) giving not zero contributions in (6.9), there are those satisfying
(ij)i = kjδj,i for j = 1, 2, . . . , d. In this case
(
k
i1,...,id
)
= 1. Since
E
[
(ι1 .β.u1)
i1 · · · (ιd .β.ud)
id
]
= E
{
E
[
(ι1 .β.u1)
i1 · · · (ιd .β.ud)
id | ι1, . . . , ιd
]}
(6.13)
the result follows by multiplying E[(ιj .β.uj)
ij | ιj] = E[(ιj .β)
kj | ιj] =
∑kj
t=1 S(kj , t) ι
t
j for j =
1, 2, . . . , d and getting the overall expectation of the product.
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Corollary 6.6. For k = (k1, . . . , kd) ∈ N
d
0, if there exists j ∈ {1, 2, . . . , d} such that kj = 0 then
mk = 0.
Remark 6.7. To compute mk by using Theorem 6.4, a symbolic procedure is available on de-
mand. This consists in expanding the product in the right hand side of (6.9) and then replacing
occurrences of ιk11 · · · ι
kd
d with E
[
Ik11 · · · I
kd
d
]
. The algorithm nCWishart [6] allows us to compute
E
[
Ik11 · · · I
kd
d
]
. Indeed, this algorithm allows us to compute general joint moments
E
{
Tr [Wd(p)H1]
k1 · · ·Tr [Wd(p)Hd]
kd
}
with H1, . . . ,Hd ∈ C
d×d. (6.14)
Joint moments E
[
Ik11 · · · I
kd
d
]
can be recovered from (6.14) by choosing
(Hi)s t =
{
1, if i = s = t,
0, otherwise,
s, t = 1, 2, . . . , d, and i = 1, 2, . . . , d.
Denote by fk the k-th multivariate factorial moment of N . As the following theorem states,
also multivariate factorial moments can be expressed via generalized complete Bell polynomials.
Theorem 6.8. If k ∈ Nd0, then fk = E
[
Y
(χ1,...,χd)
k (ι1, . . . , ιd)
]
with
χj = (ε, . . . , χ︸︷︷︸
j-th place
,. . . , ε), for j = 1, . . . , d.
Proof. By using the same arguments employed in the proof of Theorem 6.4, the moment generating
function of the factorial moments of N is
f(N ,z)
∣∣
zi=log(1+wi)
i=1,2,...,d
= E


d∏
j=1
E
[
exp (Ij wj) | Ij
]
 = E

exp

 d∑
j=1
ιj {f(χi,w)− 1}



 (6.15)
where f(χi,w) = 1 + wi and w = (w1, . . . , wd). The result follows by observing that the right
hand side of (6.15) is the moment generating function of ι1 .β.χ1 + · · ·+ ιd .β.χd.
Corollary 6.9. If k = (k1, . . . , kd) ∈ N
d
0, then fk = E
(
Ik11 · · · I
kd
d
)
.
Proof. From Theorem 6.8 and equation (6.8) we have fk = E
[
(ι1.u1 + · · ·+ ιd.ud)
k
]
, since
β.χj ≡ uj for j = 1, . . . , d. Then by using the multinomial expansion (6.9), we have
E
[
(ι1.u1 + · · · + ιd.ud)
k
]
=
∑
(i1,...,id):
∑d
j=1 ij=k
(
k
i1, . . . , id
)
E
[
(ι1.u1)
i1 · · · (ιd.ud)
id
]
. (6.16)
In order to evaluate products on the right hand side of (6.16), equation (6.7) has to be employed.
Since ιj.uj ≡ ιj.β.χ.uj and χ.uj ≡ χj , in evaluating E
[∏d
j=1(ιj.uj)
ij
]
only joint products
ιk11 · · · ι
kd
d gives contribution, from which the result follows.
Joint cumulants can be computed by using the additivity property on waves.
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Theorem 6.10. If k ∈ Nd0, then
Cumk(N
[p]) = k!
p∑
i=1
∑
λ∈Pk
(−1)l(λ)−1[l(λ)− 1]!
m(λ)!λ!
∏
λs
E

 d∏
j=1

(λs)j∑
t=1
S((λs)j , t)|Xij +mij|
2t




rs
,
(6.17)
where Pi = {λ = (λ
r1
1 ,λ
r2
2 , . . .) ⊢ k : (λs)j 6= 0,∀j = 1, . . . , d, s = 1, 2, . . .}.
Proof. First, let us prove the additivity property
Cumk(N
[p]) =
p∑
i=1
Cumk(N
[1]
i ), (6.18)
where Cumk(N
[1]
i ) is the k-th cumulant of the multivariate photocounter of the i-th wave with
i = 1, . . . , p. Indeed, denote by γij the umbral monomial representing |Xij + mij|
2 in (2.1).
Then ι1.β.u1 + · · · + ιd.β.ud =
∑d
j=1(γ1 j + · · · + γp j).β.uj . Since for fixed j the umbral mono-
mials {γ1 j , . . . , γp j} are uncorrelated, equation (6.18) follows by observing that
∑d
j=1(γ1 j +
· · · + γp j).β.uj ≡
∑d
j=1(γ1 j.β.uj + · · · + γp j.β.uj) =
∑p
i=1(γi 1.β.u1 + · · · + γi d.β.ud). Since
(γi 1.β.u1 + · · · + γi d.β.ud) denotes the multivariate photocounter from d pixels hit by the i-th
wave with i = 1, . . . , p, the result follows from the additivity property of multivariate cumulants.
To get equation (6.17), the explicit expression of Cumk(N
[1]
i ) has to be computed by evaluating
the k-th moment of χ.(γi 1.β.u1 + · · · + γi d.β.ud). The k-th moment of χ.ν is [8]
E[(χ.ν)k] =
∑
λ⊢k
k!
m(λ)!λ!
(−1)l(λ)−1[l(λ)− 1]! aλ,
with aλ the product of multivariate moments of ν associated to λ. The result follows by replacing
aλ with the product of multivariate moments of (γi 1.β.u1 + · · · + γi d.β.ud) associated to λ.
Moments of (γi 1.β.u1 + · · · + γi d.β.ud) are given in Corollary 6.5 with ιj replaced by γi j.
Within estimation, the importance of Theorem 6.10 relies on the circumstance that if estima-
tors of Cumk(N
[p]) linearizes, according to (6.18) the underlying distribution of photocounters
can be assumed of mixed multivariate Poisson type. Unbiased estimators of Cumk(N
[1]
i ) and
Cumk(N
[p]) can be computed using multivariate polykays [9].
Theorem 6.11. The multivariate Poisson-Mandel transform admits the following expansion in
series
P(N = k) =
1
k!

1 +∑
i≥1
∑
|j|=i
E[Ij+k]
(−1)|j|
j!

 = 1
k!

1 +∑
i≥1
∑
|j|=i
(−1)|j|
j!
∑
λ⊢k+i
(j + k)!
m(λ)!λ!
cλ


with cλ the product of multivariate cumulants of I associated to λ.
Proof. The first equality follows from (1.1) by observing that
exp{−(I1 + · · ·+ Id)} = 1 +
∑
i≥1
∑
|j|=i
Ij
(−1)|j|
j!
.
The second equality follows from equation (6.4) with gl(λ) replaced by 1, since ν ≡ (β.χ).ν.
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If sampled intensities are available, multivariate polykays for I can be employed to approximate
cλ in Theorem 6.11 and also factorial cumulants of N , as the following theorem shows.
Theorem 6.12. FCumk (N) = ck.
Proof. Denote by K(N ,z) the cumulant generating function ofN , with K(N ,z) = log[f(N ,z)].
The factorial cumulant generating function is
K(N ,z)
∣∣
zi=log(1+wi)
i=1,2,...,d
= log[f(N ,z)]
∣∣
zi=log(1+wi)
i=1,2,...,d
= log[f(ι,z)],
where the last equality follows from Corollary 6.9.
7 Conclusions and open problems
This paper has introduced the symbolic method of moments as an efficient tool to deal with photon
statistics. Instead of using factorial moments, as usually proposed in the literature, cumulants
have been employed due to their additivity property which simplifies the inference on the process
as well as factorial cumulants. Moreover these sequences have a simpler expression for Wishart
random matrices whose traces are the intensities of photocounting. In addition, the algorithms
available for computing unbiased estimators of cumulants, that are polykays and multivariate
polykays, have efficient implementation.
Several open problems arise from the methodology suggested in this article. As investigated
in [16], there is a connection between Wishart random matrices and natural exponential families.
So distributions of photocounters could be studied by using properties of natural exponential
families. A first attempt in this direction has been presented in [3] and [13], where only special
cases are considered. A more general development, involving cumulants, could turn to be useful in
finding sufficient photon statistics relied on maximum likelihood method. The use of the symbolic
method of moments within these applications is currently under investigation.
A further development consists in studying photocounting vs. time, through a compound
Poisson stochastic process. The so-called compensated version consists in normalizing the process
with respect to its temporal mean. Cumulants play a fundamental role in dealing with compen-
sated Poisson process [23] and we believe that the techniques here introduced should be fruitfully
applied.
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